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El presente trabajo de investigación tiene como objetivo diseñar un sistema integrado 
de comunicaciones para la gestión y operación del servicio público de transporte terrestre 
aplicado a un ulterior corredor vial en la ciudad de Chiclayo.  
La utilización de una plataforma de comunicaciones de tecnología avanzada en los 
sistemas de transporte terrestre moderno que cuentan con centros de control y sistemas 
inteligentes, servirá como punto de partida para futuras investigaciones a favor del 
mejoramiento del servicio de transporte en el ámbito urbano fomentando el uso del 
transporte público frente al vehículo privado, que responda mejor a las necesidades del 
usuario; pudiendo implementarse en las demás capitales de departamento nuevas líneas con 
similares características a mediano plazo.  
Este trabajo plantea brindar conectividad en cada estación de autobús, diseñado 
mediante anillos de fibra óptica para la prestación de servicios a lo largo de la ruta vial 
establecida, tales como de recaudo (mediante lectora de tarjeta inteligente), control de la 
temporización semafórica, y sistemas de video vigilancia, los cuales serán gestionados desde 
un centro de control y gestión de las redes de transmisión de datos. 
La metodología empleada desarrolla el enfoque cualitativo, con diseño 
fenomenológico. 
Según los resultados obtenidos en este proyecto, permitirá contribuir en tener un 
menor impacto ambiental posible en relación a las emisiones contaminantes, impacto visual, 
emisiones de ruido, en reducir los altos índices de congestión vehicular, siendo un referente 
en el ordenamiento del transporte en la ciudad de Chiclayo. 
Palabras claves: Sistema integrado de las redes, conectividad de redes de servicios, 





The present research work aims to design an integrated communication system for 
the management and operation of the public land transport service applied to a subsequent 
road corridor in the city of Chiclayo. 
The use of an advanced technology communications platform in modern land 
transport systems that have control centers and intelligent systems will serve as a starting 
point for future research in favor of the improvement of the transport service in urban areas 
by promoting the use of public transport versus private vehicle, which better responds to 
user needs; new lines with similar characteristics can be implemented in the other department 
capitals in the medium term. 
This work proposes to provide connectivity in each bus station, designed through 
fiber optic rings for the provision of services along the established road route, such as 
collection (by means of a smart card reader), traffic light timing control, and video 
surveillance systems, which will be managed from a network management and control center 
transmission networks. 
The methodology used develops the qualitative approach, with a phenomenological 
design. 
According to the results obtained in this project, it will make it possible to contribute 
to having the lowest possible environmental impact in relation to polluting emissions, visual 
impact, noise emissions, in reducing the high rates of congestion, being a benchmark in the 
ordering of transport in the city from Chiclayo. 
Keywords: Integrated network system, service network connectivity, control and 
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Capítulo I. Planteamiento del Problema 
1.1 Situación Problemática  
 A medida que las ciudades crecen tanto poblacional como económicamente, cada 
vez se hace más importante brindar a la población servicios de calidad que les permita 
satisfacer la necesidad básica de traslado en el menor tiempo posible; logrando así conectar 
a las personas tanto a su núcleo laboral como a sus familias, optimizando los tiempos, 
fomentando la productividad y el bienestar de la población. Al ser el sistema de transporte 
algo tan ligado a una ciudad, se puede ver fácilmente afectado por el crecimiento urbano y 
demográfico; que muchas veces no soporta la población ni el flujo de actividades 
económicas dentro de la ciudad. 
Actualmente se vienen haciendo esfuerzos en la región latinoamericana para 
fomentar la implementación de sistemas de transporte rápido masivos en bus que vayan de 
la mano con el uso de servicios de TI (Tecnología de la Información) innovadores de alta 
tecnología, que permitirá un servicio de calidad a los usuarios.  
La ciudad de Chiclayo no cuenta con un sistema de buses masivo de transporte rápido 
con un corredor vial exclusivo y únicamente cuenta con líneas de autobuses con rutas 
dispersas que no guardan relación entre sí debido a una planificación poco coordinada en la 
que no se tuvo en cuenta las necesidades de la población ni el tráfico en las rutas, como 
consecuencia se generaron gran cantidad de rutas y problemas en su planificación; se 
produce un gran desorden y congestionamiento vehicular que al final genera demoras en los 
traslados de la población dentro de la ciudad. Además de esto se originan problemas de 
contaminación ambiental de CO2, debido a los tiempos de espera de los automotores para 
circular, escasa cobertura, falta de seguridad y accidentes de tránsito. El Municipio de la 
ciudad de Chiclayo trabaja en el planteamiento de un servicio eficiente que permita 
transportar pasajeros de un extremo a otro de la ciudad atravesando las arterias más 
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transitadas. Al respecto, en el año 2017 la Municipalidad Provincial de Chiclayo, emite 
informe denominado “Plan regulador de Rutas de Transporte Urbano de la Provincia de 
Chiclayo”. 
En este contexto analizamos el planteamiento de una alternativa que contribuye a la 
solución a este problema de transporte mediante el diseño de un sistema integrado de 
comunicaciones aplicado a un ulterior corredor vial que utiliza servicio de buses de 
transporte terrestre público rápido, que se caracteriza por el uso de troncales ubicadas en el 
centro de la vía, adaptándose al trazado urbano, carriles con derecho de vía exclusivo a nivel 
con circulación rápida y frecuente en zonas urbanas. Este proyecto planteará el diseño de 
una infraestructura tecnológica integrada de comunicaciones para el servicio de 
videovigilancia, control del recaudo de dinero y temporización de la semaforización, 
instaladas en las estaciones a lo largo del corredor vial, para la gestión y operación a un 
sistema masivo de buses de pasajeros. Una troncal de fibra óptica como medio de 
transmisión, con una conectividad mediante anillos de fibra óptica en las estaciones a lo 
largo de la ruta y el Centro de Control y Gestión aplicado a las redes de los servicios. 
Cabe indicar que, el alcance del proyecto está delimitado a formular y diseñar, por 
lo que no cubre aspectos en la ejecución, implementación y puesta en funcionamiento del 
sistema.  
1.1.1 Antecedentes. 
En el documento plan regulador de rutas del transporte urbano año 2017 la 
Municipalidad Provincial de Chiclayo, emite un diagnóstico de la situación actual del 
servicio público de transporte terrestre que se resume como sigue:  
− No existe un Plan Regulador de Rutas, lo cual genera un caos principalmente causada 
por falta de planificación del transporte, problemas de las rutas existentes, falta de 
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herramientas técnicas para la administración, lo cual se refleja notablemente en el 
fenómeno de la superposición de rutas. 
− Predominio de vehículos de baja capacidad de transporte como son los taxis y 
vehículos menores, bajo un esquema desordenado, con operadores orientados al 
servicio individual, sin políticas empresariales que dificulta cumplir con los objetivos 
del gobierno local. 
− Exceso de antigüedad del parque automotor con elevadas emisiones de gases 
contaminantes y otras afectaciones al medio ambiente. En contraposición con los 
lineamientos del Ministerio de Transportes y Comunicaciones,  
− La infraestructura vial existente no está bien optimizada por ser compartida por el 
transporte interprovincial, urbano, de carga y peatones, que no satisface las 
necesidades de los ciudadanos.  
− Ineficiencia en la administración del transporte genera empobrecimiento del sector, 
debilitando los estados financieros de las empresas autorizadas, sumado a los 
elevados costos en el mantenimiento de las unidades vehiculares y de mano de obra 
(conductor y cobrador).  
Según el Informe 17-MPCH-GDVyT/LFV del día 20 de junio de 2017, la Gerencia 
de Desarrollo Vial y Transportes elaboró el análisis técnico concerniente al Plan Regulador 
de Rutas de Transporte Urbano de la Provincia de Chiclayo, que indica las falencias del 
servicio actual y el impacto que genera en la ciudad, haciendo que se vuelva caótica, 
desordenada y contaminada.  
En ese sentido, el Plan Regulador de Rutas de Transporte Urbano de la Provincia de 
Chiclayo, permitirá a los habitantes de Chiclayo encontrar un equilibrio entre la oferta y la 
demanda, teniendo en cuenta las diversas modalidades de servicio de transporte existentes, 
buscando la satisfacción de las necesidades de movilidad con una calidad y cobertura tal que 
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le posibilite constituirse en una alternativa real de transporte para los desplazamientos 
urbanos en medios motorizados. Constituye un paso importante hacia la reestructuración del 
transporte en la ciudad e incluye ventajas para el desarrollo de la misma y de sus habitantes. 
Las normas legales sobre las cuales se basa el actual Plan Regulador de Rutas de la 
provincia de Chiclayo son: 
Ordenanza Municipal No 021 –A-2003-GPCH (27 de agosto de 2003):  
1º. Crea el Anillo Vial a ser utilizado por las unidades del servicio de transporte público 
a excepción del servicio de taxi. 
2º. Establece el sentido del tránsito en las diferentes calles de la ciudad. 
3º. Determina las zonas rígidas, prohibidas al estacionamiento vehicular. 
4º. Establece las vías preferenciales en la ciudad. 
Ordenanza Municipal Nº 002 -2006/GPCH (20 de febrero de 2006): 
1º. Modifica el Artículo Segundo de la Ordenanza Municipal Nº 021 -2003-GPCH,  
referente al sentido de circulación de la calle Héroes Civiles de sur a norte. 
Ordenanza Municipal Nº 014 -2012-MPCH/A (13 de julio de 2012): 
1º. Aprueba el Reglamento de Transporte Público Especial de Pasajeros en Vehículos  
Menores Motorizados o no Motorizados en el Distrito de Chiclayo. 
Ordenanza Municipal Nº 001 – 2012-MPCH (20 de enero de 2012): 
1º. Aprueba el nuevo Reglamento de Fiscalización del Servicio de Transporte Público 
Terrestre en la Provincia de Chiclayo. 
Ordenanza Municipal Nº 024 -2015-MPCH/A (10 de setiembre de 2015): 
1º. Aprueba la modificación de la Ordenanza Municipal Nº 013 – 2015-MPCH “Zonas 
Rígidas y Paraderos de Paso”. 
Cabe agregar, que la aplicación de este plan no es la solución integral, debido a que se 
tienen otros aspectos a considerar en la red vial de transporte urbano tales como: una 
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adecuada señalización horizontal y vertical , red de sincronización del sistema 
semafórico, mantenimiento de la red vial de transporte terrestre. 
1.2 Preguntas de Investigación 
1.2.1 Pregunta general. 
PG ¿En que favorecerá el diseño de un sistema integrado de comunicaciones para la 
gestión y operación del servicio público de transporte terrestre aplicado a un ulterior corredor 
vial en la ciudad de Chiclayo?  
1.2.2 Preguntas específicas.  
PE1 ¿Cuál es la situación actual del servicio público de transporte terrestre en la 
ciudad de Chiclayo? 
PE2 ¿Cuáles son las etapas técnicas para el diseño de un sistema integrado de 
comunicaciones para la gestión y operación del servicio público de transporte terrestre en la 
ciudad de Chiclayo? 
PE3 ¿Cuáles son los aspectos técnicos generales para el diseño de un sistema integrado 
de comunicaciones para la gestión y operación del servicio público de transporte terrestre en 
la ciudad de Chiclayo?  
P E4. ¿Cuáles son las diferentes redes de servicios que se consideran en el diseño de 
un sistema integrado de comunicaciones para la gestión y operación del servicio público de 
transporte terrestre en la ciudad de Chiclayo? 
1.3 Objetivos de la Investigación  
1.3.1 Objetivo general. 
OG Diseñar un sistema integrado de comunicaciones para la gestión y operación del 




1.3.2 Objetivos específicos. 
OE1 Diagnosticar la situación actual del servicio público de transporte terrestre en la 
ciudad de Chiclayo.  
OE2 Determinar las etapas para el diseño de un sistema integrado de comunicaciones 
para la gestión y operación del servicio público de transporte terrestre en la ciudad de 
Chiclayo. 
OE3 Determinar cada una de las redes de los servicios a ser utilizada en el diseño del 
sistema integrado de comunicaciones para la gestión y operación del servicio público de 
transporte terrestre en la ciudad de Chiclayo. 
1.4 Justificación de la Investigación 
1.4.1 Justificación técnica. 
Es una alternativa de plataforma de un sistema de comunicación integrado utilizando 
servicios de TI (Tecnología de la información) innovadores de alta tecnología aplicado al 
servicio público de transporte terrestre. Con el soporte de sistemas de transporte inteligentes 
(ITS) que es un conjunto de sistemas tecnológicos utilizados para mejorar la seguridad y 
eficiencia en el transporte terrestre, facilita la labor de la gestión y control tales como la 
información en tiempo real, a los usuarios les permitirá tener un conocimiento de la ruta del 
sistema, lo cual hace que los viajes sean más eficientes y generen menos estrés.  
También juega un papel importante en la gestión del sistema integrado de 
comunicaciones, para hacer seguimiento de la operatividad de los terminales inteligentes 
instalados en las estaciones. 
1.4.2 Justificación social. 
La plataforma de un sistema de comunicación integrado contribuirá en mejorar el 
servicio de transporte público urbano y la calidad de vida del ciudadano en la ciudad de 
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Chiclayo, debido al desorden vehicular que genera congestionamiento, contaminación 
ambiental, falta de seguridad y accidentes.  
La implementación de estos sistemas tecnológicos que es un servicio de transporte 
masivo de bus rápido que utiliza un corredor vial exclusivo de alta calidad.   
1.5 Alcances y Limitaciones de la Investigación 
1.5.1 Alcances. 
Permitirá desarrollar modelos de redes y plantear una infraestructura tecnológica 
conformada por sistemas cuyos elementos que la componen brindaran los servicios de 
videovigilancia, recaudo y semaforización, aplicada al ulterior corredor vial en la ciudad de 
Chiclayo. Así mismo, en el diseño se considerará el tendido de la troncal de fibra óptica que 
se utilizará como medio o plataforma de transporte que permitirá conectar los 6 anillos 
ópticos, permitiendo que las comunicaciones de las 5 redes, desde sus terminales de cada 
servicio interactúen con su respectivo servidor central. 
1.5.2 Limitaciones. 
El presente trabajo se ha planteado para la ciudad de Chiclayo; sin embargo, la 
utilización de la plataforma de comunicaciones de tecnología avanzada en los sistemas de 
transporte terrestre moderno, será como punto de partida para futuras investigaciones a favor 
del mejoramiento de nuestro servicio de transporte público en el ámbito urbano, pudiendo 








Capitulo II. Marco Teórico 
2.1 Antecedentes de la Investigación 
2.1.1 Antecedentes internacionales. 
Mercado Reyes R. (2017) en su tesis “Diseño de un sistema de videovigilancia para 
una empresa del sector alimenticio que permita el monitoreo local y remoto de sus 
instalaciones” presenta como objetivo diseñar un sistema de videovigilancia para una 
empresa del sector alimenticio. La metodología define un enfoque cuantitativo, alcance 
descriptivo - explicativo y experimental. 
El autor resalta que ha desarrollado el proyecto mediante un análisis y diseño a nivel 
físico y lógico, describiendo los enlaces de fibra óptica entre el conmutador y distribución y 
las cámaras de videovigilancia; y además realiza pruebas de simulación en la red. 
Este trabajo es relevante porque durante el desarrollo del proyecto se utilizaron 
estándares y normas internacionales de las telecomunicaciones. Así como, utilizo software 
de simulación requerido en el análisis y desempeño de redes. 
Pardo Ríos A., Santos Suarez B. (2020), en su trabajo “Diseñar e implementar una 
red GPON y Arquitectura FTTH aplicando los estándares ANSI/TIA/EIA-568-B.3 y TIA 
598-A, en la Facultad de Sistemas y Telecomunicaciones”, tiene como objetivo diseñar e 
implementar una red GPON y FTTH, en el laboratorio de telecomunicaciones aplicando 
estándares internacionales, que contribuyen en la construcción y análisis de redes de fibra 
óptica. La metodología define mediante la investigación exploratoria y aplicada. 
Este proyecto es relevante porque la infraestructura GPON y FTTH implementada 
propiciara prácticas de instalación en redes, permitiendo desarrollar actividades académicas, 
la principal característica de la red GPON se basa en dividir su ancho de banda sobre un hilo 
de fibra, utilizando los distribuidores ópticos conocido como splitter que son elementos 
necesarios del enlace para la distribución de la señal. 
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2.1.2 Antecedentes nacionales. 
Oviedo Meneses A., Reynozo Torres Sh., Tejada Espinoza A. (2017), en su trabajo 
“Semaforización Inteligente como alternativa de solución al problema del tránsito en la 
ciudad de Arequipa”, presenta como objetivo determinar la viabilidad y beneficio del uso de 
semaforización inteligente en el tránsito de la ciudad de Arequipa. La metodología define un 
enfoque cuantitativo, alcance descriptivo y diseño experimental. 
El autor evaluó la situación actual del transporte en la ciudad de Arequipa, analizando 
las ventajas de la semaforización inteligente que permitirá el ordenamiento y reducción del 
tiempo de tránsito vehicular.  
Es relevante porque es una alternativa para mejorar la calidad del tránsito en la ciudad 
de Arequipa y de otras ciudades, investigando mediante la simulación y modelamiento de 
velocidad media actual se determina la viabilidad y beneficio del uso de semaforización 
inteligente, contribuyendo a la mejora del tránsito vehicular. 
Dionisio del Pino E. (2017), en su tesis “Diseño e implementación de empalmería de 
fibra óptica de planta externa del enlace Caripa – Tarma - La Merced de la red de transmisión 
de fibra óptica de la empresa América Móvil” presenta como objetivo realizar el diseño e 
implementación de empalmes de fibra óptica, para garantizar la conectividad del enlace 
Caripa – Tarma – La Merced de la empresa América Móvil. 
El autor evaluó la factibilidad tecnológica del tendido de fibra óptica, luego 
desarrolla las técnicas y conocimientos necesarios para realizar el diseño e implementación 
de empalmería de planta externa en transmisiones ópticas de largo alcance, cumpliendo los 
parámetros del estándar internacional ITU, TIA/EIA.  
Es importante porque mediante el diseño e implementación del tendido del cable de 
fibra óptica conecta a los equipos de distribución y/o conexión instalados en cada una de las 
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capitales de provincia, solucionando las limitaciones del tráfico saliente de la red de 
transporte de la dorsal Cajamarca – La Oroya. 
2.2 Bases Teóricas 
2.2.1 Interconexión de redes. 
2.2.1.1 Características y arquitecturas de las redes.  
Es un conjunto de medios (de transmisión y de conmutación), de tecnologías 
(procesamiento, multiplexación, modulaciones), de protocolos y facilidades en general, 
necesarios para el intercambio y transmisión de información entre los usuarios de la red. La 
red es compleja, para su estudio suele dividirse en suele dividirse en dos grandes bloques: 
− Red de acceso: Conecta a los usuarios finales con algún proveedor de servicio.  
− Red de tránsito o núcleo de red (network core): Encargada de proporcionar 
conectividad entre los distintos puntos de acceso (conmutador, etc.).  
Una red de comunicaciones se divide en los siguientes componentes: 
− Fuente o mensaje: Es la información a transmitir, puede ser analógica o digital. El 
objetivo es recibir la información integra y con fidelidad. 
− Emisor: Para una eficiente transmisión de la información puede realizarse en banda 
base o modulando.  
− El medio: Que permite transportar la señal desde el transmisor hasta el receptor. 
Puede ser a través de un medio guiado (fibra óptica, cable coaxial, par trenzado) y 
medio no guiado (enlace de radio). 
− El receptor: Demodula la señal, recuperando la información original, para ser 




Figura 1. Elementos de comunicación 
Fuente: Elaboración propia 
1. Modelo de Interconexión (OSI): El modelo OSI (Open Systems Interconnection) fue 
creado por la ISO y se encarga de la conexión entre sistemas abiertos. En la siguiente 
tabla 1 se muestra la división del modelo OSI en siete capas.  
Tabla 1.  
Modelo OSI 
Nro.  Capas  Unidad de intercambio 
7 Aplicación  APDU  
6 Presentación  PPDU 
5 Sesión  SPDU 
4 Transporte  TPDU 
3 Red  Paquete de red 
2 Enlace de datos  Trama de red (marco / trama) 
1 Física  Bit  
Fuente: Elaboración propia 
2. Arquitectura de red física y lógica: Identifica la función de cada uno de los 
elementos, brinda una visión de cómo interactúan entre ellos y con el entorno. Se 
compone de un conjunto de mecanismos (hardware y software) que permiten la 
interoperabilidad de los elementos de la red. Estos factores serán determinantes en el 
desempeño de la red física o lógica. 
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Cada función de los componentes de una red representa a cada una de sus 
capacidades más importantes. Las cuatro funciones más importantes para medir las 
capacidades de las redes son: 
− Tolerancia a fallos 
− Escalabilidad 
− Calidad del servicio 
− Seguridad 
Una red tolerante a fallos es aquella que limita el impacto de un error de software o 
hardware y puede recuperarse del fallo rápidamente.  
Si nosotros enviamos un mensaje y nos da un error de enrutamiento, la red tendría 
mandar inmediatamente el mismo mensaje; por otra ruta distinta. Al respecto, para utilizar 
la redundancia debemos implementar varios caminos, soluciones, etc. 
La escalabilidad se refiere al crecimiento de las redes sin afectar su funcionamiento.  
Para que una red suministre una buena calidad de servicio, crea lo que se denominan 
prioridades sobre el tipo de información (voz, datos, contenido multimedia, etc.). 
La confidencialidad de los datos es primordial a la hora de enviar mensajes a través 
de una red. En las redes utilizamos sistemas de seguridad, tales como contraseñas cifradas, 
firewalls, etc. 
2.2.1.2 Medios de transmisión físicos. 








Tabla 2.  
Comparación de medios físicos 




Ancho de banda  Medio Medio Alto Muy alto 
Tasa de transmisión  100 Mbps 100 Mbps 500 Mbps 10 Gbps 
Inmunidad 
electromagnética  
Limitada Media Media Alta 
Seguridad  Baja Baja Media Alta 
Costo  Bajo Medio Medio Alto 
Fuente: Elaboración propia 
 
2.2.1.3 Topologías. 
Se refiere a la forma que está diseñada una red que utiliza representaciones 
geométricas a nivel físico (hardware) o lógico (software). Basándose en una relación entre 
los enlaces y los dispositivos que los enlazan entre si (llamados nodos). Se adjunta figura 2. 
Existen al menos cinco posibles topologías de red básicas: malla, estrella, árbol, bus 
y anillo. 
En una topología en malla cada dispositivo tiene un enlace punto a punto y dedicado 
con cualquier otro dispositivo. El término dedicado significa que el enlace conduce el tráfico 
únicamente entre los dos dispositivos.  
En la topología en estrella, los dispositivos se conectan mediante enlaces punto a 
punto con el concentrador central. Los dispositivos no están directamente enlazados entre sí. 
La topología en árbol es una variante de la estrella. Sin embargo, no todos los 
dispositivos se conectan directamente al concentrador central. La mayoría de los dispositivos 
se conectan a un concentrador secundario, a su vez, se conecta al concentrador central. 
La topología de bus es una conexión multipunto. Actúa como una red troncal que 
conecta todos los dispositivos en la red.  
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En una topología en anillo cada dispositivo tiene una línea de conexión dedicada y 
punto a punto con los dos dispositivos que están a sus lados. La señal pasa a lo largo del 
anillo en una dirección, o de dispositivo a dispositivo, hasta que alcanza su destino. Cada 
dispositivo del anillo incorpora un repetidor.  
 
Figura 2. Topología de Redes 
Fuente: https://redesinformaticas125.blogspot.com/2014/12/topologias-de-redes.html 
2.2.1.4 Recomendación UIT-T G.8032.  
La Recomendación UIT-T G.8032 / Y.1344 define el protocolo de conmutación 
automática de protección (APS) y los mecanismos de conmutación de protección para las 
topologías de anillo de la red de capa Ethernet (ETH). 
Además, se incluyen detalles relacionados a las características de protección de anillo 
Ethernet, arquitecturas y el anillo APS (R-APS).  
El protocolo definido en esta Recomendación permite la conectividad protegida 
punto a multipunto y multipunto a multipunto dentro de un anillo o anillos interconectados, 
llamada topología de “anillo múltiple/red de escalera”. El anillo ETH se mapea a la 
estructura de anillo de la capa física. Los esquemas de protección para las otras capas, 
incluida la red de capa física de Ethernet, están fuera del alcance de esta Recomendación. 
Los anillos ETH pueden proporcionar una conectividad multipunto de área amplia 
debido a su número reducido de enlaces. Cada nodo del anillo Ethernet está enlazado a nodos 
adyacentes que participan en el mismo anillo Ethernet, utilizando dos enlaces 
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independientes. Un enlace de anillo está delimitado por dos nodos de anillo Ethernet 
adyacentes y un puerto para un enlace de anillo se denomina puerto de anillo. Los 
fundamentos de esta arquitectura de conmutación de protección de anillo son: 
− El principio de evitar el bucle. 
− La utilización de los mecanismos de aprendizaje, reenvío y filtrado de base de datos 
(FDB) definidos en la función de reenvío de flujo de Ethernet (ETH FF). 
2.2.1.5 Ethernet óptico. 
Gigabit Ethernet, también conocida como GigaE, es una ampliación del estándar 
Ethernet: versiones 802.3ab y 802.3z del IEEE), que consigue una capacidad de transmisión 
de 1 gigabit por segundo (1 Gbps), correspondientes a unos 1000 megabits por segundo de 
rendimiento contra unos 100 de Fast Ethernet (También llamado 100BASE-TX). 
Gigabit Ethernet surge como consecuencia de la presión competitiva de ATM por 
conquistar el mercado LAN y como una extensión natural de las normas Ethernet 802.3 de 
10 y 100 Mbit/s. en modo semidúplex como dúplex, un ancho de banda de 1 Gbit/s. Gigabit 
Ethernet soporta diferentes medios físicos, con distintos valores máximos de distancia. En 
el anexo 7 se adjunta los estándares 10 Gigabit Ethernet. 
2.2.2 Sistemas de red para videovigilancia IP.  
La Videovigilancia vendrá a ser la utilización de imágenes de video en tiempo real o 
en visualización de grabaciones, para los fines de Seguridad. 
Los sistemas de red para video vigilancia IP ofrecen ventajas respecto a los 
tradicionales sistemas analógicos en áreas como calidad de imagen, escalabilidad, 
flexibilidad, disponibilidad, mayor facilidad en la gestión y mantenimiento y fáciles de 
integrar de sistemas redundantes, de accesos compartidos sobre plataformas comunes. Los 
componentes que comprende este sistema son: cámaras, grabadores NVR, conmutadores, 
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sistema de gestión de control centralizado (servidor central – software de gestión), 
interconectados a través de medios de transmisión guiados (cable de par trenzado (UTP), 
cable coaxial, fibra óptica, etc.) o no guiados (medio inalámbrico a través de radiofrecuencia, 
microondas, etc.)  
A continuación, describiremos los elementos que comprende una cámara.  
2.2.2.1 Cámaras IP.  
La cámara IP es el componente que permite capturar la imagen, convirtiendo la luz en 
una señal electrónica llamada video, para ser transmitidas vía una red de datos o conexión 
directa vía IP (Internet Protocol) a un sistema de grabación, control y visualización. Existen 
diferentes tipos de cámaras diseñadas para que funcionen en condiciones ambientales 
específicas, agrupándolas en dos categorías principales: fija y panorámica-inclinación-zoom 
(PTZ).  
Mientras las cámaras fijas están destinadas a ver constantemente una sola escena 
(ósea un ángulo fijo) luego de haber sido instalada, las cámaras PTZ funcionan con motor y 
pueden inclinarse hacia arriba o hacia abajo, desplazarse hacia la derecha o izquierda y 
acercar o alejar para personalizar al instante la vista según sea necesario. A menudo se usa 
una combinación de cámaras fijas y PTZ para proporcionar la cobertura de vigilancia 
requerida. 
Las cámaras fijas se instalan en una posición estacionaria, centrados en un solo 
campo de visión (FOV) y se pueden instalar en interiores o exteriores, de forma abierta o 
encubierta, varían en tamaño y se pueden instalar en una amplia gama de ubicaciones, tales 
como en: paneles de control, postes, líneas de cerca o techos o dentro de gabinetes.  
Las cámaras PTZ pueden instalarse en áreas interiores y exteriores y son de diferente 
tamaño. Se puede girar e inclinar en dos ejes para proporcionar capacidades de panorámica 
e inclinación, y la longitud focal de la lente se puede variar para cambiar el FOV. Esto 
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permite que las cámaras PTZ ofrezcan más flexibilidad para ver y capturar imágenes en 
tiempo real que las cámaras fijas.  
Describiremos algunos conceptos técnicos de la cámara:  
 
Tabla 3.  
Resoluciones de video 
 Designation  H x V (Pixels)  Total (Pixels) 
Analog  CIF 352 x 240 84,480 
 2 CIF 704 x 240 168,960 
 4 CIF  704 x 480 337, 920 
 DI  720 x 480 345,600 
Digital  VGA (0.3 MP) 640 x 480 307,200 
 720p HDTV 1280 x 1024 921,600 
 1.3 MP  1280 x 1024 1,310,720 
 2 MP  1600 x 1200 1,920,000 
 1080p HDTV  1920 x 1080 2,073,600 
 3.1 MP 2048 x 1536 3,145,728 
 5 MP  2592 x 1944 5,038,848 
 
Datos obtenidos: https://www.itson.mx/micrositios/plazas/administrativas 
/Documents/1%201%20Curso%20b%C3%A1sico%20CCTV.pdf 
Fuente: Elaboración propia 
 
Resolución: Indica la cantidad de elementos sensores (pixeles) que tiene la cámara 
para la captura de la imagen. Una mayor resolución (en Megapíxel) implica una mejor 
calidad en la imagen y mayor será la distancia que puede haber entre la cámara y el objetivo. 
Pixel, es la unidad básica de una imagen digitalizada en una pantalla. En la tabla 3 se muestra 
las diferentes resoluciones de video.  
Lente: Las lentes son elementos transductores responsables de dirigir la luz al sensor 
de la cámara. Existen varios tipos de lentes donde varían el tipo de montura (C o CS), el tipo 
de iris (fijo, manual, automático), el tipo de enfoque (fijo, manual, zoom) y el numero F. 
Debe elegirse considerando la distancia a la que queremos ver y la iluminación disponible 
en la escena a observar. Se clasifican en: a) Iris fijo: Solo tienen control de enfoque. Usado 
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principalmente para ambientes interiores (con poca variación de luz) o cuando la iluminación 
es constante. b) Iris variable manual: Tienen ajuste manual de la entrada de luz y ajuste de 
enfoque. Adecuado para ambientes interiores y exteriores con mucha luz y poca variación 
en brillo y aplicaciones específicas. c) Auto iris: En este tipo de lente, el ajuste del iris se 
realiza electrónicamente, proporcionando un excelente resultado de compensación de luz. 
Usado para ambientes interiores y exteriores o en lugares donde hay una variación constante 
de brillo. Se dividen en tipo de video y tipo DC. Para observar una escena a una distancia 
determinada, seleccionamos la lente en función de la distancia focal. Tenemos: a) Lentes 
fijas: Cuando se ha definido la lente necesaria, b) Lentes varifocales: Permiten ajustar 
manualmente la distancia focal y c) Lente zoom: Cuando se requiere observar imágenes 
cercanas y lejanas alternativamente, d) Distancia focal: Distancia medida en mm. entre lente 
y el sensor CCD de la cámara. En las cámaras de vigilancia las distancias focales más usuales 
son las de 2.8 mm, 3.6 mm, 4mm, 8 mm, y 16 mm. Se adjunta la figura 3. 
 
Figura 3. Resoluciones de video distancia focal 
Fuente: http://soporte.tvc.mx/Ingenieria/DAHUA/ARCHIVOS_COMUNES/ 
Angulo%20de%20Visi%C3%B3n%20en%20camaras%20de%20CCTV.pdfel centro óptico de la 
 
Sensores de imagen: diseñado para capturar fotones (partículas de luz) y convertirlos 
en señales electrónicas, son dispositivos de carga acoplada (CCD) o tecnología de sensor de 
imagen de semiconductores de óxido metálico complementario (CMOS-RGB), proporciona 
mayor eficiencia de codificación y evita ruidos en la imagen.  
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La parte más pequeña de una imagen producida en un chip de estado sólido es el 
elemento de imagen o píxel. Independientemente del tipo de sensor, los píxeles están 
diseñados en número, tamaño y filtración para proporcionar diferentes resoluciones, 
sensibilidad a la luz y respuestas espectrales. Se muestra en la figura 4.  
 
Figura 4. Sensor CMOS 
Fuente:https://www.xatakafoto.com/camaras/sensores-con-tecnologia-ccd-vs-cmos 
Iluminación: Se tiene niveles de luz, naturales como artificiales, que afectan ciertos 
momentos del día. Las cámaras exteriores requieren lentes con aperturas automáticas 
(autoiris) para nivelar los cambios en los niveles de luz. Las cámaras interiores pueden 
requerir un software interno para compensar la luz de fondo. Tenemos varios tipos de luces 
que son los siguientes: Iluminación infrarrojo (IR), permite cámaras para proporcionar 
imágenes nocturnas de alta calidad con ruido casi cero, que nos permitirá una mejor 
compresión, velocidad de bits reducida, mejor uso del ancho de banda. El IR de 850 nm 
permite una vigilancia de largo alcance, y tiene un brillo discreto pero visible que puede 
llamar la atención sobre la cámara y disuadir a cualquier criminal.  
Formato de compresión de video: H.264 & MJPEG o H.265 (con ancho de banda y 
almacenamiento de datos eficiente), estándares de compresión de vídeo eficiente, cuyo códec 
de vídeo es de alta compresión, mejor fluidez y mejor calidad de video en la visión en tiempo 
real de la imagen. Se adjunta la figura 5. 
Velocidad de cuadros por segundo: a mayor velocidad proporciona una sensibilidad 
a la luz con amplio rango dinámico WDR, mejor se verá un objeto en movimiento y con 
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mucha nitidez, reduciendo así la distorsión en la imagen y también mayor es el espacio 
utilizado para almacenamiento de imágenes. 
Alimentación: a través de Ethernet (PoE) IEEE 802.3at, tecnología que alimenta 
energía a las cámaras IP. Permitiendo recibir datos y energía de un solo cable Ethernet, 
facilitando que su instalación sea fácil y económica.  
 
Figura 5. Comparación de los formatos de compresión 
Fuente:https://www.hanwhasecurity.com/media/attachment/file/w/i/wisestream_h.265_pa 
ra_ahorrar_ancho_de_banda.pdf 
Circuitos de procesamiento de imágenes: optimiza, organiza y transmite señales de 
video. La cadena de imágenes consiste: en la lente, la cámara, el sistema de transmisión, el 
software de gestión, análisis de imágenes y el monitor.  
Las cámaras con capacidad de protocolo de Internet (IP) transmiten video 
comprimido como datos digitales. Se tienen cámaras de varios modelos, en la que variarán 
aspectos como la resolución de la imagen, el método de grabación, si cuenta o no con 
infrarrojos, sonidos y alarmas, etc. Se adjunta la figura 6. 









Figura 7. Cámaras de red IP 
Fuente: Elaboración propia 
La cantidad de ancho de banda y espacio de almacenamiento utilizado por estos 
productos de vídeo en red depende de su configuración. Los factores determinantes son: 
− Número de cámaras 
− Tipo de grabación elegida: continua o basada en eventos 
− Número de horas al día durante las que graba la cámara 
− Fotogramas por segundo 
− Resolución de la imagen 
− Tipo de compresión de vídeo: Motion JPEG, MPEG-4, H.264, H.265 
− Entorno: condiciones de iluminación, complejidad de la imagen (ejemplo, una pared 
gris o un bosque). 
− Tiempo que se guardan las imágenes 
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Luego de haber revisado algunos conceptos generales de los componentes, a 
continuación, presentamos un modelo del sistema de videovigilancia. Se adjunta la figura 8.  
 
Figura 8. Esquema de la red del sistema de videovigilancia 
Fuente: Elaboración propia 
2.2.3 Sistema de red para control semafórico. 
Es un sistema inteligente que gestiona, configura y sincroniza en forma remota los 
semáforos, regulando el tránsito vehicular o peatonal entre la intersección de calles, una 
principal y una secundaria. El sistema comprende de los siguientes componentes: semáforos, 
controladores locales, conmutadores, red de fibra óptica y el sistema de gestión de control 
centralizado (servidor central semafórico - software de gestión) y alimentación de energía 
eléctrica. 
Referente a los modos de funcionamiento tenemos tres modos que son: de baja 
demanda, de media demanda y de alta demanda. 
El modo de baja demanda consiste en evitar las esperas innecesarias, cada 
controlador opera de forma aislada optimiza el tráfico cambiando el tiempo de ciclo de cada 
uno de sus semáforos y a su vez los tiempos de verde lo va a atribuir como le parezca 
interactuando con el centro de control.  
El modo de demanda media consiste en optimizar el tráfico, es el modo más complejo 
donde el centro de control interactúa con el controlador, sincroniza con los controladores y 
23 
 
optimiza el tiempo de ciclo, les distribuye a todos los mismos tiempos de ciclo, pero cada 
controlador decide el tiempo de verde.  
El modo de alta demanda consiste en el ordenamiento de tráfico, el centro de control 
optimiza un tiempo de ciclo fijo un tiempo de verde fijo para cada vía y distribuye a cada 
controlador. 
 
Figura 9. Sistema de semaforización 
Fuente: http://181.49.177.91/index.php/que-es-el-setp/semaforos 
En la siguiente figura 9 muestra los subsistemas de: señalización, control y 
comunicaciones, que componen el sistema semaforización. A continuación, describiremos 
los componentes del sistema. 
2.2.3.1 Semáforo. 
Dispositivo de señalización que controla y regula el tráfico vehicular o peatonal, en 
las intersecciones de dos calles. Para el caso de los semáforos vehiculares está compuesto 
por tres faros circulares: color rojo, amarillo y verde, los semáforos peatonales compuesto 
por dos faros circulares rojo y verde, los semáforos direccionales constan de 3 flechas, roja, 




Figura 10. Tipos de semáforos 
Fuente: Elaboración propia 
Conceptos de señalización de los semáforos: 
Fase: A cada una de las divisiones del ciclo durante la cual la configuración de 
colores de todos los grupos semafóricos permanece invariable o movimiento no-conflictivos 
durante uno o más intervalos. En la figura 11, se muestra una intersección vial de 2 fases. 
En cada una de las fases del semáforo, las luces se mantienen sin cambio. El orden 
predeterminado de las fases es la secuencia de operación del semáforo. Este orden es fijo y 
es programado en el controlador de tráfico por tiempo predeterminado o en el controlador 
por actuadores. En la figura 12, se muestran ocho intervalos de cambio de los indicadores. 
Nótese que los intervalos 4 y 8 incluyen únicamente periodos en rojo. La suma de la división 
de fase 1 más la división de fase 2 es la duración del ciclo:  
 
Figura 11. Fases de un crucero de 2 vialidades 




Figura 12. Intervalos de cambio de indicadores 
Fuente: Elaboración propia 
Ciclo: Al tiempo transcurrido desde el cambio de un grupo semafórico hasta la 
repetición de dicha situación después de realizarse una secuencia de maniobra completa en 
los semáforos conectados a un mismo controlador. 
Intervalo mínimo en verde: Un intervalo mínimo en verde es la duración en tiempo 
mínima en que una fase se encontrará con los indicadores en Verde o Pase. Este intervalo 
debe ser tal que permita que los vehículos detenidos (o peatones, en su caso) puedan ponerse 
en movimiento y cruzar parcialmente la intersección antes de que se presente el intervalo 
Amarillo o preventivo. Debe permitir también que los vehículos que se aproximan sean 
detectados por los sensores, en el caso de sistemas con sensores o actuadores.  
Intervalo máximo en verde: Establece el límite máximo al que el intervalo en Verde 
puede extenderse en una fase. Usualmente existen diversos límites máximos, para responder 
a condiciones de presencia de tráfico en una fase que se encuentra en Rojo, por una solicitud 
manual de cambio de fase, o por un límite de tiempo preestablecido. 
Control por tiempos fijos: El control se lleva a cabo mediante registros históricos de 
flujo y densidad vehicular, siendo necesario ajustar a valores constantes, los parámetros que 
intervienen en el desarrollo del flujo vehicular. 
Control sensible al tráfico: Las mediciones del flujo vehicular se realizan en 
tiempo real, mediante el uso de sensores o cámaras de detección vehicular. 
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Prioridad semafórica: alude a sistemas de tráfico urbano diseñados para dar 
preferencia a vehículos del transporte público, como autobuses, en el cruce de calles y 
avenidas para reducir el flujo vehicular.  
Consiste en desplazar la movilidad urbana en dirección de la movilidad inteligente 
mediante la planificación de la regulación semafórica con base en un algoritmo, que registra 
la actividad de los autobuses para modificar los ciclos de luz verde con el propósito de 
reducir el gasto energético, el tiempo de traslado para los viajeros y el tráfico para otros 
usuarios de la vía pública.  
Procesando la información específica de tráfico, el algoritmo jerarquiza esta 
información en tres pasos básicos: recolección de información observada, cálculo y ajuste 
para el ciclo semafórico posterior.  
De este modo, gracias al algoritmo pueden ajustarse también los horarios de salida y 
llegada de los autobuses para ajustar el flujo y reducir los tiempos de retraso. Una adecuada 
regulación semafórica, que incorpore prioridad semafórica en favor de los vehículos del 
transporte público, acorta tiempos de recorrido, reduce gasto de recursos. 
Existen varios sistemas de comunicación útiles para la prioridad semafórica, como: 
1. Consiste en colocar sensores de movimiento en puntos determinados de una calle o 
avenida para comunicar al semáforo los patrones del flujo vehicular. Se ordena dicha 
información y se transmite a los sistemas de navegación del vehículo. 
2. Cada vehículo tiene un dispositivo de registro que comunica a un servidor central 
información relativa a su posición, velocidad y movimiento para sugerir al conductor 
de la unidad una velocidad de aproximación hacia el semáforo en color verde. En el 
presente estudio consideramos que los buses no cuentan con elementos de control, 
siendo el sensor de detección vehicular el que interactúa con el controlador de tráfico. 
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3. Donde tanto el semáforo como el vehículo están equipados con sistemas de emisión 
y recepción de información en tiempo real.  
Esto se logra mediante sistemas GPS y odómetros sobre el camino, así como aparatos 
de radiofrecuencia de corto alcance instalados en el servidor del semáforo. 
Prioridad semafórica activa. 
Algunos aspectos de diseño para la extensión o acortamiento de la fase incluyen: La 
técnica de prioridad activa o en tiempo real consiste en cambiar la fase semafórica, en el 
instante que un vehículo se aproxima a una intersección. El tiempo en verde mínimo de la 
calle de un lado se ajusta con base en la cantidad de tiempo que los peatones necesitan para 
cruzar la vía. La cantidad de extensión o avance de la señal en verde debe tener un límite 
máximo preestablecido. 
2.2.3.2 Controlador local.  
Es un sistema electrónico inteligente que establece y regula el funcionamiento de un 
grupo de semáforos, cambiando los patrones de luz en cada semáforo de acuerdo a una 
programación de tiempo y secuencia en cada instante en las intersecciones vehiculares, y a 
su vez interactúa (bidireccional) con el servidor central de tráfico semafórico, que es una 
plataforma que gestiona en forma centralizada y sincronizada con los controladores de la 
red, permitiendo dar solución al congestionamiento vehicular.  
A continuación, en las figuras 13 y 14 se muestran el esquema de la red del sistema 




Figura 13. Esquema de la red del sistema de control de semaforización 
Fuente: Elaboración propia 
En el gabinete, se encuentra alojado el controlador, debe disponer de mecanismos 
dotados de filtros de protección, para que la temperatura interior no sobrepase la tolerada 
por los componentes, y produzca condensación.  
 
Figura 14. Controlador de tráfico semafórico 
Fuente: https://www.aresdistribuciones.com/semaforos-en-peru/controlador- 
de-semaforo-trelec-detail 
2.2.4 Sistema de red de recaudo. 
Es el sistema de gestión centralizado, que controla y permite adecuar la integridad 
de los ingresos y accesos realizados por los pasajeros al sistema de transporte. Permitiendo 
reducir los grandes tiempos de espera que acompañan el pago a bordo en metálico al 
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conductor. El sistema consta de los siguientes elementos: tarjeta inteligente sin contacto de 
medio de pago, torniquete o molinete, validador de medio de pago, equipo de venta y recarga 
automática, conmutadores y el sistema de gestión de control centralizado, según se indica en 
la figura 15.  
 
Figura 15. Esquema de la red del sistema de recaudo 
Fuente: Elaboración propia 
A continuación, describiremos las funciones de cada elemento. 
2.2.4.1 Tarjeta inteligente sin contacto de medio de pago. 
También se le denomina tarjeta de proximidad de radiofrecuencia, utilizada para los 
accesos a zonas de pago en las estaciones de transporte terrestre público. Basada en la 
tecnología NFC (siglas de Near Field Communication) de comunicación inalámbrica, de 
corto alcance y frecuencia alta, conocida por su eficiente comunicación bidireccional y alta 
seguridad, funciona según el principio de identificación por radiofrecuencia (RFID) en la 
que hay dos componentes; un equipo validador (lector) y una tarjeta. La tarjeta contiene la 
información y el lector lee esta información y realiza tareas basadas en esta información. 
Las tarjetas están diseñadas para que se comunique con el dispositivo de lectura sin 
tener que insertarla, dentro del rango efectivo del lector. Permite realizar transacciones entre 
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la tarjeta de proximidad y el equipo validador de lectura / escritura que interactúa a su vez 
con el centro de control centralizado, grabando finalmente el saldo en la tarjeta.  
 
Figura 16. Esquema de comunicación de la tarjeta con el validador 
Fuente: Elaboración propia 
Cumple la norma ISO/IEC 14443 que define las características físicas, la interfaz de 
radiofrecuencia, los métodos de inicialización y anticolisión, y protocolos de transmisión. 
La tarjeta tiene incorporado un microchip integrado capaz de almacenar datos o programas, 
además tiene una espira de alambre o antena que recibe y envía información en forma de 
ondas de radiofrecuencia al equipo validador (lector). No necesita fuente de poder propia 
(pila eléctrica) ya que el lector de tarjeta genera un campo de inducción proporcionando la 
energía eléctrica y habilita un canal de comunicación para el intercambio de datos. En la 
figura 16, se muestra el esquema de comunicación.  
2.2.4.2 Torniquete (o Molinete). 
Mecanismo que restringe o permite el acceso del usuario después que se realiza la 
validación del medio de pago. En caso que la tarjeta inteligente no tenga saldo o no sea la 
tarjeta oficial, el torniquete bloqueara en forma automática no permitiendo el pase del 
usuario. Puede ser activado el torniquete en forma unidireccional, pudiendo también 
configurarse para que opere en forma bidireccional. El sistema debe ser estable, poco 
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ruidoso, amortiguar el impacto, y debe soportar elevadas vibraciones y torsiones. Se adjunta 
la figura 17.  
 
Figura 17. Torniquete (o Molinete) 
Fuente: http://www.mikroelektronika.com/es/molinetes-y-puertas 
A continuación, se muestra la figura 18 en la cual los dispositivos del validador y el 
torniquete se activan, para dar acceso a los pasajeros. 
 
Figura 18. Entrada a la estación de transporte 
Fuente: https://repositorio.cepal.org/bitstream/handle/11362/6401/1/S026444_es.pdf 
2.2.4.3 Validador de medio de pago.  
Los validadores de tarjetas inteligentes siempre incorporan un lector de tarjetas 
inteligentes, que permite el intercambio de datos con la tarjeta inteligente, utilizando 
tecnología sin contacto.  
Es un sistema electrónico inteligente con un lector y grabador que interactúa con el 
servidor central de recaudo del centro de gestión centralizado, validando el medio de entrada 
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o acceso del usuario de la estación. La validación se lleva a cabo acercando la tarjeta 
inteligente de proximidad o sin contacto a un dispositivo de validación, dicho sistema da la 
orden al torniquete para que se libere logrando el acceso del usuario, en caso la orden es 
denegada debido a la falta de saldo o de una tarjeta no oficial, el torniquete queda bloqueada. 
Estos equipos están diseñados para los sistemas de cobro de tarifa automática, que permite 
brindar un servicio de cobro de pasajes sin efectivo, en forma eficiente, rápido y seguro, en 
las estaciones de transporte terrestre, y otros. Se instalarán en los controles de ingreso a las 
estaciones de los servicios de transporte, cuya función es la de descontar el saldo de 
transporte. Se adjunta la figura 19 del equipo validador.  
 
Figura 19. Validador 
Fuente: http://www.mikroelektronika.com/es/validadores 
2.2.4.4 Máquina automática de venta y recarga de tarjetas. 
La función de la máquina de recaudo (o expendedora) es la de prestar el servicio de 
venta y/o recarga de las tarjetas inteligentes sin contacto, almacena estas transacciones y 
envía automáticamente al servidor central de recaudo del centro de gestión centralizado. 
Permite la actualización de valor de la recarga en tiempo real. Acepta monedas y billetes. Se 




Figura 20. Maquina automática de venta y recarga de tarjeta 
Fuente: http://www.fonadin.gob.mx/wp-content/uploads/2016/08/Seminario Transporte FONADIN 
FIMPE.pdf 
2.2.5 Productos utilizados en la red de transmisión de datos.  
Los conmutadores (switches) que dan el acceso a los equipos terminales, deben ser 
industriales, debido a que los equipos se instalaran en armarios que están expuestos a la 
intemperie (temperatura, humedad, polvo, contaminación ambiental). Enseguida, se 
describen los productos y componentes utilizados en la red de datos 
a. Switch Cisco de la serie 300 Cisco Small Business: En cada estación permitirá 
ampliar la capacidad de puertos de los switch capa 2, según la figura 21. Utilizados 
para conectar terminales en la red LAN. 
      




b. Módulo de Gestión y Procesamiento Central Switch SecFlow 4 RAD: De alta 
densidad, modular, switch Ethernet robusto, desplegado en entornos industriales 
exigentes con hasta 28 puertos GbE y PoE opcional. Se utiliza para la comunicación 
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con los Switch SecFlow 4 RAD en los anillos y con el switch Cisco en el Centro de 
Control. Se adjunta la figura 22.  
 
Figura 22. Switch - Router SecFlow 4 RAD 
Fuente: http://www.isec.com.co/detalle-producto/secflow-4/ 
c. Módulo de Gestión y Procesamiento Central Switch SecFlow 2 RAD: 
Switch/Router Ethernet compacto reforzado, fabricado especialmente para entornos 
industriales exigentes con hasta 8×10/100BaseT y 2×100/1000BaseFX puertos. Se 
utilizará para el control de los terminales. Se adjunta la figura 23.  
 
Figura 23. Switch - Router SecFlow2 RAD 
Fuente: http://www.isec.com.co/detalle-producto/secflow-2/ 
d. Medidor Localizador de fallas por luz en fibra MM/SM: Utilizado en el momento 
de implementación para verificar la operatividad de los enlaces de fibra óptica. Se 





Figura 24. Dispositivos OTDR (Optical Time Domain Reflectometer) 
Fuente: https://es.wikipedia.org/wiki/OTDR 
e. Armario de muro: Destinado para alojar equipos electrónicos y accesorios de los 
servicios de comunicaciones utilizados, van instalados dentro o fuera de la sala de 
equipos. Se adjunta la figura 25. 
 
Figura 25. Armario compacto de acero y hermético 
Fuente: https://www.rittal.com/pees/product/list.action?category 
Path=/PG0001/PG0002SCHRANK1/PGR2685SCHRANK1 
f. Gabinete: Destinado para alojar equipos electrónicos y accesorios de los servicios 
de comunicaciones, van instalados dentro en la sala de equipos. Se adjunta la figura 
26. 
 
Figura 26. Gabinete de comunicaciones 
Fuente: Elaboración propia 
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g. Bandeja de fibra óptica: Se utiliza para almacenar y organizar los empalmes y 
conexionado de los cables de fibra óptica. Se adjunta la figura 27. 
 
Figura 27. Bandeja de distribución mono/multimodo de fibra óptica 
Fuente: https://www.fibraopticahoy.com/bandeja-para-distribucion-de-fibras/ 
h. Panel adaptador de fibra óptica: Permite enfrentar los conectores de fibra óptica tipo 
SC proveniente de los cables de acometida de fibra óptica, con los conectores de 
los cables patch cord para la conectividad de los equipos switch. Se adjunta la figura 
28. 
 
Figura 28. Panel adaptador SC de 6 puertos multimodo dúplex 
Fuente: https://es.rs-online.com/web/c/conectores/conectores-iec-conectores-y- para-
red-electric accesorios/paneles-de-conexiones-de-fibra-optica/ 
i. Mufa Fibra Óptica Plana 48 Fibras: Utilizado como protección en los puntos de 


























Capitulo III. Metodología 
3.1 Enfoque, Alcance y Diseño 
El enfoque del proyecto de investigación es cualitativo porque se ha estudiado el 
desarrollo y calidad técnica en cada una de las redes recolectando sus datos (sin medición 
numérica) para determinar su interpretación determinando la red de servicio a, ser utilizada 
en la plataforma del sistema integrado de comunicaciones. Respecto al alcance, es una 
investigación del tipo descriptiva, debido a que muestra en forma detallada el diseño y 
características técnicas en cada una de las (05) redes, que son: de fibra óptica, de transmisión 
de datos, del servicio de videovigilancia, del servicio de recaudo (validador y máquina de 
venta/recarga) y la red del servicio de semaforización. Cada red tiene servidores que 
almacenan los datos y eventos de red. Es preciso señalar que el diseño estará conformado 
por sistemas muy diversos en cuanto a los elementos, y tienen perfiles técnicos diferentes. 
El diseño es de tipo fenomenológico, porque nos permite efectuar un análisis de cada red 
aplicando la ciencia en las redes de cada uno de los servicios y posteriores pruebas en las 
diferentes redes de la plataforma de comunicación. 
3.2 Matrices de Alineamiento 
3.2.1 Matriz de consistencia. 
Con la finalidad de evaluar el grado de conexión lógica entre el título, el problema, 
los objetivos, las variables, las dimensiones y la metodología, se adjunta la matriz en el anexo 
1. 
3.2.2 Matriz de operacionalización de variables. 
En el anexo 2 se ha elaborado la matriz concerniente a los aspectos de la variable, 
definición conceptual y operacional, las dimensiones, los indicadores e ítems.  
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3.3 Población y Muestra 
La población de la ciudad de Chiclayo cuenta con 799,675 habitantes según datos 
del Instituto Nacional de Estadística e Informática (INEI) al 2017. El presente estudio está 
dirigido a la población económicamente activa (PEA) que utilizan el transporte público 
vehicular para desplazarse dentro de la ciudad. Al respecto, se ha considerado 16,640 de 
personas conformada por una fracción porcentual de ciudadanos que utilizan diariamente el 
transporte público urbano vehicular. En base a este dato se ha desarrollado el estudio de 
costos de la plataforma tecnológica de comunicaciones, cuyo estudio se desarrolla en el 
capítulo 4.3.4.  
Cabe mencionar que, se ha considerado la muestra de 2 personas, dado que se realizó la 
entrevista personal con 2 funcionarios de la Municipalidad, a quienes se le formuló preguntas 
abiertas a fin de conocer detalles del servicio público del transporte terrestre urbano. Al 
respecto, se complementó mediante una guía de entrevista (anexo 3) después se realizaron 
preguntas más específicas ( o cerradas) a fin de ampliar los datos que queremos recabar.  
3.4 Técnicas e Instrumentos 
La técnica elegida es mediante entrevista, ha consistido primeramente en la entrevista con 
funcionarios de la municipalidad, quienes manifestaron acerca de la problemática situación 
y congestión vehicular y que la comuna Chiclayana ha elaborado el plan regulador de rutas 
viales año 2,017 y un proyecto de contar con un corredor de transporte terrestre.  
Los instrumentos corresponden a la recolección de datos obtenida de la entrevista y 
de la obtenida en la guía de entrevista, información acerca de la situación del transporte 
terrestre, plan de rutas viales; luego se coordinó con los funcionarios de la comuna 
Chiclayana concerniente al corredor vial donde se brindaría el servicio de transporte masivo. 
40 
 
3.5 Aplicación de Instrumentos 
Luego de contar con la información se realizaron las siguientes actividades: 
Se coordinó con funcionarios de la Municipalidad Provincial de Chiclayo, 
Subgerencia de Tránsito y Seguridad Vial, solicitando su apoyo referente a contar con 
información concerniente al transporte vehicular terrestre en la ciudad de Chiclayo. Al 
respecto, nos proporcionaron los antecedentes de la problemática del transporte vehicular en 
la ciudad y el Plan Regulador de Rutas año 2,016. Luego de analizar el plan de rutas y en 
coordinación con los funcionarios se estableció la ruta vial por donde se hará el trazado de 
la ruta del transporte de bus rápido, materia del presente trabajo de investigación.  
Con fecha 16-12-2017, se coordinó con los funcionarios de la municipalidad respecto 
a la ubicación del centro de control y gestión, quienes recomendaron el edificio donde 
funciona el serenazgo, debido a tener ambientes grandes y desocupados. 
De las entrevistas realizadas con los funcionarios de la Municipalidad, se logró 
establecer la ruta del tendido de la red de fibra óptica, así como la ubicación de las estaciones 
en las intersecciones de las calles asignadas. 
De las rutas viales sugeridas por parte de los funcionarios de la municipalidad, se 
efectuó el trabajo en campo utilizando la herramienta Google Map donde se procedió a la 
asignación y la ubicación de las 12 estaciones y de los respectivos semáforos concerniente 







Capitulo IV. Resultados y Análisis 
4.1 Situacion Actual de la Red Vial y del Transporte en la Ciudad de Chiclayo 
4.1.1 Situación actual de la red vial. 
La red vial de la ciudad Chiclayo posee una forma radial concéntrica con un sistema 
vial convergente hacia el centro, cuyo origen se remonta a la funcionalidad inicial de la 
ciudad como centro de actividad comercial, donde el Mercado Modelo y el Parque principal 
constituyen los puntos de mayor influencia. Posee un área central delimitada por un “Anillo 
Vial”, reglamentado por la Ordenanza Municipal No 021-A-2003-GPCH, formado por la 
Av. González, y Arica, esta zona se denomina “Área Central”, atravesada por las Avenidas 
Av. J. Balta, Av. Luis González, Av. Pedro Ruiz, Calle Arica, Calle San José y Calle Elías 
Aguirre que son las vías principales para el tráfico de mayor volumen. Además, se encuentra 
regulado por la misma ordenanza, limitada por las avenidas y calles siguientes; Av. Chávez, 
Bolognesi, Av. J. Leonardo Ortiz, Av. Nicolás Piérola, Eufemio Lora y Lora, Av. Augusto 
B. Leguía y Av. Castañeda, esta zona de acuerdo con esta Ordenanza se denomina “Chiclayo 
Comercial”. Se puede apreciar en la figura 30 la zona central (línea azul) y la zona comercial 
(línea amarilla) de la ciudad de Chiclayo.  
En resumen, la red vial del centro histórico está compuesta en su mayoría por calles 
estrechas de poca capacidad, pero no se observan posibilidades reales de transformación, 
debido a que cualquier ampliación de calzadas traería como consecuencia elevadas 
inversiones. Mientras que más allá de la zona central, la red vial de Chiclayo está conformada 
por un conjunto de vías que enlazan el Área Central con la periferia y con los distritos del 





Figura 30. Anillo vial (zona central y comercial) 
Fuente: Google Earth 
Muchas de esas vías son avenidas con una buena capacidad vehicular, que en su 
mayoría poseen sección transversal con doble calzada, dos o más carriles por sentido, incluso 
berma central.  
El problema principal identificado en casi la totalidad de los estudios realizados en 
la ciudad es la ausencia de vías perimetrales que funcionen como interconexión entre los 
ejes radiales  
4.1.2 Oferta del transporte público. 
La oferta del transporte público en la ciudad de Chiclayo aplica a los ómnibus, 
camionetas rurales, transporte individual (taxis), autos colectivos y moto taxis (servicios 
locales). 
El total de la flota de vehículos destinados al transporte público (masivo e individual) 
en la ciudad de Chiclayo se calcula en 24,606 unidades, de acuerdo con los datos disponibles 
en los registros de la Gerencia de Desarrollo Vial y Transporte y el Centro de Gestión 
Tributaria de la Municipalidad Provincial de Chiclayo.  
Con excepción del área restringida dentro del Anillo Central, se permite la 
circulación de mototaxis en el resto de la ciudad. Esta clase de vehículo es bastante utilizado 
y representa el 30% del transporte de la ciudad. La cantidad excesiva de mototaxis y la 
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competencia provoca que se cometan toda clase de violaciones por parte de los conductores 
en la búsqueda de pasajeros, realizando maniobras peligrosas poniendo en riesgo tanto a los 
pasajeros como al resto de los usuarios de la vía pública. 
El resto de los vehículos de transporte también están limitados por la zona de 
restricción, que no les permite acceder al centro histórico de la ciudad. Esta limitante trae 
como consecuencia concentraciones de vehículos en paraderos oficiales e informales, 
utilizando terrenos, instalaciones y locales sin las más mínimas condiciones elementales para 
esta actividad que no garantizan un buen servicio ni para los conductores mucho menos para 
los pasajeros, sin mencionar que en muchos casos se estacionan en la vía pública frente a 
estos locales generando la respectiva obstrucción al tránsito. Según la figura 31 muestra la 
congestión vehicular.  
 
Figura 31. Congestión vehicular en el centro de la ciudad de Chiclayo 
Fuente: https://www.laindustriadechiclayo.pe/noticia/1580162667- piden-censo-para-determinar-




4.2 Propuesta de Red del Sistema Integrado de Comunicaciones 
 Las etapas aplicadas para el diseño de un sistema integrado de comunicaciones, 
consisten en: i) plantear una visión del proyecto desde la perspectiva de la red de fibra óptica, 
ii) luego una visión del proyecto desde la perspectiva de la red de datos MAN, iii) y presentar 
el modelamiento del proyecto de red del Sistema Integrado de Comunicaciones. A 
continuación, se detallan estas etapas. 
4.2.1 Visión del proyecto desde la perspectiva de la red de fibra óptica. 
Con el transcurso del tiempo, los medios de transmisión de alta velocidad han sido 
desarrollados para satisfacer una necesidad creciente en transmisión de gran cantidad de 
datos bajo velocidades más altas y que muestren un mejor desempeño y estabilidad. Para eso 
se han implementado redes de fibra óptica; medio de transmisión físico que permite entre 
otras cosas, lograr inmunidad a la interferencia inductiva, transmisión de elevado ancho de 
banda y bajas pérdidas.  
El proyecto que se presenta permitirá lograr la interconexión digital del sistema de 
comunicación para un ulterior servicio de transporte rápido para la ciudad de Chiclayo. Para 
poder identificar la visión según la perspectiva de redes de fibra óptica responderemos lo 
siguiente: 
La implementación de una red de fibra óptica que formará parte de una 
infraestructura de comunicaciones interna que permitirá lograr la interconexión digital de las 
estaciones de bus con el Centro de Control (o Gestión) principal y así lograr una adecuada 
operación del servicio. 
Como un proyecto de calidad y alta tecnología que marque la pauta para futuras 
implementaciones de redes de fibra óptica en diversas provincias del país como soporte a 
grandes proyectos de infraestructura; en las que características como alta disponibilidad, 
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servicios robustos y sostenibles en el tiempo; sean constantes a la hora de implementar 
proyectos que puedan cumplir y sobrepasar las expectativas de los interesados.  
Siendo una red estable, de alta disponibilidad y auditable, que soporte la demanda 
requerida y que permita establecer una comunicación constante y rápida entre las estaciones 
y el Centro de Gestión que permitirá a los operadores contar con información las 24 horas al 
día logrando así una adecuada gestión del servicio. 
Con estos puntos ya desarrollados, procedemos a describir la visión según la 
perspectiva de redes de fibra óptica: 
Contar con una infraestructura de red de fibra óptica innovadora, de calidad, estable 
y sostenible que logre la interconexión de todas las estaciones con el Centro de Gestión y 
Control de la red en la ciudad de Chiclayo, logrando sustentar un servicio óptimo que va a 
satisfacer la demanda requerida por los demás servicios brindados y por el personal operativo 
a cargo. A continuación, se presenta en la figura 32 el diagrama de bloques para el diseño de 
una red de fibra óptica.  
 
Figura 32. Diagrama de bloque del diseño de una red de fibra óptica 
Fuente: Elaboración propia 
4.2.2 Visión del proyecto desde la perspectiva de la red de datos MAN. 
Para el proyecto presentado, además de una red de fibra óptica interna que 
interconecte las estaciones con el Centro de Gestión principal, debemos contar con una 
infraestructura tecnológica que interconecte el equipamiento a nivel interno hacia los 
equipos terminales e interactuando con el Centro de Gestión. El criterio de la evaluación se 
basará en la extensión geográfica, que según la distribución topológica planteada en este 
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proyecto podrá interconectar los elementos que componen nuestra red, a nivel interno; para 
lo cual emplearemos la red MAN. Una Red de Área Metropolitana (MAN) es una red de alta 
velocidad sobre un área geográfica extensa, con capacidad de integración de múltiples 
servicios mediante la transmisión de datos, voz y video; sobre medios de transmisión tales 
como fibra óptica o cobre en altas velocidades. La implementación de redes de datos que 
puedan interconectar los terminales de la red (voz, datos y video) con los que contará el 
proyecto, así como brindar un servicio de comunicación de datos que interconecte las 
estaciones, y la oficina central.  
Brindando un servicio estable y escalable, garantizando el servicio tanto de voz, 
datos y video, cuya transmisión no se vea interrumpida en ningún momento contando con 
sistemas de redundancia a nivel de fibra óptica y soporte. Resguardando la calidad de 
transmisión de la información tanto a nivel físico como lógico, a una velocidad óptima e 
implementando políticas y estándares de conexión de los equipos (ej. Gabinete de 
comunicaciones, energía) con protocolos de comunicación y ancho de banda correctamente 
definidos.  
Con estos puntos ya desarrollados, procedemos a describir la visión según la 
perspectiva de redes MAN: Debemos tener una infraestructura de red de datos estable y 
robusta que permita brindar un servicio óptimo a nuestros usuarios internos; así como ir a la 
vanguardia a nivel tecnológico en equipamiento de red que permitirá implementar mejoras 
en la operación de los servicios. 
4.2.3 Modelamiento del Proyecto de Red del Sistema Integrado de 
Comunicaciones. 
4.2.3.1 Información importante de la ciudad de Chiclayo. 
La ciudad de Chiclayo se ubica en el departamento de Lambayeque, a una latitud de 
6°.7720 y una longitud de 79°.8385. Es una ciudad industrial y comercial de la costa norte 
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del país, ubicada a 770 km al norte de Lima y a una altitud promedio de 30 metros sobre el 
nivel del mar. Limita con la provincia de Chepén por el sur y la provincia de Lambayeque 
por el norte. 
La provincia de Chiclayo cuenta con 675,857 habitantes según datos del Instituto 
Nacional de Estadística e Informática (INEI) al 2017. Se adjunta la figura 33.  
 
      Figura 33. Imagen Satelital de Chiclayo 
      Fuente: Google Earth 
4.2.3.2 Ruta planteada para el recorrido del tendido de fibra óptica. 
De acuerdo con el levantamiento de la información realizada el día 16 de diciembre 
de 2017, en el que se solicitó apoyo de los funcionarios de la Municipalidad de Chiclayo; se 
pudo establecer la ruta basándose en los criterios de que exista una alta demanda de 
transporte público, que puedan conectar centros de actividad importantes a fin de apoyar la 
demanda y en zonas existentes o previstos de congestión a corto plazo que generen retrasos 
considerables en el servicio de autobuses; por lo que se propone el corredor vial exclusivo 
para el sistema en Chiclayo, que nos permitirá realizar el trazado de la troncal de fibra óptica. 
El diseño del servicio incluye además una oficina donde funcionaría el Centro de 
Control y Gestión, ubicado en el centro de la ciudad de Chiclayo. 
El corredor vial planteado constará de 12 estaciones (E01 a E12) donde discurre 
desde E01 Av. Juan Tomis cuadra 12 (salida a Pimentel) hasta la E12 Av. Bolognesi cuadra 
48 
 
10 (Aeropuerto), más una oficina del centro de control y gestión. El corredor vial recorrerá 
la ciudad por las avenidas que contienen mayor tráfico vehicular y el recorrido de la ruta será 
de oeste a este (Trébol de la salida a Pimentel hacia el Aeropuerto Internacional José 
Abelardo Quiñones) y de retorno por el mismo corredor. La separación entre estaciones será 
aproximadamente de 498 metros y con un carril de 3.50 metros de ancho, mientras que las 
estaciones tienen generalmente 4.0 metros de ancho de vía. Se muestra en la figura 34 el 
recorrido total de la ruta vial será de 5,481 kilómetros de E01 (inicio) a E12 (fin).  
 
                Figura 34. Recorrido de la ruta vial 
                Fuente: Google Earth 
4.2.3.3 Estaciones y semáforos a lo largo de la troncal de fibra óptica. 
Especificaciones: 
− Se construirán 12 estaciones de las cuales todas serán superficiales. 
− Longitud total del corredor vial: 5.48 Km, Ancho de la estación: 4 metros. 
− Se ha considerado que las estaciones tienen una longitud de 76 metros 
aproximadamente, incluye la sala de ingreso a la estación. 
− La distancia entre cada estación será de 498 metros aproximadamente. 
− Intersecciones corredor vial reguladas por semáforos inteligentes: 12 
− (2) Carriles segregadas y exclusivos por sentido, Ancho: 3.5 metros cada uno. 
− (02) Calzadas segregadas por sentido, ancho 7 metros 
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− (02) Carriles tráfico mixto por sentido, ancho 3.9 metros c/u.  
− Cada estación contará con un controlador semafórico, 2 sensores - detectores de  
vehículos y 4 semáforos que regularan el tránsito instalados en la intersección de 
la avenida/calle donde se encuentre la estación. 
Respecto al área utilizada en la sala de la estación de pasajeros indicamos que, debido 
a que la densidad poblacional en la ciudad de Chiclayo no es alta, la cantidad de pasajeros 
que concurrirán a las estaciones no son altas (respecto al servicio Metropolitano de Lima), 
por lo que se ha considerado que cada estación de transporte tenga solamente un primer piso, 
con una sala de embarque para el transporte de pasajeros en las unidades de ida y regreso.  
En la siguiente tabla 4 se puede apreciar las ubicaciones y coordenadas de las 
estaciones y semáforos, así como las distancias entre estaciones.  
         Tabla 4.  
Distribución de las estaciones, semáforos y coordenadas 
Fuente: Elaboración propia 
A continuación, se muestran figuras referentes a las ubicaciones donde estarían 
instaladas las estaciones y el centro de gestión y control (CCM). 
Centro de Control (CCM): 
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Ubicación: Av. Angamos 1055 con Av. Manuel Pardo cuadra 6 (Oficina de Control 
de Serenazgo de Chiclayo): Coordenadas Latitud: 6.7645 (6°45’52.22” S), Coordenadas 
Longitud: 79.8444 (79°50’39.86” O). Adjunto figuras las 35 y 36. 
 
Figura 35. Ubicación del centro de control y gestión (CCM) 
Fuente: Elaboración propia 
 
Figura 36. Ubicación del lugar en Google Earth (CCM) 
Fuente: Elaboración propia 
En la siguiente figura 37 se muestra el recorrido de la fibra óptica que interconectará 
el Centro de Control y Gestión (CCM) con todas las estaciones, pasando a través de la 





Figura 37. Interconexión de la Fibra Óptica - CCM con la estación nro. 6 (E6) 
Fuente: Elaboración propia 
Estación N°1 (E1): 
Ubicación: Av. Juan Tomis Stack (ex - Pacifico) cuadra 12 - Ref. altura Senati, 
Coordenadas Latitud: 6.7769 (6°46’37.43” S), Coordenadas Longitud: 79.8719 
(79°52’18.72” O), Coordenadas del Semáforo – Latitud: 6.777 (6°46’37.20” S), Longitud: 
79.8714 (79°52’17.04” O). Adjunto las figuras 38 y 39. 
 
Figura 38. Ubicación de la estación nro. 1 (E1) 




Figura 39. Ubicación del lugar en Google Earth (E1) 
Fuente: Elaboración propia 
Estación N°2 (E2): 
Ubicación: Av. Juan Tomis Stack cuadra 8 con Av. Zarumilla, Coordenadas Latitud: 
6.7751 (6°46’31.64” S), Coordenadas Longitud: 79.8685 (79°52’7.01” O), Coordenadas del 
Semáforo – Latitud: 6.775 (6°46’30.00” S), Coordenadas del Semáforo – Longitud: 79.8682 
(79°52’5.52” O). Adjunto las figuras 40 y 41.  
 
Figura 40. Ubicación de la estación nro. 2 (E2) 




Figura 41. Ubicación del lugar en Google Earth (E2) 
Fuente: Elaboración propia 
Estación N°3 (E3): 
Ubicación: Av. Juan Tomis Stack cuadra 3 con Av. Unión cuadra 0, Coordenadas 
Latitud: 6.7726 (6°46’21.36” S), Coordenadas Longitud: 79.8643 (79°51’51.48” O), 
Coordenadas del Semáforo – Latitud: 6.7723 (6°46’20.75” S), Coordenadas del Semáforo – 
Longitud: 79.8639 (79°51’50.67” O). Adjunto las figuras 42 y 43.  
 
Figura 42. Ubicación de la estación nro. 3 (E3) 




Figura 43. Ubicación del lugar en Google Earth (E3) 
Fuente: Elaboración propia 
Estación N°4 (E4): 
Ubicación: Av. Salaverry cuadra 13 - Ref. Estadio Elías Aguirre, Coordenadas 
Latitud: 6.7698 (6°46’11.28” S), Coordenadas Longitud: 79.8586 (79°51’30.96” O), 
Coordenadas del Semáforo – Latitud: 6.7698 (6°46’11.28” S), Coordenadas del Semáforo – 
Longitud: 79.8584 (79°51’30.24” O). Adjunto las figuras 44 y 45.  
 
Figura 44. Ubicación de la estación 4 (E4) 




Figura 45. Ubicación del lugar en Google Earth (E4) 
Fuente: Elaboración propia 
Estación N°5 (E5): 
Ubicación: Av. Salaverry cuadra 8 con Calle Piura - Ref. Hospital de Salud – 
Solidaridad, Coordenadas Latitud: 6.7703 (6°46’13.09” S), Coordenadas Longitud: 79.8538 
(79°51’13.69” O), Coordenadas del Semáforo – Latitud: 6.7704 (6°46’13.44” S), 
Coordenadas del Semáforo – Longitud: 79.8535 (79°51’12.60” O). Adjunto las figuras 46 y 
47.  
 
Figura 46. Ubicación de la estación nro. 5 (E5) 




Figura 47. Ubicación del lugar en Google Earth (E5) 
Fuente: Elaboración propia 
Estación N°6 (E6): 
Ubicación: Av. Salaverry cuadra 1 con Av. Leonardo Ortiz - Altura Bco. de La 
Nación Coordenadas Latitud: 6.7711 (6°46’16.83” S), Coordenadas Longitud: 79.8455 
(79°50’47.07” O), Coordenadas del Semáforo – Latitud: 6.7712 (6°46’16.32” S), 
Coordenadas del Semáforo – Longitud: 79.8452 (79°50’42.72” O). Adjunto las figuras 48 y 
49. 
 
Figura 48. Ubicación de la estación nro. 6 (E6) 




Figura 49.  Ubicación del lugar en Google Earth (E6) 
Fuente: Elaboración propia 
Estación N°7 (E7): 
Ubicación: Av. Leonardo Ortiz cuadra 4 con Av. Bolognesi - Ref. La Rotonda, 
Coordenadas Latitud: 6.7761 (6°46’33.96” S), Coordenadas Longitud: 79.8458 
(79°50’44.88” O), Coordenadas del Semáforo – Latitud: 6.7712 (6°46’35.76” S), 
Coordenadas del Semáforo – Longitud: 79.8452 (79°50’45.24” O). Adjunto las figuras 50 y 
51.  
 
Figura 50. Ubicación de la estación nro. 7 (E7) 





Figura 51. Ubicación del lugar en Google Earth (E7) 
Fuente: Elaboración propia 
Estación N°8 (E8): 
Ubicación: Av. Bolognesi cuadra 1 con Av. Luis Gonzáles, Coordenadas Latitud: 
6.7762 (6°46’34.35” S), Coordenadas Longitud: 79.8432 (79°50’35.52” O), Coordenadas 
del Semáforo – Latitud: 6.7761 (6°46’33.96” S), Coordenadas del Semáforo – Longitud: 
79.8428 (79°50’34.08” O). Adjunto las figuras 52 y 53.  
 
Figura 52. Ubicación de la estación nro. 8 (E8) 





Figura 53. Ubicación del lugar en Google Earth (E8) 
Fuente: Elaboración propia 
Estación N°9 (E9): 
Ubicación: Av. Bolognesi cuadra 6 con Av. Balta, Coordenadas Latitud: 6.7755 
(6°46’31.80” S), Coordenadas Longitud: 79.8391 (79°50’20.76” O), Coordenadas del 
Semáforo – Latitud: 6.7756 (6°46’32.16” S), Coordenadas del Semáforo – Longitud: 
79.8389 (79°50’20.04” O). Adjunto las figuras 54 y 55.  
 
Figura 54. Ubicación de la estación nro. 9 




Figura 55. Ubicación del lugar en Google Earth (E9) 
Fuente: Elaboración propia 
Estación N°10 (E10): 
Ubicación: Av. Bolognesi cuadra 9 con Calle Haya de La Torre, Coordenadas 
Latitud: 6.776 (6°46’31.80” S), Coordenadas Longitud: 79.836 (79°50’20.76” O), 
Coordenadas del Semáforo – Latitud: 6.7759 (6°46’32.16” S), Coordenadas del Semáforo – 
Longitud: 79.8357 (79°50’20.04” O). Adjunto las figuras 56 y 57.  
 
Figura 56. Ubicación de la estación nro. 10 (E10) 





Figura 57. Ubicación del lugar en Google Earth (E10) 
Fuente: Elaboración propia 
Estación N°11 (E11): 
Ubicación: Av. Bolognesi cuadra 11 con Calle Grau - Ref. Real Plaza, Coordenadas 
Latitud: 6.7764 (6°46’34.82” S), Coordenadas Longitud: 79.8326 (79°49’59.23” O), 
Coordenadas del Semáforo – Latitud: 6.7764 (6°46’35.14” S), Coordenadas del Semáforo – 
Longitud: 79.8323 (79°49’56.56” O). Adjunto las figuras 58 y 59.  
 
Figura 58. Ubicación de la estación nro. 11 (E11) 





Figura 59. Ubicación del lugar en Google Earth (E11) 
Fuente: Elaboración propia 
Estación N°12 (E12): 
Ubicación: Av. Bolognesi cuadra 14 con Av. Fitzcarrald cuadra 1 - Ref. Aeropuerto 
Internacional José Quiñones, Coordenadas Latitud: 6.7767 (6°46’35.91” S), Coordenadas 
Longitud: 79.8303 (79°49’50.70” O), Coordenadas del Semáforo – Latitud: 6.7767 
(6°46’36.10” S), Coordenadas del Semáforo – Longitud: 79.8299 (79°49’47.80” O). 
Adjunto las figuras 60 y 61.  
 
Figura 60. Ubicación de la estación nro. 12 (E12) 




Figura 61. Ubicación del lugar en Google Earth (E12) 
Fuente: Elaboración propia 
4.2.3.4 Posibilidad de expansión del servicio. 
En un futuro se prevé expandir el servicio hacia los extremos este y oeste de la ciudad 
debido al crecimiento geográfico de la misma y a la necesidad, por parte de la población de 
acceder a los mismos servicios. Con esto se dinamizará el traslado de personas y la economía 
de la ciudad. Por el lado este se proyecta llegar hacia el distrito de Tumán, localizado a 16 
kilómetros aproximadamente de la estación final (lado este) del proyecto. Adjunto la figura 
62. 
 
Figura 62 .Ubicación del lugar en Google Earth de la expansión este 
Fuente: Elaboración propia 
Por el lado oeste se proyecta llegar hacia el distrito de Pimentel, localizado a 10 




Figura 63. Ubicación del lugar en Google Earth de la expansión oeste 
Fuente: Elaboración propia 
4.3 Requerimientos Técnicos del Sistema Integrado de Comunicaciones 
4.3.1 Diseño de la infraestructura de comunicaciones de la red. 
4.3.1.1 Aspectos técnicos generales. 
Según lo expuesto en capítulos anteriores, se plantea brindar una solución integral, 
con un alto grado de disponibilidad, ancho de banda adecuado, seguridad, soporte, y 
previsión contra la obsolescencia. En el presente estudio, la información técnica 
concerniente a las especificaciones técnicas generales de los productos de los fabricantes que 
se brindan a continuación serán tomadas como referencia.  
La solución propuesta, se basa en los siguientes aspectos técnicos generales: 
a) Ancho de banda; La elección del ancho de banda necesario para atender todos los 
requerimientos presentes y futuros para una transmisión sin pérdida de información, 
entre los equipos terminales y el Centro de Control.  
b) Alto grado de disponibilidad: La elección de la topología elegida se basa en un arreglo 
de anillos de fibra óptica, la que permitirá una vía de respaldo (recomendación 
G.8032) ante situaciones de falla o avería a nivel del medio de transporte. 
c) Previsión frente a las condiciones de intemperie y cambios de temperatura: Que 
tendrá que soportar el equipamiento y los gabinetes a implementar y que son 
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originados por el polvo, la polución, la humedad y las variaciones de la temperatura. 
Las características técnicas de los equipos elegidos, deberán definirse de equipos 
industriales, robustos y gabinetes herméticos. Para los equipos de videovigilancia en 
exteriores deberán cumplir con grados de certificación IK10 e IP66 mínimo. 
d) Previsión contra la obsolescencia por cambios en la tecnología: El diseño y selección 
del equipamiento deberá considerar una previsión razonable por cambios 
tecnológicos. 
e) Solución Integral: El diseño se basa en una plataforma de comunicaciones que integre 
y satisfaga diversas necesidades de comunicación que son de: control de recaudo, 
control de cruceros semaforizados y control de videovigilancia. 
f) Soporte técnico y logístico: La solución planteada será en base a la selección de 
marcas reconocidas a nivel mundial y con un representante de distribución en Perú. 
4.3.1.2 Implicaciones del ancho de banda. 
El ancho de banda como elemento fundamental del proyecto, se define como a la 
cantidad de información que puede fluir a través de una conexión de red en un periodo de 
tiempo. La importancia del ancho de banda, se basa en la necesidad del transporte de 
información en formatos digitales (voz, video y dato) según la capacidad requerida. Para 
determinar el ancho de banda que debe mantener un enlace determinado, hay que tener en 
cuenta los elementos y medios físicos que la conforman, y la información que fluirá a través 
de ella. La capacidad de la red va a aumentar por el uso de elementos que aprovechan mayor 
ancho de banda, por ejemplo, las aplicaciones que permiten videovigilancia. Al respecto, es 
necesario contar con un sistema de monitoreo de red, soporte importante para resolver 
problemas y supervisar en forma proactiva el rendimiento de la red. Tal es el caso que, si un 
puerto del conmutador presenta una utilización de ancho de banda alta, se tendrá que analizar 
las estadísticas en on-line para ese puerto.  
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En este proyecto se busca que el ancho de banda elegido pueda satisfacer la demanda 
de datos (Mbps o Gbps) requerido para dar operación a los servicios indicados, estos deben 
ser garantizados ya que el flujo de información será constante y deberá ser evaluado y 
analizado constantemente para poder establecer o mejorar la distribución y operación de los 
componentes que conforman la red. 
4.3.2 Especificaciones técnicas del sistema de Videovigilancia. 
El desarrollo del diseño se realizará en forma consistente mediante una evaluación 
integral de las necesidades, permitiendo la selección e instalación de los equipos adecuados, 
que deben considerarse con los requerimientos funcionales, operativos y de infraestructura.  
− Los requisitos funcionales consisten en definir las necesidades de cobertura de la 
cámara (área de vigilancia), como un área perimetral o un punto de acceso.  
− Los requisitos operativos especifican que información se espera que proporcione este 
sistema, dadas las condiciones de operación existentes, que incluyen operaciones 
diurnas y nocturnas, iluminación, condiciones climáticas y cambios de temperatura.  
− Los requisitos de infraestructura, se debe definir si se utilizara cables de fibra o utp, 
fuentes de energía, gabinetes, y otros.  
− Referente a los requisitos de retención de video, concierne a definir las necesidades 
de retención y almacenamiento de video de la red. 
− El ancho de banda y el almacenamiento en disco son requisitos necesarios en el 
diseño de sistemas de videovigilancia.  
De lo mencionado, para plantear el diseño del sistema de videovigilancia basado en 
IP, debemos considerar primero el tipo de cámara que se necesita, determinando el escenario 
de la estación de pasajeros a ser supervisada, las condiciones de iluminación, la distancia 
desde la posición de la cámara al objeto que queremos grabar, el ángulo de visión necesario 
67 
 
y la densidad de tráfico de pasajeros. También calcularemos los requisitos del ancho de 
banda y del almacenamiento en disco.  
Al respecto, teniendo en cuenta la frecuencia que las cámaras necesitan visualizar y 
grabar, para nuestro diseño se requiere de: 15 días de grabación continua durante las 24 horas 
del día que estarán activas por motivo de seguridad contra ingresos de intrusos y para casos 
de actos vandálicos, conectadas a la infraestructura de la red de interconexión 
(conmutadores, enlaces de fibra óptica), el tipo de servidor y el software de gestión de video. 
Referente a los días y horas de la semana, se ha considerado el monitoreo y grabación de las 
cámaras durante las 24 horas del día y la grabación de los archivos de video durante (15) 
días, debido a que la densidad poblacional de la ciudad no es alta y esto se reflejara en la 
utilización de los buses. 
A continuación, plantearemos los aspectos técnicos de diseño de los elementos 
considerados en la red:  
4.3.2.1 Cálculo del ancho de banda y del almacenamiento de la red 
videovigilancia. 
Las variables relevantes a considerar para el cálculo del ancho de banda son: el 
número de cámaras, la resolución, la compresión, velocidad de tramas (o cuadros) por 
segundo FPS, y el tiempo de grabación o días de grabación. 
Para el cálculo del ancho de banda y del espacio en el disco duro para la grabación 
de las imágenes de video, se ha utilizado en nuestro estudio las herramientas del fabricante 
de los modelos y marca de los equipos que proponemos Wisenet TOOLBOX; Wisenet 




Figura 64. Modelos de cámaras de videovigilancia 
Fuente: https://www.hanwha-security.com/en/technical-guides/online-tool/ 
En los gráficos y líneas abajo se muestra todo el estudio de cálculo de BW (ancho de 
banda), Storage (almacenamiento) y sus respectivos parámetros para el presente estudio. 
De acuerdo a los objetivos a cubrir se tienen los siguientes modelos referenciales de 
cámaras de videovigilancia profesional IP.  
QNO – 7080R: Cámara Fija Tipo Bala IR 4MPX, para la sala de embarque. 
QNP – 6230RH: Cámara Móvil Domo PTZ IR 2MPX, para la sala de embarque. 
PNM – 9084RQZ: Cámara Multidireccional IR 4 x 2MPX, para la intersección vial. 
Consideraremos grabación en full resolución, full FPS, H265@15 días en grabación 
continua.  
Se consideran 36 Cámaras fijas tipo Bala, 12 Cámaras móviles Domo PTZ y 12 
Cámaras Multidireccionales las cuales cuentan con 4 lentes que corresponden a 4 Canales 
de video independientes; según estudio realizado sobre la necesidad en el proyecto del 
servicio de videovigilancia. 
Del cálculo indicado en los gráficos líneas abajo el resultado es: 
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Ancho de banda (BW): 380.47 Mbps 
Espacio de almacenamiento (Storage) en disco: 61.64 TB 
El cálculo de BW del enlace saldría del resultado de dividir el BW total /3 (enlaces 
o anillos de F.O.) lo que sería BW del enlace = 380.7 Mbps/3 = 126.82 Mbps. 
A continuación, presentaremos el cálculo para cada modelo de cámaras propuesto 
calculado con la herramienta propia del fabricante Wisenet Toolbox,  
QNO – 7080R: 
Cámara Fija Tipo Bala IR 4MPX 
Se considera la resolución a 4 Mpx@20 fps, compresión en H.265, grabación 
continua y 15 días como se puede apreciar en la figura 65 el total del cálculo para las 36 
cámaras seria: 
BW: 185.81 Mbps  
Storage: 30.10 TB  
 




QNP – 6230RH: 
Cámara Móvil Domo PTZ IR 2MPX 
Se considera la resolución a 2 Mpx@30 fps, compresión H.265, grabación continua 
15 días; cómo se puede apreciar (en la figura 66) el total del cálculo para las 12 cámaras 
seria: 
BW: 53.09 Mbps  
Storage: 8.60 TB 
 
Figura 66. Calculo de ancho de banda y almacenamiento - cámara QNP - 6230H 
Fuente: https://www.hanwha-secu/home 
PNM – 9084RQZ: 
Cámara Multidireccional IR 4 x 2MPX, 
Se considera la resolución a 2 Mpx@30 fps, compresión en H.265, grabación 
continua y 15 días; para cada uno de los 4 canales de cada cámara, como se puede apreciar 
(en la figura 67) el total del cálculo para las 12 cámaras o 48 canales seria:  
BW: 141.57 Mbps 




Figura 67. Calculo de ancho de banda y almacenamiento - cámara PNM - 9084RQZ 
 
Para hacer la selección del NVR (NETWORK video recorder), requeriremos el 
equipo de mayor capacidad de canales de grabación de esta línea que sería el PRN-4011. 
Que soporta hasta 64 canales y proporcionara la capacidad de HDD necesarios de acuerdo 
al cálculo realizado arriba. Así mismo se considerará por la seguridad de la grabación la 
redundancia con RAID5. Como se ve en la figura 68 líneas abajo se requerirán 2 equipos 
PRN-4011-40TB. Como se aprecia en los cálculos mostrados, se obtiene el ancho de banda 
por cada modelo de cámara. 
QNO-70870R 5.16 Mbps 
QNP-6230RH 4.42 Mbps 
PNM-9084RQZ 11.80 Mbps (sumados los 4 lentes) 
Y el espacio de almacenamiento por cada modelo de cámara por un tiempo de 
grabación de 15 días. 
QNO-70870R 836.16 GB 
QNP-6230RH 716.75 GB 




Figura 68. Grabador de video NVR - Modelo referencial PRN 4011 
Fuente: https://www.hanwha-security.en/home 
Para el cálculo del ancho de banda y el espacio en disco duro requerido en la red, nos 
remitimos a la figura 118 correspondiente a la topología de la red de la plataforma de 
comunicaciones, donde muestra que se tiene 3 anillos ópticos, cada anillo contiene (04) 
estaciones, y (08) cámaras por cada estación de pasajeros, de los cuales (04) cámaras 
corresponden al sistema de la red de videovigilancia distribuidas según se muestra en la 
figura 69, que comprende (01) cámara IP Fija tipo bala IR instalada en la entrada de la 
estación, (02) cámaras IP Fija tipo bala IR instaladas en la sala de embarque, (01) cámara 
Móvil IP tipo Domo PTZ IR instalado en el centro de la sala de embarque, y la Cámara Fija 
IP Multidireccional IR compuesta por 4 lentes independientes instalada en las intersecciones 
de las calles para la vigilancia peatonal y seguridad dentro de la sala de embarque, también 
permitirá asistir a los operadores del centro de control, actuar como sensores de volumen del 
tránsito vehicular del sistema de la red de control semafórico.  
Con los datos mencionados, obtenemos el ancho de banda total requerido en cada 
enlace óptico que conecta el conmutador principal con cada anillo. Tenemos entonces que:  
Ancho de banda= 8 cámaras/estación x 4 estaciones x 1 anillo = ancho de banda total 
/ 3 anillos= 380.7 Mbps /3 =126.82 Mbps x Anillo, valor muy por debajo del enlace óptico 
de 1 Gbps. 
A continuación, obtenemos el espacio total de disco duro (grabación centralizada) 
requerido en los NVR del sistema de Videovigilancia de Chiclayo, ubicado en la sala de 
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equipos del centro de control, encargado de capturar y almacenar las imágenes provenientes 
de las cámaras. Se tiene 32 cámaras por anillo, en la red tenemos 3 anillos, por lo tanto, el 
espacio total en el disco duro es de: Espacio de almacenamiento total: 8 cámaras/estación y 
4 estaciones/anillo x 3 anillos = 61.64 TB. 
4.3.2.2 Calculo de FOV (Angulo de Visión) requerido por las cámaras. 
Existen herramientas para el cálculo de lentes, siendo las más populares los 
programas y páginas web que permiten hacer el estimativo de la escena a obtener. Son (04) 
los parámetros que se relacionan entre sí: tamaño del sensor, distancia de la cámara al 
objetivo, tamaño del objetivo y distancia focal del lente. Aquí realizaremos los cálculos 
respectivos para cada modelo de cámara con respecto al ángulo de visión (FOV). 
Consideraremos los detalles dados en los siguientes gráficos de las figuras 69 y 70, muestra 
la distribución de los equipos y las dimensiones en la sala de embarque de la estación de 
pasajeros.  
 
Figura 69. Distribución de los equipos en la sala de embarque 





Figura 70. Dimensiones de la sala de embarque 
Fuente: Elaboración propia 
QNO-7080R: 
Las cámaras IP Fija Tipo Bala IR cuentan con una cobertura compacta que incluye 
el lente, en este caso un lente varifocal de 2.8 a 12 mm que permite monitorear 
constantemente un punto determinado. Así mismo permite poder regular la longitud focal 
del lente si queremos tener una vista con mayor o menor ángulo.  
Por ser compactas tienen ventajas a nivel estético y de instalación ya que cuentan 
también con un brazo integrado para montaje. 
Este modelo de 4 Mpx de resolución, incluye IR de 30 metros el cual permite a la 
cámara ver en condiciones de baja luz u oscuridad total. Así mismo cuenta con el compresor 
H.265 permite aproximadamente una reducción del 50% de storage y ancho de banda con 
respecto al H.264 y adicionalmente cuenta con el códec inteligente del fabricante en este 
caso WiseStream que permite optimización adicional.  
A continuación, utilizando las herramientas del fabricante WiseStream obtenemos el 




Figura 71. Calculo de FOV de la cámara QNO - 7080R 
 
Para la cámara Tipo Bala consideramos como se muestra en el grafico arriba lo 
siguiente: 
− Altura: 5mts que es la altura hasta el techo de la sala de embarque 
− Distancia al objetivo: 13 mts. y 35 mts. 
− Longitud Focal :12 mm. (máximo mm. del lente) 
− Tamaño del objeto: 1.75 mts. 
− Inclinación de cámara :76.6° 
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En la vista frontal el objeto que está a 13 mts. cuenta con 301 PPM (pixeles por 
metro) y se puede identificar según la tabla en la parte inferior del gráfico y el objeto a 35 
mts cuenta con 119 PPM y se puede observar aquí el link de la herramienta de cálculo para 
el FOV del fabricante WISENET TOOLBOX: https://www.hanwha-security.com/ 
wisenettool box/index.html#!/en/ home 
QNP-6230RH:  
Las cámaras móviles IP PTZ tipo Domo IR, su visión de dispersa, cubren más 
entorno y se configuran para controlar amplias zonas al interior o al exterior mediante un 
barrido continuo – progresivo o control remoto para seguir objetivos que se mueven 
alrededor y realizan un paneo (mover de lado a lado), inclinación (moverse hacia arriba y 
abajo) y hacer zoom en un área particular de interés.  
Este tipo de cámara móvil PTZ Tipo Domo, tiene una alta velocidad de giro, además 
de ser estético y ocupar menos espacio que otros modelos de PTZ. 
El modelo en particular propuesto de 2 Mpx de resolución cuenta con IR de alcance 
a 100 metros, un zoom de 23x óptico. Se adjunta la figura 72. 
A continuación, utilizamos el link de la herramienta de cálculo para el FOV del 
fabricante WISNET TOOLBOX PLUS (https://www. 













TOP VIEW:  
 
Figura 73. Calculo FOV Top View de la cámara QNP - 6230RH 
 
Para la cámara Móvil Tipo Domo PTZ consideramos como se muestra en el grafico 
(figura 73) arriba lo siguiente:  
− Altura: 5mts que es la altura hasta el techo de la sala de embarque 
− Distancia al objetivo: 40 mts 
− Longitud Focal :40 mm  
− Tamaño del objeto: 1.8mts 
− Inclinación de cámara :84° 
En la vista frontal y vista desde lo alto, el objeto que está a 40 mts cuenta con 352 






Las cámaras Fijas IP Tipo Multidireccional IR (figuras 74 y 75), cuentan como 
principal característica el incorporar en este caso 4 lentes de 2 Mpx cada uno en una misma 
cámara, reduciendo de esta forma el costo de instalación y mantenimiento ya que cuentan 
con un solo puerto RJ45 de conexión a RED.  
 
Figura 74. Amplias áreas con una sola cámara multidireccional 
Fuente: https://www.eos.com.au/pub/media/doc/wisenet/Brochure-Wisenet_P_Series.pdf 
A continuación, utilizamos la herramienta de cálculo para el FOV del fabricante 

















Figura 76. Calculo FOV Top View de la cámara PNM9084RQZ 
Para la cámara Tipo multidireccional consideramos como se muestra en el grafico 
(figura 76) arriba lo siguiente:  
− Altura: 8mts que es la altura aproximada del Poste en la intersección 
− Distancia al objetivo: 20 mts 
− Longitud Focal :10 mm (máximo mm del lente) 
− Tamaño del objeto: 1.8mts 
− Inclinación de cámara :65° 
En la vista frontal y vista desde lo alto, el objeto que está a 20 mts cuenta con 149 
PPM (pixeles por metro) y nos permite reconocer; según la tabla en la parte inferior del 




4.3.2.3 Especificaciones técnicas generales de la red de Videovigilancia. 
a) Cámara de red IP Tipo Bala con IR 4Mpx – Modelo de Referencia QNO – 7080R 
En la figura 77 se muestra la cámara de red IP tipo bala que se instalara en la sala de 
embarque y entrada a la estación. En el anexo 4 se adjunta las especificaciones técnicas 
generales.  
 
Figura 77. Cámara de red IP Tipo Bala Modelo de referencia QNO - 7080R 
Fuente:https://www.hanwha-security.eu/es/business-security-products/qno-7080r/ 
b) Cámara de red IP Domo PTZ IR 2 Mpx Modelo de referencia QNP- 6230RH  
En la figura 78 se muestra la cámara de red IP Domo PTZ que se instalara en el centro 
de la sala de embarque. En el anexo 4 se adjunta las especificaciones técnicas generales. 
 
Figura 78. Cámara de red IP Domo PTZ Modelo de Referencia QNP - 6230 RH 
Fuente: https://es.hanwhasecurity.com/qnp-6230rh.html 
c) Cámara de red IP Multidireccional IR 4x2Mpx Modelo de referencia PNM-
9084RQZ  
En la figura 79 se muestra la cámara de red IP multidireccional que se instalara en la 





Figura 79. Ubicación de la cámara multidireccional en la intersección del corredor vial 
Fuente: https://www.hanwha-security.eu/es/nuevas-camaras-wisenet- multidireccionales-de-4-canales/ 
Asimismo, el modelo propuesto cuenta con cámara multidireccional con IR de 
alcance 30 mts. en cada lente. Se adjunta figura 80. 
 
Figura 80. Cámara multidireccional para monitoreo en ambiente con poca luz 
Fuente:https://www.hanwhasecurity.com/media/attachment/file/b/r/29_en_multi_sensor_cameras.pdf 
 
También cuenta con la característica PTRZ que adiciona la rotación de cada uno de 
los módulos del lente lo que facilita el ajuste a los instaladores como se muestra en el grafico 




Figura 81. Facilita en la instalación y mantenimiento de la cámara multidireccional 
Fuente:https://www.hanwhasecurity.com/media/attachment/file/b/r/29_en_multi_sensor_cameras.pdf 
d) Grabador de Video en Red - NVR Modelo de Referencia PRN-4011 
El grabador de video en red (Network Video Recorder - NVR) que se muestra en la 
figura 82, debe ser capaz de almacenar la grabación de las 96 cámaras de red de 
videovigilancia, instaladas en las 12 estaciones de transporte. La conectividad de las cámaras 
al servidor, se realiza a través de: la red LAN Ethernet instalada en cada estación, la red de 
fibra óptica y el conmutador central que conecta al servidor central de video, con tiempo de 
grabación de 15 días, a máxima resolución y 30 Fps, de manera autónoma y trabajar con 
redundancia RAID 5. En el anexo 4 se adjunta las especificaciones técnicas generales.  
 
Figura 82. Grabador de Video en Red NVR - Modelo de Referencia PRN - 4011 
Fuente: https://www.hanwha-security.eu/es/business-security-products/prn-4011/ 
 
Además, deberá ser compatible con las cámaras de red con el estándar ONVIF. El 
NVR contara con una aplicación para dispositivos móviles Android y iOS. Los fabricantes 
mediante la herramienta de diagnóstico comprueban la identificación de la marca, verifica 
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la frecuencia de funcionamiento del procesador, prueban las características del procesador 
especifico y realiza una prueba de estrés en el procesador. 
Considerando que, en el mercado se tienen NVRs que admiten un gran número de 
discos duros, en el presente estudio hemos obtenido una capacidad total de 61.64 TB, datos 
provenientes de las 96 cámaras. 
e) Servidor de Gestión de la red de videovigilancia IP Modelo de Referencia SRN-  
SENCMS-CTLS. 
La figura 83 nos muestra el servidor a instalarse en el centro de control de la red de 
video vigilancia. En el anexo 4 se adjunta las especificaciones técnicas generales. 
 
Figura 83. Servidor de Gestión - Modelo de Referencia SRN - SENCMS - CTLS 
Fuente: https://www.hanwhasecurity.com/media/attachment/file/s/r/srn-sencmsctls_v2_specifications.pdf 
f) Estación de Monitoreo de la red de videovigilancia IP Modelo de Referencia 
SRN- SENCMS-DSPS  
La estación de monitoreo IP que se muestra en la figura 84 se instalara en el centro 
de control de la red videovigilancia. En el anexo 4 se adjunta las especificaciones técnicas 
generales.  
 




En esta estación de monitoreo o Workstation residirá la parte o modulo del software 
de Gestión VMS; Consola o Cliente complementario al servidor que es la que permitirá a 
los operadores la gestión y administración del sistema así como la visualización del total o 
parte de las imágenes generadas por la cámaras del sistema de red de videovigilancia IP de 
acuerdo a los perfiles de usuarios previamente configurados, permitirá el control de las 
cámaras móviles DOMO PTZ consideradas en el presente estudio. Activar o desactivar 
alarmas, respaldo de video, instalar o desactivar cámaras, etc.  
g) Controlador Joystick Modelo de referencia SPC-7000 
El controlador de red SPC-7000 controla las cámaras de red PTZ e interactúa con el 
programa SSM. Se adjunta la figura 85 y en el anexo 4 se adjunta las especificaciones 
técnicas generales. 
 





h) Monitor LED 32” Modelo de Referencia SMT- 3233 
Las estaciones de trabajo contaran con monitores de 32” para la supervisión del 
sistema de videovigilancia. Se adjunta la figura 86 y en el anexo 4 se adjunta las 




Figura 86. Monitor LED 32" Modelo SMT - 3233 
Fuente: https://www.hanwha-security.eu/es/business-security-products/smt-3233/ 
i) Monitor LED 40” Modelo de Referencia SMT-4033 
El centro de control con un arreglo 3x2 de monitores de 40” permita administrar la 
red de videovigilancia. Se adjunta la figura 87 y en el anexo 4 se adjunta las especificaciones 
técnicas generales. 
 
Figura 87. Monitor LED 40" Modelo de Referencia SMT - 4033 
Fuente: https://www.elektronix.se/media/multicase/documents//samsung/smt-4033.pdf 
j) Módulo de matriz Virtual o Video Wall del Software de Gestión de la red de 
Videovigilancia IP Modelo de Referencia SSM-VM 
El módulo de Video Wall o matriz virtual del software de gestión SSM, control de 
hasta 16 monitores de video Wall, en el caso de este estudio estamos considerando un arreglo 
de 3 x 2 con 6 monitores de 40” LED. Se adjunta la figura 88 y en el anexo 4 se adjunta las 




Figura 88. Video Wall - Modelo de Referencia SSM VM 
Fuente: http://entpa.com.tr/dosyalar/SSM_ENG_12p_Brochure_20140520.pdf 
k) Software de gestión de la red de videovigilancia IP Modelo de Referencia SSM  
El software de gestión de video IP VMS (Video Management System) permitirá 
administrar las (96) cámaras IP instaladas en las (12) estaciones del sistema de transporte.  
 
Figura 89. Software de administración de la red SSM 
Fuente:https://www.hanwhasecurity.com/media/attachment/file/s/s/ssm_v1.6_brochure_170112.pdf 
En el anexo 4 se adjunta los aspectos técnicos del software orientados a la: operación, 
mantenimiento, seguridad, e instalación de hardware y software. Se adjunta la figura 89. 
4.3.2.4 Direccionamiento IP de las cámaras distribuidas en las estaciones. 
En la tabla 5 se adjunta el detalle del direccionamiento IP de las 96 cámaras 
distribuidas en las 12 estaciones, de las cuales (08) cámaras se encuentran instaladas en cada 
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estación, estando ubicadas (04) cámaras dentro de cada estación y las otras (04) cámaras 
están ubicadas en la intersección de las calles. 
      Tabla 5.  







Fuente: Elaboración propia 
4.3.3 Especificaciones técnicas del sistema de semaforización. 
Actualmente los sistemas de semaforización inteligente están conformados por 
semáforos, detectores (cámaras y sensores), y controladores, que permiten controlar el flujo 
de tránsito vehicular y a nivel peatonal. Al respecto, en la siguiente infraestructura 
tecnológica propuesta nos referiremos a las características técnicas generales a considerar en 
los sistemas semafóricos. Primeramente, obtendremos el ancho de banda utilizado en cada 
anillo óptico y la capacidad de almacenamiento que utilizara el disco duro del servidor 
central que aloja el software de gestión de la plataforma de control vehicular. 
4.3.3.1 Cálculo del ancho de banda y del almacenamiento de la red semafórica. 
En cada estación los semáforos, detectores de video y controladores estarán ubicados 
en cada intersección de dos vías de dos sentidos de circulación en el corredor vial del sistema 
de transporte, siendo un total de (04) semáforos y (02) detectores, permitiendo un tránsito 
progresivo hacia y desde estas vías rápidas. Ambos dispositivos se conectarán al equipo controlador 
local cuya salida se conectará con el servidor central mediante el puerto Ethernet 10/100 Mbps de 
cada conmutador local. 
Para obtener el cálculo del ancho de banda del enlace controlador – servidor central 
consideramos la velocidad de transferencia de 100 Mbps, debido a que en la característica 
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técnica del controlador tiene puertos ethernet 10/100 Mbps. Tenemos 1 controlador/estación 
x 100 Mbps/controlador x 4 estaciones x 1 anillo = 400 Mbps por anillo. El ancho de banda 
por cada anillo, es menor que el ancho de banda del enlace óptico que corresponde a 1 Gbps. 
Respecto a la obtención de la capacidad de almacenamiento del disco duro en el 
servidor, consideramos las 24 horas de transferencia de datos durante el día. Con esta 
información y la velocidad de transferencia de datos de 100 Mbps, que corresponde al puerto 
ethernet de comunicaciones del controlador, mediante conversión a Bytes durante las 24 
horas, equivale a 1.08 TB. El almacenamiento de información de la red semafórica en el 
servidor central semafórico se realizará en forma diaria. 
1.08 TB/estación x 4 estaciones/anillo x 3 anillos = 12.96 TB, capacidad suficiente 
para almacenar en (02) discos duros de 8 TB cada uno incluido el software de gestión de la 
red, instalado en el servidor central. 
4.3.3.2 Especificaciones técnicas generales de la red de semaforización. 
Semáforo. 
Los semáforos a considerar deben ser de buena durabilidad, alto flujo luminoso, 
buena eficiencia energética y de fácil mantenimiento. Se ha seleccionado la tecnología LEDs 
porque tienen menor distribución del brillo, contribuye al ahorro energético y eliminación 
del efecto fantasma. Con diseño modular para fácil instalación y mantenimiento, la 
estructura del semáforo debe ser de material policarbonato, muy herméticos, de bajo peso, 
bajo consumo eléctrico y alta potencia lumínica.  
Luego de revisar diferentes productos de semáforos de tráfico vehicular por parte de 
los fabricantes, se ha elegido el semáforo modelo SV3X - 300. A continuación, en el anexo 
5 se proporciona las especificaciones técnicas generales, cuyos parámetros se adaptan a 




Figura 90. Semáforo 
Fuente: http://www.autronie.com/semaforo/ 
Sensor (Cámara + Detección de Video). 
Dentro del sistema semafórico se ha considerado una aplicación que es muy 
importante en el control de tráfico vehicular, es el detector de video (sensor + cámara), que 
nos permite la detección y supervisión del movimiento de vehículos y parados en las 
intersecciones señalizadas. Al respecto, estos dispositivos contribuirán a minimizar el 
tiempo de espera de los conductores, circulación más fluida del tránsito vehicular y 
reducción de las emisiones de gases de los vehículos. 
Según experiencias en otros países, utilizando este dispositivo han podido mejorar 
significativamente la calidad del control vehicular. En la red propuesta se ha considerado la 
instalación de (02) cámaras de video (con sensor incorporado) en cada estación, cuya 
finalidad es la detección de presencia de vehículos en las intersecciones del corredor vial 
(ida y regreso) del sistema de transporte. Dichos dispositivos interactúan con el controlador 
de tráfico que tiene conectividad con el centro de control encargada de la gestión semafórica. 
Sensor (Cámara + Detección por Video) Presencia de vehículos Modelo 
Referencial TrafiCam x-stream. 
Es un dispositivo de presencia de vehículos y recopilador de datos con transmisión 
de video, que combina una cámara CMOS y un detector de video en una sola unidad. Estos 
sensores detectan y monitorean vehículos en: movimiento y en estado estacionario en 
intersecciones señalizadas, que se están aproximando a ella, recuento de vehículos y 
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recopilan los datos de tráfico (con una compresión de video hasta H.264) en las 
intersecciones o carreteras urbanas e interurbanas. Se adjunta figura 91. 
Mediante señales de salidas de detección (protocolo IP) de la tarjeta de interfase, la 
información de presencia del vehículo se transmite al controlador de tráfico para que la 
sincronización de la señal se pueda ajustar de forma dinámica del tiempo de las señales en 
verde. TrafiCam x-stream ofrece transmisión de video a velocidad de cuadro completa, para 
ser monitoreado el tráfico desde el centro de control. Las condiciones del tráfico se 
transmiten en forma continua al servidor del software para ser analizadas automáticamente 
actualizando los patrones de tráfico. De esta forma, se determina el patrón de cambio de 
luces en los semáforos instalados en las intersecciones, reduciendo los tiempos de espera del 
vehículo en los semáforos, optimizando los flujos de tráfico.  
Para integrar el sensor al sistema de semaforización, se deberá hacer un análisis 
técnico del controlador de tráfico, y que este cuente con entradas digitales para poder integrar 
la cámara de detección vehicular. Como una ilustración acerca de la interacción del 
dispositivo con el controlador de tráfico, se muestra el esquema en la figura 92. A 
continuación, en el anexo 5 se proporciona las especificaciones técnicas generales del sensor.  
 





Figura 92. Arquitectura del sistema TrafiCam con interfaz 4T1 
Fuente: https://pdfapple.com/compress-pdf.html?queue_id=5f6d0a254218739a318b4569 
A continuación, en el anexo 5 se detalla los aspectos técnicos y recomendaciones de 
diseño para la instalación y operación del sensor cámara Traficam x-stream. Se adjunta las 
figuras 93 y 94. 
 
Figura 93. Área y zona de detección de presencia vehicular 




Figura 94. Esquema de una intersección 
Fuente: Elaboración propia 
En el presente estudio, se considera el sensor de gran angular. En la figura 95 (a y b), 
se muestra los tipos de cámaras Traficam.  
 
Figura 95. Tipos de Sensores-Cámaras Traficam 
Fuente: 
https://nanopdf.com/download/mantraficamr600v2104tir6001tir300v206pctoolv203jun09espdf_pdf 
Se adjunta la figura 96.  
 




Utilizando el software de configuracion en red (protocolo IP) se obtiene una facil 
puesta en marcha. Mediante el mismo podra conectarse a todos los dispositivos x-stream 
delimitando las zonas de deteccion de forma rapida y precisa. El software utilizado para 
configurar el dispositivo Traficam con 4T1 es el Traficam PC Tool. 
Se pueden conectar máximo 4 cámaras de video detección vehicular con 4 salidas 
por cada cámara, total 16 salidas. Luego de la conexión física (8 salidas) de los 2 sensores 
procedemos a iniciar TrafiCam PC Tool, ingresando al Modo Interfaz del software, donde 
aparecerá el número de cámaras conectadas a esta tarjeta interfaz en forma automática.  
Se adjunta la tabla 6.  
Tabla 6.  
Zona con salida 1 Traficam 1 
 
Fuente: Elaboración propia 
Luego, en modo sensor configuramos el modo de detección de la zona, previamente 
en la zona tenemos opción de direccionar el sentido del flujo vehicular. Se configura en el 
modo de detección/presencia de la zona. 
En la figura 97, se muestran zonas de detección de presencia. Una zona puede tener 
3 funciones de posibles (modos de detección): 
− Presencia (izquierda): detección de presencia de vehículos detenidos (función 
predeterminada) y en movimiento. 
− Parada (parte central): detección de presencia de vehículos detenidos 




Figura 97. Zona Visualizada según su Modo de Detección 
Fuente: Elaboración propia 
Luego de configurar los parámetros principales retornamos al modo interfaz para 
direccionar las salidas de la cámara a las salidas de la interfaz 4T1, quedando asignada la 
salida 1 de la cámara a la salida 1 de la interfaz. Luego, la cámara Traficam x-stream 
interactuara con el software del controlador semafórico. Con este tipo de control accionado 
todos los accesos de la intersección tienen detectores y fases no conflictivas pueden recibir 
derecho de vía si no hay demanda en el acceso que tiene verde actualmente. 
Controlador de tráfico. 
El controlador de tráfico vehicular es un sistema diseñado en forma modular, 
controlado por microprocesador, con un sistema de conmutación de luces, componentes de 
estado sólido, con memoria EEPROM para almacenamiento de programación de tiempos 
cuando ocurre corte de suministro eléctrico, debe sincronizarse con cualquier controlador 
adyacente y cumpla con el estándar NTCIP.  
Luego de evaluar diferentes productos se ha seleccionado un modelo referencial 
denominado controlador de tráfico Cartesio desarrollado de acuerdo con las últimas normas 
europeas en el sector de los sistemas inteligentes de transporte (ITS), basado en el sistema 
operativo Linux con arquitectura abierta. Fue diseñado y construido de acuerdo con la norma 




Figura 98. Controlador de tráfico Interactivo Modo Referencial Cartesio 
Fuente: https://www.lasemaforica.com/images/prodotti/pdf/CARTESIO_es.pdf 
En el anexo 5 se proporciona las especificaciones técnicas generales  
Especificaciones técnicas generales del Software de gestión de la red semafórica. 
La Gestión de Tránsito semafórico vehicular es importante porque permite preservar 
la capacidad de tránsito, mejorar la seguridad, la confianza y la fiabilidad de todo el sistema 
de transporte, haciendo uso de sistemas en las operaciones que impactan en el rendimiento 
de la red de tránsito vehicular. Monitorear el estado de una red vial y las condiciones de 
tránsito predominantes resulta fundamental para la explotación de la red.  
Un Sistema Inteligente de Transporte (ITS) se basa en el monitoreo y la detección 
del tránsito (mediante dispositivos de detección vehicular, sensores y cámaras de CCTV) y 
la interpretación y presentación de información del estado de la red vial. 
El software de gestión y control de tráfico vehicular, es una plataforma centralizada 
e integrada utilizada para la gestión y el control de sistemas semafóricos, manejo de 
información y representación de datos y grafica mayor a 48 intersecciones. Permite el 
manejo y monitoreo de los equipos controladores, optimizando el funcionamiento del 
sistema semafórico de las ciudades. 
En el anexo 5, se adjunta las especificaciones técnicas del software de gestión TMacs 
(Total Management Advance Control System) 
4.3.3.3 Aspectos técnicos de diseño del control de señales de tránsito adaptativo.  
En el presente estudio examinamos los aspectos técnicos de diseño de los elementos 
instalados en las intersecciones del corredor vial y el control de la señalización de 
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semaforización. El enfoque más importante es el sistema de semáforo inteligente que puede 
adaptarse a las condiciones del tráfico en tiempo real. 
Por lo que, referiremos a los sistemas de control de tráfico adaptativo (ATCS), que 
consisten en cambiar la duración del ciclo de semáforo basado en sensores ubicados en las 
vías que detectan los vehículos en cola en tiempo real. 
El control de las señales de tránsito adaptativo está orientado a sistemas 
computarizados que se adaptan a las mediciones de tránsito real. Ya sea a través de los planes 
de control predeterminados o a planes de control a medida, pero en tiempo real. Es posible 
las combinaciones de los dos sistemas adaptativos. De lo mencionado, las estrategias de 
control de semáforos adaptativos, pueden ser capaces de reaccionar ante estas situaciones de 
forma automática. 
Enfocaremos las intersecciones viales con los dispositivos de señalización.  
En el diseño del corredor vial se ha considerado una ruta directa, que permitirá 
reducir el tiempo y distancia de desplazamiento de los buses a lo largo de las 12 estaciones.  
La distancia entre estaciones también afectará la velocidad y capacidad del sistema, 
en el presente estudio la distancia promedio entre estaciones es de 498.32 metros. 
En cada intersección se ha considerado la instalación de (04) semáforos en cada cruce 
de calles, con (02) detectores de video TrafiCam, un controlador de tráfico, y una cámara de 
video multidireccional con 4 lentes que enfocaran las 4 vías.  
Los semáforos deben mantener un número mínimo de fases y una configuración 
sencilla.  
En los semáforos, el cruce peatonal debe durar lo suficiente como para que los 
peatones crucen la calle por completo. Para la obtención de la duración de la fase verde 
peatonal calcular que los peatones caminan a una velocidad de 1,2 metros/segundo. 
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Las figuras 99 y 100 muestran el diseño del plano de intersección de la vía principal 
correspondiente al corredor vial del sistema con las vías secundarias y el tramo del corredor 
vial con la estación del sistema, respectivamente.  
 
Figura 99. Plano de intersección del corredor vial  
Fuente: Elaboración propia 
Todo algoritmo de prioridad semafórica diseñado para redireccionar la movilidad 
urbana hacia un escenario de movilidad inteligente incorpora algunos de estos criterios: 
− Longitud de la fila de vehículos con el semáforo en rojo 
− Tiempo de retraso en cruces e intersecciones semafóricas 
− Tiempo de retraso total en más de un ciclo semafórico o cambio de luces 
− Flujo vehicular medido en cantidad de vehículos según horario 
− Variabilidad de los patrones de tránsito de vehículos según horario 
− Ampliar el tiempo de la luz verde para permitir que el autobús pase, si las señales ya 
están en verde, o cambiar las señales de tránsito del tránsito contrario para darle paso 




Figura 100. Tramo del corredor vial con la estación del sistema 
Fuente: Elaboración propia 
 
Figura 101. Intersección vial - Prioridad semafórica 
Fuente: https://www.lasemaforica.com/es/home/69-productos/deteccion- 
detrafico/video-detectores 
Al respecto, considerando que debe existir compatibilidad de los elementos que 
forman parte de la red de semaforización se ha propuesto el Controlador de Tráfico 
Interactivo Cartesio, cuyas características técnicas de control de señales de tránsito 
adaptativo, de tecnología de video (sensor Traficam x-stream), sistema de prioridad para los 
vehículos públicos o de emergencia, etc., que se integra a la plataforma de gestión de 
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software TMACS, con la capacidad de operar con diferentes modelos de flujos de tráfico 
(Greenshield, Greenberg, parabólico, logarítmico, modelo del vehículo alineado).  
4.3.3.4 Direccionamiento IP de la red de semaforización. 
En la figura 102 se muestra la red troncal de fibra óptica desplegada a lo largo del 
ulterior corredor vial para el transporte terrestre, en la que en cada intersección vial se 
instalaran los equipos: (01) controlador de tráfico, (02) sensores y (04) semáforos.  
Además, en la tabla 7 se detalla el direccionamiento IP de los controladores 
distribuidos en las 12 estaciones.  
 
 
Figura 102. Despliegue en la instalación de semáforos y cámaras de videovigilancia 
Fuente: Elaboración propia 
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 Tabla 7.  
Direccionamiento IP de los controladores de semáforos 
 
Fuente: Elaboración propia 
4.3.4 Especificaciones técnicas del sistema de recaudo.  
4.3.4.1 Cálculo del ancho de banda y del almacenamiento de la red de recaudo. 
El sistema de recaudo consta de los siguientes elementos:  
(02) Máquinas de acceso (torniquete) por estación conectadas en forma directa a los 
(02) validadores de medio de pago, cuya función es habilitar o deshabilitar el acceso de los 
pasajeros a la sala de embarque.  
La velocidad de transmisión de datos entre la tarjeta inteligente y el validador es de 
848 Kbps. 
(02) Validadores de medio de pago por estación, que interactúan con el servidor 
central de recaudo a través del puerto Ethernet mediante la velocidad de transferencia de 
datos igual 848 kbps.  
N RED Dispositivo Anillo Grupo Vlan IP Asignada Mascara Gateway
172.24.20.0/24 Sw Core 1'' Grupo1 20 172.24.20.1 255.255.255.0 -
1 172.24.20.0/24 Controlador1 1'' Grupo1 20 172.24.20.11 255.255.255.0 172.24.20.1
2 172.24.20.0/24 Sensor-Camara 1'' Grupo1 20 172.24.20.12 255.255.255.0 172.24.20.1
3 172.24.20.0/24 Sensor-Camara 1'' Grupo 1 20 172.24.20.13 255.255.255.0 172.24.20.1
4 172.24.20.0/24 Controlador2 1'' Grupo2 20 172.24.20.14 255.255.255.0 172.24.20.1
5 172.24.20.0/24 Sensor-Camara 1'' Grupo2 20 172.24.20.15 255.255.255.0 172.24.20.1
6 172.24.20.0/24 Sensor-Camara 1'' Grupo 2 20 172.24.20.16 255.255.255.0 172.24.20.1
7 172.24.20.0/24 Controlador3 1'' Grupo3 20 172.24.20.17 255.255.255.0 172.24.20.1
8 172.24.20.0/24 Sensor-Camara 1'' Grupo3 20 172.24.20.18 255.255.255.0 172.24.20.1
9 172.24.20.0/24 Sensor-Camara 1'' Grupo 3 20 172.24.20.19 255.255.255.0 172.24.20.1
10 172.24.20.0/24 Controlador4 1'' Grupo4 20 172.24.20.20 255.255.255.0 172.24.20.1
11 172.24.20.0/24 Sensor-Camara 1'' Grupo 4 20 172.24.20.21 255.255.255.0 172.24.20.1
12 172.24.20.0/24 Sensor-Camara 1'' Grupo4 20 172.24.20.22 255.255.255.0 172.24.20.1
13 172.24.20.0/24 Controlador5 2'' Grupo1 20 172.24.20.23 255.255.255.0 172.24.20.1
14 172.24.20.0/24 Sensor-Camara 2'' Grupo1 20 172.24.20.24 255.255.255.0 172.24.20.1
15 172.24.20.0/24 Sensor-Camara 2'' Grupo1 20 172.24.20.25 255.255.255.0 172.24.20.1
16 172.24.20.0/24 Controlador6 2'' Grupo2 20 172.24.20.26 255.255.255.0 172.24.20.1
17 172.24.20.0/24 Sensor-Camara 2'' Grupo2 20 172.24.20.27 255.255.255.0 172.24.20.1
18 172.24.20.0/24 Sensor-Camara 2'' Grupo2 20 172.24.20.28 255.255.255.0 172.24.20.1
19 172.24.20.0/24 Controlador7 2'' Grupo3 20 172.24.20.29 255.255.255.0 172.24.20.1
20 172.24.20.0/24 Sensor-Camara 2'' Grupo3 20 172.24.20.30 255.255.255.0 172.24.20.1
21 172.24.20.0/24 Sensor-Camara 2'' Grupo3 20 172.24.20.31 255.255.255.0 172.24.20.1
22 172.24.20.0/24 Controlado8 2'' Grupo4 20 172.24.20.32 255.255.255.0 172.24.20.1
23 172.24.20.0/24 Sensor-Camara 2'' Grupo4 20 172.24.20.33 255.255.255.0 172.24.20.1
24 172.24.20.0/24 Sensor-Camara 2'' Grupo4 20 172.24.20.34 255.255.255.0 172.24.20.1
25 172.24.20.0/24 Controlador9 3'' Grupo1 20 172.24.20.35 255.255.255.0 172.24.20.1
26 172.24.20.0/24 Sensor-Camara 3'' Grupo1 20 172.24.20.36 255.255.255.0 172.24.20.1
27 172.24.20.0/24 Sensor-Camara 3'' Grupo1 20 172.24.20.37 255.255.255.0 172.24.20.1
28 172.24.20.0/24 Controlador10 3'' Grupo2 20 172.24.20.38 255.255.255.0 172.24.20.1
29 172.24.20.0/24 Sensor-Camara 3'' Grupo2 20 172.24.20.39 255.255.255.0 172.24.20.1
30 172.24.20.0/24 Sensor-Camara 3'' Grupo2 20 172.24.20.40 255.255.255.0 172.24.20.1
31 172.24.20.0/24 Controlador11 3'' Grupo3 20 172.24.20.41 255.255.255.0 172.24.20.1
32 172.24.20.0/24 Sensor-Camara 3'' Grupo3 20 172.24.20.42 255.255.255.0 172.24.20.1
33 172.24.20.0/24 Sensor-Camara 3'' Grupo3 20 172.24.20.43 255.255.255.0 172.24.20.1
34 172.24.20.0/24 Controlador12 3'' Grupo4 20 172.24.20.44 255.255.255.0 172.24.20.1
35 172.24.20.0/24 Sensor-Camara 3'' Grupo4 20 172.24.20.45 255.255.255.0 172.24.20.1
36 172.24.20.0/24 Sensor-Camara 3'' Grupo4 20 172.24.20.46 255.255.255.0 172.24.20.1
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(02) Máquinas automáticas para venta / recarga de tarjetas inteligentes por estación, 
que interactúan con el servidor central de recaudo a través del puerto Ethernet. Para cada 
máquina de recarga también consideramos que se comunica a la velocidad de transmisión 
de datos igual a 848 Kbps. 
2 validador/estación x 848 Kbps/validador x 4 estaciones / 1 anillo = 6.784 Mbps. 
/Anillo.  
2 máquinas automáticas / estación x 848 Kbps/maquina x 4 estaciones / 1 anillo = 
6.784 Mbps. / Anillo. 
Los equipos de los servicios semafóricos y de recaudo comparten el mismo anillo 
(figura 118) , tendremos que el ancho de banda (BW) por anillo requerido para los servicios 
de comunicación (recaudo + control semafórico) es: 
BW (conectividad)= BW Validador + BW Maquina automática + BW Semafórico 
BW (conectividad) = 6.784 Mbps + 6.784 Mbps + 400 Mbps = 413.568 Mbps 
El ancho de banda obtenido es menor que el valor de la capacidad del enlace óptico 
del anillo porque es de 1 Gbps. 
Para la obtención de la capacidad de almacenamiento del sistema de recaudo 
(validador y máquina automática de venta / recarga de tarjetas), primero nos referiremos a 
las tarjetas inteligentes que son utilizadas para el acceso a la sala de embarque, de las cuales 
algunos pasajeros tienen la tarjeta con saldo para el acceso y otros compran o recargan la 
tarjeta para el acceso a la sala. Estos procesos se realizan a tiempo real en forma diaria en 
las 12 estaciones. 
Para la obtención diaria y anual del flujo de transacciones que se realizaran entre los 
validadores de las estaciones con el servidor central de recaudo; tomamos como referencia 
que en la ciudad de Lima tenemos una alta población de 9 millones 320 mil habitantes (año 
2018) y considerando que el índice de actividades financieras y económicas es alto, por 
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consiguiente tenemos un mayor número de población económicamente activas (PEA) que 
se desplazan a sus centros laborales utilizando el sistema de transporte terrestre 
Metropolitano compuesto por 38 estaciones y una longitud del corredor troncal de 26 Km. 
De acuerdo a la tabla 8, nos muestra las estadísticas del Instituto Metropolitano 
ProTransporte de Lima, se tiene 161,969,698 promedio anual de validaciones de pasajeros, 
obteniendo 449,915 validaciones promedio diario. También, deducimos que durante los (05) 
últimos años tenemos un 5.2% promedio anual de incremento de validaciones.  
Tabla 8.  
Validaciones de pasajeros del Metropolitano de Lima 
 
Fuente: https://www.protransporte.gob.pe/wp-content/uploads/2019/05/Memoria- Institucional-2018.pdf 
En la ciudad de Chiclayo se tiene una población de 799,675 (año 2017), según el 
proyecto propuesto en la plataforma de comunicaciones considerado para el ulterior corredor 
vial de transporte terrestre consta de 12 estaciones y una longitud de 5.481 Km; utilizando 
los datos de la ciudad de Chiclayo y comparando con los datos en la ciudad de Lima tenemos 
16,640 validaciones diarias cuyas tarjetas inteligentes son utilizadas por los pasajeros, el 
valor obtenido concuerda o es normal si tenemos en cuenta que el flujo de habitantes que se 
desplazan a sus centros laborales no es elevado en relación al de la ciudad de Lima, también 
se considera que el número de estaciones es menor y el tramo recorrido del corredor vial no 
es largo. Del total de validaciones se incluye la recarga/venta de la tarjeta inteligente (smart 
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card) realizado por la máquina automática (o expendedoras) de recaudo, puntos de venta en 
estaciones y puntos de recarga externos, que genera transacciones que se realiza con el 
servidor central.  
Tabla 9.  
Cantidad de Vehículos por Tipo de Servicio en Chiclayo 
 
Fuente: Gerencia de Desarrollo Vial y Transporte Municipalidad de Chiclayo 
A continuación, verificamos el número de validaciones obtenidas utilizando la tabla 
9, correspondiente a la cantidad de vehículos que transitan en Chiclayo, que nos muestra la 
distribución vehicular según tipo de servicio, donde el 8% corresponde a las camionetas 
rurales y ómnibus que está compuesto por el sistema de transporte masivo urbano.  
Al respecto, si consideramos la capacidad en promedio (8.5) pasajeros que se 
trasladan diariamente en la ciudad de Chiclayo utilizando la camioneta rural (7.38%) y 
ómnibus (0.64 %), tendremos 8 % (24,606) (8.5) que es el volumen diario que alcanza un 
total de 16,730 pasajeros. Por lo tanto, comparando con el análisis anterior (con el sistema 
de transporte terrestre Metropolitano de Lima) los valores obtenidos son aproximadamente 
similares; por lo que en el presente estudio consideramos el número de validaciones o tarjetas 
utilizadas por los pasajeros (16,640) al ingresar a la sala de embarque. 
En la tabla 10, se muestra la evolución de la población metropolitana de la ciudad de 
Chiclayo con sus distritos de Chiclayo, Leonardo Ortiz y La Victoria, pertenecientes a la 
zona urbana. Se observa que durante los últimos 39 años hasta el año 2019 ha tenido un 
crecimiento apreciable, inclusive la proyección al año 2024 con respecto al año 2019 
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tenemos un incremento del 5%. Dada la tendencia que viene cumpliendo respecto al 
incremento de la población y brindando un buen servicio de transporte, y por supuesto una 
permanente difusión del servicio tendremos un significativo incremento de pasajeros; en este 
análisis asumiremos un 5% la tendencia de incremento anual de pasajeros. En ambos casos 
(Validador y Máquina automática de recaudo), utilizamos la capacidad de lectura de la tarjeta 
inteligente igual a 10 KB cuando interactúa con el equipo validador.  
 Tabla 10.  
Evolución de la población en la provincia de Chiclayo 
 
Fuente: https://www.munichiclayo.gob.pe/Documentos/PDF_PDUA/PDUA_CAP_III_P1.pdf 
Por lo tanto, la capacidad de almacenamiento en forma diaria que se realiza desde 
los validadores y máquinas de recaudo (venta / recarga) con el servidor central es de: 
Validadores + Maquinas automática de recaudo: 16,640 x 10 KB = 166.40 MB 
Durante 7 días la capacidad de almacenamiento total en disco duro es de 1.1648 GB. 
Al respecto, se utilizará un disco duro de 8 TB, capacidad suficiente de almacenamiento en 
el servidor y también permitirá almacenar el software de gestión. 
4.3.4.2 Especificaciones técnicas generales de la red de recaudo. 
El sistema de recaudo comprende los siguientes elementos: Tarjeta de proximidad, 
Torniquete (o molinete), Validador de medio de pago y la Máquina de recarga - venta.  
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Luego de evaluar una serie de productos por parte de los fabricantes de sistemas de 
recaudo, se han escogido modelos referenciales.  
A continuación, se proporcionan los productos cuyos parámetros se adaptan a lo 
requerido en el estudio. 
Tarjeta inteligente sin contacto modelo referencial MIFARE. 
Se propone el uso de la tarjeta sin contacto porque se considera que es el mejor 
sistema para agilizar los pagos. Además, evita los problemas que surgen del pago con tarjetas 
con contacto como son la mala lectura por parte de las canceladoras debido a la suciedad que 
con el paso de las tarjetas se queda acumulada. A continuación, en el anexo 6 se adjunta las 
especificaciones técnicas de la tarjeta inteligente NFC., MIFARE. Se adjunta la figura 103.  
 
Figura 103. Tarjeta inteligente NFC 
Fuente: https://akrocard.com/producto/tarjeta-nfc/ 
Torniquete (o Molinete) Modelo Referencial Slim High-Flow 
Luego de revisar productos de torniquetes ofertados por los fabricantes, se ha elegido 
el torniquete modelo Slim High-Flow. Molinete modelo gabinete proyectado para soportar 
el elevado flujo de personas. Con un diseño moderno y robusto, es ideal para ambientes que 
exigen equipos sometidos a trabajos intensos y bastante pesados.  
Posee un sistema que ofrece más confort en el paso del usuario, además de diversas 
opciones que permiten atender las necesidades específicas de diferentes proyectos de 
transporte público. Permite controles operativos de alta tecnología, proporcionando 
seguridad, confort e higiene, cuidados fundamentales para aplicaciones en locales con gran 
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flujo. Se adjunta la figura 104. A continuación, en el anexo 6 se proporcionan las 
especificaciones técnicas generales que se adaptan a nuestro estudio. 
 
Figura 104. Torniquete Modelo Slim High - Flow 
  Fuente: https://www.larosoft.com/torniquetes-y-pasillos/ 
Validador de medio de pago Modelo Referencial iVAL-One 
Es un dispositivo que administra los procesos de inspección y cobro de tarifas para 
tarjetas de proximidad inteligentes. Diseñado para sistemas de cobro de tarifa automática, 
que permite brindar un servicio de cobro de pasajes sin efectivo, en forma eficiente, rápido 
y seguro.  
Se ha elegido el validador modelo iVAL-One. Se adjunta la figura 105 y en el anexo 
6 se describen las especificaciones técnicas generales.  
 
Figura 105. Validador de Medio de pago Modelo iVAL-One 
Fuente: http://www.integri-sys.com/wp-content/uploads/2018/05/ival-one-1.pdf 
Maquina automática de venta y recarga, modelo referencial DK-S3601 
La norma ISO 24014-1 define una arquitectura funcional para sistemas de recaudo 
interoperables y propone roles para ejecutar las funciones requeridas con el fin de garantizar 
interoperabilidad entre varios actores en el contexto del uso de un medio de pago electrónico. 
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Luego de evaluar una serie de productos de máquina automática o expendedora por 
parte de los fabricantes, se ha elegido el modelo DK-S3601 (figura 106). A continuación, 
se proporcionan las especificaciones técnicas generales cuyos parámetros se adaptan a lo 
requerido en el estudio. En el anexo 6 se describe las especificaciones técnicas generales.  
 
Figura 106. Maquina automática de carga y recarga de tarjetas modelo DK - S3601 
Fuente:http://www.diversitykiosk.com/bbx/549837549836.html?id=14980&pid=617863 
Servidor de recaudo 
A continuación, en el anexo 6 se proporcionan las características técnicas generales 
del servidor que almacenara el software de gestión de recaudo encargado de administrar la 
plataforma de 24 validadores y 24 máquinas automáticas de venta / recarga.  
Software de gestión del sistema de recaudo FareOn 
Asegura tanto la funcionalidad y control de todo el sistema de recaudo. 
A continuación, en el anexo 6 se proporcionan las características técnicas generales 
de la plataforma del software central de control “FareON”, encargado de administrar la 
plataforma de recaudo.  
4.3.4.3 Direccionamiento IP de los equipos del sistema de recaudo. 
En la tabla 11 se detalla el direccionamiento IP de los equipos distribuidos en: (02) 
validadores de medio de pago y (02) máquinas automáticas de venta y recarga de tarjetas.  
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Tabla 11.  




Fuente: Elaboración propia 
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4.3.5 Especificaciones técnicas del sistema de transmisión de datos. 
4.3.5.1 Cálculo del ancho de banda y almacenamiento de la red. 
Tomando en cuenta que la red de transmisión de datos tiene un conmutador central 
que conecta a los (06) anillos ópticos (figura 118) mediante puertos de alta velocidad del 
orden de 1Gbps y comparando esta velocidad con las bajas velocidades de las redes de 
videovigilancia y de comunicaciones (semafórico y recaudo), consideramos una reducida 
utilización del ancho de banda en la red. Además, el flujo de datos que entregan los servicios 
se almacena en los discos duros de sus servidores; por lo tanto, el servidor de la red de 
transmisión de datos almacena datos referentes a: las configuraciones de los conmutadores, 
software de gestión y alarmas de la red. En seguida, obtendremos la capacidad de storage, 
considerando la velocidad de transmisión de 1 Gbps y almacenamiento diario tendremos 
10.8 TB; por consiguiente, el servidor tendrá 2 discos duros de 8TB cada uno. A 
continuación, presentamos el consolidado del ancho de banda de cada uno de los servicios. 
BW = 1Gbps, de la red de transmisión (que transporta los datos de cada servicio) 
BW = 180.8 Mbps, servicio videovigilancia 
BW = 413.568 Mbps, servicio comunicaciones (semafórico y recaudo)  
4.3.5.2 Especificaciones técnicas generales de la red de transmisión de datos. 
 Luego de evaluar una serie de productos de diferentes fabricantes de conmutadores; 
como referencia se han elegido los conmutadores RAD SecFlow-2 y SecFlow-4, cuyas 
especificaciones técnicas generales se adaptan en el presente estudio. RAD Data 
Communications presenta un switch Ethernet diseñado especialmente para aplicaciones 
industriales críticas, robustos, y en el mercado de los servicios públicos.  
Conmutadores (SW2) de capa 2, Modelo de referencia SecFlow-2 RAD  
El compacto SecFlow-2 es un robusto switch/router Ethernet con mecanismos de 
seguridad integrado diseñado específicamente para aplicaciones de SCADA. Integra 
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funcionalidades multiservicio, para proporcionar acceso de red a sitios remotos, así como 
conectividad de la interfaz en serie de dispositivos de usuario heredados. El switch está 
diseñado para instalación bajo condiciones ambientales adversas. Se adjunta la figura 107. 
SecFlow-2 admite anillos Ethernet de acuerdo con el estándar ITU-T G.8032, para 
detección rápida de fallas y cambio independientemente de la escala de la red. Admite dos 
Gigabit Ethernet, hasta 16 Fast Ethernet y puertos seriales para servicios heredados. 
Es ideal para empresas de servicios públicos y organizaciones de infraestructura 
crítica que requieren seguridad distribución. En el anexo 7 se describe las especificaciones 
técnicas generales.  
 
Figura 107. Switch - Router SecFlow2 RAD 
Fuente: http://isec.com.co/ficha-tecnica/rad/SecFlow-2-networking-RAD.pdf 
Conmutador (SW3) de capa 2/3, instalado en los anillos ópticos y en el centro  
de control, Modelo de referencia SecFlow4 RAD 
SecFlow-4 es un sistema modular con mecanismos de seguridad integrado diseñado 
específicamente para aplicaciones de SCADA de alta densidad. Proporciona una plataforma 
flexible con una combinación de fibra y puertos Ethernet de cobre, así como interfaces serie 
para dispositivos heredados. Se adjunta la figura 108. 
Conmutador Ethernet reforzado, modular y de alta densidad, implementado en 




El Switch/Router SecFlow-4, utilizado para empresas de servicios públicos y 
organizaciones de infraestructura crítica de seguridad distribuido, tales como Smart Grid y 
los operadores inteligentes de transporte, agua y gas, y organismos de seguridad pública y 
de seguridad del estado. En el anexo 7 se describe las especificaciones técnicas generales.  
 
Figura 108. Switch - Router SecFlow4 RAD 
Fuente: http://www.isec.com.co/detalle-producto/secflow-4/ 
Servidor para la red de transmisión de datos Modelo referencial del Servidor Dell 
PowerEdge R730. 
En el anexo 7 se describe las especificaciones técnicas generales del servidor que 
alojará el software de gestión de la red de datos, encargado de administrar la plataforma de 
la red de transmisión de datos, compuesto por conmutadores que se encuentran instalados 
en una topología estrella -anillo (acceso). Se adjunta la figura 109 y 121 (ver topología). 
Para determinar los elementos del servidor, se ha tomado como referencia los 
requisitos mínimos del procesador, la cantidad de elementos y flujo de datos en la red.  
 
Figura 109. Servidor Dell PowerEdge R730 
Fuente: https://intercompras.com/p/servidor-dell-poweredge-r730-intel-xeon-e5-v4-ghz-16gb-1tb-
sin-sistema-136765 
Software de gestión de la red de transmisión de datos – Administrador del sistema 
de referencia RADview EMS  
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Se ha elegido el software propietario del fabricante RAD denominado RADview-
EMS, que sería instalado en el servidor, para la gestión, supervisión y control de los equipos 
que forman parte de la red de transmisión de datos. Es un sistema multiplataforma aplicado 
para la configuración, aprovisionamiento, monitoreo, administración de redes y servicios de 
un extremo a otro. Totalmente compatible con los estándares de la red de administración de 
telecomunicaciones (TMN) de ITU-T, el sistema de administración RADview-EMS 
presenta capacidades avanzadas de detección de falla, configuración, administración, 
rendimiento, seguridad (FCAPS) y es compatible con el portal de monitoreo de rendimiento 
de Ethernet RADview-PM en tiempo real y supervisión del rendimiento del servicio 
Ethernet.  
Su programación se ha realizado en Java y optimizado para el protocolo SNMP, 
permitiendo disponer de una arquitectura cliente/servidor para la gestión y supervisión 
flexible y fácil configuración. En el anexo 7 se adjunta las especificaciones técnicas del 
software de gestión de la red de transmisión de datos RADview-EMS. 
4.3.5.3 Direccionamiento IP de los conmutadores de la red de datos. 
A continuación, se detalla el direccionamiento de los (24) conmutadores (Tabla 12), de 
los cuales en cada anillo óptico se encuentran instalados (04) conmutadores y cada uno de 
ellos tiene conectividad con el conmutador principal vía enlace de 1 Gbps.  
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 Tabla 12.  
Direccionamiento IP de los conmutadores de la red de datos 
 
Fuente: Elaboración propia 
4.3.6 Especificaciones técnicas del sistema de fibra óptica. 
4.3.6.1 Aspectos de diseño de la red de fibra óptica. 
El medio de transmisión que interconecta el conmutador principal con los anillos 
ópticos es la fibra óptica por ser más eficiente y porque será continua con amplio ancho de 
banda requerido en la comunicación.  
El cable de fibra utilizado es de 24 hilos, de los cuales 6 hilos estarán activos y los 
otros 18 hilos serán de reserva pasivos, que estarán desplegados a través de distribuidores 
ópticos (ODF), adaptadores y conectores, que deberán ser compatibles.  
Considerando que, a través de la red de fibra óptica permitirá interconectar 
dispositivos de videovigilancia, controladores de tráfico semafórico, sensores de detección 
de video, validadores de medio de pago y equipos de venta/recarga de tarjetas inteligentes, 
la conectividad de estos dispositivos finales no es de alto consumo de capacidad y oscila 
entre 10 y 100 Mbps. 
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Los valores obtenidos de ancho de banda por cada servicio nos muestran un bajo 
consumo en comparación con el ancho de banda de cada enlace óptico que es de 1 Gbps; sin 
embargo, calcularemos el ancho de banda del enlace de fibra óptica.  
De acuerdo a las especificaciones técnicas generales del equipo conmutador (SW3) 
se tiene la capacidad de 1 Gbps para transmitir los datos desde cada anillo óptico hasta el 
Centro de Control.  
Se tiene 3 anillos por cada servicio (comunicaciones y videovigilancia), y en cada 
caso el requerimiento por anillo es mucho menor a la capacidad ofrecida, en videovigilancia 
es 180.8 Mbps x Anillo y en comunicaciones no supera los 413.568 Mbps, en consecuencia, 
la capacidad de reserva a futuro es altamente suficiente.  
1. Cálculo del presupuesto de potencia. 
Tomando como referencia el cuadro de la tabla 4 Distribución de las estaciones, 
semáforos y coordenadas, realizaremos el cálculo de atenuación en la red propuesta para el 
caso más extremo. 
La distancia entre el Centro de Control hacia la estación más cercana es de 1 Km y 
que la estación más lejana es la estación N° 12, tenemos un trayecto donde se puede 
evaluar todos los factores que producen atenuación. Se adjunta figura 110. 
Un enlace de fibra óptica presenta los siguientes mecanismos de atenuación debido 
a: 
Factores intrínsecos. Que corresponden al mismo material del cual está compuesto 
el medio de transmisión. Para nuestro caso, conforme se incrementa la longitud del cable la 
atenuación también se incrementa. 
La atenuación para el presente caso, depende del tipo de fibra óptica utilizada y las 
longitudes de onda con la que se transmite y se recibe información, la fibra óptica a utilizar 
es monomodo y las longitudes de onda, serán de 1310 nm (cercana a segunda ventana – 1300 
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nm) y de 1490 nm (cercana a tercera ventana – 1550 nm). Los cálculos del presupuesto de 
potencia debido a la cercanía de las longitudes de onda, pueden ser considerados totalmente 
válidos.  
 
Figura 110. Enlace de fibra óptica 
Fuente: Elaboración propia 
 
En segunda ventana la atenuación típica para efectos de cálculos es de 0.5 dB/Km. 
En tercera ventana la atenuación típica para efectos de cálculos es de 0.2 dB/Km. 
Factores extrínsecos. Que corresponden a otros mecanismos como son:  
a) empalmes, b) conectores, c) cables de parcheo 
La atenuación típica correspondiente a un empalme es de 0.2 dB como máximo.  
Los empalmes se producen en los extremos del trayecto de un enlace óptico y 
también entre los extremos de los cables de dos carretes. Las longitudes de los cables de los 
carretes son variables, típicamente son de 2, 4, 5 Km de longitud.  
Tomaremos el caso de carretes con bobinas de cable de 2 Km. 
En cada extremo del enlace donde se tienen conectores para fibra óptica, debemos 
de considerar como máximo 3.5 dB. Los cables de parcheo (cables cortos con conectores en 
sus extremos) que permiten la conexión de la planta con los equipos de comunicaciones, los 
pigtails que son cables que sirven para añadir un conector en los extremos de los cables de 
fibra óptica instalados, son los conectores considerados dentro de este valor de 3.5 dB en 
cada extremo, para efectos de diseño. 
Pérdidas por inserción. Son aquellas pérdidas debidas a la fuente de emisión.  
Considerando la fuente de emisión laser, la pérdida por inserción típica es de 3 dB. 
Cálculo de pérdidas: 
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Pérdidas del trayecto Centro de Control – Estación N° 12 
Atenuación total = Atenuación (fibra) + Atenuación (empalmes) + Atenuación 
(conectores) + Atenuación (inserción) 
Atenuación total = 0.5 dB/Km x (1Km + 5.5Km) + 0.2 dB x (3) + 2x3.5 dB + 3 dB 
= Atenuación total = 13.85 dB (2da. Ventana) 
Atenuación total = 0.2 dB/Km x (1Km + 5.5Km) + 0.2 dB x (3) + 2x3.5 dB + 3 dB 
= Atenuación total = 11.9 dB (3ra. Ventana) 
Margen de seguridad: 
Para futuros cambios la UIT recomienda considerar un margen de seguridad entre 3 
a 4.8 dB, para nuestro caso consideraremos el segundo valor. 
Presupuesto de potencia para el trayecto considerado.  
Presupuesto de potencia del trayecto total (peor caso 2da. Ventana): 
Ppot = Atenuación total + Margen de seguridad (MS) = 13.85 dB + MS = PTX – 
SRX…... (1) 
Considerando los siguientes datos del fabricante: 
El presupuesto calculado debe ser como mínimo igual o menor a la diferencia de la 
potencia que entrega el transmisor y la mínima sensibilidad del receptor. Estos valores son 
considerados en la hoja técnica de los transceivers del switch (Anexo 7) que se instalara en 
el centro de control y switch conectado en cada anillo de fibra óptica. 
Entonces tenemos: 
PTX – SRX = (-3 – (-22)) dBm = (-3 + 22) dBm = 19 dBm 
Reemplazando en (1), 
PTX – SRX = 19 dBm = 13.85 dBm + MS 
MS = 19 dBm - 13.85 dB = 5.15 dBm 
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En conclusión, podemos apreciar que el MS obtenido es incluso superior al 
recomendado. 
4.3.6.2 Cálculo del Ancho de Banda de la fibra óptica. 
Para calcular el ancho de banda de la fibra óptica propuesta es necesario efectuar la 
evaluación de su dispersión debido a la distancia. El caso más crítico de dispersión que se 
producirá, corresponde al trayecto más largo de la comunicación, esto es la distancia entre 
la estación más lejana y el Centro de Control. 
Considerando el trayecto más lejano durante el cálculo del peor caso evaluado para 
la atenuación, este fue para una distancia de 6.8 Km, distancia en la que nos basaremos para 
determinar el ancho de banda. 
En la fibra óptica monomodo, los tipos de dispersión son principalmente: 
a) La dispersión cromática   
b) La dispersión por polarización modal 
La dispersión modal que corresponde a la fibra óptica multimodo, no se aplica en 
este caso ya que únicamente se transmite un modo. Asimismo, la dispersión por polarización 
modal se torna relevante para casos de velocidades superiores a 10 Gbps, en nuestro caso no 
resulta relevante y la podemos considerar como despreciable ya que es del orden de los 
ps/Km. 
La dispersión cromática tiene la siguiente ecuación que la define: 
 
Donde Dc es el coeficiente de dispersión cromática el cual se ubica en la hoja técnica 
del fabricante,  es el ancho espectral de la fuente laser transmisora, y L es la longitud del 
trayecto. 
Como valores típicos podemos considerar los siguientes valores: 
Dc = - 4 ps/nm-Km 
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= 1 nm, y 
L = 6.8 Km 
Entonces:  tCD = -4 x 1 x 6.8 = 27.2 x 10-12 s = 27.2 ps 
El valor inverso de este valor, define el ancho de banda de la fibra, entonces 
tenemos tCD 
BL = 1/ tCD = 0.0367647059 x 10+12 Hz  
Finalmente, el ancho de banda BL = 36.8 GHz 
Al respecto, la gran capacidad de ancho de banda obtenida de 36.8 GHz nos indica 
que a través de los enlaces de fibra óptica podemos transferir altas velocidades de 
transmisión superiores a 1Gbps. 
4.3.6.3 Diseño de la canalización para la instalación del cable de fibra óptica. 
A fin de realizar el presente estudio y diseño de la canalización se ha considerado los 
siguientes aspectos técnicos, tales como: definición de la ruta y trazado que seguirá la 
canalización, elementos de planta (cable de fibra óptica, cajas de paso y/o derivación, 
empalmes), y obras civiles (tipo de zanja, arquetas, registros, tubos). Es necesario indicar 
que el trazado y corte de la canalización subterránea discurre por terreno público (avenidas 
y calles) tramos de una sección definida como a nivel, con asfalto y sin relieve. 
A continuación, detallaremos los trabajos a realizar para implementar la canalización 
que permitirá la instalación del cable de fibra óptica.  
En la figura 111 en trazo color rojo tenemos la primera canalización (nro. 1) que 
conecta el centro de control con la estación (E6), en la figura 112 según trazo en color rojo 
nos muestra la segunda canalización (nro.2), que bifurca en dos recorridos uno de ellos desde 
la estación (E6) hasta la estación (E12) y el otro recorrido desde la estación (E6) hasta la 
estación (E1).  
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En la figura 113 nos muestra la red de canalización 1 y 2 del cable de fibra óptica. 
Luego, en la figura 114 tenemos una tercera canalización (nro. 3) referente al 
conexionado que se realiza en cada anillo óptico que involucra a (04) estaciones para el 
servicio 1 (videovigilancia) o 2+3 (semaforización y recaudo). Se realizará el mismo 
conexionado para los (05) anillos restantes. El recorrido de la canalización nro.1 es de 1,000 
metros; para la segunda y tercera canalización tenemos una longitud de 5,481 metros cada 
canalización, se ha considerado el recorrido de 5,800 metros para cada canalización que 
incluye un margen de tolerancia como reserva en las cámaras de registro/arquetas, y por las 
derivaciones de canalización en cada ODF de las estaciones y el centro de control. Se ha 
seleccionado el tipo de zanja denominada microzanja de 6 cm. de ancho y 30 cm. de 
profundidad para un cable de 24 fibras, utilizando microtubos o microductos para instalar en 
cada canalización y el correspondiente tendido del cable óptico. Se adjunta figuras 115.  
Luego se utilizarán arquetas y cajas de registro a lo largo de las canalizaciones, tubos 
de polietileno de alta densidad, estos tubos se extenderán llegando debajo de la sala de 
equipos de las estaciones y sala de control, y cámaras de paso de empalme – derivaciones 
exteriores.  
Es necesario indicar que se considera la normativa acerca del diseño y construcción 
de los ductos y cámaras para la instalación de cables de fibra óptica, según la Directiva Nº 
001- 2008-MTC/02 del 17-04-2008.  
Se aplicarán algunas acciones para la instalación del cable de fibra óptica, que 
inicialmente son el planteamiento y replanteos seguidos del tendido, los empalmes y 
conexionado del cable. 
Requiriendo un estudio previo en cada tramo para valorar y conocer las necesidades 
y requerimientos de los mismos. 
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Para el tendido del cable troncal de fibra óptica se utilizará el cable ADSS span 100 
norma G.657 área 0 de 24 fibras ópticas (figura 116), se realizarán los empalmes de fusión 
de las fibras que llegarán a cada estación, a través de las correspondientes cajas de paso 
(arquetas y/o registro).  
 
Figura 111. Ubicación del lugar en Google Earth (CCM - E6) Canalización nro. 1 
Fuente: Elaboración propia 
  
 
  Figura 112. Ubicación del lugar en Google Earth Canalización nro. 2 




Figura 113. Red de canalización 1 y 2 del cable de fibra óptica 
Fuente: Elaboración propia 
  
 
Figura 114. Red de canalización 3 y anillo de fibra óptica 




Figura 115. Canalización tipo Microzanja 
Fuente:https://www.google.com/search?q=microzanja&rlz=1C1CHBF_esPE873PE873&oq=microz
anja&aqs=chrome..69i57j0l7.3953j0j8&sourceid=chrome&ie=UTF-8 
Además, se utilizarán 6 fibras en los 6 anillos ópticos (en grupos de 4 estaciones cada 
uno); para la instalación de la red de fibra óptica el resto de las fibras (18) se ha considerado 
como reserva, por anillo necesarios para atender contingencia ante fallos, expansión de la 
red, dando un total de 24 fibras ópticas.  
 
      Figura 116. Estructura del cable ADSS 
      Fuente: https://repositorio.uptc.edu.co/bitstream/001/1717/1/TGT-401.pdf 
Cabe precisar que, los empalmes a realizar en cada caja de registro o arqueta está 
sujeto a la identificación de las fibras mediante el código de colores y de la asignación o 
señalización de los pares. Los cables de acometida de fibra terminarán en la sala de equipos 
del centro de control y en cada estación, procediendo a los empalmes y conectorización de 
las fibras en las respectivas bandejas ópticas (ODF) para establecer los enlaces ópticos. Se 
debe realizar pruebas de preinstalación que son mediciones realizadas con el reflectómetro 
óptico (OTDR) para verificar las características del cable y comprobar si hay daños de envío. 
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Una vez que se hayan instalado las fibras, se procede a efectuar las pruebas de post-
instalación que consisten en mediciones reflectométricas (OTDR) bidireccionales de 
extremo a extremo, para evaluar la continuidad de la fibra, medir perdidas por empalme, 
perdida por inserción de conectores, etc.  
4.3.6.4 Conectividad de nodos en los anillos y nodos de comunicación. 
1. Conectividad de nodos en los anillos. 
Se denominan nodos a los centros de distribución de red. Estos se ubican en los 
cuartos de comunicaciones de las estaciones de pasajeros. Cada nodo está conformado por 
uno o dos gabinetes de comunicaciones, donde se alojan elementos de red. Tenemos (06) 
anillos de fibra óptica, de los cuales (03) anillos corresponden al servicio de comunicaciones 
(recaudo y semaforización) y los (03) anillos restantes corresponden al servicio de 
videovigilancia. Se adjunta la figura 118, donde se muestra la topología de red. 
La conectividad la brindan los equipos denominados conmutadores (switches) que, 
para la solución propuesta, tenemos la siguiente conectividad y distribución de los equipos:  
a. En cada anillo de fibra óptica correspondiente al servicio de comunicaciones 
(recaudo y semaforización), tenemos cuatro switches interconectados entre ellos 
(tipo anillo) mediante puertos GbE SFP, de los cuales tres switches (SW2) capa 2 
tienen puertos UTP Ethernet que conectan a las máquinas automáticas de 
venta/recarga, validadores de recaudo y controladores de temporización de los 
semáforos. El cuarto switch (SW3) de capa 2/3 tiene puertos UTP Ethernet que 
conectan las máquinas automáticas de venta/recarga, validadores de recaudo y 
controladores de temporización de los semáforos, y puertos GbE SFP para la 
conectividad con el switch (SW3) de capa 2/3 instalado en el centro de control y 
monitoreo (CCM) y con los switches SW2 del anillo. 
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b. Referente al anillo de fibra óptica correspondiente al servicio de videovigilancia, 
también tenemos cuatro switches interconectados (tipo anillo) entre ellos mediante 
puertos GbE SFP, de los cuales tres switches (SW2) capa 2 tienen puertos que 
conectan a las cámaras de videovigilancia. El cuarto switch (SW3) de capa 2/3 tiene 
puertos UTP Ethernet que conectan las cámaras de videovigilancia, y puertos GbE 
SFP para la conectividad con el switch (SW3) de capa 2/3 instalado en el centro de 
control y monitoreo (CCM) y con los switches SW2 del anillo. 
De ser necesario escalabilidad en los nodos se instalarán switches SW2 y SW3 que 
permitirán habilitar más terminales. 
La solución de conectividad propuesta está integrada bajo la misma plataforma, lo 
que garantiza su confiabilidad. Los conmutadores a elegir serán para uso industrial por lo 
que deben estar preparados para condiciones de operación de temperatura y para condiciones 
de intemperie (humedad, polvo, contaminación ambiental).  
En la plataforma del Centro de Control y Monitoreo (CCM), se tiene un switch 
(SW3) de capa 2/3, puertos SFP y UTP Ethernet con velocidades 10/100/1000 Mbps hasta 
1 Gbps. al que se conectaran los enlaces de fibra óptica que provienen de los 6 anillos (3 de 
comunicaciones y 3 de videovigilancia), y puertos GbE o UTP SFP Ethernet hacia los 
servidores especializados para la gestión del: i) servicio de video vigilancia, ii) servicio de 
semaforización, iii) servicio de recaudo y iv) red de datos.  
2. Nodos de comunicaciones. 
En las (12) estaciones del corredor vial y en el centro de control se instalarán nodos 
de comunicaciones que se compone de los siguientes elementos: 
2.1 Sistema de comunicaciones.  
Se seleccionarán gabinetes que se instalarán en las estaciones del Corredor Vial, con 
un diseño que permitirá tener un adecuado ordenamiento del equipamiento y los elementos 
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donde se conectarán los cables para los servicios. Se considera el ordenamiento para los 3 
casos típicos: a) Comunicación del anillo hacia el Centro de Control y Monitoreo (CCM) 
esto es del Switch (SW3) de capa 2/3 - CCM, b) Comunicación al interior del anillo, es decir, 
del Switch (SW2) de capa 2 – Switch (SW3) capa 2/3, comunicación del Switch (SW2) de 
capa 2 – Switch (SW2) de capa 2, c) Comunicación hacia los equipos terminales como son 
Switch capa 2/3 (SW3) – equipo terminal, y Switch (SW2) de capa 2 - equipo terminal. 
También en la sala de equipos del centro de control y monitoreo (CCM) de las redes en sus 
gabinetes irán alojados los (04) servidores, el switch central. 
En la siguiente figura (nro. 117) se aprecia la acometida del cable de fibra óptica que 
termina en el gabinete del Cuarto de Comunicaciones y Energía de la estación de pasajeros.  
Se aprecia también los cables UTP para conectar los equipos terminales (cámaras de 
videovigilancia, controladores y de recaudo), que pueden ser cables hasta una distancia 
máxima 90 m y de ser necesario distancias superiores se utilizan cables de fibra óptica 
multimodo (MMF), instalando equipo convertidor de señales ópticas/eléctrica.  
 
    Figura 117. Estación de pasajeros y distribución de equipos y cableado 
       Fuente: Elaboración propia 
El segundo aspecto no menos importante, está relacionado a la selección de los 
elementos que conforman la parte pasiva, es decir, la selección de un gabinete adecuado (que 
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contenga elementos para una ventilación adecuada y el espacio suficiente para los equipos, 
de manera que se facilite las labores de mantenimiento), la elección de los elementos 
necesarios para el adecuado ordenamiento de los cables (ordenadores de cables), una flexible 
administración de las conexiones (patch panel de fibra óptica y cobre, patch cord) y una 
adecuada señalética para la identificación del cableado de los servicios de comunicaciones 
y videovigilancia.  
Los equipos elegidos deberán ser de última tecnología, por lo que seguirán vigentes 
hasta que el fabricante declare su obsolescencia o se produzca un cambio tecnológico 
importante.  
2.2 Sistema de alimentación ininterrumpida (SAI). 
Los sistemas de alimentación ininterrumpida SAI (o UPS) garantizan el 
funcionamiento de los equipamientos instalados en los nodos de comunicaciones, ante una 
interrupción del suministro eléctrico; es importante su instalación en todos los nodos. El 
suministro de alimentación al equipo SAI será desde la acometida eléctrica general, pasando 
a modo de alimentación local cuando se produzca la interrupción del suministro eléctrico o 
a modo bypass cuando se produzca un fallo en el equipo SAI. Las especificaciones técnicas 
generales de los equipos SAI son:  
− Tecnología “Off line – Interactivo”  
− Rango de voltaje: 120-290 VAC  
− Regulación de las fluctuaciones de la RED, con salida de onda senoidal pura y 
estable.  
− Conexión al sistema puesta a tierra menor a 5 ohmios. 
− Opcional, de extensión de baterías y gestión inteligente de las mismas.  
− Pantalla Display LCD de serie, con los siguientes indicadores mínimos: Tensión de 
entrada de red o Tensión de salida, Tensión de operatividad: normal, apagado, 
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sobrecarga), modo de operación normal o en “Bypass”, estado de carga 
individualizado de las baterías.  
2.3 Sistema de climatización y auxiliares. 
En la sala de equipos de los nodos de comunicación y del centro de control están 
presentes elementos tales como: equipos de aire acondicionado, ventiladores, paneles de 
conexiones de red de cableado de fibra óptica y de UTP, tomas eléctricas, sensores contra 
incendio y detectores de humo. Se recomienda que la sala presente un sistema de 
climatización entre 18°C a 19°C y que la sala de equipos del centro de control tenga falso 
piso y falso techo, por lo que deberá contar con inyectores y extractores de aire, de tal forma 
que en cada bastidor se mantenga un enfriamiento adecuado a los equipos. También la sala 
deberá contar con sistemas de prevención y acciones correctivas ante siniestros.  
4.3.6.5 Topología, direccionamiento y conectividad de la red de datos. 
4.3.6.5.1 Topología de la red. 
La topología seleccionada de la red de fibra óptica se basa en anillos bajo el estándar 
G.8032. En las redes Ethernet, la probabilidad de que ocurran fallas está presente. Para la 
aplicación actual, que requiere un alto grado de disponibilidad de operatividad de la red 
busca tener al menos una ruta alterna para que el flujo de tráfico de las comunicaciones no 
se interrumpa. El tener un camino adicional, constituye una topología de anillo.  
Referente a la utilización de la topología seleccionada en anillo, debo mencionar como 
antecedente que la Red Dorsal Nacional de Fibra Optica (RDNFO) en Perú dispone de 5 
anillos de fibra óptica Core con nodos interconectados con interfaces de 100 Gbps. Según 
informe nro. 0146-2018-MTC/26 de la Dirección General de Regulación y Asuntos 






Figura 118. Topología de la red de la plataforma de comunicaciones 
Fuente: Elaboración propia 
El siguiente diagrama (Figura 118), muestra la topología de la infraestructura de la 
red en agrupamientos de anillos y cada anillo esta diferenciado de acuerdo a la naturaleza 
del servicio; es decir, el primer grupo de anillos de comunicaciones están especializados para 
la transmisión de datos que permiten el control de la temporización de semáforos y para el 
control de las máquinas de recaudo, y el segundo grupo de anillos especializados para la 
transmisión de datos provenientes de las imágenes capturadas por cámaras de 
videovigilancia, situadas en las estaciones del corredor de autobuses y sus intersecciones 
viales.  
Para la comunicación desde los anillos hasta el Centro de Control y Gestión de la 
red, se tienen enlaces de fibra óptica a la velocidad de 1 Gbps. Se utilizan hilos de fibra 
monomodo desde cada anillo siendo la comunicación dúplex.  
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Para la comunicación entre los equipos de cada anillo, también se utilizan hilos de 
fibra óptica, a la velocidad de 1 Gbps, siendo la comunicación dúplex.  
4.3.6.5.2 Direccionamiento y pruebas de simulación de conectividad de la red. 
1. Estructura lógica de la red. 
En la figura 119 se muestra la estructura lógica de dos anillos ópticos con el esquema 
de las VLANs y enlaces de la troncal de fibra óptica con el switch de control y gestión. El 
resto de los grupos de anillos ópticos se basa en la misma estructura lógica.  
En el esquema se ilustra que tenemos dos anillos ópticos, el primer anillo óptico (1) 
está asignado al servicio de videovigilancia compuesto por switches que conectan las 
cámaras de videovigilancia mediante la VLAN30 y el segundo anillo está asignado al 
servicio de comunicaciones cuyos switches conectan los controladores de semaforización 
mediante la VLAN20 y los equipos del sistema de recaudo (validador y máquinas de 
venta/recarga) mediante la VLAN10, donde cada switch gestionara a través de la VLAN 
correspondiente a cada servicio. 
Uno de los switch (SW3) de cada anillo se conectará a través de la troncal de F.O. (a 
la velocidad de 1 Gbps) con el switch principal instalado en el Centro de control y gestión, 
estableciéndose una comunicación punto a punto entre dos dispositivos de red, que a su vez 





Figura 119. Esquema VLANs y troncales de Fibra Óptica 
Fuente: Elaboración propia 
2. Direccionamiento de la red. 
En la figura 120 se muestra el esquema de la red considerando el direccionamiento 
de los switches involucrados en el primer grupo de dos anillos ópticos.  
En la tabla 13, se muestra la asignación de las VLANs (10, 20, 30 y 100), las 
direcciones IPs de las redes de: Recaudo, Semaforización, Videovigilancia, y de la RED de 
datos, respectivamente y la distribución del número de terminales por cada anillo.  
Cabe señalar que se trabaja con el direccionamiento de red IP clase B, debido a la 
gran cantidad de direcciones asignadas, tales como: dispositivos terminales (205), 
conmutadores (25) y servidores/estaciones de trabajo (13), y considerando una previsión de 
expansión futura de la red (escalable) hacia las zonas este y oeste de la ciudad de Chiclayo, 
donde se incrementaran las estaciones y por consiguiente el número de terminales. Además, 
para la interconexión con cada servidor se han realizado pruebas de conectividad con el 
simulador Cisco Packet Tracer utilizando en el switch central el modelo cisco 3650-24PS y 
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el resto de los switches de la red el modelo cisco 2960-24TT. Considerando que el simulador 
cisco no soporta el protocolo G.8032, para fines solamente de pruebas se ha utilizado el 
protocolo STP en cada anillo.  
 
Figura 120. Direccionamiento de los conmutadores de dos anillos ópticos 
Fuente: Elaboración propia 
 Tabla 13. Direccionamiento IP de la red de datos por servicio 
 
Fuente: Elaboración propia 
3. Pruebas de conectividad de las redes. 
Se tiene como propósito dar conectividad a los siguientes servicios: 
− Videovigilancia 
− Controlador (semáforos) y sensor 
− Máquina de venta - recarga y Validador 
− Gestión de red de transmisión de datos 
Direccionamiento de la RED
Servicio VLAN RED Anillo 1 Anillo 2 Anillo 3 Anillo 4 Anillo 5 Anillo 6 Core TOTAL
Servicio 1 - Camaras 30 172.24.30.0/24 32 0 32 0 32 0 96
Servicio 2 - Controlador (Semaforos) 20 172.24.20.0/24 0 12 0 12 0 12 36
Servicio 3 - Validador 10 172.24.10.0/24 0 8 0 8 0 8 24
Sericio 3 - Maq. Venta/Recarga 10 172.24.10.0/24 0 8 0 8 0 8 24
Servidor Gestion de RED 100 172.24.100.0/24 4 4 4 4 4 4 1 25
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Para lo cual se ha propuesto una topología tipo estrella - anillo para que el tráfico 
generado tenga redundancia, estará organizado mediante 6 anillos que se interconectan a 
un switch central.  
 
Figura 121. Topología de la red con el direccionamiento 
Fuente: Elaboración propia 
Como serán (04) servicios utilizaremos (04) VLANs, además se requiere que cada 
equipo no sea capaz de acceder a otro que pertenezca a un servicio diferente, es decir, el 
switch central no realizará ruteo InterVLAN, cada servicio operará de forma independiente 
y no tendrá manera de comunicarse con otro. 
Además, se cuenta con (04) servidores que tendrán la función de gestionar y 
monitorear la actividad de los diversos dispositivos conectados a los anillos, por lo que estos 
servidores deben tener acceso total a todos los dispositivos de la misma VLAN. Se adjunta 
la topología de la red (Figura 121) con el direccionamiento de los servidores, conmutadores 
y dispositivos. 
4. Pruebas de simulación de conectividad. 
Referente a la topología mostrada en la figura 121, a continuación, se muestran las 




Conectividad desde el Servidor de Videovigilancia (172.24.30.5) hacia la Cámara 25 
(IP 172.24.30.71). Mediante el protocolo ICMP se verifica que se tiene conectividad con 
tiempos de respuesta aceptable. En la figura 122 se adjunta resultado de la prueba.  
 
Figura 122. Simulación de prueba de conectividad - Videovigilancia 
Fuente: Elaboración propia 
Conectividad desde el Servidor Controlador de Semáforos (172.24.20.5) hacia el 
controlador de semaforización 1 (IP 172.24.20.11). Mediante el protocolo ICMP se verifica 
que se tiene conectividad con tiempos de respuesta aceptable. En la figura 123 se adjunta 
resultado de la prueba. 
 
Figura 123. Simulación de prueba de conectividad - Semaforización 
Fuente: Elaboración propia 
Conectividad desde el Servidor de Recaudo (172.24.10.5) hacia el validador 25 (IP 
172.24.10.71). Mediante el protocolo ICMP se verifica que se tiene conectividad con 




Figura 124. Simulación de prueba de conectividad - Recaudo 
Fuente. Elaboración propia 
Conectividad desde el Servidor de Gestión de red (172.24.100.5) hacia el switch 1 
(IP 172.24.100.11). Mediante el protocolo ICMP se verifica que se tiene conectividad con 
tiempos de respuesta aceptable. En la figura 125 se adjunta resultado de la prueba. 
 
Figura 125. Simulación de prueba de conectividad - Gestión de Red 
Fuente: Elaboración propia 
5. Configuración. 
Configuración de Switches de Cabecera de Anillos. 
La configuración de los switches de cabecera de los anillos es esencialmente la 
misma, solo cambia la IP y el hostname los cuales están resaltados con letras con negrita. 
Son estos switches los que se interconectan con el Switch Central de forma directa y los 
desempeñaran el rol de Root Bridge dentro de la configuración del STP.  
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En el anexo 9.a se adjunta la configuración de anillos. Luego de ejecutar la 
configuración básica solo resta asignar los puertos correspondientes a las respectivas VLANs 
de acuerdo a la siguiente tabla 14.  
Tabla 14.  
VLANs por cada servicio 
 
Fuente: Elaboración propia 
Como ejemplo de configuración, diremos que se va a conectar una cámara en el 
puerto F0/1, para este servicio corresponde utilizar la VLAN 30, esto se logra con las 
siguientes 2 líneas de configuración. 
interface FastEthernet0/1 
switchport access vlan 30 
switchport mode access 
Configuración de Switch Central. 
En el anexo 9.b se adjunta la configuracion y el CLI (interfaz de linea de comandos) 
del switch central y de los switches de cabecera 1 y 5 de los anillos 1 y 1´, respectivamente. 
Configuracion del resto de switches del anillo. 
La configuracion del resto de switches tambien son similares, solo cambia la IP y el 
hostname los cuales estan resaltados con letras con negrita. Dentro de la configuracion STP 
trabajaran con la configuracion de prioridad por defecto por lo cual no es necesario 
especificarlo en las lineas de comando del STP. En el anexo 9.c se detalla la configuracion 
del switch. 
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4.3.7 Centro de control y gestión de las redes. 
4.3.7.1 Descripción del sistema propuesto y de sus redes de transporte y acceso. 
En la figura 118 correspondiente a la topología de red se muestra el diseño de 3 
anillos por servicio. Para los servicios de videovigilancia y comunicaciones (recaudo y 
semaforización), se aprecia la denominación de las 12 estaciones, que van desde E01 hasta 
E12, con un switch en cada estación. Se ha previsto hasta cuatro switches por anillo. Para 
cada servicio se aprecian (03) enlaces (a 1 Gbps cada uno) cuyos switches (SW3) se 
interconectan al switch central del Centro de Control vía hilo de fibra óptica monomodo cada 
uno.  
En la parte superior, se muestra el Centro de Control compuesto por un switch 
central, servidores para la gestión de los servicios y estaciones de trabajo. El switch central, 
canaliza la comunicación hacia la red.  
En la parte intermedia se muestran los enlaces de fibra óptica que interconecta los 
equipos del Centro de Control con los terminales de comunicaciones y de videovigilancia 
conectados a los anillos de fibra óptica. 
En la parte inferior se muestra la red de transporte, compuesta por anillos de fibra 
óptica, y por equipos de conectividad SW2 y SW3.  
Los equipos de conectividad SW3 y SW2 ubicados en cada anillo, sirven como 
medio de comunicación del servidor y estaciones de trabajo del Centro de Control con los 
equipos terminales (máquinas de recaudo, validadores, cámaras de video, controladores 
semafóricos, sensores).  
Consecuentemente, a través de los equipos de conectividad, todos los equipos 




 4.3.7.2 Redes de gestión de comunicaciones (Recaudo y Semaforización). 
El subsistema de recaudo permite registrar automáticamente, controlar y gerenciar 
las transacciones, pagadas o gratuitas, en el transporte público de pasajeros a través del uso 
intensivo de equipos electrónicos, software, tarjetas inteligentes y procedimientos 
operacionales, propiciando un proceso seguro, confiable y eficiente, con miras a controlar el 
recaudo y ofrecer un mejor servicio a los clientes.  
De igual manera, con el subsistema de semaforización, permitirá regular el tráfico 
vehicular utilizando semáforos inteligentes (ITS) y sensores para controlar el tráfico en 
aquellas intersecciones de las calles donde se encuentra ubicada la estación de pasajeros. 
En la siguiente figura 126, se muestra como ejemplo uno de los 3 anillos, la 
disposición del anillo 1 de la red de transporte basado en fibra óptica para atender las 
comunicaciones de hasta 4 estaciones de pasajeros. 
 
Figura 126. Red del anillo óptico del servicio de comunicaciones 
Fuente: Elaboración propia 
En este anillo se puede apreciar la representación de los equipos de conectividad 
Switch 3 (SW3) para la comunicación con el Centro de Control, y con los otros equipos de 
conectividad Switch 2 (SW2). Asimismo, se puede apreciar que los equipos Switch 2 y 3 
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pueden permitir el acceso de equipos terminales de recaudo de dinero y acceso de pasajeros, 
y para el control de la temporización de semáforos. Para el primer caso los equipos de 
conectividad (SW2 y SW3) atenderán hasta (04) terminales de recaudo y en el segundo caso 
para el control de la temporización atenderá (01) controlador semafórico que interactuará 
con (04) semáforos y con los (02) detectores de video (cámara - sensor). 
La red de comunicaciones propuesta brindará las funciones de: a) recaudo de dinero, 
b) acceso de usuarios al servicio de transporte, y c) control de la temporización de semáforos. 
a. Función de recaudo de dinero. Los usuarios del sistema de buses rápido deben de 
contar con una tarjeta inteligente o de proximidad para acceder al servicio de 
transporte, para ello el usuario debe asegurarse de que cuente con el saldo suficiente 
utilizando una máquina automática de recarga (terminal de recaudo 1) dispuesta en 
las estaciones de pasajeros, para ello, inserta la tarjeta e ingresa las monedas 
suficientes que le permita el saldo necesario, la máquina genera la recarga de manera 
automática actualizando la información almacenada en la tarjeta inteligente (NFC). 
La información para esta actualización, se transmite desde la máquina terminal hacia 
la red de transporte y luego hacia el Centro de Control donde finalmente se almacena 
en la memoria del servidor dispuesto para este servicio. Toda esta secuencia de 
operaciones, es controlada por un software especializado almacenado en la memoria 
del servidor. Este programa, genera la respuesta hacia la máquina terminal con la 
información correspondiente para la actualización del saldo.  
b. Función de acceso de usuarios al servicio de transporte. Una vez que el saldo ha 
sido actualizado, el usuario está en capacidad de ingresar a la plataforma de pasajeros 
(sala de embarque) para hacer uso del servicio, ubicando la tarjeta en una de las 
máquinas validadoras-lectoras (terminal de recaudo 2) para que descargue el saldo y 
active el movimiento de los torniquetes para que el usuario pueda ingresar a la sala 
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de embarque. La máquina lectora al leer la tarjeta, transmite la información del saldo 
actual hacia el servidor del Centro de Control y este devuelve la información con el 
nuevo saldo y a su vez la orden para la acción del torniquete que permita el ingreso 
del usuario.  
c. Función de control de la temporización de los semáforos. Los controladores 
semafóricos se encuentran instalados en la ruta de los buses rápidos conectan a los 
grupos de semáforos y detectores de video instalados en cada estación, realizan el 
control de la temporización para los cambios de luz en el semáforo. El control de la 
temporización de manera eficiente, requiere de un estudio de tráfico y de un sistema 
de software especializado que permita que los semáforos se controlen de manera 
inteligente y a tiempo real, para el tráfico eficiente de los buses. Para manejar los 
semáforos como un sistema, la red y equipamiento de conectividad propuestos 
permitirán brindar el medio de transmisión que permita llevar las órdenes desde el 
Centro de Control hasta los equipos controladores de los semáforos para operar en la 
temporización de las luces de los semáforos de manera variable y sincronizada. Por 
este motivo, es necesario contar con un software especializado para la gestión 
inteligente de la sincronización de los semáforos. En la figura 127 se muestra la red 




Figura 127. Sistema de la red de comunicaciones 
Fuente. Elaboración propia 
Respecto a la red de Recaudo tenemos un servidor que almacena el software de 
administración del sistema, que le permitirá grabar los datos provenientes de los validadores 
y máquinas de recarga – venta.  
Se tiene estaciones de trabajo que interactuaran con el servidor, para gestionar y 
controlar los validadores y máquinas automáticas de recarga – venta. 
Referente a la red de semaforización, también cuenta con un servidor que tiene 
almacenado el software de administración del sistema, que le permitirá grabar los datos 
provenientes de los controladores de tráfico. La estación de trabajo interactúa con el servidor, 
que permitirá la gestión y control de los equipos controladores de los semáforos y detector 
de video.  
En la red de transmisión de datos Gestión de Red, tenemos un servidor donde aloja 
el software de administración del sistema, y también permitirá grabar los datos provenientes 
de los conmutadores instalados en los anillos y del conmutador principal. Se tiene una 
estación de trabajo, para la gestión y control de los conmutadores. 
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4.3.7.3 Red de gestión de la red de videovigilancia. 
La red de video vigilancia propuesta tiene como propósitos principales, brindar el 
servicio de video vigilancia al interior de las estaciones que permitirá garantizar la seguridad 
de los pasajeros, para la localización del personal de planta dentro de las plataformas de 
servicio de pasajeros del Sistema de Buses Rápido de Transporte de Pasajeros, para que 
cumpla con las labores de administración y mantenimiento, y al exterior de las estaciones 
para el control y monitoreo de la densidad del tráfico de vehículos y de peatones, en las 
intersecciones de las calles de cada estación, permitiendo tomar acciones desde el centro de 
control. Las cámaras de video ubicadas en distintos puntos estratégicos dentro de cada 
estación permitirán monitorear el tránsito de pasajeros y capturar aquellas imágenes 
correspondientes a eventos que correspondan a situaciones anormales en las estaciones.  
En la siguiente figura 128 se muestra como ejemplo, uno de los tres anillos basado 
en fibra óptica redundante para la conexión de las cámaras de videovigilancia a los equipos 
de conectividad. 
 
Figura 128. Red del anillo óptico del servicio de Videovigilancia 
Fuente: Elaboración propia 
En este anillo se puede apreciar la representación de hasta 4 equipos de conectividad, 
el Switch 2 (SW2) conecta a los (05) terminales de video (cámaras), el Switch 3 (SW3) 
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conecta a los (05) terminales de video y se comunica con el Centro de Control. Cabe indicar 
que, se utiliza un puerto en cada switch para conectar un terminal cámara multidireccional 
de 4 lentes (cámaras). 
Las imágenes capturadas desde las cámaras instaladas en cada estación, serán 
transferidas hacia la memoria de almacenamiento del equipo servidor en el Centro de Control 
para poder visualizarse en una de las estaciones de trabajo. 
a. Arquitectura del Sistema de Videovigilancia 
Está compuesta por el siguiente equipamiento: una red de cámaras de video IP, 
distribuidas en las áreas internas de la estación y en el área externa cuya cámara 
multidireccional supervisara las intersecciones de las calles de las estaciones de Chiclayo; y 
por el software de gestión centralizado de dichos equipos. Se adjunta el sistema de la red 
videovigilancia (figura 129) 
El software de gestión SSM será el encargado de la administración de todo el sistema 
de videovigilancia, constará de un servidor de gestión el cual albergará el módulo System 
Manager, y un servidor de gestión para el módulo Media Gateway para el manejo de la base 
de datos y actúa de pasarela para gestionar los perfiles de video o streaming, y estaciones de 
operación o Workstation para el módulo Consola o cliente.  
La arquitectura comprende el dimensionamiento de todo el equipamiento necesario 
para implementar y poner en producción, el circuito de Video Vigilancia IP, la Visualización 
del Vídeo en vivo, la grabación del video en tiempo real; así como la reproducción del video 
grabado (almacenado en los dispositivos NVR). 
Se debe garantizar el almacenamiento de los videos obtenidos por un periodo no 
menor a 15 días con una completa resolución. Así mismo, el sistema deberá contar con la 




Tenemos (02) servidores NVR que son grabadores de video que divide el 
almacenamiento de 61.4 TB (40 TB + 21 TB) de 8TB (c/u) para redundancia, donde cada 
uno funciona en RAID5. 
Una estación de trabajo (de consola) que interactúa (a través de sus monitores de 
control) con el Servidor NVR y Servidor principal (con SSM) para monitorear, gestionar, 
configurar y visualizar la red de cámaras. 
Las cámaras de vigilancia serán programadas para grabación continua en espacios 
públicos y se ubicarán en accesos, salas de embarque y en las intersecciones exteriores de la 
estación por criterios de seguridad. 
 
  Figura 129. Sistema de la red de videovigilancia  
  Fuente: Elaboración propia 
Se contará con un Video Wall en el Centro de control para una mejor administración 
de las 96 cámaras distribuidas en las 12 estaciones, con un arreglo 3x2 de monitores de 40” 
Led. Este será un módulo del software de gestión SSM es el SSM -VM; contara de 1 
Workstation o estación de operación con el módulo VM (Virtual Matrix) Decoder, y un 
máximo de 4 monitores.  
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4.3.7.4 Direccionamiento de los servicios en el centro de gestión. 
En la siguiente tabla 15 se muestra el direccionamiento de las plataformas del centro 
de gestión por cada servicio de videovigilancia, recaudo, semaforización y de la RED. 
Las direcciones IPs de gestión para los servidores y estaciones de trabajo se usarán 
el rango de IPs del 2 al 10 para servidores y desde la IP .246 en adelante será para estaciones 
de trabajo, según detalle mostrado en dicha tabla. 
Tabla 15.  
Direccionamiento IPs de los servidores 
 
Fuente: Elaboracion propia 
4.3.7.5 Sala del Centro de Control (C.C.). 
Se encuentra instalado el centro de gestión de los sistemas de videovigilancia, de 
comunicaciones (semaforización y de recaudo) y de la red de transmisión de datos, 
responsable de la planificación, supervisión centralizada, configuración de la red y 
monitoreo a tiempo real, que permite el análisis y acciones preventivas y/o correctivas de 
los servicios a los que accede a través de la red. Se adjunta figura 130. 
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Contará con personal operativo, que harán uso de los mandos centralizados por 
sistema, que atenderán en turnos necesarios para mantener operativos los sistemas y 
elementos, durante los 365 días del año.  
 
Figura 130. Centro de Control y Gestión de las Redes 
Fuente:https://www.apvigo.es/es/paginas/centro_de_control_del_puerto_de_vigo 
Dicho personal utilizando los softwares maestros tendrán acceso y controlar en tiempo 
real los dispositivos y programas de las redes.  
1. Aspectos técnicos generales: 
a. Físicos 
El centro de control, deberá estar integrado por los siguientes elementos: 
− Una sala climatizada de computo (o Datacenter) que alojara los equipos de  
Telecomunicaciones. 
− Sala de control de los operadores con acondicionamiento de aire y de calefacción. 
− Sistema de energía 
− Controles de acceso 
− Sala de reunión 




Los operadores del centro de control (C.C.) utilizaran los programas de cada 
subsistema para tener acceso, monitorear y controlar en tiempo real todos los dispositivos 
de la red. 
El software de cada servicio se encarga de administrar cada uno de los equipos bajo 
sus programas originales, de manera transparente para los operadores del centro de control. 
Los equipos deben entregarse con la última versión de software disponible al 
momento de la entrega, se deben realizar los updates y upgrade durante un año. 
c. Soporte de los equipos 
Se debe garantizar repuestos y soporte por un periodo no menor 5 años, la 
información de los equipos será actualizada cada 6 meses. Todos los equipos deben contar 
con un contrato de soporte SLA (Acuerdo de Nivel de Servicio) que debe incluir como 
mínimo lo siguiente: 
− Actualizaciones y mejoras al software del sistema operativo. 
− Disponibilidad de los repuestos por parte de la contratista para el reemplazo de 
hardware, 7 días de la semana.  
− En caso de falla del equipo activo, deberá ser atendida y solucionada en un lapso de 
tiempo menor a 2 horas o según descrito en el contrato SLA, contadas a partir de 
reporte de falla.  
− Lo anterior no deberá generar costos adicionales. 
d. Instalaciones 
− La ubicación del centro de control responderá de acuerdo a la necesidad del sistema. 
− Todos los dispositivos de la red estarán conectados en tiempo real al centro de control 
y gestión a través de los subsistemas de la red. 
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− Las salas del centro de control estarán diseñadas en función del incremento de 
dispositivos y/o de personal operativo. 
e. Sala de Equipos o Datacenter 
En la sala de equipos estarán instalados los servidores, gabinetes de comunicación 
que aloja conmutadores, servidores, distribuidores de fibra óptica (identificados) ODF, 
distribuidores de cableado (identificados) UTP, distribuidor de energía, etc. Se debe prever 
lugar suficiente para los futuros crecimientos.  
También estará instalado el sistema de alimentación ininterrumpida (UPS), sistema 
de aire acondicionado, sistemas de seguridad tales como: cámara de videovigilancia, 
detección de incendio/humo, extinguidores, y de ser necesario sistemas de respaldo como 
grupo electrógeno, etc. 
La sala debe tener una buena climatización (18 a 19 °C) para garantizar el normal 
funcionamiento de los equipos. Al respecto, se recomienda que la sala debe contar con un 
falso techo y un falso piso, que permitirá una extracción de aire caliente y una inyección de 
aire frio, respectivamente; además el falso piso facilitara el cableado.  
Los accesos a las canalizaciones de las salas de telecomunicaciones deben estar 
selladas con materiales anti fuego adecuados. Los requerimientos en los sistemas de 
cableado en la sala de equipos se especifican en los estándares ANSI/TIA/EIA-568-A y 
ANSI/TIA/EIA-569. 
f. Sistema de energia 
Las recomendaciones tecnicas estan referidos al centro de control, sala de equipos o 
data center y en las salas de equipos de comunicaciones de las (12) estaciones a instalarse 
en un ulterior corredor de Chiclayo. 
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− Garantizar el suministro de energia eléctrica en sus condiciones de máximos 
consumos (o carga), teniendo en cuenta los parámetros de consumo requeridos por 
los equipos. 
− Se debe dimensionar adecuadamente el cableado eléctrico, requerimientos de los 
interruptores de seguridad y seleccionando la fuente de energia adecuada que 
utilizara cada subsistema en el centro de control y en las doce (12) estaciones. 
− La energia de baja tension monofásica con valor nominal de 220 VAC, 60 Hz (+/- 1 
HZ) sera derivada desde la ubicación de cada estación, que sera entregada al sistema 
de energia ininterrumpible (UPS) que garantiza en caso de interrupciones de la 
energia comercial. La salida del UPS alimenta a cada dispositivo cuya entrada de 
energia realiza la conversion AC/DC. 
− Es importante que en cada fuente de alimentación VAC tengamos como sistema de 
protección, el sistema de tierra (menor a 5 ohmios) consiste de uno o mas varillas 
dispuestas a tierra, de ser necesario el uso de pararrayos (con conductores a tierra) se 
requiere para la instalación de dispositivos en altura mayor, tales como las cámaras.  









Capitulo V. Propuesta de Solución 
5.1 Propósito 
Que sirva de modelo de red en el diseño de plataformas de comunicaciones de las 
redes de servicios de: videovigilancia, recaudo, semaforización y de transmisión de datos, 
aplicado a los sistemas de transporte terrestre de bus rápido masivos. 
5.2 Actividades 
− Estudio y análisis de requerimientos técnicos para el desarrollo del proyecto. 
− Estudio, trabajo en campo y recopilación de la información referente al proyecto.  
− Modelamiento del proyecto.  
− Identificar los requerimientos técnicos del proyecto.  
− Infraestructura de la red y visión del proyecto 
− Infraestructura de la red de fibra óptica y distribución de las estaciones  
− Visión del proyecto desde la perspectiva de las redes Fibra Óptica y MAN 
− Diseño de la infraestructura de comunicación de las redes 
− Especificaciones técnicas de las redes de fibra óptica.  
− Especificaciones técnicas de la red de transmisión de datos  
− Especificaciones técnicas de las redes de los servicios Videovigilancia, Recaudo y  
Semaforización. 
− Interconexión de las redes de la plataforma del sistema de comunicaciones 
− Conectividad de nodos en los anillos y del centro de control y gestión 
− Topología y direccionamiento de la red, y pruebas de simulación de conectividad 
− Centro de gestión de las redes  
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5.3 Cronograma de Ejecución 
En la tabla 16 se muestra el cronograma de actividades en forma mensual 
correspondiente al diseño de una plataforma integrada de comunicaciones para el control de 
sistemas de recaudo, video, seguridad y de semaforización aplicado a un ulterior corredor 
vial de transporte terrestre de pasajeros para la ciudad de Chiclayo.  
Tabla 16. 
Cronograma de ejecución 
 
Fuente: Elaboración propia 
5.4 Análisis Costo Beneficio 
En los capítulos anteriores se ha estudiado y diseñado la plataforma de 
comunicaciones cuyos elementos se encuentran distribuidos en las 12 estaciones y en el 
centro de control y gestión de las redes. Esta infraestructura tecnológica está conformada por 
sistemas muy diversos en cuanto a los elementos, permitiendo brindar los servicios de 
videovigilancia, recaudo, semaforización, transmisión de datos y de la fibra óptica.  
El costo de la plataforma de comunicaciones propuesto referencial es de 
US$648,109.65 (se adjunta en anexo 8), y está asociada a un corredor segregado para la 
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utilización del servicio de transporte rápido, siendo su uso relevante en la calidad del servicio 
de transporte público; siendo la utilización de carácter social.  
En el presente análisis evaluaremos el CAPEX como un referente importante de 
inversión.  
La plataforma de comunicaciones está compuesta por tres grandes rubros de 
inversión: 
a. Costo del centro de control y gestión de las redes 
b. Costo del hardware de los sistemas de comunicaciones instalados en las (12) 
estaciones  
c. Costo de la red de fibra óptica 
En el caso de los costos de mantenimiento OPEX, tenemos los siguientes: 
a. Mantenimiento del centro de control y gestión de las redes 
b. Mantenimiento del hardware de los sistemas de comunicaciones instalados en las 
(12) estaciones  
c. Mantenimiento de la red de fibra óptica  
A continuación, presentamos los costos CAPEX y OPEX.  
Estos costos CAPEX se muestran en la tabla 17:  
 
 Tabla 17.  
Costos CAPEX 
 
Fuente: Elaboración propia 
Costos Operativos OPEX. 
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Estos costos OPEX se muestran en la tabla 18:  
 Tabla 18.  
Costos OPEX 
 
Fuente: Elaboración propia 
En base al CAPEX y OPEX se realiza el análisis de viabilidad VAN marginal.  
Se adjunta la lista de supuestos del Modelo de Viabilidad. 
a. El sistema del transporte no se encuentra al 100% de capacidad instalada, en tal 
sentido los viajes incrementales no generan costes incrementales, así como tampoco 
gastos adicionales de gerenciamiento. 
b. El Costo de Venta al Público se considera a costo total, incluyendo almacenaje, 
logística, costes de importación, entre otros; que asciende a un 70% del precio de 
venta. 
c. Se reduce a 12 personas la dotación personal de control de ingreso a las estaciones 
producto de la automatización del proceso. 
d. La tasa para descontar el proyecto (WACC) dato proporcionado por el área de 
finanzas de la municipalidad de Lambayeque. 
e. La cantidad de tarjetas depende del número de viajeros y no de la cantidad de viajes 
que realicen. 
Resultado del análisis económico. 
De los resultados de estas tablas tenemos VAN marginal de S/. 1,455,482 y un TIR 
de 21.3%. Luego el indicador Payback de 4 años, que es el periodo de retorno de inversión 
en el proyecto. Los resultados están indicando la viabilidad del proyecto. Se adjunta las 
tablas 19 y 20. 
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Tabla 19.  
Análisis de Viabilidad VAN Marginal 
 




VAN Marginal, TIR y Payback 
 






Primera. Actualmente el servicio público de transporte terrestre en la ciudad de 
Chiclayo es deficiente [1 a 4] debido a la falta de regulación y control de la oferta en 
el transporte, afecta al tránsito, traducido en el congestionamiento de vehículos y 
contaminación ambiental, causado esencialmente por el exceso de vehículos de 
transporte de poca capacidad, por lo que se propone una plataforma de sistema 
integrado de comunicaciones que permitirá contribuir en la mejora del servicio 
vehicular. 
Segunda. Las etapas aplicadas para el diseño de un sistema integrado de 
comunicaciones, consiste en: i) plantear una visión del proyecto desde la perspectiva 
de la red de FIBRA OPTICA, ii) luego aplicar una visión del proyecto desde la 
perspectiva de la red de datos MAN [49 a 51], iii) presentando el modelamiento del 
proyecto de red del Sistema Integrado de Comunicaciones. 
Tercera. Mediante el análisis, estudio y selección de cada subsistema, se han 
determinado sistemas robustos, herméticos nivel 2/3 para la red de transmisión de 
datos , la plataforma de Fibra Óptica de 24 hilos ópticos (de gran ancho de banda y 
de altas velocidades) preparados para ser instalado en zonas adversas y con todos los 
sistemas de protección y redundancia, luego tenemos los sistemas de recaudo, 
dispositivos de videovigilancia, sensores de detector de movimiento vehicular y los 
controladores de tráfico, con las garantías de homologación y estandarización. Cabe 
indicar que se han seleccionado y desarrollado las características técnicas de cada 
una de las redes cuyas conectividades involucran a la red de transmisión de datos.  
Cuarta. La solución propuesta que se ha considerado para el diseño de un sistema 
integrado de comunicaciones en las diferentes redes de los servicios, se ha basado en 
los siguientes aspectos técnicos: i) ancho de banda, ii) alto grado de disponibilidad, 
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iii) previsión frente a las condiciones de intemperie y cambios de temperatura, iv) 
previsión contra la obsolescencia por cambios de tecnología, v) solución integral, vi) 


























Primera. Se recomienda que, en las principales ciudades de nuestro país 
implementar sistemas integrados de comunicaciones en los sistemas de transporte de 
servicio público terrestre, debido al incremento demográfico y por consiguiente 
vehicular, brindando a los usuarios una mejora en la calidad del servicio. 
Segunda.  Considerando que el diseño del sistema integrado de comunicaciones es 
escalable, podemos ampliar las redes con mayor número de estaciones e incorporar 
terminales en cada estación. 
Tercera. Luego del diseño del proyecto, se recomienda evaluar durante la ejecución, 
fechas de pruebas de servicio tanto por el proveedor como del usuario final, 
únicamente como pruebas internas y de certificación. Estas pruebas deben ir 
acompañadas de un listado para registrar el control de los resultados y de un informe 
final que indique el estado de las pruebas y las medidas de acción en caso algún 
componente no resulte satisfactorio durante las pruebas. Finalizadas y aprobadas las 
pruebas, se deberá contar con una fase de marcha blanca con los usuarios finales de 
servicio para analizar deficiencias y mejoras; todo esto previo a su salida en 
producción.  
Cuarta. Se recomienda implementar un sistema de app móvil, como herramienta 
informativa para los ciudadanos de Chiclayo en donde se puedan mostrar valores de 
periodicidad y frecuencia de los buses y si es posible los horarios; esto con el fin de 
informar a las personas y brindar un servicio de valor agregado. Esto no está planeado 






Glosario de Términos 
ADPCM:  Modulación por impulsos codificados diferencial y adaptable 
APS:   Conmutación automática de protección  
BRT:   Autobús de tránsito rápido 
CCTV:  Closed Circuit Televisión 
CMOS:  Complementary Metal–Oxide–Semiconductor 
DRAM:  Dynamic Random-Access Memory 
DVR:   Digital Video Recorder 
EMI:   Interferencia electromagnética 
FOV:   Campo de visión (Field of Vision) 
FTP:   File Transfer Protocol 
GbE:   Gigabit Ethernet 
GPS:   Sistema de Posicionamiento Global (Global Positioning System) 
HDMI:  High Definition Multimedia Interface 
H.264:  Códec de video de alta compresión  
H.265:  Estándar de compresión de vídeo de alta eficiencia sucesor del H.264 
ICMP:  Protocolo de Control de Mensajes de Internet  
INEI:   Instituto Nacional de Estadística e Informática 
IP:   Protocolo de internet (Internet Protocol) 
ISO:   International Organization for Standardization 
ITS:  Sistemas Inteligentes de Transporte  
ITU:   International Telecommunication Union 
LDAP:  Protocolo ligero de acceso a directorios 
MAN:  Red de área metropolitana (Metropolitan Área Network) 
NFC:   Comunicación de campo cercano (Near-Field Communication) 
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NVR:   Grabador de video de red (Network Video Recorder) 
ODF:   Distribuidor de fibra óptica 
ONVIF:  Open Network Video Interface 
OSI:   Modelo de interconexión de sistemas abiertos 
POE:   Alimentación a través de Ethernet (Power over Ethernet) 
PTZ:   Es un acrónimo de Pan Tilt Zoom, característica de las cámaras  
RAID:  Redundant Array of Independent Disks 
RFID:  Identificación por radiofrecuencia (Radio Frequency Identification) 
TI:  Tecnología de la información 
TMACS:  Total Management advanced control system 
UPS:   Uninterruptible Power Supply  
UTP:   Cable de par trenzado sin blindaje (Unshielded Twisted Pair) 
VLAN:  Red de área local virtual 
VMS:   Video management system 
WAN:  Wide Area Network 
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b) Configuración de Switch Central 






























































CLI – Semáforo 1 
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