The cerebrum of mammals spans a vast range of sizes and yet has a very regular structure. The amount of folding of the cortical surface and the proportion of white matter gradually increase with size, but the underlying mechanisms remain elusive. Here, two laws are derived to fully explain these cerebral scaling relations. The first law holds that the long-range information flow in the cerebrum is determined by the total cortical surface (i.e., the number of neurons) and the increasing information resistance of long-range connections. Despite having just one free parameter, the first law fits the mammalian cerebrum better than any existing function, both across species and within humans. According to the second law, the white matter volume scales, with a few minor corrections, to the cortical surface area. It follows from the first law that large cerebrums have much local processing and little global information flow. Moreover, paradoxically, a further increase in long-range connections would decrease the efficiency of information flow.
Introduction
The mammalian cerebrum is a highly regular structure, having a cortex of grey matter on its surface which is wrapped around a core of white matter. The cortex is built up of regular layers, which have specific afferent or efferent longdistance connections [1] . The white matter contains long-range axonal connections. The white color comes from myelinization.
Despite this regular structure, the mammalian cerebrums span a tremendous size range from 11 mm 3 (11 µl, pigmy shrew) to 2.5 · 10 6 mm 3 (2.5 l, elephant) [2] . Given these extreme size differences, measures of the cerebrum are usually plotted on a double-logarithmic graph.
There exists a vast literature on interspecific scaling relationships of any thinkable measure of the vertebrate body. What becomes clear on a glance is that such relationships usually show a large variance, whereas narrow distributions are rare. The reason for this is obvious: most scaling relationships are governed by many factors and parameters and thus lead to a trend with much scatter (typically in the order of magnitudes). On the other hand, if one does find a narrow distribution, the chances are good that its singular cause is a simple mechanism.
Interestingly, a number of such narrow distributions with little variability around the general trend are known for the mammalian cerebrum [3] . These are usually described by a power relation (i.e., a linear relation on a doublelogarithmic scale). However, not every relation that is well described by a linear regression on a double logarithmic scale underlies a power-relation, as pointed out by Zhang and Sejnowski [2] (see also Fig. S4 in Supplement 2).These authors investigated the power-relationships between the volume of the cortex, the white matter and the grey matter. Each of the three relationships between these parameters followed a simple power over the entire size range and with remarkably little deviation. These volumetric measures, but also the outer surface and the total cortical surface (including the inward folded surfaces) show power-relations to the brain volume, and the latter also to the cortical volume [4] . However, as the sum of two different powers (e.g., x
1 + x 1.5 or x + 1) is never a power relation, at least some of the above relations do not truly reflect a power law [2] . Similar relations with little variability from the trend have been reported for the number of neurons in the cerebrum, the cerebellum and the rest of the brain [5] [6] [7] [8] .
Two most prominent neuro-anatomic properties of the mammalian cerebrum is the division in grey and white matter and the convoluted (folded) surface, which increases gradually with brain size. Whereas the smallest mammalian brains possess a lissencephalic (smooth) cerebral surface, larger cerebrums have ridges (gyri) and folds (sulci). The number and depth of the sulci increase monotonically with brain size. Thus, since the outer shape changes with size, the mammalian cerebrums do not scale isometrically. According to Hofman [4] the first systematic approach was made already by Baillarger [9] , who did measurements of the cortical surface of a number of mammals. According to Gross [10, p. 90] , already Franz Joseph Gall (1758-1828) asked why the cerebral cortex is convoluted and proposed that the folds conserve space. Many studies and a number of theories has been proposed since the early approaches [2, [11] [12] [13] [14] [15] . Unfortunately these theories make no or extremely vague quantitative predictions, are circular, or contain serious errors so the problem remains unsolved (see Supplement 2) .
The goal of the present work is to derive scaling laws for the cerebral surfacevolume relation and for the white-grey matter volume relation. The laws are derived on the basis of a simple hypothesis, i.e., that the two central functions of the cerebrum, processing and transmission of information, are the forces that shape the cerebrum. In the following it is shown that the volume-outer surface of the cerebrum scales isometrically. Subsequently, theoretical relations for the cerebral cortical surface (including the typical convolutions in large brains) to volume relation as well as for the volume of the white matter are derived.
Isometric scaling law

Isometric scaling of the cerebrum
To investigate whether the mammalian cerebrum scales isometrically on a global scale, we regard the scaling relation between the cerebral volume V c and the outer cerebral surface S c . For this, let us start with a sphere. The relation between the surface area and the volume of a sphere can be calculated from the standard formula:
The cerebral hemispheres deviate from a perfect sphere, so we can express the cerebral volume V c as a function of the outer cerebral surface area, S c :
where the sphericity factor s expresses how much the outer cerebral surface area differs from that of a sphere. Since the hemispheres are not exactly spherical, s < 1. It can be computed directly from the outer cerebral surface, S c , which is reported for part of the dataset of Hofman [4] :
with N = 32. However, the mean can only be used if S c and V c scale isometrically. To test this, a linear regression on the log-transformed data was performed, which gives V c = −1.32 S
c
(R 2 = 0.998). Since the power is very close to the 3 2 power predicted for isometric scaling, and since the effect of the small deviation over the size range of ∼ 5 powers is smaller than the standard deviation, we can reasonably assume that the sphericity factor s is indeed scale-invariant.
Thus, the cerebrum passes the first test for isometric scaling excellently, since the relation between the outer surface and the volume scales like the surface and volume of a perfect sphere with a constant sphericity factor s.
The concept of equivalent thickness
A central observation of the gross anatomy of the cerebrum is that the thickness of the grey-matter cortex tends to saturate with cerebral size. This has typically been quantified by simply dividing the grey matter volume by the cortical surface area [16, 17] . This measure is not the average thickness, because it neglects that the cerebrum is convex so that the surface area of the grey-white matter border is smaller than the outer surface (i.e., the equivalent thickness is smaller than the geometric thickness).
The equivalent thickness is a measure of the dimensionality of the cortical surface. For a sphere, the equivalent thickness is proportional to the radius. For a basket filled with laundry, the total surface of the laundry is proportional to the volume of the basket, because the [equivalent] thickness of the laundry is independent of the volume of the basket. Thus, the observation that the thickness of the grey matter seems to saturate with brain size, is an indication that the cortical surface tends to scale proportionally to the cerebral volume for large cerebrums.
This can be expressed formally as:
where T c is the equivalent cerebral thickness (i.e., the sum of grey and white matter), and A c the total cortical surface area (i.e., including the cortical area that is located inside the sulci). In this relation, T c = Vc /Ac indeed saturates for large cerebrums (see Fig. S2 of Supplement 1).
Similarly, the equivalent thickness in terms of the outer surface S c is:
Neurons in the cortex
The total cerebral surface is composed of the cortex of grey matter. The cortex is the region where the vast majority of cerebral neurons are located. Since the computational power of the cortex will depend largely on the number of neurons, the distribution of neurons is highly relevant for scaling relations of the cerebrum. The number of neurons per unit cerebral cortical surface is constant, 10 5 neurons/mm 2 . This was first estimated by Bok [18] , and confirmed using cell counts [19, 20] . In both latter studies, cell counts (neurons and glia cells) were performed for five regions on the cerebral cortex that differ strongly in thickness and composition of the layers. Moreover, these samples were taken from four mammals of very different brain size (mouse, rat, cat, monkey). Both studies found not only the same number of 10 5 neurons per mm 2 for the different samples of each species, but also for each of the four species tested. The average cortical surface per neuron is thus k = 10 −5 mm 2 , irrespective of the cerebral size and the location of the cortical surface.
Information conduction and axonal diameter
The diameter of axons in the white matter increases with cerebral size [3] . It is known that both, the average spike rate and the transmission velocity increase linearly with axonal diameter [21, 22] . Based on theoretical considerations, an increase of the signal band width will not increase the information rate in a proportional manner [23, 24] . Measurements on the optic tract have indicated that the higher spiking rate in wide axons also leads to a stronger correlation of subsequent spikes [25] . The latter study estimated that the information rate per axon is independent of its diameter. Thus, increasing the diameter leads to a quadratic increase of its cross-sectional area, but only a linear increase in its transduction velocity.
Assuming that the axonal diameter is scaled such transmission time is approximately size-independent, means that the information rate in a processing loop will decrease quadratically with the length of the connection.
Scaling law for the cortical surface
We can now derive the scaling law for the relation between the cortical surface and the cerebral volume. The two central functions of the cerebrum are computational power and information transfer. Assuming that the number of neurons in the cortex determines computational power, and given that the the number of neurons per cortical surface area is constant, the scaling parameter for the cerebral volume V c is cortical surface area, A c .
There are two components to the information transfer in a neuron: longrange afferent axonal connections and efferent dendritic trees. The length of axonal connections in the cerebrum has a typical, gamma-like distribution, and increases with the size of the cerebrum [27, 28] . Dendritic trees on the other hand, have a finite size. That this is indeed so, is reflected by the fact that the number of neurons per cortical surface area is constant (cf. section 2.3), and the established concept of the cortical column [29, 30] . These two properties have been described as long-range scale-free connectedness [31, 32] and small-scale, small-world [33] properties [34] . In other words, the network of the cerebrum has to different scales: the small scale is manifested on the level the cortical columns and limited size of dendritic trees, whereas the large scale is manifested in the long-range axonal connections.
The volume to a given cortical surface area is thus determined by the flow information processed by the neurons, and the transfer of this information on the local-and global-scale. This can be easiest be expressed in terms of information resistance: how the flow of information [bit/s] divides among local and global networks depends on how well each route transfers information. Assuming that the resistance to information depends linearly on the length of the connection (see Discussion), it becomes clear that the relative contribution of the smallscale and large-scale connections depends directly on the size of the cerebrum (T s : eq. (5)). Thus, expressing information resistance in terms of equivalent connection length, and subsequently substituting equation (5) we get: 
where the constant t local expresses the scale-invariant information resistance of the local networks [m] . By substitution of equation (4) the volume to cortical surface is obtained as:
A remarkable property of this surface-volume relation is that it has just a single free parameter: t local .
The fit of equation (7) on the log-transformed data [4] resulted in t local = 3.5 mm (N = 37, R 2 = 0.997). This result is presented in Figure 1a . Even though the model has just a single free parameter, it describes the data much better than a conventional linear regression on the log-transformed data (which yields log(V c ) = 0.67 + 1.24 log(A c ) with an R 2 = 0.98). This is illustrated in panels b and c of Figure 1 . If the model describes the data well, the error should be homogeneous over the entire range of the data. Whereas the errors of the model-fit are homogeneous (Fig. 1b) , those of the regression show an inverted U-shaped trend (Fig. 1c) . (See also Supplement 1 for a sensitivity analysis).
Since the wide availability of neuroimaging facilities, it has become possible to measure the gross anatomy of large samples of cerebrums with standardized and automized procedures. Such a data set of human subjects [35] was analyzed by Toro et al. [26] . These data (314 subjects, 164 females and 150 males of 12-20 years old) are presented in Figure 1d . The data were fitted using the same sphericity factor (ŝ), because the human data point in the Hofman data had exactly the same sphericity as the average of all mammals. The fit resulted in t local = 4.8 mm (R 2 = 0.86), which was exactly as good as the linear regression on the log-transformed data (which resulted in a power slope of 1.0, intercept 0.54 and R 2 = 0.87). Thus, the model not only describes the inter-but also the intraspecific variation with high accuracy.
3 How much white matter does the cerebrum need?
After the scaling relations of cerebral volume to outer surface and of cerebral volume to cortical surface, the scaling of the cerebral white matter volume V w remains to be solved. The white matter volume scales in a highly regular manner with the cerebral size as shown by [2] , i.e., the proportion of white matter increases monotonously with cerebral size. We saw that the number of neurons is constant per unit cortical surface (section 2.3). The white matter consists mainly of the axons that either originate from or insert on these neurons. This leads to the prediction that the volume of white matter may depend directly on the cortical surface. To confirm that such a 3 2 power in the model is indeed reasonable, a linear regression on the log-transformed data was performed, which gave a power of 1.51, R 2 = 0.987. We thus have the following model for the white matter volume:
with σ and s as in equation (3). Fitting resulted in P w = 5% (R 2 = 0.987). Notice that this relation also includes the convoluted cerebrums. That means that, according to the model, the white matter volume is always 5% of the volume that a lissencephalic cerebrum with the same cortical surface area would have.
This simple, single parameter model does have a trend in the errors (Fig.  2c) , which indicates that it is not perfect. It is possible to derive an even more accurate model, when considering that the white matter reflects the myelinization level of long-range axonal connections, and therefore can be expected to be scale-dependent.
Since in very small brains the connections are short, it is to be expected that the white matter volume is disproportionally small in very small cerebrums. If we assume that only axons of a length of at least L ax,min become myelinized, we get the following relation for lissencephalic brains:
where σ and s are as above (Section 2.1); L ax,min = 0.04 mm; and A c = S c . P w,liss = 6% expresses the upper limit percentage of (equivalent) cerebral volume that is white matter (compare with the 5% of the regression fit above). This relation is shown by the left curve in Figure 2a .
For the white matter of convoluted cerebrums (in the dataset: A c > 2000 mm 2 ), one can distinct between intra-and extra-gyral long-range connections. Since the number of gyri increases with the size of the cerebrum, the volume of intra-gyral connections per unit cortical surface area can be expected to be independent of cerebral size. The extra-gyral connections the other hand will depend on the cerebral size. Thus, for convoluted cerebrums we expect the white matter volume to be the sum of two factors, one scaling with a power of 1 and the other with a power of 3 2 of the cerebral surface area: where the equivalent white matter thickness T w,max = 0.4 mm and the minimal percentage of white matter for convolute cerebrums P w,conv = 3%. The equation fits the data well, as shown in Figure 2a ,b. The values may seem small, but that is because they are expressed to equivalent volume, i.e., the volume of a lissencephalic cerebrum of the given cortical surface. The total R 2 = 0.996, which is better than the simple, single-parameter model (eq. (8)), but which is not too surprising, given that four parameters were fitted for the extended model.
The discontinuity of equations (9) and (10) might seem to contradict the main surface-volume relation (eq. (7)). However, the white matter represents only a small fraction of the volume.
Notice that the single-parameter model (eq. (8)) is in fact a first-order approximation of the complex model (eqs. (9) and (10)). The linear terms in the equations represent relatively minor corrections to the overall 3 2 power scaling with the cortical surface.
Discussion
Compared to other scaling relations known for animals over a wide size range, the scaling relations of the mammalian brain are remarkably regular and remarkably linear on a double-logarithmic scale. This has been known for a long time but the reasons have remained elusive, because the power laws that are obtained by such linear regressions on log-transformed data are incompatible with isometric scaling laws. Here, for the first time, a theory is developed that fully explains these narrow scaling relations. Moreover it predicts these relations with parameters that are physiologically meaningful, determined by the central functions of the cerebrum -processing and transmitting information-and that can in part be derived from independent measurements. These parameters are s, t local , and the quadratic relation between connection length and information resistance. The scale-invariant sphericity s is assumed to be constant, though, as indicated from the standard deviation, it shows considerable variation. The effect of such variations mainly affects the predictions for small cerebrums, as shown by the sensitivity analysis (Supplement 1: Fig.  S3 ).For lissencephalic cerebrums, the deviations from the scaling relation are well explained by the variations in the sphericity factor. It should be noted that the scale invariance of s does not imply true isometric scaling, because each value of the sphericity parameter (except the perfect sphere itself) can be achieved with a whole family of shapes. The empirical value s ≈ 1 2 thus only tells that the cerebral volume is about half of the volume expected for a perfect sphere of the same outer surface.
The t local parameter expresses the information resistance on the local scale, but is also a length measure for the local networks. The measure expresses equivalent length (cf. section 2.2). That is, even if 3.5 mm may appear very little, it is equivalent to the size of the largest lissencephalic cerebrums. This is in the order of the size of the gyral lobes of convoluted brains. The largest cerebrums closely approximate the limit relation t local . That means, such large cerebrums effectively function more like a communicating cluster of local processing centers than as a global processor. Following the sensitivity analysis, the confidence margins of t local may be as much as ±1 mm. Further, the model is only a first order approximation in so far, that axonal lengths show a wide distribution within a cerebrum [27, 28] . Further the regional properties are likely to vary [1] . Finally, there is evidence that the transition from lissencephalic to convoluted brains differs between Glires and Primates [7] . This would indicate that the t local is smaller for Primates than for Glires, leading to a smoother surface in the latter.
Third, it was estimated that the information resistance increases quadratically with connective distance, but this may not be entirely accurate. As a comparison, the scaling law was also estimated with a linear scaling of information resistance with connective distance (Supplement 1: Fig. S3 ).The quality of the fit is remarkably insensitive to such a seemingly grave difference.
The present approach to isometric scaling differs in two ways from earlier ones. First, instead of allowing for scaling relations of any power (which is implicit in the method of linear regression on the log-transformed data), only natural scaling powers were applied. The justification for this is simple: any deviation from a natural power relation is by definition not isometric scaling, and therefore unlikely to produce a simple, narrow scaling relation. Second, on theoretical considerations the volume is to be regarded to depend on cortical surface. To the knowledge of the author, all approaches so far have spontaneously assumed that the cortical surface is a function of the volume (i.e., is the dependent variable). Although this makes sense in many organs where surface is needed for efficient exchange, think of lungs and gills for oxygen and carbon dioxide or body surface for heat exchange, this is not sensible for the cortical surface.
Several studies have developed a theoretical approach to explain the empirical scaling relations [2, 12, 14, 15, 36] . Different to these studies, the present approach started from the notion that the computational power and information transfer are the most likely candidates as basic parameters in shaping the cortex. Since computational power depends directly on the number of neurons, which is again constant per cortical surface, it follows that cortical surface is to be taken as the independent parameter. Still, the relations are mainly based on relatively scarce data from heterogenous sources as collected by [4] and [2] . It would therefore be highly valuable to improve the measurements, and with modern imaging techniques it is feasible to measure much larger samples within species in a much more automated manner [26] . Such databases with larger samples should also enable to test more specific patterns such as developmental and gender patterns [37] as well as local differences between regions of the cerebrum.
The strength of the new scaling relations is that they started from the simplest assumptions and the fewest number of parameters possible. Still, even if the presented scaling laws describe the scaling relations far better than earlier approaches, this is not a proof that the laws are correct. There are different functions with remarkably similar shapes that would fit the data equally well. Thus, it is to be preferred to derive the scaling relation on the basis of theoretical considerations and then to test it to the available data.
The result suggests that the structure of our cerebrum has landed us in a local optimum, because the wrinkled surface structure makes that many distances are longer than necessary (think of the two flanking sides of a sulcus). In a nuclear structure such as the birds' cerebrum this problem does probably not exist [38] .
In conclusion, the general basis for scaling of the cerebrum is the cortical surface area, A c . The equivalent volume is the volume the cerebrum would have if its surface were lissencephalic (so for convoluted cerebrums the equivalent volume is much larger than the actual volume). Second, the amount of white matter in the cerebrum forms only a small fraction in most brains, roughly 5% of the equivalent volume. The exact amount of white matter slightly deviates from this for brains of small size, and due to the complex shape of large convoluted brains.
Third, the relation between cortical surface and cortical volume could be fitted using just a single parameter, t local = 3.5 mm. The underlying theory is based on efficient information processing and transmission. The t local of 3.5 mm is consistent with an average gyral width of about 10 mm, and a maximal lissencephalic radius of 10 mm (≈ 2 · 10 2 mm 3 volume). The theoretical foundation of the scaling laws suggests that the functions of the cerebrum, i.e., processing and transmission of information also are central in defining its macroscopic shape. This in turn suggests that the local structures in the cerebrum are also strongly related to their function, which is consistent with the fact that primary sulci tent to be located at the primary sensory and motor regions. Also the theory driven approach allows to make specific predictions for the remaining interspecific variations. It seems likely that the same scaling law should also be applicable to the cerebellum, with the difference that the t local will be smaller. Also, it seems likely that there are regional variations of t local , especially in large cerebrums [39] .
Thus, the volume to surface relation does seem to be optimal. The optimization criterion is derived directly from the central function of the cerebrum: the processing and transfer of information. This result also has a direct and important consequence for the way the brain works, because it means that small cerebrums work fundamentally differently to large cerebrums. Whereas a in a small cerebrum (say, a mouse's) processes a unit, our cerebrum functions more as a cluster of local processing units (the gyri) between which relatively little information is exchanged. This is important, e.g., when comparing the behavior of mice and man. matter and white matter of cerebral cortex. Proc. Natl. Acad. Sci. USA, 97 (10) [10] Gross, C. G. 1999 Brain, vision, memory: Tales in the history of neuroscience. Bradford books.
[11] Le Gros Clark, W. 1945 Deformation patterns on the cerebral cortex. In Essays on growth and form, pp. 1-22. Oxford: Oxford University Press. Properties of the scaling law
The limit behavior of equation (7) is visualized in Figure 1 on a double-logarithmic scale. For clarity, the data are plotted on a linear scale in Figure S1 . The linear presentation of the data stresses that vast range of cerebral sizes, considering that the bottom panels of the figure present a range (indicated by small squares) that is hardly visible on the top panels. The figure also gives a better impression of the non-explained variance, and shows why it is necessary to estimate the quality of the model on a logarithmic scale. The model also predicts the equivalent cerebral thickness T c , in equation (6). This relation is presented in Figure S2 . It shows again the very good fit of the model to the data.
Sensitivity of the scaling law
The model was based on a quadratic relation between brain size and information resistance for long-range axonal connections (see section 2.4), but there are no reliable data to tell whether this really is the correct relation. A linear relation would result in the following model:
This equation would make the model prediction slightly less convex (see Fig.  S3 ), but the prediction almost as good as the original model (T max = 4.9 mm; R = 0.996). As shown in Figure 1b , the fit of the scaling law (eq. (7)) does not make systematic errors. Provided that the model is correct, the errors that do remain can be caused by two main types of causes: measurement errors and true variations of the model parameters. The measurement errors are difficult to estimate because Hofman's dataset is based on a large number of studies from different authors. Moreover, each data point represents just a single sample from a species, so intraspecific variability is not known. Instead we can estimate the influence of variability of the model parameters.
The sphericity parameter, s, estimated from 23 measurements of the dataset of Hofman [1] had a standard deviation (SD) of 0.09. This variability may again partially reflect measurement errors. The range of the SD is indicated in Figure  S3 . This shows that variations in the sphericity parameter mainly affect the model predictions for the small range of the cerebrums. In this range, most of the variability of the data is within the model range of s ± 1 SD.
To estimate the sensitivity of the model to variations in the only fitted parameter, the maximal equivalent thickness t local . Changes in t local affect the model in the range of large cerebrums. To illustrate this, the total range of t local ±1mm Figure S3 : Sensitivity of the scaling law (depicted is the equation (s1) for a linear relation between information resistance and path length). Blue-shaded range: the limits of ±1 standard deviation (SD) of s; red-shaded range: t local ±1 mm.
s ± 1 SD and t local ± 1 mm is underlaid in red in Figure S3 . Including these variations, 26 of 37 (70%) of the data fall within the modeled range.
Supplement 2: Earlier theories
The theory of brain scaling has a long history. It is outside the scope to give a complete listing and I am not even sure to know all theories. A few are worth treating in in more detail though because they are cited and mentioned frequently.
Surface-volume relations
The theories for the convoluted surface area of the cerebrum seem to have to longest history Baillarger [2] , Gross [10] . For a review, see [1] . For a long time it has been thought that the folding is a result of a large cortical area being fitted inside a comparably small space inside the skull. This model apparently dates back to Le Gros Clark [4] , and has been modeled numerically in a slightly modified form [5, 17] . However, for this model to work, one has to assume that the grey matter is incompressible, rubber-like in the dimensions parallel to the surface, and that the white matter is viscous. These are highly unlikely properties making the model as a whole questionable. Moreover, the model does not make any predictions as to the scaling relations of the cortical surface area. The theory favored by Hofman, and that still seems to be popular was developed by Prothero & Sundsten [6] in a number of works. According to this model, the gyral width and height are governed by the white matter of the longrange axonal connections. The strongest prediction of the model is that there exists an upper limit to the size of the cerebral cortex. The strongest weakness of the model is that it approximates the cerebrum with a cubical core of white matter which has a surface of equally-shaped gyral ridges, separated by sulci of equal depth. In such a design, the gyri of a large cerebrum cannot contain any white matter. However, in a true cerebrum, the depth of neighboring sulci shows strong differences, so in practice this is unlikely to present a real design problem to the cerebrum.
According to one intuition the space required by the site matter is a shaping factor for the gyri [6] . According to a second notion, the anisotropic material properties of the grey and white matter are essential shaping factors. For example, according to an early proposal, the cortex behaves like a thick, lubricated rubber sheet that is packed inside a skull that is too small for its surface [4] . It will fold (as Le Gros Clark demonstrated experimentally) because the sheet is hardy compressible in the tangential directions. This proposal has also been modeled numerically in a slightly modified form [5] . In this model, the cortical sheet did not grow against a skull, but against a compliant centripetal force.
A very interesting mechanism for the development of folding has been made by Van Essen [7] . According to Van Essen, the mechanical stiffness of axons make that the cerebral white matter is a highly anisotropic material [8] . It seems plausible that the mechanism of Van Essen accounts for the development of the relationship between cerebral volume and cortical surface.
Grey-White matter volume
Zhang & Sejnowski [9] claimed that the relation between grey and white matter volume in the cerebral cortex describes a monotonic power relation. However, in the same study, the authors acknowledged that the relations of the grey and white matter volumes (V g , V w ) to the total volume (V c = V g +V w ) appear just as impressively linear on a double logarithmic scale and that this is mathematically inconsistent: if V w = kV (Fig. S4) . So what is the problem here?
Part of the problem is, that in all but the largest brains the white matter volume is almost negligible with respect to the grey matter volume. Thus, the grey to total matter volume has a slope of almost exactly 1 on the double logarithmic scale for most of the range and flattens off a little at the end of the range. The relations of V w to V g and V c have slightly more variability, and so it is more difficult to decide how linear they really are. Thus, empirical double logarithmic plots are very fine, but the conclusion that they follow a simple power relation on the basis that a relation is straight on the double-logarithmic scale, even over a wide range, must be taken with care.
A "general law"?
Zhang & Sejnowski [9] also derived what they called "a general law" to predict the relation between the grey and white matter volume. Unfortunately, there was a circularity in their equations as I demonstrate here. To avoid confusion, I will use symbols that are consistent with the present work.
Zhang and Sejnowski started with two assumptions. (1) That there is a direct linear relation between the cortical surface area (A c ) and the physiological crosssectional area (PCSA) of the axons. (2) That the global geometry minimizes the average length of the axonal fibers (L ax ). This latter assumption is somehow incomplete, because the shortest average length would obviously be zero.
The grey matter volume V g is simply the surface A c times the equivalent thickness T g (cf. eq. (4)):
Given assumption no. 1, the white matter volume V w is:
Zhang and Sejnowski divided by 2 to acknowledge that axons have a start and an end, but a proportion of axons connects to basal ganglia and thalamus, so I simply put in the constant c 1 here and assume that it is scale-invariant. The crucial step now is to obtain the relation between G and W . Zhang and Sejnowski simply postulated that the total grey matter volume V g depends on the average axon length L ax . To match the dimensions they assumed that V g = c 2 L 3 . They tested this postulate against a family of alternative postulates in which L 3 is replaced by L 3−n X n with n < 2 and X another length measure [9] applied to the total to white matter volume relation, on a double-logarithmic scale. The biological range is indicated by the box. Blue: power fit to V c − V w ; red: fit to V g − V w relation; green: fit to V c − V g relation. Note that the red curve matches the blue one reasonably well, but the green one is unrealistic. B. The volumes of grey and white as a relation of the sum of both. The diagonal lines show the relations y=x and y=x/2. Note that the grey matter volume drifts between the two relations by definition as the relative proportion of white matter volume increases.
such as the cortical thickness T or average gyrus length, etc. They then showed that L ax is smallest for the original postulate, assuming that all alternative parameters X < L. Combining this postulate with equations (s2) and (s3) yields the "universal scaling law":
This formulation is misleading because according to equation (s2) V g equals T g A c so "the law" really states:
so, in fact, the equation does not directly link W and G at all. If we replace V w again with equation (s3) we obtain again the postulation, so we have not learned anything. The circularity in the derivation of their law occurred in their equation [13] , where they substituted the axonal length from their equation [2] (eq. (s3)), which already been substituted in their equation [5] (i.e., the "universal scaling law", eq. (s4)).
Other relations
The theoretical approach by Changizi [10] is interesting for its attempt to explain a whole set of scaling relations of the mammalian cerebrum at once, and thus aiming at a general theory, instead of focussing on just one relation at the time. A weakness of his approach is that it is based on the power fitted from double-logarithmic relations of a long, heterogenous list of studies, without any reference to the quality of these fits. For example, he lists a power of 0.08-0.197 for the relation between cortical thickness and grey matter volume although this relation deviates strongly from a power relation (cf. Fig. S2 ). His model consists of two parts. The first part predicts that the number of synapses per volume of dendritic tree is a scale-invariant constant. However he fails to mention the implicit assumption that the branching rate must be independent of dendritic length. The second part builds upon this, and a number of farreaching assumptions. For example, it is assumed that each region of the brain connects to a limited, fixed fraction of other regions, independent of the number of regions in the cerebrum. Not only is the fraction of connected regions assumed constant, also the fraction of neurons connected to in each connected area is assumed constant.
A recent modeling approach has been presented by Mota & HerculanoHouzel [11] , to develop a computational framework for the data on cell counts in the cerebrum and other brain regions in a large range of mammals by Susana Herculano-Houzel et al. [12] [13] [14] [15] [16] . This model treats the cerebral volume as the sum of grey and white matter. It has neurons, axons and glia as major parameters, and is explorative in nature, meaning that it is an attempt to list and identify probable parameters that underly the empirical scaling laws. The main result is that it is a complex matter.
Supplement 3: Validation data
The data used for validating the scaling laws were taken from Toro [17] , Zhang & Sejnowski [9] , and Hofman [1] .
