Radar emitter identification based on machine learning technology at present mostly assumes that the test set is identically distributed with and the training set, which causes the classification effect is not well when the database samples and the true distribution of the signals are biased. Thus, the theory of transfer learning is introduced into the identification system, and a radar emitter signal identification method based on structural discovery and re-balancing is proposed. By means of database data and target data clustering analysis and re-sampling, correct the distribution and put the new data to the Support Vector Machine (SVM) for training and identifying reconnaissance samples. The simulation results show that the classification performance of the Support Vector Machine model in the new training sample set has been greatly improved.
INTRODUCTION
The radar emitter recognition problem can be attributed to a pattern classification problem, that is, a classification process based on the extracted feature parameters combined with radar database. Machine Learning as a kind of intelligent data analysis tools, can simulate human learning behavior and improve the computer's learning ability. It attracted wide attention of researchers in the field of radar emitter recognition [1] .
From the 80s of the last century, the artificial neural network is introduced to the radiation source identification by the British Navy [2] . A lot of researchers continue to explore the application of machine learning in radar emitter recognition field, and have achieved good results in the Neural Network [3] , Support Vector Machine Learning [4] and Ensemble Learning [5] etc. However, these experiments are based on the training set and the test set identically distribute. In practice, the detection sample can not reflect the real distribution of the signal because of limited time of reconnaissance, so that the recognition effect is greatly reduced.
Transfer learning relaxes the training data and tests data to obey independent and identically distributed assumption. So the domain or task involved in learning can be subject to different marginal probability distribution or conditional probability distributions. It is considered as a new strategy for machine learning under the minimum supervision cost [6] . It has been widely used in Text Classification [7] , Video Recognition [8] , Natural Language Processing [9] and other fields. The absence of radar database samples results in a bias between the signal sample and the database sample. To solve this problem, a new method of radar emitter recognition is studied based on the BRSD [10] . Transfer learning algorithm in this paper. The first part of this paper describes the model of the radar emitter recognition. The second part focuses on a new method based on the transfer learning algorithm, which the training sample is missing due to insufficient data. On the basis of theoretical analysis, the performance of the algorithm is verified by computer simulation in the third part. The fourth part is the conclusion of this paper.
RADAR EMITTER RECOGNITION MODEL
In the field of radar emitter recognition, the method of "one to one [6] " is used for multiple classification. The character database of the radar emitter is 
is the sample data set to be identified,
T j
x represents the feature vector of the j-th sample, the data amount is T N . As an important aspect of artificial intelligence technology, machine learning studies rules from training data, and uses these laws to predict new data. A classifier based on machine learning is essentially a mapping ' :
cx is an estimate of the true mapping c( )
x , which is unknown. The sample form used to train the classifier is ( , ) SS ii xy. The purpose of machine learning is to construct a function ' c , so that it can approach c as closely as possible, Then it will accurately predicts the attribute information of the source to be identified.
The known data samples S iS X  x and corresponding label S S j y Y  are input into the classifier for training, and the characteristic of the signal to be identified is input into the trained classifier, so that the corresponding signal class and radiation source information can be obtained.
It is proved by the paper [3] that the normal vector of the optimal hyper-plane can be expressed as a linear combination of support vectors:
Where V is the support vector set. It is shown that the support set fully describes the characters of the whole sample set, and has the same classification characteristic as the sample space. The optimal hyper-plane of the SVM is completely determined by the support vector. Based on it, although the standard SVM doesn't have the enough ability of the real-time training, but it can be improved by online learning.
RADAR EMITTER RECOGNITION METHOD BASED ON TRANSFER LEARNING
The joint distribution of the two sources is different when the signal of the source to be identified is not in accordance with the radar database, i.e.,     ,,
ST P x y P x y  . Since the database samples are different from the samples to be identified, the model '( ) cx based on S D is applied to T D , so it is difficult to guarantee the reliability of the model. The transfer learning method generates a new training sample set by analyzing the data distribution between the source domain and the target domain to train the classifier, so as to improve the generalization ability of the learning model in the target data set.
To facilitate understanding, an example of two dimensional data is used to demonstrate the basic idea of this method. As shown in Figure 1 , the training sample is represented by a solid point. The sample to be identified is represented by a hollow point, and the triangle and square represent different classes. It can be seen from Figure  1 (a) , when the training sample is biased against the sample to be identified, the learning model obtained by the training sample has poor recognition results for the recognition samples.
First, the structure information is found by clustering the entire data set (Figure 1  (b) ). Secondly, through re-sampling process, a new training sample set with smaller deviation than the sample to be distributed is selected from each cluster in the same proportion. The training is carried out with this new training sample set (Figure 1 (c) ).
The newly trained learning model (Figure 1 (d) ) has better classification results for recognition samples. When clusters contain fewer samples, it is assumed that the internal data distribution is the same. It can be proved [11] that the new training sample selected from the same proportion in each cluster is consistent with the total data set without bias.
SIMULATION EXPERIMENT AND ANALYSIS
Validate the performance of the method according to the actual data of five types of radar emitter (including short-range search, medium-range search, remote search, missile guidance, tracking measurement). The characteristic parameters are shown in TABLE I. The signal samples are generated for a series of simulation. According to the statistical characteristics of the signal, the samples are generated by simulation, and some samples are taken out in proportion, and the remaining samples are used as the original database (the deletion rate is the proportion of excluded samples to the total sample).
Because the Support Vector Machine has the advantages of simple structure and global optimum, it exhibits excellent performance in solving the small sample and nonlinear problems. So SVM is selected as classifier, and radial basis function is used as the kernel the radial basis function is the core, and the penalty factor is set 100 C  . The classic K-means and DBSCAN algorithms are used to cluster the data sets in this paper. There are large fluctuations although the K-means algorithm is the average of many experiments, and the clustering effect depends on the number of sub-classes.
Since the prior information about the number of clusters of signals to be identified is less, it is considered that the K-means algorithm is not suitable for the clustering of radar emitter signals. The DBSCAN algorithm is a clustering algorithm based on density. It does not need to set the number of sub-classes, and can automatically discard the sample points which are recognized as noise. It is less affected by outliers, and the experimental results are relatively stable. So the distribution structure of radar signal samples is analyzed by using DBSCAN algorithm.
Re-sampling is implemented using
as a ratio, and the results are compared with those directly using database samples as training sets to train classifiers. The experimental results are shown in TABLE II (BOLD data identifies the result after the migration algorithm is processed). The variation trend of recognition rate under different errors is shown in Figure 2 . Respectively under 4%, 6%, 8% and 10% error conditions, the recognition results are compared before and after the transfer learning algorithm, as shown in Figure 2 .
It can be seen that when the database samples are missing, the recognition rate of training samples directly using the database declined significantly in the loss rate of more than 30%; and the samples after equilibrium classifier recognition rate of training decreased slightly, but remained stable. The validity of the method is proved.
CONCLUSIONS
In this paper, a method of radar emitter recognition based on transfer learning is proposed to solve the problem of poor classification result when the radar database and the real signal distribution are biased. The method reduces the distribution error between training set and sample to be identified by finding the sample distribution structure, and effectively solves the problem of emitter identification when the training sample is missing due to insufficient data. In order to analyze the sample distribution, the method needs to cluster and analyze the signal, so that the recognition effect is not good when the measurement error is large, and how to improve the recognition rate under large error conditions will be the focus of the next phase of the study.
