This paper proposes a deep learning-based Mandarin-Tibetan cross-lingual speech synthesis to realize both Mandarin speech synthesis and Tibetan speech synthesis under a unique framework. Because Tibetan training corpus is hard to record, we train the acoustic models with a large scale Mandarin multispeaker corpus and a small scale Tibetan one-speaker corpus. The acoustic models are trained with deep neural network (DNN), hybrid long short-term memory (LSTM), and hybrid bi-directional long short-term memory (BLSTM). We also further extend our Chinese text analyzer by adding a Tibetan text analyzer for generating context-dependent labels from input Chinese or Tibetan sentences. The Tibetan text analyzer includes a text normalization, a novel Tibetan word segmentation that combines a BLSTM with conditional random field, a prosodic boundary prediction, and a grapheme-to-phoneme conversion. We select the initials and the finals of both Mandarin and Tibetan as the speech synthesis units to train a speakerindependent mixed language average voice model (AVM) with DNN, hybrid LSTM, and hybrid BLSTM from Mandarin and Tibetan mixed corpus. Then the speaker adaptation is applied to train speaker-dependent DNN, hybrid LSTM, or hybrid BLSTM models of Mandarin or Tibetan with a small target speaker corpus from an AVM. Finally, we synthesize the Mandarin speech, or Tibetan speech though the speaker-dependent Mandarin or Tibetan models. The experiments show that the hybrid BLSTM-based cross-lingual speech synthesis framework is better than the other two cross-lingual frameworks and the Tibetan monolingual framework. The mixed Tibetan training corpus does not influence the voice quality of synthesized Mandarin speech. Furthermore, the hybrid BLSTM-based cross-lingual speech synthesis framework only needs 60% of the training corpus to synthesize a similar voice as the Tibetan monolingual framework. Therefore, the proposed method can be used for speech synthesis of low resource languages by borrowing the same tremendous resource language's corpus.
I. INTRODUCTION
In recent years, cross-lingual speech synthesis has been a popular topic in text-to-speech synthesis (TTS) research [1] , [2] . Since cross-lingual speech synthesis can synthesize speech in different languages with the same or a different speaker's voice, it has been widely used in human-computer interaction, The associate editor coordinating the review of this manuscript and approving it for publication was Jenny Mahoney. bilingual teaching, oral dialog, and other aspects, as well as being of great significance for promoting language communication in multilingual areas.
Generating natural speech from text remains a challenging task in past decades. Speech synthesis technology has roughly gone through three phases over time, including unit selectionbased concatenative speech synthesis, hidden Markov model (HMM)-based statistical parametric speech synthesis (SPSS), and end-to-end speech synthesis. The unit selection-based concatenative speech synthesis [3] , which concatenates small units of the pre-recorded waveforms together by unit selection algorithm, is state-of-the-art for many years. The HMM-based SPSS has been the most popular acoustic model since the 1990s [4] , [5] . Generally speaking, SPSS pipeline usually consists of three parts [6] including a complex text frontend to extract various linguistic features from raw text, a duration model, an acoustic model to learn the transformation between linguistic features and acoustic features, and a complex signal-processing-based vocoder to reconstruct waveform from the predicted acoustic features. Many techniques such as adaptation, interpolation, eigen-voice, and multiple regression have been proposed for changing voice characteristics, speaking styles, and emotions in SPSS [5] . These methods not only have a better quality of synthesized speech than the unit selection-based concatenative speech synthesis, but it also can synthesize different speakers' speech. However, the synthesized speech of HMM-based SPSS is muffled compared with natural speech.
Deep learning technology has become a major method in SPSS since 2006. The main network architectures of deep learning include deep neural network (DNN) [7] - [9] , long short-term memory (LSTM) and bi-directional long shortterm memory (BLSTM) [10] . Compared with the traditional HMM-baed SPSS methods, deep learning-based methods can learn a better relationship between linguistic features and acoustic features. The voice quality of synthesized speech by the deep learning-based methods is better than that of the HMM-based speech synthesis methods. Recent research on attention-based sequence-to-sequence (seq2seq) models are demonstrated to outperform the SPSS by several end-toend TTS systems [11] , [12] . The attention-based end-to-end TTS can automatically learn alignments and mapping from linguistic features to acoustic features. These systems can be trained on <text, audio> pairs without complex languagedependent text frontend. However, such systems need a significant amount of corpus for training, while recording large-scale corpus is difficult for low resource languages.
Because it is tough to collect minority language corpus in China, the voice quality is reduced for the Tibetan TTS only using Tibetan training corpus. Therefore, using large scale majority language corpus to realize a cross-lingual speech synthesis can improve the voice quality of synthesized low resource minority language's speech. Besides, since there is still no complete Tibetan text analyzer [13] , this also limits the application of the Tibetan TTS. The crosslingual speech synthesis methods mainly include the unit selection-based methods [14] , [15] and the SPSS-based methods [16] , [17] . Since the SPSS-based techniques have been the most successful approach for cross-lingual speech synthesis, we have realized an HMM-based Mandarin-Tibetan cross-lingual speech synthesis [18] , [19] . However, our previous work did not finish a Tibetan text analyzer leading to the poor voice quality of synthesized speech. Although DNN-based speaker adaptation [22] , [23] has been adopted in various neural networks-based TTS applications [20] , [21] , the adaptation method has not been applied to the Mandarin-Tibetan cross-lingual speech synthesis. To address these limitations, we adopt a deep learning-based framework to realize the Mandarin-Tibetan cross-lingual speech synthesis. We have achieved a Chinese text analyzer in the previous work. In our new work, we firstly complete a Tibetan text analyzer for generating context-dependent labels from Tibetan sentences. The text analyzer includes a text normalization, a word segmentation, a prosody prediction, and a grapheme-to-phoneme conversion. Then we use the initials and the finals of Mandarin and Tibetan as the speech synthesis units to train a speaker-independent mixed language average voice model (AVM) with DNN, hybrid LSTM, and hybrid BLSTM from a large Mandarin multi-speaker corpus and a small Tibetan one-speaker corpus. Finally, the speaker adaptation is applied to train the speaker-dependent DNN, hybrid LSTM, or hybrid BLSTM models of Mandarin or Tibetan with a small target speaker corpus from an AVM. The Mandarin speech or Tibetan speech is synthesized by the speaker-dependent Mandarin or Tibetan models. Additionally, the paper examines the smallest corpus for synthesizing speech with satisfactory voice quality results. For speech synthesis of low-resource languages, it is significant to study the most small corpus for synthesizing speech with satisfactory voice quality.
The rest of the paper is organized as follows. We firstly introduce the recurrent neural network-based modeling for temporal sequences In Section II. Then we give out our framework of deep learning-based Mandarin-Tibetan crosslingual speech synthesis in Section III. In Section IV, we introduce the Tibetan text analyzer that includes text normalization, word segmentation, prosody boundary prediction, and grapheme-to-phoneme conversion. We explain the representation of the linguistic features, including mixed linguistic full context-dependent labels and question set in Section V. The experimental setup and experimental results are presented in Section VI, while the discussion of the results is given in Section VII. Finally, a brief conclusion and future work are provided in Section VIII.
II. RECURRENT NEURAL NETWORK-BASED MODELING FOR TEMPORAL SEQUENCES
A Recurrent Neural Network (RNN) is different from other feed-forward networks in its ability to model temporal sequences. However, the standard RNN structure is challenging to model long-term dependencies because of the vanishing gradient problem. The most effective way to address this issue is to use the LSTM variant of RNN. In this section, we present a brief description of the LSTM and BLSTM network.
A. LSTM
The critical component of the LSTM [24] is the memory cell and the gates. Fig. 1 illustrates a single LSTM memory cell. The LSTM memory cell is implemented as the following. This structure allows information to be retained across many time-steps and also allows gradients to flow over many timesteps. Therefore, LSTM can effectively capture long-term temporal dependencies. It has been widely used in natural language processing and acoustic modeling for speech synthesis.
where σ is the sigmoid function; i t , f t , o t and c t are the outputs of input gate,forget gate, output gate and cell memory at t time, respectively. h t and x t stand for hidden layer outputs and input vectors at t time, respectively. W, R are the weight matrices of input and recurrent units, respectively. p, b are the peep-hole connections and biases, respectively. represents element-wise product.
B. BLSTM
The disadvantage of LSTM is that it can only access the previous inputs. BLSTM can access both the preceding and succeeding inputs utilizing the bidirectional architecture [25] . We unfold the BLSTM network forward and backward in time step, as shown in Fig 
III. THE FRAMEWORK OF DEEP LEARNING-BASED MANDARIN-TIBETAN CROSS-LINGUAL SPEECH SYNTHESIS
The framework of deep learning-based Mandarin-Tibetan cross-lingual speech synthesis is shown in Fig. 3 .
In the training stage, a large multi-speaker Mandarin corpus and a small one-speaker Tibetan corpus are used to train a Mandarin-Tibetan cross-lingual speakerindependent AVM. Since speech assessment methods phonetic alphabet (SAMPA)-based grapheme-to-phoneme conversion of Mandarin and Tibetan has been designed to take into account the similarities and differences of pronunciation between Mandarin and Tibetan in generating context-dependent linguistic features [18] , the AVM can be considered the transformation of all speakers' global linguistic features. In the speaker adaptation stage, a speakerdependent target language acoustic model is re-trained using a small target language speaker corpus based on the speakerindependent AVM.
In the speech synthesis stage, the input sentence is firstly labeled by the text analyzer to generate the context-dependent labels. The context-dependent labels are then fed into the speaker-dependent acoustic model of the target language to generate the acoustic parameters. The WORLD [26] vocoder is finally used to generate the speech waveforms from the acoustic parameters.
IV. TIBETAN TEXT ANALYSIS
We further developed a Tibetan text analyzer based on the Mandarin text analyzer we have realized for the Mandarin-Tibetan cross-lingual speech synthesis. The framework of Tibetan text analysis is shown in Fig. 4 . The input Tibetan sentence is first normalized. Then the word segmentation is subsequently implemented on the normalized sentence to obtain the word boundary. The prosodic boundary prediction is then carried out to get the prosodic word boundary and prosodic phrase boundary. Finally, the SAMPA-based pronunciation of Tibetan characters is obtained through a grapheme-to-phoneme conversion.
A. STRUCTURE OF TIBETAN CHARACTER
A Tibetan character is a phonetic character, but its spelling structure is different from that of English with full linear spelling. Tibetan character has a unique two-dimensional structure because of its horizontal spelling and vertical spelling. The spelling order for Tibetan character is prescript, superscript, radical, subscript, vowel, postscript, and postpostscript. The Tibetan character is monosyllabic, and the radical is the core of the syllable. A syllable has at least one radical. The longest syllable consists of seven parts, as shown in Fig. 5 .
The Tibetan alphabet has 30 consonants. Each consonant letter can be regarded as a single syllable with a vowel /a/. When consonants become syllables, they all have fixed tones: 14 high-pitch tones (labeled as f) and 16 with low-pitch tones (labeled as v). The consonants /rav/, /lav/ and /saf/ can be used as superscripts, /yav/, /rav/, /lav/ and /wav/ can be used as subscript, /kav/, /tav/, /pav/, /mav/, /av/ can be used as prescripts, /kav/, /ngav/, /tav/, /nav/, /pav/, /mav/, /av/, /rav/, /lav/, /saf/ can be used as postscripts, and /taf/, /saf/ can be used as post-postscripts. In modern Tibetan, the use of postpostscript /taf/ has decreased, and there is a trend of gradual loss.
B. TEXT NORMALIZATION
Text normalization is the process of converting non-Tibetan characters and abbreviated words into Tibetan characters to determine pronunciation. Non-Tibetan characters in input text mainly include Chinese words, English characters, numbers, and other symbols. These non-Tibetan characters need to be converted into corresponding Tibetan characters for further text analysis. Normalizing abbreviated words is key to text normalization due to the high frequency of these words in Tibetan sentences. We designed a set of rules for recognizing abbreviated words and adopt the add-restore method to normalize the abbreviated words according to [27] , [28] .
C. WORD SEGMENTATION
A Tibetan paragraph has apparent signs of separation between syllables and syllables, as well as sentences and sentences. Therefore, it is not difficult to segment a text into sentences and segment a sentence into syllables. Tibetan sentence is very like the Chinese sentence that has no distinct separator between Tibetan words. Therefore, to obtain the Tibetan word boundary for speech synthesis, we need to perform the word segmentation on Tibetan sentence. Traditional Tibetan word segmentation mainly relies on the combination of rule-based methods and statistics-based methods [29] . Here we proposed a BLSTM with conditional random field (BLSTM_CRF)based method, as shown in Fig. 6 to obtain the Tibetan word boundary [30] . CRF models are typical discriminatively trained models for sequence segmentation and labeling. CRFs do not have the strict assumption of independence as HMMs so that they can contain arbitrary, overlapping, and agglomerative observation features from both the past and future. CRFs calculate the joint probability of the entire sequence of labels given the observation sequence. Maximum entropy Markov models (MEMMs) use per-state distribution exponential models for the conditional probabilities of the next states given the current state. Therefore, CRFs solve the label bias problem, and, more significantly, that CRFs perform better than HMMs and MEMMs when the true data distribution has higher-order dependencies than the model [31] .
Although BLSTM learns the context-dependent information, its independent classification decisions are limiting when there are strong dependencies across output labels. In word segmentation tasks, the ''word-formation'' characterizes interpretable words of tags imposes several hard constraints (e.g., B cannot follow B) that are impossible to model with independent assumptions. Therefore, the output of the BLSTM layer is linearly projected onto a layer whose size is equal to the number of tags. Instead of using the softmax output from this layer, we use a CRF layer to take into account neighboring tags in Fig. 6 . For a normalized input sentence X = {x 1 , x 2 , · · · , x n } containing n words, and a tag sequence of sentence y = (y 1 , y 2 , . . . , y n ), each word is represented as a d-dimensional vector by word2vec. We define its prediction score s(X, y) to be
where P is the matrix of scores output by the BLSTM network. P i,y i corresponds to the score of the y i tag of the i th word in a sentence. A is the transition scores matrix of the CRF layer, A y i ,y i+1 corresponds to the score from the tag y i to tag y i+1 .
In the training, we maximize the following log-likelihood functions
where Y X represents all possible tag sequences for an input text X.
In the decoding, the optimal sequence y * is given as follows
D. PROSODIC BOUNDARY PREDICTION
It is necessary to acquire the prosodic features from input Tibetan sentences for synthesizing higher quality speech. Similar to Mandarin, the prosodic hierarchy of Tibetan can also be divided into prosodic words, prosodic phrases, and intonation phrases. The boundary of intonation phrases is easy to determine. Tibetan punctuation marks are the boundary of intonation phrases. For prosodic word boundary and prosodic phrase boundary, we use a new feature named adjacent degree to describe the relationship between grammatical structure and prosodic structure. A transformbased error-driven learning algorithm is applied to predict the boundary of prosodic words and prosodic phrases [32] .
E. TIBETAN GRAPHEME-TO-PHONEME CONVERSION Mandarin and Tibetan use different Pinyin systems to label pronunciation. However, since Mandarin and Tibetan belong to the Sino-Tibetan language family, these two languages have many similarities concerning linguistics and phonetics. We designed a SAMPA-based Mandarin and Tibetan grapheme-to-phoneme conversion based on analyzing the similarities and differences of pronunciation between Mandarin and Tibetan [18] .
V. LINGUISTIC FEATURES A. MIXED LINGUISTIC CONTEXT-DEPENDENT LABELS
All initials and finals of Mandarin and Tibetan, including silence and pause, are used as the speech synthesis unit. A six-level HMM-based speech synthesis system (HTS) context-dependent label format is designed by taking into account the following context-dependent features [18] .
• unit level: the {pre-preceding, preceding, current, succeeding, suc-succeeding} unit identity, position of the current unit in the current syllable • utterance level: whether the utterance has question intonation or not, the number of {syllable, word, prosodic word, phrase} in this utterance.
B. QUESTION SET
The essence of TTS based on deep learning is to use deep neural networks to realize the nonlinear mapping between input context-dependent labels and output acoustic features. Therefore, we need to transform the HTS-based contextdependent labels into continuous or binary vectors based on the designed question set to serve as the input of deep neural networks. Different from context-dependent labels, the question set consists of 44 classes of pronunciation information and 31 classes of prosody information, which mainly classify the basic features of pronunciation units and prosodic information.
We use a context-dependent question set of Mandarin to design a common question set for both Chinese and Tibetan. The question set extends the related questions of Tibetanspecific synthesis units to reflect the special pronunciation of Tibetan. Therefore, the question set covers the prosodic features and pronunciation information of Mandarin and Tibetan. We designed two kinds of questions starting with QS and starting with CQS, respectively, as shown below. The question set starting with QS is similar to the question set in HTS format. It is used to transform the context-dependent labels into binary vectors. The question starting with CQS is used to transform the context-dependent labels into continuous vectors.
VI. EXPERIMENTS A. CORPUS
In the experiment, we used one male and seven female speakers' recordings (169 sentences per person, total 1352 sentences) from the EMIME Bilingual Speech Database [33] as the Mandarin corpus. We selected a female speaker's 800 utterances of Tibetan Lhasa dialects as the Tibetan corpus. All recordings and synthesized speeches were saved in the Microsoft Windows WAV format as sound files (monochannel, signed 16 bits, sampled at 16 kHz).
B. EXPERIMENTAL SETUP
Three kinds of TTS frameworks, including DNN, hybrid LSTM, and hybrid BLSTM, were compared in the experiments. The architectures of these frameworks are shown in Table 1 .
The DNN-based framework consists of four feed-forward hidden layers with 512 units. We used the mini-batch stochastic gradient descent (SGD) algorithm to train the acoustic model. The mini-batch size was 128. In the training AVM, the momentum was fixed to 0.9. The learning rate was fixed to 0.002 for the first 10 epochs and then halved for the remaining epoches. In the speaker adaptation, the momentum was also fixed to 0.9. The learning rate was fixed to 0.001 for the first 10 epochs and then halved for the remaining epochs.
The hybrid LSTM-based framework consists of three hidden DNN layers with 512 units and a single LSTM layer with 256 memory blocks. The upper hidden LSTM layer follows the lower hidden DNN layers. The parameters of models were randomly initialized and trained using the backpropagation through time (BPTT) algorithm. In the training AVM, the learning rate was fixed to 0.0015 for the first 20 epochs and then halved for the remaining epochs. In the speaker adaptation, the learning rate was fixed to 0.002 for the first 5 epochs and then halved for the remaining epochs. Adam optimizer was performed in the training AVM and speaker adaptation stage.
The hybrid BLSTM-based framework consists of three hidden DNN layers with 512 units and a single BLSTM layer with 256 memory blocks. The upper hidden BLSTM layer follows the lower hidden DNN layers. The training schedule was the same as the hybrid LSTM-based network.
Each framework realizes the monolingual synthesis of Mandarin and Tibetan as well as the cross-lingual synthesis of Mandarin and Tibetan. In the monolingual synthesis of Mandarin, the input vectors of all neural networks consist of 425 dimension features, of which 416 are derived from context-dependent labels to reflect linguistic features. Due to the more complex linguistic features of Tibetan compared to Mandarin, the input vectors of all neural networks consist of 1,183 dimension features, of which 1,174 are derived from context-dependent labels to reflect the linguistic features in the monolingual synthesis of Tibetan. For the crosslingual synthesis of Mandarin and Tibetan, the input feature vectors of all neural networks include 1,255 dimensions, 1,246 of which are derived from context-dependent labels. The remaining 9 of all neural network input vectors are frame position information in phoneme and HMM states. The frame alignment and state information were obtained from the forced alignment using a mono phone HMM-based system with 5 emitting states per phone.
We use the WORLD vocoder to extract 60-dimensional Mel-generalized cepstral (MGC) coefficients, 5-dimensional distortion of band aperiodicities (BAP) coefficients, and 1dimensional logF0. The output vectors of the neural network include MGC, BAP, logF0, and their deltas and delta-deltas in addition to one-dimensional voiced/unvoiced binary features, totaling 187 dimensions.
The input features are normalized by min-max to [0.01, 0.99], while the output features are normalized by 0 mean and unit variance before training. In the speech synthesis stage, the WORLD vocoder is also used to generate waveforms.
To evaluate the quality of synthesized speech, we trained the following models for three TTS frameworks.
Tibetan speaker-dependent (TSD) model: We use one female speaker's Tibetan corpus (800 utterances) to train the TSD model. We compare the quality of synthesized speech in three frameworks, including TSD-DNN, TSD-LSTM, and TSD-BLSTM.
Mandarin speaker-dependent (MSD) model: 7 female speakers' Mandarin corpus (a total of 1,183 utterances) are firstly used to train the Mandarin speaker-independent average voice model. Then one male speaker's corpus (a total of 169 utterances) is used to train the MSD module. We compare the quality of synthesized speech in three frameworks, including MSD-DNN, MSD-LSTM, and MSD-BLSTM.
Speaker adapted target language model: First, we use a one female Tibetan speaker's corpus and seven female Mandarin speakers' corpus to train the Mandarin-Tibetan cross-lingual AVM model. Then we train the Tibetan speaker adapted-target (SATT) language model and the Mandarin speaker adapted-target (SATM) language model from the AVM model by using speaker adaptation techniques. The SATT model is transformed from the AVM model by using 800 Tibetan training utterances. The SATM model is transformed from the AVM model by using one male Mandarin training utterances. We also compare the quality of synthesized speech in three frameworks, including SATT-DNN, SATM-DNN, SATT-LSTM, SATM-LSTM, SATT-BLSTM, and SATM-BLSTM.
In the experiment, 10% of the utterances were randomly selected as the test set, 10% of the utterances were used as the development set, and the remaining were used as the training set.
C. OBJECTIVE EVALUATIONS
In the objective evaluations, we calculated the distortions between the acoustic parameters of the original speeches and the predicted parameters of each model, including Melcepstral distortion (MCD), distortion of BAP, F0 root-meansquare error (RMSE) and voiced/unvoiced error (V/UV). The objective evaluation results of the TSD model and MSD model are shown in Table 2 and Table 3 , respectively. The objective evaluation results of the SAT for Mandarin (SATM) and Tibetan (SATT) are shown in Table 4 and Table 5 , respectively.
D. SUBJECTIVE EVALUATIONS
For subjective evaluations, 20 utterances were randomly selected from the test set. We conducted a mean opinion score (MOS) test, degradation mean opinion score (DMOS) test, and AB preference test to evaluate the quality of synthesized speech. We invited 30 native Mandarin and 30 native Tibetan listeners as subjects. Mandarin subjects were invited to evaluate the MSD and SATM models, while Tibetan subjects were invited to assess the TSD and SATT models. In the MOS test, subjects were asked to rate the naturalness of the synthesized speech using a 5-point scale score. The average MOS scores of synthesized Tibetan and Mandarin speech are shown in Fig. 7 and Fig. 8 .
In the DMOS test, the synthesized utterances and their corresponding original recording formed a pair of speech files for each model. We randomly played each pair of speech files to the subjects with the order of the original speech after synthesized speech. The subjects were asked to carefully compare these two files and evaluate the degree of similarity of the synthesized speech to the original speech on a 5-point scale score. A 5-point score represents synthesized speech that is very close to the original speech, while a 1-point score represents synthesized speech that is very different from the original speech. The average DMOS scores of synthesized Tibetan and Mandarin speech are shown in Fig. 9 and Fig. 10 .
In the AB preference test, the sentences were the same in both items within a pair. Each pair of synthesized utterances was played at random. The subjects were asked to listen and judge the quality of which utterance was better (or ''neutral'' means that the subjects had no preference). The preference results of the synthesized Tibetan and Mandarin speech are shown in Table 6 and Table 7 .
In the speech synthesis of low-resource languages, it is significant to study the smallest corpus for synthesizing speech with satisfactory voice quality. Based on the above experimental setup, we used {100, 200, 350, 500} Tibetan training utterances of one female speaker and a seven-female Mandarin corpus to train the BLSTM-based AVM model. In speaker adaptive transformation, the training Tibetan utterances were {100, 200, 350, 500}, respectively. The objective measures of different settings are shown in Table 8 . When the number of training utterances was approximately 500 utterances, the MCD was 7.388, BAP was 0.173, F0 RMSE was 33.038, and V/UV swapping errors were 6.708. These measurements are similar to those of the monolingual BLSTM framework trained with 800 utterances.
VII. DISCUSSION
In objective evaluations, the findings can be analyzed as follows.
Firstly, although the DNN-based TTS framework map linguistic features to acoustic features frame by frame through multiple hidden layers, the temporal information of speech is not explicitly modeled.
Secondly, the hybrid LSTM network can directly model temporal information of the speech. However, the hybrid BLSTM network can capture the forward and backward input features for a given frame. Therefore, the acoustic model of the hybrid BLSTM-based TTS framework is better than other frameworks.
Thirdly, the size of the hybrid BLSTM model of each TTS framework is the largest, and the size of the DNN model is the smallest, which is also consistent with the training time of the model. The training time of the hybrid BLSTM model is about three times that of the DNN model. At the same time, because the SATM model and SATT model have the same architecture, the model size of each category is almost the same. Finally, for Tibetan, the objective results of the SATT model are better than that of the TSD model. That is because Mandarin and Tibetan belong to the Sino-Tibetan language family, so they have many internal similarities. A set of SAMPA is designed to label the pronunciation of the initial and the final of both Mandarin and Tibetan syllables according to the similarities in pronunciation between Mandarin and Tibetan. The same pronunciation of Mandarin and Tibetan is represented as the same symbol in SAMPA. Interestingly, the deep neural network can learn these similarities. Therefore, we find that the quality of synthesized Tibetan speech can be improved by adding a Mandarin corpus in the TTS experiment of low resource language. If there are similarities between the two languages (such as Mandarin, Tibetan, and Yi), our framework can be applied to those language's crosslingual speech synthesis.
All subjective evaluations are consistent with objective evaluations in several ways.
• The hybrid BLSTM-based TTS framework provides the best quality of speech in naturalness, speaker similarity and preference of synthesized speech.
• Due to the supplement of the Mandarin corpus, the voice quality of synthesized Tibetan speech by the crosslingual TTS frameworks is better than that of the monolingual TTS frameworks.
• In the AB preference test, we can further confirm that the synthesized Mandarin speeches by the cross-lingual TTS frameworks are not significantly different from the speech synthesized by the monolingual Mandarin TTS framework.
From the results of Table 8 , we can also find that the hybrid BLSTM-based cross-lingual speech synthesis framework only needs 60% of the training corpus to synthesize a similar voice as the Tibetan monolingual framework. It may be of guiding significance to the recording of the low resource TTS corpus.
VIII. CONCLUSION AND FUTURE WORK
In this paper, we further our previous work to realize a deep-learning-based Mandarin-Tibetan cross-lingual speech synthesis. We adopted the DNN, hybrid LSTM, and hybrid BLSTM in work to improve the voice quality of synthesized Mandarin and Tibetan speech. We also finished a complete Tibetan text analyzer to improve our previous work. Therefore, the work realized a integral Mandarin-Tibetan cross-lingual text-to-speech synthesis that can convert any Chinese or Tibetan sentence to corresponding Mandarin speech or Tibetan speech. Objective and subjective experiments demonstrated that the hybrid BLSTM-based crosslingual speech synthesis framework was not only better than the other two cross-lingual frameworks, but also the Tibetan monolingual framework. The mixed Tibetan training corpus did not influence the voice quality of synthesized Mandarin speech. Furthermore, we also investigated how to use the least corpus for synthesizing Tibetan speech with satisfactory voice quality. Therefore our method would be valuable to construct a speech synthesis system for low resource minority languages by borrowing a similar majority language's speech resources. Future work will focus on expanding the corpus and realize speech synthesis of other minority languages (such as Yi, and Kham dialect) by borrowing large-scale Mandarin corpus. Further work will also attempt to study how to use new methods such as end-to-end framework and reinforcement method to realize a cross-lingual speech synthesis for improving the voice quality and expressiveness of synthesized speech.
