Although variable renewable energy (VRE) technologies with zero marginal costs decrease electricity prices, the literature is inconclusive about how the resulting shift in the supply curves impacts price volatility. Because the flexibility to respond to high peak and low offpeak prices is crucial for demand-response applications and may compensate for the losses of conventional generators caused by lower average prices, there is a need to understand how the penetration of VRE affects volatility. In this paper, we build distributed lag models with Danish and German data to estimate the impact of VRE generation on electricity price volatility. We find that in Denmark wind power decreases the daily volatility of prices by flattening the hourly price profile, but in Germany it increases the volatility because it has a stronger impact on off-peak prices. Our analysis suggests that access to flexible generation capacity and wind power generation patterns contribute to these differing impacts. Meanwhile, solar power decreases price volatility in Germany. By contrast, the weekly volatility of prices increases in both areas due to the intermittency of VRE. Thus, policy measures for facilitating the integration of VRE should be tailored to such region-specific patterns.
Introduction
The adoption of variable renewable energy (VRE) technologies is having profound consequences for the electric power industry. For example, buttressed by subsidies and priority grid access, solar and wind power generation in Germany comprised 25% of national electricity output in 2013 and facilitated a 30% reduction in CO 2 emissions relative to 1990 levels (von Hirschhausen, 2014) . Likewise, neighbouring Denmark has adopted VRE-friendly policies enabling it to meet nearly 40% of its electricity needs through wind (Energinet.dk, 2015) . However, similar shares of VRE generation in different electricity markets have resulted in contrasting effects on daily price volatility, which will affect the profitability of conventional power plants. Indeed, via a supply-function equilibrium model, Green and Vasilakos (2010) demonstrate that the incorporation of intermittent renewable resources can increase price volatility in the British electricity industry. Such a change in market dynamics will likely lead to an optimal generation mix using more gas-fired plants in the long run (Green and Vasilakos, 2011) . Hence, understanding how VRE generation affects price volatility and uncovering the drivers of these effects is important for both power companies and regulators dealing with a transition to a more sustainable energy system.
While fundamental models are often used to examine policy implications, e.g., in terms of transmission expansion to accommodate increased VRE capacity (Egerer et al., 2013) , such models need to be sufficiently detailed to capture the subtle changes that we seek to detect here. In particular, building and calibrating large-scale fundamental models with interconnected regions is often confounded by the complexities of deregulated electricity industries and the associated data requirements at the plant level, for example. By contrast, since the electricity industry is one of the few infrastructure industries with liquid markets and publicly available data on prices as well as cross-border transmission flows, we exploit this feature in taking an empirical approach to understand the effects of VRE generation on price volatility in Danish and German electricity markets.
Our methodology is largely based on Mauritzen (2010) who represents the volatility of prices via a seasonal autoregressive moving average (SARMA) model in which wind power production is an exogenous variable. This methodology yields results that are straightforward to interpret and makes it possible to develop forecasts for electricity price volatility based on the data from previous days and information on regular consumption patterns. His conclusion is that Danish wind power decreases the daily volatility of the area prices in Denmark. On the contrary, Ketterer (2014) uses a generalised autoregressive conditional heteroscedasticity (GARCH) model and finds that German wind power increases the daily volatility of German electricity prices. Explaining these results using data from the two markets and distilling their implications for electricity markets in general is the objective of this paper.
We proceed by first confirming the differing impacts of wind power on price volatility in these two markets and then explaining them by dividing the dataset into peak and off-peak hours with separate regressions for each subset of hours. This allows us to analyse changes in volatility by relating them to supply-curve elasticities and to the patterns of wind and solar power production as well as cross-border exchanges. Partitioning the dataset reveals that wind power output decreases daily price volatility in Denmark because wind speeds are roughly evenly distributed throughout the day. Relative to its average electricity demand, Denmark has high transmission capacity to the Nordic countries with large hydropower reservoirs, which may also explain Denmark's reduction in daily price volatility as both peak and off-peak hour prices are estimated to decrease nearly equally due to wind power generation. In Germany, however, there is an increase in price volatility because of greater wind power output during off-peak hours. Moreover, Germany's cross-border transmission lines are smaller relative to its average electricity demand, and it has limited access to flexible hydro generation. As a consequence, prices diverge as the price-decreasing impact of wind power is amplified during off-peak hours. Over a weekly time horizon, the level and the standard deviation of total VRE generation are found to increase the weekly volatility of electricity prices in both countries.
For producers and consumers alike, our empirical analysis not only corroborates earlier findings but also explains them by proposing plausible drivers. The implication of our results is that the allocation of generation and demand is becoming more important as average power prices decrease, but the achievable profit on different days varies significantly. To prevent intermittent renewable generation from threatening the stability of the power system, investments in flexible generation, extensions to the transmission network, integration of adjacent markets, and demand response will be required in the future. Moreover, additional trading opportunities by both producers and large consumers in intraday and balancing markets may be desirable (Mauritzen, 2015) . This paper is organised as follows. In Section 2, we review the literature on the impacts of VRE on Danish and German electricity markets, in particular. In Section 3, we present our model and analyse the time-series data. Section 4 presents the results for the effects of VRE generation on daily and weekly volatility. Finally, in Section 5, we provide conclusions and discuss directions for future research. Details on model selection and robustness checks are provided in the Appendix.
Literature Review
The adoption of wind and solar generation technologies worldwide has necessitated a need to assess both the availability of resources (Yip et al., 2016) and their impact on electricity markets (González-Aparicio and Zucker, 2015) . Many studies have investigated the effect of wind power production on price levels and reached the common conclusion that wind power decreases prices. For example, Jónsson et al. (2010) employ the same hourly Danish wind power forecast data that are used by market players to place their bids. They build a nonparametric regression model to study price levels as well as the distribution of the prices at different wind power levels. Their conclusion is that higher wind power penetration in the day-ahead market decreases Danish prices and volatility substantially.
In Germany, price volatility has been studied by incorporating various market-related measures as exogenous variables (Kalantzis and Milonas, 2013 and Frömmel et al., 2014) . Only recently have there been studies on the direct effects of growing capacity of wind and solar power on electricity prices. Ketterer (2014) finds that higher wind power production leads to higher daily volatility. Moreover, she notes that regardless of the regulatory change in 2010, which forced the German transmission system operators to publish day-ahead forecasts for VRE generation in their area, the volatility-increasing effect has prevailed. Because the price-decreasing impact of solar power is stable during peak hours (Paraschiv et al., 2014) , it is likely that solar power decreases price volatility.
Besides patterns of solar and wind power production, transmission flows also affect the volatility of electricity prices as suggested by the complementarity model by Morales et al. (2011) , who use wind power scenarios as inputs. By adopting the same time-series framework as in Mauritzen (2010) , Mauritzen (2013) investigates how wind power affects the cross-border transmission of electricity between Denmark and Norway. His conclusion is that when more (less) wind power is produced in Denmark, exports to (imports from) Norway are higher while Norwegian hydropower plants produce less (more). Zugno et al. (2013) find a similar pattern between Germany and hydro-dominant Austria and Switzerland, but these transmission lines are closer to congestion. Moreover, the flow to the Nordic countries from Germany is low, and the flow to its neighbouring countries with inflexible generation such as France does not respond much to changes in wind power.
Building on assumptions about extended cross-border transmission and VRE capacity in 2030, Jaehnert et al. (2013) find that price spikes and dips become more frequent in the European power market. Due to the large price difference between the Nordic and German markets, also additional investments in transmission capacity become optimal. In similar scenarios, Farahmand et al. (2012) find that the integration of Nordic and German balancing markets via simultaneous dispatching can reduce balancing costs considerably because VRE generation forecast errors with opposite signs can be netted.
In addition to explaining the results of Ketterer (2014) and Mauritzen (2010) , our approach of dividing the data into off-peak and peak hours contributes to the literature on estimating the impact of renewable generation on electricity price levels (see Würzburg et al. (2013) , Mulder and Scholtens (2013) , Paraschiv et al. (2014), and Gelabert et al. (2011) , for example) by providing insights on how the price-decreasing impact is distributed during the day. To this end, Barthelmie et al. (1996) and Holttinen (2005) suggest that Danish wind power peaks in the afternoon and the effect is more pronounced in summers. On the other hand, He et al. (2012) and Huber et al. (2014) show that German wind power tends to peak at night and also in summer afternoons.
Methodology and Data

Model
To estimate the effect of exogenous variables such as wind and solar power on a dependent variable of interest such as electricity price volatility, we use the seasonally adjusted autoregressive moving average (SARMA(p,q)(P,Q)[s]) model (Shumway and Stoffer, 2011) :
where v t is the dependent variable during time period t and x t a vector of exogenous variables. There are p autoregressive (AR) terms v t−i , q moving average (MA) terms t−i , P seasonal autoregressive (SAR) terms v t−i·s with periodicity of s, and Q seasonal moving average (SMA) terms t−i·s with periodicity of s with the coefficients α i , β i , α i·s , and β i·s , respectively. In other words, the terms v t−i are lagged values of v t and t−i Gaussian white noise error terms. The impact of the exogenous variables on price volatility is estimated by the parameter vector γ using R (R Core Team, 2015).
Summary Statistics
Our data for the two Danish areas (Western Denmark, DK1 and Eastern Denmark, DK2) consist of hourly area prices (in e/MWh), forecasted hourly wind power production (in MW), forecasted hourly demand (in MW), and hourly cross-border flows between zones DK1-NO2, DK1-SE3, and DK2-SE4 (in MW) in the day-ahead spot market (data source Nord Pool . We ignore Danish solar power because of its negligible capacity (Energinet.dk, 2014) . For Germany (DE), we use hourly German prices (in e/MWh, Epex , forecasted hourly wind and solar power production (in MW, EEX Transparency, 2016), forecasted hourly demand (in MW, , and hourly cross-border flows between Germany and France (in MW, . We account for fuel prices by including the daily natural gas spot price (in e/MWh, at the NetConnect Germany hub, Bloomberg L.P., 2016). The dataset spans 1 January 2010 to 31 December 2014 and 1 January 2012 to 31 December 2014 for Denmark and Germany, respectively. The dataset for Germany is restricted by public data on cross-border flows.
Because prices are calculated by the exchanges, there are no measurement uncertainties or gaps. We employ VRE and demand forecasts for modelling instead of realised values because only forecasts are available for market participants when determining their bids to the day-ahead market. Thus, prices and volatility are affected by bidding decisions, which might have been different under perfect knowledge of forecast errors. For Germany, there are a few missing days in the ENTSO-E demand forecast time series; for these, we use realised values. Following the convention of the exchanges, we also divide the dataset into three blocks called off-peak 1 hours (from 12 AM to 9 AM), peak hours (9 AM to 9 PM), and off-peak 2 hours (9 PM to 12 AM).
Our measure of price volatility for day d in Equation (1) is the logarithm of the standard deviation calculated from hourly prices p h and the average daily price
As an example of longer time windows, we consider weekly price volatility, which is computed from daily average prices p d and weekly average prices p w = 1 7
We take the natural logarithm to make the time series stationary and to improve the model fit. Also, all exogenous variables x t in Equation (1) except for cross-border flows are transformed into natural logarithm form, and, thus, their coefficients γ can be interpreted as elasticities. This assumption of constant elasticity between the exogenous variables and price volatility is more reasonable than assuming that changes in demand, for example, lead to equal changes in price volatility at different demand levels. Because cross-border flows take positive and negative values depending on the direction of the flow, we scale the figures by 1000 MW to obtain values close to those of the logarithmic variables. Figures 1a, 1b , and 1c show the average hourly price profile for DK1, DK2, and DE, respectively, resulting from demand patterns. During morning and evening high-load hours, the price is usually driven by thermal plants with higher marginal costs of production. In low-load times, such as night time, prices are set by thermal plants lower in the merit order. On the other hand, Figures 2a, 2b , and 2c show how the daily volatility of DK1, DK2, and DE prices has developed from 2010 to 2014, respectively. There is no clear increasing or decreasing trend in the price volatility of the areas, but the average volatility of Danish prices is lower than that of Germany. Figures 3a and 3b confirm that Danish wind power peaks in the afternoon. In turn, Figure 3c shows that the production of German wind power is highest at night. The solar power profile in Germany is similar in each month with production only from 6 AM to 8 PM ( Figure 4 ). We define the wind and solar power penetration during period t as the share of average wind or solar power generation (wind t , solar t ) of the average demand (load t ) during that period t.
wind pen t = wind t load t and solar pen t = solar t load t (4)
Stability Checks
We confirm the stationarity of the time series by applying the augmented Dickey-Fuller (ADF) test. 10% level until lag 15 except for German solar power, solar power penetration, and gas price, which are differenced to make them stationary. For weekly data, since the gas price, Danish exports, German wind and solar power, and their penetration fail the test already at low lags, we difference these time series. Table 12 shows that all time series pass the test after differencing except for weekly average solar power generation and penetration, which reduces the robustness of the results on their impact. In the regressions, we will use the differenced variables prefixed with ∆ whenever necessary. For the notation, please refer to Table 1 . Autocorrelation (ACF) and partial autocorrelation functions (PACF) of the dependent variable in Equation (1) can be used to specify the order (p,q)(P,Q)[s] of the model. The ACF and PACF of daily price volatility time series from DK1 and DK2 in Figures 5a, 5b, 5c, and 5d, respectively, and from DE in Figures 5e and 5f have high peaks at the first lag and then near multiples of seven indicating a weekly pattern in price volatility (Shumway and Stoffer, 2011) . All autocorrelation functions have a downward trend as older data is less relevant.
For both Denmark and Germany, we select the model (1) by stepwise addition of independent variables starting from a SARMA(1,0)(1,0) [7] model, as indicated by the ACF and PACF plots. In the selection process, we omit all exogenous variables x t and require all coefficients α and β to be statistically significant at the 5% level. If a variable in a particular model (p,q)(P,Q) becomes statistically insignificant, then we do not add new variables because they are likely to be insignificant, too. Also, if the addition of a new variable does (e) ACF of DE price volatility.
(f) PACF of DE price volatility. not improve the Akaike Information Criterion (AIC) compared to the previous model, then we stop. To compare the candidates obtained in this process, we assess the AIC score, perform the Ljung-Box (L-B) test for residual autocorrelation, and examine the Q-Q, ACF, and PACF plots of the residuals of the models. Because of the large number of observations, we can expect to obtain unbiased estimators and residuals with little serial correlation. The model selection results are reported in Tables 13-15 of the Appendix, where we have omitted models that fail improve the AIC score or have insignificant variables. We note that the optimal fit would be obtained if model (1) were to be specified separately for each subset of exogenous variables x t . However, very different specifications could make it difficult to compare the effect of the exogenous variables. Therefore, we present results for alternative model specifications in Tables 16-18 of the Appendix to see the sensitivity of the results obtained using the above process.
Results
Daily Volatility
We run separate regressions for both Danish areas, DK1 and DK2, and Germany, DE, to estimate the impact of different explanatory variables on the corresponding area price volatility. For all areas, we obtain the following SARMA(2,1)(2,1) [7] model (see Table 13 for model search iterations) Average export/import during week w (GW) gas w Average gas price during week w (e/MWh) The AR(1) and AR(2) terms account for short-term price volatility development, and the SAR(1) and SAR(2) terms deal with the weekly seasonality in the data. Adding MA(1) and SMA(1) terms provides stochastic parts to the development of the price volatility and improves the fit of the model. Various exogenous variables with the associated parameters, i.e., the term γ x t in Equation (1), are added to the right-hand side of this model. For example, model 1 for DK1 in Table 2 is
In Tables 2 and 3 , the main finding is that the coefficient for wind power, wind d , in DK1 at −0.0892 and in DK2 at −0.0696 in model 1 is statistically significantly different from zero at the 1% level according to a Z-test. For both areas, the interpretation is that increasing the amount of daily wind power production by 1% decreases the daily volatility of prices by 0.06 − 0.09%.
1 The effect is slightly stronger in DK1 than DK2, most likely due to the combination of higher wind power capacity and lower demand in DK1. Moreover, model 2 in Tables 2 and 3 indicates that the higher the wind power penetration, wind pen d , is, the lower the price volatility. Mauritzen (2010) runs similar regressions with a SARMA(2,2)(1,2)[7] model. Our result for DK1 is in line with Mauritzen, but his estimate for the coefficient for DK2 is not statistically significant. The most probable explanation for the difference is that his data span 2002 to 2007, whereas our more recent dataset includes higher wind power capacity in DK2, and, thus, its market impact is likely to be stronger.
In models 3 and 4, we control for exports to and imports from hydro-dominant Sweden and Norway in morning off-peak, peak, and evening off-peak hours (exim , respectively) and find nearly unchanged coefficients for wind power in both areas. The same is true for wind power penetration in model 5. Because the spot market transmission flows are likely to be endogenous with the price volatility, we cannot draw causal conclusions about their impact (Mauritzen, 2013 ). However, model 4 for DK1 suggests that exports during morning off-peak hours are positively correlated with daily price volatility, but, during peak hours, the correlation is negative. This is explained by the fact that greater difference between the peak and off-peak hours implies high exports (imports) in the off-peak (peak) hours. By contrast, for DK2, the impact of cross-border exchange is inconclusive in model 4, which can 1 Consider a model ln y = α + β z + γ ln x. Fixing z, with two different values, x 2 and x 1 , we have
deviates from the true value of be attributed to the fact that DK2 is connected only to the SE4 bidding area with practically no hydro reservoirs, whereas DK1 is connected to large reservoirs in bidding areas NO2 and SE3 (Nord Pool Spot, 2014) . These results are in line with Green and Vasilakos (2012) , who find that Denmark exports excess wind power to Norway and Sweden in off-peak hours, in particular, and that the volume of this exchange is higher for DK1 than DK2.
With model 6, we test for the impact of the first difference of natural gas prices, ∆gas d , and find no statistically significant effect on DK1 and DK2 daily price volatility. We note that the daily changes in natural gas spot prices are small, and, thus, they are unlikely to affect short-term bidding behaviour significantly. Moreover, some producers may have longer-term gas contracts instead of relying on spot gas. Increasing the daily German wind power, wind d , by 1% increases the daily volatility of German prices by 0.03% as indicated by model 1 in Table 4 . The result is in line with Ketterer (2014) whose estimate from a rolling regression ranges from 0% to approximately 0.05%. However, when the first difference in daily solar power production, ∆solar d , increases by 1%, the daily volatility of German prices decreases by 0.04% in model 2. This indicates that also a higher absolute level of solar power leads to lower daily price volatility. Model 3 confirms the signs of the coefficients in the presence of both wind and solar power. Yet, when we combine wind and solar power in variable vre d in model 4, the coefficient becomes statistically insignificant, which is likely to be caused by the opposing effects of wind and solar power. We arrive at the same conclusions by using the penetration of wind, solar, or the combined generation, i.e., wind pen d , solar pen d , and vre pen d , respectively, as an exogenous variable in models 5-7.
Controlling for the cross-border flow between Germany and France in model 8 keeps the coefficients for wind d and ∆solar d close to the earlier estimates. Positive and negative coefficients for the morning off-peak and peak hour transmission flow (exim op1 d and exim p d ), respectively, suggest higher price volatility when exports change to imports during the day. Finally, model 9 shows, in agreement with the result for Denmark, that the first difference of gas prices, ∆gas d , does not have an impact on the daily volatility of German prices.
For all areas, the AIC scores in Table 13 improve after adding the exogenous variables to Equation (5). In Tables 2-4, we report the lag at which the Ljung-Box test fails at a 1% significance level. The models for DK2 have some autocorrelation at lag 9, but the models for DK1 and DE perform well with all lags. However, Figures 6a-6c show that the ACF plot of the residuals of model 1 for DK1 and DK2 and model 4 for Germany stay within the 95% confidence interval with very few exceptions. As a cross-check, we estimate alternative models (see Table 16 ) and find that the estimated parameters for wind and solar power are robust with respect to the specification. 
Analysis of Intraday Effects
Next, we investigate further why wind power decreases the daily volatility in Denmark but increases it in Germany. Given the hourly price profiles in Figures 1a, 1b, and 1c , the volatility-increasing impact of wind power can be explained if prices in off-peak 1 and 2 decrease more than during peak hours, leading to divergent prices. On the other hand, the volatility will decrease if peak prices decrease more than off-peak prices so that the hourly price profile becomes flatter.
To test these possibilities, we perform similar regressions as in the previous section for each block, except that the logarithm of the standard deviation of hourly prices, v d , is replaced by the logarithm of the average price of each block (p steps in Table 14 show that the best models for DK1, DK2 and DE are SARMA(2,1)(2,1) [7] , SARMA(1,2)(1,2) [7] , and SARMA(1,1)(1,2) [7] , respectively, using data for peak hours. However, the addition of exogenous variables to these model causes many variables become statistically insignificant (see Table 17 ). Therefore, we step down to a simpler SARMA(2,1)(1,1) [7] model, which for DK1, DK2, and DE differs only by 2.13, 21.64, and 5.25 from the best models in terms of AIC score, respectively. Moreover, the results for different areas can be more readily compared by using a common model. Nevertheless, we consider the best area models in Table 17 of the Appendix. The final SARMA(2,1)(1,1) [7] model is as follows
where b is the block ∈ {op1, op2, p}. Similar to the model in Equation (6), the exogenous variables are added to the right-hand side of Equation (7). We note that the instances with a negative average price for a block are removed from our dataset. For DK1, DK2, and DE, there are 13, 10, and 15 such off-peak blocks, respectively. Since the total number of observations is 1813, 1816, and 1081, respectively, we expect that the impact of removing these observations on the coefficients for off-peak blocks is slightly positive at most. Tables 5 and 6 have the results of the regressions for DK1 and DK2, respectively. The coefficient for average wind power during peak hours, wind p d , for example, is at the intersection of row wind d and the column "Peak". Thus, the coefficients for peak-hour wind power, wind and wind op2 d , respectively. Hence, increasing wind power in the peak hours, for example, by 1% causes a 0.07% and 0.06% decline in the average peak price in DK1 and DK2, respectively. Our approximate estimate of the average price-decreasing impact of doubling wind power penetration, wind pen d , at 6% is comparable to Jónsson et al. (2010) who estimate that increasing wind power penetration from 20% up to 40% decreases DK1 prices approximately 10%.
2 Figure 3a shows that in Denmark there is a peak in wind output during peak hours, which amplifies the total impact of wind power on peak hours relative to off-peak hours. Combined with the small difference between peak and off-peak hour coefficients, this supports the hypothesis that wind power contributes to the flattening of the intraday price profile by decreasing peak prices more than off-peak prices in absolute terms.
Moreover, exchange with the hydro-dominant Nordic countries may contribute to similar flattening of the intraday price curve as the coefficients for peak hour cross-border flows exim p d are negative at −0.10 and they differ only slightly from those for morning and evening off-peak hours, exim op1 d and exim op2 d , respectively. As the capacities of the associated transmission lines exceed the average DK1 and DK2 wind power forecast in our dataset substantially, the impact of cross-border exchange on DK1 and DK2 electricity prices is significant.
Because the estimated coefficients for the impact of wind power and export in different blocks have higher absolute values for DK1 than DK2, daily DK1 prices are more likely to drop more than daily DK2 prices for a comparable increase in wind power or exports. In agreement with the results in Section 4.1, daily DK1 price volatility is likely to drop more than daily DK2 price volatility due to lower absolute level of prices. For Germany, Table 7 shows that the coefficients for wind power are −0.1530, −0.3073, and −0.1874 for peak (wind The fact that the coefficients for morning and evening off-peak hours in Germany are more negative than the coefficient for peak hours indicates that the supply curves for offpeak hours are more sensitive than the supply curves for peak hours. Indeed, Paraschiv et al. (2014) find that the impact of wind power on German prices has been up to 3.5 times higher in the morning off-peak than in the peak hours, but the difference has decreased over time. Thus, if there is an increase in wind power production during off-peak hours, then prices will fall more than in peak hours for a comparative increase in wind output. This is true especially in morning off-peak hours where the impact is twofold.
In addition, the fact that German wind power peaks during off-peak hours (Figure 3c ) suggests that German off-peak prices can decrease more compared to peak prices in absolute terms, thereby resulting in higher daily price volatility in keeping with the findings of Section 4.1. In practice, this means that morning off-peak prices, in particular, can crash due to the combination of wind power production and low demand. By contrast, peak-hour prices with high demand decrease only slightly.
Increasing the first difference of average German solar power production, ∆solar d , by 1% decreases peak prices by 0.05% as indicated by Table 7 . Furthermore, when we add peak-hour wind and solar power, the parameter estimates for the average combined generation, vre d , and its penetration, vre pen d , are approximately twice as large as the coefficients for wind power, which suggests an equal contribution from solar power. The inconclusive impact of combined VRE generation on German daily price volatility in Section 4.1 can be explained by the fact that the coefficient for wind power in morning off-peak hours at −0.3073 and the coefficient for combined generation in peak hours at −0.3602 are rather close to each other, thereby indicating that these blocks decrease by nearly the same amount. However, because the coefficient for wind power in the evening off-peak hours is less negative at −0.1874, the overall impact of VRE generation on daily price volatility in Germany is likely to be slightly positive on average because evening off-peak hours diverge, which is also supported by the average hourly prices in Figure 1c .
All the coefficients for cross-border flows between Germany and France, exim d , are positive. Germany is a net exporter over these transmission lines meaning that the higher the export from Germany to France, the higher the German prices. Similar to wind power, the higher coefficients for off-peak hours, exim op1 d and exim op2 d , than for peak hours, exim p d , imply a higher price sensitivity during the off-peak hours. However, the magnitudes of the coefficients for exim d are relatively small, which indicates that the cross-border exchange with France has a limited correlation with the German price level. Indeed, the possibilities to balance excess VRE generation are limited as the capacity of these transmission lines is only 30% of average VRE forecast in our dataset and the flows to hydro-dominant Austria and Switzerland approach congestion as the VRE penetration grows (Zugno et al., 2013) .
The AIC scores of the models for Denmark and Germany improve significantly when external variables are added to the model in Equation (7). Ljung-Box tests for some models fail already at low lags, which indicate that there is some serial correlation in our models. We estimated models with additional AR and MA terms, which pass the Ljung-Box test up to lag 30, and find that the estimated parameters for DK1, DK2, and DE external variables in Tables 5, 6 , and 7 are robust. Also, Table 17 shows that the results hold with the best area models, too, although they improve the AIC scores only for Germany.
Weekly Volatility
We now extend the analysis to a weekly horizon by specifying a model that includes the weekly price volatility in Equation (3) and the weekly average wind, solar, and combined production. The general model is
Unlike the daily models, weekly volatility is affected by several factors such as power plant and transmission line availability and changes in bidding behaviour, which may not have any seasonality. Therefore, we start with the simplest models such as AR (1) but try also a four-week, i.e., monthly, seasonality (Weron, 2014) . Table 15 reports the model iterations. For the Danish areas, models with the monthly seasonality show the best performance, but they are found to be statistically insignificant for Germany. AR(1), which is the best model for Germany, fails the Ljung-Box test with Danish data already at low lags. Therefore, we run SARMA(1,0)(0,1) [4] for Danish and AR(1) for German data:
In Equations (9) and (10), the AR(1) term approximates the current volatility with the previous one. In addition, an SMA(1) term in the Danish model (9) deals with monthly seasonality. We find that increasing the weekly average wind power, wind w , by 1% increases the weekly volatility of DK1 prices by 0.18% as indicated by model 1 in Table 8 . For DK2, the effect is inconclusive in model 1 in Table 9 , which may be attributed to lower wind power capacity. These results apply for weekly wind power penetration, wind pen w , in model 2. Furthermore, controlling for the first difference of weekly average exports, ∆exim w , in models 3 and 4 does not change the conclusions for wind power and its penetration. However, the standard deviation of daily average wind power outputs, i.e., the intermittency of daily wind power increases the weekly price volatility by 0.37% and 0.18% both in DK1 and DK2 in model 5, respectively. Similar to the daily volatility results, model 6 shows that the change in weekly average natural gas price, ∆gas w , does not have an impact on the weekly price volatility. Table 18 confirms the conclusions using an alternative ARMA(1,1) model. In Germany, increasing the first difference of weekly average wind power by 1% increases weekly price volatility by 0.11% as suggested by the coefficient for ∆wind w in Table 10 . This is supported by the comparative effect of the first difference of weekly average wind power penetration, ∆wind pen w , in model 2. The positive coefficients for the first differences indicate that higher weekly average wind power is associated with higher weekly price volatility in Germany. However, models 3 and 4 are inconclusive regarding the impact of the first difference in weekly average solar power, ∆solar w , and its penetration, ∆solar pen w , because the coefficients are statistically insignificant. As in the daily volatility model, the effect is likely negative because the coefficient estimates are negative. Consequently, the impact of weekly average VRE generation, vre w , and its penetration, vre pen w , is inconclusive in models 5 and 6, respectively. Nevertheless, increasing the change in the standard deviation of VRE generation, ∆vre std w , by 1% increases weekly price volatility by 0.11% in model 7. In models 8 and 9, the inclusion of weekly average exports, exim w , does not change the earlier conclusions on the impact of weekly wind and solar power. Counterintuitively, we find a negative impact of the first difference of weekly average gas price, ∆gas w , on the weekly volatility of prices, but the very high coefficient, −2.0427, makes the result unreliable. The results for Danish and German VRE generation intermittency, wind std w and ∆vre std w , respectively, can be explained by day-to-day horizontal parallel shifts of the supply curve. When the installed VRE capacity increases, the available supply increases and the parallel shifts are larger, which contributes to the growing weekly volatility. In both countries, the impact can be amplified by highly clustered wind power farms (Elberg and Hagspiel, 2015) . However, the average weekly solar power is not found to contribute to the weekly price volatility, which can be explained by the peak-price-decreasing impact of solar power in Germany.
Conclusions
Our analyses suggest that wind and solar power production have statistically and economically significant effects on day-ahead price volatility in Denmark and Germany. In the short run, Danish daily price volatility is lower when there is more wind power production. By contrast, wind power increases the daily price volatility in Germany. However, our results are aligned with those of Jónsson et al. (2010) , Mauritzen (2010) , and Ketterer (2014) . In Denmark, the price-decreasing impact of wind power is distributed evenly during different times of day, and there is a peak in average wind power production during peak hours. In Germany, off-peak hours are most sensitive to downward pressure in prices, and wind power is, on average, highest during these hours. Also, we find evidence that the contrasting impact of wind power on price volatility is partly due to the fact that Denmark has access to large hydropower reservoirs in the Nordic countries, whereas Germany's cross-border transmission lines are small relative to the size of its power system and it has limited access to flexible generation capacity. On the other hand, solar power is produced only during peak hours, which decreases daily volatility by decreasing high peak hour prices in Germany. Because wind and solar power have opposite effects on daily price volatility, results on their combined impact are inconclusive.
Our weekly results suggest that the standard deviation of daily average VRE generation increases the weekly volatility of Danish and German prices. These impacts can be attributed to the high day-to-day variability of wind and solar power production. Moreover, the higher the average weekly wind power, the higher the weekly price volatility.
In periods with high price volatility, producers and consumers need to optimise their generation and demand allocation to maximise their profits and to minimise their costs, respectively. From the power system point of view, the adoption of more VRE requires mechanisms to cope with intermittent supply and to decrease balancing costs (Kunz, 2013) . The results for Denmark suggest that access to flexible capacity via adequate transmission capacity can reduce short-term volatility. In addition, measures such as i) capacity payments that incentivise flexible plants (Hach and Spinler, 2016) , ii) dispersing wind and solar power farms (Elberg and Hagspiel, 2015) , and iii) integration of adjacent markets (Farahmand et al., 2012) can be utilised. On the consumer side, enhanced understanding of the causes of volatility can be used to design tariffs that incentivise demand response (Dupont et al., 2014) , which is likely to mitigate the costs of balancing caused by the intermittency of VRE.
The limitations of our distributed lag models need to be recognised. First, they estimate a single coefficient to represent the impact of VRE generation on price volatility even if the impact is more dynamic and dependent on the market situation. We have studied only the whole dataset, while the impacts may change over time. Second, the high frequency of trading in electricity markets means that time-series models may not capture processes driving price formation very accurately, which causes errors in the estimated coefficients for VRE. Nevertheless, our checks corroborate the robustness of our findings based on standard time-series methods.
A subject for further research could be to use different modelling techniques. Similar to Ketterer (2014) , the impact of wind power on Danish price volatility could be established using a GARCH model. On the other hand, German price volatility could be explored as a function of time and VRE penetration using the non-parametric regression model of Jónsson et al. (2010) . Also, the link between VRE generation levels and supply curve elasticities can be established more formally using real supply and demand curve data (see Dillig et al., 2016) or agent-based or complementarity models. Another avenue for future research is to estimate the impact of VRE generation on price volatility in other renewable-rich locations such as Spain, Ireland, and California. Moreover, as the absolute value of the VRE forecast errors is likely to increase when the VRE capacity increases, trading volumes and prices on various intraday markets are subject to change. 
