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Thought suggests, and experience confirms,
that such a dogma [that a scientific theory is
none the worse if its premises are unrealistic]
will be self indulging, permitting its practitio-
ners to ignore or play down inconvenient de-
partures of their theories from the observable
real world.
Paul Samuelson.
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Cap´ıtulo 1
Introduccio´n
El trabajo de investigacio´n que se presenta en este documento aborda un problema
financiero, responde a un entorno econo´mico y se enmarca en una discusio´n metodolo´gi-
ca.
El problema tratado concierne a una cuestio´n inherente a toda entidad financiera
dedicada a la banca comercial: el riesgo de incumplimiento, o de impago, al que se
expone en los pre´stamos y cre´ditos que concede. Siendo parte del riesgo de cre´dito,
junto con otras posibles fuentes de incertidumbre, el riesgo de incumplimiento hace
referencia a la potencial pe´rdida ocasionada por la declaracio´n de impago del deudor.
Su correcta medicio´n constituye un problema complejo y relevante para las entidades
por cuatro motivos.
Primero, el impacto en la organizacio´n. Una medicio´n inadecuada no so´lo puede
conducir a la propia insolvencia de la entidad, sino que tambie´n, en un caso menos
extremo, puede llevar a tomar decisiones estrate´gicas incorrectas y a la pe´rdida de
eficiencia respecto a sus competidores. De hecho, la entidad obtiene del ana´lisis y
medicio´n del riesgo de incumplimiento de su cartera informacio´n valiosa para su gestio´n
en a´mbitos como la planificacio´n financiera o la medicio´n del desempen˜o. Se trata, por
tanto, de un proceso ma´s amplio que el mero ca´lculo de la cifra de recursos propios.
Segundo, la necesidad de su tratamiento permanente. La cartera crediticia de la
entidad esta´ viva y var´ıa con el vencimiento y nueva concesio´n de pre´stamos y cre´ditos.
Ello la hace sensible a las decisiones comerciales de la entidad, que pueden modificar su
taman˜o o perfil de riesgo. Incluso si dicho taman˜o y perfil se mantienen fijos, el entorno
econo´mico, cambiante, influye sobre la capacidad de pago de los deudores y hace variar
el riesgo de incumplimiento de la cartera. En consecuencia, su medicio´n supone una
tarea permanente que la entidad nunca puede dar por concluida.
Tercero, la dificultad te´cnica. Una entidad cuenta con numerosos pre´stamos y cre´di-
tos, asociados a distintos productos y perfiles de riesgo, lo que comporta numerosos
eventos de impago integrados en una amplia y heteroge´nea estructura de dependen-
cias entre deudores. Ello exige una modelizacio´n sofisticada y un tratamiento anal´ıtico
cuidadoso. Conlleva adema´s un coste computacional intenso.
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Cuarto, el mandato regulatorio. Adema´s de por su propio intere´s y el de sus accionis-
tas, las entidades bancarias deben medir de forma interna su riesgo de incumplimiento
como parte de las obligaciones normativas a las que esta´n sujetas desde el acuerdo de
Basilea II, [13]. Tambie´n el marco regulatorio sobre stress test, [34], impulsado tras la
Gran Recesio´n, contempla la medicio´n interna del riesgo. Interna significa con base en
los propios modelos de la entidad, complementaria por tanto a la medicio´n regulatoria,
delimitada por las directrices que fijan los organismos supervisores. Esta imposicio´n
refuerza la necesidad de contar con un marco propio con el que medir el riesgo de in-
cumplimiento y, puesto que el enfoque adoptado debe ser defendido ante el supervisor,
exige un esta´ndar de calidad elevado.
El enfoque habitual para analizar y medir el riesgo de incumplimiento en el caso
de la banca comercial parte de un modelo de pe´rdida en el que el impago se considera
un evento dicoto´mico vinculado a un horizonte temporal y cuyo valor esperado es la
probabilidad de incumplimiento del deudor. E´sta no se toma como constante, sino como
una variable aleatoria que comparten todos o parte de los deudores de la cartera. La
distribucio´n escogida para la probabilidad de incumplimiento influye significativamente
en el modelo de pe´rdida y determina, al mismo tiempo, la incertidumbre sobre el
impago, la dependencia entre deudores y la coyuntura que se refleja en el modelo.
Su identificacio´n suele abordarse a partir de series histo´ricas internas de impagos
y supone una tarea cr´ıtica dentro del proceso de ana´lisis y medicio´n. Dicho proceso
conlleva el empleo del modelo de pe´rdida en numerosas aplicaciones, incluida, en espe-
cial, la obtencio´n de distintas me´tricas de riesgo, como la pe´rdida esperada o la cifra de
capital exigible, para el conjunto de la cartera o para alguno de los grupos de deudores
en los que se segmenta e´sta.
El contexto econo´mico es el dado por la severa crisis observada a finales de la
primera de´cada del siglo XXI, bautizada informalmente como la “Gran Recesio´n”. Una
crisis precedida por una e´poca prolongada de desempen˜o econo´mico favorable, la “Gran
Moderacio´n”, que dejo´ paso a un marcado deterioro de la produccio´n, el empleo, la
estabilidad financiera y la solvencia soberana. Iniciada en Estados Unidos y propagada
posteriormente a escala global, afecto´ en mayor medida a aquellas economı´as que, como
la espan˜ola, contaban con fuertes desequilibrios propios vinculados, entre otras causas,
a la burbuja inmobiliaria larvada durante los an˜os de expansio´n.
En el a´mbito bancario, la Gran Moderacio´n supuso bajas tasas de morosidad y
aumento del apalancamiento de empresas y hogares, as´ı como un mayor acceso a la
financiacio´n y plazos y l´ımites mayores en los pre´stamos y cre´ditos concedidos. La
Gran Recesio´n trajo una marcada ruptura materializada en un notable aumento de la
morosidad, la quiebra, intervencio´n o fusio´n de numerosas entidades y la reduccio´n del
balance en otras, as´ı como fuertes restricciones en el acceso al mercado de capitales y
a la financiacio´n minorista.
Entre las causas de este colapso se han sen˜alado la regulacio´n bancaria, por inco-
rrecta o insuficiente, la excesiva benevolencia hacia el endeudamiento privado bajo la
creencia de que se viv´ıa una nueva era marcada por la estabilidad financiera (this-time-
is-different syndrome), la asuncio´n de esquemas de incentivos demasiado sesgados hacia
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los objetivos de corto plazo (disaster myopia) o la confianza injustificada en el creci-
miento ininterrumpido de la economı´a en general y del valor de los activos empleados
como garant´ıa en particular (irrational exuberance).
Esta profunda crisis en el sistema bancario trajo un nuevo desarrollo normativo,
Basilea III, [18] y [15], en el que se corrigen, ampl´ıan y endurecen los requerimien-
tos vigentes durante la Gran Recesio´n. Tambie´n ha surgido desde entonces un intere´s
creciente en los organismos supervisores y en las propias entidades financieras por com-
prender los fallos y limitaciones de los planteamientos actuales para la medicio´n del
riesgo, incluido el de incumplimiento.
La discusio´n metodolo´gica hace referencia al enfoque a seguir en la modelizacio´n del
riesgo de incumplimiento, sobre todo en lo relativo a su distribucio´n de probabilidad,
para la que pueden distinguirse dos corrientes: esta´tica, fundamentada en el ajuste de
una distribucio´n parame´trica, y dina´mica, ma´s cercana a la consideracio´n expl´ıcita de
la probabilidad de impago como un proceso estoca´stico.
Esta disyuntiva, que enlaza con la discusio´n ma´s general sobre el cara´cter estable
o c´ıclico que deben presentar los recursos propios de las entidades, tiene implicaciones
directas en cuestiones como los usos que pueden derivarse del modelo de pe´rdida, la
forma en que e´ste puede integrarse con otras herramientas de gestio´n del riesgo de la
entidad, su interpretacio´n econo´mica o las hipo´tesis que lo sustentan, en especial en lo
que respecta a la dependencia entre deudores. Tambie´n influye en aspectos relativos a
la implementacio´n del modelo, como son la bondad de ajuste a los datos, el proceso
de identificacio´n, estimacio´n o simulacio´n, la incorporacio´n de variables exo´genas o
la flexibilidad ante cambios en el horizonte temporal considerado para el evento de
impago.
La diferencia entre los enfoques esta´tico y dina´mico se refleja tambie´n en las dos
principales clases de distribuciones de probabilidad de incumplimiento que se conside-
ran en la pra´ctica. Por un lado, las condicionadas a un determinado escenario econo´mico
o valor de las variables exo´genas, empleadas sobre todo para el ana´lisis de escenarios y
la prediccio´n y que se enmarcan en la aproximacio´n dina´mica. Por otro lado, las deno-
minadas distribuciones de ciclo completo, de largo plazo o incondicionales, empleadas
para obtener me´tricas de riesgo representativas de un periodo de tiempo prolongado y
que se enmarcan en la aproximacio´n esta´tica.
Ambas tipolog´ıas, condicional e incondicional, poseen caracter´ısticas propias y res-
ponden a planteamientos distintos. Las distribuciones condicionales cuentan con bue-
nas propiedades anal´ıticas, dado que admiten una modelizacio´n probabil´ıstica clara
en te´rminos de sucesos condicionados, mientras que las distribuciones incondicionales
tienen un gran relevancia como instrumento con el que obtener una medicio´n estable,
lo que resulta deseable dado el coste que puede suponer para la entidad una gestio´n
del riesgo demasiado sensible al ciclo econo´mico.
En el contexto que definen los tres pilares anteriores, problema financiero, entorno
econo´mico y discusio´n metodolo´gica, el objetivo de este trabajo es explorar el potencial
de las distribuciones condicionales como instrumento central con el que abordar, desde
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una perspectiva general, el ana´lisis y medicio´n del riesgo de incumplimiento, incluida,
especialmente, la medicio´n incondicional.
Este objetivo profundiza en las l´ıneas desarrolladas en otros trabajos que, como
[143], [106], [36], [140], [161], [132], [131] y [128], tambie´n consideran las distribuciones
condicionales en el estudio de distintos aspectos del riesgo de incumplimiento, como
su evolucio´n temporal, su relacio´n con el ciclo econo´mico, sus determinantes o las
mejores pol´ıticas para su gestio´n o supervisio´n, pero que, no obstante, no abordan un
ana´lisis integral y sistema´tico de su utilidad como herramienta general de modelizacio´n.
Adema´s, este objetivo se relaciona estrechamente con los tres pilares.
En el caso de los problemas aparejados a la medicio´n del riesgo, porque las distri-
buciones condicionales pueden resultar un instrumento eficaz con el que tratarlos. As´ı,
por ejemplo, cuestiones como la eleccio´n del grado de cobertura que deben propor-
cionar los recursos propios o el ana´lisis de la diversificacio´n que generan las distintas
componentes de la cartera crediticia (impacto en la organizacio´n), los determinantes de
la evolucio´n de las me´tricas de riesgo a lo largo del tiempo (tratamiento permanente),
la disminucio´n del coste computacional o la definicio´n de la dependencia entre deudores
(dificultad te´cnica) y la obtencio´n y aplicacio´n de nueva informacio´n sobre la cartera
que mejore la gestio´n de su riesgo (mandato regulatorio) son abordadas en este trabajo
a trave´s de las distribuciones condicionales.
En el caso del entorno econo´mico determinado por la Gran Recesio´n y sus con-
secuencias, porque las distribuciones condicionales, que existen para cada periodo de
tiempo y esta´n bien definidas en te´rminos del suceso condicionante, pueden ayudar
a comprender algunas de las cuestiones clave suscitadas a ra´ız de la Gran Recesio´n:
¿Es realmente posible obtener una medicio´n incondicional? ¿En que´ medida se ve afec-
tada la dependencia entre deudores, as´ı como las me´tricas de riesgo, por el entorno
econo´mico reflejado en el modelo de distribucio´n de probabilidad de incumplimiento?
¿Que´ influencia tiene la ventana temporal empleada como referencia de ciclo completo
en esta clase de medicio´n?
En el caso de la discusio´n metodolo´gica, por dos motivos. Por un lado, porque las
distribuciones condicionales suponen el exponente principal de la aproximacio´n dina´mi-
ca, por lo que profundizar en las primeras conlleva profundizar en la segunda. Por otro
lado, porque el estudio no se limita a las aplicaciones naturales de las distribuciones
condicionales, como son el ana´lisis de escenarios o la prediccio´n, sino que aborda tam-
bie´n la medicio´n de largo plazo, tradicionalmente reservada a la aproximacio´n esta´tica.
Se trata, por tanto, de estudiar la utilidad de la aproximacio´n dina´mica como comple-
mento, e incluso sustituto, de la esta´tica.
El trabajo se estructura como sigue.
En el Cap´ıtulo 2 se introduce el concepto de riesgo de incumplimiento desde la
perspectiva de la banca comercial tradicional. Se revisan sus aspectos teo´ricos, apli-
cados e instrumentales y se plantean los principales problemas asociados a su ana´lisis
y medicio´n, incluyendo las dificultades pra´cticas que enfrenta una entidad financiera.
Se presentan tambie´n las aproximaciones habituales a la modelizacio´n, con especial
16
atencio´n a las que sustentan el desarrollo posterior, y se establece la notacio´n ba´sica
empleada a lo largo del trabajo.
El Cap´ıtulo 3 constituye el nu´cleo del trabajo y se divide en tres partes. En la
primera parte se discuten las debilidades de la medicio´n de largo plazo en presencia de
no estacionariedad en la probabilidad de incumplimiento de los deudores y se exponen
las ventajas teo´ricas y pra´cticas que se derivan de una aproximacio´n alternativa con
base en las distribuciones condicionales. En la segunda parte se propone un modelo
de distribucio´n de probabilidad de incumplimiento coherente con las consideraciones
apuntadas en la primera parte del cap´ıtulo. Este modelo permite abordar una medicio´n
de ciclo completo a trave´s de las distribuciones condicionales y acompan˜a el estudio
del riesgo de incumplimiento efectuado a lo largo del trabajo. En la tercera parte se
aborda una discusio´n minuciosa de los fundamentos del modelo, su relacio´n con otros
trabajos existentes en la literatura, los procedimientos de estimacio´n y simulacio´n y las
consideraciones pra´cticas aparejadas a su aplicacio´n sobre una cartera crediticia real.
En el Cap´ıtulo 4 se estudia emp´ıricamente el riesgo de incumplimiento tomando
como herramienta de ana´lisis el modelo presentado en el Cap´ıtulo 3. Se consideran
series norteamericanas histo´ricas de impagos asociados a las l´ıneas de negocio t´ıpicas
de un banco comercial, como son los pre´stamos a empresas o las hipotecas. Con base
en ellas se define una cartera sinte´tica representativa que sustenta los tres ejercicios
emp´ıricos realizados. En ellos se exploran las principales cuestiones subrayadas en el
Cap´ıtulo 3, como la diferencia entre el marco esta´tico y el dina´mico o la influencia de
la ventana temporal de referencia en la medicio´n de ciclo completo.
El Cap´ıtulo 5 se dedica al ana´lisis del riesgo de incumplimiento en la dimensio´n
temporal, lo que supone centrar el ana´lisis en las distribuciones condicionales y su
potencial para capturar la evolucio´n del riesgo de incumplimiento a lo largo del tiempo.
Se deriva primero un marco anal´ıtico que sustenta el desarrollo posterior, dividido en
dos l´ıneas. Por un lado, la relacio´n entre las me´tricas de riesgo y el ciclo econo´mico,
co´mo y por que´ var´ıan las primeras al variar el segundo. Por otro lado, el empleo de
las distribuciones condicionales como herramienta alternativa con la que abordar de
forma consistente problemas vinculados a la medicio´n de ciclo completo.
En el Cap´ıtulo 6 se aborda la simulacio´n eficiente del modelo de distribucio´n de
probabilidad de incumplimiento propuesto en el Cap´ıtulo 3. E´sta es una cuestio´n de
gran importancia pra´ctica, puesto que la obtencio´n de las me´tricas de riesgo y, en
general, muchas de las aplicaciones del modelo de pe´rdida, exigen simulacio´n Monte
Carlo, lo que conlleva un notable coste computacional. Para este problema se proponen
dos algoritmos que aprovechan el sustento condicional del modelo y permiten distintos
grados de complejidad en su aplicacio´n. Adema´s de ejercicios emp´ıricos en los que se
comprueba la eficacia de ambos algoritmos, se establece su calibracio´n o´ptima y se
discuten detalles de su implementacio´n a nivel univariante y multivariante.
El Cap´ıtulo 7 trata el problema del reparto del capital agregado de la cartera cre-
diticia, estimado a partir del modelo de pe´rdida, entre las componentes que la forman.
Se propone una metodolog´ıa alternativa a la aproximacio´n habitual en el caso del re-
parto de ciclo completo que descansa, como sucede en los desarrollos precedentes, en
17
las distribuciones condicionales e incorpora los resultados obtenidos en el Cap´ıtulo 6.
Adema´s de probar su consistencia y discutir sus ventajas y consideraciones pra´cticas,
se estudia emp´ıricamente su comportamiento. Esta metodolog´ıa completa el estudio
del riesgo de incumplimiento a trave´s de las distribuciones condicionales.
En el Cap´ıtulo 8 se resumen las principales aportaciones y resultados del trabajo y
se proponen futuras l´ıneas de investigacio´n. Entre ellas cabe destacar la extensio´n del
modelo propuesto en el Cap´ıtulo 3 para recoger otras fuentes de incertidumbre, como la
tasa de recuperacio´n tras el impago, la aplicacio´n de las distribuciones condicionales en
otros problemas vinculados al ana´lisis y medicio´n del riesgo de incumplimiento, como
el de la segmentacio´n de los deudores que forman la cartera, y la obtencio´n de mayor
evidencia emp´ırica, en especial a trave´s de nuevos ejercicios que comprendan varios
sectores y pa´ıses.
Finalmente se incluyen tres ape´ndices. En el Ape´ndice A y en el B se profundiza,
respectivamente, en el tratamiento del denominado riesgo de incumplimiento espec´ıfico
y en el proceso de reparto del capital, e´ste u´ltimo estudiado en el Cap´ıtulo 7. Por u´ltimo,
en el Ape´ndice C se revisan algunas herramientas estad´ısticas avanzadas utilizadas en
el cuerpo del trabajo.
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Cap´ıtulo 2
Fundamentos del riesgo de
incumplimiento
2.1. Introduccio´n
En este cap´ıtulo se revisan de forma breve los principales conceptos y resultados
sobre riesgo de incumplimiento que resultan de intere´s para el resto de este trabajo,
as´ı como las aproximaciones existentes a su medicio´n.
Entre los manuales que cubren o extienden los puntos discutidos a continuacio´n, y
en los que tambie´n se abordan otros muchos no tratados, cabe destacar [22], [47], [119]
y [112]. Las referencias citadas ofrecen adema´s una visio´n ma´s completa sobre el tema
al que esta´n vinculadas.
La estructura del cap´ıtulo es la siguiente: en el segundo apartado se introduce el
problema de la medicio´n del riesgo de incumplimiento, mientras que en los dos siguientes
se profundiza, respectivamente, en el modelo de pe´rdida y en su principal componente,
la distribucio´n de probabilidad de incumplimiento de los deudores de la entidad.
2.2. Visio´n general
Una entidad financiera tradicional dedicada a la banca comercial relaciona ahorro
con inversio´n y consumo a trave´s de la captura de depo´sitos y la concesio´n de pre´stamos
y cre´ditos. Como resultado de esta actividad, la entidad cuenta entre su activo con una
cartera crediticia formada por M derechos de cobro, pre´stamos y cre´ditos, que a lo
largo de este trabajo se identifican con M deudores1 y que esta´n expuestos a riesgo de
1 Aunque es el deudor, cliente de la entidad financiera, el que impaga, la denominacio´n no es, en
realidad, un´ıvoca: un mismo deudor puede ser titular de varios pre´stamos o cre´ditos con una misma
entidad, en cuyo caso ser´ıa ma´s adecuado hablar de operacio´n. No obstante, y con el fin de clarificar
la exposicio´n, con cara´cter general se conserva la denominacio´n de deudor.
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cre´dito.
Aunque la entidad puede estar expuesta al riesgo de cre´dito en otras posiciones,
como derivados o al actuar como contrapartida, a lo largo de este trabajo el intere´s se
centra en la cartera crediticia de pre´stamos y cre´ditos concedidos, activos que consti-
tuyen el negocio fundamental de un banco comercial.
En lo que sigue el tiempo se mide de forma discreta2 a trave´s de intervalos de
tiempo regulares, siendo t el periodo actual, periodo en el que la entidad mide el riesgo
de cre´dito a un horizonte de ca´lculo Q, lo que significa que (i) la cartera crediticia
considerada es la que esta´ viva (expuesta al riesgo) en t, y (ii) so´lo se considera el
riesgo de cre´dito que puede aparecer entre los periodos t+ 1 y t+Q, ambos incluidos.
Por simplicidad, se asume la hipo´tesis esta´ndar de cartera constante, de forma que e´sta
no crece ni decrece a lo largo de los Q periodos. En particular, todos los deudores esta´n
vivos durante los Q periodos.
Los deudores esta´n sujetos a riesgo de cre´dito puesto que son susceptibles de causar
una pe´rdida a la entidad si incumplen las obligaciones de pago contra´ıdas con e´sta o
si su calidad crediticia (capacidad de pago) var´ıa y con ella el valor de mercado del
pre´stamo o cre´dito del que son titulares.
En el primer caso la pe´rdida se produce como consecuencia del evento dicoto´mico
de impago, lo que da lugar a los modelos de incumplimiento o de default. Este es
el evento de riesgo considerado en este trabajo y discutido a continuacio´n. El otro,
variacio´n de la calidad crediticia del deudor, da lugar a los denominados modelos de
migracio´n o mark-to-market, en los que cada deudor es asignado a un nivel o estado
discreto de calidad crediticia, vinculado a su probabilidad de impago y que determina
parcialmente el valor de la posicio´n. El evento de riesgo es entonces la migracio´n del
deudor a un nuevo nivel, inferior al inicial, en el que el activo adquiere un valor de
mercado menor3. Estos modelos se emplean habitualmente en ejercicios de valoracio´n,
hacen uso de las cadenas de Markov como herramienta estad´ıstica principal y pueden
entenderse como una generalizacio´n de los modelos de incumplimiento4. La Figura 2.1
representa el enfoque de migracio´n, del que [96] supone una referencia central.
2 La modelizacio´n del riesgo de cre´dito en tiempo continuo, no abordada en este trabajo, ha
dado lugar a una extensa literatura. Bajo esta aproximacio´n los determinantes del incumplimiento
siguen procesos en tiempo continuo y pueden distinguirse, de forma mucho ma´s notable que en el
caso de la modelizacio´n en tiempo discreto, una divisio´n entre modelos estructurales, como el trabajo
pionero de [126], y reducidos, como los trabajos centrales de [56] y [111]. En el enfoque estructural,
el incumplimiento, individual o de un grupo de activos, se expresa en te´rminos de sus primitivos,
como, por ejemplo, el valor de mercado de la deuda y los activos de la empresa emisora, en el caso
de un bono. En un enfoque reducido, la probabilidad de incumplimiento instanta´nea (o intensidad)
es caracterizada directamente como un proceso estoca´stico en tiempo continuo.
3 Ya que, en general, el valor econo´mico de cualquier activo financiero sujeto a riesgo de cre´dito
decrece con el aumento de e´ste.
4 Puesto que en un modelo de incumplimiento pueden distinguirse dos estados: impago y no impago.
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Nivel inicial
Mejora calidad crediticia
Mantiene calidad crediticia
Nivel final
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… …
D
Empeora calidad crediticia
Impaga
Figura 2.1: En un modelo de migracio´n los deudores esta´n asignados a niveles de calificacio´n
y el evento de riesgo es la migracio´n a un nivel inferior al final del horizonte de ca´lculo, entre
los que se encuentra el de impago (D).
En el caso de los modelos de incumplimiento, el evento modelizado es el impago y se
distinguen tres fuentes de incertidumbre que pueden dar lugar a la pe´rdida: (i) el propio
evento de impago, que supone una variable aleatoria dicoto´mica cuyo valor esperado es
la probabilidad de impago del deudor, (ii) la exposicio´n al riesgo, que supone el valor
nominal de pre´stamo o cre´dito en el momento de impago si se produjera e´ste, y (iii) el
porcentaje de dicho importe que la entidad no logra recuperar tras la declaracio´n del
impago. Estas fuentes de incertidumbre se integran de forma multiplicativa: dado un
activo, existe pe´rdida si se produce el impago y el valor econo´mico de e´sta viene dado
por la fraccio´n del pre´stamo o cre´dito expuesta al riesgo que no se recupera despue´s del
impago. Formalmente, la pe´rdida del deudor i-e´simo de la cartera de la entidad viene
dada por:
Li = I ieadisi (2.1)
donde I i es el evento de impago:
I i =
{
1 prob. pdi
0 prob. 1− pdi
(2.2)
y pdi, eadi y si son, respectivamente, la PD (probability of default), EAD5 (exposure at
default) y LGD (lost given default) del deudor i-e´simo de la cartera de la entidad.
5 En ocasiones eadi se representa en te´rminos del valor nominal residual del pre´stamo o cre´dito en
t, Bi, que es determinista, multiplicado por un factor estoca´stico que incorpora la variacio´n de e´ste a
la fecha de incumplimiento, ccf i (credit coversion factor). Es decir, eadi = Biccf i. No obstante, a los
efectos de este trabajo esta distincio´n no resulta relevante.
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La pe´rdida total de la cartera es entonces:
L =
M∑
i=1
Li (2.3)
siendo M el nu´mero total de deudores de la cartera.
Las ecuaciones (2.1), (2.2) y (2.3) definen un modelo de pe´rdida para la cartera,
modelo sobre el que deben determinarse dos cuestiones. Por un lado, el posible cara´cter
aleatorio de eadi y si. Por otro, la posible dependencia entre deudores y, dado un deudor,
entre sus fuentes de incertidumbre.
En lo que respecta a la primera cuestio´n, asumir un cara´cter estoca´stico de ambos
para´metros resulta razonable, en especial en el caso de si, que tambie´n depende del valor
de las garant´ıas que subyacen al pre´stamo o cre´dito. [5] obtiene, de hecho, evidencia
emp´ırica de la dependencia entre riesgo de incumplimiento y tasa de recuperacio´n. En
consecuencia, el tratamiento de eadi y si como variables aleatorias resulta conveniente
para reflejar de forma fiel el riesgo de cre´dito que enfrenta la entidad en su cartera
crediticia, como sucede en los modelos planteados por [26], [36], [10] y [142], entre
otros.
No obstante, este trabajo se centra en el riesgo de incumplimiento, por lo que
resulta preferible simplificar la estructura del modelo para aislar una u´nica fuente de
incertidumbre: el cumplimiento o no de la obligacio´n de pago por parte del deudor,
incertidumbre recogida en la variable I i. Por ello, eadi y si se asumen constantes,
aunque potencialmente distintas entre deudores, lo que supone una hipo´tesis (i) eficaz
para el ana´lisis, (ii) no restrictiva a efectos de I i, y (iii) esta´ndar en la literatura sobre
riesgo de incumplimiento. En todo caso, esta asuncio´n no implica la negacio´n de la
citada aleatoriedad.
Si la EAD y la LGD se asumen constantes, su consideracio´n por separado es irrele-
vante y, para simplificar la notacio´n, se define la exposicio´n efectiva del deudor i como
ei = eadisi, de forma que el modelo anterior queda:
L =
M∑
i=1
Li =
M∑
i=1
I iei (2.4)
En lo que respecta a la dependencia entre deudores, la asuncio´n de exposicio´n efectiva
constante reduce e´sta a la dependencia entre variables indicadoras de incumplimiento
I i, lo que implica definir una distribucio´n dicoto´mica M -variante I =
(
I1, ..., IM
)
. En
la literatura pueden distinguirse dos enfoques principales para definir esta estructura,
enfoques que difieren tambie´n en la interpretacio´n del evento de impago.
Por un lado, los modelos de contagio, donde el impago del deudor se produce bien
por causas propias o bien como consecuencia del impago de otros deudores que, a
trave´s de una cadena de proveedores, deudas pendientes de cobro, integracio´n vertical
o cualquier otra red que establezca una dependencia entre ellos, acaba induciendo en
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el deudor inicial el incumplimiento de sus obligaciones con la entidad.
Por otro lado, los modelos de independencia condicional, en los que la probabili-
dad de impago de cada deudor de la cartera queda determinada por factores externos
comunes a todos ellos, como por ejemplo el estado de la economı´a. Una vez materia-
lizados dichos factores, el valor de pdi, i = 1, ...,M , es conocido y las variables I i son
independientes entre s´ı.
Ambos enfoques asumen la existencia de causas propias del deudor en el evento de
impago y difieren en el mecanismo que rige la dependencia entre e´stos6. El marco de
independencia condicional resulta preponderante en la literatura y en la industria, es el
empleado en este trabajo y se discute a continuacio´n. Por su parte, el marco de contagio
supone una familia menos estructurada de modelos, entre los que cabe destacar la
discusio´n original de [103], el modelo seminal propuesto por [46] y la evidencia emp´ırica
reportada por [44] y cuestionada7 por [113]. [119] estudia el efecto de la concentracio´n
en esta clase de modelos y [101] discute la existencia de “contagio bueno”, donde el
incumplimiento de un deudor, que compite con otro deudor en su mismo sector, refuerza
la calidad crediticia de e´ste u´ltimo.
La Figura 2.2 representa ambos enfoques, de los que cabe sen˜alar, como muestra
[74], que no resultan incompatibles: un modelo de independencia condicional puede ser
completado con un mecanismo de contagio, de forma que la dependencia entre todos
o parte de los deudores no desaparece con la realizacio´n de los factores comunes8.
Independencia condicional Contagio
Figura 2.2: En un modelo de independencia condicional, los deudores son independientes
una vez se realizan los factores que condicionan la probabilidad de impago. En un modelo de
contagio, el impago inicial de un deudor puede propiciar el impago de otros deudores a trave´s
de una red de dependencias no necesariamente completa.
Los modelos de independencia condicional, tambie´n denominados modelos de mixtu-
6 [113] resume de forma elocuente ambos enfoques: si el impago de un pre´stamo o cre´dito equivaliese
a caer enfermo, un modelo de contagio supondr´ıa un diagno´stico de gripe, mientras que un modelo de
independencia condicional supondr´ıa un diagno´stico de contaminacio´n ambiental.
7 Uno de los mayores problemas de los modelos de contagio es la identificacio´n de la red de
dependencias entre deudores a partir de datos observados.
8 En el caso de que e´stos representen el estado de la economı´a, la estructura de contagio representa
una fuente de dependencia adicional que persiste en cualquier momento del ciclo econo´mico, como,
por ejemplo, la que pueda haber entre una matriz y su filial.
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ra, modelos Bernoulli, o modelos de doble estocasticidad, asumen que las probabilidades
de impago de todos los deudores de la cartera se distribuyen ide´nticamente segu´n una
distribucio´n F . Es decir, pdi = pd ∼ F , de forma que I i puede representarse como
una variable aleatoria Bernoulli, Ber (pd), cuyo para´metro pd es aleatorio y donde las
variables I i,pd = I i/ [F = pd] son independientes entre s´ı. Formalmente:
Li = Beri (F ) ei
L =
M∑
i=1
Li =
M∑
i=1
Beri (F ) ei
(2.5)
donde F es una variable aleatoria con soporte en el intervalo abierto unidad (0 1).
Cualquier monogra´fico sobre modelizacio´n del riesgo de cre´dito, y en particular los
sen˜alados en la introduccio´n, revisa este marco. Entre los trabajos que discuten sus
fundamentos, propiedades y ventajas destacan [68] y [82], mientras que [127] lo aplica
al evento de migracio´n.
Bajo esta formulacio´n existen M + 1 fuentes de incertidumbre en L: F y las M
variables Bernoulli condicionadas a la realizacio´n de F , que pueden interpretarse como
M variables uniformes en el intervalo unidad independientes entre s´ı y de F . Ello
permite diferenciar dos componentes en la variabilidad en L: la dada por F y, realizado
un valor de F , F = pd, la dada por Lpd = L/ [F = pd].
La primera es la variabilidad, incertidumbre o riesgo siste´mico, puesto que afecta a
todos los deudores y no es diversificable, y la segunda la variabilidad, incertidumbre o
riesgo espec´ıfico o idiosincra´sico, puesto que depende de cada deudor y s´ı es diversifica-
ble, como se muestra posteriormente. [91] discute en mayor detalle esta divisio´n entre
fuentes de incertidumbre, que puede interpretarse tambie´n en te´rminos de la identidad
V [L] = E [V [L/F ]] + V [E [L/F ]], donde V [L/F ] representa el riesgo espec´ıfico, y
V [E [L/F ]] el siste´mico, que es, en consecuencia, la fuente de incertidumbre principal.
El modelo de pe´rdida descrito en (2.5) cuenta con buenas propiedades anal´ıticas,
como muestra la Proposicio´n 2.1, cuya demostracio´n puede verse en [22].
Proposicio´n 2.1. En el modelo de pe´rdida definido por la ecuacio´n (2.5) se cumple
que:
1. E [L] = E [F ]
∑M
i=1 e
i.
2. V [L] = E [F ] (1− E [F ])∑Mi=1 (ei)2.
3. Cov
[
Li, Lk
]
= eiekCov
[
I i, Ik
]
= eiekV [F ] .
4. Corr
[
Li, Lk
]
=
V [F ]
E [F ] (1− E [F ]) .
5. Si (i) EM =
∑M
i=1 e
i ↑ ∞ cuando M →∞, y (ii) ∑∞M=1 ( EM∑M
i=1 e
i
)2
<∞ entonces
P
(
l´ım
M→∞
(
LM − E [LM/F ]) = 0) = 1.
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siendo E [·], V [·], Cov [·, ·] y Corr [·, ·] los operadores esperanza, varianza, covarian-
za y correlacio´n.

Los cuatro primeros puntos de la proposicio´n muestran la influencia de F en L dada
la coleccio´n de exposiciones efectivas que forman la cartera: determina sus momentos
y determina tambie´n la dependencia entre deudores.
El quinto punto presenta el concepto de infinita granularidad, segu´n el cual si el
nu´mero de deudores es suficientemente grande y el porcentaje de exposicio´n efectiva
total que representa cada uno suficientemente pequen˜o, L queda completamente de-
terminada por F , en especial si E =
∑M
i=1 e
i se normaliza a uno. Es decir, L conserva
su cara´cter aleatorio pero so´lo recoge el riesgo siste´mico. Esta propiedad muestra el
cara´cter diversificable del riesgo espec´ıfico y, aunque en la pra´ctica no puede cumplir-
se exactamente al tratarse de una propiedad asinto´tica, ya que M siempre es finito,
resulta u´til para estudiar L en te´rminos de F . Cuando la cartera se aleja de la infi-
nita granularidad aparece la concentracio´n, en la que el nu´mero de deudores, M , no
es suficientemente grande o alguno de ellos acumula un porcentaje significativo de la
exposicio´n efectiva total.
El principal inconveniente del modelo de pe´rdida descrito en (2.5) es su rigidez:
F es la misma para todos los deudores de la cartera. Una posible generalizacio´n
resulta de considerar una distribucio´n F distinta para cada deudor, de forma que
Li = Beri (F i) ei, con F =
(
F 1, ..., FM
)
una distribucio´n multivariante en (0 1)M .
Esta aproximacio´n da lugar a los modelos orientados a deudores, o modelos de deudor.
No obstante, para la clase de activos sujetos a riesgo de impago considerados en
este trabajo, que son los cre´ditos y pre´stamos concedidos por una entidad financiera
dedicada a la banca comercial, este enfoque resulta inadecuado, tanto por el problema
de complejidad (M es, en general, muy elevado) como por la dificultad que conlleva
identificar una distribucio´n F por deudor.
Los modelos de cartera, o modelos orientados a unidades de riesgo, suponen una
alternativa a la rigidez de la expresio´n (2.5) y a la complejidad de los modelos de deudor.
[107], [105], [98], [141] y [140], entre muchos otros, adoptan esta estructura, bajo la cual
los deudores se agrupan en N unidades de riesgo, cada una de ellas vinculada a una
distribucio´n F j, donde F =
(
F 1, ..., FN
)
forma una distribucio´n multivariante con
soporte en (0 1)N , con N << M . Es decir, cada deudor hereda el riesgo siste´mico y la
estructura de dependencia correspondiente a la unidad a la que pertenece.
Formalmente,
Lij = Berij (F j) eij
Lj =
Mj∑
i=1
Lij =
Mj∑
i=1
Berij (F j) eij
L˜ =
N∑
i=1
Lj =
N∑
j=1
Mj∑
i=1
Berij (F j) eij
(2.6)
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donde L˜ es la distribucio´n de pe´rdidas agregada de la cartera, Lij es la pe´rdida del
deudor i de la unidad de riesgo j, y M j es el nu´mero de deudores en la unidad j,
j = 1, ..., N . Lj, la pe´rdida9 de la unidad j, es una distribucio´n discreta que toma 2M
j
valores posibles, aunque en la pra´ctica se trata como continua con soporte Sj = [0 Ej],
siendo Ej =
∑Mj
i=1 e
ij la exposicio´n efectiva de la unidad j. El soporte de L˜ es S˜ =
[
0 E˜
]
,
con E˜ =
∑N
j=1E
j la exposicio´n efectiva total de la cartera.
Este es el modelo de pe´rdida considerado a lo largo de este trabajo, y de e´l cabe
sen˜alar tres puntos.
Primero, en el caso particular de que cada deudor se encuadre en una unidad de
riesgo distinta se obtiene un modelo de deudor, por lo que supone una extensio´n de
e´ste.
Segundo, la Proposicio´n 2.1 se cumple ahora a nivel marginal, sobre la distribucio´n
de pe´rdidas de cada unidad de riesgo. Adema´s, se cumple que (i) la dependencia entre
deudores pertenecientes a unidades distintas viene dada por:
Cov
[
Lij, Lik
]
= eijeikCov
[
F j, F k
]
(2.7)
Corr
[
Lij, Lik
]
=
Cov
[
F j, F k
]√
E [F j] (1− E [F j])√E [F k] (1− E [F k]) (2.8)
y (ii) la concentracio´n puede interpretarse como un feno´meno originado por dos causas:
el reparto de exposicio´n efectiva total de la cartera, E˜, entre las unidades que la forman
y, dada una unidad, el reparto de su exposicio´n efectiva, Ej, entre sus M j deudores.
La primera se denomina habitualmente concentracio´n geogra´fica o sectorial, dada la
interpretacio´n habitual que tienen las unidades de riesgo, y la segunda concentracio´n
nominal. [119] ofrece una completa revisio´n del problema de la concentracio´n geogra´fica-
sectorial y nominal.
Tercero, existen ahora N +
∑N
j=1 M
j fuentes de incertidumbre que tambie´n pue-
den dividirse entre riesgo siste´mico, dado por las variables F j, j = 1, ..., N , y riesgo
espec´ıfico, dado por las variables Berij (pdj) eij, i = 1, ...,M j, j = 1, ..., N .
La medicio´n del riesgo de incumplimiento de la cartera supone calcular, con base
en el modelo de pe´rdida, algunos estad´ısticos, medidas de riesgo o me´tricas de riesgo10,
de L.
9 Con cara´cter general, y siempre que el contexto no induzca a error, a lo largo de este trabajo
se omite el super´ındice j cuando la discusio´n se restringe a nivel unidad de riesgo o bien se trata un
aspecto gene´rico. As´ı, por ejemplo, L hace referencia a la distribucio´n de pe´rdidas a nivel unidad de
riesgo en un contexto univariante o a cualquier distribucio´n de pe´rdidas, individual o agregada, en
una discusio´n gene´rica. En otros contextos, Lj denota la pe´rdida de la unidad j, L˜ la distribucio´n
agregada y L =
(
L1, ..., LN
)
el vector de distribuciones de pe´rdida de la cartera. La misma convencio´n
aplica al resto de la notacio´n.
10 Medida de riesgo, risk measure, es el te´rmino empleado habitualmente en la discusio´n formal y
hace referencia al operador que asigna a la distribucio´n de pe´rdidas el escalar de intere´s, mientras
que me´trica de riesgo, que es el te´rmino empleado mayoritariamente en este trabajo, hace referencia
a algu´n estad´ıstico de la variable pe´rdida.
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Las me´tricas de riesgo ma´s relevantes son (i) la media, denotada como pe´rdida
esperada, y dada por µ = E [L], (ii) un percentil elevado de L, η, denotado como
VaR, Value at Risk, correspondiente a la ma´xima pe´rdida potencial que la entidad esta
dispuesta a cubrir, y (iii) la diferencia entre las dos magnitudes anteriores, la pe´rdida
inesperada, k = η − µ. Cabe sen˜alar que η depende del nivel de cobertura u, puesto
que11 η = sup {x/P (L < x) = u}, de forma que η es de hecho ηu. No obstante, en lo
que sigue se omite en lo posible el sub´ındice u.
Tradicionalmente, la primera se considera un coste del negocio, a cubrir con provi-
siones, mientras que la u´ltima supone una pe´rdida no prevista que disminuye el capital
de la entidad. Por ello, la pe´rdida inesperada se denota frecuentemente como capital y
constituye la me´trica principal. La Figura 2.3 muestra las tres me´tricas.
µ Ƞ
Distribución de pérdidas por 
riesgo de incumplimiento
Pérdida 
esperada
(provisión)
Pérdida inesperada
(capital)
µ : Media   
(pérdida esperada)
Ƞ : Percentil 
(VaR)
Pérdida
D
e n
s i d
a d
Figura 2.3: Representacio´n cla´sica de las principales me´tricas de riesgo.
Cabe destacar tres aspectos sobre las me´tricas del riesgo.
Primero, pueden definirse a nivel cartera, µ˜, η˜ y k˜, o para cada unidad de riesgo
que forma e´sta, µj, ηj y kj, lo que da lugar a me´tricas agregadas o individuales.
Segundo, el propio concepto de medida de riesgo ha suscitado un intere´s notable
en la literatura. [152] revisa sus fundamentos, que parten de su consideracio´n formal
como un operador M, M : L2 (S) → R, que asigna a la distribucio´n de pe´rdidas L
un nu´mero real ξ, ξ = M (L). µ, η y k pueden presentarse en estos te´rminos que, no
obstante, resultan muy generales.
Para reflejar las condiciones que intuitivamente debe cumplir una medida de ries-
go, [9] y [70] proponen cuatro axiomas de coherencia: (i) monoton´ıa con respecto al
taman˜o12 de la unidad o cartera, A < B ⇒ M (LA) <M (LB), (ii), subaditividad,
M
(
L˜
)
≤∑Nj=1M (Lj), (iii), homogeneidad positiva, M (λL) = λM (L) para λ > 0,
y (iv) invarianza por traslaciones, segu´n la cual la inclusio´n en la cartera de deudores
11 La consideracio´n del supremo en la definicio´n del VaR se debe al cara´cter discreto de L bajo el
modelo (2.6). No obstante, en lo que sigue se asume por simplicidad su unicidad.
12 En el caso del modelo dado en (2.6), respecto a la exposicio´n efectiva total de la unidad o cartera,
Ej y E˜ respectivamente.
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con pe´rdida Lij determinista no cambia el valor de la me´trica sobre el resto de la unidad
o cartera, es decir, M (L+ a) =M (L) + a si a ∈ R.
La segunda propiedad refleja el conocido efecto diversificacio´n, segu´n el cual el
riesgo del total es siempre menor o igual que la suma de los riesgos asociados a cada
parte. Sin embargo, y como ilustra [67] para el caso del riesgo de incumplimiento, el
VaR no es una me´trica de riesgo subaditiva y por tanto no es coherente13. Esta carencia
ha propiciado la aparicio´n de me´tricas de riesgo alternativas, entre las que destaca el
expected shortfall (ES), tambie´n denominado tail VaR, definido como τ = E [L/L > ηv],
con v no necesariamente igual a u. Es decir, el valor medio de los valores de L superiores
a ηv. [138] discute los fundamentos y propiedades del ES, mientras que [162] ofrece una
comparacio´n con el VaR en los te´rminos pra´cticos que resultan relevantes para una
entidad financiera. Una generalizacio´n relevante del ES son las medidas espectrales,
propuestas por [1], en las que se sustituye la media simple de los valores superiores a
ηv por una media ponderada.
Aunque algunos trabajos, en especial de corte acade´mico14, como [2], han promovi-
do el uso del ES como medida de riesgo preferible al VaR, los casos donde se incumple la
subaditividad de la segunda involucran carteras exo´ticas y en general artificiales, distin-
tas de las que en la pra´ctica conforman el activo de una entidad financiera tradicional,
mientras que la estimacio´n robusta del ES puede requerir un coste computacional ele-
vado, como apunta [162]. Por ello, el VaR sigue siendo ampliamente utilizado en la
industria y en el mundo acade´mico. En este trabajo el VaR tambie´n es la medida de
riesgo de referencia para el ca´lculo de la pe´rdida inesperada.
Tercero, la determinacio´n del capital requiere definir el nivel de cobertura u, o,
equivalentemente, el nivel de significacio´n, α = 1− u, cumplie´ndose que:
P
(
L˜ < η˜u
)
= P
(
L˜ < η˜
)
= u = 1− α (2.9)
o a nivel de unidad de riesgo:
P
(
Lj < ηju
)
= P
(
Lj < ηj
)
= u = 1− α (2.10)
con j = 1, ..., N .
En consecuencia, dado el modelo de pe´rdida, la cifra de capital de la cartera o de
cada una de las unidades de riesgo depende del nivel de cobertura u, que en la pra´ctica
toma un valor elevado en el entorno de 0,999 o´ 0,9997.
Algunos trabajos, como [64] y [58], entre otros, proponen o consideran un marco
teo´rico en el que sustentar una eleccio´n o´ptima de u con base en para´metros como el
13 No´tese que, bajo estos criterios, k tampoco es una medida de riesgo coherente, por no serlo el
VaR y por no cumplir la condicio´n (iv).
14 El intere´s creciente por la modelizacio´n del riesgo de cre´dito en las entidades financieras ha hecho
florecer una literatura aplicada, complementaria a la literatura acade´mica, cuyo pu´blico objetivo son
los practitioners y en la que se tratan problemas ma´s cercanos a la gestio´n del riesgo de la entidad.
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coste del capital, el coste de variar e´ste, el coste de la financiacio´n o tambie´n restriccio-
nes normativas. No obstante, y como sen˜ala [31], en la pra´ctica la decisio´n que toman
los accionistas de la entidad para la determinacio´n de u suele reducirse a escoger un
rating de agencia15 para su cartera crediticia, lo que facilita la comunicacio´n de la cifra
de capital al mercado. As´ı, por ejemplo, si los accionistas desean un rating AA para su
cartera crediticia y dicho rating implica una probabilidad de impago de 0,1 % segu´n la
agencia, u se toma igual a 0,999, de forma que η es el percentil16 99,9 de L. En todo
caso, a los efectos de este trabajo u es considerado como un para´metro dado.
2.3. El modelo de pe´rdida
2.3.1. Introduccio´n
El modelo de pe´rdida constituye la herramienta principal con la que medir y anali-
zar el riesgo de incumplimiento de la cartera de la entidad. Como sen˜alan [104] y [3], el
modelo de pe´rdida supone un paso ma´s en la progresio´n experimentada en la medicio´n
y ana´lisis del riesgo de cre´dito en las u´ltimas de´cadas, en las que se ha pasado de un
marco informal basado en criterio experto y ana´lisis cualitativo, a un soporte teo´rico
robusto y al empleo de herramientas matema´ticas y estad´ısticas sofisticadas. De he-
cho, cabe esperar17 que la crisis financiera originada en 2008 conlleve una revisio´n del
planteamiento anal´ıtico actual hacia mejores pra´cticas, as´ı como el fortalecimiento del
control de riesgos en las entidades y del papel supervisor.
Dejando a un lado la distribucio´n F =
(
F 1, ..., FN
)
, que es su componente principal
y se discute en el apartado 2.4, a continuacio´n se tratan brevemente algunas cuestiones
relativas al modelo de pe´rdida, con especial atencio´n al definido en (2.6).
15 Las agencias de calificacio´n son entidades privadas con a´nimo de lucro que otorgan a deudores
mayoristas y soberanos calificaciones crediticias, o “ratings”, que forman parte de la informacio´n
disponible por el mercado sobre la capacidad de pago de e´stos. Su comportamiento antes y durante
la Gran Recesio´n ha sido ampliamente cuestionado.
16 En lo que sigue el nivel de cobertura se expresa, con cara´cter general, en tanto por cien, por lo
que, por ejemplo, los niveles 0,999 o´ 0,9997 se indican como 99,9 y 99,97 respectivamente.
17 Aunque quiza´s con cierto escepticismo. En el art´ıculo “Too clever by half” (The Economist)
puede leerse: “I used to sleep easy at night with my VaR model” said Allen Wheat, chief executive of
Credit Suisse First Boston (...). In recent months, the “value-at-risk” model (...) has not worked for
CSFB—or for the myriad other financial firms that used it. The same can be said of risk-management
systems in general, and the people who ran them. Financial firms employed the best and brightest geeks
to quantify and diversify their risks. But they have all (...) been mauled by the financial crisis. Now
they and the world’s regulators are trying to find out what went wrong and to stop it happening again.
(...) Was risk management flawed or were risk managers not powerful enough? Probably a bit of both.
Some banks simply did not pay their risk managers enough or give them enough control. But in many
cases the risk-management systems and those who ran them both failed (...). Quite simply, they relied
too much on theory and not enough on market nous. Firms are trying to address these short-comings.
Risk-management departments are being given more clout. Some big investment banks also want to
rely less on models, and more on the market-savvy skills of those more versed in the trading arts. They
are also asking the question: what if all our assumptions are wrong?” El art´ıculo data de noviembre
de 1998, 10 an˜os antes de la Gran Recesio´n.
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2.3.2. Segmentacio´n y estimacio´n de la exposicio´n efectiva
La segmentacio´n de deudores en unidades de riesgo se basa habitualmente en cri-
terios estad´ısticos y de riesgo, buscando homogeneidad en los deudores de una misma
unidad de riesgo, heterogeneidad entre unidades y sentido econo´mico en la definicio´n
de e´stas.
En el caso del modelo de pe´rdida considerado, la segmentacio´n de deudores res-
ponde a la distribucio´n multivariante F , por lo que las condiciones de homogeneidad
y heterogeneidad lo son en te´rminos de la calidad crediticia. Como muestra [42], la
aproximacio´n habitual al proceso de segmentacio´n consiste en definir distintas capas
consecutivas, cada una de ellas ma´s granular que la anterior. Por ejemplo, segmentar
primero por pa´ıs, despue´s, dado un pa´ıs, por l´ınea de negocio (hipotecas, consumo,
tarjetas, empresas, etc.) y por u´ltimo por calidad crediticia, dado un pa´ıs y l´ınea de
negocio.
La segmentacio´n por calidad crediticia es frecuente en la pra´ctica y resulta u´til
para garantizar la homogeneidad entre deudores que conlleva compartir distribucio´n
F j. Su implementacio´n se aborda habitualmente a trave´s de la puntuacio´n ordenada
que otorgan los modelos de scoring y rating18 con los que cuentan las entidades para
la discriminacio´n de los pre´stamos y cre´ditos solventes y en ocasiones para la fijacio´n
del precio de la financiacio´n19.
Los sistemas de calificacio´n, y por extensio´n los de segmentacio´n de los deudores
de la cartera, se dividen, en funcio´n de las variables que los forman, en PiT, Point
in Time, o TtC, Through the Cycle. [42] y [116] ofrecen una discusio´n detallada sobre
sus diferencias, que radican en el tipo de variables que se emplean para discriminar el
riesgo.
As´ı, en un enfoque PiT puro se emplean variables c´ıclicas, que var´ıan con el ciclo
econo´mico, lo que permite una alta discriminacio´n del riesgo de impago entre niveles
de calificacio´n pero tambie´n una fuerte migracio´n de los deudores entre dichos niveles a
lo largo del tiempo. La migracio´n puede llegar a capturar gran parte del efecto del ciclo
econo´mico, de forma que la tasa de incumplimiento20 por nivel de calificacio´n apenas
18 Tradicionalmente, los modelos de scoring se emplean en el a´mbito minorista, utilizan informacio´n
recolectada en la concesio´n o el desempen˜o pasado del deudor, miden el evento de impago a nivel
operacio´n (y no deudor) y su resultado es una puntuacio´n continua. Por su parte, los modelos de
rating se emplean en el a´mbito mayorista, utilizan tambie´n informacio´n de agencia, el evento de
impago se mide a nivel deudor y su resultado suele ser una puntuacio´n catego´rica ordenada. Trabajos
iniciales como el de [4] para pre´stamos a empresas han dado lugar a una cantidad ingente de trabajos
que exploran la capacidad discriminante de diversas variables en distintas poblaciones, como, por
ejemplo, [99] para el caso espan˜ol. [147] discute aspectos estad´ısticos y [25] trata el problema de los
deudores denegados, aquellos que forman parte de la muestra de construccio´n del modelo pero que
fueron rechazados, por lo que no se conoce su desempen˜o de pago.
19 Al menos, en teor´ıa. [94] no encuentra, para una muestra de pre´stamos al consumo suecos (acep-
tados y denegados), evidencia de que la concesio´n responda a un procedimiento sofisticado de optimi-
zacio´n de la rentabilidad y el riesgo con base en el scoring.
20 O, equivalente, tasa de impago. Dicha tasa viene dada por el porcentaje de los deudores en riesgo
al inicio de un periodo de tiempo que declaran un impago durante dicho periodo. Este concepto se
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var´ıe a lo largo del tiempo. En un sistema TtC puro se emplean variables fundamentales
del deudor estables a lo largo del ciclo econo´mico, por lo que las migraciones de nivel de
calificacio´n son menores que en el caso PiT y la variacio´n de la tasa de incumplimiento
de cada nivel a lo largo del tiempo mayor. La Figura 2.4 representa ambos enfoques,
mientras que [155] mide la influencia de cada fuente de variacio´n, la de la migracio´n y
la de la tasa de impago.
Nº de deudores
Valor
Valor
Tiempo
Tiempo
Tasa de impago
PiT
TtC
Figura 2.4: Representacio´n de los esquemas PiT y TtC para un nivel de calificacio´n. En el
primero, la tasa de incumplimiento es estable puesto que la influencia del ciclo econo´mico se
captura a trave´s de las migraciones, que hacen variar notablemente el nu´mero de deudores
asignados a cada nivel. En un sistema TtC sucede lo contrario.
En este trabajo el tipo de sistema de calificacio´n empleado no resulta relevante,
puesto que el evento modelizado es el impago, no la migracio´n, la cartera se asume
constante durante el horizonte de ca´lculo y el modelo de pe´rdida considerado en (2.6)
pivota sobre las unidades de riesgo de la cartera, no sobre los deudores que la forman.
Por u´ltimo, cabe sen˜alar tambie´n que la segmentacio´n de la cartera en unidades de
riesgo afecta significativamente a la medicio´n del riesgo. Por un lado, se presta a criterios
subjetivos que pueden sesgar las me´tricas de riesgo, incluso de forma premeditada, como
apunta [32], o distorsionar el registro histo´rico de las mismas, como evidencia [23]. Por
otro, y como discuten [51] y [93], una segmentacio´n que no sea sensible al riesgo puede
infraestimar e´ste, y en ocasiones el sentido econo´mico y la robustez estad´ıstica pueden
resultar dif´ıciles de conciliar.
En lo que respecta a la estimacio´n de eij, e´sta se deriva de la estimacio´n separada
de eadij y sij. En ambos casos suele emplearse un modelo estad´ıstico que se identifica a
partir de informacio´n histo´rica propia de la entidad. En [63] se discuten ambos proble-
mas de estimacio´n y en [146] se profundiza en el caso de sij, que presenta, en general,
mayor complejidad.
discute en mayor detalle en el apartado 2.4.5.
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2.3.3. Proceso de ca´lculo
Bajo el modelo definido en (2.6), la pe´rdida esperada puede calcularse de forma
inmediata:
µ˜ = E
[
L˜
]
=
N∑
j=1
E
[
Lj
]
=
N∑
j=1
µj =
N∑
j=1
pdj
Mj∑
i=1
eij (2.11)
siendo E [F j] = pdj.
Sin embargo, el ca´lculo del VaR, η, resulta ma´s complejo y pueden distinguirse en
la literatura tres enfoques para su obtencio´n.
Primero, la aproximacio´n anal´ıtica, que bien por medio de una expresio´n cerrada,
bien por la aplicacio´n de un me´todo de aproximacio´n nume´rica, estima η de forma
determinista. Entre otros, [69], [119], [48] y [135] discuten procedimientos de ca´lculo
anal´ıticos. Destaca entre ellos la denominada “aproximacio´n por el punto de silla”
(saddlepoint approximation, [84]), de la que [81] es un ejemplo de aplicacio´n en el
riesgo de incumplimiento.
Estos procedimientos ofrecen una estimacio´n estable con un coste computacional
moderado, pero suelen contar con hipo´tesis restrictivas sobre la cartera, en especial en lo
relativo a la concentracio´n. Como muestra la Proposicio´n 2.1, bajo infinita granularidad
el ca´lculo de ηj se reduce al ca´lculo del percentil u de F j, lo que permite un ca´lculo
determinista si e´sta u´ltima es tratable anal´ıticamente. Esta idea subyace a muchos de
los trabajos anteriores. [35] propone una extensio´n de esta metodolog´ıa para el ca´lculo
del VaR agregado de la cartera.
Segundo, la simulacio´n de Monte Carlo, que supone un procedimiento general apli-
cable siempre que F =
(
F 1, ..., FN
)
se pueda simular. [75] ofrece una completa revisio´n
del procedimiento, que, en el caso del modelo21 (2.6), supone repetir G veces los si-
guientes pasos, donde G es el nu´mero total de simulaciones empleadas para caracterizar
L˜:
1. Simular F =
(
F 1, ..., FN
)
para obtener un valor pd =
(
pd1, ..., pdN
)
.
2. Para cada unidad j, simularM j variables Bernoulli de para´metro pdj para obtener
un valor lj de Lj/ [F j = pdj] =
∑Mj
i=1Ber (pd
j) eij .
3. Obtener un valor de L˜pd = L˜/ [F = pd], l˜, como l˜ =
∑N
j=1 l
j .
Una vez obtenidos los G valores, η˜ puede estimarse22 como el correspondiente u-
percentil de
{
l˜1, ..., l˜G
}
, empleando para ello el estimador cla´sico o bien alguno de
21 La simulacio´n de Monte Carlo puede emplearse asimismo en modelos que consideren como alea-
toria la exposicio´n al riesgo o incorporen mecanismos de contagio.
22 De forma equivalente puede estimarse el VaR a nivel unidad de riesgo, ηj , sobre el conjunto{
lj,1, ..., lj,G
}
.
32
los que proporciona la teor´ıa de valores extremos, como el estimador de Hill23.
La simulacio´n Monte Carlo resulta versa´til y no es compleja de implementar, lo que
la ha convertido en el me´todo de ca´lculo preponderante. No obstante, la estimacio´n
de η esta´ sujeta a error de realizacio´n, lo que puede requerir de un valor de G elevado
para garantizar una estimacio´n precisa. Ello conlleva un coste computacional notable,
en especial si la simulacio´n de F es compleja, existen muchas unidades de riesgo o
muchos deudores por unidad. Ello ha conducido a la consideracio´n de procedimientos de
simulacio´n eficiente, como los que se proponen en el Cap´ıtulo 6 para el riesgo siste´mico
o los que se repasan en el Ape´ndice A para el riesgo espec´ıfico. Sobre e´ste u´ltimo cabe
sen˜alar que, aunque su simulacio´n carece de dificultad, puesto que se reduce a generar
M˜ =
∑N
j=1M
j variables uniformes en el intervalo unidad en cada ejecucio´n del esquema
anterior, supone la fuente principal de coste computacional.
Tercero, la metodolog´ıa propuesta por [30], que, sin circunscribirse al marco de inde-
pendencia condicional, resulta relevante por suponer una aproximacio´n no parame´trica
que es al mismo tiempo modelo de pe´rdida y procedimiento de ca´lculo. Es el denomi-
nado me´todo de remuestreo, consistente en muestrear iterativamente deudores de una
poblacio´n histo´rica para la que se ha observado el evento de impago, de forma que cada
muestra supone una realizacio´n de L.
La poblacio´n se estructura por unidades de riesgo y, en ocasiones, por otros ejes
como el temporal para garantizar la homogeneidad. La muestra puede sesgarse para
acentuar algu´n rasgo de intere´s. Este me´todo ofrece la ventaja de capturar impl´ıcita-
mente la estructura de dependencia sin necesidad de explicitar un modelo y los incon-
venientes habituales de la simulacio´n histo´rica: la falta de estructura reduce su sentido
econo´mico y la capacidad de ana´lisis, y los resultados esta´n fuertemente condicionados
a la muestra observada. [93], [31], [139] y [28], entre otros, aplican variantes de esta
metodolog´ıa para la obtencio´n de la distribucio´n de pe´rdidas.
2.3.4. Usos y aplicaciones
Adema´s del ca´lculo de las me´tricas de riesgo, el modelo de pe´rdida puede ser em-
pleado en otros procesos de la entidad, como la fijacio´n del precio de la financiacio´n o
la medicio´n de la rentabilidad ajustada al riesgo.
En lo que respecta a la primera, el modelo de pe´rdida, y en especial los valores pdj
y eij, pueden ser empleados para medir de forma precisa la pe´rdida esperada e ines-
perada del pre´stamo o cre´dito y determinar el margen o spread necesario para cubrir
e´stas, spread en consecuencia ajustado al riesgo. [156] y [51], entre otros, proponen
metodolog´ıas para determinar dicho spread con base en el riesgo del deudor y [136] dis-
cute las distorsiones que la normativa bancaria puede generar en un sistema de pricing
ajustado al riesgo. En todo caso, la consideracio´n del riesgo en la fijacio´n del precio
de la financiacio´n se plantea en la pra´ctica con cautela, puesto que el propio spread
23 Ve´ase [59] para una introduccio´n a la medicio´n de eventos extremos en el a´mbito financiero, entre
los que se encuentra el VaR, puesto que u es, en general, muy pro´ximo a 1.
33
influye en la probabilidad de impago y puede en consecuencia conducir a problemas de
seleccio´n adversa o a espirales de aumento del precio de la financiacio´n necesario para
cubrir el riesgo24. Como sen˜ala [51], la necesidad de ofrecer un spread demasiado alto
para cubrir el riesgo de un deudor es indicativo de que el pre´stamo o cre´dito no debe
ser concedido25.
La medicio´n de la rentabilidad ajustada al riesgo esta´ relacionada con el punto
anterior y permite conocer el desempen˜o de la cartera, unidad de riesgo o incluso
activo en te´rminos de la relacio´n entre el valor an˜adido y el riesgo generado, medido
e´ste en te´rminos del capital consumido o de su coste. Como discute [150], el RORAC
(Return On Risk Adjusted Capital) y el EVA (Economic Value Added) se emplean
habitualmente para este fin.
Otros usos del modelo de pe´rdida incluyen (i) la planificacio´n de capital, capital
planning, destinada a estudiar el consumo de capital y provisiones futuros en funcio´n
de la coyuntura econo´mica futura y del plan de negocio, y (ii) la gestio´n activa del
capital, credit portfolio management, cuyo fin es optimizar el consumo de capital de la
entidad segu´n su perfil de riesgo a partir de variaciones estrate´gicas en la composicio´n
de la cartera26.
2.3.5. Capital diversificado
El capital individual, kj, depende exclusivamente de la distribucio´n de pe´rdidas de
la unidad de riesgo, Lj, por lo que no recoge la dependencia de e´sta con las restantes
unidades de la cartera y, en particular, el efecto diversificacio´n citado en el apartado
2.2. Por ello, las entidades emplean en algunas aplicaciones una cifra alternativa, el
capital diversificado, kd,j. Este capital s´ı recoge el efecto diversificacio´n que se produce
al integrar distintas unidades dentro de la cartera y cumple que
∑N
j=1 k
d,j = k˜. La
medicio´n de dicha diversificacio´n se efectu´a a trave´s de los ratios de diversificacio´n:
λj = 1− k
j
kd,j
(2.12)
a nivel unidad y
λ˜ = 1− k˜
N∑
j=1
kj
(2.13)
24 Un feno´meno similar al discutido originalmente por [29] para la deuda soberana y los self-fulfilling
panics.
25 No´tese que ello es consecuencia de que deudor y cliente son el mismo agente. Como contraejemplo
puede considerarse el caso del seguro de cre´dito (trade credit insurance, [71]) donde la aseguradora
puede, en principio, cobrar al segundo cualquier riesgo de impago proveniente del primero, sin por ello
alterar su capacidad de pago.
26 [8], entre otros, aborda este problema, que puede interpretarse como una extensio´n al a´mbito del
consumo de capital de la conocida optimizacio´n de carteras.
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a nivel agregado. Los capitales diversificados kd,j se obtienen a trave´s de un me´todo de
reparto del capital, que distribuye el capital agregado, k˜, entre las unidades de riesgo
que forman la cartera, de manera que kd,j = rˆjkd,j, siendo rˆ =
(
rˆ1, ..., rˆN
)
el vector de
pesos del reparto. En el Ape´ndice B se revisa en mayor detalle el proceso de reparto
de capital.
Cabe destacar que los capitales diversificados y los ratios de diversificacio´n no son
relevantes so´lo para el ana´lisis del riesgo de incumplimiento, cua´nto riesgo genera y
cua´nto diversifica cada unidad de la cartera, sino tambie´n, como sen˜ala [163], para la
gestio´n interna de la entidad en aspectos como la evaluacio´n del desempen˜o, la pol´ıtica
retributiva o la medicio´n del valor creado para el accionista.
2.3.6. Integracio´n con otras herramientas
El modelo de pe´rdida por riesgo de incumplimiento puede integrarse con otras
herramientas cuantitativas destinadas a medir o analizar los riesgos de la entidad,
como el ana´lisis de escenarios o los modelos de pe´rdida para otros riesgos.
El ana´lisis de escenarios persigue conocer la sensibilidad de las me´tricas de riesgo,
en especial la pe´rdida esperada, ante cambios en la estructura de la cartera o, sobre
todo, la coyuntura econo´mica. Cuando el ana´lisis se centra en escenarios desfavorables
con el fin de estudiar la robustez y solvencia de la entidad se denomina stress test,
si bien con frecuencia ambos te´rminos se emplean indistintamente. [149], entre otros,
discute distintos aspectos de esta herramienta de ana´lisis.
Por su parte, la integracio´n del modelo de pe´rdida por riesgo de incumplimiento con
los modelos de pe´rdida por otros riesgos es necesaria para obtener una medicio´n del
riesgo global que enfrenta la entidad. Entre dichos riesgos destacan los de mercado, tipo
de intere´s, operacional o negocio. Esta integracio´n requiere establecer la dependencia
entre dichos riesgos, dependencia que (i) resulta notable en algunos casos, como en el
del riesgo de incumplimiento y de mercado, como apunta [97], y (ii) puede resultar
compleja de modelizar dada su heterogeneidad, como discute [108]. [16] examina la
pra´ctica de la industria en la agregacio´n de riesgos y [12], entre otros, plantea un modelo
de pe´rdida en el que, adema´s de riesgo de cre´dito, se considera riesgo de mercado, tipo
de cambio y tipo de intere´s.
2.3.7. Relacio´n con el marco regulatorio
El desarrollo precedente, incluido el modelo de pe´rdida definido en (2.6), se enmar-
can en una perspectiva econo´mica de la medicio´n del riesgo, donde son los accionis-
tas de la entidad los que definen el nivel de cobertura u y el modelo de distribucio´n
F =
(
F 1, ..., FN
)
en funcio´n de su apetito al riesgo, su experiencia histo´rica y el hecho
de que mayor capital conlleva mayor solvencia y en consecuencia menores costes de
financiacio´n, pero tambie´n menor rentabilidad, dado que, habitualmente, el capital es
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una fuente de financiacio´n ma´s costosa que la deuda.
La perspectiva alternativa es la regulatoria, donde los requerimientos de capital y
otras decisiones sobre el perfil de riesgo de la entidad son definidos, coordinados y
revisados por los organismos supervisores nacionales o supranacionales.
Ambas perspectivas requieren de un modelo de pe´rdida y conllevan, en particular,
el ca´lculo de una cifra de capital, que sera´ capital econo´mico en el primer caso y capital
regulatorio en el segundo. Desde Basilea II, ambas me´tricas conviven en la gestio´n del
riesgo de la entidad. Desde distintas perspectivas, trabajos como [31], [93], [100], [28],
[64] y [58] abordan sus diferencias, que, en te´rminos generales, pueden resumirse en que
responden a un trade-off distinto: entre solvencia y rentabilidad de la entidad en el caso
econo´mico, entre estabilidad y eficiencia del sistema financiero en el caso regulatorio.
Aunque la justificacio´n de un marco regulatorio en una economı´a de libre mercado
excede el alcance de esta introduccio´n, e´sta se relaciona con la discusio´n planteada
en [50], donde se muestra la conveniencia de garantizar los depo´sitos de las entidades
bancarias y la necesidad de establecer, como contraprestacio´n, una supervisio´n norma-
tiva que evite el riesgo moral, mitigue el coste de la cobertura para el contribuyente y
promueva unos requerimientos de capital homoge´neos y objetivos.
Cabe sen˜alar que los modelos de pe´rdida tambie´n resultan de intere´s para los orga-
nismos supervisores, que pueden emplearlos para medir el riesgo agregado del sistema,
habitualmente an˜adiendo a la formulacio´n de independencia condicional un mecanismo
de contagio entre entidades financieras. Es el denominado riesgo siste´mico, del que [92]
supone un ejemplo de su modelizacio´n en te´rminos de probabilidades y correlaciones
de incumplimiento.
2.3.8. Influencia del ciclo econo´mico
Existe una enorme literatura sobre la influencia del ciclo econo´mico en el riesgo de
impago. Entre otros muchos, cabe citar la evidencia positiva encontrada por [107], [104]
y [24], la revisio´n de la literatura que presenta [65], el ana´lisis de [144] sobre el efecto
que induce en la pol´ıtica de concesio´n de las entidades (disaster myopia) y el marco
teo´rico propuesto por [86] para entender co´mo modifican las entidades su estructura
de capital ante variaciones en el entorno econo´mico.
Bajo el modelo de pe´rdida considerado en (2.6), la influencia del ciclo econo´mico
sobre cada unidad de la cartera se articula a trave´s de la distribucio´n F j, j = 1, ..., N ,
en especial a trave´s de su valor esperado pdj = E [F j], segu´n se discute en el apartado
2.4.
El ciclo econo´mico puede inducir ciclicidad sobre las me´tricas de riesgo, con aumen-
tos de pe´rdida esperada y capital en las e´pocas de recesio´n y disminucio´n en e´pocas de
expansio´n como consecuencia de la variacio´n en el perfil de riesgo de los deudores. La
ciclicidad puede, de hecho, convertirse en prociclicidad : el aumento (disminucio´n) de la
pe´rdida esperada y del capital encarece y restringe (abarata y promueve) el cre´dito, lo
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que acentu´a el ciclo econo´mico. [52] y [83] discuten este feno´meno en te´rminos de los
requerimientos regulatorios y concluyen, con matices, que los requerimientos mı´nimos
fijados por Basilea son, en contra de su objetivo inicial, proc´ıclicos. La ciclicidad y
prociclicidad del negocio bancario, y en particular del riesgo de incumplimiento, han
atra´ıdo una atencio´n notable a ra´ız de la crisis financiera global desencadenada en 2008.
2.3.9. Modelos de pe´rdida en la industria
El intere´s de las entidades por contar con una medicio´n interna de su riesgo de
cre´dito, as´ı como la obligacio´n normativa de obtener un cifra econo´mica de capital,
han promovido el desarrollo e implantacio´n en las entidades de modelos de pe´rdida
propios similares al planteado en (2.6), con la posible consideracio´n de aleatoriedad en
EAD y LGD. [14] revisa las aproximaciones existentes en la industria en aspectos como
la eleccio´n de la medida de riesgo, la estructura de dependencia entre deudores o la
gobernanza del modelo.
Adema´s de los modelos desarrollados internamente por las entidades, algunos pro-
veedores han sacado al mercado soluciones comerciales, entre las que cabe destacar
Portfolio Manager (KMV, [40]), CreditMetrics (JP Morgan, [85]), CreditRisk+ (Cre-
dit Suisse First Boston, [160]) y Credit Portfolio View (McKinsey, [161]). [41] ofrece
una completa revisio´n de todos ellos, [68] y [80] discuten sus similitudes y las con-
diciones bajo las que responden a un planteamiento comu´n y [17] aborda un ana´lisis
cr´ıtico desde el punto de vista supervisor. Cabe sen˜alar, como apunta [3], que estos
modelos conllevan en la pra´ctica elevados y r´ıgidos requerimientos de informacio´n, lo
que cuestiona su utilidad, sobre todo en carteras minoristas. La Tabla 2.1, sustentada
en las comparaciones de [22] y [47], resume sus principales caracter´ısticas.
2.4. La distribucio´n de probabilidad de incumpli-
miento
2.4.1. Estructura de dependencia entre deudores
La dependencia entre deudores supone el principal reto en la modelizacio´n del riesgo
de incumplimiento y su estudio ha dado lugar a una notable cantidad de trabajos,
entre los que se encuentran [118], que supone una contribucio´n central, y [61], que
rebate algunas de las falacias ma´s comunes, as´ı como las referencias sobre el marco de
independencia condicional citadas a lo largo del cap´ıtulo.
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Eje
Portfolio
CreditMetrics CreditRisk+
Credit
Manager Portfolio View
Evento de
riesgo
Migracio´n o
incumplimiento
Migracio´n Incumplimiento Migracio´n o
incumplimiento
Factores de
riesgo
Series de
cotizaciones
Factores no
observables
(distribucio´n
Normal)
Factores no
observables
(distribucio´n
Gamma)
Variables
macro
Estructura
de
dependencia
Modelo
factorial (Asset
Value Factor
Model)
Modelo
factorial
(Equity Value
Factor Model)
Independencia
condicional a
los factores no
observables
Independencia
condicional a
los factores
macro
Tratamiento
LGD
Aleatoria con
distribucio´n
Beta
Aleatoria con
distribucio´n
Beta
Determinista,
constante por
unidad de
riesgo
Aleatoria,
calibrada
emp´ıricamente
Me´todo de
ca´lculo
Simulacio´n Simulacio´n Anal´ıtico Simulacio´n
Tabla 2.1: Comparativa de las principales soluciones comerciales.
Bajo el modelo de pe´rdida definido en (2.6), la dependencia entre las M˜ =
∑N
j=1M
j
variables de incumplimiento I ij viene dada por la distribucio´n F =
(
F 1, ..., FN
)
, que
constituye el riesgo siste´mico de la cartera. Si U ij es la variable uniforme en el intervalo
unidad que representa el riesgo espec´ıfico del deudor i de la unidad j, entonces:
I ij = 1⇔ U ij < F j ⇔ U ij − F j < 0⇔ CWI ij < 0 (2.14)
donde CWI ij es el denominado Credit Worthiness Index del deudor i de la unidad j,
magnitud que puede interpretarse como la variable aleatoria “capacidad de pago”, ya
que integra el riesgo espec´ıfico y siste´mico que afecta al deudor y que determina su
incumplimiento.
Habitualmente, la expresio´n anterior se formula en te´rminos27 de N−1 (·), la inversa
de la funcio´n de distribucio´n Normal esta´ndar, de forma que:
I ij = 1 ⇔ U ij < F j
⇔ N−1 (U ij) < N−1 (F j)
⇔ N−1 (U ij)−N−1 (F j) < 0
⇔ CWI ij < 0
(2.15)
donde se ha reformulado CWI ij como CWI ij = N−1 (U ij)−N−1 (F j).
27 Ello se debe a que el concepto esta´ estrechamente relacionado con el modelo de funcio´n ı´ndice
probit, como se discute en el Ape´ndice C.
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Se cumple entonces que:
Corr
[
CWI ij, CWI lj
]
=
Cov
[
N−1
(
U ij
)−N−1 (F j) , N−1 (U lj)−N−1 (F j)]
S
[
N−1
(
U ij
)−N−1 (F j)]S [N−1 (U lj)−N−1 (F j)]
=
V
[
N−1
(
F j
)]
1 + V
[
N−1
(
F j
)]
(2.16)
Corr
[
CWI ij, CWI lk
]
=
Cov
[
N−1
(
U ij
)−N−1 (F j) , N−1 (U lk)−N−1 (F k)]
S
[
N−1
(
U ij
)−N−1 (F j)]S [N−1 (U lk)−N−1 (F k)]
=
Cov
[
N−1
(
F j
)
, N−1
(
F k
)]√
1 + V [N−1 (F j)]
√
1 + V [N−1 (F k)]
(2.17)
La primera ecuacio´n define la correlacio´n de activos intraunidad, mientras que la se-
gunda define la correlacio´n de activos interunidad. En la pra´ctica, la segunda se emplea
con mucha menor frecuencia, por lo que la primera se nombra simplemente como co-
rrelacio´n de activos, y se denotada por ρj, j = 1, ..., N . La correlacio´n de activos se
emplea frecuentemente como medida del grado de dependencia entre deudores de una
misma unidad y es una funcio´n mono´tona creciente de la varianza de N−1 (F j), y por
ello de la propia varianza de F j.
Por u´ltimo, cabe destacar, como muestra [22], que la distribucio´n F =
(
F 1, ..., FN
)
induce una co´pula28 sobre las M˜ distribuciones marginales CWI ij. Puesto que I ij =
1 ⇔ CWI ij < 0, dicha co´pula determina tambie´n la estructura de dependencia entre
las variables de incumplimiento de todos los deudores.
2.4.2. Representacio´n del entorno econo´mico
Como se ha sen˜alado en el apartado 2.3.8, el riesgo de incumplimiento tiene un
fuerte cara´cter c´ıclico que hace crecer la PD de los deudores en e´pocas de recesio´n y
decrecer en e´pocas de expansio´n. Bajo el modelo (2.6), la PD del deudor i de la unidad
j viene dada por pdij = E [I ij] = E [F j], por lo que la eleccio´n de la distribucio´n F
supone tambie´n la eleccio´n del “entorno econo´mico” para el que se calculan las me´tricas
de riesgo individuales y agregada. As´ı, por ejemplo, la eleccio´n de una distribucio´n
marginal F j con un valor esperado elevado puede representar un entorno recesivo, y
una mayor varianza indicar una mayor incertidumbre sobre el evento de impago.
Si la entidad opta por recoger en F el estado del ciclo econo´mico existente en ca-
da momento obtiene una medicio´n ma´s sensible al riesgo y vinculada a un entorno
econo´mico concreto. A cambio, puede incurrir en mayores costes financieros derivados
del cambio perio´dico de la estructura de capital, lo que adema´s incrementa su vulne-
rabilidad ante shocks en el mercado de capitales. Sensibilidad al riesgo y estabilidad
28 Ve´ase [60] para una introduccio´n a las co´pulas y su aplicacio´n en la modelizacio´n del riesgo de
incumplimiento.
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son en consecuencia dif´ıciles de alcanzar al mismo tiempo y la segunda puede resultar
conveniente tambie´n desde una perspectiva econo´mica29.
La obtencio´n de me´tricas de riesgo estables ha conducido a la consideracio´n, tanto
en el caso regulatorio como en el econo´mico, de una distribucio´n F de “ciclo econo´mico
completo”, donde el entrecomillado, empleado en adelante, resalta el cara´cter informal
de la expresio´n, que no constituye una definicio´n precisa y que puede interpretarse como
una distribucio´n de PD que pondera el intervalo unidad segu´n la frecuencia histo´rica
observada para la tasa de impago de cada unidad a lo largo de un intervalo de tiempo
suficientemente amplio. Este intervalo debe contener e´pocas expansivas y contractivas
en una proporcio´n similar a la que cabr´ıa esperar en un ciclo econo´mico esta´ndar.
Cabe sen˜alar dos puntos sobre la adopcio´n de una distribucio´n F de “ciclo econo´mi-
co completo”. Por un lado, la ciclicidad no se mitiga del todo, puesto que la migracio´n
de deudores entre unidades siempre cuenta, en general, con algu´n componente c´ıclico,
au´n cuando el sistema de calificacio´n persiga un esquema TtC. Por otro, el concepto de
“ciclo econo´mico completo” cuenta, como se discute en el Cap´ıtulo 3, con significativas
carencias adema´s de la inexactitud del te´rmino o la dificultad para identificar un ciclo
econo´mico, en especial en el caso de no estacionariedad de la tasa de incumplimiento
de la entidad.
Ambos enfoques, el de escenarios puntuales condicionados a una situacio´n econo´mi-
ca concreta, real o ficticia, y el de escenarios “medios” de un “ciclo econo´mico comple-
to”, suponen los entornos econo´micos habitualmente considerados en la pra´ctica para
la distribucio´n F =
(
F 1, ..., FN
)
.
2.4.3. Horizonte de ca´lculo
El horizonte de ca´lculo, Q, se ha asumido fijo en el desarrollo precedente. No obs-
tante, su eleccio´n forma parte de las decisiones que debe tomar la entidad en funcio´n de
su perfil de riesgo. Como discuten [31], [149] y [57], desde una perspectiva econo´mica el
horizonte de ca´lculo deber´ıa reflejar el tiempo de respuesta que la entidad estima que
necesita para recobrarse de un shock adverso que deteriore su activo, en este caso, los
pre´stamos y cre´ditos concedidos. Involucra, por tanto, su capacidad para restaurar la
solvencia deseada a trave´s de la recapitalizacio´n o la liquidacio´n de parte de su activo.
En la pra´ctica, sin embargo, la consideracio´n del horizonte anual supone un convenio
ampliamente aceptado, tambie´n a nivel regulatorio, que, no obstante, puede resultar
insuficiente ante una desaceleracio´n notable y persistente de la actividad econo´mica.
Distintos horizontes de ca´lculo requieren diferentes distribuciones F , y un caso de
especial intere´s se da cuando Q > 1, en cuyo caso se aborda una medicio´n multiperiodo,
lo que requiere modelizar las distribuciones F j1 , ..., F
j
Q, correspondientes a la probabili-
29 De hecho, y como apunta [52], puede llegar a resultar o´ptimo para la entidad, en te´rminos
econo´micos, contar con un “colcho´n de capital” (capital buffer) sobre el requerimiento mı´nimo regu-
latorio, au´n cuando el capital suponga una fuente de financiacio´n costosa, con el fin de suavizar la
ciclicidad de dicho requerimiento y con ello mitigar el coste de ajuste (capital adjustment cost).
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dad de impago de la unidad de riesgo en cada uno de los Q periodos que conforman el
horizonte. Estas distribuciones se integran a trave´s de la funcio´n F :
F : (0 1)Q → (0 1)
(x1, .., xQ) → 1−
Q∏
i=1
(1− xi) (2.18)
F es el complementario a 1 de la funcio´n de supervivencia en tiempo discreto30, de
manera que F j = F (F j1 , ..., F jQ).
Tambie´n pueden calcularse me´tricas de riesgo para horizontes consecutivos, lo que
implica el ca´lculo de las distribuciones de pe´rdidas vinculadas a los intervalos t + 1 a
t+Q, t+Q+ 1 a t+ 2Q, etce´tera. La longitud de los horizontes consecutivos puede ser
distinta, aunque generalmente en todos ellos es igual a Q, y las me´tricas as´ı obtenidas se
suelen emplear en ejercicios de planificacio´n de capital. Pueden incorporarse, adema´s,
mecanismos de migracio´n de los deudores a nuevas unidades de riesgo al final de cada
horizonte de ca´lculo, lo que resulta de intere´s bajo una segmentacio´n PiT. En tal caso,
un mismo deudor puede estar sujeto a distintas distribuciones de PD en cada horizonte
segu´n va migrando de una unidad de riesgo a otra a lo largo de los mismos.
Aunque relacionados, la medicio´n multiperiodo y el ca´lculo a horizontes consecu-
tivos obedecen a conceptos distintos. La primera supone modelizar la distribucio´n F
para el conjunto del horizonte a partir de las distribuciones de PD correspondientes a
cada uno de los periodos que lo forman, considerando en todo caso un u´nico horizonte
de ca´lculo y en consecuencia obteniendo un u´nico conjunto de me´tricas de riesgo. Por
su parte, el ca´lculo a horizontes consecutivos conduce a varias distribuciones de pe´rdi-
das y por tanto a varios conjuntos de me´tricas de riesgo. As´ı, por ejemplo, en el primer
caso el riesgo espec´ıfico de cada deudor se simula G veces, mientras que en el segundo
se simula GC veces, siendo G el nu´mero de simulaciones de Monte Carlo consideradas
por horizonte y C el nu´mero de horizontes consecutivos.
2.4.4. Modelos de distribucio´n
2.4.4.1. Visio´n general
No existe una teor´ıa unificada sobre los modelos de distribucio´n de PD estoca´stica,
sino que e´stos forman un grupo diverso para el que resulta dif´ıcil establecer una taxo-
nomı´a o abordar un ana´lisis comparado. No obstante, s´ı es posible distinguir algunos
patrones generales e identificar algunas familias de modelos como los que se discuten
a continuacio´n.
Habitualmente, el ajuste de una distribucio´n F parte de la matriz de datos obser-
30 Ve´ase [148] para una introduccio´n al ana´lisis de supervivencia en tiempo discreto.
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vados internos Λh,
Λh =

h˙1ti h˙
2
ti · · · h˙Nti
h˙1ti+1 h˙
2
ti+1 · · · h˙Nti+1
...
...
. . .
...
h˙1tf−1 h˙
2
tf−1 · · · h˙Ntf−1
h˙1tf h˙
2
tf · · · h˙Ntf
 (2.19)
donde h˙jti+s es la realizacio´n de h
j
t en el periodo ti+ s, siendo h
j
t el hazard rate, HR, de
la unidad j en el periodo observado t.
El te´rmino HR proviene del ana´lisis de supervivencia y representa la intensidad del
evento de impago, lo que en tiempo discreto se corresponde con la probabilidad de
incumplimiento asociada a la unidad de riesgo. En lo que sigue se emplea, por ser ma´s
rigurosa, la denominacio´n HR en vez de la de tasa de incumplimiento o de impago. Su
ca´lculo se discute al final del cap´ıtulo. Por su parte, ti y tf son los periodos inicial y
final de la ventana de observacio´n, empleada para identificar el modelo.
Como se ha discutido anteriormente, la entidad escoge la distribucio´n F con el fin
de representar un determinado escenario econo´mico. En el caso condicional esto se logra
mediante la definicio´n de un escenario concreto que condiciona la distribucio´n de PD,
mientras que en el caso de “ciclo econo´mico completo” suele considerarse una ventana
de ca´lculo, que viene dada por el par [tl tu], que son sus l´ımites inferior y superior, y
que concreta la clase de escenario econo´mico representado en te´rminos del observado
en las series de HR o en variables indicadoras de coyuntura.
Es decir, la entidad identifica una versio´n general del modelo con las series de HR
sobre la ventana de observacio´n, versio´n general que se “acondiciona” (consideran-
do informacio´n adicional, an˜adiendo alguna restriccio´n, perturbando algu´n para´metro,
considerando algu´n escenario condicionante, etc.) para responder a un entorno econo´mi-
co concreto o bien a la evolucio´n observada por las N series de HR de la cartera en
el periodo de tiempo [tl tu], lo que vincula F con el escenario econo´mico acaecido en
dicho intervalo.
Cabe subrayar dos aspectos sobre la ventana de ca´lculo.
Por un lado, en algunas ocasiones ambas ventanas coinciden, por lo que:
Λh =

h˙1tl h˙
2
tl · · · h˙Ntl
h˙1tl+1 h˙
2
tl+1 · · · h˙Ntl+1
...
...
. . .
...
h˙1tu−1 h˙
2
tu−1 · · · h˙Ntu−1
h˙1tu h˙
2
tu · · · h˙Ntu
 (2.20)
Por otro, es la ventana de ca´lculo la que finalmente delimita la distribucio´n F . En
particular, la PD esperada de cada unidad, E [F j] = pdj, esta´, en general, pro´xima
a la media de hjt en el intervalo [tl tu], y en el caso de una medicio´n del riesgo de
incumplimiento “de ciclo completo”, son los l´ımites tl y tu los que delimitan dicho ciclo
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en te´rminos del HR.
La literatura clasifica los modelos de distribucio´n F , de forma informal, entre (i)
modelos esta´ticos, en los que se propone directamente una distribucio´n de probabili-
dad, habitualmente parame´trica, que no contempla la evolucio´n temporal del HR, y
(ii) modelos dina´micos, en los que se reconoce expl´ıcitamente el cara´cter de proceso
estoca´stico del HR y se emplea la relacio´n dina´mica que vincula informacio´n pasada y
HR futuros.
[26], [104], [128] y [20], entre otros, revisan con distinta profundidad ambas pers-
pectivas, que se discuten brevemente en los apartados 2.4.4.2 y 2.4.4.3. Antes, pueden
destacarse dos aspectos de intere´s sobre la modelizacio´n de la distribucio´n F , tanto en
la aproximacio´n esta´tica como en la dina´mica.
Por un lado, el protagonismo que han adquirido las formulaciones factoriales para
tratar la estructura de dependencia entre distribuciones F j cuando N es elevado. En el
caso esta´tico este enfoque supone expresar F =
(
F 1, ..., FN
)
en te´rminos de un nu´mero
N∗, N∗ << N , de factores no observables, o latentes, Φ =
(
Φ1, ...,ΦN
∗)
, de forma que
F j = ψj
(
Φ1, ...,ΦN
∗)
para alguna funcio´n ψj, habitualmente lineal general. Por su
parte, en el caso dina´mico la adopcio´n de una estructura factorial suele involucrar el
ajuste al vector ht =
(
h1t , ..., h
N
t
)
de un modelo factorial dina´mico31.
Por otro lado, el hecho de que la identificacio´n de F esta´ sujeta a riesgo de modelo:
el riesgo de que las me´tricas de riesgo se estimen incorrectamente como consecuencia
de la adopcio´n de una distribucio´n de PD inadecuada o el empleo de un proceso de
ca´lculo deficiente. [115] trata esta fuente de incertidumbre en el caso del riesgo de
incumplimiento.
2.4.4.2. Aproximacio´n esta´tica
La aproximacio´n esta´tica esta´ fuertemente vinculada a la medicio´n de “ciclo econo´mi-
co completo”. Cuando Q = 1, la aproximacio´n esta´tica consiste en ajustar a la matriz
de datos Λh una distribucio´n N -variante con soporte en (0 1)N , habitualmente pa-
rame´trica.
Aunque pueden considerarse diversas formulaciones alternativas, como las que re-
pasa [145], el modelo de Vasicek, propuesto por [157], supone el modelo predominante.
E´ste se inspira en el desarrollo original de [126] y ha sido estudiado y aplicado, con
matices o variaciones, en infinidad de trabajos, como [51], [117], [89] y [20], entre otros
muchos. Adema´s, subyace al modelo regulatorio desde Basilea II y es ampliamente uti-
lizado en los modelos internos de las entidades, como sen˜ala [14]. El modelo de Vasicek
se emplea tambie´n en algunos de los ejercicios emp´ıricos abordados en este trabajo, en
el que se denota como V =
(
V 1, ..., V N
)
.
31 Esta clase de modelos se presenta brevemente en el Ape´ndice C. Cabe sen˜alar que en algunos
trabajos, como [107], [36] y [54], adema´s de variables macroecono´micas observables se an˜aden al modelo
factores latentes con el fin de completar la dependencia entre unidades no capturada por las primeras,
en cuyo caso los segundos se denominan variables o factores frailty.
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El modelo de Vasicek viene dado por:
V j = N
(
N−1 (αj)−
√
βjzj√
1− βj
)
(2.21)
con 0 < αj < 1, 0 < βj < 1 y z =
(
z1, ..., zN
) ∼ N ((0, ..., 0) ,Σ), Σ (j, j) = 1,
j = 1, ..., N .
Se cumple que E [V j] = αj, por lo que αj es la PD esperada para la unidad de
riesgo j, mientras que la correlacio´n de activos de V j, ρjV , es igual a β
j, lo que permite
identificar este para´metro con la estructura de dependencia entre deudores de una
misma unidad.
Adema´s, (i) en ocasiones se denota como “modelo de co´pula gausiana” (gaussian
copula model) puesto que la dependencia entre deudores se establece por medio del
vector z, (ii) cuando la correlacio´n es igual a 1 entre todas las variables32 zj se obtiene el
denominado modelo ASRF (Asymptotic Single Risk Factor), que es la versio´n empleada
en el modelo regulatorio y se corresponde con el modelo de pe´rdida formulado en (2.5),
y (iii) se han propuesto distintas extensiones, como, por ejemplo, las discutidas en [27]
para la estructura de dependencia o la formada por el propio modelo CreditMetrics, de
KMV, que supone su generalizacio´n al evento de migracio´n.
Cualquier manual sobre riesgo de incumplimiento ofrece una introduccio´n al modelo
de Vasicek, as´ı como el propio autor en [158], por lo que aqu´ı se discuten de forma breve
sus propiedades anal´ıticas y de implementacio´n.
En lo que respecta a las propiedades anal´ıticas, se cumplen, adema´s de E [V j] = αj
y βj = ρjV = V [N
−1 (V j)] / (1 + V [N−1 (V j)]), las siguientes identidades33:
V
[
V j
]
= N2
[
N−1
(
αj
)
, N−1
(
αj
)
; βj
]− (αj)2 (2.22)
Cov
[
V j, V k
]
= N2
[
N−1
(
αj
)
, N−1
(
αk
)
;
√
βjβk
]
− αjαk (2.23)
P
(
V j ≤ vj) = N ( 1√
βj
(
N−1
(
vj
)√
1− βj −N−1 (αj))) (2.24)
de donde:
P
(
V j ≤ ηj) = uj ⇔ ηj = N (N−1 (αj)−√βjN−1 (1− uj)√
1− βj
)
(2.25)
Las expresiones anteriores, en especial la u´ltima, evidencian la elevada tratabilidad
anal´ıtica de la distribucio´n, que permite el ca´lculo determinista del VaR de Lj bajo
infinita granularidad.
32 Es decir, cuando todas las variables zj son la misma.
33 Siendo N2 [x, y; ρ] la funcio´n de distribucio´n bivariante de la Normal esta´ndar con correlacio´n ρ
evaluada en el punto (x, y).
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La implementacio´n y uso del modelo resultan sencillos. Por un lado, la identificacio´n
de la distribucio´n es inmediata a partir de la transformada de Λh por la funcio´n N−1 (·),
o bien a trave´s de sus momentos34. Por otro, su simulacio´n Monte Carlo no plantea
dificultades, puesto que se reduce a la simulacio´n de la Normal N -variante formada
por z =
(
z1, ..., zN
)
. Adema´s, V j admite una interpretacio´n econo´mica sencilla: la
PD esperada de cada unidad se “perturba” en torno a su media en funcio´n del ciclo
econo´mico, representado por zj, y de la sensibilidad de la unidad a e´ste, dada por ρj.
En lo que respecta al caso multiperiodo, bajo una aproximacio´n esta´tica la serie de
HR de cada unidad da lugar a Q series de HR solapadas, de forma que:
Λh =

h˙1ti h˙
1
ti+1 · · · h˙1ti+Q−1
h˙1ti+1 h˙
1
ti+2 · · · h˙1ti+Q
...
...
. . .
...
h˙1tf−Q h˙
1
tf−Q+1 · · · h˙1tf−1
h˙1tf−Q+1 h˙
1
tf−Q+2 · · · h˙1tf
· · ·
· · ·
· · ·
· · ·
· · ·
h˙Nti h˙
N
ti+1 · · · h˙Nti+Q−1
h˙Nti+1 h˙
N
ti+2 · · · h˙Nti+Q
...
...
. . .
...
h˙Ntf−Q h˙
N
tf−Q+1 · · · h˙Ntf−1
h˙Ntf−Q+1 h˙
N
tf−Q+2 · · · h˙Ntf

(2.26)
A esta matriz de datos se le ajusta una distribucio´n NQ–variante cuyas marginales
son las distribuciones de PD para cada unidad y periodo del horizonte de ca´lculo, F js ,
j = 1, ..., N y s = 1, ..., Q. F j se obtiene entonces como F j = F (F j1 , ..., F jQ).
2.4.4.3. Aproximacio´n dina´mica
La aproximacio´n dina´mica se basa en el ajuste de un modelo dina´mico N -variante al
vector de series ht =
(
h1, ..., hN
)
. El planteamiento general suele involucrar la conside-
racio´n de las variables de estado de la dina´mica, que se fijan a un valor o para las que se
asume una distribucio´n, y que dan lugar a F a trave´s de la relacio´n dina´mica. As´ı, por
ejemplo, si el HR de la unidad de riesgo sigue un proceso AR(1), ht = β0 +β1ht−1 +ut,
y H es la distribucio´n escogida para ht−1 y U para ut, entonces F = β0 + β1H + U ,
mientras que si ht−1 queda fijo se tiene que F = β0 + β1ht−1 + U .
No existe, sin embargo, una metodolog´ıa esta´ndar para la obtencio´n de la distri-
bucio´n de PD bajo la aproximacio´n dina´mica, puesto que e´sta se define en funcio´n de
la dina´mica ajustada y del tipo de escenario econo´mico que se desea representar. Este
hecho hace de la aproximacio´n dina´mica una familia muy heteroge´nea de modelos a
la que se adscriben propuestas diversas como la de [161], que supone una referencia
central y en la que el HR es funcio´n de variables macroecono´micas observables para
las que se asume una dina´mica AR(2); [123], que adopta una formulacio´n bayesiana;
[20], que considera dina´micas heteroceda´sticas, o [26], [121] y [131], entre otros, en los
34 Tanto el estimador por momentos como por ma´xima verosimilutud de αj coinciden y son iguales
a la media de la serie de HR de la unidad. En βj , sin embargo, difieren, siendo el primero el que se
deriva de la ecuacio´n (2.22) y el segundo el dado por la expresio´n para la correlacio´n de activos. [53]
discute la estimacio´n de la correlacio´n de activos en te´rminos estad´ısticos y pra´cticos y concluye a
favor de la estimacio´n por ma´xima verosimilitud.
45
que se opta, con matices, por una dina´mica de cambio de re´gimen35 (regime switching)
para representar distintos estados discretos del ciclo econo´mico. Cabe sen˜alar que en
algunas ocasiones, sobre todo cuando se persigue una distribucio´n de “ciclo econo´mico
completo”, la aproximacio´n dina´mica desemboca en un modelo esta´tico que refleja la
distribucio´n de largo plazo del proceso. As´ı sucede, por ejemplo, en [140], en donde par-
tiendo de una aproximacio´n dina´mica se obtiene finalmente el modelo de distribucio´n
de Vasicek.
De la aproximacio´n dina´mica pueden destacarse cuatro puntos.
Primero, es en el marco multiperiodo donde ma´s se evidencia la diferencia entre
un marco esta´tico y uno dina´mico, puesto que en el segundo se emplean las sendas
condicionales que se derivan de la dina´mica para establecer la dependencia entre las
distribuciones F js asociadas a los distintos periodos del horizonte de ca´lculo, con F
j =
F (F j1 , ..., F jQ) = 1−∏Qs=1 (1− F js ).
Segundo, el enfoque dina´mico esta´ fuertemente vinculado a la medicio´n condicional,
es decir, a la obtencio´n de una distribucio´n F condicionada a la informacio´n disponible
en t, Ft, como sucede en [141], [36], [140] y [132], por citar so´lo algunos ejemplos. En
tal caso, F jt = F
(
Hj1/t, ..., H
j
Q/t
)
, donde Hs/t es la distribucio´n condicional del HR de
la unidad j en el periodo t+ s dada la informacio´n disponible36 en t, con s = 1, ..., Q.
Tercero, es habitual la incorporacio´n de variables macroecono´micas en la dina´mica
de ht, como sucede, por ejemplo, en [98], [107], [149], [161] y [131]. La pra´ctica habi-
tual supone considerar un nu´mero reducido de variables comunes atodas las unidades.
Su inclusio´n otorga un cara´cter ma´s estructural al modelo, permite efectuar ana´lisis
adicionales sobre la base de e´ste y le dota de sentido econo´mico.
Cuarto, al estar hjt acotado, 0 < h
j
t < 1, resulta conveniente el ajuste de una dina´mi-
ca con funcio´n de enlace ϕ, de forma que la dina´mica se formula para xjt = ϕ
−1 (hjt),
donde xjt tiene soporte no acotado, y las distribuciones condicionales se obtienen como
Hs/t = ϕ
(
Xjs/t
)
, siendo Xs/t la distribucio´n condicional de x
j
t en el periodo t+ s dada
la informacio´n disponible en t, con s = 1, ..., Q. Las funciones de enlace ma´s habituales
son la log´ıstica, ϕ
(
xjs/t
)
= 1/
(
1+exp
(
−xj
s/t
))
, considerada, entre otros, por [107] y [128], y
la probit, ϕ
(
xjs/t
)
= N
(
xjs/t
)
, empleada, por ejemplo, en [24] y [132]. Ambas formula-
ciones encuentran sentido econo´mico y sustento econome´trico en el modelo de funcio´n
ı´ndice, revisado en el Ape´ndice C. [36], [68] y [132] discuten brevemente el papel de la
funcio´n de enlace en la modelizacio´n del riesgo.
35 Ve´ase [88] para una introduccio´n a esta clase de modelos.
36 En lo que sigue la distribucio´n de pe´rdidas vinculada a Ft se denota por L˜t a nivel agregado y
Ljt a nivel unidad de riesgo, con Lt =
(
L1t , ..., L
N
t
)
.
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2.4.5. Estimacio´n del hazard rate
El HR se estima como el ratio cuyo denominador es el nu´mero de deudores de la
unidad j expuestos al riesgo de impago al principio del periodo t y cuyo numerador es el
nu´mero de impagos declarados en dicho periodo segu´n la definicio´n de incumplimiento
de la entidad37.
Aunque la definicio´n es sencilla, el ca´lculo del HR cuenta con algunas dificultades.
Por un lado, y como sen˜ala [128], el HR esta´ sujeto a error de realizacio´n, error
cuya varianza es mayor si el HR de la unidad esta´ cercano a 0 o´ 1, como sucede en los
denominados Low Default Portfolios, abordados en [63]. Dicho error es, como apunta
[134], heteroceda´stico, puesto que depende del nu´mero de deudores vinculados a la
unidad, nu´mero que puede cambiar a lo largo del tiempo.
Por otro lado, el ratio se ve afectado por (i) la censura: deudores que esta´n en riesgo
al inicio del periodo pero dejan de estarlo antes de que acabe e´ste sin haber declarado
impago, (ii) la pol´ıtica de concesio´n de la entidad, que puede intervenir en la serie de
forma puntual o permanente, y (iii) el nivel de homogeneidad entre deudores, que de
resultar insuficiente puede distorsionar las series y con ellas la cifra de capital, como
muestra [89], y (iv) la segmentacio´n empleada y las variaciones de e´sta a lo largo del
tiempo, como sen˜ala [32].
Por u´ltimo, cabe sen˜alar que en algunos casos no se dispone del nu´mero de deudores
expuestos al riesgo e impagados con los que estimar el HR, por lo que debe recurrirse
a metodolog´ıas de ca´lculo alternativas, entra las que destacan dos.
Primera, el uso de las series de saldo total en riesgo e impagado, lo que da lugar
a un ratio de incumplimiento en saldo en vez de en nu´mero. Este ratio puede consi-
derarse una aproximacio´n imperfecta al HR, puesto que tambie´n recoge el “flujo de
impago” asociado a la unidad, si bien, y a diferencia del ratio en nu´mero, puede verse
distorsionado por la concentracio´n de la cartera38.
Segunda, el uso de la serie de stock crediticio en mora, ya sea en nu´mero o en saldo.
Esta serie recoge el comportamiento de la denominada cartera dudosa, que aumenta
con la declaracio´n de impagos y disminuye con los pases a fallido y las recuperaciones.
Por ello, y como discute [95], debe ser filtrada para obtener una serie que recoja exclu-
sivamente los impagos declarados en cada periodo. Esta clase de series suele obtenerse
de informacio´n contable, lo que aumenta su disponibilidad, sobre todo a nivel agregado
por pa´ıses o sectores, pero tambie´n la hace ma´s sensible a intervenciones, en especial
en caso de alta frecuencia, como muestra la Figura 2.5.
37 Desde la perspectiva de la medicio´n interna del riesgo, la definicio´n de impago es tambie´n una
decisio´n propia de la entidad en funcio´n de su pol´ıtica de gestio´n del riesgo.
38 Puesto que el ratio pasa a ser sensible, adema´s de al nu´mero de deudores que han incumplido, a
la coleccio´n de exposiciones efectivas que forma dicho grupo.
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Figura 2.5: Serie mensual diferenciada de stock de saldo moroso dividida entre el saldo
crediticio total al inicio del periodo para el conjunto de las entidades de cre´dito espan˜olas,
segu´n datos del Banco de Espan˜a para los an˜os 2008 a 2010. Las barras oscuras indican
u´ltimo mes del trimestre.
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Cap´ıtulo 3
Modelo de distribucio´n de
probabilidad de incumplimiento
3.1. Introduccio´n
En este cap´ıtulo se discuten algunas debilidades asociadas a la medicio´n del riesgo
de incumplimiento, en especial bajo el marco de “ciclo econo´mico completo”, y se
propone un modelo de distribucio´n de PD que pretende resolverlas. En dicho modelo
se sustenta todo el ana´lisis posterior.
El modelo asume una aproximacio´n dina´mica que incorpora expl´ıcitamente la evo-
lucio´n del riesgo a lo largo del tiempo, es flexible en te´rminos de horizonte y ventana
de ca´lculo y prescinde de hipo´tesis restrictivas.
El cap´ıtulo se estructura as´ı: en el segundo apartado se exponen algunas considera-
ciones sobre la relacio´n entre el riesgo de incumplimiento y la dina´mica de las series de
HR. Dichas consideraciones motivan el modelo de distribucio´n F que se propone en el
tercer apartado y se discute en el cuarto. Por u´ltimo, la aplicacio´n a nivel multivariante
se trata en el quinto apartado.
3.2. Medicio´n incondicional del riesgo de incumpli-
miento
3.2.1. El problema de la no estacionariedad
La distribucio´n F =
(
F 1, ..., FN
)
de “ciclo econo´mico completo”, as´ı como la con-
dicional a la informacio´n disponible en t, Ft =
(
F 1t , ..., F
N
t
)
, ambas presentadas en el
apartado 2.4.4, suponen las distribuciones ma´s habituales para la medicio´n del riesgo
de incumplimiento de la cartera de la entidad. Dichas distribuciones obedecen a plan-
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teamientos distintos: mientras que la segunda se sustenta habitualmente en un modelo
de corte dina´mico y su definicio´n formal es clara, la primera suele involucrar, de forma
directa o indirecta, la asuncio´n de una distribucio´n esta´tica vinculada a la ventana de
ca´lculo [tl tu] y su definicio´n resulta difusa, tanto por la vaguedad del te´rmino “ci-
clo econo´mico completo” como por la necesidad de determinar, como paso previo, los
umbrales tl y tu que representen dicho entorno econo´mico.
En el caso de la medicio´n de “ciclo completo” se habla con frecuencia de distribucio´n
F incondicional, y de ah´ı distribucio´n de pe´rdidas incondicional y en u´ltimo te´rmino
capital incondicional. La expresio´n incondicional se entiende entonces en el sentido
de distribucio´n marginal del proceso estoca´stico que forma la serie de HR de cada
unidad. Es decir, F j es incondicional cuando viene dada por la distribucio´n marginal
Q-variante1 del proceso hjt , H
∗j =
(
H∗j1 , ..., H
∗j
Q
)
, de forma que:
F j = F (H∗j1 , ..., H∗jQ ) = 1− Q∏
s=1
(
1−H∗js
)
(3.1)
Puesto que la distribucio´n marginal no esta´ condicionada a la informacio´n existente en
ningu´n periodo, pero recoge el comportamiento de largo plazo del proceso, F j puede
identificarse informalmente con una agregacio´n de distintos estados del ciclo econo´mico,
de forma que la incondicionalidad otorga una visio´n de “ciclo econo´mico completo”.
Llegado este punto es relevante notar que si el proceso estoca´stico ht =
(
h1t , ..., h
N
t
)
no es estacionario no cuenta con una distribucio´n marginal invariante, y que por tanto
no es posible definir en realidad una distribucio´n F incondicional.
Lo anterior implica que la distribucio´n F de “ciclo econo´mico completo” esta´ en
realidad condicionada a la senda realizada por ht en la ventana [tl tu], por lo que
F = F[tl tu], y que so´lo en el caso de que ht sea estacionario y la ventana suficientemente
grande, F[tl tu] puede asemejarse en verdad a una distribucio´n incondicional
2, que para
distinguirla del caso general se denota como F ∗ =
(
F ∗1, ..., F ∗N
)
, con:
F ∗j = F (H∗j1 , ..., H∗jQ ) = 1− Q∏
s=1
(
1−H∗js
)
(3.2)
El intere´s de la observacio´n anterior es doble.
Por un lado, subraya un hecho que no ha suscitado especial atencio´n en la literatura
o ha merecido una reflexio´n superficial. Por ejemplo, [43] subraya las debilidades de la
medicio´n del riesgo dados los recurrentes cambios estructurales que sufren los procesos
y variables financieras, pero se centra en el problema de respuesta endo´gena3 y no
1 En toda la discusio´n el horizonte de ca´lculo se asume fijo e igual a Q, por lo que no se explicita
en la notacio´n para simplificar e´sta.
2 En lo que sigue se asume ergodicidad en ht, por lo que una realizacio´n suficientemente larga de
e´ste caracteriza H∗j =
(
H∗j1 , ...,H
∗j
Q
)
.
3 Respuesta que el autor resume adaptando la Ley de Goodhart a la medicio´n del riesgo: A risk
model breaks down when used for its intended purpose.
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aborda el punto anterior relativo a la inconsistencia de las me´tricas de “ciclo completo”.
[115] advierte que obviar la autocorrelacio´n de la serie de HR puede llevar a una mala
estimacio´n de la PD media de la unidad a lo largo del tiempo, puesto que la persistencia
obliga a considerar una muestra ma´s larga, pero enmarca este hecho dentro del riesgo de
modelo y no acomete una reflexio´n ma´s general. Otros autores, como [117], observan
dependencia de las me´tricas de riesgo a la ventana de ca´lculo considerada, pero no
cuestionan la “incondicionalidad” en presencia de no estacionariedad. En muchos otros
trabajos esta carencia ni siquiera se plantea. Incluso [161], que supone una referencia
central en los modelos de corte dina´mico, obvia que puede no existir distribucio´n de
largo plazo para el HR si los factores macroecono´micos subyacentes, para los que se
asume una dina´mica AR(2), no son estacionarios.
Por otro lado, marca una distincio´n relevante entre estacionariedad y no estaciona-
riedad en un a´mbito, la medicio´n del riesgo de incumplimiento, en el que las propiedades
fundamentales de las series de HR no suelen protagonizar la discusio´n. As´ı, en el caso
de que ht =
(
h1t , ..., h
N
t
)
sea estacionario (i) la dependencia de F respecto a la ven-
tana de ca´lculo no plantea ninguna inconsistencia, y (ii) es posible derivar resultados
generales sobre la distribucio´n incondicional.
En lo que respecta al primer punto, la estacionariedad de las series de HR implica
que, a mayor longitud de la ventana de ca´lculo, mayor semejanza entre la distribucio´n
ajustada y la incondicional, por lo que incrementar la ventana de ca´lculo hasta la mayor
longitud disponible resulta siempre deseable para recoger un “ciclo econo´mico comple-
to”. Adema´s, la convergencia de F j[tl tu] a F
∗j, dada por la convergencia de Hj[tl tu] a
la distribucio´n marginal H∗j , garantiza que dos ventanas temporales disjuntas pero
suficientemente grandes conducen a la misma distribucio´n F j, F ∗j, y que, en conse-
cuencia, los l´ımites de la ventana dejan de ser relevantes ma´s alla´ de la longitud que
determinan.
Por su parte, la posibilidad de derivar resultados anal´ıticos es consecuencia de la
abundante teor´ıa existente sobre estacionariedad. La Proposicio´n 3.1 ofrece uno en
te´rminos de la dina´mica del vector ht =
(
h1t , ..., h
N
t
)
.
Proposicio´n 3.1.Si el vector de HR de la cartera, ht =
(
h1t , ..., h
N
t
)
, sigue una
dina´mica dada por ht = ψ (xt), con ψ ∈ C2 (R), y xt =
(
x1t , ..., x
N
t
)
admite una
representacio´n lineal de coeficientes fijos e innovaciones normales en espacio de los
estados de la forma4:
zt+1 = Tzt + Γut +Ewt
xt = Hzt +Dut +Cvt
(3.3)
entonces:
1. F ∗ =
(
F ∗1, ..., F ∗N
)
existe si ut es estacionario y los autovalores de T tienen
mo´dulo inferior a la unidad.
4 Ve´ase [154] para los detalles de la formulacio´n y las restricciones sobre las matrices y variables
del sistema.
51
2. Si Q = 1, ψ es la funcio´n de distribucio´n de la Normal esta´ndar y se cumplen las
condiciones del punto anterior, entonces F ∗ =
(
F ∗1, ..., F ∗N
)
es de hecho una
distribucio´n de Vasicek N-dimensional, F ∗ ≡ V = (V 1, ..., V N) .
Demostracio´n
En lo que respecta al primer punto, por ser ψ continua, ht es estacionario si lo es
xt, y xt es estacionario si se cumplen las condiciones sen˜aladas, como muestra [154].
En tal caso, existen, para todo j, j = 1, ..., N , y s, s = 1, ..., Q, las distribuciones
H∗js , por lo que tambie´n existe F
∗ =
(
F ∗1, ..., F ∗N
)
, con F ∗j = F (H∗j1 , ..., H∗jQ ) =
1−∏Qs=1 (1−H∗js ).
Sobre el segundo punto, y como muestra tambie´n [154], en el caso de la formu-
lacio´n anterior la distribucio´n incondicional de xt, X
∗ =
(
X∗1, ..., X∗N
)
, es Normal
multivariante. Sean µ, Σ y Σ∗ su vector de medias, de dimensio´n N , su matriz de
varianzas-covarianzas, de dimensio´n N×N , y su matriz de correlaciones, de dimensio´n
N ×N , respectivamente.
Por ser ψ continua y Q = 1, F ∗ = H∗ = N (X∗) =
(
N (X∗1) , ..., N
(
X∗N
))
,
por lo que esta distribucio´n puede representarse como una distribucio´n de Vasicek,
V =
(
V 1, ..., V N
)
, tomando z =
(
z1, ..., zN
)
como la distribucio´n Normal multivariante
con vector de medias 0 = (0, ..., 0), matriz de varianzas-covarianzas Σ∗ y siendo αj y
βj:
αj = N
(
µj√
1 + vj
)
(3.4)
βj =
vj
1 + vj
(3.5)
donde vj = Σ (j, j), j = 1, ..., N .
Es decir,
F ∗j = V j
= N
(
N−1
(
αj
)√
1− βj +
√
βj√
1− βj z
j
)
= N

N−1
(
N
(
µj√
1 + vj
))
√
1− v
j
1 + vj
+
√
vj
1 + vj√
1− v
j
1 + vj
zj

= N
(
µj +
√
vjzj
)
= N (X∗j)
= H∗j
(3.6)
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con:
Cov
[
N−1 (F ∗j) , N−1
(
F ∗k
)]
= Cov
[
N−1
(
αj
)√
1− βj +
√
βj√
1− βj z
j,
N−1
(
αk
)√
1− βk +
√
βk√
1− βk z
k
]
=
√
βj√
1− βj
√
βk√
1− βk v
∗jk
=
√
βj
1− βj
√
βk
1− βk v
∗jk
=
√√√√√√√
vj
1 + vj
1− v
j
1 + vj
√√√√√√√
vk
1 + vk
1− v
k
1 + vk
v∗jk
=
√
vj
√
vkv∗jk
= vjk
(3.7)
siendo vjk = Σ (j, k) y vjk∗ = Σ∗ (j, k), j, k = 1, ..., N .

El segundo punto de la proposicio´n resulta especialmente relevante puesto que mues-
tra el cara´cter general de la distribucio´n de Vasicek, que bajo ciertas condiciones, in-
cluida la estacionariedad de xt, resulta en la distribucio´n F
∗ para una amplia familia
de dina´micas de ht =
(
h1t , ..., h
N
t
)
bajo funcio´n de enlace probit.
Las buenas propiedades vinculadas a la estacionariedad de ht desaparecen en el caso
general de no estacionariedad debido a la influencia que la ventana de ca´lculo adquiere
sobre las me´tricas de riesgo, puesto que entonces F[tl tu] es sensible a la inclusio´n o
eliminacio´n de periodos de la ventana, en especial cuando e´stos esta´n asociados a HR
mucho mayores o menores que la media.
Este efecto introduce inestabilidad en las me´tricas de riesgo, puesto que la obser-
vacio´n de nuevos valores de la serie de HR puede conducir a distribuciones de PD
significativamente distintas segu´n se actualice la ventana de ca´lculo, au´n cuando e´sta
tenga una longitud significativa. Ya no es claro entonces que la mejor opcio´n para re-
presentar un “ciclo econo´mico completo” sea considerar la mayor ventana de ca´lculo
disponible. La entidad enfrenta, de hecho, el problema de escoger la ponderacio´n de
periodos “buenos” y “malos” que dan lugar a un ciclo “equilibrado” o “representativo”.
El principio de estabilidad debe interpretarse ahora como equidad, y la incondiciona-
lidad es de hecho “incondicionalidad”, donde el entrecomillado representa el cara´cter
informal e incluso alego´rico de una propiedad inexistente bajo no estacionariedad5. Se
disocia, por tanto, el concepto de “ciclo econo´mico completo” del de “me´tricas de ries-
go estables”, ya que incluso dos ventanas distintas vinculadas a dos ciclos similares en
5 A lo largo del cuerpo del documento se conserva el entrecomillado como recordatorio de esta
debilidad.
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te´rminos macroecono´micos pueden arrojar distribuciones de PD diferentes.
De esta forma, en el caso de no estacionariedad de las series de HR, la eleccio´n de
la ventana de ca´lculo vinculada a una medicio´n de “ciclo econo´mico completo” resulta
cr´ıtica y se an˜ade a las otras decisiones que, como la fijacio´n del nivel de cobertura,
debe tomar la entidad en el proceso de medicio´n de su riesgo de incumplimiento. Surge,
de hecho, cierta “inconsistencia temporal”, puesto que la distribucio´n “incondicional”
se calibra con base en un ciclo observado con el fin de determinar, entre otras medidas,
el capital que la entidad requiere para enfrentar el ciclo que esta´ por venir. Dichos
ciclos pueden conducir, sin embargo, a distribuciones F notablemente distintas como
consecuencia de la no estacionariedad de las series de HR.
Por u´ltimo, cabe sen˜alar que la convergencia de Hj[tl tu] a su distribucio´n marginal
H∗j puede ser lenta si la dependencia serial es elevada, por lo que en una ventana de
moderada longitud tambie´n pueden observarse las debilidades anteriores au´n cuando
hjt sea estacionario.
3.2.2. Utilidad de las distribuciones condicionales
La discusio´n anterior muestra la debilidad de la aproximacio´n esta´tica y la medi-
cio´n de “ciclo econo´mico completo”. Por el contrario, las distribuciones condicionales
Ft =
(
F 1t , ..., F
N
t
)
, vinculadas, como se sen˜alo´ en el apartado 2.4.4, a la modelizacio´n
dina´mica, ofrecen una medicio´n del riesgo completamente consistente.
As´ı, por un lado, existen siempre, sea o no estacionario ht, y su formulacio´n esta´ bien
definida para cualquier horizonte Q:
F jt = F
(
Hj1/t, ..., H
j
Q/t
)
= 1−
Q∏
s=1
(
1−Hjs/t
)
(3.8)
con Hjt =
(
Hj1/t, ..., H
j
Q/t
)
el vector de distribuciones condicionales de hjt a la informa-
cio´n disponible en t.
Por otro lado, recogen de forma precisa la evolucio´n del riesgo de incumplimiento
a lo largo de la ventana segu´n se actualiza la informacio´n disponible relevante para
el HR, informacio´n que recoge, en particular, el estado del ciclo econo´mico y que en
consecuencia var´ıa con e´ste.
Adema´s, la consideracio´n de las distribuciones condicionales enriquece el ana´lisis
del riesgo de incumplimiento, aporta informacio´n valiosa sobre la cartera y su evolu-
cio´n temporal y contribuye al estudio de problemas relevantes, como la prociclicidad, la
medicio´n del desempen˜o, la determinacio´n del nivel de cobertura o´ptimo, la eficiencia
computacional, el reparto de capital o su planificacio´n financiera. Facilita tambie´n la
integracio´n del modelo de pe´rdida con otras herramientas, como el ana´lisis de escena-
rios, as´ı como con los otros riesgos que enfrente la entidad para los que tambie´n tenga
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sentido definir una distribucio´n condicional.
Aproximarse al riesgo de incumplimiento desde las distribuciones condicionales Ft
supone asumir una visio´n condicional de e´ste, en la que el justificado intere´s por la
estabilidad y las distribuciones y me´tricas de riesgo “incondicionales” se au´na con el
ana´lisis y medicio´n de su evolucio´n a lo largo del tiempo a trave´s de las distribuciones
y me´tricas condicionales, lo que conlleva asumir una aute´ntica perspectiva dina´mica.
Una perspectiva que, aunque evidentemente u´til, esta´ en la actualidad relegada en
favor del marco esta´tico, favorecido por su vinculacio´n con la medicio´n “incondicional”
y la prevalencia de e´sta, y sobre la que es necesario profundizar ma´s y promover, como
sen˜ala [143], un mayor debate y discusio´n.
Trabajos como [98], [141], [26], [106], [140], [132], [131], [128], o el propio [143]
abordan, con matices y desde distintas perspectivas, esta discusio´n. El modelo de dis-
tribucio´n F que se presenta en este cap´ıtulo y se desarrolla y aplica en los posteriores
se enmarca en su misma l´ınea. El objetivo de este trabajo es, como se sen˜alo´ en la
Introduccio´n, profundizar en el ana´lisis del riesgo de incumplimiento a trave´s de las
distribuciones condicionales y explorar, en particular, algunas de las propiedades y ven-
tajas enunciadas en el pa´rrafo anterior. El punto de partida es el modelo de distribucio´n
de PD “incondicional” sustentado en las distribuciones condicionales que se propone
en el siguiente apartado.
3.3. Modelo propuesto
Para simplificar la exposicio´n, el modelo se presenta a nivel de unidad de riesgo, por
lo que se prescinde del super´ındice j. Su aplicacio´n en el caso de una cartera crediticia
con N unidades de riesgo resulta inmediata y se trata en el apartado 3.5.
Se asume una formulacio´n probit para la serie de HR de la unidad, de forma que
ht = N (xt), donde N (·) es la funcio´n de distribucio´n de la Normal esta´ndar y xt es un
proceso estoca´stico con soporte en R. Siguiendo con la notacio´n empleada previamente,
Xs/t, s = 1, ..., Q, es la distribucio´n condicional de xt en t + s dada la informacio´n
disponible en t, con Ys/t = N
(
Xs/t
)
.
Se define entonces la componente WQt como el complementario a 1 del valor de
la curva de supervivencia en tiempo discreto a horizonte Q sobre las distribuciones
condicionales Ys/t, es decir:
WQt = F
(
Y1/t, ..., YQ/t
)
= 1−
Q∏
s=1
(
1− Ys/t
)
(3.9)
Por otra parte, se define I[tl tu] como la variable multinomial que toma el valor t,
t = tl, ..., tu, con probabilidad 1/T , siendo T = tu− tl + 1.
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El modelo de distribucio´n de PD propuesto a horizonte Q para la ventana [tl tu],
ΠQ[tl tu], se define entonces como:
ΠQ[tl tu] = W
Q
t ◦ I[tl tu] (3.10)
Es decir,
ΠQ[tl tu] =

WQtl si I[tl tu] = tl
WQtl+1 si I[tl tu] = tl + 1
· · ·
WQtu−1 si I[tl tu] = tu− 1
WQtu si I[tl tu] = tu
(3.11)
Para facilitar la notacio´n, en lo que sigue se prescinde, con cara´cter general, del su-
per´ındice Q y del sub´ındice [tl tu]. Se asume adema´s que la ventana de ca´lculo viene
dada por [1 T ], por lo que la expresio´n anterior puede formularse como:
Π = Wt ◦ I =

W 1 si I = 1
W 2 si I = 2
· · ·
W T−1 si I = T − 1
W T si I = T
(3.12)
As´ı definida, Π cuenta con algunas caracter´ısticas notables.
Primera, es una mixtura uniforme6 de las distribuciones condicionales Wt, es decir:
Π = Wt ◦ I =

W 1 con prob. 1/T
W 2 con prob. 1/T
· · ·
W T−1 con prob. 1/T
W T con prob. 1/T
(3.13)
Por tanto, las componentes Wt representan la distribucio´n condicional de PD de la
unidad a la informacio´n disponible en el periodo t, y pueden expresarse entonces como
Wt = Π/ [I = t]. Es decir, bajo el modelo propuesto, Ft ≡ Wt.
Segunda, queda determinada por el modelo dina´mico subyacente que gobierna xt,
el cual caracteriza las distribuciones condicionales Xs/t, s = 1, ..., Q, y supone en con-
secuencia su “metapara´metro”.
6 Ve´ase [122] para una introduccio´n a las mixturas finitas.
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Cabe sen˜alar que (i) la dina´mica no se restringe a ninguna formulacio´n particular,
por lo que puede incorporar o no variables explicativas, expresiones no lineales, cambios
de re´gimen o cualquier formulacio´n econome´trica de intere´s, y (ii) se identifica a partir
del vector de datos:
Λx = (x˙1, ..., x˙T )
′ =
(
N−1
(
h˙1
)
, ..., N−1
(
h˙T
))′
(3.14)
siendo
{
h˙1, ..., h˙T
}
una realizacio´n de ht.
Tercera, la generacio´n de un valor de Π requiere la realizacio´n de un valor de I,
es decir, la eleccio´n de uno de los T periodos equiprobables, y, dado t, la realizacio´n
de una senda condicional de xt de longitud Q. Hay, en consecuencia, dos fuentes de
incertidumbre diferenciadas: (i) la eleccio´n del periodo de la ventana, y (ii) la senda
condicional a la informacio´n disponible en e´ste.
La Figura 3.1 representa el modelo de distribucio´n F propuesto.
N-1(HR)
Tiempo
…… …
xt
X
s/t
W
1
W
2
W
t WT
П
… … …
I
Figura 3.1: A partir del modelo dina´mico subyacente es posible generar, para cualquier
periodo t, sendas condicionales de xt con horizonte Q. Dichas sendas dan lugar a Wt. Π se
obtiene como una mixtura uniforme de todas las distribuciones Wt de la ventana de ca´lculo.
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3.4. Discusio´n
3.4.1. Relacio´n con otros trabajos
El modelo de distribucio´n de PD propuesto es un modelo de corte dina´mico, que no
depende de la dina´mica subyacente escogida para xt y cuya principal caracter´ıstica es
la definicio´n de la distribucio´n de PD en el conjunto de la ventana de ca´lculo a partir de
las distribuciones condicionales, sin asumir por tanto ninguna distribucio´n parame´trica
para el vector de datos Λx.
El cara´cter dina´mico del modelo propuesto es evidente y se ve reflejado, en particu-
lar, en la consideracio´n de las sendas condicionalesXs/t y en el tratamiento multiperiodo
que se sustenta en ellas. Cabe sen˜alar que esta eleccio´n resulta ventajosa respecto al
uso de Q predicciones esta´ticas tanto por motivos econome´tricos como de medicio´n del
riesgo. En lo que respecta a los primeros, [120] muestra que las sendas condicionales
ofrecen una mejor prediccio´n, sobre todo a horizontes elevados. En lo que respecta a
los segundos, [55] y [57] subrayan la conveniencia de recoger la dina´mica de los HR en
la generacio´n de las distribuciones condicionales por razones de flexibilidad y consis-
tencia. En [55] tambie´n se defiende la conveniencia de formular un modelo general que
no dependa de la dina´mica subyacente escogida.
La “agregacio´n” a lo largo del eje temporal de las distribuciones condicionales con
el fin de obtener me´tricas de riesgo “incondicionales” supone la caracter´ıstica principal
del modelo. Este enfoque, como se discute posteriormente, ya ha sido considerado
en otros trabajos, sobre todo en te´rminos de las distribuciones de pe´rdida L y Lt. Sin
embargo, su uso ha sido instrumental, con una discusio´n de sus ventajas e implicaciones
superficial, sin quedar integrado en un marco formal y, sobre todo, sin sustentar un
ana´lisis profundo del riesgo de incumplimiento desde una perspectiva condicional.
Por ello, el modelo propuesto en el apartado 3.3 y la discusio´n realizada en los
apartados 3.4 y 3.5 suponen una contribucio´n a este enfoque respecto a la aplicacio´n
considerada en dichos trabajos, contribucio´n que puede resumirse en tres puntos, de
relevancia creciente.
1. Formalizacio´n en un marco de independencia condicional como una distribucio´n
de PD para el conjunto de la ventana en que la distribucio´n “incondicional” se
obtiene como una mixtura uniforme de las distribuciones condicionales.
2. Ana´lisis de las propiedades y consideraciones que se derivan de su sustento con-
dicional y de su condicio´n de mixtura, de la eleccio´n e influencia de la dina´mica
subyacente y de los procedimientos de estimacio´n y simulacio´n.
3. Vinculacio´n con el problema de la no estacionariedad de las series de HR y la
medicio´n del riesgo de incumplimiento a trave´s de las distribuciones condicionales,
tratado en los cap´ıtulos siguientes y para el que constituye el instrumento de
ana´lisis principal.
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Entre los trabajos que consideran las distribuciones condicionales como base para ob-
tener una distribucio´n incondicional cabe destacar a [134], que apunta en la misma
l´ınea que la discusio´n precedente y sen˜ala que un modelo de corte dina´mico como el
propuesto por [161] puede verse mejorado si la distribucio´n “incondicional” se obtiene
aplicando la dina´mica sobre la senda realizada previa a cada periodo de la ventana,
en vez de asumir para e´sta una distribucio´n parame´trica. Aunque tambie´n comparte
algunos de los puntos discutidos anteriormente, en especial el problema de la estacio-
nariedad, e inspira algunas de las aplicaciones exploradas en los cap´ıtulos sucesivos,
no ofrece un marco formal en el que establecer su condicio´n de mixtura y estudiar sus
propiedades, y, sobre todo, no aborda un ana´lisis del riesgo de incumplimiento con base
en las distribuciones condicionales.
Por su parte, [98], tambie´n en un modelo de corte dina´mico, emplea las distribu-
ciones condicionales como herramienta en la simulacio´n de la distribucio´n de pe´rdidas
“incondicional”, repartiendo uniformemente entre todas ellas las G simulaciones de
Monte Carlo necesarias para caracterizar dicha distribucio´n. Sin embargo, su uso no
deja de ser instrumental y no es objeto de un ana´lisis propio. En otros muchos trabajos,
las predicciones condicionales se comparan con la distribucio´n de impagos a lo largo
de la ventana con el fin de medir su bondad de ajuste, lo que obviamente queda lejos
del uso aqu´ı propuesto pero s´ı evidencia la utilidad de las primeras para caracterizar
la segunda.
Adema´s de las referencias anteriores, el modelo propuesto guarda relacio´n con otros
trabajos, que pueden dividirse en dos grupos: (i) aquellos en los que, de forma expl´ıcita
o impl´ıcita, se considera una mixtura como herramienta de agregacio´n de distintos
entornos econo´micos, y (ii) aquellos en los que se emplea el me´todo de remuestreo para
la obtencio´n de la distribucio´n de pe´rdidas.
En lo relativo al primer grupo, la formalizacio´n de Π en te´rminos de una mixtura
uniforme de las T distribuciones condicionales, aunque no considerada previamente,
s´ı puede entenderse como una extensio´n a los planteamientos de trabajos que, habi-
tualmente en un marco de cambio de re´gimen, obtienen la distribucio´n “incondicional”
como una agregacio´n ponderada de distribuciones condicionadas a un nu´mero reduci-
do de estados discretos de la economı´a, donde los pesos vienen dados por la frecuencia
relativa de dichos estados a lo largo del tiempo.
Por ejemplo, [26] incluye como explicativa del HR, dentro de un modelo dina´mi-
co, una variable dicoto´mica no observable que identifica con sendos estados del “ciclo
crediticio”. [131] considera la mixtura de dos distribuciones, asociadas a e´pocas de
“expansio´n” y de “recesio´n”, y an˜ade un “esp´ıritu” dina´mico al permitir que sus pe-
sos relativos en la mixtura var´ıen con el tiempo. [11] y [133] adoptan tambie´n una
formulacio´n de estados discretos en el a´mbito de los modelos de migracio´n. El modelo
propuesto, Π, puede entenderse como un caso extremo de este enfoque en el que se con-
sideran para la economı´a tantos estados discretos como periodos forman la ventana, y
en donde los pesos son iguales para todas ellas. Dichos periodos recogen, impl´ıcitamen-
te, e´pocas de recesio´n, expansio´n o estancamiento si as´ı se observa en los HR durante
la ventana de ca´lculo.
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En lo que respecta al segundo punto, la relacio´n del modelo propuesto con la me-
todolog´ıa de remuestreo se debe a que bajo el primero la “informacio´n disponible”
en cada periodo tambie´n se captura de forma no parame´trica mediante T “escena-
rios condicionantes”, los correspondientes a cada componente Wt, sin asumir por tanto
ninguna distribucio´n particular. Por ello, la generacio´n de un valor de Π puede inter-
pretarse como una mezcla de simulacio´n histo´rica para la “informacio´n disponible”, lo
que equivale a remuestreo sobre una muestra de taman˜o T , y simulacio´n estoca´stica
para las sendas condicionales del HR en cada periodo. Es decir, Π puede entenderse
como una extensio´n de la metodolog´ıa de remuestreo para capturar la incertidumbre
sobre la evolucio´n del HR a horizonte Q.
As´ı, por ejemplo, en [139] tambie´n se consideran distribuciones condicionales pero
no la evolucio´n condicional del HR, mientras que en [28], donde s´ı se intenta recoger
esta fuente de variabilidad, se emplea de nuevo remuestreo sobre las sendas histo´ricas,
lo que apenas enriquece el soporte de valores de la distribucio´n e impide vincular las
sendas condicionales con la informacio´n disponible en cada periodo.
En conclusio´n, el modelo propuesto integra, formaliza y perfila distintos conceptos,
aproximaciones y metodolog´ıas de ca´lculo hasta ahora inconexos, algunos de ellos ya
existentes y otros introducidos en este trabajo, para obtener un modelo de distribucio´n
de PD de corte dina´mico con el que abordar un ana´lisis del riesgo de incumplimiento
con base en las distribuciones condicionales, incluida la medicio´n “incondicional”.
3.4.2. Fundamentos
3.4.2.1. Introduccio´n
El modelo propuesto recoge las consideraciones hechas en el apartado 3.2 relati-
vas a (i) la potencial inconsistencia de las me´tricas “incondicionales” en caso de no
estacionariedad, y (ii) la necesidad de considerar las distribuciones condicionales y la
evolucio´n del riesgo de incumplimiento a lo largo del tiempo.
3.4.2.2. Respuesta al problema de la no estacionariedad
El problema de la no estacionariedad se refleja en el hecho de que no se hace nin-
guna asuncio´n sobre la existencia de una distribucio´n marginal del HR. En su lugar,
la distribucio´n de PD asociada a cualquier ventana de ca´lculo se obtiene a partir de
las distribuciones condicionales a los periodos que la forman, las cuales, como se ha
subrayado anteriormente, existen siempre. Esta propiedad, que diferencia a Π del enfo-
que esta´tico, permite una medicio´n del riesgo consistente con la realidad de e´ste como
proceso estoca´stico posiblemente no estacionario, y del que se observa en la pra´ctica
una realizacio´n de escasa longitud.
La consistencia del modelo propuesto se refleja tambie´n en el caso de estacionarie-
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dad, puesto que Π converge a la distribucio´n incondicional F ∗ = 1−∏Qs=1 (1−N (X∗s ))
cuando T es suficientemente amplio, con X∗ =
(
X∗1 , ..., X
∗
Q
)
la distribucio´n incondicio-
nal Q-variante de xt. La Proposicio´n 3.2 y la Proposicio´n 3.3 establecen este resultado,
que necesita para su demostracio´n del Lema 3.1.
Lema 3.1. Sea {xt} = ..., x−2, x−1, x0, x1, x2, ... un proceso estoca´stico estacionario
y ergo´dico con soporte7 en R, con distribucio´n incondicional X∗, de densidad g ∈
L2 (R), y distribucio´n condicional a la informacio´n disponible en t Xt = X1/t, de
densidad g1/t ∈ L2 (R), cumpliendo que:
Xt = X1/t = X
∗/ [xt = x˙t, ..., xt−N = x˙t−N ] (3.15)
para N ∈ N fijo y x˙t−s ∈ R, s = 0, ..., N − 1.
Entonces, la mixtura uniforme de las distribuciones condicionales
{
X1/1, ..., X1/T
}
,
X˜1,...,T , construida a partir de una realizacio´n {..., x˙−2, x˙−1, x˙0, x˙1, x˙2, ...} de {xt} con-
verge en distribucio´n a X∗ segu´n T tiende a infinito,
X˜1,...,T
D−−−−−−→
T→∞
X∗ (3.16)
Demostracio´n.
Sea gN+1, gN+1 ∈ L2 (RN+1), la funcio´n de densidad incondicional N + 1-variante
de {xt}. Es decir, la funcio´n de densidad del vector (X∗0 , X∗1 , ..., X∗N), que no depende
de t por ser {xt} estacionario.
Sea gN+1x˙1,...,x˙N , g
N+1
x˙1,...,x˙N
∈ L2 (R), la densidad marginal de (X∗0 , X∗1 , ..., X∗N) en la pri-
mera componente para el punto (X∗1 = x˙1, ..., X
∗
N = x˙N), que en consecuencia tampoco
depende de t.
Para todo x ∈ R se cumple entonces que:
g (x) =
∫
RN
gN+1x˙1,...,x˙N (x) g
N (x˙1, ..., x˙N)∂x˙1, ..., ∂x˙N = EX∗1 ,...,X∗N
[
gN+1X∗1 ,...,X∗N
(x)
]
(3.17)
siendo gN , gN ∈ L2 (RN) la distribucio´n N -variante del vector (X∗1 , ..., X∗N).
La estacionariedad de {xt} permite aplicar entonces los mean ergodic theorems8
para obtener, dado x ∈ R fijo, que:
1
T
T∑
t=1
gN+1x˙t−1,...,x˙t−N (x) −−−→T→∞ EX∗1 ,...,X∗N
[
gN+1X∗1 ,...,X∗N
(x)
]
(3.18)
7 El resultado puede extenderse de forma inmediata a cualquier abierto A, A ⊂ R.
8 Ve´ase [159] para una introduccio´n a la teor´ıa ergo´dica.
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y por la condicio´n (3.17),
1
T
T∑
t=1
gN+1x˙t−1,...,x˙t−N (x) −−−→T→∞ g (x) (3.19)
con {..., x˙−2, x˙−1, x˙0, x˙1, x˙2, ...} una realizacio´n de {xt}.
Puesto que (3.19) se cumple para todo x ∈ R, se tiene que:
1
T
T∑
t=1
gN+1x˙t−1,...,x˙t−N
L2(R)
−−−−−−→
T→∞
g (3.20)
Por otro lado, bajo las condiciones del enunciado se tiene que:
X1/t = X
∗/ [xt = x˙t, ..., xt−N+1 = x˙t−N+1] (3.21)
por lo que g1/t = g
N+1
x˙t,...,x˙t−N+1 y se cumple que:
1
T
T∑
t=1
g1/t
L2(R)
−−−−−−→
T→∞
g (3.22)
de donde se deriva finalmente que:
X˜1,...,T
D−−−−−−→
T→∞
X∗ (3.23)
ya que por su condicio´n de mixtura uniforme de las distribuciones condicionales X1/t,
t = 1, ..., T , la densidad de X˜1,...,T viene dada, como muestra [122], por
1
T
∑T
t=1 g1/t.

Este resultado puede extenderse de forma inmediata para cualquier distribucio´n
Xs/t que cumpla que Xs/t = X
∗/ [xt = x˙t, ..., xt−N+1 = x˙t−N+1], para N ∈ N fijo, y por
ello tambie´n al vector incondicional Q-variante X∗ =
(
X∗1 , ..., X
∗
Q
)
si se cumple que:
Xt =
(
X1/t, ..., XQ/t
)
=
(
X∗1 , ..., X
∗
Q
)
/ [xt = x˙t, ..., xt−N+1 = x˙t−N+1] (3.24)
de manera que:
1
T
T∑
t=1
gQ,N+1x˙1,...,x˙N =
1
T
T∑
t=1
gQ1/t
L2(R)
−−−−−−→
T→∞
gQ (3.25)
y en consecuencia:
X˜1,...,T
D−−−−−−→
T→∞
X∗ (3.26)
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siendo en este caso X˜1,...,T la mixtura uniforme de las distribuciones condicionales
Xt =
(
X1/t, ..., XQ/t
)
, gQ ∈ L2 (RQ) la densidad de X∗ y gQ1/t = gQ,N+1x˙1,...,x˙N ∈ L2 (RQ) la
densidad de la distribucio´n condicional Xt en el punto (x˙1, ..., x˙N).
Esta extensio´n permite establecer la Proposicio´n 3.2.
Proposicio´n 3.2. Sea {xt} = ..., x−2, x−1, x0, x1, x2, ... un proceso estoca´stico es-
tacionario y ergo´dico con soporte9 en R, con distribucio´n incondicional Q-variante
X∗ =
(
X∗1 , ..., X
∗
Q
)
, de densidad gQ ∈ L2 (RQ), y distribucio´n condicional en t Xt, de
densidad gQ1/t ∈ L2
(
RQ
)
, cumpliendo que:
Xt =
(
X1/t, ..., XQ/t
)
=
(
X∗1 , ..., X
∗
Q
)
/ [xt = x˙t, ..., xt−N+1 = x˙t−N+1] (3.27)
para N ∈ N fijo y x˙t−s ∈ R, s = 0, ..., N − 1.
Entonces, si el HR de la unidad, {ht}, viene dado por ht = N (xt), se cumple que:
ΠQ[1 T ]
D−−−−−−→
T→∞
F ∗ = 1−
Q∏
s=1
(1−N (X∗s )) (3.28)
con ΠQ[1 T ] generada a partir de una realizacio´n {..., x˙−2, x˙−1, x˙0, x˙1, x˙2, ...} de {xt}.
Demostracio´n.
Sea la funcio´n F˜ ,
F˜ : RQ → (0 1)
(x1, ..., xQ) → 1−
Q∏
s=1
(1−N (xs)) (3.29)
Por la expresio´n (3.26) y por la continuidad de F˜ se cumple que:
F˜
(
X˜1,...,T
) D−−−−−−→
T→∞
F˜ (X∗) (3.30)
Puesto que (i) aplicar F˜ sobre la mixtura X˜1,...,T equivale a aplicar F˜ sobre cada
componente Xt, y (ii) se cumple que:
F˜ (Xt) = 1−
Q∏
s=1
(
1−N (Xs/t)) = 1− Q∏
s=1
(
1− Ys/t
)
= WQt (3.31)
se concluye la condicio´n del enunciado:
ΠQ[1 T ] = W
Q
t ◦ I[tl tu] = F˜
(
X˜1,...,T
) D−−−−−−→
T→∞
F˜ (X∗) = F ∗ (3.32)
9 El resultado puede extenderse de forma inmediata a cualquier abierto A, A ⊂ R.
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dado que ΠQ[1 T ] es la mixtura uniforme de las distribuciones condicionales W
Q
t generada
a partir de una realizacio´n {..., x˙−2, x˙−1, x˙0, x˙1, x˙2, ...} de {xt}.

La Proposicio´n 3.3 generaliza el resultado precedente para una distribucio´n condi-
cional cualquiera dependiente de un proceso multivariante estacionario de dimensio´n
finita.
Proposicio´n 3.3. Sea {xt} = ..., x−2, x−1, x0, x1, x2, ... un proceso estoca´stico es-
tacionario y ergo´dico con soporte10 en R, con distribucio´n incondicional Q-variante
X∗ =
(
X∗1 , ..., X
∗
Q
)
, de densidad gQ ∈ L2 (RQ), y con distribucio´n condicional Q-
variante Xt =
(
X1/t, ..., XQ/t
)
, de densidad gQ1/t ∈ L2
(
RQ
)
, cumpliendo que:
Xt = X
∗/
[
z1t = z˙
1
t , ..., z
N
t = z˙
N
t
]
(3.33)
con zt =
(
z1t , ..., z
N
t
)
un proceso estoca´stico estacionario y ergo´dico con soporte9 en R
y z˙jt ∈ R, j = 1, ..., N .
Entonces, si el HR de la unidad, {ht}, viene dado por ht = N (xt), se cumple que:
ΠQ[1 T ]
D−−−−−−→
T→∞
F ∗ = 1−
Q∏
s=1
(1−N (X∗s )) (3.34)
con ΠQ[1 T ] generada a partir de una realizacio´n {..., z˙−2, z˙−1, z˙0, z˙1, z˙2, ...} de {zt}.
Demostracio´n.
La demostracio´n se deriva de forma inmediata de los resultados precedentes, siendo
en este caso gQ,z
z˙1,...,z˙N
la funcio´n de densidad Q-variante de X∗/
[
z1t = z˙
1, ..., zNt = z˙
N
]
.
Bajo la condicio´n del enunciado, gQ,z
z˙1,...,z˙N
= gQ1/t, por lo que se cumple entonces que:
1
T
T∑
t=1
gQ,zz˙1,...,z˙N =
1
T
T∑
t=1
gQt
L2(R)
−−−−−−→
T→∞
gQ (3.35)
con gQ la funcio´n de densidad de X∗.
Por tanto, puede aplicarse el razonamiento seguido en la demostracio´n de la Pro-
posicio´n 3.2. para concluir que:
ΠQ[1 T ]
D−−−−−−→
T→∞
F ∗ = 1−
Q∏
s=1
(1−N (X∗s )) (3.36)
10 El resultado puede extenderse de forma inmediata a cualquier abierto A, A ⊂ R.
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con ΠQ[1 T ] generada a partir de una realizacio´n {..., z˙−2, z˙−1, z˙0, z˙1, z˙2, ...} de {zt} en
vez de una realizacio´n {..., x˙−2, x˙−1, x˙0, x˙1, x˙2, ...} de {xt}. La Proposicio´n 3.2. es, de
hecho, un caso particular de e´sta tomando como zt el dado por z
j
t = xt−j+1.

Los resultados precedentes evidencian que la distribucio´n “incondicional” que se
deriva del modelo propuesto queda bien definida y representa exclusivamente el riesgo
de incumplimiento observado en la ventana de ca´lculo que la determina, sea estacionario
o no el HR de la unidad. Es, por ello, una distribucio´n “incondicional” condicionada
a su ventana de ca´lculo, de forma que el problema de reflejar un determinado ciclo
econo´mico en F se transforma en el de elegir un conjunto de componentes Wt que lo
represente adecuadamente. Este proceso de seleccio´n facilita, adema´s, el ana´lisis de la
influencia de la ventana de ca´lculo en las me´tricas el riesgo, puesto que se reduce a
medir el efecto de incluir o excluir de la misma distribuciones condicionales Wt.
3.4.2.3. Sustento en las distribuciones condicionales
Como mixtura de las componentes Wt, t = 1, .., T , Π tiene un claro sustento en
las distribuciones condicionales. Supone una aproximacio´n condicional a la medicio´n
“incondicional”que recoge el comportamiento del riesgo de incumplimiento a lo largo
de la ventana de ca´lculo a trave´s de la consideracio´n expl´ıcita de su evolucio´n tem-
poral. E´sta se captura a trave´s de la variable I y las componentes Wt, que confieren
a la realizacio´n de un valor de Π la ya mencionada mezcla de simulacio´n histo´rica
y estoca´stica. La primera permite integrar todos los estados de la economı´a que han
influido sobre la serie de HR a lo largo de la ventana sin necesidad de explicitar una
distribucio´n, mientras que las segundas, indexadas por el periodo temporal, recogen
toda una distribucio´n de PD condicionales, en vez de limitarse a la que se deriva de la
senda observada, como muestra la Figura 3.2.
Tiempo
N-1(HR)
x
t
t
X
s/t
Figura 3.2: Senda realizada (l´ınea pespunteada) y distribucio´n de sendas condicionales, junto
con la senda esperada (l´ınea discontinua). En un per´ıodo de fuerte cambio econo´mico la senda
realizada y la esperada pueden distinguirse notablemente.
Cabe sen˜alar que la consideracio´n de las distribuciones condicionales tambie´n otorga
cara´cter estructural al modelo propuesto, puesto que la distribucio´n para el conjunto de
la ventana se obtiene a partir de fuentes de incertidumbre primitivas, las distribuciones
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condicionales Wt. E´stas pueden interpretarse como las distribuciones “incondicionales”
asociadas a ventanas temporales de un u´nico periodo. La distribucio´n “incondicional”
se construye entonces de forma modular, an˜adiendo o eliminando las componentes Wt
de intere´s. Ello permite tratar con facilidad ventanas de ca´lculo distintas a la de “ciclo
econo´mico completo”, como por ejemplo una ventana de “recesio´n econo´mica” formada
por periodos de desempen˜o econo´mico adverso. El modelo propuesto permite, incluso,
considerar ventanas temporales no conexas.
Adema´s, la estructura de mixtura de distribuciones condicionales (i) dota a Π de
todas las propiedades anal´ıticas de las mixturas, como las referidas a la media, varianza,
funcio´n de densidad y de distribucio´n, que pueden expresarse en te´rminos de las de las
componentes Wt, (ii) identifica, informalmente, la distribucio´n para el conjunto de la
ventana con una “media” de las distribuciones condicionales, lo que proporciona una
interpretacio´n econo´mica ma´s clara del modelo, (iii) facilita el ca´lculo de me´tricas
de riesgo “incondicionales” para horizontes consecutivos de forma inmediata, como
muestra la Figura 3.3, y (iv) permite abordar dos l´ıneas de trabajo centrales a lo largo
de este trabajo:
• El ana´lisis, teo´rico y emp´ırico, de las diferencias entre la aproximacio´n esta´tica
y la dina´mica y la influencia que la ventana de ca´lculo, la dina´mica del HR y la
propia evolucio´n de las distribuciones condicionales durante el ciclo econo´mico
tienen en las me´tricas de riesgo “incondicionales”, como sucede en el Cap´ıtulo 4
y en el Cap´ıtulo 5.
• El ana´lisis y proposicio´n de soluciones a problemas relevantes asociados a la
medicio´n del riesgo de incumplimiento, como son la determinacio´n del nivel de
cobertura con el que calcular el VaR, η = ηu, el ca´lculo de las me´tricas de riesgo
por simulacio´n Monte Carlo y el reparto del capital, como sucede en el Cap´ıtulo
5, en el Cap´ıtulo 6 y en el Cap´ıtulo 7, respectivamente.
Xs/t
Wt,1 Wt,2 Wt,3
Wt
Figura 3.3: Una u´nica distribucio´n de sendas, en el ejemplo de longitud 12, puede dar lugar
a tres distribuciones condicionales Wt consecutivas a horizonte Q = 4, Wt,1, Wt,2 y Wt,3, que
a su vez dan lugar a tres distribuciones “incondicionales” consecutivas, Π1, Π2 y Π3.
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3.4.3. Estimacio´n y simulacio´n
La identificacio´n de Π equivale, como se ha sen˜alado previamente, a la identifica-
cio´n de la dina´mica subyacente, que constituye su “metapara´metro”. El ajuste de un
modelo econome´trico puede resultar ma´s complejo que el de una distribucio´n esta´ti-
ca, en especial si e´sta es parame´trica. No obstante, bajo el modelo propuesto pueden
considerarse distintas ventanas u horizontes de ca´lculo sin necesidad de reidentificar la
dina´mica subyacente, puesto que es suficiente con modificar la longitud de las sendas
condicionales o el grupo de componentes Wt que forman Π. Esta propiedad facilita la
implementacio´n y mantenimiento del modelo y lo distingue de la aproximacio´n esta´ti-
ca, donde la consideracio´n de distintos horizontes o ventanas de ca´lculo dentro de la
ventana de observacio´n conlleva la reidentificacio´n de la distribucio´n F .
Las propiedades estad´ısticas del modelo dina´mico, y en especial su capacidad expli-
cativa, pueden influir en las me´tricas de riesgo. En particular, es claro que una menor
varianza de las distribuciones condicionales Xs/t conduce a una menor varianza de Wt
y con ello de Π, lo que implica una menor cifra de capital. Este efecto (i) supone una
fuente de riesgo de modelo y (ii) puede generar, bajo ciertas condiciones, incentivos
inadecuados hacia la sobreparametrizacio´n de la dina´mica subyacente, con el fin de
reducir la varianza de las innovaciones. Ambos puntos aconsejan considerar el proceso
de ajuste de la dina´mica subyacente como un punto sensible en el proceso de validacio´n
del modelo11.
En cuanto al proceso de simulacio´n Monte Carlo, la obtencio´n de una realizacio´n
de Π requiere de dos pasos:
1. Simular I y determinar la componente de la mixtura Wt.
2. Simular un valor de Wt, lo que conlleva generar las distribuciones condicionales
Xs/t, s = 1, ..., Q, y tomar Wt = 1−
∏Q
s=1
(
1−N (Xs/t)).
Cabe sen˜alar que (i) si el nu´mero total de simulaciones, G, es suficientemente grande,
puede prescindirse de la simulacio´n de I en virtud de la Ley de los Grandes Nu´meros
y generar en su lugar G/T valores de cada componente, (ii) el nu´mero de innovaciones
a simular depende del tipo de dina´mica subyacente escogida y, en particular, de la
inclusio´n o no de variables explicativas12, y (iii) este esquema representa la aplicacio´n
esta´ndar de la simulacio´n de Monte Carlo a la distribucio´n Π, siendo posible, con el
fin de mejorar la precisio´n de la estimacio´n, considerar esquemas alternativos como los
explorados en el Cap´ıtulo 6.
11 Diversos trabajos han estudiado el posible arbitraje que las entidades financieras pueden llevar
a cabo en el ca´lculo de los requerimientos propios, en especial en el a´mbito del capital regulatorio
(regulatory capital arbitrage). Por ejemplo, [32] en el a´mbito de la PD o [151] en el de la LGD. [100]
alerta de su existencia ya en el marco de Basilea I.
12 Por ejemplo, si xt sigue un modelo ARIMA es necesario simular Q innovaciones para generar una
realizacio´n de las Q distribuciones condicionales Xs/t.
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3.4.4. Inclusio´n de variables macroecono´micas en la dina´mica
subyacente
El modelo propuesto puede hacer uso de variables explicativas macroecono´micas
o de cualquier otro tipo a partir de su inclusio´n en la dina´mica subyacente. Como
se sen˜alo´ en el apartado 2.4.4, la consideracio´n de variables macroecono´micas resulta
habitual en la literatura y ofrece ventajas apreciables en te´rminos de sentido econo´mico,
informacio´n adicional sobre la cartera y su relacio´n con el ciclo13, as´ı como sinergias
con el modelo de ana´lisis de escenarios, como se discute a continuacio´n. No obstante,
y como apunta [106], el empleo de variables macroecono´micas aumenta la complejidad
del modelo, en especial si es necesario ajustar a e´stas una dina´mica propia.
Por ello, la inclusio´n de variables macroecono´micas en la dina´mica subyacente del
modelo depende del fin y usos que la entidad desee dar a e´ste. Por ejemplo, si el objetivo
es conocer que´ clase de escenarios macroecono´micos dan lugar a los valores de pe´rdida
ma´s elevados, puede resultar conveniente su incorporacio´n, mientras que si el fin del
modelo es la mera estimacio´n de la cifra de capital econo´mico, una representacio´n de
la dina´mica subyacente sin variables macroecono´micas puede ser suficiente. As´ı sucede,
de hecho, en los ejercicios emp´ıricos efectuados a lo largo de este trabajo, en los que se
han empleado modelos sin variables macroecono´micas puesto que (i) el objeto principal
de este trabajo no es el ana´lisis del riesgo de incumplimiento en te´rminos de variables
indicadoras de coyuntura, sino la visio´n condicional de e´ste, y (ii) con ello se centra
el ana´lisis en el propio modelo de distribucio´n propuesto, Π, y no en la construccio´n
econome´trica subyacente.
En todo caso, si se opta por incluir variables macroecono´micas en la dina´mica, el
modelo propuesto puede emplearse para realizar ejercicios de ana´lisis de escenarios y
stress test (i) tanto sobre la pe´rdida esperada como en el resto de me´tricas de riesgo,
y (ii) a nivel condicional, lo que supone la pra´ctica habitual, e incluso tambie´n a nivel
“incondicional”, en cuyo caso sera´ necesario definir el ejercicio de stress sobre cada
una de las distribuciones condicionales Wt que forme Π. Adema´s, el modelo propuesto
facilita el empleo conjunto de ambas herramientas, modelo de pe´rdida y ana´lisis de
escenarios, lo que, como sen˜ala [21], resulta imprescindible para obtener resultados
consistentes.
3.5. Aplicacio´n a nivel cartera
3.5.1. Consideraciones generales
El modelo propuesto puede aplicarse de forma inmediata al caso general de una
cartera crediticia formada por varias unidades de riesgo. En tal caso, las distribucio-
13 Por ejemplo, y como discute [124], la determinacio´n, fijado η, del subespacio que forman las
variables macroecono´micas para las que la pe´rdida asociada alcanza dicho VaR.
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nes Xs/t, Ys/t, Wt y Π son multivariantes de dimensio´n N , Xs/t =
(
X1s/t, ..., X
N
s/t
)
,
Ys/t =
(
Y 1s/t, ..., Y
N
s/t
)
, Wt =
(
W 1t , ...,W
N
t
)
y Π =
(
Π1, ...,ΠN
)
. De esta forma, Πj
es la mixtura uniforme de las componentes W jt , con W
j
t = 1 −
∏Q
s=1
(
1− Y js/t
)
=
1 − ∏Qs=1 (1−N (Xjs/t)). La Figura 3.4 representa el modelo propuesto en el caso
multivariante.
N-1(HR)
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x
t
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X
s/t
A
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URA
URB
W
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W
t
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Figura 3.4: La aplicacio´n a nivel cartera del modelo de distribucio´n de PD propuesto es
similar al caso univariante salvo en la consideracio´n de una dina´mica subyacente multiva-
riante.
Al ser I comu´n a todas las unidades de riesgo, las N distribuciones condicionales
Xjs/t lo son a la misma informacio´n disponible, por lo que parte de la dependencia entre
las series de HR, aque´lla que viene dada por la relacio´n de largo plazo, se captura por
medio del propio “pasado comu´n” en cada periodo de la ventana si la longitud de e´sta
es suficientemente elevada.
Esta propiedad es consecuencia de la mezcla de simulacio´n histo´rica y estoca´stica
que tambie´n se da a nivel multivariante y resulta notable puesto que (i) permite recoger
parte de la dependencia entre unidades sin necesidad de asumir ninguna estructura
particular, es decir, de forma no parame´trica, (ii) es coherente con la posibilidad de
que xt =
(
x1t , ..., x
N
t
)
sea no estacionario, ya que so´lo se establece expl´ıcitamente la
relacio´n de dependencia entre unidades a nivel condicional a trave´s de las componentes
Wt =
(
W 1t , ...,W
N
t
)
, y (iii) reduce el riesgo de modelo y, sobre todo, hace de la
identificacio´n de la relacio´n de largo plazo entre las series de HR una tarea menos
cr´ıtica.
En lo que respecta a la dina´mica multivariante subyacente, e´sta (i) supone tambie´n
el “metapara´metro” de Π =
(
Π1, ...,ΠN
)
y determina la dependencia de corto plazo
entre unidades, es decir, la dependencia entre cada par de distribuciones W jt y W
k
t ,
para t fijo , (ii) no se ve restringida en su formulacio´n, y (iii) su identificacio´n se lleva
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a cabo a partir de la matriz de datos Λx, con:
Λx =

x˙11 x˙
2
1 · · · x˙N1
x˙12 x˙
2
2 · · · x˙N2
...
...
. . .
...
x˙1T x˙
2
T · · · x˙NT
 =

N−1(h˙11) N
−1(h˙21) · · · N−1(h˙N1 )
N−1(h˙12) N
−1(h˙22) · · · N−1(h˙N2 )
...
...
. . .
...
N−1(h˙1T ) N
−1(h˙2T ) · · · N−1(h˙NT )
 (3.37)
siendo h˙jt la realizacio´n de ht =
(
h1t , ..., h
N
t
)
en el periodo t para la unidad j.
Cabe sen˜alar que la implementacio´n y mantenimiento del modelo en el caso mul-
tivariante puede resultar notablemente ma´s complejo que en el caso univariante. As´ı,
por un lado, una segmentacio´n granular, con un elevado nu´mero de unidades de riesgo,
puede dificultar o perjudicar la identificacio´n del modelo, sobre todo en ventanas de
escasa longitud. Por otro, y en la medida en que la dina´mica incorpore interacciones
entre los procesos hjt , j = 1, ..., N , el cambio en la serie de HR de una unidad pue-
de requerir la reidentificacio´n de todo el modelo. Este es un problema relevante en la
pra´ctica puesto que la obtencio´n de las series internas de HR esta´ sujeta a eventuales
problemas en la calidad de la informacio´n, variaciones e intervenciones en las fuentes
de datos o cambios en la propia definicio´n de incumplimiento.
Ambos puntos sugieren ponderar criterios econome´tricos y pra´cticos en la eleccio´n
de la dina´mica subyacente, e´stos u´ltimos vinculados al taman˜o de la cartera, as´ı como
a las variaciones previstas en su composicio´n. A continuacio´n se discuten dos ejemplos
de dina´mica subyacente en estos te´rminos.
3.5.2. Ejemplos de dina´mica subyacente multivariante
3.5.2.1. Dina´mica subyacente factorial
Como se sen˜alo´ en el apartado 2.4.4, el uso de estructuras factoriales es habitual
en los modelos de independencia condicional. En una aproximacio´n dina´mica, como es
el caso del modelo de distribucio´n propuesto, esta aproximacio´n supone considerar un
modelo factorial dina´mico, cuyas principales caracter´ısticas se revisan brevemente en
el Ape´ndice C. Ello supone expresar xt = N
−1 (ht) como14:
xt = Pft + et (3.38)
Φ (B)ft = d+ Θ (B)at (3.39)
donde ft =
(
f 1t , ..., f
N∗
t
)
es el vector de factores latentes, de dimensio´n N∗, N∗ << N ,
y et =
(
e1t , ..., e
N
t
)
, de dimensio´n N , es el vector de componentes espec´ıficos, que puede
contar o no con dina´mica propia. P es la matriz de pesos que relaciona los primeros
14 El modelo factorial dina´mico que se considera a lo largo de este trabajo es el lineal de coeficientes
fijos e innovaciones normales, que constituye la formulacio´n habitual.
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con las series transformadas de HR, d es un vector de constantes y Φ (B) y Θ (B) son
los polinomios de retardos en ft y at, respectivamente.
La dina´mica de los factores latentes puede ser no estacionaria y, en el caso de que
et sea ruido blanco, recoge enteramente la dina´mica de xt. Entre otros, [98], [107],
[54] y [105] consideran dina´micas de corte factorial en la modelizacio´n del riesgo de
incumplimiento.
El empleo de un modelo factorial como dina´mica subyacente resulta atractivo por
varios motivos: (i) permite explicitar tendencias comunes sin necesidad de recurrir a
variables explicativas, en especial en el caso de que las series presenten un compor-
tamiento no estacionario pero cointegren, (ii) puesto que los factores latentes pueden
filtrarse una vez identificado e´ste, el uso del modelo provee de informacio´n adicional
relevante que puede aprovecharse en otras aplicaciones, (iii) en caso de que se desee
vincular expl´ıcitamente las series de HR con variables macroecono´micas, por ejemplo,
para ana´lisis de escenarios, la incorporacio´n de las segundas en la dina´mica de xt puede
simplificarse si se articula exclusivamente a trave´s de la componente factorial, y (iv)
permite representar el cara´cter jera´rquico que habitualmente adopta la segmentacio´n
en unidades de riesgo, puesto que pueden definirse estructuras bajo las que los factores
latentes responden a ejes como el geogra´fico o el sectorial, como representa la Figura
3.5.
URAeA
URA          URB URC URD           URE
A
B
URBeB
URCeC
f 1
URD eD
URE eE
f 2
Figura 3.5: En (A), la cartera se compone de cinco unidades de riesgo provenientes de dos
pa´ıses, cada uno con 3 (URA, URB y URC) y 2 (URD y URE) unidades de riesgo respectiva-
mente. En (B), la estructura anterior se recoge por medio de un modelo bifactorial, de forma
que cada grupo se asocia a un factor y la dependencia entre unidades de distintos grupos viene
dada exclusivamente por sus respectivos factores latentes, f1 y f2, para los que es necesario
definir una dina´mica bivariante.
Cabe sen˜alar, como muestra [107], que la separacio´n de cada dina´mica marginal
en una componente siste´mica y otra espec´ıfica permite medir la intensidad relativa de
cada una, lo que puede ser de utilidad a la hora de identificar que´ unidades son ma´s
sensibles al ciclo econo´mico. De hecho, es posible ir ma´s alla´ del ana´lisis planteado en
este trabajo e identificar la componente factorial como la parte del riesgo de incumpli-
miento de la cartera no diversificable, mientras que las N componentes espec´ıficas de la
dina´mica multivariante representan la porcio´n del riesgo de incumplimiento que s´ı pue-
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de reducirse a trave´s de una distribucio´n de deudores adecuada y en nu´mero suficiente.
Esta representacio´n sugiere cierta analog´ıa con los modelos de valoracio´n de activos,
como el CAPM (Capital Asset Pricing model) o el APT (Arbitrage Pricing Theory),
en el sentido de exigir un rendimiento mayor al pre´stamo o cre´dito cuanto mayor sea
el peso de la componente factorial en la dina´mica subyacente de la unidad. En todo
caso, conocer la influencia de los factores latentes en cada unidad supone informacio´n
adicional de intere´s.
En lo que respecta a sus debilidades, el principal inconveniente de la aproximacio´n
factorial es su cara´cter restrictivo, ya que, en la pra´ctica, puede ser inviable su ajuste
en carteras heteroge´neas o resultar poco operativo si debe recurrirse a un nu´mero de
factores latentes elevado. Adema´s, el hecho de que descanse en componentes no obser-
vables puede incrementar el riesgo de modelo debido a una identificacio´n incorrecta de
la dina´mica.
3.5.2.2. Dina´mica subyacente SUTSE
La formulacio´n SUTSE (Seemingly Unrelated Time Series Equations), originalmen-
te propuesta por [164] para el caso esta´tico y adaptada a las series temporales por [90],
consiste en una dina´mica N -variante generada a partir de N dina´micas univariantes cu-
ya dependencia se establece a trave´s de la distribucio´n multivariante de las innovaciones
contempora´neas de cada modelo.
Por ejemplo, si el modelo univariante para la unidad j viene dado por:
xjt = φ
j
(
θjt−1; e
j
t
)
(3.40)
entonces la dina´mica SUTSE para el vector xt =
(
x1t , ..., x
N
t
)
puede formularse como15:
x1t = φ
1
(
θ1t−1; e
1
t
)
x2t = φ
2
(
θ2t−1; e
2
t
)
· · ·
xNt = φ
N
(
θNt−1; e
N
t
)
(3.41)
con et =
(
e1t , ..., e
N
t
) ∼ N ((0, ..., 0) ,Σe) y siendo φj la forma funcional de la dina´mica
de la serie j, θjt−1 un vector que recoge toda la informacio´n relevante disponible hasta
el periodo t− 1 y ejt la innovacio´n de la dina´mica j en el periodo t.
15Esta representacio´n se corresponde con el caso en que cada dina´mica univariante cuenta con una
u´nica fuente de excitacio´n (una u´nica innovacio´n, ejt ). No obstante, el desarrollo puede extenderse de
forma inmediata al caso general en que xjt = φ
j
(
θjt−1; e
j
t
)
, con ejt el vector de innovaciones de x
j
t , de
dimensio´n N j , y et el vector de innovaciones de xt, de dimensio´n N ≤
∑N
j=1N
j . E´sta es, de hecho,
la situacio´n cuando se incluyen variables explicativas en la dina´mica, que pueden ser comunes o no a
todo el vector xt.
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De esta forma, las sendas condicionales Xjs/t de cada unidad de riesgo se obtienen
aplicando consecutivamente la dina´mica de cada modelo univariante, con la u´nica sal-
vedad de que, fijado s, el vector de N innovaciones sigue una distribucio´n multivariante
potencialmente no esfe´rica. La identificacio´n de una dina´mica SUTSE requiere ajustar
N modelos univariantes ma´s la modelizacio´n de la matriz de varianzas-covarianzas de
las innovaciones, lo que en general resulta ma´s sencillo que ajustar un modelo multiva-
riante, en especial cuando N es elevado. En el caso habitual, φj adopta una expresio´n
lineal, lo que facilita au´n ma´s la identificacio´n.
[149], [128] y [161], entre otros, consideran la formulacio´n SUTSE como una solucio´n
pra´ctica a la complejidad de la identificacio´n multivariante en la medicio´n del riesgo de
incumplimiento, aunque no profundizan en las ventajas que se derivan de su aplicacio´n.
Entre ellas, cabe destacar que (i) permite tratar con carteras grandes y heteroge´neas
donde la especificacio´n de una formulacio´n estructural resulte inviable, (ii) puede em-
plearse, adema´s de para integrar distintos modelos univariantes, para integrar distintos
submodelos asociados a grupos de unidades, como representa la Figura 3.6, (iii) dota
de modularidad al modelo de pe´rdida, puesto que la modificacio´n de una dina´mica
marginal so´lo requiere reidentificar el modelo univariante asociado y el modelo para la
matriz de varianzas-covarianzas de las innovaciones, y (iv) en el caso del modelo pro-
puesto, la formulacio´n SUTSE aprovecha especialmente la combinacio´n de simulacio´n
histo´rica y simulacio´n estoca´stica que da lugar a una realizacio´n de Π, puesto que si
la relacio´n de dependencia de largo plazo entre las series se recoge adecuadamente a
trave´s de I, la matriz de varianzas-covarianzas de las innovaciones univariantes con-
tempora´neas puede resultar suficiente para capturar la dependencia restante, es decir,
la de corto plazo.
eA1 eA2
URA1 URA2
eB1 eB2
URB1 URB2
Subcartera A Subcartera B
Figura 3.6: Tanto el par de unidades (URA1, URA2) como el par (URB1, URB2) cuentan
con su propia dina´mica subyacente bivariante. La aproximacio´n SUTSE puede integrarlas si
se definen las covarianzas entre los pares de innovaciones
(
eA1, eB1
)
,
(
eA1, eB2
)
,
(
eA2, eB1
)
y
(
eA2, eB2
)
. Ello permite encontrar un compromiso entre la necesidad de contemplar for-
mulaciones ma´s complejas en determinados segmentos o pa´ıses, y el coste de extenderlas al
conjunto de la cartera.
El principal inconveniente de la aproximacio´n SUTSE es que supone una dina´mica
restringida, en la que las posibles interacciones entre series se capturan de forma indirec-
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ta a trave´s de las propias dina´micas univariantes y de la matriz de varianzas-covarianzas
de sus innovaciones. Por ello, puede resultar ineficiente, es decir, puede generar distri-
buciones condicionales Xs/t =
(
X1s/t, ..., X
N
s/t
)
, s = 1, ..., Q, con una varianza mayor
que la correspondiente a un modelo que recoja expl´ıcitamente las interacciones entre
series.
Esta potencial ineficiencia de la dina´mica conlleva mayor varianza de W jt y Π
j y,
en consecuencia, la sobrestimacio´n de las me´tricas de riesgo sensibles a ella, como el
capital. Este efecto se acentu´a si existe cointegracio´n entre las series, en cuyo caso la
dina´mica SUTSE puede soslayar la relacio´n de largo plazo, infraestimando la dependen-
cia entre las unidades. No obstante, debe tenerse en cuenta que (i) a nivel univariante la
ineficiencia puede considerarse conservadora, (ii) las distribuciones condicionales Xs/t
que se emplean para generar un valor de las distribuciones condicionales W jt lo son a
corto plazo, es decir, para valores bajos de s, por lo que cabe esperar un impacto mo-
derado, y (iii) siempre es posible instrumentalizar la relacio´n cointegrante a trave´s de
variables macroecono´micas, pudie´ndose emplear entonces la formulacio´n SUTSE para
la dependencia entre dichas variables y la dina´mica residual de cada serie de HR.
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Cap´ıtulo 4
Ana´lisis emp´ırico del riesgo de
incumplimiento
4.1. Introduccio´n
En este cap´ıtulo se efectu´an tres ana´lisis emp´ıricos relativos al modelo de distri-
bucio´n de PD propuesto en el cap´ıtulo anterior, Π. Con ellos se pretende profundizar,
con base en datos reales, en las cuestiones planteadas en el Cap´ıtulo 3: la diferencia
entre el enfoque dina´mico y el esta´tico, la influencia de la ventana temporal en la me-
dicio´n de “ciclo econo´mico completo” y la importancia de la dina´mica subyacente en
la dependencia entre unidades y en las me´tricas de riesgo, individuales y agregadas.
La estructura del cap´ıtulo es la siguiente: en el segundo apartado se presentan las
series de HR y los modelos dina´micos que sustentan el ana´lisis. En el tercero se expone
la metodolog´ıa seguida en las pruebas y en los apartados cuarto, quinto y sexto se
presentan y discuten los resultados obtenidos en cada una de ellas: (i) comparacio´n
entre V , la distribucio´n de Vasicek, y Π, la distribucio´n propuesta en el apartado 3.3,
(ii) influencia de la ventana de ca´lculo en las me´tricas de riesgo, y (iii) influencia de
la ventana de ca´lculo y la dina´mica subyacente en las me´tricas de riesgo agregadas.
4.2. Series de hazard rates y modelos econome´tri-
cos empleados
4.2.1. Series de hazard rates
Como aproximacio´n al HR se han considerado seis series trimestrales norteameri-
canas de ratio, en saldo, de charge-off. Todas ellas se han obtenido de la base pu´blica
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del FDIC1 (Federal Deposit Insurance Corporation), con una ventana temporal de 20
an˜os, desde 1991Q1 hasta 2010Q4. Las series seleccionadas son Hipotecas (1-4 Family
Residential Real Estate Loans), Empresas (Commercial & Industrial Loans to U.S. Ad-
dressees), Tarjetas (Credit Cards), Consumo (Other Loans to Individuals), Resto (All
Other Loans) y Lease2 (Lease Financing Receivables).
Estas series se han considerado preferibles a las provenientes de otras fuentes alter-
nativas, como agencias de calificacio´n u organismos supervisores de otros pa´ıses, por su
cara´cter pu´blico, su condicio´n de flujo (y no de stock) y el hecho de que cubren la clase
de activos sujetos a riesgo de incumplimiento con los que cuenta la banca comercial.
As´ı, por ejemplo, no se publican para el caso espan˜ol series similares.
En lo que respecta a la definicio´n de la serie, la declaracio´n de charge-off para un
derecho de cobro es obligatoria para las entidades financieras norteamericanas segu´n
normativa federal, y debe realizarse a los 120 (pre´stamos) o´ 180 (cre´ditos) d´ıas desde
la fecha de incumplimiento. Puede entenderse, por tanto, como un impago con una
definicio´n de incumplimiento a 120 o´ 180 d´ıas, segu´n el tipo de producto. Cuando
sobre un pre´stamo o cre´dito se declara un charge-off, la entidad reconoce una pe´rdida
para la que no renuncia al proceso de recobro hasta varios an˜os despue´s de la fecha de
impago.
Estas series son similares a las empleadas en [141] y [143] y las consideraciones
all´ı discutidas aplican aqu´ı tambie´n. En particular, deben tenerse en cuenta los si-
guientes puntos:
• Cada serie se obtiene como el cociente entre el flujo bruto3 de activos clasificados
como charge-off en el periodo divido por el valor total de los activos existentes
en dicho periodo.
• Son series en saldo y no en nu´mero, por lo que pueden verse afectadas por la
concentracio´n, como se sen˜alo´ en el apartado 2.4.5. No obstante, al tratarse de
series agregadas, el nu´mero de deudores es elevado, lo que mitiga este efecto y
reduce el error de realizacio´n.
• Cada serie incorpora, por su cara´cter agregado, deudores con distintas PD. De-
ben entenderse, por tanto, como series de HR representativas de cada tipo de
producto.
• Las series han sido desestacionalizadas y corregidas de valores at´ıpicos para mi-
tigar efectos contables y facilitar la modelizacio´n.
• Esta´n sujetas a las particularidades del sistema financiero norteamericano. En
particular, cabe destacar el papel de las garant´ıas: e´stas se exigen habitualmente
y el charge-off se determina como la parte del pre´stamo no cubierto por las
1 Puede encontrarse ma´s informacio´n en http://www.fdic.gov/ .
2 Operaciones de arrendamiento financiero. Por simplicidad, se conserva la voz inglesa Lease.
3 Es decir, no neteado de recuperaciones de charge-off pasados.
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mismas, lo que podr´ıa disminuir el nivel de la serie en algunas unidades. No
obstante, esta potencial distorsio´n no resulta cr´ıtica a los efectos de este trabajo.
Estas series sustentan el ana´lisis emp´ırico posterior y el realizado en los siguientes
cap´ıtulos.
La Tabla 4.1 detalla los principales estad´ısticos de las seis series, entre los que des-
taca la existencia de una u´nica ra´ız unitaria en todas ellas y una significativa curtosis.
La Figura 4.1. muestra sus histogramas, en los que se aprecia una morfolog´ıa irregular
en la mayor´ıa de ellas, y la Figura 4.2 compara, estandarizadas y para cada unidad, la
serie de HR y su transformada por la inversa de la funcio´n de distribucio´n de la Normal
esta´ndar, sobre la que se ajustan los modelos dina´micos subyacentes.
La Figura 4.3 y la Figura 4.4 representan todas las series en un mismo gra´fico.
En ambas se aprecia un marcado comportamiento c´ıclico que se acentu´a en la Gran
Recesio´n, de forma consistente con el severo deterioro econo´mico padecido en esta
crisis. Este comportamiento c´ıclico induce sobre las series una evolucio´n similar, aunque
con distinto grado de respuesta al ciclo, con la excepcio´n de Hipotecas, en la que se
manifiesta el “efecto garant´ıa” comentado anteriormente. En todo caso, todas las series,
tambie´n Hipotecas, presentan un fuerte incremento durante la Gran Recesio´n.
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Figura 4.1: Histograma de la serie de HR.
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Figura 4.2: Series de HR y HR transformado por la inversa de la funcio´n de distribucio´n
de la Normal esta´ndar. Las series se presentan estandarizadas. La zona sombreada indica
periodo de recesio´n segu´n el NBER4.
4National Bureau of Economic Research, http://www.nber.org/ .
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Normal esta´ndar. Las series se presentan estandarizadas. La zona sombreada indica periodo
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4.2.2. Modelos econome´tricos
4.2.2.1. Univariantes
A cada una de las series anteriores se le ha ajustado un modelo ARIMA univariante
con una u´nica ra´ız unitaria. Los seis modelos se detallan en la Tabla 4.2, en la que se
observa que la estructura adicional a la ra´ız unitaria es, en general, de´bil.
4.2.2.2. Multivariantes
Se han considerado las dos formulaciones discutidas en el cap´ıtulo anterior para la
dina´mica multivariante subyacente: SUTSE y factorial.
En lo que respecta a la formulacio´n SUTSE, la identificacio´n es inmediata a par-
tir de los modelos univariantes ARIMA y la matriz de varianzas-covarianzas de las
innovaciones.
En el caso de la estructura factorial, se ha optado por un modelo unifactorial por su
simplicidad e interpretacio´n. Como se sen˜alo´ en el apartado 3.5.2, ello implica expresar
cada serie como combinacio´n lineal de un factor latente, comu´n a todas ellas, y un factor
espec´ıfico, diferente para cada serie. La Tabla 4.3 detalla el modelo. Se ha identificado
un modelo ARIMA(1,1,0) para el factor latente, mientras que para los seis componentes
espec´ıficos se ha optado por una dina´mica AR(1). La relacio´n entre cada serie y el
factor latente cuenta con te´rmino constante y para la estimacio´n se ha empleado la
formulacio´n en espacio de los estados a trave´s del software econome´trico5 E4.
5 Puede encontrarse ma´s informacio´n, incluido el propio software, en
http://www.ucm.es/info/icae/e4/ .
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Se aprecian distintas intensidades de respuesta al factor latente, recogidas por el
coeficiente αj1, lo que corrobora el distinto grado de sensibilidad al ciclo econo´mico de
las series de HR, puesto que el factor latente presenta un marcada evolucio´n c´ıclica. En
cuanto a los modelos espec´ıficos, todos ellos presentan un coeficiente para el retardo
elevado, sobre todo Hipotecas y Consumo. Ello sugiere falta de cointegracio´n entre las
series y cuestiona por tanto la asuncio´n de ra´ız unitaria capturada exclusivamente a
trave´s del factor latente6.
No obstante, cabe sen˜alar que las series son parcialmente heteroge´neas, puesto que
(i) responden a productos distintos sujetos a diferentes normativas en lo que respecta
a la declaracio´n de charge-off, (ii) tienen cara´cter contable, lo que las hace vulnerables
a intervenciones y genera cierto error de medida, y (iii) las propias entidades financie-
ras reaccionan a la evolucio´n del HR con pol´ıticas antic´ıclicas. Todo ello perjudica la
estimacio´n de una formulacio´n factorial al distorsionar un potencial comportamiento
de ra´ız unitaria comu´n, que es el que se pretende recoger en el factor latente. En todo
caso, las series de residuos no presentan autocorrelacio´n apreciable y es evidente el
comportamiento similar de todas las unidades al final de la ventana. Por ello, y puesto
que el objetivo no es el propio ajuste del modelo, sino (i) ilustrar el funcionamiento de
la formulacio´n factorial como dina´mica subyacente en el modelo de distribucio´n pro-
puesto, Π, y (ii) estudiar el efecto sobre las me´tricas de riesgo de la consideracio´n o no
de una relacio´n cointegrante entre las series de HR, el modelo unifactorial ajustado se
considera apropiado.
Finalmente, en la Figura 4.5 se comparan, estandarizadas, cada una de las seis series
con el factor latente filtrado, mientras que en la Figura 4.6 se representan, tambie´n
estandarizadas, la serie del factor latente frente a la serie de crecimiento del PIB real
(invertido para facilitar la comparacio´n) y la Tasa de paro7. En ellas se observa (i)
comportamiento af´ın entre la serie de HR y la del factor latente, salvo en Hipotecas,
y (ii) similitud en la evolucio´n del factor latente y las variables macroecono´micas.
Adema´s, los dos puntos anteriores se acentu´an en la Gran Recesio´n, donde tambie´n
el HR de Hipotecas se alinea con el factor latente y donde la relacio´n de e´ste con las
variables macroecono´micas es ma´s estrecha.
6 La aceptacio´n o refutacio´n formal de esta hipo´tesis requiere de un ana´lisis estad´ıstico ma´s prolijo,
del que se prescinde para simplificar la exposicio´n y por los motivos que se exponen a continuacio´n.
7 Numerosos trabajos, como [98], [26], [104], [24] y [121], entre otros, han encontrado una relacio´n
significativa entre PIB y HR. En cuanto al desempleo, su influencia en las unidades de riesgo minoristas
ha sido reportada por [28].
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Figura 4.5: Series de HR transformado por la inversa de la funcio´n de distribucio´n de la
Normal esta´ndar y factor latente. Las series se presentan estandarizadas. La zona sombreada
indica periodo de recesio´n segu´n el NBER.
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Figura 4.6: Series de factor latente, PIB (variacio´n interanual, serie invertida) y Tasa de
paro. Las series se presentan estandarizadas. La zona sombreada indica periodo de recesio´n
segu´n el NBER.
4.3. Estructura de los ejercicios emp´ıricos
El ana´lisis emp´ırico realizado se sustenta en una cartera crediticia ficticia asimilable
a la de una entidad financiera dedicada a la banca comercial. La cartera esta´ formada
por seis unidades de riesgo, correspondientes con las seis series de HR consideradas:
Hipotecas, Empresas, Tarjetas, Consumo, Resto y Lease.
El modelo de pe´rdida asumido para la cartera es el dado en (2.6), dentro del apar-
tado 2.2. Para centrar el ana´lisis en el riesgo de incumplimiento siste´mico, que es el que
se recoge en la distribucio´n F =
(
F 1, ..., FN
)
, se asume que (i) la exposicio´n efectiva
total de cada unidad, Ej =
∑Mj
i=1 e
i, es igual a la unidad, Ej = 1, j = 1, ..., N , y (ii)
se cumplen las condiciones de infinita granularidad expuestas en la Proposicio´n 2.1 del
apartado 2.2.
En consecuencia, todas las unidades tienen el mismo peso en la cartera y se cumple
que:
Lj =
Mj∑
i=1
Beri
(
F j
)
eij ≡ F j (4.1)
y
L˜ =
N∑
j=1
Lj ≡ F˜ =
N∑
j=1
F j (4.2)
siendo el soporte de Lj el intervalo (0 1) y el de L˜ el intervalo (0 6).
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Esta asuncio´n facilita el ana´lisis de los resultados desde la perspectiva del riesgo
siste´mico sin restringir el alcance de sus conclusiones, que pueden interpretarse con
facilidad en te´rminos de distribuciones de pe´rdida Lj y L˜ cualesquiera.
El ana´lisis abarca tres ejercicios. Los dos primeros a nivel unidad de riesgo y el
tercero para el conjunto de la cartera.
En el primer ejercicio se comparan la distribucio´n de Vasicek, V , con la propuesta,
Π. En el segundo se estudia, a trave´s de Π, la influencia de la ventana de ca´lculo en las
me´tricas de riesgo. Por u´ltimo, en el tercero se analiza el efecto que tienen el modelo
de distribucio´n F , la ventana de ca´lculo y la dina´mica subyacente en la distribucio´n
agregada F˜ y en el grado de dependencia entre las distribuciones F j, j = 1, ..., N .
En todos los ejercicios se obtienen, con cara´cter general, las me´tricas de riesgo
presentadas en el apartado 2.2 para las distribuciones de intere´s8.
En el caso de Π, las me´tricas de riesgo se han estimado, tanto a nivel univariante
como multivariante, mediante simulacio´n Monte Carlo. Se ha seguido el algoritmo
de simulacio´n general expuesto en el apartado 3.4.3 con 1.000.000 de realizaciones,
habie´ndose comprobado la estabilidad de los resultados9. Para el punto 2 de dicho
algoritmo, la simulacio´n de las sendas condicionales Xjs/t que dan lugar a W
j
t = 1 −∏Q
s=1
(
1−N
(
Xjs/t
))
, se ha empleado la formulacio´n en espacio de los estados. Ello
facilita, a trave´s del suavizado del vector de estado, la simulacio´n de valores de Wt para
valores iniciales de t.
En lo que respecta a V , las me´tricas de riesgo univariantes se han obtenido a partir
de las propiedades anal´ıticas expuestas en el apartado 2.4.4.2, mientras que para el caso
multivariante se ha recurrido a simulacio´n Monte Carlo con 1.000.000 de realizaciones.
Los tres ejercicios emp´ıricos cuentan con una estructura similar: primero se exponen
los motivos, objetivos y estructura de la prueba, y despue´s se discuten los resultados ob-
tenidos y las conclusiones de los mismos. Cabe sen˜alar que esta cartera ficticia es la que
se emplea en los ejercicios emp´ıricos realizados en los cap´ıtulos sucesivos. Ello permite,
adema´s de sustentar la discusio´n en datos reales, profundizar en el conocimiento del
riesgo de incumplimiento en una economı´a tan representativa como la norteamericana.
8 µ, pe´rdida esperada. η99,9, VaR al 99,9. η99,97, VaR al 99,97. k99,9, capital al 99,9,
k99,9 = η99,9 − µ. k99,97, capital al 99,97, k99,97 = η99,97 − µ. ρ, correlacio´n de activos, ρ =
V
[
N−1 (F )
]
/
(
1 + V
[
N−1 (F )
])
.
9 En relacio´n con otros trabajos tambie´n es un taman˜o de simulacio´n razonable: [98] y [48] emplean
el mismo nu´mero de simulaciones, mientras que [51] y [30], entre otros, emplean un nu´mero inferior.
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4.4. Primer ejercicio: Comparacio´n de modelos de
distribucio´n de probabilidad de incumplimien-
to
4.4.1. Descripcio´n
Como se sen˜alo´ en el apartado 2.4.4.2, el modelo de Vasicek es una de las formula-
ciones para F ma´s difundida, por lo que resulta de intere´s efectuar una comparacio´n
entre V y Π. [141], [51] y [145], entre otros, realizan ejercicios similares enfrentando
otras distribuciones alternativas a la de Vasicek.
En el caso del modelo propuesto existen dos razones adicionales para llevar a cabo
la comparacio´n. Por un lado, y dado que V es el principal ejemplo de distribucio´n
de corte esta´tico, esta prueba puede entenderse como una comparativa entre enfoques,
esta´tico y dina´mico, que permite ahondar en las diferencias entre ambos. Por otro lado,
al coincidir ambas distribuciones cuando Q = 1, la dina´mica subyacente es estacionaria,
la distribucio´n marginal Normal y la ventana de ca´lculo suficientemente larga, como se
ha probado en los resultados del Cap´ıtulo 3, el ejercicio emp´ırico permite observar las
consecuencias para las me´tricas de riesgo de una desviacio´n en estas restricciones.
En este ana´lisis se obtienen las funciones de densidad10 y las me´tricas de riesgo
de cada unidad segu´n ambos modelos de distribucio´n F . El horizonte de ca´lculo es
trimestral (Q = 1) y se ha considerado la ventana de ca´lculo completa 1991Q1-2010Q4.
4.4.2. Resultados y conclusiones
Los resultados se exponen en la Figura 4.7, Tabla 4.4 y Tabla 4.5. En ellos puede
observarse (i) comportamiento bimodal bajo el modelo propuesto, (ii) similitud en la
media de ambas distribuciones y discrepancias notables en el resto de me´tricas, y (iii)
mayor sensibilidad del VaR, η, al nivel de cobertura, u, en el modelo de Vasicek11.
10 En el caso de Π, representada a partir de un suavizado mediante kernel gaussiano.
11 Es decir, η var´ıa ma´s al pasar de nivel de cobertura 99,9 a 99,97 bajo V que bajo Π.
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Figura 4.7: Funciones de densidad de las distribuciones de PD a horizonte trimestral bajo
el modelo propuesto, Π, y el de Vasicek, V .
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Unidad µ η99,9 η99,97 k99,9 k99,97 ρ
Hipotecas 0,0010 0,0088 0,0095 0,0078 0,0085 0,0781
Empresas 0,0031 0,0103 0,0109 0,0072 0,0078 0,0386
Tarjetas 0,0147 0,0329 0,0342 0,0182 0,0195 0,0117
Consumo 0,0044 0,0107 0,0111 0,0063 0,0067 0,0138
Resto 0,0018 0,0115 0,0129 0,0098 0,0111 0,0468
Lease 0,0018 0,0064 0,0070 0,0046 0,0053 0,0293
Tabla 4.4: Me´tricas de riesgo a horizonte trimestral para la ventana completa (1991Q1-
2010Q4) bajo el modelo de distribucio´n de PD propuesto, Π. µ, pe´rdida esperada. η99,9, VaR
al 99,9. η99,97, VaR al 99,97. k99,9, capital al 99,9. k99,97, capital al 99,97. ρ, correlacio´n de
activos.
Unidad µ η99,9 η99,97 k99,9 k99,97 ρ
Hipotecas 0,0010 0,0104 0,0135 0,0094 0,0125 0,0775
Empresas 0,0030 0,0137 0,0162 0,0107 0,0131 0,0349
Tarjetas 0,0148 0,0312 0,0338 0,0164 0,0190 0,0109
Consumo 0,0044 0,0113 0,0125 0,0069 0,0081 0,0131
Resto 0,0017 0,0091 0,0110 0,0074 0,0093 0,0401
Lease 0,0017 0,0067 0,0078 0,0050 0,0061 0,0247
Tabla 4.5: Me´tricas de riesgo a horizonte trimestral para la ventana completa (1991Q1-
2010Q4) bajo el modelo de distribucio´n de PD de Vasicek, V . µ, pe´rdida esperada. η99,9, VaR
al 99,9. η99,97, VaR al 99,97. k99,9, capital al 99,9. k99,97, capital al 99,97. ρ, correlacio´n de
activos.
En lo que respecta a la bimodalidad, e´sta resulta evidente en Empresas y Consumo,
y en menor medida en Hipotecas y en Lease. Este resultado es consistente con los his-
togramas de la Figura 4.2, esta´ en l´ınea con los resultados obtenidos en otros estudios,
como, por ejemplo, [26], [66] y [131], y pone de manifiesto dos puntos. Por un lado,
que el enfoque esta´tico, generalmente sustentado en una distribucio´n parame´trica uni-
modal, puede resultar fuertemente inadecuado incluso desde una mera perspectiva de
ajuste a los datos. Por otro, que Π puede recoger este comportamiento sin necesidad de
especificar para xt un modelo de cambio de re´gimen, como as´ı sucede en otras aproxi-
maciones12. Es decir, la estructura de mixtura de distribuciones condicionales permite
capturar de forma parsimoniosa morfolog´ıas irregulares cuando e´stas este´n presentes
en los datos.
En lo que respecta a las me´tricas de riesgo, se observa (i) similitud en el valor
medio, lo que resulta consistente con el cara´cter lineal e integrado de las dina´micas,
as´ı como con el horizonte de ca´lculo13 Q = 1, (ii) discrepancia en las cifras de VaR,
debido al distinto tratamiento de la multimodalidad, (iii) discrepancia en las cifras de
capital, de forma llamativa en Empresas y Tarjetas, consecuencia de las discrepancias
12 Los modelos de cambio de re´gimen comentados en el apartado 3.4.1 suponen, de hecho, un
instrumento con el que recoger el comportamiento multimodal presente en los datos.
13 Puesto que en tal caso Wt = N
(
X1/t
)
y en consecuencia E [Wt] = E
[
N
(
Xs/t
)] ≈
N
(
E
[
X1/t
]) ≈ N (xt) = ht.
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en la cifra de VaR, y (iv) discrepancia en las cifras de correlacio´n de activos, lo que
evidencia que las distribuciones tienen, de hecho, varianzas distintas.
Estos puntos evidencian que la incapacidad del modelo de Vasicek para recoger
comportamientos multimodales puede conducir a una medicio´n incorrecta del riesgo
de incumplimiento. Adema´s, puesto que el modelo de Vasicek es el de Basilea, las
discrepancias observadas aportan evidencia emp´ırica a un punto ya sen˜alado por [93]:
dos entidades con requerimientos de capital regulatorio similares pueden obtener cifras
de capital econo´mico distintas, y, a su vez, dos entidades con requerimientos de capital
econo´mico similares pueden presentar cifras regulatorias dispares, lo que puede generar
distorsiones y ventajas competitivas.
Por u´ltimo, la mayor sensibilidad de η a u bajo V que bajo Π resulta consistente
con la imposibilidad de la primera para recoger comportamientos multimodales como
los observados en los datos. En este caso, la unimodalidad de V y la irregularidad de las
series conducen a una mayor curtosis bajo el modelo de Vasicek que bajo el propuesto,
como muestra el hecho de que en algunas unidades la correlacio´n de activos es menor
y el capital mayor bajo el modelo de Vasicek que bajo el propuesto. La mayor curtosis
incrementa el peso de la cola y una cola ma´s pesada implica un VaR ma´s sensible al
percentil de ca´lculo. Cabe sen˜alar que este efecto no siempre es conservador, puesto que
para algunas unidades el capital es mayor por Π que por V , pero s´ı puede traducirse
en falta de robustez de la cifra de capital estimada y, en u´ltimo te´rmino, en riesgo de
modelo.
La conclusio´n general del ejercicio es que el incumplimiento de las hipo´tesis que
soportan V puede conducir a estimaciones de las me´tricas de riesgo dispares con las
obtenidas bajo el modelo propuesto. La relevancia de las carencias observadas y el
hecho de que, debido a la influencia del ciclo econo´mico, la no estacionariedad y la
irregularidad se dara´n en la mayor´ıa de los casos, sugieren que el principal, y quiza´s
u´nico, punto a favor de este modelo, y en general del enfoque esta´tico, es su flexibilidad
anal´ıtica y la sencillez de su estimacio´n y simulacio´n.
4.5. Segundo ejercicio: Influencia de la ventana de
ca´lculo
4.5.1. Descripcio´n
Segu´n se discutio´ en el apartado 3.2, la ventana de ca´lculo influye significativamente
en las me´tricas de riesgo, en especial en el caso de no estacionariedad de las series de HR,
donde los l´ımites inferior y superior de la ventana de ca´lculo condicionan fuertemente
la clase de entorno econo´mico que se recoge en la distribucio´n F .
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Cabe preguntarse entonces por la magnitud de esta influencia en te´rminos emp´ıricos.
A pesar de su relevancia, esta cuestio´n no ha recibido especial atencio´n en el estudio
del riesgo de incumplimiento salvo en algunos trabajos, como [30], [11] y [117]. No
obstante, dichos trabajos estudian el comportamiento de las distribuciones de pe´rdidas
asociadas a cada uno de los estados de un modelo de cambio de re´gimen, estados que
se corresponden con distintas subventanas, pero no inciden en co´mo la ventana de
ca´lculo determina el escenario econo´mico de referencia, ni co´mo el escenario econo´mico
de referencia determina las me´tricas de riesgo.
El ejercicio se compone de dos ana´lisis. En ambos se obtienen las me´tricas de riesgo y
las densidades de las distribuciones para Π a horizonte anual bajo dina´mica subyacente
SUTSE. La diferencia radica en la ventana de ca´lculo. En el primero se comparan la
ventana completa 1991Q1-2010Q4, ventana de “ciclo completo”, y la ventana reducida
2008Q1-2010Q4, ventana de “recesio´n”, lo que permite estudiar el efecto del entorno
econo´mico. En el segundo tambie´n se consideran dos ventanas distintas, pero en este
caso disjuntas, de la misma longitud y sin la identificacio´n con una clase especial
de escenario econo´mico: ventana “inicial” 1991Q1-2000Q4 y ventana “final” 2001Q1-
2010Q4, lo que permite estudiar el efecto de los l´ımites tl y tu, manteniendo fijo T .
4.5.2. Resultados y conclusiones
Los resultados del primer ejercicio se presentan en la Figura 4.8, Tabla 4.6 y Tabla
4.7 y evidencian (i) disparidad en la morfolog´ıa de las distribuciones entre ventanas,
con un comportamiento ma´s irregular en la de recesio´n, (ii) valores de pe´rdida esperada
y VaR ma´s elevados en la ventana de recesio´n, y (iii) cifras de capital discordantes,
siendo en algunas unidades mayor la que se obtiene en la ventana completa que en la
ventana reducida, y viceversa.
El primer punto resulta consistente con el comportamiento ma´s irregular de las
series de HR en el entorno recesivo, con un fuerte crecimiento y la existencia de pro-
nunciados picos, lo que se traduce en una mayor dispersio´n de las distribuciones Wt
y en consecuencia en un comportamiento ma´s irregular de Π, incluyendo una mayor
tendencia a la multimodalidad. El nu´mero mucho mayor de periodos con los que cuenta
la ventana completa, que incluye de hecho a la reducida, atenu´a este efecto.
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Figura 4.8: Funciones de densidad de las distribuciones de PD a horizonte anual bajo el
modelo propuesto, Π, para las ventanas completa (1991Q1-2010Q4) y reducida (2008Q1-
2010Q4).
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Unidad µ η99,9 η99,97 k99,9 k99,97 ρ
Hipotecas 0,0043 0,0429 0,0483 0,0386 0,0440 0,1066
Empresas 0,0128 0,0536 0,0585 0,0407 0,0457 0,0602
Tarjetas 0,0576 0,1331 0,1396 0,0755 0,0820 0,0195
Consumo 0,0177 0,0475 0,0499 0,0298 0,0323 0,0211
Resto 0,0073 0,0541 0,0629 0,0467 0,0556 0,0681
Lease 0,0073 0,0305 0,0344 0,0232 0,0272 0,0435
Tabla 4.6: Me´tricas de riesgo a horizonte anual para la ventana completa (1991Q1-2010Q4)
bajo el modelo de distribucio´n de PD propuesto, Π. µ, pe´rdida esperada. η99,9, VaR al 99,9.
η99,97, VaR al 99,97. k99,9, capital al 99,9. k99,97, capital al 99,97. ρ, correlacio´n de activos.
Unidad µ η99,9 η99,97 k99,9 k99,97 ρ
Hipotecas 0,0186 0,0516 0,0568 0,0330 0,0382 0,0352
Empresas 0,0233 0,0609 0,0657 0,0376 0,0424 0,0367
Tarjetas 0,0837 0,1431 0,1489 0,0594 0,0651 0,0246
Consumo 0,0303 0,0510 0,0529 0,0207 0,0226 0,0091
Resto 0,0176 0,0678 0,0762 0,0502 0,0586 0,0554
Lease 0,0109 0,0352 0,0394 0,0243 0,0285 0,0359
Tabla 4.7: Me´tricas de riesgo a horizonte anual para la ventana reducida (2008Q1-2010Q4)
bajo el modelo de distribucio´n de PD propuesto, Π. µ, pe´rdida esperada. η99,9, VaR al 99,9.
η99,97, VaR al 99,97. k99,9, capital al 99,9. k99,97, capital al 99,97. ρ, correlacio´n de activos.
En lo que respecta al segundo y tercer punto, que media y percentil de las distribu-
ciones crezcan al restringir la ventana de ca´lculo a los peores periodos resulta esperable,
puesto que la mixtura se forma en ese caso exclusivamente con distribuciones condicio-
nales Wt vinculadas a una e´poca recesiva. El efecto apreciado sobre la cifra de capital,
sin embargo, sen˜ala un comportamiento relevante: como consecuencia de restringir la
ventana a una e´poca de recesio´n, la ma´xima pe´rdida potencial (el VaR) aumenta, pero
lo hace a costa de un mayor incremento del deterioro previsible del activo (la pe´rdida
esperada), disminuyendo por tanto la incertidumbre asociada a las pe´rdidas inespera-
das, es decir, disminuyendo el capital. Puesto que la correlacio´n de activos cae en todas
las unidades en la ventana reducida, lo anterior evidencia tambie´n un incremento de
la curtosis en algunas unidades con la restriccio´n del escenario econo´mico a uno de
marcada receso´n14.
Este efecto evidencia el comportamiento distinto de la distribucio´n F en funcio´n
del escenario econo´mico predominante y subraya la utilidad del estudio de me´tricas de
riesgo de cara´cter “incondicional” sobre ventanas distintas a las de “ciclo completo”,
en especial las vinculadas a un entorno recesivo, ya que pueden mostrar un comporta-
miento diferencial y ofrecen informacio´n adicional de intere´s para la medicio´n del riesgo
de incumplimiento o en otras aplicaciones, como el ana´lisis de escenarios. Cuestiones
como que´ requerimientos de capital, pe´rdida esperada o correlacio´n cabe esperar en un
14 Ya que la varianza es menor y el capital mayor para dichas unidades en la ventana 2008Q1-2010Q4
que en la ventana 1991Q1-2010Q4.
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entorno de recesio´n pueden abordarse entonces a trave´s de Π, si bien no como mixtura
de todas las distribuciones Wt asociadas a la ventana “de ciclo completo”, sino so´lo de
aquellas correspondientes a una e´poca de desempen˜o econo´mico desfavorable.
En lo relativo al segundo ejercicio, los resultados de la Figura 4.9, donde se comparan
las dos series de HR, Figura 4.10, Tabla 4.8 y Tabla 4.9 muestran dos hechos: (i) un
comportamiento en las series de HR muy diferente entre ventanas para una misma
unidad de riesgo, y (ii) una fuerte disparidad en todas las me´tricas de riesgo.
Dichos puntos evidencian una causa y una consecuencia. La causa es la no esta-
cionariedad de las series, que deriva en la no existencia de una distribucio´n de largo
plazo y, por tanto, en que ventanas distintas pueden ofrecer representaciones de las
serie muy diferentes. La consecuencia se materializa en la fuerte discrepancia entre las
me´tricas de riesgo de una misma unidad de riesgo en las dos ventanas consideradas.
As´ı, la segunda ventana genera me´tricas de riesgo, tanto media, como capital y correla-
cio´n ma´s elevadas, en especial en el caso de la unidad de Hipotecas. Ello es consistente
con el hecho de que la Gran Recesio´n, mucho ma´s severa que las crisis precedentes,
se enmarca en la segunda ventana. La unidad de Hipotecas es, de hecho, una prueba
evidente del impacto desigual de estas crisis y por ello de la influencia de la venta de
ca´lculo.
La conclusio´n general del ejercicio es que la ventana de ca´lculo influye de forma
determinante en las me´tricas de riesgo en el caso de no estacionariedad. Puede afirmarse
que a mayor proporcio´n de periodos desfavorables, mayores valores de pe´rdida esperada
y VaR, mientras que la cifra de capital, diferencia entre ambos, depende de aspectos
ma´s sutiles como la homogeneidad del entorno econo´mico que rige en la ventana y la
regularidad que presentan las series de HR durante la misma. El ana´lisis efectuado el
Cap´ıtulo 5 profundiza en las razones de este comportamiento.
Por u´ltimo, cabe sen˜alar dos puntos en relacio´n con la ventana de ca´lculo que se
derivan de los resultados precedentes.
Primero, el hecho de que, adema´s de la dificultad que supone la definicio´n del
intervalo temporal de “ciclo completo”, la no estacionariedad provoca problemas adi-
cionales en el mantenimiento de la ventana de ca´lculo. As´ı, por ejemplo, si se opta por
una ventana fija, que no cambie con el tiempo, e´sta puede quedar obsoleta y responder
a una realidad econo´mica distinta de la actual. Por el contrario, una ventana mo´vil de
longitud fija puede provocar inestabilidad en las cifras de capital por el impacto que
puede tener sobre F la sustitucio´n de un periodo por otro. En general, los resultados
obtenidos muestran la necesidad de criterio subjetivo, no arbitrario, en su eleccio´n,
as´ı como una revisio´n y actualizacio´n continua.
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Figura 4.9: Series de HR durante los 40 periodos de las ventanas inicial (1991Q1-2000Q4)
y final (2001Q1-2010Q4).
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Figura 4.10: Funciones de densidad de las distribuciones de PD a horizonte anual bajo el
modelo propuesto, Π, para las ventanas inicial (1991Q1-2000Q4) y final (2001Q1-2010Q4).
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Unidad µ η99,9 η99,97 k99,9 k99,97 ρ
Hipotecas 0,0019 0,0082 0,0096 0,0062 0,0076 0,0253
Empresas 0,0101 0,0451 0,0504 0,0351 0,0403 0,0473
Tarjetas 0,0495 0,0814 0,0851 0,0319 0,0356 0,0095
Consumo 0,0131 0,0205 0,0212 0,0074 0,0081 0,0077
Resto 0,0050 0,0307 0,0358 0,0257 0,0308 0,0527
Lease 0,0056 0,0224 0,0250 0,0168 0,0194 0,0368
Tabla 4.8: Me´tricas de riesgo a horizonte anual para la ventana inicial (1991Q1-2000Q4)
bajo el modelo de distribucio´n de PD propuesto, Π. µ, pe´rdida esperada. η99,9, VaR al 99,9.
η99,97, VaR al 99,97. k99,9, capital al 99,9. k99,97, capital al 99,97. ρ, correlacio´n de activos.
Unidad µ η99,9 η99,97 k99,9 k99,97 ρ
Hipotecas 0,0067 0,0460 0,0517 0,0394 0,0450 0,1630
Empresas 0,0156 0,0564 0,0613 0,0409 0,0458 0,0616
Tarjetas 0,0656 0,1369 0,1426 0,0713 0,0769 0,0210
Consumo 0,0222 0,0488 0,0509 0,0266 0,0286 0,0137
Resto 0,0097 0,0594 0,0683 0,0497 0,0586 0,0601
Lease 0,0089 0,0325 0,0365 0,0236 0,0276 0,0375
Tabla 4.9: Me´tricas de riesgo a horizonte anual para la ventana final (2001Q1-2010Q4) bajo
el modelo de distribucio´n de PD propuesto, Π. µ, pe´rdida esperada. η99,9, VaR al 99,9. η99,97,
VaR al 99,97. k99,9, capital al 99,9. k99,97, capital al 99,97. ρ, correlacio´n de activos.
Segundo, el hecho de que la influencia que la ventana de ca´lculo tiene en las me´tricas
de riesgo puede convertir e´sta en una palanca para arbitrar en la cifra de capital. Bajo
determinadas condiciones, las entidades pueden verse incentivadas a escoger, de entre
las alternativas razonablemente admisibles, aque´lla que suponga un menor recargo de
capital15, aprovechando que el criterio para la eleccio´n de la ventana es, cuanto menos,
difuso. Ello subraya la importancia de evaluar la ventana de ca´lculo escogida por la
entidad en el proceso de validacio´n de cualquier modelo de pe´rdida, en especial en el
caso de no estacionariedad.
4.6. Tercer ejercicio: Ana´lisis de la distribucio´n agre-
gada
4.6.1. Descripcio´n
La distribucio´n agregada de la cartera recoge el comportamiento de todas las uni-
dades que la forman, por lo que sus me´tricas de riesgo se ven influenciadas por (i) las
15 Impl´ıcitamente, ello supone que, dado un nivel de cobertura, existen distintas cifras de capital
de “ciclo econo´mico completo”, dependientes de la ventana de ca´lculo escogida, au´n cuando dichas
ventanas sean suficientemente largas. La no estacionariedad genera, en definitiva, problemas de con-
sistencia.
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distribuciones individuales, y (ii) la estructura de dependencia entre ellas. Por ello, su
ana´lisis resulta especialmente atractivo. En este ejercicio se efectu´a uno en te´rminos de
las me´tricas de riesgo agregadas desde dos perspectivas complementarias.
Por un lado, en te´rminos del modelo de distribucio´n F escogido. A diferencia de
otros trabajos, como [108] y [39], en los que el intere´s radica en la bondad del ajuste
estad´ıstico a nivel multivariante, el objetivo del ana´lisis efectuado es comparar el plan-
teamiento esta´tico frente al dina´mico. Para ello se obtienen, bajo dina´mica subyacente
SUTSE y a horizonte trimestral, las me´tricas de riesgo habituales, salvo la correlacio´n
de activos, para V˜ =
∑N
j=1 V
j y Π˜ =
∑N
j=1 Π
j. Adema´s, se incluyen los ratios de diver-
sificacio´n agregados para los niveles de cobertura 99,9 y 99,97, λ˜99,9 y λ˜99,97, definidos
en el apartado 2.3.5.
Por otro, y dado el modelo de distribucio´n propuesto, en te´rminos de la dina´mica
multivariante subyacente y de la ventana de ca´lculo. Este enfoque permite profundizar
en la l´ınea seguida en otros estudios similares, como [98], [141], [143], [132] y [128], entre
otros, en los que tambie´n se obtienen me´tricas de riesgo para un conjunto de unidades,
pero en los que, o bien no se contempla al mismo tiempo la distribucio´n agregada y el
grado de dependencia, medido por el ratio de diversificacio´n agregado16, o bien no se
controla simulta´neamente por dina´mica subyacente y ventana de ca´lculo. Ello permite,
en particular, estudiar el efecto sobre las me´tricas de riesgo de la consideracio´n o no
de una estructura de ra´ız unitaria para las series de HR.
Para este fin se obtienen las me´tricas de riesgo habituales a horizonte anual, salvo la
correlacio´n de activos, de Π˜ =
∑N
j=1 Π
j para el producto de dos opciones dicoto´micas:
(i) dina´mica subyacente, factorial frente a SUTSE, y (ii) ventana de ca´lculo, inicial
(1991Q1-2000Q4) frente a final (2001Q1-2010Q4) y completa (1991Q1-2010Q4) frente a
reducida (2008Q1-2010Q4). Se incluyen tambie´n los ratios de diversificacio´n agregados
para los niveles de cobertura 99,9 y 99,97, λ˜99,9 y λ˜99,97.
4.6.2. Resultados y conclusiones
En lo que respecta a la comparacio´n entre el modelo de Vasicek y el propuesto, los
resultados se muestran en la Tabla 4.10 y revelan tres hechos.
Modelo µ˜ η˜99,9 η˜99,97 k˜99,9 k˜99,97 λ˜99,9 λ˜99,97
Π˜ 0,0267 0,0716 0,0743 0,0449 0,0475 0,1677 0,1936
V˜ 0,0265 0,0701 0,0787 0,0436 0,0522 0,2189 0,2336
Tabla 4.10: Me´tricas de riesgo agregadas a horizonte trimestral para la ventana completa
(1991Q1-2010Q4) bajo el modelo de distribucio´n de PD propuesto, Π˜, y el de Vasicek, V˜ . µ˜,
pe´rdida esperada. η˜99,9, VaR al 99,9. η˜99,97, VaR al 99,97. k˜99,9, capital al 99,9. k˜99,97, capital
al 99,97. λ˜99,9, diversificacio´n agregada al 99,9. λ˜99,97, diversificacio´n agregada al 99,97.
16 Puesto que a mayor dependencia entre unidades, menor diversificacio´n agregada.
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Primero, una discrepancia apreciable en las cifras de VaR, y en consecuencia en
las de capital, entre modelos de distribucio´n, si bien en menor medida que en el caso
univariante, lo que sugiere un efecto cancelacio´n entre unidades.
Segundo, un menor peso de la cola de la distribucio´n agregada en el caso del modelo
propuesto, Π˜, que en el de Vasicek, V˜ , como se observa en las cifras de VaR, que crecen
significativamente ma´s bajo el segundo que bajo el primero al incrementar el nivel de
cobertura. Este efecto es consistente con los resultados obtenidos a nivel univariante, de
forma que el mayor peso en la cola de las distribuciones V j respecto de Πj se propaga
ahora a las distribucio´n agregadas V˜ y Π˜.
Tercero, una diversificacio´n agregada ligeramente menor bajo Π que bajo V , lo que
resulta consistente con la rigidez de la primera ante la marcada irregularidad de las
distribuciones marginales y el comportamiento parcialmente heteroge´neo de las series
de HR a lo largo de la ventana, y con ello de la dependencia entre unidades. Cabe
sen˜alar que a diferencia del modelo de Vasicek, en el propuesto la dependencia entre
las distribuciones marginales Πj se establece a trave´s de las distribuciones condicionales
W jt , t = 1, ..., T , lo que permite una medicio´n de la misma ma´s precisa si existe com-
portamiento multimodal, en especial la dependencia en la cola de las distribuciones17.
Puesto que la dependencia en la cola es precisamente la que determina la diversificacio´n
agregada, los resultados obtenidos sugieren una infraestimacio´n de la dependencia por
parte del modelo de Vasicek y en consecuencia una diversificacio´n excesiva.
En lo que respecta a la comparativa en te´rminos de la dina´mica subyacente y la
ventana de ca´lculo, los resultados se presentan en la Tabla 4.11 para el caso de las
ventanas inicial/final y en la Tabla 4.12 para las ventanas completa/reducida. Resultan
relevantes dos aspectos.
Dina´mica Ventana µ˜ η˜99,9 η˜99,97 k˜99,9 k˜99,97 λ˜99,9 λ˜99,97
SUTSE
Completa 0,1070 0,3035 0,3209 0,1965 0,2139 0,2280 0,2540
Reducida 0,1844 0,3284 0,3422 0,1440 0,1578 0,3604 0,3823
Factorial
Completa 0,1061 0,3133 0,3328 0,2071 0,2267 0,1106 0,1267
Reducida 0,1830 0,3458 0,3642 0,1628 0,1812 0.1933 0.2043
Tabla 4.11: Me´tricas de riesgo agregadas a horizonte anual bajo el modelo de distribucio´n de
PD propuesto, Π˜, para las ventanas completa (1991Q1-2010Q4) y reducida (2008Q1-2010Q4)
y para los modelos multivariantes SUTSE y factorial. µ˜, pe´rdida esperada. η˜99,9, VaR al
99,9. η˜99,97, VaR al 99,97. k˜99,9, capital al 99,9. k˜99,97, capital al 99,97. λ˜99,9, diversificacio´n
agregada al 99,9. λ˜99,97, diversificacio´n agregada al 99,97.
Por un lado, dada una dina´mica subyacente, se reproduce el efecto observado a
nivel univariante: (i) media y VaR son mayores bajo las ventanas final/reducida, en las
que la proporcio´n de periodos desfavorables es ma´s elevada, y (ii) el capital presenta
un comportamiento distinto en cada caso: aumenta en la ventana final respecto de la
inicial, pero disminuye en la reducida frente a la completa.
17 Ve´ase [60] para una introduccio´n al concepto de dependencia en la cola y su relevancia en la
medicio´n del riesgo.
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En lo que respecta al ratio de diversificacio´n agregado, se observa que e´ste aumen-
ta (i) al considerar una ventana homoge´nea y de pocos periodos (ventana reducida)
respecto a una ventana que recoge un “ciclo econo´mico completo” (ventana completa),
y (ii) al considerar una ventana heteroge´nea que contiene recesiones suaves (ventana
inicial) respecto a una ventana tambie´n heteroge´nea pero que incluye la Gran Recesio´n
(ventana final).
Estos resultados evidencian emp´ıricamente que una mayor proporcio´n de periodos
recesivos en una ventana de ca´lculo conlleva, frente a una ventana con menor nu´mero
de ellos, una media y VaR agregados ma´s altos. Sin embargo, y como tambie´n sucede
a nivel univariante, la cifra de capital y la diversificacio´n no responden a un patro´n
claro y pueden aumentar o disminuir en funcio´n de (i) la longitud de ambas ventanas,
(ii) el grado de homogeneidad de los periodos que la forman, y (iii) el hecho de que
sean disjuntas o, como sucede con las ventanas completa y reducida, una de ellas
este´ contenida en la otra.
Dina´mica Ventana µ˜ η˜99,9 η˜99,97 k˜99,9 k˜99,97 λ˜99,9 λ˜99,97
SUTSE
Inicial 0,0853 0,1568 0,1652 0,0715 0,0799 0,4183 0,4370
Final 0,1288 0,3134 0,3279 0,1846 0,1991 0,2655 0,2953
Factorial
Inicial 0,0843 0,1656 0,1760 0,0813 0,0917 0,2259 0,2384
Final 0,1278 0,3259 0,3463 0,1981 0,2185 0,1333 0,1492
Tabla 4.12: Me´tricas de riesgo agregadas a horizonte anual bajo el modelo de distribucio´n de
PD propuesto, Π˜, para las ventanas inicial (1991Q1-2000Q4) y final (2001Q1-2010Q4) y para
los modelos multivariantes SUTSE y factorial. µ˜, pe´rdida esperada. η˜99,9, VaR al 99,9. η˜99,97,
VaR al 99,97. k˜99,9, capital al 99,9. k˜99,97, capital al 99,97. λ˜99,9, diversificacio´n agregada al
99,9. λ˜99,97, diversificacio´n agregada al 99,97.
Por otro lado, dada una ventana de ca´lculo, las cifras de capital que se obtienen
bajo la formulacio´n unifactorial son ligeramente superiores a las que genera la aproxi-
macio´n SUTSE, mientras que el ratio de diversificacio´n es notablemente inferior. Este
resultado pone de manifiesto que la fuerte restriccio´n que impone la estructura uni-
factorial entre las series de HR aumenta la dependencia entre las distribuciones Πj y
conduce a me´tricas de riesgo agregadas ma´s elevadas a pesar de la ineficiencia de la
dina´mica SUTSE, que conlleva mayor varianza en las distribuciones condicionales Xs/t
y en consecuencia mayores cifras de capital individual, como se comprueba en la Figura
4.11.
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Figura 4.11: Cifras de capital individual bajo las dina´micas SUTSE y factorial para ca-
da combinacio´n de unidad de riesgo, nivel de cobertura (99,9 y 99,97) y ventana de ca´lcu-
lo, inicial (1991Q1-2000Q4), final (2001Q1-2010Q4), completa (1991Q1-2010Q4) y reducida
(2008Q1-2010Q4).
La conclusio´n general de la prueba es que la distribucio´n agregada tambie´n se ve
influenciada por el modelo de distribucio´n, la ventana de ca´lculo y la dina´mica subya-
cente, pero lo hace de una forma ma´s compleja que a nivel univariante: el efecto sobre
las distribuciones marginales puede potenciarse o cancelarse, y la dependencia entre
unidades puede revertir un comportamiento apreciado individualmente sobre algunas
de las unidades de riesgo que formen la cartera.
En todo caso, es claro que el modelo de Vasicek resulta una opcio´n inadecuada
en presencia de no estacionariedad, que el comportamiento de la cifra capital y la
diversificacio´n agregada dependen fuertemente de la composicio´n de la ventana y que
la dina´mica SUTSE puede ofrecer, respecto a una dina´mica que recoja expl´ıcitamente
las interacciones entre series, en particular bajo una estructura de ra´ız unitaria, cifras
de capital ligeramente superiores a nivel univariante e inferiores a nivel agregado.
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Cap´ıtulo 5
Ana´lisis condicional del riesgo de
incumplimiento
5.1. Introduccio´n
Las distribuciones condicionales son relevantes para el ana´lisis y medicio´n del riesgo
de incumplimiento puesto que (i) existen siempre y esta´n bien definidas, y (ii) al estar
vinculadas a cada periodo t, recogen la evolucio´n del riesgo a lo largo del eje temporal,
lo que resulta u´til tanto para comprender la influencia del ciclo econo´mico como para
estudiar metodolog´ıas alternativas al empleo de la distribucio´n “incondicional” en la
medicio´n de “ciclo econo´mico completo”.
El objetivo de este cap´ıtulo es abordar dicho ana´lisis a nivel unidad de riesgo, ana´lisis
que se sustenta en las componentes Wt, sus me´tricas de riesgo, que son condicionales,
y el comportamiento de e´stas a lo largo de la ventana de ca´lculo. Ello significa un
ana´lisis del riesgo de incumplimiento en la dimensio´n temporal, lo que supone tambie´n
un enfoque complementario al seguido en los dos cap´ıtulos precedentes, donde el intere´s
se ha centrado en la distribucio´n “incondicional” Π.
La estructura del cap´ıtulo es la siguiente: en el segundo apartado se formula una
aproximacio´n anal´ıtica a las distribuciones de PD condicional que permite deducir
distintas propiedades, incluido su comportamiento a lo largo del tiempo y la relacio´n
de e´ste con el ciclo econo´mico. Dicha evolucio´n se estudia emp´ıricamente en el tercer
apartado, mientras que en el cuarto se aborda el problema de la determinacio´n del
nivel de cobertura “incondicional” a trave´s de las distribuciones condicionales.
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5.2. Marco anal´ıtico
5.2.1. Introduccio´n
Las distribuciones y me´tricas de riesgo condicionales, bien para la PD o para la
pe´rdida, han dado lugar a un nu´mero creciente de trabajos, sobre todo en el a´mbito
de los modelos de stress test. No obstante, cabe sen˜alar dos aportaciones del enfoque
seguido en este cap´ıtulo.
Primero, son motivo de estudio todas las me´tricas de riesgo en todos los periodos
de la ventana, por contraposicio´n a la consideracio´n exclusiva de la pe´rdida esperada,
o bien la restriccio´n a periodos puntuales, como sucede en [141], [139], [36], [54], [140]
y [161], entre otros. El objetivo es, por tanto, caracterizar ampliamente el riesgo de
incumplimiento asociado a las distribuciones condicionales.
Segundo, el intere´s no radica en la sensibilidad de las me´tricas de riesgo a la dina´mica
subyacente, bien ante cambios en la especificacio´n de e´sta, como, por ejemplo, en [143],
[10] y [132], bien ante distintas perturbaciones sobre las proyecciones de las variables
exo´genas, como en [98], [149] y [55], entre otros. Por el contrario, se estudian las propias
distribucionesWt: sus me´tricas de riesgo, la evolucio´n de e´stas a lo largo del eje temporal
y su relacio´n con la serie de HR.
Para el marco anal´ıtico se ha optado por una aproximacio´n sencilla que permite
un ana´lisis general y ofrece una interpretacio´n inmediata en te´rminos de las me´tricas
de riesgo. En todo caso, tiene un fundamento anal´ıtico so´lido y se asemeja al ana´lisis
efectuado en otros trabajos, como [165], [118] y [78], con los matices comentados en los
dos puntos anteriores.
5.2.2. Aproximacio´n empleada
El ana´lisis de las distribuciones Wt parte de la funcio´n F˜ ,
F˜ (x1, ..., xQ) = 1−
Q∏
s=1
(1−N (xs)) (5.1)
que relaciona Wt con las distribuciones condicionales de xt, Xs/t:
Wt = F˜
(
X1/t, ..., XQ/t
)
(5.2)
Estudiar las me´tricas de riesgo condicionales a trave´s de F˜ entran˜a algunas dificultades:
por un lado, su forma funcional es no lineal, involucrando un producto y la funcio´n
de distribucio´n de la Normal esta´ndar. E´sta u´ltima carece, adema´s, de representacio´n
anal´ıtica. Por otro, supone hacer depender el ana´lisis de las distribuciones condicionales
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Xs/t, que dependen a su vez de la dina´mica subyacente elegida, lo que reduce el cara´cter
general del ana´lisis.
Por ello, resulta preferible emplear una aproximacio´n lineal de la funcio´n F˜ . Se
escoge para ello el polinomio de Taylor de primer orden en el entorno del punto del
hiperplano identidad1, aˆ = (a, ..., a) ∈ RQ, de forma que:
F˜ (x1, ..., xQ) ≈ F˜ (a, ..., a) +
Q∑
s=1
(xs − a) ∂F˜
∂xs
(a) (5.3)
lo que conduce a:
F˜ (x1, ..., xQ) ≈ 1− (1−N (a))Q + n (a) (1−N (a))Q−1
Q∑
s=1
(xs − a) (5.4)
donde n (·) es la funcio´n de densidad de la distribucio´n N (0, 1).
Esta expresio´n sustenta toda la discusio´n posterior. Para mejorar su utilidad, resulta
conveniente acotar la familia de dina´micas para xt a la siguiente especificacio´n:
1. xt cuenta con fuerte persistencia, de forma que E
[
Xs/t
] ≈ xt para s = 1, ..., Q.
2. xt es homoceda´stico, es decir, V
[
Xs/t
]
= ν para todo t y s.
En lo relativo a la primera restriccio´n, la taxonomı´a es la siguiente: si el proceso es al
menos I(1), la condicio´n E
[
Xs/t
] ≈ xt se cumple siempre que la estructura adicional
a la ra´ız unitaria sea de´bil. En particular, si la dina´mica es un paseo aleatorio, la
aproximacio´n es, de hecho, una igualdad. Si la serie es estacionaria pero tiene una ra´ız
cercana a la unidad, la hipo´tesis sigue siendo aceptable en las condiciones anteriores. Si
la dina´mica es estacionaria y cuenta con un ra´pido retorno al estado estacionario, x∗,
entonces la aproximacio´n puede ser imprecisa. Pero es en este caso donde el estudio de
la evolucio´n a lo largo del tiempo de Wt carece de intere´s: al ser la serie estacionaria, las
distribuciones condicionales Xs/t pueden aproximarse adecuadamente en el punto x
∗.
Dado que este punto es constante para todos los periodos, Wt presentara´ caracter´ısticas
similares para todo t, sin una evolucio´n resen˜able a lo largo de la ventana.
Por ello, puede asumirse que con esta restriccio´n se cubre el espectro de dina´micas
de intere´s para el estudio de las componentes Wt. En todo caso, es de esperar que
la fuerte relacio´n del incumplimiento con el ciclo econo´mico haga que, habitualmente,
las series de HR presenten una fuerte autocorrelacio´n, por lo que la asuncio´n de que
E
[
Xs/t
] ≈ xt tampoco es, desde un punto de vista pra´ctico, restrictiva.
En lo que respecta a la segunda restriccio´n, si bien es factible la existencia de series
de HR con comportamiento heteroceda´stico, en tal caso la distinta varianza condicional
1 Por simplicidad, se asume que las distribuciones condicionales Xs/t tienen soporte en R, siendo
el desarrollo seguido similar para cualquier intervalo abierto A ⊂ R.
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de las variables Xs/t se traducir´ıa de forma inmediata en varianzas no constantes de las
componentes Wt a lo largo de la ventana, en funcio´n de la dina´mica que siga la varianza
condicional de xt. Un ana´lisis de mayor intere´s puede obtenerse entonces restringiendo
esta fuente de variacio´n.
Asumiendo en lo que sigue que la dina´mica subyacente cumple las dos condiciones
anteriores, Wt se puede aproximar en el entorno del punto (xt, ..., xt) por:
Wt = Wt
(
X1/t, ..., XQ/t,
)
= 1−
Q∏
j=1
(
1−N (Xs/t))
≈ 1− (1−N (xt))Q + n (xt) (1−N (xt))Q−1
Q∑
s=1
(
Xs/t − xt
) (5.5)
Tomando el operador esperanza sobre esta aproximacio´n y teniendo en cuenta la pri-
mera restriccio´n, se obtiene que:
E [Wt] ≈ 1− (1−N (xt))Q (5.6)
puesto que E
[
Xs/t
] ≈ xt.
De igual forma, aplicando el operador varianza y considerando la segunda restric-
cio´n, se obtiene que:
V [Wt] ≈
(
n (xt) (1−N (xt))Q−1
)2
v (5.7)
donde:
v = V
[
Q∑
s=1
(
Xs/t − xt
)]
= V
[
Q∑
s=1
Xs/t
]
(5.8)
no lleva sub´ındice temporal por ser xt homoceda´stico.
Antes de analizar las implicaciones de las aproximaciones (5.6) y (5.7), cabe sen˜alar
que (5.5) puede mejorarse an˜adiendo ma´s te´rminos al polinomio de Taylor. De hecho,
la aproximacio´n (5.5) se ve mejorada si se incorpora el te´rmino de segundo orden,
aprovechando que el primero desaparece al aplicar el operador esperanza. No obstante,
se ha considerado ma´s conveniente, a los efectos de este cap´ıtulo, una aproximacio´n de
grado 1 puesto que (i) el objetivo no es una aproximacio´n nume´rica a los momentos,
sino el ana´lisis de la evolucio´n de las me´tricas de riesgo a lo largo del tiempo y la
relacio´n de esta evolucio´n con xt, o, equivalentemente, con ht = N (xt), para lo que es
suficiente una aproximacio´n de orden 1, (ii) el aumento del grado de la aproximacio´n
complica el a´lgebra y el consiguiente ana´lisis con te´rminos cuyo error por omisio´n es
cada vez menor, y (iii) una aproximacio´n de grado 1 para ambos momentos supone un
marco de referencia comu´n.
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5.2.3. Ana´lisis de la media
Puesto que xt = N
−1 (ht), se tiene que:
E [Wt] ≈ 1− (1− ht)Q (5.9)
Esta expresio´n es una funcio´n creciente del valor del HR en t. Ello implica que cuanto
mayor es el valor de HR, mayor es la PD condicional esperada de la unidad y, en
consecuencia, mayor es la pe´rdida esperada condicional.
Esta relacio´n entre la serie de HR y la media de las componentes Wt resulta razo-
nable y pone de manifiesto que la pe´rdida esperada no permanece constante a lo largo
del tiempo y que, por tanto, las provisiones necesarias para cubrirlas tampoco. Ello
induce a considerar un esquema de provisio´n dina´mico, como se discute en el apartado
5.3.2.
5.2.4. Ana´lisis de la volatilidad
La aproximacio´n (5.7) puede formularse en te´rminos de ht como:
V [Wt] ≈
(
n
(
N−1 (ht)
)
(1− ht)Q−1
)2
v (5.10)
lo que en te´rminos de su desviacio´n t´ıpica queda:
S [Wt] ≈ n
(
N−1 (ht)
)
(1− ht)Q−1 σ (5.11)
con σ =
√
v.
El estudio anal´ıtico de la expresio´n (5.11) no es inmediato, por lo que resulta ma´s
conveniente, sin pe´rdida de rigor, considerar su representacio´n gra´fica. La Figura 5.1
muestra, para valores de Q = 1, ..., 6 y 0 < x < 1, la gra´fica de la funcio´n:
f (x) = n
(
N−1 (x)
)
(1− x)Q−1 (5.12)
que se corresponde con la aproximacio´n (5.11) suponiendo, sin pe´rdida de generalidad,
que σ es igual a 1 en todos los casos.
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Figura 5.1: Gra´fica de la funcio´n f (x) = n
(
N−1 (x)
)
(1− x)Q−1, 0 < x < 1, para Q = 1,
2, 3, 4, 5 y 6.
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De los seis gra´ficos anteriores pueden extraerse dos caracter´ısticas principales de
intere´s sobre la evolucio´n de la volatilidad de las componentes Wt a lo largo de la
ventana, segu´n la aproximacio´n (5.5): (i) la volatilidad no es constante y presenta un
comportamiento mono´tono creciente en el HR para valores bajos de e´ste, y (ii) alcanza
un ma´ximo interior.
En lo que respecta al primer punto, la volatilidad no es constante puesto que var´ıa
a lo largo del tiempo como funcio´n de la serie ht. Ello implica que las me´tricas condicio-
nales que dependen de la volatilidad tambie´n var´ıan y que el efecto del ciclo econo´mico
en las mismas se produce a trave´s de ht. Es decir, la evolucio´n del ciclo econo´mico in-
fluye sobre las principales variables macroecono´micas, las cuales afectan a la capacidad
de pago, que determina la serie ht, y finalmente la serie ht influye sobre las me´tricas
de riesgo condicionales que dependen de la volatilidad de Wt.
La Figura 5.2 muestra la evolucio´n de la dispersio´n de Wt a lo largo de la ventana
de ca´lculo para las seis unidades de riesgo norteamericanas, mientras que la Figura 5.3
compara las distribuciones condicionales asociadas a dos periodos distintos, 1995Q3
(expansivo) y 2009Q3 (recesivo). La dina´mica subyacente empleada es la dada por los
modelos ARIMA presentados en el apartado 4.2.2.1, modelos que son I(1) y homo-
ceda´sticos, por lo que cumplen las restricciones consideradas en el apartado 5.2.2. El
comportamiento observado en ambas figuras responde a la evolucio´n predicha por el
desarrollo anal´ıtico precedente: aumento de la dispersio´n ligado al aumento del HR.
En lo que respecta al segundo punto, la existencia de un ma´ximo interior, supone
que la relacio´n entre ht y la volatilidad de Wt no es mono´tona. As´ı, fijado el horizonte
de ca´lculo, existe un valor de ht, hˆ = hˆ (Q), 0 < hˆ < 1, en donde se alcanza el ma´ximo.
Por ejemplo, para Q = 1, hˆ es igual a 0,5 en el caso de que σ sea igual 1, puesto que la
funcio´n de densidad de la Normal(0,1) alcanza su ma´ximo en 0.
En la pra´ctica, es de esperar que 0 < ht < hˆ, ya que las series de HR suelen tomar
valores muy bajos. Ello implica una relacio´n positiva entre el HR de la unidad y su riesgo
de incumplimiento siste´mico condicional, es decir, el recogido en la distribucio´n Wt. No
obstante, en un momento de profunda recesio´n, en el que ht crezca significativamente
hasta superar el umbral hˆ, puede observarse, parado´jicamente, una reduccio´n de las
me´tricas de riesgo condicionales dependientes de la volatilidad de Wt. Este resultado
(i) es u´til para comprender por que´ el riesgo siste´mico puede disminuir tras un aumento
del HR de la unidad, y (ii) hubiera sido dif´ıcil de obtener sin un marco anal´ıtico por
resultar poco intuitivo2.
2 Puesto que cabr´ıa esperar, al menos inicialmente, que una dina´mica subyacente homoceda´stica
conllevara unas distribuciones condicionales Wt con varianza constante.
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Figura 5.2: Percentiles 5 y 95 de la distribucio´n Wt a horizonte anual (l´ıneas pespunteadas)
junto con su valor medio (l´ınea continua). La zona sombreada indica periodo de recesio´n segu´n
el NBER.
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Figura 5.3: Distribuciones condicionales Wt a horizonte anual en 1995Q3 y en 2009Q3.
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El origen de este efecto se encuentra en la no linealidad de F˜ , en especial en lo debido
a la funcio´n N (·), que transforma las variables Xs/t en Ys/t. As´ı, si Wt se definiese sobre
las sendas futuras de ht, y no sobre las sendas futuras de xt, de forma que viniese dada
por las distribuciones condicionales de ht, Hs/t, s = 1, ..., Q,
Wt = 1−
Q∏
s=1
(
1−Hs/t
)
(5.13)
entonces, bajo la asuncio´n de que ht es homoceda´stico y cuenta con fuerte persistencia,
se obtendr´ıa tambie´n, bajo una aproximacio´n lineal similar a (5.5), que:
S [Wt] ≈ (1− ht)Q−1 σ (5.14)
con σ =
√
v y siendo en este caso σ∗ la desviacio´n t´ıpica de
∑Q
s=1Hs/t.
La volatilidad de las componentes Wt bajo esta especificacio´n tampoco es constante,
pero s´ı mono´tona, como muestran los seis gra´ficos de la Figura 5.4, obtenidos para la
funcio´n g (x) = (1− x)Q−1, 0 < x < 1, en los que se aprecia una relacio´n mono´tona
decreciente.
Ello que implica que, si se prescinde de la funcio´n de enlace para Wt, se cumple
que a menor valor de ht, mayor valor de S [Wt]. Este hecho tambie´n resulta destacable
puesto que indica que el riesgo siste´mico decrece con el aumento del HR para horizontes
superiores a 1. Para Q = 1 se obtiene el resultado inicialmente esperable: volatilidad
constante de las distribuciones condicionales Wt.
En resumen, la relacio´n observada entre ht y S [Wt], derivada de la aproximacio´n
(5.5) y corroborada emp´ıricamente, se debe a (i) el marco multiperiodo, y (ii) el empleo
de una funcio´n de enlace probit en la dina´mica subyacente, eleccio´n que es consecuencia
de la asuncio´n de normalidad en el modelo de funcio´n ı´ndice que subyace al modelo
propuesto3. En particular, si Q = 1 y si se prescinde de la funcio´n de enlace, dicha
relacio´n desparece y S [Wt] es constante. Este resultado tambie´n es relevante para
comprender la influencia de la funcio´n de enlace y el horizonte de ca´lculo en las me´tricas
de riesgo condicionales.
3 Asuncio´n que forma parte de la aproximacio´n habitual a la modelizacio´n de los eventos dicoto´mi-
cos, como es el impago, segu´n se sen˜ala en el Ape´ndice C.
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Figura 5.4: Gra´fica de la funcio´n g (x) = (1− x)Q−1, 0 < x < 1, para Q = 1, 2, 3, 4, 5 y 6.
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Cabe sen˜alar que este efecto ayuda a explicar los resultados obtenidos en el apartado
4.5, en los que se observaba que las cifras de pe´rdida esperada y VaR eran mayores en
la ventana final (2001Q1-2010Q4) que en la inicial (1991Q1-2000Q4) y en la ventana
reducida (2008Q1-2010Q4) que en la completa (1991Q1-2010Q4), sin embargo, la cifra
de capital so´lo aumentaba de forma clara en la primera comparacio´n.
Para ello, basta considerar el siguiente ejemplo estilizado: nivel de cobertura igual
a 90 y una ventana formada por dos periodos, t = 1 y t = 2, donde la distribucio´n
condicional de PD en el primer periodo, W1, sigue una distribucio´n uniforme en el
intervalo (0 0,1) y en el segundo periodo, W2, sigue una distribucio´n uniforme en el
intervalo (0,1 0,3). El primer periodo puede asemejarse a un periodo expansivo (baja
media y volatilidad de W1) y el segundo a un periodo recesivo (media y volatilidad de
W2 elevadas). Las cuatro distribuciones consideradas en 4.5 (inicial, final, completa y
reducida) pueden identificarse ahora con W1, W2, Π (mixtura uniforme de W1 y W2) y
W2. Es inmediato comprobar que las cifras pe´rdida esperada, VaR y capital asociadas
a cada una son las dadas en la Tabla 5.1.
Ventana Distribucio´n µ η90 k90
Inicial W1 0,0500 0,0900 0,0400
Final W2 0,2000 0,2800 0,0800
Completa Π 0,1250 0,2600 0,1350
Reducida W2 0,2000 0,2800 0,0800
Tabla 5.1: Me´tricas de riesgo en el ejemplo estilizado. W1 se distribuye uniformemente en
(0 0,1) y W2 se distribuye uniformemente en (0,1 0,3). µ, pe´rdida esperada. η90, VaR al 90.
k90, capital al 90.
Se reproduce el mismo comportamiento que en el apartado 4.5 y es claro ahora el
porque´: al estar contenida la ventana reducida en la completa, el VaR crece menos al
restringir la segunda a la primera de lo que lo hace la media, obtenie´ndose una reduc-
cio´n del capital. Es tambie´n claro que si las distribuciones condicionales W1 y W2 fueran
iguales, entonces W1 = W2 = Π y todas las me´tricas de riesgo (pe´rdida esperada, VaR
y capital) ser´ıan iguales en las tres distribuciones. Es decir, el comportamiento obser-
vado en el apartado 4.5 se debe a (i) la distinta media y varianza de las distribuciones
condicionales Wt, y (ii) el hecho de que la ventana reducida (2008Q1-2010Q4) este´ con-
tenida en la completa (1991Q1-2010Q4), mientras que la inicial (1991Q1-2000Q4) y la
final (2001Q1-2010Q4) son disjuntas.
Por u´ltimo, cabe destacar que la aproximacio´n (5.5) puede emplearse tambie´n pa-
ra aproximar la covarianza entre distribuciones condicionales de unidades de riesgo
distintas:
Cov
[
W jt ,W
k
t
] ≈ (n (N−1 (hjt)) (1− hjt)Q−1)(n (N−1 (hkt )) (1− hkt )Q−1) vjk (5.15)
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con vjk = Cov
[∑Q
s=1X
j
s/t,
∑Q
s=1 X
k
s/t
]
, as´ı como para aproximar su correlacio´n:
Corr
[
W jt ,W
k
t
]
=
Cov
[
W jt ,W
k
t
]
S
[
W jt
]
S
[
W kt
] ≈ Corr [ Q∑
s=1
Xjs/t,
Q∑
s=1
Xks/t
]
= ςjk (5.16)
La primera es tambie´n una funcio´n creciente en hjt y h
k
t si h
j
t < hˆ
j y hkt < hˆ
k, mientras
que la segunda evidencia que la correlacio´n condicional es, al menos en una aproxima-
cio´n de primer orden, constante, lo que sugiere centrar el ana´lisis en la correlacio´n de
activos intraunidad y no en la interunidad.
5.3. Me´tricas de riesgo condicionales
5.3.1. Introduccio´n
En este apartado se estudia emp´ıricamente la evolucio´n temporal de las me´tricas de
riesgo condicionales4 de las seis unidades de riesgo estudiadas en el cap´ıtulo anterior en
te´rminos “incondicionales”: Hipotecas, Empresas, Tarjetas, Consumo, Resto y Lease.
Como dina´mica subyacente se han empleado los modelos univariantes ARIMA pre-
sentados en 4.2.2.1, que cumplen, por ser I(1) y homoceda´sticos, las hipo´tesis sobre la
dina´mica subyacente planteadas en el apartado 5.2.2. Cabe sen˜alar que en todos los
casos los resultados obtenidos son consistentes con lo que predice el desarrollo anal´ıtico
precedente, lo que respalda, al menos emp´ıricamente, la bondad de la aproximacio´n.
En un plano ma´s general, los resultados emp´ıricos obtenidos subrayan la importan-
cia de las me´tricas de riesgo condicionales como registro de la evolucio´n del riesgo de
incumplimiento a lo largo del tiempo, y con ello la conveniencia de que sean considera-
das por las entidades en su gestio´n del riesgo de incumplimiento, as´ı como reportadas
a supervisores e inversores como parte de la informacio´n relevante sobre la solvencia
de e´stas.
5.3.2. Media condicional
La Figura 5.5 compara, estandarizadas y para cada unidad, la serie de HR con la de
la media condicional de Wt. Se observa un notorio comportamiento af´ın entre ambas
series, como se deriva del desarrollo anal´ıtico efectuado en el apartado 5.2.
4 µ, pe´rdida esperada; η99,9, VaR al 99,9; η99,97, VaR al 99,97; k99,9, capital al 99,9,
k99,9 = η99,9 − µ; k99,97, capital al 99,97, k99,97 = η99,97 − µ; ρ, correlacio´n de activos, ρ =
V
[
N−1 (Wt)
]
/
(
1 + V
[
N−1 (Wt)
])
.
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Figura 5.5: Series de HR y media de Wt a horizonte anual. Las series se presentan estan-
darizadas. La zona sombreada indica periodo de recesio´n segu´n el NBER.
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Este resultado (i) es coherente con estudios emp´ıricos previos, como los de [106],
[141], [139] y [143], entre otros, (ii) subraya que es posible que para dos unidades de
riesgo, j y k, se cumpla que E [Πj] ≈ E [Πk] y sin embargo la variabilidad a lo largo
de la ventana de ca´lculo de la media de las distribuciones condicionales W jt y W
k
t sea
distinta, lo que permite distinguir a las unidades de riesgo por su grado de “estabilidad”
a lo largo del ciclo, y (iii) sugiere, como discuten [109] y [144], la consideracio´n de
un esquema de provisiones que suavice la dotacio´n a lo largo del tiempo y alivie la
dificultad que supone para las entidades incrementar e´sta significativamente en los
peores periodos del ciclo.
Para comprender el alcance del tercer punto, basta notar que Tµ =
∑T
t=1 µt, por lo
que es posible formular dos esquemas de provisio´n: (i) uno de cara´cter c´ıclico, donde
en cada periodo se provisiona µt, generada a partir de una dotacio´n al fondo de reserva
de igual cantidad, y (ii) otro ”ac´ıclico”, donde en cada periodo tambie´n se provisiona
µt, cantidad que en esta ocasio´n se obtiene de un fondo de reserva para el que se dota,
en cada periodo, µ.
Si Sct denota el fondo c´ıclico y S
a
t el ac´ıclico, con S0 el valor dotado para ambos al
inicio, entonces:
Sct = S
c
t−1 + µt − µt = Sct−1 = S0 (5.17)
Sat = S
a
t−1 + µ− µt = S0 +
t∑
l=1
µ− µl (5.18)
Es inmediato comprobar que (i) ScT = S
a
T = S0, (ii) en ambos casos la cantidad
provisionada es la misma a lo largo del ciclo e igual a Tµ, y (iii) para que el fondo Sat
sea autosuficiente, debe cumplirse que Sat−1 > µt − µ a lo largo de toda la ventana, lo
que puede requerir valores elevados de S0 si el ciclo comienza con valores de pe´rdida
esperada condicional mayores que la media“incondicional”.
La diferencia entre ambos esquemas estriba en que, mientras en el primero el fon-
do es constante y lo que var´ıa es la dotacio´n, en el segundo caso es el fondo el que
var´ıa, siendo constante la dotacio´n, por lo que no se requiere dotar ma´s en los peores
momentos del ciclo, con la dificultad que ello puede conllevar. Es decir, Sat suaviza los
requerimientos de provisiones a lo largo del ciclo.
En todo caso, las consideraciones sobre no estacionariedad e influencia de la ventana
de ca´lculo discutidas en el Cap´ıtulo 3 aplican aqu´ı tambie´n: el fondo Sat asume que el
ciclo que enfrenta la entidad es similar al considerado en la ventana de ca´lculo, lo que
supone una hipo´tesis irreal, en especial en el caso de no estacionariedad del HR. Este
hecho puede requerir una gestio´n activa del fondo segu´n el ciclo realizado se aleje del
empleado para su calibracio´n. Adema´s, puesto que µ y µt son valores esperados
5, en
la pra´ctica puede ser necesario corregir en cada periodo la desviacio´n observada en el
5 Se trata por tanto de un enfoque forward-looking, como los propuestos por el IASB (Interna-
tional Accounting Standards Board, http://www.ifrs.org/Home.htm) y el FASB (Financial Accounting
Standards Board, http://www.fasb.org/home) a ra´ız de la Gran Recesio´n.
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anterior.
5.3.3. VaR condicional
La Figura 5.6 compara, estandarizadas y para cada unidad, la serie de HR con la
del VaR condicional de Wt. Se observa, como en el caso de la media condicional, un
notorio comportamiento af´ın entre ambas series.
Esta relacio´n es consecuencia de dos efectos: (i) el desplazamiento c´ıclico de la media
de Wt, apreciado en la Figura 5.5, y (ii) la variacio´n tambie´n c´ıclica de la volatilidad
de dicha distribucio´n si el HR toma valores suficientemente bajos, segu´n se deriva del
desarrollo anal´ıtico discutido en el apartado 5.2 y corroborado en la Figura 5.2. Cabe
sen˜alar que si ht superase el umbral hˆ ambos efectos influir´ıan de forma opuesta sobre
el VaR condicional: un aumento de ht supondr´ıa un aumento de la media, lo que supone
un VaR mayor, pero tambie´n una disminucio´n de la volatilidad de Wt, lo que supone
un VaR menor.
5.3.4. Capital condicional
La Figura 5.7 compara, estandarizadas y para cada unidad, la serie de HR con la
del capital condicional de Wt. Se observa tambie´n un significativo comportamiento af´ın
entre ambas series.
Este comportamiento es consistente con la aproximacio´n (5.11) y con el hecho de
que mayor dispersio´n en la distribucio´n de pe´rdidas acarrea mayor diferencia entre
pe´rdida esperada y VaR, y en consecuencia mayor capital.
As´ı, los periodos en los que ht toma valores ma´s altos son tambie´n los periodos en los
que se materializan las pe´rdidas inesperadas condicionales ma´s elevadas. Ello muestra
que pe´rdida esperada e inesperada esta´n alineadas: ambas magnitudes crecen cuando
la serie de HR crece, y viceversa. Este hecho tiene una relevancia notable, puesto que
muestra que el capital no so´lo presenta un comportamiento c´ıclico como consecuencia
de la migracio´n de los deudores hacia unidades vinculadas a mayores tasas de impago
en los peores momentos del ciclo, y viceversa, sino que, dada una unidad de riesgo, la
propia distribucio´n de PD condicional incrementa su volatilidad como consecuencia del
aumento del HR.
Cabe sen˜alar que el cara´cter c´ıclico de los requerimientos propios en ejercicios
emp´ıricos ya ha sido apuntado por otros autores, como [143], [139], [106], [131] y [161],
entre otros. No obstante, el ana´lisis precedente supone una aportacio´n al estudio de
esta ciclicidad puesto que evidencia que (i) es la serie de HR la que determina, en
un marco multiperiodo con funcio´n de enlace probit, el cara´cter c´ıclico en te´rminos de
riesgo siste´mico, y (ii) dicha ciclicidad puede aparecer au´n cuando xt siga una dina´mica
homoceda´stica.
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Figura 5.6: Series de HR y percentiles 99,9 y 99,97 de Wt a horizonte anual. Las series se
presentan estandarizadas. La zona sombreada indica periodo de recesio´n segu´n el NBER.
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Figura 5.7: Series de HR y capitales 99,9 y 99,97 de Wt a horizonte anual. Las series se
presentan estandarizadas. La zona sombreada indica periodo de recesio´n segu´n el NBER.
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5.3.5. Correlacio´n de activos condicional
La Figura 5.8 compara, estandarizadas y para cada unidad, la serie de HR con la
de correlacio´n condicional de Wt. Se observa tambie´n una evolucio´n similar de ambas
series, si bien en esta ocasio´n la segunda cuenta con mayor ruido. En todo caso, es-
te resultado es coherente con el desarrollo anal´ıtico del apartado 5.2, puesto que la
correlacio´n de activos condicional, ρt = V [N
−1 (Wt)] /(1 + V [N−1 (Wt)]), guarda una
relacio´n mono´tona creciente con la varianza de Wt.
Cabe sen˜alar dos aspectos sobre este resultado.
Primero, enlaza con dos cuestiones muy relevantes en el estudio del riesgo de in-
cumplimiento: si la correlacio´n es o no constante a lo largo del ciclo econo´mico, y si
esta propiedad depende de la homogeneidad de la varianza condicional de la serie de
HR. Los resultados obtenidos muestran que (i) la correlacio´n de activos condicional
s´ı cambia a lo largo del tiempo, (ii) lo hace como consecuencia de la relacio´n entre la
varianza de Wt y la serie ht, y (iii) ello puede producirse au´n cuando la dina´mica de
ht sea homoceda´stica.
Segundo, supone un avance en cuestiones ya apuntadas en algunos trabajos previos.
As´ı, [38] obtiene emp´ıricamente, a partir de datos de deudores subprime, que PD y
correlacio´n de incumplimiento guardan una relacio´n positiva, lo que puede inducir
un efecto c´ıclico. No obstante, no establece una relacio´n de causalidad entre el HR,
PD esperada y correlacio´n. Por otra parte, [117] y [45] observan un patro´n c´ıclico
en las correlaciones y proponen la modelizacio´n expl´ıcita de su dina´mica, el tercero
considerando variables explicativas. Sin embargo, el ana´lisis efectuado muestra que
una dina´mica homoceda´stica para el HR puede ser suficiente para obtener este efecto,
puesto que lo causan el marco multiperiodo y la funcio´n de enlace N (·).
Adema´s, [114] observa que la correlacio´n var´ıa con el tiempo de forma c´ıclica y
asime´trica, es decir, crece ma´s y ma´s ra´pido en e´pocas malas de lo que decrece en e´pocas
buenas. Sin embargo, no nota que dicho efecto puede deberse a la propia asimetr´ıa que
suelen presentar las series de HR. Por u´ltimo, [140] observa que el para´metro β del
modelo de Vasicek, V = N
(
N−1(α)−√βz√
1−β
)
, que determina la correlacio´n de activos bajo
este modelo, toma un valor menor a nivel condicional que incondicional, pero no nota
que, aunque el primero sea constante a lo largo de la ventana, la distribucio´n de PD
condicional puede tener varianza no constante a lo largo del tiempo.
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Figura 5.8: Series de HR y correlacio´n de activos de Wt a horizonte anual. Las series se
presentan estandarizadas. La zona sombreada indica periodo de recesio´n segu´n el NBER.
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5.4. Fijacio´n del nivel de cobertura con base condi-
cional
5.4.1. Introduccio´n
En este apartado se discute la posibilidad de definir el nivel de cobertura “incon-
dicional” o de “ciclo econo´mico completo” a partir de las distribuciones condicionales
Wt y sus respectivos niveles de cobertura. Este proceso supone, en contra de la apro-
ximacio´n predominante, emplear las distribuciones condicionales para determinar un
aspecto “incondicional”. Ofrece adema´s informacio´n relevante sobre la solvencia de la
entidad a lo largo del ciclo econo´mico.
Como se sen˜alo´ en el apartado 2.2, en la pra´ctica los accionistas de la entidad
deciden el nivel de cobertura con el que calcular la cifra de recursos propios en funcio´n
del rating de agencia que desean obtener. En el caso de la medicio´n “incondicional”,
ello conlleva escoger un valor de u acorde con el rating de “ciclo econo´mico completo”
perseguido. Determinado dicho rating y con e´l u, la cifra de VaR “incondicional”, η, se
obtiene segu´n el proceso de ca´lculo escogido.
En una aproximacio´n a la determinacio´n del nivel de cobertura “incondicional”
desde las distribuciones condicionales la eleccio´n ser´ıa similar, salvo por el hecho de
que se sustentar´ıa en los niveles de cobertura condicionales: los accionistas escoger´ıan,
para cada periodo de la ventana de “ciclo econo´mico completo”, el rating de agencia, en
este caso condicional, que desean acreditar, es decir, un nivel de cobertura condicional
deseado, u∗t . El nivel de cobertura “incondicional” se obtendr´ıa entonces como la media
de los T niveles condicionales deseados, u∗1, ..., u
∗
T . Dado u, se proceder´ıa al ca´lculo del
VaR “incondicional”, η, segu´n sucede en el proceso esta´ndar.
Esta idea, y el desarrollo que se deriva de ella, contribuyen al estudio de la eleccio´n
del nivel de cobertura puesto que (i) muestran que dicha eleccio´n puede ser abordada a
trave´s de las distribuciones condicionales, (ii) discuten la diferencia entre la cobertura
condicional perseguida por la entidad y la finalmente obtenida, y (iii) permiten escla-
recer la relacio´n entre la solvencia condicional e incondicional. [133] tambie´n observa
que el nivel de cobertura de una misma cifra de recursos propios var´ıa en funcio´n del
ciclo econo´mico, pero no trata ninguno de los puntos anteriores.
5.4.2. Discusio´n
En lo que sigue, la discusio´n se presenta a nivel individual en te´rminos de Π y
Wt, siendo inmediata su interpretacio´n a nivel cartera y en te´rminos de L y Lt, las
distribuciones de pe´rdida en el modelo dado por la ecuacio´n (2.6) con distribucio´n F
igual a Π y Wt, respectivamente.
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Sean u ∈ (0 1) y η ∈ (0 1) tales que:
P (Π < η) = u (5.19)
Es inmediato obtener que:
u = P (Π < η) =
1
T
T∑
t=1
P (Wt < η) =
1
T
T∑
t=1
ut (5.20)
con:
ut = P (Wt < η) (5.21)
Por tanto,
• Dado u, y con e´l calculado η, se puede definir el vector u = (u1, ..., uT ) de niveles
de cobertura condicionales esperados, ut = P (Wt < η).
• A su vez, dado un vector u∗ = (u∗1, ..., u∗T ) de niveles de cobertura condicional
deseados, se puede establecer u como = 1
T
∑T
t=1 u
∗
t .
La distinta denominacio´n entre los niveles de cobertura inicialmente elegidos por
los accionistas, niveles de cobertura condicional deseados, y los finalmente obtenidos al
enfrentar η a cada distribucio´n condicional, niveles de cobertura condicional esperados,
se debe a que, en el caso general, u∗ 6= u, puesto que la relacio´n entre u y los vectores
u∗ y u no es un´ıvoca.
Este hecho subraya que cuentan con una interpretacio´n distinta. u∗ recoge la sol-
vencia condicional que los accionistas desear´ıan obtener a lo largo de la ventana de
ca´lculo y que acaba determinando el nivel de solvencia “incondicional”, mientras que
u recoge la solvencia condicional esperada dado η, η = η(u), en funcio´n de la evolucio´n
del HR a lo largo de la ventana de ca´lculo, evolucio´n que queda fuera del control de
los accionistas de la entidad. Dicho de otro modo, fijado el VaR “incondicional, η, y
la coleccio´n de distribuciones condicionales Wt, t = 1, ..., T , los niveles de cobertura
condicional quedan determinados.
En consecuencia, el proceso para determinar la cobertura “incondicional”, u, y con
ello el VaR “incondicional”, η, consistir´ıa en los siguientes pasos:
1. Eleccio´n, por parte de los accionistas de la entidad, del vector de niveles de
cobertura condicional deseados, u∗ = (u∗1, ..., u
∗
T ).
2. Dado u∗, determinacio´n del nivel de cobertura “incondicional” como u = 1
T
∑T
t=1 u
∗
t .
3. Dado u, estimacio´n del VaR “incondicional”, η, segu´n el procedimiento habitual.
4. Adicionalmente, dado η, ca´lculo de los niveles de cobertura condicional esperados,
u = (u1, ..., uT ), con ut = P (Wt < η), que informan de la cobertura condicional
efectivamente alcanzada con η.
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El resultado de este proceso es doble. Por un lado, se determina el nivel de cobertura
“incondicional”, u, a trave´s de las distribuciones condicionales Wt y los niveles de
cobertura condicional deseados, u∗ = (u∗1, ..., u
∗
T ). Por otro lado, se obtiene el vector
u = (u1, ..., uT ), que informa del grado de cobertura condicional que ofrece el VaR
“incondicional” sobre la ventana de ca´lculo considerada.
En lo que respecta a la determinacio´n del nivel de cobertura “incondicional” con
base en las distribuciones condicionales, este proceso (i) requiere que la entidad escoja
el rating de agencia condicional que desea obtener en cada periodo de la ventana, y
(ii) dota a los accionistas de mayor flexibilidad para establecer el perfil de riesgo de
la entidad y hace de la determinacio´n de u un proceso ma´s estructural, puesto que en
realidad lo que se determina es todo el vector u∗ = (u∗1, ..., u
∗
T ).
El primer punto implica identificar, para cada periodo de la ventana “interna” (la
empleada por la entidad), un periodo asimilable, en te´rminos de escenario econo´mico,
en la ventana “externa” (la considerada por la agencia de calificacio´n) del que obtener
la probabilidad de impago que presenta el rating perseguido. As´ı, por ejemplo, si los
accionistas pretenden un rating AA en un determinado escenario condicional, deben
identificar que´ probabilidad de impago presenta un AA en un escenario equivalente
dentro de la ventana temporal empleada por la agencia. Es decir, el HR estimado por
la agencia para el rating AA en el periodo asimilable al padecido por la entidad. La
Figura 5.9 representa este proceso, que debe realizarse para cada nivel de cobertura
condicional deseado, u∗t , t = 1, ..., T , y que puede resultar complejo puesto que ambas
series de HR, la de la entidad y la de la agencia, pueden diferir en frecuencia, en longitud
o en el intervalo temporal.
Tiempo
Ventana 
Interna
Tiempo
Ventana 
Externa HRDesempeño económico
Figura 5.9: La obtencio´n de ratings condicionales requiere asociar a cada periodo de la ven-
tana interna (la considerada por la entidad) un periodo de la ventana externa (la considerada
por la agencia de calificacio´n) que resulte equivalente en te´rminos de escenario econo´mico.
Sobre el segundo punto cabe sen˜alar que, en la medida en que los niveles de co-
bertura condicional deseados pueden alejarse de los finalmente esperados una vez se
estima el VaR “incondicional”, η, la entidad se ve limitada en el establecimiento de su
cobertura condicional. De hecho, garantizar que los niveles de cobertura esperados sean
siempre mayores o iguales que los deseados, ut ≥ u∗t , t = 1, ..., T , conduce a tomar el
VaR “incondicional” como η = ma´x {η∗1, ..., η∗T}, siendo η∗t el VaR condicional asociado
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al nivel de cobertura condicional deseado u∗t .
En lo que respecta al segundo resultado del proceso, los niveles de cobertura condi-
cional esperados, u = (u1, ..., uT ), e´stos revelan la solvencia condicional de la entidad,
lo que constituye informacio´n relevante sobre la cobertura efectiva que ofrece la cifra
de VaR “incondicional” en distintos escenarios, as´ı como sobre la estabilidad de dicha
cobertura a lo largo del ciclo econo´mico.
Ello sugiere el estudio de u por parte de los organismos supervisores y su comu-
nicacio´n al mercado por parte de las propias entidades financieras. De hecho, resulta
razonable plantear la publicacio´n, de forma adicional al nivel de cobertura u, de alguna
medida relativa a la dispersio´n del vector u como, por ejemplo, su desviacio´n t´ıpica.
Ello permitir´ıa representar la solvencia de “ciclo econo´mico completo” de la entidad,
materializada en el VaR “incondicional”, η, por medio de dos me´tricas: (i) la referida al
propio valor de u, siendo la entidad ma´s solvente cuanto mayor sea u, y (ii) la referida
a la estabilidad de u = (u1, ..., uT ), siendo la entidad ma´s estable cuanto menor es
la dispersio´n de u. La publicacio´n al mercado de las dos magnitudes podr´ıa, incluso,
inducir a los accionistas de la entidad a ponderar ambas en la eleccio´n6 de η.
En cualquier caso, y ma´s alla´ de la viabilidad te´cnica de esta aproximacio´n, la
discusio´n precedente evidencia que los niveles de cobertura condicionales pueden ser
u´tiles en la gestio´n del riesgo de la entidad y que suponen informacio´n de intere´s para el
mercado y los organismos supervisores, lo que aconseja su ca´lculo y difusio´n. Adema´s,
la metodolog´ıa planteada abre la investigacio´n a dos cuestiones: (i) la implementacio´n
del mapeo entre los periodos de las ventanas interna y externa, y (ii) la identificacio´n
de los determinantes de la estabilidad de la solvencia a lo largo del ciclo.
5.4.3. Ana´lisis emp´ırico
La Figura 5.10 compara, estandarizadas y para cada unidad, la serie de HR y las de
nivel de cobertura condicional individual esperado para η99,9 y η99,97. Como dina´mica
subyacente se han considerado los modelos ARIMA presentados en el apartado 4.2.2.1
y como cifras de VaR “incondicional”, η99,9 y η99,97, las obtenidas en el apartado 4.4.
6 Puesto que u y η guardan una relacio´n un´ıvoca, su determinacio´n admite dos interpretaciones
equivalentes: la entidad elige la ma´xima pe´rdida potencial que esta´ dispuesta a tolerar y con ello
determina el nivel de cobertura, o bien la entidad elige el nivel de cobertura que desea satisfacer y
con ello determina la ma´xima pe´rdida potencial que puede tolerar.
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Figura 5.10: Series de HR y cobertura condicional esperada al 99,9 y 99,97, ut = P (Wt < η),
a horizonte anual. Las series se presentan estandarizadas. La zona sombreada indica periodo
de recesio´n segu´n el NBER.
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Se aprecian dos aspectos.
Por un lado, para un mismo nivel de cobertura “incondicional” las unidades mues-
tran una evolucio´n semejante pero distinta en sus niveles de cobertura condicional. En
general, dos unidades, j y k, pueden tener asociados vectores de niveles de cobertura
condicional distintos, uj 6= uk, pese a que cuentan con un mismo nivel de cobertu-
ra “incondicional”, u. De igual forma, dos entidades con coberturas “incondicionales”
similares pueden presentar coberturas condicionales diferentes, en especial en lo que
respecta a la dispersio´n del vector u = (u1, ..., uT ), de ah´ı la importancia de e´ste y de
su comunicacio´n a reguladores, accionistas e inversores como medida de la solvencia
condicional de la entidad.
Por otro lado, en la mayor´ıa de los periodos ut es constante e igual a su ma´ximo
7,
que es 1, y so´lo en aquellos periodos en los que la serie de HR alcanza sus valores ma´s
altos se observan valores menores de ut, lo que da lugar a un marcado efecto asime´trico.
Este cara´cter asime´trico es consistente con el hecho de que Π excede η99,9 y η99,97 con
una probabilidad significativamente mayor que cero gracias a un nu´mero reducido de
componentes Wt, incluso en ocasiones a una sola, debido al elevado valor del nivel de
cobertura, como representa la Figura 5.11.
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~ α/3
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~ α
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Figura 5.11: En (A), la ventana esta formada por dos periodos. Para ambas componentes,
W1 y W2, se cumple que la probabilidad de superar el umbral η es casi nula, por lo que la
probabilidad de que la distribucio´n Π lo supere es tambie´n casi nula. En (B), se an˜ade a la
ventana un nuevo periodo, cuya componente W3 tiene una probabilidad de superar el umbral
igual a α >> 0, lo que implica que η se convierte en el percentil 1−α/3 de Π. Informalmente,
puede decirse que es la componente W3 la que “genera” dicho percentil.
Este resultado muestra que la cobertura que ofrece el VaR “incondicional” dismi-
7 Las distribuciones condicionales tienen soporte en el intervalo unidad, por lo que la probabilidad
de superar cualquier umbral contenido en dicho intervalo es siempre estrictamente positiva. No obs-
tante, en el caso de componentes asociadas a periodos con HR bajo y para umbrales elevados, dicha
probabilidad resulta despreciable y en te´rminos pra´cticos puede asumirse casi nula.
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nuye significativamente, como cabr´ıa esperar, cuando se considera un escenario condi-
cional adverso. La Tabla 5.2, en la que se detalla el mı´nimo de los niveles de cobertura
condicional de la Figura 5.10, subraya este hecho.
Unidad η99,9 η99,97
Hipotecas 0,9690 0,9893
Empresas 0,9707 0,9900
Tarjetas 0,9749 0,9921
Consumo 0,9543 0,9871
Resto 0,9612 0,9880
Lease 0,9782 0,9931
Tabla 5.2: Niveles de cobertura condicional mı´nimos, mint ut = P (Wt < η), para las cifras
de VaR “incondicional” al 99,9, η99,9, y al 99,97, η99,97.
En te´rminos del nivel de significacio´n, α = 1−u, que puede interpretarse como una
probabilidad de quiebra para la unidad de riesgo, el incremento es notable: en media,
dicha probabilidad es 30 veces mayor para el VaR “incondicional” al 99,9 (α = 0, 001)
y 10 veces mayor para el VaR “incondicional” al 99,97 (α = 0, 0003). Este marcado
descenso pone de manifiesto dos puntos.
Primero, en el caso de que las agencias de calificacio´n adopten una visio´n c´ıclica en
la fijacio´n de sus calificaciones, comportamiento para el que existe, como muestra [6],
evidencia emp´ırica positiva, la entidad puede ver disminuido su rating en un entorno
recesivo, con el consiguiente agravamiento de su situacio´n financiera, en particular de su
capacidad de recapitalizacio´n, precisamente en el momento en el que debe recobrarse de
pe´rdidas elevadas y en el que el acceso al mercado de capitales o la generacio´n orga´nica
de recursos resulta ma´s dif´ıcil.
Este efecto puede retroalimentarse, conduciendo a nuevas bajadas de rating que
compliquen au´n ma´s la recapitalizacio´n y por ello la solvencia de la entidad, cerra´ndose
as´ı un c´ırculo que puede terminar en la quiebra de la entidad si las pe´rdidas elevadas
se prolongan en el tiempo. Esta dina´mica puede suceder au´n cuando la cobertura
“incondicional” sea elevada y sugiere contemplar, como tambie´n subrayan [31] y [57],
horizontes de ca´lculo ma´s elevados que la pra´ctica habitual, un an˜o, consecuentes con la
sensibilidad del mercado a la solvencia condicional y la influencia que ello puede tener
en la capacidad de recapitalizacio´n de la entidad en medio de un entorno desfavorable.
Segundo, lograr una cobertura condicional elevada a lo largo de todo el ciclo puede
requerir de una cobertura “incondicional” pra´cticamente total, como muestra la Tabla
5.3, en la que se presenta la cobertura ”incondicional” que ofrece el VaR condicional ηt
correspondiente al mismo periodo que el considerado en la Tabla 5.2 para los niveles
99,9 y 99,97. Es decir, la cifra de recursos propios que garantizar´ıa una cobertura
condicional del 99,9 y del 99,97 en el periodo ma´s desfavorable de la ventana.
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Unidad maxt ηt, 99,9 maxt ηt, 99,97
Hipotecas 0,999974 0,999990
Empresas 0,999967 0,999987
Tarjetas 0,999964 0,999994
Consumo 0,999975 0,999994
Resto 0,999982 0,999995
Lease 0,999956 0,999990
Tabla 5.3: Niveles de cobertura “incondicional” para las cifras de VaR condicional ma´ximo,
u = P (Π < maxt ηt), al 99,9 y al 99,97.
Los resultados obtenidos, con coberturas “incondicionales” superiores al 99,99, in-
dican que, en general, resultara´ inviable, por su elevado coste, el planteamiento de una
cifra de recursos propios constante a lo largo del tiempo que garantice, en un entorno
econo´mico profundamente desfavorable, una cobertura condicional similar a la que las
entidades suelen considerar como razonable en te´rminos “incondicionales”. Obviamen-
te, en la medida en que la solvencia condicional de la entidad sea estable, es decir, el
vector u = (u1, ..., uT ) presente poca dispersio´n, el coste marginal de asumir esta cifra
de recursos propios, frente a la que se deriva de la cobertura “incondicional”, puede
ser reducido y verse entonces compensado por las ventajas de disfrutar de una solven-
cia condicional elevada en momentos de stress. En todo caso, resulta evidente que la
conciliacio´n de la cobertura “incondicional” y la condicional no admite una solucio´n
sencilla.
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Cap´ıtulo 6
Simulacio´n de Monte Carlo
6.1. Introduccio´n
En este cap´ıtulo se aborda la simulacio´n de Monte Carlo de Π. El objetivo es disen˜ar
un procedimiento de simulacio´n ma´s eficiente que la metodolog´ıa esta´ndar comentada
en el apartado 3.4.3. Ma´s eficiente supone lograr ma´s precisio´n en la estimacio´n de las
me´tricas de riesgo con un coste computacional menor, aprovechando para ello la es-
tructura de mixtura. Ello tiene un gran intere´s pra´ctico, puesto que los elevados niveles
de cobertura que se emplean habitualmente hacen dif´ıcil aunar agilidad y estabilidad
en el proceso de ca´lculo.
Los algoritmos propuestos se sustentan y enmarcan en la l´ınea de investigacio´n de
otros desarrollos como los de [76], [19], [79] y [125], entre otros. [134] esboza algunas
de las ideas discutidas en este cap´ıtulo y, en te´rminos ma´s generales, [75] ofrece una
completa revisio´n de la cuestio´n computacional. Como tambie´n sucede en estos traba-
jos, el intere´s se centra en la estimacio´n eficiente del VaR, η, siendo1 P (F > η) = α,
tanto porque es la me´trica que determina el riesgo total, como porque la estimacio´n de
la media es, en general, abordable anal´ıticamente2.
El cap´ıtulo se estructura como sigue: en el segundo apartado se presenta el problema
de la simulacio´n eficiente de la distribucio´n F , en el tercero se presenta el primer algo-
ritmo de simulacio´n eficiente propuesto, en el que se aprovecha la dimensio´n temporal
de Π, y en el cuarto se propone una versio´n extendida que actu´a sobre el espacio de in-
novaciones. Ambos se introducen en te´rminos univariantes para clarificar la exposicio´n
y su aplicacio´n a nivel multivariante se trata al final de cada apartado.
1 A lo largo del cap´ıtulo se hace uso, en l´ınea con el tratamiento habitual de la literatura sobre
simulacio´n eficiente, del nivel de significacio´n, α, en vez del de cobertura, u, siendo en todo caso
opciones equivalentes, puesto que u = 1− α.
2 Como as´ı sucede en el modelo de pe´rdida dado por la ecuacio´n (2.6): E
[
L˜
]
=
∑M
j=1E
[
Lj
]
y
E
[
Lj
]
= E
[
F j
]∑Mj
i=1 e
ij .
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6.2. Fundamentos de la simulacio´n eficiente
Como se apunto´ en el Cap´ıtulo 2, la simulacio´n de Monte Carlo constituye la apro-
ximacio´n preponderante para la estimacio´n de las me´tricas de riesgo. La generacio´n de
un valor de pe´rdida bajo este procedimiento requiere, en el caso del modelo de pe´rdida
definido en (2.6), (i) la realizacio´n del riesgo siste´mico, recogido en la distribucio´n F ,
y (ii) condicionado a e´ste, la del riesgo espec´ıfico, dado por las M variables Beri(F )ei,
i = 1, . . . ,M . Este proceso resulta costoso dado el elevado nu´mero de posiciones sujetas
a riesgo de incumplimiento con las que suele contar una entidad, sobre todo en el caso
habitual de una simulacio´n a nivel cartera. Puesto que la caracterizacio´n de la distribu-
cio´n de pe´rdidas exige la simulacio´n de muchos valores de pe´rdida, es decir, cuantiosas
repeticiones de los dos pasos anteriores, la complejidad total del ca´lculo de las me´tricas
de riesgo alcanza una magnitud elevada. Ello dificulta el uso del modelo de pe´rdida
en la gestio´n del riesgo de la entidad, puesto que muchas de sus aplicaciones se ven
limitadas por un tiempo de respuesta en el proceso de ca´lculo demasiado prolongado.
Por esta razo´n, resulta conveniente plantear esquemas de simulacio´n eficiente que
permitan caracterizar la distribucio´n de pe´rdidas y el ca´lculo de las me´tricas de riesgo
a un coste computacional menor. Este problema puede abordarse a trave´s de los dos
pasos que constituyen el proceso de simulacio´n: la generacio´n del riesgo siste´mico y del
espec´ıfico. Las te´cnicas vinculadas al segundo se presentan brevemente en el Ape´ndice
A, mientras que el tratamiento del primero en te´rminos de Π es el objetivo de este
cap´ıtulo. Por ello, en lo que sigue se asume el modelo de pe´rdida presentado en la
ecuacio´n (2.6) bajo el marco de infinita granularidad expuesto en el apartado 4.3. Es
decir, exposicio´n efectiva total de cada unidad de riesgo normalizada a la unidad, de
manera que L =
∑M
i=1Ber
i (F ) ei ≡ F , por ser ∑Mi=1 ei = 1 y M →∞. De esta forma,
la media, µ, y VaR, η, de L son los de F y el objetivo es entonces definir un esquema
de simulacio´n eficiente de F con el que estimar η, P (F > η) = α.
Para alcanzar este objetivo son de utilidad las dos observaciones siguientes.
Primera, el percentil es una funcio´n de los datos poco tratable anal´ıticamente, lo
que ha conducido, como muestra [77], a formular el problema de la simulacio´n eficiente
de η a partir del problema inverso consistente en simular eficientemente α0, con:
α0 = P
(
F > η0
)
(6.1)
donde η0 es una aproximacio´n inicial a η calculada previamente. η0 puede obtenerse
con un nu´mero reducido de simulaciones o a partir de alguna solucio´n heur´ıstica poco
costosa computacionalmente.
De esta forma, el procedimiento general de estimacio´n queda definido como:
1. Obtener una aproximacio´n inicial de η, η0.
2. Disen˜ar un me´todo de simulacio´n de F que estime de forma eficiente α0.
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3. Simular F bajo dicho me´todo y obtener una serie de G realizaciones.
4. Estimar η a partir de los G valores obtenidos en el punto anterior.
Es decir, el esquema de simulacio´n se disen˜a en funcio´n de otro objetivo (la estimacio´n
de α0 dado η0), pero se aplica sobre el original (la estimacio´n de η dado α). [77] muestra
la consistencia del cambio cuando η0 = η, de forma que e´ste es ma´s eficaz cuanto ma´s
pro´ximos esta´n percentil y estimacio´n inicial. En cualquier caso, puesto que el objetivo
de este procedimiento es disen˜ar el me´todo de simulacio´n y no obtener una estimacio´n
directa de η, la eleccio´n del valor inicial η0 no es cr´ıtica.
Segunda, la estimacio´n de α como probabilidad de que F supere el VaR es equiva-
lente a su estimacio´n como valor esperado de la variable K0 (F ), con:
K0 (x) =
{
1 x > η0
0 x ≤ η0
(6.2)
Esta representacio´n permite (i) interpretar un problema de reduccio´n del coste compu-
tacional como un problema de obtencio´n de un estimador eficiente para la media de
una variable aleatoria, y (ii) obtener, como muestra [75], un intervalo de confianza 1−ξ
para α en te´rminos de la aproximacio´n Normal como:
(
α1, α2
)
=
(
αˆ0 − zξ/2
√
αˆ (1− αˆ)
G
, αˆ0 + zξ/2
√
αˆ (1− αˆ)
G
)
(6.3)
siendo αˆ0 el estimador cla´sico de α0 = E [K0], αˆ0 = 1
G
∑G
i=1K
0 (xi), con
{
x1, ..., xG
}
una muestra de F . De este intervalo puede derivarse uno para η, (η1, η2), que resulta
u´til como medida de la precisio´n de la estimacio´n y puede ser empleado como variable
de control en un proceso de simulacio´n iterativo (adaptive simulation) como el que se
plantea, por ejemplo, en [19].
6.3. Esquema de simulacio´n eficiente sobre la di-
mensio´n temporal
6.3.1. Introduccio´n
Una aproximacio´n razonable a la estimacio´n eficiente del VaR de Π resulta de
considerar la expresio´n:
α = P (Π > η) =
1
T
T∑
t=1
P (Wt > η) =
1
T
T∑
t=1
αt (6.4)
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con αt = P (Wt > η).
Si el nivel de cobertura, u, es muy elevado, como sucede habitualmente, es de
esperar, como se observo´ en el apartado 5.4.2, que para muchas componentes se cumpla
que P (Wt > η) ≈ 0, mientras que para las restantes se tenga que P (Wt > η) >> 0.
Este comportamiento define una particio´n de las componentes de la ventana. As´ı, si
se define T ∗ como el subconjunto de las T ∗ componentes Wt con una probabilidad de
superar el umbral η significativamente mayor que cero, entonces:
α = P (Π > η)
= P (Π > η/t ∈ T ∗) T ∗T + P (Π > η/t /∈ T ∗)
(
1− T ∗T
)
≈ P (Π > η/t ∈ T ∗) T ∗T
(6.5)
Este resultado sugiere un procedimiento sencillo para lograr una simulacio´n ma´s efi-
ciente de Π: generar valores exclusivamente de aquellas componentes Wt para las que
se cumple que P (Wt > η) >> 0. Prescindir de parte de las distribuciones Wt supone
un cambio en la medida de la distribucio´n multinomial I: desde una distribucio´n uni-
forme, donde todos los pesos son iguales a 1/T , a una distribucio´n asime´trica, donde
parte de las componentes, T − T ∗, tienen peso 0, y el resto, T ∗, tienen peso 1/T ∗. Se
forma as´ı una nueva mixtura, Π∗, sobre la que se puede aplicar el procedimiento de
simulacio´n Monte Carlo esta´ndar.
La eliminacio´n de las componentes Wt que no pertenecen a T ∗ requiere ajustar el
nivel de cobertura. Puesto que α T
T ∗ = P (Π > η
0/t ∈ T ∗), se tiene que:
u∗ = P (Π∗ < η)
= P (Π < η/t ∈ T ∗)
= 1− P (Π > η/t ∈ T ∗)
= 1− α T
T ∗
6= 1− α = u
(6.6)
Es decir, el nivel de cobertura u = 1− α de Π es equivalente al nivel u∗ = 1− α T
T ∗ en
Π∗.
Este esquema es fa´cil de implementar y puede mejorar notablemente la precisio´n
de la estimacio´n de η si T ∗ esta´ formado por un nu´mero reducido de componentes Wt,
puesto que (i) el nu´mero de simulaciones por componente aumenta, y (ii) el nivel de
cobertura disminuye.
No obstante, esta aproximacio´n (i) requiere de un procedimiento para identificar el
subconjunto de componentes T ∗, (ii) puede generar un sesgo en la estimacio´n de η si se
eliminan distribuciones condicionales Wt que s´ı generan valores pro´ximos a η, y (iii) el
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cambio de medida que se induce sobre I es notablemente r´ıgido: o bien la distribucio´n
condicional pasa a tener peso 0, o bien conserva la uniformidad relativa.
Las debilidades anteriores se pueden corregir (i) permitiendo un rango de variacio´n
ma´s amplio para los pesos de las componentes Wt, y (ii) derivando para ellos una
expresio´n anal´ıtica bajo la cual el estimador de η, ηˆ, sea insesgado y de mı´nima varianza.
Es decir, asignando a cada distribucio´n condicional Wt un peso o´ptimo v
∗
t , con 0 ≤ v∗t ≤
1 y
∑T
t=1 v
∗
t = 1, de forma que Π
∗ se genere como una mixtura de las componentes Wt
con vector de pesos v∗ = (v∗1, ..., v
∗
T ). La metodolog´ıa de simulacio´n alternativa supone
entonces simular Π∗, en vez de Π, segu´n el procedimiento esta´ndar.
Este procedimiento (i) generaliza la aproximacio´n dada en (6.5) y, de hecho, la
propia mixtura uniforme, que coincide con Π∗ cuando v∗t = 1/T , (ii) implica que la
eliminacio´n de componentes Wt se da como consecuencia de que su peso v
∗
t es 0, o
suficientemente pro´ximo a 0, y no bajo una decisio´n subjetiva, y (iii) requiere corregir
el sesgo en la estimacio´n de η que induce la consideracio´n de un vector de pesos, v∗,
distinto del original, (1/T , ..., 1/T).
6.3.2. Esquema de simulacio´n propuesto
Implementar la metodolog´ıa de simulacio´n alternativa esbozada al final del apartado
6.3.1 requiere (i) una metodolog´ıa de ca´lculo de los pesos v∗t , y (ii) una metodolog´ıa
que corrija el sesgo que se produce al alterar los pesos uniformes.
El esquema de simulacio´n propuesto aborda ambos puntos desde la perspectiva del
Importance Sampling (IS), una te´cnica general de reduccio´n de la varianza consistente
en emplear en la simulacio´n de una variable aleatoria una densidad muestral diferente
de la poblacional. La densidad muestral se escoge entonces con el fin de aumentar la
eficiencia del estimador, que debe ser corregido para eliminar el sesgo que aparece al
disociar densidad muestral y poblacional.
En [75] y, de forma ma´s breve, en el Ape´ndice C, se revisan los fundamentos es-
tad´ısticos del IS, que en el caso de una variable aleatoria multinomial X que toma los
valores {x1, ..., xT} segu´n una medida de probabilidad v = (v1, ..., vT ) supone definir (i)
una medida alternativa, v∗ = (v∗1, ..., v
∗
T ), y (ii) un vector de factores, o coeficientes,
de correccio´n δ = (δ1, ..., δT ), con δt = vt/v∗t , que corrige la ponderacio´n, distinta de
la original, que induce v∗ en la muestra simulada y que puede sesgar la estimacio´n.
Los factores de correccio´n se aplican sobre el estimador de intere´s, habitualmente la
media de la variable aleatoria, de forma que se sustituye la media simple de los valores
realizados por una media ponderada por los factores de correccio´n3.
En resumen, el algoritmo de simulacio´n eficiente propuesto actu´a sobre la dimensio´n
temporal de Π y se fundamenta en aplicar un esquema IS a la variable multinomial I,
que, junto con las componentes Wt, define Π. Ello significa alterar los pesos de cada
componente de la mixtura, desde vt = 1/T a una nueva formulacio´n no uniforme dada
3 δt, t = 1, ..., T , es el factor de correccio´n asociado a la realizacio´n x
i de X, i = 1, ..., G, si xi = xt.
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por v∗ = (v∗1, ..., v
∗
T ), cuya expresio´n o´ptima se establece en la Proposicio´n 6.1.
Proposicio´n 6.1. El vector de pesos IS v∗ = (v∗1, ..., v
∗
T ) que minimiza la varianza
del estimador cla´sico de α0 = E [K0 (Π)], αˆ0 = 1
G
∑G
i=1 K
0 (pii), con
{
pi1, ..., piG
}
una
muestra de taman˜o G de Π, es el dado por:
v∗t =
√
αˆ0t (1− αˆ0t )
T∑
t=1
√
αˆ0t (1− αˆ0t )
(6.7)
con vector de factores de correccio´n, δ = (δ1, ..., δT ), dado por:
δt =
T∑
t=1
√
αˆ0t (1− αˆ0t )
T
√
αˆ0t (1− αˆ0t )
(6.8)
siendo αˆ0t el estimador cla´sico de α
0
t = E [K
0 (Wt)], αˆ
0
t =
1
Gt
∑Gt
i=1K
0 (wit), y
{
w1t , ..., w
Gt
t
}
una muestra de taman˜o Gt de Wt.
Demostracio´n.
La muestra
{
w1t , ..., w
Gt
t
}
de Wt puede formularse como la submuestra
{
pi1t , ..., pi
Gt
t
}
de taman˜o Gt de
{
pi1, ..., piG
}
generada por la componente Wt. Puesto que:
α0 = E
[
K0 (Π)
]
=
1
T
T∑
t=1
E
[
K0 (Wt)
]
=
1
T
T∑
t=1
α0t (6.9)
con α0t = E [K
0 (Wt)], se cumple que:
αˆ0 =
1
T
T∑
t=1
αˆ0t =
1
T
T∑
t=1
1
Gt
Gt∑
i=1
K0
(
piit
)
(6.10)
Dado G, el intere´s radica en determinar {G1, ..., GT}, con G =
∑T
t=1 Gt, de forma que
la varianza de αˆ0 sea mı´nima. Ello conduce de forma inmediata al siguiente problema
de optimizacio´n:
Min
{G1,...,GT }
V [αˆ0] = V
[
1
T
T∑
t=1
αˆ0t
]
= 1
T 2
T∑
t=1
V [αˆ0t ]
s.t.
T∑
t=1
Gt = G
(6.11)
Para resolver este problema basta notar que:
V
[
αˆ0t
]
=
αˆ0t (1− αˆ0t )
Gt
(6.12)
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y que por tanto:
∂V [αˆ0]
∂Gt
=
−αˆ0t (1− αˆ0t )
G2t
(6.13)
de forma que las condiciones de primer orden son:
−αˆ0t (1− αˆ0t )
G2t
= λ, t = 1, ..., T (6.14)
siendo λ el multiplicador de Lagrange. Ello implica que el nu´mero o´ptimo de simulacio-
nes a nivel condicional, G∗t , debe ser proporcional a
√
αˆ0t (1− αˆ0t ), que es la desviacio´n
t´ıpica estimada de K0 (Wt). Es decir:
G∗t =
√
αˆ0t (1− αˆ0t )
T∑
t=1
√
αˆ0t (1− αˆ0t )
G (6.15)
Por su condicio´n de mixtura, lo anterior puede interpretarse como un esquema IS para
Π que modifica la uniformidad de la variable I segu´n los pesos:
v∗t =
√
αˆ0t (1− αˆ0t )
T∑
t=1
√
αˆ0t (1− αˆ0t )
=
S [K0t ]
T∑
t=1
S [K0t ]
(6.16)
siendo S [K0t ] la desviacio´n t´ıpica de K
0
t = K
0 (Wt).
Puesto que Π es una mixtura uniforme, vt = 1/T , el factor de correccio´n viene dado
por:
δt =
1
T√
αˆ0t (1− αˆ0t )
T∑
t=1
√
αˆ0t (1− αˆ0t )
=
T∑
t=1
√
αˆ0t (1− αˆ0t )
T
√
αˆ0t (1− αˆ0t )
=
T∑
t=1
S
[
K0t
]
TS
[
K0t
] (6.17)

De esta forma, el algoritmo de simulacio´n eficiente propuesto es el siguiente4:
1. Simular G0 valores de Π y estimar el valor inicial η0. En la pra´ctica, puede optarse
por simular G0/T valores provenientes de cada componente Wt.
2. Para cada periodo, estimar el peso v∗t , v
∗
t =
S[K0t ]∑T
t=1 S[K0t ]
, aprovechando en su caso
las simulaciones obtenidas en el periodo anterior.
4 En el que se considera, por simplicidad, simulacio´n Monte Carlo para la estimacio´n inicial (paso
1), pudie´ndose emplear cualquier otro me´todo.
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3. Simular G valores de la distribucio´n Π∗ obtenida como mixtura de las componen-
tes Wt con pesos v
∗
t .
4. Estimar η a partir del conjunto de G valores simulados segu´n Π∗, corrigiendo la
estimacio´n del percentil por medio de los coeficientes de correccio´n δt.
El punto 4 requiere ponderar, en el estimador percentil, los G valores simulados segu´n
los coeficientes de correccio´n δt. Ello supone, como muestra [75], tomar como percentil
aque´l valor simulado para el que se cumple que la suma de los coeficientes de correccio´n
asociados a los valores simulados menores o iguales que e´l es igual a u = 1 − α. Es
decir:
1. Ordenar los G valores simulados de menor a mayor: pi[1], ..., pi[G].
2. Asignar a cada valor pi[i] su factor de correccio´n5 δi.
3. Normalizar a la unidad los factores de correccio´n, es decir, asignar a cada valor
simulado pi[i] el coeficiente δˆi = δ
i∑G
i=1 δ
i
.
4. Para cada valor pi[i], obtener el valor δ¯i =
∑i
l=1 δˆ
l.
5. Tomar como estimador de η el valor simulado pi[i] cuyo coeficiente δ¯i este´ ma´s
cercano a u = 1− α. Emplear, en su caso, interpolacio´n entre valores simulados
sucesivos.
La Figura 6.1 ejemplifica el ca´lculo de η a trave´s de los factores de correccio´n.
6.3.3. Discusio´n
El esquema de simulacio´n propuesto es (i) riguroso, puesto que los pesos se de-
rivan formalmente y, en particular, la eliminacio´n de componentes se produce como
consecuencia de obtener un peso igual, o cercano, a 0 y no tras un proceso subjeti-
vo o heur´ıstico de eliminacio´n, (ii) sencillo, tanto en la estimacio´n de los pesos, que
puede lograrse de forma inmediata en una simulacio´n inicial, como en su implementa-
cio´n, puesto que so´lo implica modificar los pesos de la mixtura, y (iii) intuitivo, lo que
facilita su adopcio´n por parte de una entidad financiera.
En relacio´n con los esquemas IS previamente considerados en otros trabajos, el
me´todo propuesto supone una aportacio´n en dos aspectos.
5 En lo que sigue, δt hace referencia al factor de correccio´n de la componente t-e´sima, mientras que
δi hace referencia al factor de correccio´n asociado a la realizacio´n i-e´sima en la simulacio´n de Monte
Carlo.
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Figura 6.1: Los factores de correccio´n en la simulacio´n esta´ndar son constantes, mientras
que en el esquema propuesto pueden ser distintos, por lo que se requiere de un nu´mero distinto
de realizaciones ordenadas para que la suma acumulada alcance el nivel de cobertura.
Por un lado, en el procedimiento de aplicacio´n. A diferencia de los trabajos cita-
dos previamente, la te´cnica no se aplica directamente sobre la distribucio´n6 F , ni se
recurre a una funcio´n de muestreo compleja, costosa de calibrar o implementar7. Por
el contrario, se aprovecha el cara´cter estructural de Π, su condicio´n de mixtura de las
distribuciones condicionales, para actuar sobre la distribucio´n multinomial I, de forma
que un problema de a´mbito continuo se reduce as´ı al caso discreto, lo que facilita el
tratamiento anal´ıtico.
Por otro lado, en lo que respecta a su versatilidad. Los pesos v∗t admiten una in-
terpretacio´n econo´mica evidente y u´til, lo que distingue al algoritmo propuesto de las
aproximaciones existentes, que no ofrecen otro uso fuera del a´mbito de la simulacio´n
eficiente. Como ejemplo de aplicacio´n destaca el stress test, puesto que los pesos v∗t pue-
den servir como medida relativa (a la ventana de ca´lculo) de la severidad del escenario
econo´mico vinculado al periodo.
En lo que respecta a su implementacio´n, cabe destacar tres aspectos.
Primero, es probable que parte de las componentes obtengan pesos v∗t muy pro´xi-
mos a cero en la simulacio´n inicial, lo que hace conveniente, a efectos nume´ricos, definir
un umbral por debajo del cual dichos pesos se fijen a 0. En el caso de que algunas com-
ponentes tengan peso nulo, el nivel de cobertura debe ser corregido8 segu´n lo expuesto
en el apartado 6.3.1.
Segundo, en caso de que se desee estimar la media de Π, µ, a trave´s de la simulacio´n,
resulta necesario fijar un nu´mero mı´nimo de simulaciones por periodo para evitar una
6 Por ejemplo, en el caso de la distribucio´n de Vasicek, sobre el factor z con distribucio´n N (0, 1).
7 Funciones de muestreo como el exponential twisting (cambio de medida exponencial) o el mean
shifting (traslacio´n de la media de la distribucio´n), tratadas en [75].
8 Correccio´n adicional a la que se aplica a trave´s de los coeficientes de correccio´n δ = (δ1, ..., δT ).
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estimacio´n sesgada. En tal caso, el estimador, µˆ, viene dado por9 :
µˆ =
1
G
G∑
i=1
pi[i]δˆi (6.18)
Tercero, en la pra´ctica el algoritmo propuesto para Π puede quedar incluido en un
proceso de simulacio´n ma´s general que abarque tanto riesgo siste´mico como espec´ıfico.
En el caso del modelo de pe´rdida dado por la ecuacio´n (2.6), la integracio´n del esquema
propuesto resulta inmediata:
1. Simular G valores de Π,
{
pi1, ..., piG
}
, segu´n el algoritmo propuesto y almacenarlos
junto con sus factores de correccio´n,
{
δˆ1, ..., δˆG
}
.
2. Para cada valor generado pii, i = 1, ..., G, generar una realizacio´n de Lpi
i
=
L/[Π = pii] =
∑M
i=1Ber
i (pii) ei, denotada por li.
3. Asignar a cada valor de pe´rdida li el factor de correccio´n δˆi.
4. Estimar el percentil de intere´s de la muestra
{
l1, ..., lG
}
, aplicando en su ca´lcu-
lo los factores de correccio´n
{
δˆ1, ..., δˆG
}
segu´n el procedimiento expuesto en el
apartado 6.3.2.
Es decir, cada valor de pe´rdida li hereda el factor de correccio´n asociado a su PD,
pii. Tambie´n en este caso la eliminacio´n de periodos de la ventana de ca´lculo requiere
ajustar a la baja el nivel de cobertura.
Por u´ltimo, cabe destacar que, como sucede en otras ocasiones a lo largo de este
trabajo, es el cara´cter estructural de Π y la consideracio´n de las distribuciones condi-
cionales Wt los que han permitido formular la aportacio´n. Una aproximacio´n esta´tica
impide, obviamente, definir un esquema IS en los te´rminos aqu´ı planteados.
6.3.4. Ana´lisis emp´ırico
La Figura 6.2 compara, estandarizadas y para cada unidad de riesgo, la serie de
HR con la serie de pesos v∗t , considerando como ventana de ca´lculo la completa, como
nivel de cobertura los valores 99,9 y 99,97 y como dina´mica subyacente la dada por
los modelos ARIMA presentados en el apartado 4.2.2.1. Como valor inicial η0 se ha
tomado el obtenido en el apartado 4.5.2.
9 Este estimador no es, sin embargo, o´ptimo para la estimacio´n de E [Π], puesto que se trata de
una media ponderada en vez de simple. Por ello, puede resultar conveniente plantear una simulacio´n
propia con la que estimar µ. En todo caso, bajo el modelo de pe´rdida presentado en (2.6) la pe´rdida
esperada puede determinarse anal´ıticamente.
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Figura 6.2: Series de HR y pesos del esquema de simulacio´n IS en la dimensio´n temporal a
horizonte anual al 99,9 y 99,97. Las series se presentan estandarizadas. La zona sombreada
indica periodo de recesio´n segu´n el NBER.
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Los resultados obtenidos son coherentes: la serie de pesos del esquema IS y la de
HR presentan un comportamiento similar, mostrando que so´lo aque´llos periodos con
mayores HR son los involucrados en la determinacio´n de η cuando el nivel de cobertura
es tan elevado. El resto de periodos, que suponen la gran mayor´ıa de la ventana, tienen
un valor constante igual a 0, lo que significa que la desviacio´n t´ıpica de la variable
indicador K0t = K
0 (Wt) es cero
10. Este efecto es ma´s acentuado, como es de esperar,
en el nivel de cobertura 99,97, en el que so´lo uno o dos periodos tienen un peso v∗t
positivo en la mayor´ıa de las unidades.
6.3.5. Comparacio´n con la simulacio´n de Monte Carlo esta´ndar
Como es habitual en la literatura11, se ha realizado un ejercicio emp´ırico que com-
para la simulacio´n Monte Carlo esta´ndar y la simulacio´n Monte Carlo bajo el esquema
IS propuesto en el apartado 6.3.2. El objetivo es comprobar la ganancia en te´rminos de
precisio´n/coste computacional del segundo. En la comparacio´n se han generado, por
cada uno de los dos me´todos, 50 muestras de 100.000 valores. Para cada muestra se
han estimado los percentiles η99,9 y η99,97. La Tabla 6.1 muestra la media de los 50 va-
lores estimados bajo cada esquema as´ı como el cociente de sus respectivas desviaciones
t´ıpicas.
Unidad
ηˆ99,9 ηˆ99,97
ηˆIS ηˆBASE σ̂ISηˆ /σ̂
BASE
ηˆ ηˆ
IS ηˆBASE σ̂ISηˆ /σ̂
BASE
ηˆ
Hipotecas 0,0429 0,0427 0,2065 0,0484 0,0481 0,3524
Empresas 0,0537 0,0539 0,2493 0,0590 0,0588 0,2172
Tarjetas 0,1332 0,1332 0,3597 0,1396 0,1396 0,1575
Consumo 0,0475 0,0474 0,1605 0,0497 0,0497 0,1685
Resto 0,0542 0,0541 0,1930 0,0626 0,0631 0,1420
Lease 0,0303 0,0302 0,3245 0,0342 0,0343 0,2572
Tabla 6.1: Comparacio´n a horizonte anual y para los niveles de cobertura 99,9 y al 99,97 del
esquema de simulacio´n propuesto sobre la dimensio´n temporal con el esquema de simulacio´n
esta´ndar. Se han generado 50 lanzamientos de cada uno. ηˆIS, media de las 50 estimaciones
de η segu´n el esquema propuesto. ηˆBASE, media de las 50 estimaciones de η segu´n el esquema
esta´ndar. σ̂ISηˆ , desviacio´n t´ıpica de las 50 estimaciones de η segu´n el esquema propuesto. σ̂
BASE
ηˆ ,
desviacio´n t´ıpica de las 50 estimaciones de η segu´n el esquema esta´ndar.
Los resultados muestran una disminucio´n notable de la desviacio´n t´ıpica del esti-
mador de η, ηˆ, con el empleo del me´todo propuesto en todos los casos, y de forma
ma´s notoria para el nivel de cobertura 99,97. As´ı, la desviacio´n t´ıpica se reduce, en
media, en un 75 % para ηˆ99,9 y en un 78 % para ηˆ99,97. Ello equivale a un aumento de la
precisio´n del estimador basado en el esquema IS, puesto que el nu´mero de simulaciones,
100.000, se mantiene fijo. En lo que respecta a las ligeras diferencias apreciadas en la
10 Es decir, en la simulacio´n inicial todos los valores generados de la componente Wt quedaron por
encima o, preferentemente en este caso, por debajo de η0.
11 [79], [125] y [19], entre otros, presentan ejercicios similares.
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media de las estimaciones, e´stas son consistentes con el error de realizacio´n asociado a
toda simulacio´n Monte Carlo.
En resumen, la comparativa evidencia de forma clara la efectividad del algoritmo
propuesto: reduce considerablemente la variabilidad del estimador sin incurrir en un
sesgo con respecto a la estimacio´n proveniente de la mixtura uniforme.
6.3.6. Aplicacio´n a nivel cartera
La aplicacio´n a nivel cartera del esquema de simulacio´n eficiente propuesto en el
apartado 6.3.2 es inmediata y se reduce a definir el esquema sobre la distribucio´n
agregada. La estimacio´n de los pesos y el uso de los factores de correccio´n es ide´ntica
a la presentada para el caso univariante, siendo en este caso α y η los asociados a la
distribucio´n agregada, α˜ y η˜, con v˜∗ = (v˜∗1, ..., v˜
∗
T ) y δ˜ =
(
δ˜1, ..., δ˜T
)
los pesos y factores
de correccio´n del esquema propuesto para la distribucio´n agregada.
La Figura 6.3 compara, estandarizadas, las seis series de HR norteamericanas con
la serie de pesos v˜∗t para la distribucio´n agregada Π˜ =
∑N
j=1 Π
j, correspondiente a la
distribucio´n de pe´rdidas agregada bajo la cartera ficticia definida en el apartado 4.3.
Como valor inicial η0 se ha tomado el obtenido en el apartado 4.5.2. Se observa un
comportamiento consistente con el obtenido a nivel univariante: una estrecha relacio´n
entre las series de HR y los pesos IS en la dimensio´n temporal, en este caso para la
distribucio´n agregada.
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Figura 6.3: Series de HR de todas las unidades de la cartera y pesos del esquema IS en
la dimensio´n temporal a horizonte anual para la distribucio´n agregada al 99,9 y 99,97. Las
series se presentan estandarizadas. La zona sombreada indica periodo de recesio´n segu´n el
NBER.
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Cabe sen˜alar que, en general, el vector de pesos IS a nivel agregado no coincidira´ con
los vectores de pesos IS correspondientes a cada unidad de riesgo. Ello se debe a que
obedecen a procesos de optimizacio´n distintos y sugiere considerar N + 1 esquemas IS
a emplear en funcio´n del tipo de simulacio´n a acometer: agregada o individual y en
e´ste u´ltimo caso, en funcio´n de la unidad de riesgo. En todo caso, en la medida en que
las series de HR de las unidades que forman la cartera presenten un comportamiento
similar, los pesos IS individuales sera´n semejantes entre unidades y, en consecuencia,
semejantes a los pesos IS a nivel agregado. Este es, de hecho, el caso de las unidades
de riesgo norteamericanas.
6.4. Esquema de simulacio´n eficiente extendido
6.4.1. Introduccio´n
El esquema propuesto en el apartado 6.3.2 aprovecha la dimensio´n temporal de Π
para alcanzar una reduccio´n significativa del coste computacional frente al me´todo de
simulacio´n esta´ndar. No obstante, dado un periodo temporal t, la simulacio´n de un
valor de Wt es ide´ntica en ambos esquemas. Ello sugiere una v´ıa adicional sobre la que
actuar para mejorar la eficiencia de la simulacio´n: las propias componentes Wt.
En este apartado se presenta una extensio´n del me´todo de simulacio´n propuesto
en 6.3.2 al espacio de innovaciones de la dina´mica subyacente, es decir, al espacio
de las fuentes de incertidumbre que excitan la dina´mica de xt y que determinan las
distribuciones condicionales Xs/t, t = 1, ..., T y s = 1, ..., Q.
Como en el caso temporal, el objetivo es obtener un me´todo objetivo, sencillo e
intuitivo. Para ello, es conveniente asumir, sin pe´rdida de generalidad12, que el nu´mero
de innovaciones necesarias para obtener una senda de longitud Q del proceso xt es Q.
En lo que sigue, se asume tambie´n que las innovaciones At,s, t = 1, ..., T y s = 1, ..., Q
son independientes e ide´nticamente distribuidas (IID), tienen funcio´n de distribucio´n
ψ y soporte13 en R, con E [At,s] = 0.
De esta forma, fijado el horizonte de ca´lculo, Q, es posible formular la variable
aleatoria Wt como funcio´n de Q innovaciones At,s:
Wt = Wt (At,1, ..., At,Q) (6.19)
La relacio´n entre Wt y el vector de innovaciones At = (At,1, ..., At,Q), se produce a
trave´s de las distribuciones condicionales futuras, es decir:
Wt = Wt
(
X1/t, ..., XQ/t
)
(6.20)
12 El desarrollo puede extenderse de forma inmediata a un nu´mero de innovaciones arbitrario.
13 El desarrollo puede extenderse a cualquier abierto A, A ⊂ R.
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con Xs/t = Xs/t (At,1, ..., At,s), por lo que la innovacio´n s-e´sima, At,s, afecta a Wt a
trave´s de Q− s+ 1 distribuciones condicionales Xs/t.
Dado que la fuente primitiva de incertidumbre de Wt es el vector de innovaciones
At, resulta razonable sustentar la simulacio´n eficiente de Wt en e´l.
6.4.2. Esquema de simulacio´n propuesto
El cambio de medida sobre I que da lugar al esquema de simulacio´n eficiente en la
dimensio´n temporal propuesto anteriormente puede extenderse al vector de innovacio-
nes At, t = 1, ..., T , segu´n los siguientes puntos:
1. Definir una particio´n finita de RQ, Pt, formada por Nt elementos P bt , b = 1, ..., Nt,
con P bt ∩ P kt = ∅ y
⋃Nt
b=1 P
b
t = RQ.
2. Calcular el peso de cada elemento de la particio´n, pbt , como p
b
t = P
(
At ∈ P bt
)
,
con
∑Nt
b=1 p
b
t = 1.
3. Definir la variable multinomial Bt como aque´lla que toma el valor b, b = 1, ..., Nt,
con probabilidad pbt .
Esta estructura permite plantear la simulacio´n de un valor de Wt bajo el siguiente
procedimiento:
1. Simular un valor de Bt, b.
2. Simular un valor de Abt = At/
[
At ∈ P bt
]
, abt =
(
abt,1, ..., a
b
t,Q
)
.
3. Aplicar abt sobre la dina´mica subyacente de Π para obtener un valor de W
b
t , w
b
t ,
con W bt = Wt/
[
At ∈ P bt
]
.
4. Tomar wbt como un valor realizado de Wt.
El producto de I, la variable multinomial que toma el valor t, t = 1, ..., T , con probabili-
dad 1/T , y la coleccio´n de variables multinomiales Bt, que toman el valor b, b = 1, ..., Nt,
con probabilidad pbt , permite definir la variable multinomial H como aque´lla que to-
ma el par (t, b) con probabilidad pbt/T . A partir de H es posible considerar el siguiente
esquema de simulacio´n de Π:
1. Simular un valor de H, (t, b).
2. Simular un valor de Abt = At/
[
At ∈ P bt
]
, abt .
3. Aplicar abt sobre la dina´mica subyacente para obtener un valor de W
b
t , w
b
t .
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4. Tomar wbt como un valor realizado de Wt y por ello de Π.
Este procedimiento (i) se asemeja a la simulacio´n por hipercubos latinos14 (latin hiper-
cubes, [75]), (ii) supone interpretar Π como una mixtura de las
∑T
t=1 Nt componentes
W bt con pesos p
b
t/T , y (iii) permite plantear un esquema de simulacio´n eficiente sobre
el producto de los dos espacios, temporal y de innovaciones, que extiende el propuesto
exclusivamente sobre la dimensio´n temporal en 6.3.2.
Los pasos del esquema extendido son los siguientes:
1. Simular G0 valores de Π y estimar el valor inicial η0. En la pra´ctica puede optarse
por simular
G0pbt
T
valores de cada componente W bt .
2. Para cada componente W bt , estimar el peso v
b∗
t , v
b∗
t =
S[Kb,0t ]∑T
t=1
∑Nt
b=1 S[K
b,0
t ]
, aprove-
chando en su caso las simulaciones obtenidas en el periodo anterior.
3. Simular G valores de la distribucio´n Π∗, obtenida como mixtura de las compo-
nentes W bt con pesos v
b∗
t .
4. Estimar η a partir del conjunto valores simulados anterior, corrigiendo la es-
timacio´n del percentil por medio de los coeficientes de correccio´n δbt , segu´n lo
establecido en el apartado 6.3.2.
siendo Kb,0t la dada por:
Kb,0t = K
0
(
W bt
)
=
{
1 W bt > η
0
0 W bt ≤ η0
(6.21)
6.4.3. Discusio´n
El esquema de simulacio´n eficiente extendido supone la principal aportacio´n del
cap´ıtulo, ya que (i) aprovecha las dos fuentes de incertidumbre del modelo propuesto y
su composicio´n como simulacio´n histo´rica y estoca´stica, (ii) por lo anterior, supone un
planteamiento pionero respecto a los desarrollos precedentes, (iii) conserva las buenas
propiedades del esquema definido en el apartado 6.3.2, es decir, es riguroso, sencillo e
intuitivo, (iv) proporciona, a trave´s de los pesos vb∗t , abundante informacio´n sobre el
14 Puesto que, fijado t, t = 1, ..., T , conlleva (i) la definicio´n de una particio´n, Pt, del soporte de At,
RQ, y (ii) la simulacio´n de Wt en dos etapas: primero se genera un elemento de la particio´n y despue´s
un valor de Wt condicionada a dicho elemento. La semejanza no es total ya que (i) la particio´n no
se efectu´a sobre el soporte de Wt, sino sobre el de su fuente de incertidumbre primitiva, el vector de
innovaciones At, y (ii) la definicio´n de la particio´n es un medio, no un fin, dentro del procedimiento
de simulacio´n eficiente extendido propuesto.
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riesgo de incumplimiento de la unidad a lo largo de la ventana, y (v) obtiene, como se
muestra posteriormente, un incremento significativo en la eficiencia de ηˆ.
Su implementacio´n requiere determinar las particiones Pt, t = 1, ..., T . Aunque no
existen restricciones a su disen˜o, se propone el empleo de una especificacio´n invariante,
ortogonal y equiprobable.
Invariante significa que Pt = P para todo t, lo que facilita la comparacio´n de los
pesos entre periodos y es consistente con el hecho de que las innovaciones At,s son IID
para t = 1, ..., T y s = 1, ..., Q.
Ortogonal implica que la divisio´n del espacio de innovaciones, RQ, se efectu´a a
partir del espacio de cada innovacio´n, R, de manera que P se obtiene como el producto
cartesiano de las particiones marginales. Para facilitar la simulacio´n y evitar un nu´mero
excesivo de elementos en P , se propone la particio´n del espacio de cada innovacio´n en
dos regiones, R0 (cs) y R
1 (cs), segu´n el valor cs ∈ R, s = 1, ..., Q, siendo:
R0 (cs) = {x ∈ R/x ≤ cs} (6.22)
R1 (cs) = {x ∈ R/x > cs} (6.23)
De esta forma, el nu´mero de elementos de P , N , es igual a 2Q y cada uno de ellos
puede identificarse con un elemento de {0, 1}Q y reformularse como:
Pθ1,...,θQ =
{
x = (x1, ..., xQ) ∈ RQ/x1 ∈ Rθ1 , ..., xQ ∈ RθQ
}
(6.24)
con θs ∈ {0, 1}, s = 1, ..., Q.
La probabilidad de pertenencia a cada elemento Pθ1,...,θQ de P , pθ1,...,θQ , viene dada
por:
pθ1,...,θQ = P
(
A = (A1, ..., AQ) ∈ Pθ1,...,θQ
)
=
Q∏
s=1
p1−θss (1− ps)θs (6.25)
donde:
ps = P (As < cs) = ψ (cs) (6.26)
La Figura 6.4 muestra un ejemplo de particio´n ortogonal para Q = 2.
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A2
O
P11
P10
P01
P00
c1
c2
Figura 6.4: Ejemplo de particio´n ortogonal en el que Q = 2 y se han tomado c1 < 0 y
c2 > 0. Los ejes cartesianos forman tambie´n una particio´n ortogonal, en este caso con c1 = 0
y c2 = 0.
Cabe sen˜alar que la eleccio´n de una particio´n ortogonal facilita notablemente la
simulacio´n del vector Abt = At/
[
At ∈ P b
]
, ya que e´sta puede efectuarse individual-
mente sobre cada elemento Abt,s, s = 1, ..., Q, aprovechando que las innovaciones son
IID. La simulacio´n de Abt,s puede abordarse a partir de ψ
−1, la inversa de la funcio´n de
distribucio´n de las innovaciones. As´ı, si P b = Pθ1,...,θQ , entonces:
Abt,s = ψ
−1 (Us) (6.27)
donde Us es uniforme en el intervalo (0 ψ (cs)) si θs = 0, y es uniforme en el intervalo
(ψ (cs) 1) si θs = 1. La Figura 6.5 representa la modificacio´n en la densidad original
de las innovaciones que induce el esquema propuesto en el caso de particio´n ortogonal.
O c
O c
A
B
Figura 6.5: El procedimiento de simulacio´n eficiente extendido induce, en el caso de la par-
ticio´n ortogonal, un reescalado de la funcio´n de densidad de las innovaciones. En el ejemplo,
con un aumento de masa a la izquierda de c y una disminucio´n a su derecha.
Equiprobable supone que pθ1,...,θQ = p para cualesquiera θ1, ..., θQ, por lo que p =
1/2Q. As´ı, por ejemplo, en el caso habitual de innovaciones con distribucio´n Normal o
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t-Student15, c = cs = 0 para s = 1, ..., Q. Esta eleccio´n esta´ en l´ınea con las estratifi-
caciones empleadas en [76] y [77], quienes tambie´n consideran, por simplicidad, el caso
equiprobable.
Cabe sen˜alar que las propiedades de invarianza, ortogonalidad y equiprobabilidad
otorgan a la particio´n del espacio de innovaciones una interpretacio´n relevante en el
caso habitual en que e´stas (i) siguen una distribucio´n sime´trica respecto a la media, y
(ii) la dina´mica de xt es lineal. En tal caso las innovaciones positivas pueden entenderse
como “desfavorables” (puesto que arrojan un valor de HR superior al esperado) y las
negativas como “favorables” (puesto que arrojan un valor de HR inferior al esperado).
Puede identificarse entonces cada elemento de la particio´n P , Pθ1,...,θQ , con un posible
tipo de senda condicional de longitud Q para el proceso xt. As´ı, la senda que concatena
Q innovaciones “desfavorables” (positivas) pertenece a la peor tipolog´ıa, mientras que
la formada por Q innovaciones “favorables” (negativas) se encuadra en la mejor tipo-
log´ıa. La Figura 6.6 muestra esta interpretacio´n, que (i) se ve reflejada en los pesos vbt
y aumenta por ello su utilidad en otras aplicaciones, y (ii) no ha sido apuntada pre-
viamente en la literatura y supone tambie´n una contribucio´n del esquema extendido
propuesto.
(c,c) A1
A2
P11
P10P00
P01
A
B
c
A1
c
A2
xt-1 xt X1/t X2/t
(i)
(ii)
(iii)
(iv)
C
Figura 6.6: Para Q = 2, en (A) el dominio, R, de cada innovacio´n, A1 y A2, se divide en
dos regiones por medio del punto c ∈ R, lo que da lugar a la particio´n bidemsional del espacio
de innovaciones, R2, representada en (B). Ello induce, a su vez, una particio´n en el espacio
de sendas condicionales Xs/t, s = 1, 2, como se muestra en (C). En particular, las sendas
(i), (ii), (iii) y (iv) se corresponden con los elementos de la particio´n P00, P01, P10 y P11.
Por u´ltimo, es relevante notar que no se han impuesto restricciones sobre la dina´mica
subyacente ni sobre la distribucio´n de las innovaciones en el esquema de simulacio´n ex-
tendido. Para e´stas u´ltimas puede considerarse, incluso, una distribucio´n no parame´tri-
15 En general, en el caso de una distribucio´n sime´trica respecto a su media se cumplira´ que c =
E [At,s] = 0.
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ca. Esta flexibilidad lo distingue de las aproximaciones habituales, que se centran en
su gran mayor´ıa en las distribuciones Normal o t-Student.
6.4.4. Ana´lisis emp´ırico
La Figura 6.7 para el nivel de cobertura 99,9 y la Figura 6.8 para el 99,97 presentan,
para horizonte anual, los pesos vb∗t para las seis unidades de riesgo norteamericanas en
los u´ltimos 40 periodos de la ventana completa (2001Q1 a 2010Q4). Como dina´mica
subyacente se han empleado los modelos ARIMA presentados en el apartado 4.2.2.1.
Estos modelos, al ser lineales con innovaciones normales, admiten la interpretacio´n
sen˜alada en el apartado 6.4.3. Como valor inicial η0 se ha tomado el obtenido en
el apartado 4.5.2. El espacio de innovaciones es R4 y la particio´n P tiene 24 = 16
elementos, cuya relacio´n con el ı´ndice b se presenta en la Tabla 6.2.
At,s
Senda
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
At,1 - - - - - - - - + + + + + + + +
At,2 - - - - + + + + - - - - + + + +
At,3 - - + + - - + + - - + + - - + +
At,4 - + - + - + - + - + - + - + - +
Tabla 6.2: Relacio´n entre las 24=16 sendas condicionales a horizonte anual y las dos regiones
en que se divide el soporte de cada innovacio´n At,s, R, tomando c = 0. +, innovacio´n positiva
(“desfavorable”). −, innovacio´n negativa (“favorable”).
Se observa en ambos casos como los pesos positivos aparecen en los periodos tem-
porales coincidentes con valores ma´s elevados de la serie de HR. A su vez, dado un
periodo, el peso es, en general, mayor en las u´ltimas sendas, si bien el efecto no es tan
marcado como en la dimensio´n temporal. Es decir, no so´lo las peores sendas obtienen
pesos positivos.
Ello puede explicarse por dos motivos. Por un lado, dado un periodo de elevado HR,
las sendas condicionales menos favorables pueden arrojar un valor de pe´rdida demasiado
alto. Es decir, fijado un periodo temporal desfavorable, en algunos casos basta con
una senda condicional “media” para obtener valores de PD pro´ximos al percentil. Por
otro lado, y como se observo´ en el apartado 6.4.1, no todas las innovaciones tienen
la misma influencia sobre Wt, puesto que Xs/t = Xs/t (At,1, ..., At,s). Ello explica que
los pesos positivos se concentren mayoritariamente en los 8 u´ltimos tipos de sendas,
correspondientes a una primera innovacio´n “desfavorable”, que es la que tiene mayor
influencia en el valor realizado de Wt.
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Hipotecas Empresas
Tarjetas Consumo
Resto Lease
Figura 6.7: Pesos del esquema IS extendido para horizonte anual al 99,9 durante la ventana
2001Q1-2010Q4. La zona sombreada indica periodo de recesio´n segu´n el NBER.
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Hipotecas Empresas
Tarjetas Consumo
Resto Lease
Figura 6.8: Pesos del esquema IS extendido para horizonte anual al 99,97 durante la ventana
2001Q1-2010Q4. La zona sombreada indica periodo de recesio´n segu´n el NBER.
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6.4.5. Comparacio´n con la simulacio´n de Monte Carlo esta´ndar
Con el fin de comprobar la ganancia computacional que supone adoptar el algoritmo
propuesto extendido se ha llevado a cabo un ejercicio de simulacio´n similar al presentado
en el apartado 6.3.5, consistente en comparar la simulacio´n Monte Carlo ba´sica con el
esquema IS propuesto a trave´s de 50 repeticiones de 100.000 simulaciones cada una.
Como en el citado apartado, se muestra la media de las dos muestras de 50 valores y
el cociente de desviaciones t´ıpicas.
Los resultados se muestran la Tabla 6.3 y en ellos se aprecia una mejora notable
respecto a la versio´n inicial del me´todo y en consecuencia respecto a la simulacio´n de
Monte Carlo esta´ndar. La disminucio´n media de la deviacio´n t´ıpica de los 50 valores
estimados alcanza el 86 % para el nivel de cobertura 99,9 y el 88 % para el 99,97. Esta
mejora corrobora tanto la efectividad del espacio de innovaciones como v´ıa sobre la que
actuar para an˜adir eficiencia, como la utilidad de una particio´n invariante, ortogonal y
equiprobable para su implementacio´n.
Unidad
ηˆ99,9 ηˆ99,97
ηˆIS ηˆBASE σ̂ISηˆ /σ̂
BASE
ηˆ ηˆ
IS ηˆBASE σ̂ISηˆ /σ̂
BASE
ηˆ
Hipotecas 0,0427 0,0427 0,1301 0,0483 0,0486 0,1103
Empresas 0,0536 0,0537 0,0943 0,0588 0,0590 0,0957
Tarjetas 0,1330 0,1330 0,1551 0,1394 0,1397 0,1057
Consumo 0,0474 0,0475 0,1307 0,0497 0,0501 0,1758
Resto 0,0538 0,0542 0,1268 0,0622 0,0623 0,1169
Lease 0,0301 0,0301 0,1976 0,0340 0,0344 0,1394
Tabla 6.3: Comparacio´n a horizonte anual y para los niveles de cobertura 99,9 y al 99,97
del esquema de simulacio´n propuesto extendido con el esquema de simulacio´n esta´ndar. Se
han generado 50 lanzamientos de cada uno. ηˆIS, media de las 50 estimaciones de η segu´n
el esquema propuesto extendido. ηˆBASE, media de las 50 estimaciones de η segu´n el esque-
ma esta´ndar. σ̂ISηˆ , desviacio´n t´ıpica de las 50 estimaciones de η segu´n el esquema propuesto
extendido. σ̂BASEηˆ , desviacio´n t´ıpica de las 50 estimaciones de η segu´n el esquema esta´ndar.
6.4.6. Aplicacio´n a nivel cartera
La aplicacio´n a nivel multivariante del esquema de simulacio´n propuesto para el es-
pacio de innovaciones no es inmediata y requiere tener en cuenta dos puntos que pueden
dificultar la implementacio´n: (i) el espacio de innovaciones a nivel multivariante tiene16
QN dimensiones, consecuencia del horizonte de ca´lculo Q y de las N unidades de riesgo
que conforman la cartera, y (ii) en el caso general las innovaciones contempora´neas de
las distintas unidades de riesgo, At,s, j = 1, ..., N , no sera´n independientes.
16 De forma similar al caso univariante, se asume por simplicidad que generar una senda condicional
de longitud Q de xt =
(
x1t , ..., x
N
t
)
requiere QN innovaciones.
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En lo que respecta al primer punto, el problema de dimensionalidad puede abordarse
limitando el alcance del me´todo. Para ello puede optarse por restringir la aplicacio´n del
esquema so´lo a las primeras innovaciones, aque´llas que generan X1/t =
(
X11/t, ..., X
N
1/t
)
y que son las que mayor influencia tienen sobre Wt =
(
W 1t , ...,W
N
t
)
.
De hecho, un procedimiento ma´s general es el de reducir el nu´mero de elementos
de la particio´n colapsando la particio´n ortogonal P , con 2QN elementos dados por el
horizonte de ca´lculo Q y las N unidades de riesgo, en otra generada a partir de Q′ y
N ′, con Q′ < Q y N ′ < N . Esto supone unir elementos de la particio´n P a lo largo de
las dimensiones de las que se prescinde. Es decir, la particio´n ortogonal reducida es la
proyeccio´n de la particio´n ortogonal completa sobre las dimensiones no eliminadas. La
Figura 6.9 muestra un ejemplo de reduccio´n en una cartera formada por dos unidades
de riesgo.
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Figura 6.9: En (A) se representa la particio´n ortogonal del espacio de la primera innovacio´n
en una cartera formada por dos unidades, X e Y. En (B), la particio´n ortogonal se reduce
mediante la unio´n de los elementos P01 con P00 y P11 con P10. Se trata de la proyeccio´n de
la particio´n mostrada en (A) para la primera innovacio´n, A1, sobre la primera unidad, X.
Una vez reducida la particio´n, el ca´lculo de los pesos, el proceso de simulacio´n y la
estimacio´n del percentil se realizar´ıan segu´n el procedimiento habitual. De hecho, en
caso en que Q′ se reduzca a 1, la particio´n reducida en el caso multivariante es similar
a la particio´n completa en el caso univariante: en la primera, se recorren todas las
unidades, fijada la primera innovacio´n, mientras que en la segunda se recorren todos
los periodos del horizonte de ca´lculo, fijada una unidad de riesgo. La semejanza no es
total puesto que en el segundo caso las innovaciones s´ı son independientes entre s´ı.
La Figura 6.10 para el nivel de cobertura 99,9 y la Figura 6.11 para el 99,97 muestran
los pesos de la particio´n reducida al caso N ′ = 2 y Q′ = 1 en el u´ltimo periodo de la
ventana completa17, 2010Q4. Se ha empleado como dina´mica subyacente la SUTSE y
como estimaciones iniciales η0 las obtenidas en el apartado 4.5.2. Destaca en ambos
casos la capacidad discriminante de Tarjetas y en menor medida de Consumo.
17 Es decir, proyeccio´n sobre el espacio de la primera innovacio´n y sobre cada par de unidades de
riesgo del total de seis que forman la cartera ficticia definida en el apartado 4.3.
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Figura 6.10: Pesos del esquema IS extendido a horizonte anual al 99,9 sobre la proyeccio´n
bivariante de la particio´n ortogonal de la primera innovacio´n en t = 2010Q4 para cada par
de unidades. De ma´s oscuro a menos, el par de innovaciones es (+,+), (+,-), (-,+) y (-,-),
siendo + innovacio´n positiva (“desfavorable”) y - innovacio´n negativa (“favorable”).
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Figura 6.11: Pesos del esquema IS extendido a horizonte anual al 99,97 sobre la proyeccio´n
bivariante de la particio´n ortogonal de la primera innovacio´n en t = 2010Q4 para cada par
de unidades. De ma´s oscuro a menos, el par de innovaciones es (+,+), (+,-), (-,+) y (-,-),
siendo + innovacio´n positiva (“desfavorable”) y - innovacio´n negativa (“favorable”).
158
En lo que respecta al segundo punto, la dependencia entre innovaciones, en la
pra´ctica el problema equivale al de simular valores de una distribucio´n multivariante
no esfe´rica, cuyas marginales pueden estar (i) truncadas por una de las dos colas en caso
de no haber sido colapsada la dimensio´n, o (ii) no truncadas y con soporte completo
en caso de que la particio´n se haya reducido en dicha dimensio´n. Cabe sen˜alar que la
complejidad aparece por la conjuncio´n de ambas condiciones (distribucio´n no esfe´rica
y truncamiento): si no se da la primera, la aplicacio´n del me´todo es inmediata y similar
al caso univariante discutido en el apartado 6.4.3.
Pueden sen˜alarse dos enfoques para sortear este problema.
Un enfoque consiste en recurrir a las componentes principales del vector de innova-
ciones, si e´stas se distribuyen normalmente. Es decir, el esquema IS no se aplica sobre
la distribucio´n multivariante del vector de innovaciones, sino sobre la distribucio´n mul-
tivariante del vector de componentes principales, que s´ı es esfe´rica. De esta forma, el
primero hereda, a trave´s de la matriz de ve´rtices de la descomposicio´n singular, el ses-
go en el muestreo inducido sobre el segundo. Entre muchos otros, [77] considera este
procedimiento para un esquema de simulacio´n eficiente distinto del propuesto y [75] lo
discute en mayor detalle.
Otro enfoque resulta de conservar la aplicacio´n del algoritmo sobre el vector de
innovaciones y recurrir a metodolog´ıas de simulacio´n alternativas que permitan simular
valores de variables multidimensionales sobre regiones de su soporte. Entre ellas, cabe
citar la simulacio´n por rechazo (rejection sampling, [75]) o el muestreador de Gibbs
(Gibbs sampler, [33]) E´sta u´ltima opcio´n resulta, como muestra [73], especialmente
adecuada para simular valores de las distribuciones multivariantes Normal o t-Student
cuando e´stas esta´n truncadas en alguna de sus dimensiones.
Por u´ltimo, es relevante notar que la implementacio´n del esquema extendido a nivel
cartera puede simplificarse en el caso de una dina´mica factorial o de una dina´mica que
incorpore variables explicativas: si (i) el nu´mero de factores o controles es reducido, (ii)
explican buena parte de la dina´mica, y (iii) sus innovaciones son independientes de las
restantes que incorpore la dina´mica, entonces el esquema de simulacio´n sobre el espacio
de innovaciones puede aplicarse exclusivamente sobre las innovaciones asociadas a los
factores o variable explicativas, lo que reduce la complejidad. Obviamente, la violacio´n
de (i) hace poco atractiva esta solucio´n, la de (ii) la hace ineficaz, y la de (iii) impide
su aplicacio´n, puesto que no es posible prescindir de las restantes innovaciones.
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Cap´ıtulo 7
Reparto del capital
7.1. Introduccio´n
En este cap´ıtulo se aborda el proceso de reparto del capital agregado de la cartera
entre las unidades que la forman, proceso introducido en el apartado 2.3.5 y revisado
en mayor detalle en el Ape´ndice B, desde la perspectiva del modelo de distribucio´n
de PD propuesto. El objetivo es definir una metodolog´ıa de reparto del capital de
“ciclo econo´mico completo” (i) alternativa a la que se deriva de la distribucio´n “in-
condicional”, Π =
(
Π1, ...,ΠN
)
, y (ii) sustentada en las distribuciones condicionales
Wt =
(
W 1t , ...,W
N
t
)
y su evolucio´n a lo largo del tiempo. Es decir, la medicio´n del
riesgo de incumplimiento a trave´s de las distribuciones condicionales aplicada ahora a
la obtencio´n de las me´tricas de riesgo diversificadas.
Cabe sen˜alar que, en general, los trabajos que tratan el ana´lisis del riesgo desde las
distribuciones condicionales no abordan el proceso de reparto del capital, y los traba-
jos dedicados al reparto del capital no prestan especial atencio´n a las distribuciones
condicionales. Por ello, el ana´lisis realizado resulta de intere´s para profundizar en la
interaccio´n de ambas cuestiones, la medicio´n condicional y el reparto del capital.
La estructura del cap´ıtulo es la siguiente: en el segundo apartado se introduce el
problema del reparto del capital con base en las distribuciones condicionales, en el
tercero se expone la metodolog´ıa propuesta y en el cuarto se discuten sus fundamentos
y ventajas. En el quinto apartado se presentan algunos resultados emp´ıricos.
7.2. Reparto del capital con base condicional
Como se discute en el Ape´ndice B, el reparto del capital agregado, k˜, representado
por el vector de pesos rˆ =
(
rˆ1, ..., rˆN
)
, queda determinado por el reparto del VaR
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agregado, η˜, representado en el vector r =
(
r1, ..., rN
)
, con:
ηd,j = rj η˜ (7.1)
kd,j = rj η˜ − µj = rˆj k˜ (7.2)
siendo ηd,j el VaR diversificado de la unidad j, kd,j su capital diversificado y µj su
pe´rdida esperada, j = 1, ..., N .
Por tanto, el objetivo es definir un me´todo de reparto del VaR agregado para el
conjunto de la ventana a partir de las distribuciones condicionales asociadas a e´sta.
Para ello, el punto de partida son los repartos del VaR condicional rt =
(
r1t , ..., r
N
t
)
,
t = 1, ..., T , con
∑N
j=1 r
j
t = 1, obtenidos tras la aplicacio´n de algu´n me´todo de reparto
esta´ndar sobre el vector1 Wt =
(
W 1t , ...,W
N
t
)
. El punto de llegada es un vector de
pesos de “ciclo econo´mico completo”, r∗ =
(
r∗1, ..., r∗N
)
, determinado por los vectores
de pesos condicionales rt, t = 1, ..., T , con el que repartir el VaR agregado, η˜, entre las
distintas unidades. De forma similar, rˆ∗j indica el peso del reparto del capital que se
deriva de r∗j.
Lo anterior implica que, independientemente de la aproximacio´n que se siga para
integrar los repartos condicionales, el reparto “incondicional” con base condicional pue-
de interpretarse como un “metareparto”, en el sentido de que se sustenta en cualquier
otro me´todo esta´ndar de asignacio´n del VaR agregado, que actu´a como subyacente y
que provee los pesos rjt para cada periodo de la ventana t y para cada unidad de la
cartera j, con
∑N
j=1 r
j
t = 1, t = 1, ..., T .
Un me´todo de reparto del capital definido en estos te´rminos ofrece dos ventajas
inmediatas.
Primera, la consideracio´n de las componentes Wt =
(
W 1t , ...,W
N
t
)
permite (i) an-
clar el reparto en distribuciones bien definidas, aunque la dina´mica subyacente no sea
estacionaria, y (ii) recoger expl´ıcitamente la evolucio´n, a lo largo de la ventana de
ca´lculo, de la contribucio´n de cada unidad al VaR agregado.
Segunda, puede aplicarse sin dificultad sobre cualquier subventana de la ventana
completa, como por ejemplo la formada por una e´poca recesiva, au´n cuando e´sta tenga
una longitud reducida. Esta clase de ana´lisis puede ser u´til en ejercicios de stress
test, puesto que facilita el ana´lisis de sensibilidad del reparto al escenario econo´mico
predominante en la ventana, as´ı como a la longitud y composicio´n de e´sta.
Adema´s, puesto que el proceso de reparto del capital no se ve restringido por el
modelo de pe´rdida empleado para la estimacio´n del VaR agregado “incondicional”, η˜, el
reparto r∗ =
(
r∗1, ..., r∗N
)
permite obtener cifras de capital diversificado sustentadas en
las distribuciones condicionales, y por tanto obtenidas bajo una aproximacio´n dina´mica
a la medicio´n del riesgo, au´n cuando las cifras de capital no diversificado se hayan
1 A lo largo del cap´ıtulo la exposicio´n se efectu´a bajo la asuncio´n de infinita granularidad, es decir,
en te´rminos de las distribuciones de PD, Π y Wt. No obstante, su interpretacio´n en te´rminos de las
distribuciones de pe´rdida, L y Lt, es inmediata.
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estimado bajo una aproximacio´n esta´tica. Es decir, puede conjugarse un modelo de
distribucio´n F esta´tico para el ca´lculo de kj y k˜ con uno dina´mico para el ca´lculo de
kd,j. Este enfoque puede ser u´til si la entidad prefiere seguir planteamientos distintos,
esta´tico o dina´mico, en funcio´n de la aplicacio´n en la gestio´n que tenga la me´trica de
riesgo.
7.3. Esquema de reparto propuesto
Para la integracio´n de los repartos condicionales, rt, t = 1, ..., T , se propone una
formulacio´n lineal, ortogonal y con vector de pesos comu´n a todas las unidades de la
cartera, normalizado a la unidad y no negativo, es decir:
r∗j =
T∑
t=1
ωtr
j
t (7.3)
con:
T∑
t=1
ωt = 1, 0 ≤ ωt ≤ 1 (7.4)
Esta formulacio´n cuenta con algunas caracter´ısticas de intere´s: (i) es fa´cil de calcular,
dada la sencillez de la expresio´n (7.3), (ii) es intuitiva, puesto que se trata de una
media ponderada de los pesos condicionales con una misma ponderacio´n para todas las
unidades, lo que tambie´n tiene una clara interpretacio´n econo´mica, y (iii) asegura un
reparto completo, como muestra la Proposicio´n 7.1.
Proposicio´n 7.1. Para cualquier vector ω = (ω1, ..., ωT ) que cumpla la condicio´n
dada en (7.4) se obtiene un reparto del capital r∗ =
(
r∗1, ..., r∗N
)
, r∗j =
∑T
t=1 ωtr
j
t ,
que cumple la condicio´n de reparto completo del VaR agregado,
∑N
j=1 r
∗j = 1, si los
repartos condicionales rt =
(
r1t , ..., r
N
t
)
, t = 1, ..., T , tambie´n cumplen la condicio´n de
reparto completo.
Demostracio´n.
El resultado se deduce operando la expresio´n
∑N
j=1 r
∗j y aplicando la condicio´n de
repartos condicionales completos:
N∑
j=1
r∗j =
N∑
j=1
T∑
t=1
ωtr
j
t =
T∑
t=1
N∑
j=1
ωtr
j
t =
T∑
t=1
ωt
N∑
j=1
rjt =
T∑
t=1
ωt =1 (7.5)

Caracterizar la metodolog´ıa propuesta requiere definir el vector ω = (ω1, ..., ωT ).
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Una aproximacio´n natural supone tomar todos los pesos ωt iguales, es decir:
ω =
(
1/T , ...,
1/T
)
(7.6)
No obstante, esta definicio´n no es sensible al hecho de que la contribucio´n al VaR
agregado “incondicional”de los distintos periodos que forman la distribucio´n puede no
ser homoge´nea, como se observo´ en el apartado 6.5.2. Ello sugiere considerar como
deseables las siguientes propiedades informales para los pesos ωt:
• Su ca´lculo debe fundamentarse en la distribucio´n agregada condicional, W˜t, pues-
to que ωt es comu´n a todas las unidades que forman la cartera.
• Deben reflejar la distinta influencia que cada componente Wt =
(
W 1t , ...,W
N
t
)
tiene en la formacio´n del VaR agregado “incondicional”, η˜, que es la cifra de VaR
que se reparte entre las distintas unidades.
Bajo estas condiciones, se propone tomar como vector de ponderacio´n ω el vector
de pesos del esquema de simulacio´n eficiente propuesto sobre la dimensio´n temporal
para la distribucio´n agregada, v˜∗, segu´n lo expuesto en el apartado 6.3. La Figura 7.1
esquematiza la metodolog´ıa propuesta de reparto del VaR con base en las distribuciones
condicionales, cuya formulacio´n final queda:
r∗j =
T∑
t=1
v˜∗t r
j
t (7.7)
Cartera
UR1
vt*~
rt
1 r*1=∑ rt
1· vt*~
UR2
URN
rt
2
rt

r*2=∑ rt
2· vt*
r*=∑ rt
· vt*
~
~
Figura 7.1: Diagrama de la metodolog´ıa propuesta de reparto del capital agregado “incondi-
cional” con base en las distribuciones condicionales.
El reparto del capital bajo la metodolog´ıa propuesta, rˆ∗ =
(
rˆ∗1, ..., rˆ∗N
)
, se define
entonces de la forma habitual a partir de r∗:
rˆ∗j =
r∗j η˜ − µj
k˜
(7.8)
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7.4. Discusio´n
Bajo Π =
(
Π1, ...,ΠN
)
, las distribuciones de pe´rdidas adoptan una estructura de
mixtura segu´n la cual cada regio´n de la distribucio´n “incondicional” se conforma a par-
tir de las distribuciones condicionales que generan valores en el entorno de dicha regio´n.
En particular, la cola de la distribucio´n “incondicional” viene determinada por las dis-
tribuciones condicionales que generan valores de PD ma´s elevados. La metodolog´ıa de
reparto propuesta, en la que se integran los repartos condicionales mediante los pesos IS
agregados, aprovecha este hecho, puesto que es el comportamiento en la cola de las dis-
tribuciones de pe´rdida individuales y agregada el que resulta relevante para establecer
la contribucio´n de cada unidad de riesgo al VaR agregado. Es decir, r∗ =
(
r∗1, ..., r∗N
)
recoge el comportamiento de cada unidad en la cola de la distribucio´n “incondicional”
de forma indirecta a trave´s del comportamiento en las distribuciones condicionales que
conforman dicha cola. Esta es su caracter´ıstica principal y lo distingue de las aproxi-
maciones habituales al problema, en las que el comportamiento en la cola se aborda
directamente sobre la propia distribucio´n “incondicional”.
Cabe sen˜alar adema´s que la integracio´n de los repartos condicionales rt, t = 1, ..., T ,
mediante el vector de pesos IS agregado, v˜∗ = (v˜∗1, ..., v˜
∗
T ), no so´lo ofrece una respuesta
cualitativa al problema de identificar las distribuciones condicionales que determinan la
cola de la distribucio´n ”incondicional”, v˜∗t > 0, sino tambie´n cuantitativa, en el sentido
de distinguir el grado de contribucio´n de cada distribucio´n condicional a dicha cola. Es,
por tanto, preferible a cualquier eleccio´n subjetiva de los periodos ma´s desfavorables
dentro de la ventana de “ciclo econo´mico completo”.
Sobre la metodolog´ıa de reparto propuesta pueden destacarse cuatro aspectos.
Primero, en la pra´ctica es de esperar que buena parte de los periodos que con-
forman la ventana de ca´lculo tengan pesos v˜∗t casi nulos, por lo que so´lo un reducido
grupo de repartos condicionales rt determinara´ r
∗. Por ello, que una unidad tenga una
contribucio´n reducida al VaR agregado condicional en buena parte de la ventana resul-
tara´ irrelevante si los periodos donde la contribucio´n s´ı es significativa coinciden con
aque´llos de mayor pe´rdida agregada, es decir, de mayor peso v˜∗t . Lo determinante es, en
consecuencia, el desempen˜o de las distribuciones condicionales en los peores periodos
del ciclo econo´mico.
Segundo, es sensible al nivel de cobertura, u, por dos v´ıas: a trave´s de los repartos
condicionales, siempre que e´stos sean sensibles a u, y a trave´s los pesos del esquema IS
para la distribucio´n agregada. E´ste u´ltimo tiene una influencia notable: a mayor nivel
de cobertura, menor nu´mero de periodos con peso IS significativamente positivo, por
lo que el nu´mero de esquemas condicionales rt que determina r
∗ tambie´n es menor.
La dina´mica subyacente de Π =
(
Π1, ...,ΠN
)
tambie´n afecta a los pesos del reparto
propuesto por estas dos v´ıas: influye en los repartos condicionales e influye en los pesos
del esquema IS agregado.
Tercero, la consideracio´n de subventanas no implica actualizar los repartos con-
dicionales, que dependen exclusivamente del vector de distribuciones condicionales
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Wt =
(
W 1t , ...,W
N
t
)
, pero s´ı los pesos del esquema IS agregado, v˜∗ = (v˜∗1, ..., v˜
∗
T ),
que son relativos a la ventana considerada.
Cuarto, cuanto ma´s estables sean los HR a lo largo de la ventana, ma´s se asemejara´ el
reparto propuesto a una media simple de los esquemas condicionales, puesto que la
dispersio´n del vector de pesos IS sera´ menor.
La metodolog´ıa de reparto planteada constituye una doble aportacio´n. Por un lado,
por considerar el problema de reparto del capital desde una perspectiva condicional
y definir el esquema de pesos para la ventana completa como una media ponderada
de los pesos condicionales de cada unidad. Por otro, y dado el punto anterior, por
emplear como vector de ponderacio´n ω = (ω1, ..., ωT ) el vector de pesos del esquema
IS agregado sobre la dimensio´n temporal definido en el apartado 6.5.2.
En lo que respecta a la primera contribucio´n, la metodolog´ıa propuesta completa
la familia de me´tricas de capital exploradas en este trabajo: diversificadas y no di-
versificadas para (i) la distribucio´n “incondicional” Π, obtenida como mixtura de las
distribuciones condicionales Wt, (ii) cada distribucio´n condicional Wt, y (iii) el con-
junto de la ventana de ca´lculo a partir de las me´tricas condicionales, como alternativa
a las obtenidas en (i). Esta estructura sintetiza la visio´n del riesgo de incumplimiento
explorada en este trabajo y el papel central que las distribuciones condicionales tienen
en ella.
En lo que respecta a la segunda contribucio´n, la eleccio´n de v˜∗ como vector de
ponderacio´n ω garantiza que su suma sea igual a la unidad y cumple con las dos con-
diciones fijadas: (i) hace depender el reparto de la distribucio´n agregada, y (ii) da
mayor peso a las distribuciones condicionales Wt ma´s importantes en la generacio´n del
VaR agregado “incondicional”, η˜. Adema´s, se ligan as´ı dos conceptos aparentemente
distantes: el tratamiento computacional y la obtencio´n de me´tricas de riesgo diversifi-
cadas. Esta relacio´n an˜ade consistencia a, y subraya las ventajas que se derivan de, la
medicio´n del riesgo de incumplimiento a trave´s de las distribuciones condicionales.
Ambas aportaciones establecen un punto de vista novedoso que plantea una fami-
lia alternativa de repartos de capital: aque´lla en la que los pesos “incondicionales” se
obtienen a partir de los pesos condicionales. Resulta por ello dif´ıcil relacionarlo con
la literatura. Au´n as´ı, pueden trazarse algunas analog´ıas con otros desarrollos, como
las medidas de riesgo dina´micas, [137], y el reparto del capital con base en ellas, [37],
que tambie´n comparten el intere´s por recoger la evolucio´n temporal del riesgo, si bien
el planteamiento es distinto: una medida de riesgo dina´mica es una medida de riesgo
que actu´a sobre un proceso estoca´stico en vez de sobre una variable aleatoria (medida
de riesgo “esta´tica”). Por el contrario, el me´todo propuesto supone aplicar T repartos
esta´ticos a lo largo del eje temporal y posteriormente integrarlos para obtener un nue-
vo reparto para el conjunto de la ventana. [110] tambie´n considera las distribuciones
condicionales en el proceso de reparto del capital, pero en un contexto completamente
distinto, la optimizacio´n del capital, y, sobre todo, sin abordar la integracio´n de los
pesos condicionales con el fin de obtener un reparto para el conjunto de la ventana.
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7.5. Ana´lisis emp´ırico
7.5.1. Introduccio´n
El ana´lisis emp´ırico efectuado se sustenta en la cartera sinte´tica definida en el
apartado 4.3. Es decir, una cartera formada por las seis unidades de riesgo norte-
americanas para la que se asume infinita granularidad y exposicio´n efectiva total
de la unidad igual a 1. Ello implica que L =
(
L1, ..., LN
) ≡ Π = (Π1, ...,ΠN) y∑N
j=1 L
j = L˜ ≡ Π˜ = ∑Nj=1 Πj, es decir, todas las unidades tienen el mismo peso y e´ste
es igual a 1.
El ana´lisis se estructura en dos partes.
En la primera parte se obtienen los pesos condicionales rjt , t = 1, ..., T , j = 1, ..., N ,
empleados en la definicio´n de r∗j, r∗j =
∑T
t=1 v˜
∗
t r
j
t . Se han calculado para los niveles
de cobertura 99,9 y 99,97 del VaR agregado, η˜, y segu´n los me´todos de reparto de
Varianzas - Covarianzas (VC) y Expected Shortfall (ES). Ambos me´todos de reparto
se introducen brevemente en el Ape´ndice B. Como dina´mica subyacente se ha empleado
la formulacio´n SUTSE, presentada en el apartado 3.5.2.2.
En la segunda parte se comparan los pesos y ratios de diversificacio´n para la ventana
completa segu´n la metodolog´ıa “incondicional” (aplicacio´n del reparto sobre Π˜ ) y segu´n
la metodolog´ıa propuesta en el apartado 7.3. Como en la primera parte del ejercicio,
se han considerado los niveles de cobertura 99,9 y 99,97, los me´todos de reparto VC y
ES y la dina´mica subyacente SUTSE.
7.5.2. Pesos del reparto condicional
La Figura 7.2 para el nivel de cobertura 99,9 y la Figura 7.3 para el 99,97 muestran,
estandarizadas y para cada unidad, las series de HR, los pesos condicionales de reparto
del VaR agregado, η˜, por el me´todo VC y los pesos condicionales por el me´todo ES. En
la Figura 7.4 se comparan todas las series juntas, sombrea´ndose adema´s los periodos
con peso v˜∗t > 0, es decir, los periodos considerados en el reparto del VaR agregado
“incondicional” bajo la metodolog´ıa propuesta.
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Figura 7.2: Pesos condicionales del reparto del VaR segu´n los me´todos de reparto VC
(Varianzas-Covarianzas) y ES (Expected Shortfall) para el nivel de cobertura 99,9. Las series
se presentan estandarizadas. La zona sombreada indica periodo de recesio´n segu´n el NBER.
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Figura 7.3: Pesos condicionales del reparto del VaR segu´n los me´todos de reparto VC
(Varianzas-Covarianzas) y ES (Expected Shortfall) para el nivel de cobertura 99,97. Las series
se presentan estandarizadas. La zona sombreada indica periodo de recesio´n segu´n el NBER.
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Figura 7.4: Pesos condicionales del reparto del VaR segu´n los me´todos de reparto VC
(Varianzas-Covarianzas) y ES (Expected Shortfall) para los niveles de cobertura 99,9 y 99,97.
La zona sombreada indica periodo con peso IS agregado en la dimensio´n temporal positivo,
v˜∗t > 0.
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En ambos niveles de cobertura y me´todos de reparto se aprecia un comportamiento
diferencial entre dos grupos de unidades.
Por un lado, el formado por Hipotecas, Empresas, Resto y Lease, en el que los pesos
condicionales presentan un comportamiento fuertemente similar a la propia serie de HR,
lo que conlleva un comportamiento c´ıclico. Por otro lado, el formado por Tarjetas y
Consumo, para las que se observa un comportamiento opuesto al de la serie de HR y
por ello antic´ıclico. Puesto que los pesos condicionales siempre tienen que sumar 1, la
disminucio´n de e´ste en una unidad implica su aumento en todas o parte de las restantes,
por lo que el efecto apreciado implica la divisio´n de la cartera en dos bloques, cuyo
peso condicional crece y decrece a costa, o en favor, del otro.
La explicacio´n a este efecto puede encontrarse en el hecho de que las seis series
de HR tienden a igualarse en los periodos recesivos, mientras que en los restantes
Tarjetas y Consumo presentan un nivel ma´s elevado. As´ı se observa en la Figura 7.5,
que compara, estandarizadas, la serie de HR medio de Hipotecas, Empresas, Resto y
Lease con dos ratios, el cociente de la serie de HR de Tarjetas entre la serie de HR
medio anterior y el mismo cociente para Consumo. En dicho gra´fico se evidencia como,
en te´rminos relativos, la diferencia de estas dos unidades con las restantes tiende a caer
en los periodos recesivos y tiende a aumentar en los periodos expansivos.
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Figura 7.5: HR medio de Hipotecas, Empresas, Resto y Lease y ratios de HR de Tarjetas y
Consumo entre dicho HR medio. Las series se presentan estandarizadas. La zona sombreada
indica periodo de recesio´n segu´n el NBER.
Este efecto se traslada a las varianzas de las distribuciones condicionales W jt , que
dependen positivamente del HR segu´n lo expuesto en el apartado 5.3. En consecuencia,
el peso de cada unidad en la varianza de la distribucio´n agregada W˜t tiende a igualarse y
con ello los pesos del reparto del capital a nivel condicional, puesto que tanto el capital
agregado, k˜t, como los individuales, k
j
t , dependen de forma positiva, todo lo dema´s
igual, de la varianza de sus correspondientes distribuciones, W˜t y W
j
t . El resultado
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final es un comportamiento c´ıclico en el primer grupo (Hipotecas, Empresas, Resto y
Lease), y antic´ıclico en el segundo (Tarjetas y Consumo).
Este comportamiento, no apuntado en trabajos previos, es relevante puesto que
muestra que la contribucio´n al VaR agregado condicional de las unidades que conforman
una cartera puede variar con el tiempo, presentando incluso comportamientos c´ıclicos
o antic´ıclicos. Es, por tanto, una informacio´n u´til para entidades y supervisores que,
obviamente, un marco esta´tico no puede suministrar.
7.5.3. Comparacio´n de metodolog´ıas de reparto
La Tabla 7.1 y la Tabla 7.2 recogen, respectivamente, los pesos y ratios de diver-
sificacio´n del reparto del capital agregado, k˜, para la metodolog´ıa “incondicional” y
la propuesta con base condicional. De los resultados obtenidos pueden destacarse dos
grandes aspectos. Por un lado, las diferencias en los pesos del reparto, y por ello en las
cifras de diversificacio´n, ya que el VaR agregado “incondicional” permanece fijo, entre
ambas enfoques de reparto, “incondicional” y propuesto, dada una unidad, un me´todo
subyacente (VC y ES) y un nivel de cobertura (99,9 y 99,97). Por otro lado, la mayor
semejanza, dada una unidad y nivel de cobertura, entre los pesos VC y ES bajo la
metodolog´ıa propuesta que bajo la estandar.
En lo que respecta a las diferencias en los pesos y ratios de diversicacio´n, bajo
la metodolog´ıa planteada (i) Tarjetas y Consumo obtienen un porcentaje del capital
agregado menor y mayor diversificacio´n, (ii) Empresas, Resto y Lease obtienen un
porcentaje del capital agregado mayor y menor diversificacio´n, y (iii) Hipotecas re-
cibe una porcio´n similar del capital agregado y en consecuencia conserva un ratio de
diversificacio´n parecido.
Unidad
rˆ99,9 rˆ
∗
99,9 rˆ99,97 rˆ
∗
99,97
VC ES VC ES VC ES VC ES
Hipotecas 0,1225 0,1229 0,1242 0,1173 0,1225 0,1180 0,1206 0,1152
Empresas 0,1713 0,1764 0,1768 0,1817 0,1713 0,1772 0,1788 0,1832
Tarjetas 0,3668 0,3099 0,3159 0,2897 0,3668 0,3061 0,3131 0,2840
Consumo 0,1325 0,1096 0,1025 0,0944 0,1325 0,1060 0,1016 0,0930
Resto 0,1319 0,2031 0,1997 0,2366 0,1319 0,2144 0,2041 0,2448
Lease 0,0750 0,0781 0,0809 0,0802 0,0750 0,0784 0,0818 0,0798
Tabla 7.1: Pesos del reparto del capital segu´n la metodolog´ıa “incondicional”, rˆ, y propuesta,
rˆ∗, para los niveles de cobertura 99,9 y 99,97 y para los me´todos de reparto VC (Varianzas-
Covarianzas) y ES (Expected Shortfall).
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Unidad
λ99,9 λ
∗
99,9 λ99,97 λ
∗
99,97
VC ES VC ES VC ES VC ES
Hipotecas 0,3730 0,3709 0,3649 0,3998 0,4065 0,4286 0,4147 0,4405
Empresas 0,1797 0,1550 0,1476 0,1240 0,2140 0,1868 0,1692 0,1491
Tarjetas 0,0443 0,1927 0,1787 0,2468 0,0518 0,2087 0,1857 0,2613
Consumo 0,1252 0,2767 0,3197 0,3736 0,1231 0,2988 0,3193 0,3772
Resto 0,4476 0,1495 0,1560 0,0002 0,4967 0,1821 0,2103 0,0526
Lease 0,3577 0,3307 0,3014 0,3070 0,4125 0,3860 0,3465 0,3627
Tabla 7.2: Ratios de diversificacio´n del reparto del capital segu´n la metodolog´ıa “incondi-
cional”, λ, y propuesta, λ∗, para los niveles de cobertura 99,9 y 99,97 y para los me´todos de
reparto VC (Varianzas-Covarianzas) y ES (Expected Shortfall).
Este comportamiento es consistente con el comportamiento antic´ıclico (Tarjetas y
Consumo) y c´ıclico (Hipotecas, Empresas, Resto y Lease) de los pesos condicionales du-
rante los periodos que forman la Gran Recesio´n, que son los u´nicos con peso ωt positivo
(o, equivalentemente, los u´nicos con peso IS agregado v˜∗t > 0). Es decir, el comporta-
miento de las series de HR, que tienen a igualarse en las recesiones, hace que durante
la Gran Recesio´n sus pesos condicionales se acerquen. Puesto que la metodolog´ıa de
reparto planteada considera, en este caso, exclusivamente el comportamiento de los
pesos condicionales en la Gran Recesio´n, se obtienen unos pesos de “ciclo econo´mico
completo” ma´s pro´ximos entre unidades bajo la metodolog´ıa propuesta que bajo la
“incondicional”. La consecuencia inmediata es un beneficio de la diversificacio´n ma´s
equilibrado.
De esta forma, una unidad cuya contribucio´n relativa al VaR agregado condicional
var´ıe a lo largo del tiempo de forma opuesta a la del resto de unidades de la cartera,
como es el caso de Tarjetas y Consumo, puede verse beneficiada bajo el esquema de
reparto propuesto. Lo determinante es, en resumen, el comportamiento en los peores
periodos de la ventana de ca´lculo.
Por su parte, que las dos metodolog´ıas de reparto condicional, VC y ES, arrojen
pesos ma´s pro´ximos en el enfoque propuesto que en el esta´ndar resulta consistente
con el hecho de que las distribuciones condicionales Wt =
(
W 1t , ...,W
N
t
)
presentan
una morfolog´ıa ma´s regular que las distribuciones para el conjunto de la ventana,
Π =
(
Π1, ...,ΠN
)
. Por ello, carecen de las caracter´ısticas (multimodalidad, elevada
curtosis, etc.) que pueden causar diferencias significativas entre ambos me´todos de
reparto a nivel condicional.
E´ste es un resultado relevante ya que evidencia la estabilidad del enfoque propuesto
ante cambios en el me´todo de reparto subyacente, cuya eleccio´n deja as´ı de ser cr´ıtica.
Este hecho (i) facilita la comunicacio´n de la cifra de capital diversificado y su integra-
cio´n en la gestio´n de la entidad, ya que se evitan recelos sobre la metodolog´ıa empleada
y su influencia en los resultados, y (ii) permite caracterizar las distribuciones con un
nu´mero de simulaciones menor, con el consiguiente ahorro de coste computacional.
De hecho, los pesos rˆ∗ obtenidos bajo la metodolog´ıa de reparto propuesta, tanto
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en VC como en ES, se aproximan a los que se obtienen bajo la metodolog´ıa esta´ndar,
rˆ, en el caso del reparto ES. Ello subraya la idoneidad del primero, puesto que logra un
reparto sensible al comportamiento en la cola au´n cuando se emplee como subyacente
una metodolog´ıa como VC, centrada en las varianzas y covarianzas de las distribuciones
de pe´rdida individuales2.
Finalmente, cabe sen˜alar que la eleccio´n de la ponderacio´n uniforme, ωt = 1/T , frente
a la ponderacio´n propuesta, ωt = v˜
∗
t , conduce a resultados completamente inadecuados,
con una diversificacio´n excesiva en algunas unidades y la violacio´n del principio de
reparto solidario3 en otras, como muestra la Tabla 7.3. Este hecho apoya la eleccio´n de
una ponderacio´n sensible a la influencia que cada periodo tiene en el VaR agregado,
η˜. Eso es lo que se logra, precisamente, con el uso como ponderacio´n de los pesos del
esquema IS agregado v˜∗ = (v˜∗1, ..., v˜
∗
T ).
Unidad
rˆ∗99,9 rˆ∗99,97 λ∗99,9 λ∗99,97
VC ES VC ES VC ES VC ES
Hipotecas 0,0205 0,0188 0,0204 0,0186 0,8951 0,9038 0,9010 0,9097
Empresas 0,1255 0,1319 0,1268 0,1338 0,3948 0,3638 0,4107 0,3782
Tarjetas 0,5586 0,5404 0,5571 0,5354 -0,4522 -0,4049 -0,4489 -0,3925
Consumo 0,1357 0,1282 0,1334 0,1255 0,1001 0,1495 0,1063 0,1596
Resto 0,0777 0,0922 0,0792 0,0961 0,6715 0,6104 0,6935 0,6282
Lease 0,0820 0,0884 0,0831 0,0906 0,2920 0,2361 0,3364 0,2762
Tabla 7.3: Pesos y ratios de diversificacio´n del reparto del capital segu´n la metodolog´ıa
propuesta con ponderacio´n uniforme, ωt = 1/T , para los niveles de cobertura 99,9 y 99,97 y
para los me´todos de reparto VC (Varianzas-Covarianzas) y ES (Expected Shortfall).
2 Como se apunta en el Ape´ndice B, el me´todo de reparto ES es, en general, ma´s sensible a la
contribucio´n de cada unidad a la cola de la distribucio´n agregada, una propiedad deseable en caso de
que dicha distribucio´n siga un comportamiento irregular.
3 Es decir, mayor capital diversificado que no diversificado, como se discute en el Ape´ndice B.
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Cap´ıtulo 8
Conclusiones
En este trabajo se ha estudiado la utilidad de las distribuciones condicionales de
probabilidad de incumplimiento como instrumento general con el que abordar el ana´lisis
y medicio´n del riesgo de incumplimiento. Se ha prestado especial atencio´n a su uso como
alternativa a las aproximaciones esta´ticas en la medicio´n incondicional, opuesta a la
condicional y cuya finalidad es la de recoger un comportamiento de largo plazo en vez
del condicionado a un escenario macroecono´mico dado o, en general, a un instante
determinado del ciclo econo´mico.
Este objetivo (i) profundiza en otros desarrollos precedentes que, con un alcance
ma´s limitado, tambie´n han tratado las distribuciones condicionales en el a´mbito del
riesgo de incumplimiento, como [132] y [161], y (ii) ha motivado la obtencio´n de resul-
tados anal´ıticos y emp´ıricos y la proposicio´n, discusio´n y comprobacio´n de soluciones
alternativas a cuestiones relevantes en el a´mbito del riesgo de incumplimiento.
Los resultados obtenidos permiten extraer las siguientes conclusiones:
1. La aproximacio´n dina´mica a la modelizacio´n de la distribucio´n de probabilidad
de incumplimiento, en la que se enmarcan las distribuciones condicionales, cuen-
ta con fundamentos ma´s so´lidos que los que sustentan la aproximacio´n esta´tica.
Las ventajas que suelen esgrimirse en favor de la segunda, como su sencillez o la
capacidad para representar comportamientos de largo plazo, resultan cuestiona-
bles: la primera puede conducir a resultados inadecuados y la segunda no es, en
realidad, exclusiva de esta aproximacio´n, puesto que ha sido posible abordar una
medicio´n incondicional desde una perspectiva dina´mica.
2. Las distribuciones condicionales enriquecen la medicio´n del riesgo de incumpli-
miento. Permiten obtener me´tricas que informan del comportamiento de la car-
tera a lo largo del tiempo, as´ı como me´tricas de “ciclo econo´mico completo”
alternativas a las que se derivan de la distribucio´n incondicional, incluso para
ventanas reducidas asociadas a entornos econo´micos concretos, como los de rece-
sio´n o expansio´n. Esta informacio´n no puede obtenerse en un marco esta´tico.
3. El ana´lisis del riesgo de incumplimiento a lo largo del eje temporal resulta esencial
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para comprender la respuesta de e´ste a la evolucio´n del ciclo econo´mico. Adema´s,
permite detectar comportamientos singulares y ayuda a explicar los resultados
obtenidos en la medicio´n incondicional.
4. Las distribuciones condicionales suponen una herramienta u´til en la modeliza-
cio´n del riesgo de incumplimiento. Ofrecen soluciones flexibles, intuitivas y bien
definidas.
5. La ventana temporal empleada en la calibracio´n de la distribucio´n incondicio-
nal influye significativamente en las me´tricas de riesgo (pe´rdida esperada, VaR,
capital y correlacio´n de activos) y en el grado de dependencia entre las unida-
des de riesgo (grupos homoge´neos de deudores) que contiene la cartera, tanto
a nivel individual como agregado. Variaciones en su longitud, homogeneidad y
composicio´n, en especial en la proporcio´n de periodos favorables y desfavorables,
pueden hacer aumentar o disminuir la pe´rdida esperada, el VaR, el capital o la
diversificacio´n, en ocasiones en direcciones opuestas.
6. En te´rminos emp´ıricos, el riesgo de incumplimiento presenta (i) un significativo
comportamiento c´ıclico que se acentu´a en las recesiones en relacio´n a la severi-
dad de e´stas, y (ii) cierto grado de heterogeneidad entre tipos de producto, con
comportamientos diferenciados en funcio´n del entorno econo´mico de referencia
y del tipo de medicio´n realizada, condicional o incondicional, diversificada o no
diversificada.
Estos puntos tienen una implicacio´n clara para la gestio´n del riesgo de incumplimiento:
las distribuciones condicionales y, en general, la aproximacio´n dina´mica, merecen un
protagonismo mayor en su proceso de ana´lisis y medicio´n. Pueden ser consideradas
por entidades y organismos supervisores para una amplia variedad de propo´sitos que
exceden su uso tradicional en el ana´lisis de escenarios o la prediccio´n. Por el contrario,
la aproximacio´n esta´tica y, en especial, la medicio´n incondicional sustentada en e´sta,
deben ser reconsideradas y aplicadas siempre con cautela. Ello incluye al propio modelo
regulatorio de distribucio´n de probabilidad de incumplimiento, principal exponente de
la aproximacio´n esta´tica.
La contribucio´n fundamental del trabajo consiste, por tanto, en evidenciar, anal´ıtica
y emp´ıricamente, el enorme potencial de las distribuciones condicionales en el trata-
miento del riesgo de incumplimiento siste´mico, es decir, el recogido en la distribucio´n
de probabilidad de incumplimiento estoca´stica. Ello supone una aportacio´n al propio
problema que constituye su medicio´n, a la revisio´n cr´ıtica surgida tras la Gran Re-
cesio´n y al debate metodolo´gico sobre las aproximaciones esta´tica y dina´mica. Dicha
contribucio´n integra los siguientes puntos.
1. Se han analizado las debilidades de la medicio´n incondicional en presencia de
comportamiento no estacionario de la tasa de impago, un aspecto no tratado en
otras revisiones cr´ıticas, como la de [43], incluyendo en dicho ana´lisis las impli-
caciones conceptuales y los problemas que pueden derivarse para la gestio´n del
riesgo de la entidad. Adema´s, se han revisado las mejoras que el enfoque dina´mico
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y, en particular, las distribuciones condicionales, introducen en respuesta a estas
debilidades.
2. Se ha propuesto un modelo de distribucio´n de probabilidad de incumplimiento
con el que se obtiene una medicio´n incondicional coherente con las debilidades
que surgen en caso de no estacionariedad de la tasa de impago. El modelo se
define como una mixtura uniforme de las distribuciones condicionales asociadas
a la ventana temporal considerada, lo que (i) permite obtener una medicio´n
incondicional condicionada a la evolucio´n de la tasa de impago observada en
dicha ventana, y (ii) supone una mejora respecto del marco no parame´trico, [28],
y el de cambio de re´gimen, [131]. Se han discutido los fundamentos del modelo,
incluida su consistencia en caso de que la tasa de impago s´ı sea estacionaria,
as´ı como las consideraciones pra´cticas asociadas a su uso y las ventajas que ofrece
respecto a la aproximacio´n esta´tica, entre las que se incluyen (i) ausencia de
hipo´tesis restrictivas sobre el comportamiento de largo plazo de la probabilidad
de incumplimiento, (ii) mayor versatilidad y cara´cter estructural, y (iii) clara
interpretacio´n econo´mica.
3. A partir de series pu´blicas norteamericanas de tasas de impago por tipo de pro-
ducto (hipotecas, pre´stamos a empresas, tarjetas de cre´dito, etc.) provenientes del
FDIC (Federal Deposit Insurance Corporation), se ha obtenido evidencia emp´ırica
sobre la sensibilidad de las me´tricas de riesgo al modelo de distribucio´n de proba-
bilidad de incumplimiento, en especial al tipo de aproximacio´n seguida (esta´tica
o dina´mica), a la ventana temporal que determina la medicio´n incondicional y a
la dina´mica que siguen las tasas de impago por unidad de riesgo. Los ejercicios
planteados han cubierto aspectos no tratados en otros ana´lisis emp´ıricos, como
los de [132] y [143], y han mostrado resultados relevantes. En particular, se ha
subrayado la flexibilidad del modelo de distribucio´n propuesto, las limitaciones
de la aproximacio´n esta´tica, el comportamiento dispar de las me´tricas de riesgo
ante la composicio´n de la ventana y la importancia de recoger adecuadamente el
comportamiento cointegrante de las tasas de impago en caso de existir e´ste.
4. Se ha llevado a cabo un ana´lisis condicional del riesgo de incumplimiento, centra-
do en las distribuciones condicionales de probabilidad de impago, sus me´tricas de
riesgo y la evolucio´n de e´stas a lo largo del tiempo en funcio´n del ciclo econo´mi-
co. Dicho ana´lisis, sustentado en un estudio anal´ıtico y completado con ejercicios
emp´ıricos, ha permitido entender mejor, respecto a otros ana´lisis sobre la evolu-
cio´n c´ıclica del riesgo de incumplimiento, como el de [106], co´mo var´ıan dichas
me´tricas, por que´ lo hacen y que´ consecuencias se derivan de ello para la gestio´n
del riesgo de la entidad.
5. Se ha estudiado, desde la perspectiva de las distribuciones condicionales, el pro-
blema de la determinacio´n del nivel de cobertura incondicional que deben pro-
porcionar los recursos propios de la entidad. Se ha propuesto una metodolog´ıa en
la que los accionistas determinan el nivel de cobertura condicional que desean en
cada periodo y en la que se obtienen, de forma adicional, los niveles de cobertura
condicional finalmente esperados dada una cifra de recursos propios. La defini-
cio´n de ambos conceptos, niveles de cobertura condicional esperados y deseados,
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ha permitido abordar, a diferencia del planteamiento seguido en [133], dos cues-
tiones: (i) explicar la relacio´n entre la solvencia incondicional y la condicional,
y (ii) entender por que´, pese a contar con una cobertura incondicional elevada,
una entidad puede ver cuestionada su solvencia en un escenario adverso.
6. Se han definido dos algoritmos de simulacio´n eficiente del modelo propuesto de
distribucio´n de probabilidad de incumplimiento. Ambos se sustentan en la te´cnica
de reduccio´n de la varianza importance sampling y consisten en modificar la
mixtura uniforme por una no uniforme en la que las distribuciones condicionales
que generan valores ma´s altos reciben un peso relativo mayor. Se ha establecido
su calibracio´n o´ptima y se han discutido sus propiedades y ventajas respecto a
otros desarrollos, como los de [76] y [125], entre las que destacan la sencillez de
su implementacio´n y la significativa mejora en la eficiencia de la estimacio´n del
VaR respecto a la simulacio´n de Monte Carlo esta´ndar.
7. Se ha propuesto una metodolog´ıa de reparto del capital agregado incondicional
de la cartera entre las unidades de riesgo que la forman. La principal caracter´ısti-
ca de esta metodolog´ıa es la de sustentarse en los repartos a nivel condicional,
obtenidos mediante algu´n me´todo de reparto esta´ndar que actu´a como subyacen-
te. Este enfoque supone una ruptura con los planteamientos existentes, como los
presentados en [153]. Los repartos condicionales se integran mediante una expre-
sio´n lineal que, haciendo uso de los esquemas de simulacio´n eficiente propuestos
previamente, prepondera los periodos vinculados a la determinacio´n del capital
agregado. Se ha establecido la consistencia del reparto as´ı definido y se han efec-
tuado ejercicios emp´ıricos que han mostrado sus buenas propiedades, incluida la
robustez ante cambios en el me´todo de reparto subyacente.
El potencial demostrado por las distribuciones condicionales sugiere profundizar en
las cuestiones tratadas en este trabajo y explorar otras nuevas.
En lo que respecta a las cuestiones abordadas, cabe destacar las siguientes acciones:
1. Extender el enfoque propuesto para la distribucio´n de probabilidad de incumpli-
miento incondicional, mixtura uniforme de distribuciones condicionales, a otros
a´mbitos del riesgo de cre´dito, entre los cabe destacar (i) la exposicio´n al riesgo y
la tasa de no recuperacio´n estoca´sticas, exploradas en [10] y [142], (ii) el marco de
migracio´n, con la consideracio´n de distribuciones condicionales de migracio´n por
nivel de calificacio´n, (iii) los modelos de contagio, donde ser´ıa relevante plantear
mecanismos con los que propagar el contagio a lo largo del horizonte de ca´lculo,
y (iv) la modelizacio´n conjunta de varios riesgos, abordada por [12], en cuyo caso
la dependencia entre los mismos, tradicionalmente tratada a trave´s de co´pulas,
podr´ıa definirse a nivel condicional.
2. Profundizar en el ana´lisis de la influencia que la ventana temporal tiene en la
medicio´n incondicionales, aprovechando para ello la teor´ıa de mixturas finitas y
los resultados anal´ıticos obtenidos sobre el comportamiento de las distribuciones
condicionales. Se tratar´ıa de explorar la derivada topolo´gica de las me´tricas de
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riesgo incondicionales respecto al conjunto de distribuciones condicionales que
compone la mixtura uniforme.
3. Afinar algunos de los desarrollos planteados. Por ejemplo, mediante (i) la defini-
cio´n de criterios de optimizacio´n multiobjetivo que permitan obtener esquemas
de simulacio´n eficiente para varios niveles de cobertura al mismo tiempo, (ii) el
planteamiento de una metodolog´ıa que permita relacionar los escenarios condicio-
nantes observados por la entidad y los observados por la agencia de calificacio´n de
referencia, y (iii) el ana´lisis de las aplicaciones que puede ofrecer la informacio´n
que se obtiene de los esquemas de simulacio´n eficiente en los ejercicios de stress
test.
4. Realizar nuevos estudios emp´ıricos que complementen la evidencia obtenida para
el mercado norteamericano. Pueden plantearse ejercicios sobre series reales de
tasa de impago por l´ıneas de negocio para otros pa´ıses, como las empleadas para
Alemania en [140] o a nivel agregado para varios pa´ıses, como en el ejercicio
presentado en [132]. Adema´s, dado que pueden emplearse series agregadas de
muchos pa´ıses, este ejercicio podr´ıa ofrecer resultados de intere´s para el ana´lisis
del riesgo siste´mico.
Sobre las nuevas l´ıneas de investigacio´n, resulta de intere´s abordar las siguientes:
1. Estudiar el problema de la segmentacio´n de la cartera en unidades de riesgo,
cuyo nu´mero y definicio´n, as´ı como las reglas de asignacio´n de los deudores a
e´stas, pueden tener un impacto significativo en las me´tricas de riesgo y en otras
aplicaciones del modelo de pe´rdida. La segmentacio´n permite, incluso, cierto ar-
bitraje en la cifra de capital, como apunta [32]. [82] estudia el problema desde la
aproximacio´n esta´tica, que, no obstante, no ha sido tratado au´n en te´rminos de
la aproximacio´n dina´mica.
2. Comprender los determinantes de la estabilidad de solvencia condicional, es decir,
las razones que pueden llevar a una entidad a disfrutar de una menor variabilidad
en sus niveles de cobertura condicional que otra entidad que cuente con su mis-
mo nivel de cobertura incondicional. Entender este feno´meno permitir´ıa disen˜ar
pol´ıticas dentro de la entidad destinadas a incrementar dicha estabilidad.
3. Estudiar y plantear soluciones al comportamiento en espiral que se puede pro-
ducir cuando el mercado cuestiona la solvencia de una entidad por su cobertura
condicional en un periodo de stress, pese a que su cobertura incondicional sea ele-
vada, lo que puede dificultar la recapitalizacio´n de la entidad y con ello sembrar
mayores dudas acerca de su solvencia en el corto plazo.
4. Considerar la viabilidad de un sistema de recursos propios variables en el tiempo
que se sustente, en vez de en el capital incondicional, en las cifras de capital
condicional. Para ello, ser´ıa necesario mitigar el coste de ajustar la estructura
de capital perio´dicamente, lo que podr´ıa lograse mediante la consideracio´n de un
fondo de reserva, buffer, antic´ıclico.
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5. Analizar el feno´meno de la diversificacio´n (el ahorro de capital que se produce al
repartir la exposicio´n crediticia total entre distintos productos, sectores de acti-
vidad o a´reas geogra´ficas) desde una perspectiva siste´mica. Es decir, analizar el
efecto para el agregado del sistema de las pol´ıticas que siguen las entidades con el
objetivo de incrementar su diversificacio´n, as´ı como las interacciones entre dichas
pol´ıticas, asumiendo que los productos, sectores de actividad o zonas geogra´ficas
sobre las que actu´an son comunes para todo el sistema financiero.
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Ape´ndice A
Tratamiento del riesgo espec´ıfico
A.1. Introduccio´n
En este Ape´ndice se revisan brevemente dos metodolog´ıas existentes para abordar
el riesgo espec´ıfico en la distribucio´n de pe´rdidas, la Aproximacio´n Normal y la Aproxi-
macio´n Mixta. Ambas se presentan desde la perspectiva de la simulacio´n Monte Carlo
del riesgo espec´ıfico a nivel unidad, si bien pueden emplearse tambie´n para obtener
soluciones anal´ıticas, en l´ınea con las aproximaciones citadas en el apartado 2.3.3. En
un plano ma´s general, [119], [91] y [75] discuten distintos aspectos del riesgo espec´ıfico
y su papel en el proceso de ca´lculo.
El objetivo es simular un valor de la variable:
Lpd = L/ [F = pd] =
M∑
i=1
I i,pdei =
M∑
i=1
Beri (pd) ei (A.1)
donde pd es una realizacio´n de F y por tanto todas las variables indicadoras de incum-
plimiento, I i,pd = Beri (pd), son independientes.
Como se expuso en el apartado 2.3.3, la aproximacio´n ba´sica para simular un valor
de Lpd consiste en generar M variables independientes Bernoulli de para´metro pd,
multiplicar cada una de ellas por la correspondiente exposicio´n efectiva, ei, y sumar el
resultado obtenido para cada deudor a lo largo del ı´ndice i. Puesto que este proceso
debe repetirse para cada realizacio´n de F , el coste computacional de la simulacio´n total
se eleva considerablemente, dificultando por ello el ca´lculo de las me´tricas de riesgo.
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A.2. Aproximacio´n Normal
La Aproximacio´n Normal se sustenta en la versio´n generalizada del Teorema Cen-
tral del L´ımite, segu´n la cual la suma de variables aleatorias independientes tambie´n
converge a una Normal au´n cuando dichas variables no sean ide´nticamente distribuidas.
El Teorema de Berry-Esseen y sus extensiones1 definen esta generalizacio´n y ofrecen
adema´s una cota de convergencia.
La aproximacio´n consiste en ajustar una distribucio´n Normal a Lpd, Lˆpd, y simular
valores de pe´rdida a trave´s de ella en vez de simular valores de la propia Lpd. Ello
permite reducir la simulacio´n condicional a la generacio´n de un u´nico valor, el de la
distribucio´n Normal ajustada, Lˆpd, en vez de M , uno por cada variable Beri (pd).
El ajuste de la distribucio´n Normal Lˆpd es inmediato a partir de los momentos de
Lpd:
E
[
Lpd
]
= pd
M∑
i=1
ei (A.2)
V
[
Lpd
]
= pd (1− pd)
M∑
i=1
(ei)
2
(A.3)
Este me´todo es sencillo de implementar y ofrece una significativa reduccio´n del coste
computacional. No obstante, la calidad de la aproximacio´n no siempre es satisfactoria.
Por un lado, M puede ser insuficientemente alto au´n cuando la exposicio´n efectiva sea
igual para todos los deudores. Por otro, la uniformidad en las exposiciones efectivas no
es el caso general, por lo que habitualmente la concentracio´n nominal distorsionara´ la
distribucio´n Lpd y la alejara´ de la normalidad au´n cuando M sea elevado.
Ello conduce a que, en te´rminos pra´cticos, el uso de la Aproximacio´n Normal se
restrinja a aquellas unidades en las que se combine un valor de M grande y un nivel
de concentracio´n reducido2. Es decir, la Aproximacio´n Normal resulta adecuada so´lo
en unidades ligeramente alejadas de la infinita granularidad.
Por u´ltimo, cabe sen˜alar que en algunos trabajos, sobre todo para valores de M
pequen˜os y valores de exposicio´n efectiva similares, la distribucio´n que se emplea como
aproximacio´n es la Poisson3 en vez de la Normal. En tal caso el planteamiento es
el mismo que el expuesto en este apartado, en el sentido de sustituir Lpd por otra
distribucio´n alternativa, Lˆpd, en esta ocasio´n Poisson, con el fin de reducir la carga
computacional de la simulacio´n.
1 Ve´ase [69] para una revisio´n de estos desarrollos y su aplicacio´n al ca´lculo de la pe´rdida por riesgo
de incumplimiento.
2 El ı´ndice de Herfindahl–Hirschman (HHI index, [119]) se emplea en la pra´ctica como medida de
concentracio´n nominal.
3 Es el caso de CreditRisk+. [160] ofrece una discusio´n general sobre la bondad de ajuste, el proceso
de simulacio´n y las ventajas anal´ıticas de la distribucio´n de Poisson en el marco de independencia
condicional.
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A.3. Aproximacio´n Mixta
La Aproximacio´n Mixta supone una modificacio´n de la Aproximacio´n Normal para
paliar su imprecisio´n en el caso de concentracio´n nominal4. El me´todo se sustenta en
la idea de que, en la pra´ctica, la concentracio´n nominal suele provenir de un nu´mero
reducido de deudores tales que, de eliminarse de la unidad, permitir´ıan emplear una
aproximacio´n Normal.
La idea anterior da lugar a la divisio´n de los M deudores de la unidad en dos grupos,
M1 y M2, de M1 y M2 deudores, con M = M1 + M2. Se asume que M1 agrupa a
aquellos deudores con mayor exposicio´n efectiva en te´rminos relativos, mientras que
en M2 quedan los restantes deudores de la unidad, para los que se asume suficiente
granularidad, de forma que admiten una Aproximacio´n Normal.
Se definen entonces Lpd,1 y Lpd,2 como:
Lpd,1 =
∑
i∈M1
Beri (pd) ei
Lpd,2 =
∑
i∈M2
Beri (pd) ei
(A.4)
donde Lpd = Lpd,1 + Lpd,2.
Puesto que Lpd,1 y Lpd,2 son independientes, es posible simular un valor de Lpd como
la suma de un valor simulado de Lpd,1 y otro de Lpd,2, generados por separado. De esta
forma, la Aproximacio´n Mixta consiste en:
1. Determinar los grupos de deudores M1 y M2, con M1 y M2 deudores respecti-
vamente.
2. Simular M1 variables de incumplimiento para obtener un valor de Lpd,1, lpd,1.
3. Simular un valor de la Aproximacio´n Normal Lˆpd,2 para obtener un valor corres-
pondiente a Lpd,2, lpd,2.
4. Finalmente, obtener un valor de Lpd como suma de los dos valores simulados
anteriores, lpd = lpd,1 + lpd,2.
Esta aproximacio´n permite reducir el nu´mero de simulaciones necesarias para obtener
un valor de Lpd de M a M1+1. Obviamente, cuanto menor es el grupo formado por los
deudores que originan la concentracio´n, mayor es el ahorro en coste computacional. El
problema radica entonces en seleccionar el grupo de deudores que formaM1 sin incurrir
4 [62] propone esta aproximacio´n bajo la denominacio´n de semi-asumptotic approach. En dicho
trabajo se presenta en el contexto de una solucio´n anal´ıtica al VaR, lo que supone una visio´n comple-
mentaria a la expuesta en este Ape´ndice en te´rminos de simulacio´n del riesgo espec´ıfico. [119] ofrece
un ana´lisis comparativo con otros enfoques anal´ıticos.
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en un coste de ana´lisis mayor que el que se desea reducir. Esta seleccio´n supone un
compromiso entre precisio´n, alto M1, y ahorro de coste computacional, bajo M1.
La Aproximacio´n Mixta supone una mejora con respecto a la Aproximacio´n Nor-
mal y resulta u´til en aquellas unidades donde la concentracio´n proviene de deudores
fa´cilmente identificables. No obstante, requiere la implementacio´n de un me´todo de
seleccio´n apropiado y, en el caso en que el grupoM1 deba contar con muchos deudores
para lograr normalidad en Lpd,2, su eficacia se ve reducida notablemente.
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Ape´ndice B
Metodolog´ıas de reparto del capital
B.1. Introduccio´n
El reparto del capital ha generado un gran intere´s en la literatura. [22], [47] y
[51], entre otros, ofrecen una visio´n general del problema, su relacio´n con el ca´lculo
de las cifras de capital no diversificadas y algunos ejercicios emp´ıricos, mientras que
[87] discute la relacio´n entre los capitales individual, diversificado e incremental1, [150]
plantea el problema en te´rminos de asignacio´n o´ptima y [49] lo formula desde la teor´ıa
de juegos. Otros muchos trabajos aplicados presentan ejercicios emp´ıricos sobre carteras
sinte´ticas o discuten la integracio´n en la gestio´n de las me´tricas de riesgo diversificadas.
En este Ape´ndice se revisan brevemente los fundamentos del proceso, incluidas dos
metodolog´ıas de reparto empleadas frecuentemente.
B.2. Fundamentos del proceso de reparto del capi-
tal
El objetivo del reparto de capital es obtener para cada unidad de riesgo de la
cartera una cifra de capital diversificado, kd,j. Dicha me´trica complementa al capital
individual, k, que tambie´n es una medida de riesgo propia de la unidad pero que no
recoge el efecto diversificacio´n que se origina al considerar una medicio´n del riesgo
1 El capital incremental de una unidad de riesgo viene dado por la diferencia entre el capital
agregado de toda la cartera y el capital agregado de toda la cartera tras excluir dicha unidad de la
misma.
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conjunta para el vector2 L =
(
L1, ..., LN
)
. Es decir, el hecho de que3:
k˜ = η˜ − µ˜ <
N∑
j=1
kj =
N∑
j=1
ηj − µj (B.1)
Puesto que la pe´rdida esperada es lineal:
µ˜ =
N∑
j=1
µj (B.2)
el efecto diversificacio´n se origina en el VaR:
η˜ <
N∑
j=1
ηj (B.3)
El VaR diversificado, ηd,j, j = 1, ..., N , cumple entonces:
η˜ =
N∑
j=1
ηd,j (B.4)
Es decir, el VaR diversificado es una cifra de VaR individual cuya suma a lo largo de
todas las unidades de la cartera es igual al VaR agregado.
El reparto del VaR agregado se representa entonces como un vector r =
(
r1, ..., rN
)
,
con rj = ηd,j/η˜ y
∑N
j=1 r
j = 1. Esto induce un esquema de pesos para el reparto del
capital agregado dado por rˆ =
(
rˆ1, ..., rˆN
)
, siendo:
rˆj =
rj η˜ − µj
kj
(B.5)
con kd,j = rˆjk el capital diversificado de la unidad j.
Cabe sen˜alar que, a diferencia de µj, ηj y kj, kd,j no depende exclusivamente de Lj,
sino de todo el vector de distribuciones de pe´rdida marginales L =
(
L1, ..., LN
)
.
Para la medicio´n del beneficio de la diversificacio´n se emplea el denominado ratio
2 La discusio´n puede generalizarse a cualquier grupo de unidades subsumido en la cartera, sin
necesidad de que sea el total. No obstante, por simplicidad, la exposicio´n se plantea en te´rminos
totales: asignacio´n del capital agregado de toda la cartera entre las unidades que la forman.
3 Como se apunto´ en el apartado 2.2, el VaR no es una medida de riesgo coherente precisamente
porque este principio no se cumple siempre. No obstante, y dado que s´ı se verifica emp´ıricamente en
la pra´ctica, a lo largo de este Ape´ndice se asume una cartera que cumple la ecuacio´n (B.1). En todo
caso, esta hipo´tesis no es imprescindible para poder repartir el capital agregado entre las unidades de
riesgo.
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de diversificacio´n, que viene dado, para cada unidad, por4:
λj = 1− k
d,j
kj
(B.6)
siendo λ =
(
λ1, ..., λN
)
el vector de ratios de diversificacio´n. El ratio de diversificacio´n
agregado viene dado por:
λ˜ = 1− k˜
N∑
j=1
kj
(B.7)
Cuanto mayor es el ratio de diversificacio´n mayor es el ahorro de capital que obtiene la
unidad/cartera gracias al efecto diversificacio´n. La Figura B.1 esquematiza el proceso.
µ = µA + µB Ƞ
Ƞ d,A = Ƞ rA
Agregada (A+B)
~ ~
~
Ƞ d,B = Ƞ rB
~
µA Ƞ AȠ d,A µB Ƞ BȠ d,B
kd,A
kA
kd,B
kB
λA = 1 – kd,A/ kA λB = 1 – kd,B/ kB
Unidad A Unidad B
Figura B.1: Diagrama del proceso de reparto del capital.
De lo anterior se deduce que (i) rˆ determina λ, y (ii) dada la linealidad de la
pe´rdida esperada, r determina rˆ y las metodolog´ıas de reparto del capital agregado, k˜,
lo son de hecho del VaR agregado, η˜.
La eleccio´n de un me´todo de reparto del VaR agregado conlleva cierto grado de
arbitrariedad. Ello ha motivado la aparicio´n en la literatura de “criterios de admisibili-
dad” similares a los propuestos para determinar las medidas de riesgo coherentes. [49]
y [102] discuten y proponen propiedades deseables, que segu´n muestra [153] pueden
resumirse en dos:
• Asignacio´n completa del capital, segu´n la cual debe cumplirse que:
4 En algunos trabajos el ratio de diversificacio´n se expresa, de forma equivalente, como λj = k
d,j
/kj.
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k˜ =
N∑
j=1
kd,j (B.8)
• Beneficio solidario de la diversificacio´n, segu´n la cual debe cumplirse que:
kd,j < kj (B.9)
La condicio´n (C.8) formaliza la propia definicio´n y la (C.9) exige que todas las
unidades tengan un ratio de diversificacio´n mayor que 0. Como sen˜ala [153], so´lo el
denominado me´todo de Euler cumple con ambas condiciones. Este me´todo parte del
hecho de que el VaR es una funcio´n homoge´nea de grado 1 con respecto a la exposicio´n
efectiva agregada, Ej =
∑Mj
i=1 e
ij, de cada unidad de riesgo. Esto es, η˜ = η˜
(
E1, ..., EN
)
,
y se cumple que:
η˜
(
xE1, ..., xEj, ..., xEN
)
= xη˜
(
E1, ..., Ej, ..., EN
)
(B.10)
con x ∈ R+. Por ello, se cumple el Teorema de Euler para funciones homoge´neas:
η˜
(
E1, ..., EN
)
=
∂η˜
(
E1, ..., EN
)
∂E1
E1 + ...+
∂η˜
(
E1, ..., EN
)
∂EN
EN (B.11)
de forma que:
ηd,j =
∂η˜
(
E1, ..., EN
)
∂Ej
Ej (B.12)
Pese a su respaldo teo´rico, esta metodolog´ıa de reparto cuenta con dos inconvenientes.
Por un lado, exige el ca´lculo de N derivadas, lo que complica su implementacio´n. Por
otro, en el caso de que L sea una variable aleatoria discreta, como en el modelo de
pe´rdida considerado en este trabajo, η˜ = η˜
(
E1, ..., EN
)
no es una funcio´n continua en
todo punto.
Algunos trabajos han intentado mitigar estas debilidades. As´ı, por ejemplo, [153]
plantea te´cnicas de regularizacio´n con el fin de calcular las derivadas de η˜
(
E1, ..., EN
)
en todo punto. No obstante, la alternativa preponderante al reparto de Euler consiste
en tomar como VaR diversificado el dado por:
ηd,j = E
[
Lj/L˜ = η˜
]
(B.13)
cumplie´ndose que:
N∑
j=1
ηd,j =
N∑
j=1
E
[
Lj/L˜ = η˜
]
= E
[
N∑
j=1
Lj/L˜ = η˜
]
= E
[
L˜/L˜ = η˜
]
= η˜
(B.14)
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Esta formulacio´n cuenta con algunas ventajas deseables: (i) puede definirse para cual-
quier distribucio´n multivariante L =
(
L1, ..., LN
)
, con L˜ =
∑N
j=1 L
j, (ii) resulta intui-
tiva, y (iii) como sen˜ala [153], equivale al me´todo de Euler en el caso de normalidad
multivariante del vector L.
Sin embargo, la expresio´n (B.13) no admite, en general, una solucio´n anal´ıtica senci-
lla y su estimacio´n por simulacio´n Monte Carlo puede conllevar un coste computacional
muy elevado para ser precisa5. Ello ha motivado la aparicio´n en la literatura de diver-
sas aproximaciones que modifican la expresio´n (B.13) o an˜aden hipo´tesis adicionales
para facilitar su ca´lculo, entre las que se encuentran el me´todo de reparto por Varian-
zas – Covarianzas (VC) y el me´todo de reparto por Expected Shortfall (ES), ambos
empleados en los ejercicios emp´ıricos del apartado 7.5. [72] repasa otras alternativas.
Cabe sen˜alar, como muestra [163], que las entidades emplean el capital diversificado en
pol´ıticas internas sensibles, como la retributiva, por lo que tambie´n consideran criterios
de estabilidad, sencillez e intuitividad en el disen˜o de sus metodolog´ıas de reparto.
B.3. Me´todo de reparto por Varianzas – Covarian-
zas
El me´todo de reparto por Varianzas – Covarianzas (VC) parte de una aproximacio´n
lineal de la forma Lj = aj +bjL˜+εj, con ε =
(
ε1, ..., εN
)
distribuido segu´n una Normal
multivariante con vector de medias 0 = (0, ..., 0). Por tanto, E
[
Lj/L˜ = η˜
]
= aj + bj η˜
y sustituyendo aj y bj por sus estimadores MCO,
aˆj = µj −
Cov
[
Lj, L˜
]
V
[
L˜
] µ˜ (B.15)
y
bˆj =
Cov
[
Lj, L˜
]
V
[
L˜
] (B.16)
5 Puesto que ser´ıa necesario obtener una muestra de valores estimados de VaR agregado, cada uno
de ellos requiriendo su propia simulacio´n Monte Carlo.
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se obtiene que:
ηd,j = µj −
Cov
[
Lj, L˜
]
V
[
L˜
] µ˜+ Cov
[
Lj, L˜
]
V
[
L˜
] η˜
= µj +
Cov
[
Lj, L˜
]
V
[
L˜
] (η˜ − µ˜)
= µj +
Cov
[
Lj, L˜
]
V
[
L˜
] k˜
(B.17)
de donde:
kd,j =
Cov
[
Lj, L˜
]
V
[
L˜
] k˜ (B.18)
y en consecuencia:
rˆj =
Cov
[
Lj, L˜
]
V
[
L˜
] (B.19)
Esta metodolog´ıa es exacta cuando L =
(
L1, ..., LN
)
es Normal multivariante, si bien
es aplicable sobre cualquier otra distribucio´n con momentos de segundo orden finitos.
En tal caso, pueden obtenerse repartos inadecuados si L o L˜ se alejan de la regularidad.
Una extensio´n en la que se incluyen te´rminos cuadra´ticos en el modelo lineal puede
encontrarse en [153].
B.4. Me´todo de reparto por Expected Shortfall
El me´todo de reparto por Expected Shortfall (ES) parte de la generalizacio´n de la
definicio´n de ηd,j, ηd,j = E
[
Lj/L˜ = η˜
]
, para un conjunto Γ cualquiera contenido en el
soporte de L˜, Γ ⊂ SL˜ ⊂ R+, de manera que ηd,jΓ se define como:
ηd,jΓ = η˜
E
[
Lj/L˜ ∈ Γ
]
E
[
L˜/L˜ ∈ Γ
] (B.20)
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Lo que supone tomar E
[
Lj/L˜ ∈ Γ
]
en vez de E
[
Lj/L˜ = η˜
]
y normalizar la expresio´n
para cumplir la primera condicio´n de admisibilidad, puesto que:
N∑
j=1
ηd,jΓ =
N∑
j=1
η˜
E
[
Lj/L˜ ∈ Γ
]
E
[
L˜/L˜ ∈ Γ
]
=
η˜
E
[
L˜/L˜ ∈ Γ
] N∑
j=1
E
[
Lj/L˜ ∈ Γ
]
=
η˜
E
[
L˜/L˜ ∈ Γ
]E [ N∑
j=1
Lj
/
L˜ ∈ Γ
]
= η˜
E
[
L˜/L˜ ∈ Γ
]
E
[
L˜/L˜ ∈ Γ
]
= η˜
(B.21)
De esta forma, los pesos del reparto del VaR vienen dados por
rj =
E
[
Lj/L˜ ∈ Γ
]
E
[
L˜/L˜ ∈ Γ
] (B.22)
y la definicio´n (B.13) es entonces un caso particular de e´sta cuando Γ = {η}.
El me´todo ES supone considerar Γ =
{
l ∈ SL˜/l > η˜
}
, por lo que6:
rj =
E
[
Lj/L˜ > η˜
]
E
[
L˜/L˜ > η˜
] (B.23)
La expresio´n anterior no es compleja de estimar a partir de una muestra de L =(
L1, ..., LN
)
, si bien puede ser necesario un taman˜o elevado para lograr una estimacio´n
robusta, dado que se trata de una media de valores en la cola de la distribucio´n. La
extensio´n natural del reparto ES es el reparto bajo medidas espectrales, propuestas por
[1], en las que se considera una media ponderada, en vez de simple, de los valores que
exceden el percentil de intere´s.
6 Como se sen˜alo´ en el apartado 2.2, el ES se puede calcular para un percentil ηv cualquiera, con v
no necesariamente igual a u, si bien tomar v = u resulta la opcio´n natural. Esta eleccio´n es tambie´n
la empleada en los ejercicios emp´ıricos del apartado 7.5.
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Ape´ndice C
Herramientas estad´ısticas
C.1. Introduccio´n
En este Ape´ndice se revisan tres herramientas estad´ısticas avanzadas consideradas
en los cap´ıtulos precedentes: el modelo de funcio´n ı´ndice, el modelo factorial dina´mico
y la te´cnica de reduccio´n de la varianza Importance Sampling. En los tres casos la
discusio´n se cin˜e a las consideraciones de intere´s para este trabajo.
C.2. Modelo de funcio´n ı´ndice
El modelo de funcio´n ı´ndice se enmarca en la modelizacio´n de feno´menos represen-
tados por variables cualitativas, qualitative response models, tratados, por ejemplo, en
[7], y parte de la consideracio´n de un evento dicoto´mico estoca´stico en el periodo t,
It ∈ {1, 0}, y un conjunto de M copias del mismo, I1t , ..., IMt , de forma que la tasa de
acierto en el periodo, la esperanza de las variables I it , se expresa como funcio´n de un
grupo de variables exo´genas.
La interpretacio´n del modelo depende de cada contexto, pero, en general, supone
vincular cada evento dicoto´mico a un individuo, de forma que la tasa de acierto repre-
senta la incidencia del evento en la poblacio´n. Dicha incidencia se ve afectada por las
variables explicativas empleadas en el modelo.
Formalmente, se asume que:
I it =
{
1 si eit − µt < 0
0 si eit − µt ≥ 0
(C.1)
donde µt ∈ R y las variables eit tienen media 0, son mutua y serialmente independientes
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e ide´nticamente distribuidas con funcio´n de distribucio´n Normal esta´ndar, por lo que:
P
(
I i = 1
)
= P
(
eit − µt < 0
)
= P
(
eit < µt
)
= N (µt) (C.2)
siendo N (·) es la funcio´n de distribucio´n de la Normal esta´ndar, lo que da lugar a una
funcio´n ı´ndice, o funcio´n de enlace, probit1.
Por la independencia de las variables eit, las variables I
i son independientes dado
µt y la tasa de acierto en las M copias, ht, viene dada por:
ht = N (µt) + at (C.3)
Donde at es el error de realizacio´n, para el que se cumple que:
E [at] = 0
V [at] =
N (µt) (1−N (µt))
M
(C.4)
at converge, cuando M →∞, en distribucio´n a la Normal, por el Teorema Central del
L´ımite, y en probabilidad a la variable degenerada 0, por el decaimiento de la varianza,
esto es:
at
D→ N (0, V [at])
at
P→ 0
(C.5)
Propiedades similares se pueden derivar para ht:
E [ht] = N (µt)
V [ht] =
N (µt) (1−N (µt))
M
(C.6)
con:
ht
D→ N (N (µt) , V [at])
ht
P→ N (µt)
(C.7)
Cuando M es suficientemente grande, N−1 (ht) puede aproximarse por un polinomio
de Taylor de primer orden en el entorno de at = 0, de forma que:
xt = N
−1 (ht) = N−1 (N (µt) + at) ≈ µt + at
n (µt)
(C.8)
siendo n (·) es la funcio´n de densidad de la Normal esta´ndar.
La expresio´n (C.8) permite establecer un modelo de regresio´n lineal para la tasa de
acierto. Si µt se expresa en te´rminos de K variables explicativas y un te´rmino de error,
1 Otro caso de intere´s, con un desarrollo equivalente al aqu´ı presentado para el caso probit, se da
cuando eit sigue una distribucio´n log´ıstica, en cuyo caso se obtiene la funcio´n ı´ndice log´ıstica.
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µt = β
0 + β1z1t + ... + β
KzKt + ut, entonces puede plantearse el siguiente modelo para
xt:
xt = β
0 + β1z1t + ...+ β
KzKt + ut +
at
n (β0 + β1z1t + ...+ β
KzKt + ut)
(C.9)
donde xt = N
−1 (ht) y z1t , ..., z
K
t son series observadas. Esta expresio´n, fuertemente no
lineal, puede simplificarse2 para obtener:
xt = β
0 + β1z1t + ...+ β
KzKt + ut + a
∗
t (C.10)
siendo a∗t un te´rmino de error de media 0 y varianza aproximada:
V [a∗t ] ≈ V [ut] +
N (ht) (1−N (ht))
Mn (N−1 (ht))
2 (C.11)
Esta expresio´n indica que el te´rmino de error puede dividirse en un componente siste´mi-
co, comu´n a todos los individuos de la poblacio´n, y otro idiosincra´sico, proveniente del
error de realizacio´n y que desaparece al incrementar M . Si ut tiene varianza constante,
la u´nica fuente de heterocedasticidad es el error de realizacio´n a∗t .
De esta forma, el modelo para la tasa de acierto, ht, queda:
xt = β
0 + β1z1t + ...+ β
KzKt + vt
ht = N (xt)
(C.12)
donde vt = ut + a
∗
t y se cumple que Hs/t = N
(
Xs/t
)
, siendo Xs/t la distribucio´n
condicional en t+ s de xt dada la informacio´n disponible en t.
Por u´ltimo, cabe sen˜alar dos cuestiones.
Primera, un desarrollo equivalente se obtiene si el nu´mero de individuos de la po-
blacio´n var´ıa con el tiempo, M = Mt, lo que implica una fuente de heterocedasticidad
adicional. Adema´s, la dina´mica para xt puede generalizarse ma´s alla´ de la regresio´n
esta´tica as´ı como para el caso multivariante.
Segunda, en el caso del riesgo de incumplimiento, el propio modelo de Vasicek ad-
mite una interpretacio´n en te´rminos del modelo de funcio´n ı´ndice, con It representando
el indicador de incumplimiento de una empresa y eit − µt el valor de su patrimonio
neto, con eit =
√
ρzt +
√
1− ρe∗it , 0 < ρ < 1, y siendo zt ∼ N (0, 1) y e∗it ∼ N (0, 1)
independientes entre s´ı.
La empresa incumple entonces si el patrimonio neto cae por debajo de cero, es decir,
I it = 1 ⇔
√
ρzt +
√
1− ρe∗it < µt ⇔ N (e∗it ) = uit < N
(
µt−√ρzt√
1−ρ
)
, con uit distribuido
uniformemente en (0 1). Esta es la expresio´n que da lugar a la distribucio´n de Vasicek,
con N (µt) = αt = α.
2 Sustituyendo µt por el estimador N
−1 (ht).
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C.3. Modelo factorial dina´mico
El modelo factorial dina´mico extiende al a´mbito de las series temporales la estructu-
ra factorial inicialmente desarrollada en el marco esta´tico. En su formulacio´n esta´ndar,
[129], el modelo factorial dina´mico permite expresar la dina´mica de un vector de N
series temporales observables, yt =
(
y1t , ..., y
N
t
)
, a partir de un vector de N∗ << N fac-
tores latentes, ft =
(
f 1t , ..., f
N∗
t
)
, adoptando la siguiente expresio´n lineal de coeficientes
fijos:
yt = Pft + et (C.13)
Donde el vector de innovaciones et, de dimensio´n N , se distribuye normalmente con
matriz de covarianzas Σe. Los factores latentes, que no son observables, siguen una
dina´mica lineal de la forma:
Φ (B)ft = d+ Θ (B)at (C.14)
donde at es el vector de innovaciones, de dimensio´n N
∗, con distribucio´n normal mul-
tivariante y matriz de covarianzas Σa. d es un vector de constantes y Φ (B) y Θ (B)
son los polinomios de retardos en ft y at, respectivamente.
Los factores ft pueden ser estacionarios o integrados en funcio´n de las ra´ıces de
|Φ (B)| = 0, como discute [130], y un caso de especial importancia se da cuando
las series presentan cointegracio´n de primer orden y rango r, en cuyo caso yt admite
una representacio´n como modelo dina´mico factorial con r factores latentes integrados.
Cuando N∗ = 1 se obtiene un modelo unifactorial, de gran relevancia pra´ctica, puesto
que en caso de cointegracio´n permite capturar la ra´ız unitaria comu´n a todas las series
yjt en el factor latente, reduciendo as´ı la parametrizacio´n de la dina´mica.
Cabe sen˜alar dos puntos sobre esta formulacio´n.
Por un lado, los problemas de eleccio´n del nu´mero de factores latentes que gobiernan
el modelo, identificacio´n de los para´metros del mismo y filtrado de los factores ft suelen
abordarse a trave´s de la formulacio´n en espacio de los estados y se relacionan con los
problemas de determinacio´nd el orden del vector de estado, estimacio´n de las matrices
del sistema y suavizado del vector de estado.
Por otro lado, la formulacio´n anterior puede generalizarse para dotar a las innovacio-
nes et de estructura dina´mica propia, como sucede en el modelo unifactorial empleado
en este trabajo. En tal caso, cada serie yjt se representa como suma de un componente
latente, que depende de los factores comunes ft, y otro espec´ıfico, propio de cada serie.
C.4. Importance Sampling
El Muestreo por Importancia (Importance Sampling, IS) es la te´cnica de reduccio´n
de la varianza en la que se sustentan los esquemas de simulacio´n eficiente propuestos
196
en el Cap´ıtulo 6. Una discusio´n ma´s detallada que la que aqu´ı se presenta puede en-
contrarse [75], [76] y [125], entre otros muchos. La u´ltima referencia ofrece adema´s una
visio´n complementaria a la considerada en el Cap´ıtulo 6, puesto que aplica el IS al
proceso de reparto del capital en vez de al de su estimacio´n.
Sea X una variable aleatoria, X : Ω→ R, en un espacio de probabilidad (Ω, F, P ).
Sea f su funcio´n de densidad, continua por el momento, y sean l ∈ R y p ∈ R cum-
pliendo:
p = P (X > l) (C.15)
Asociada a X se define la variable dicoto´mica K como:
K = K (X) =
{
1 X > l
0 X ≤ l (C.16)
Puesto que E [K] = p, p puede obtenerse resolviendo la integral:
p = E [K] =
∫
k (x) f (x) dx (C.17)
donde k (x) = 0 si x ≤ l y k (x) = 1 si x > l.
En algunos casos la expresio´n (C.17) no admite una solucio´n anal´ıtica. Puede op-
tarse entonces por la simulacio´n de Monte Carlo para la estimacio´n de p. En tal ca-
so, el procedimiento consiste en generar una muestra de taman˜o G de valores de X,{
x1, ..., xG
}
, y tomar como estimador de p, pˆ, la media de dicha muestra:
pˆ =
1
G
G∑
i=1
k
(
xi
)
(C.18)
El IS consiste entonces en sustituir la densidad poblacional f por otra densidad, f ∗,
de forma que el estimador de p bajo e´sta, pˆ∗, sea ma´s eficiente que pˆ y continu´e siendo
insesgado. Puesto que sustituir f por f ∗ supone un cambio de medida en el espacio de
probabilidad de X, es necesario incorporar una correccio´n que garantice la insesgadez.
De esta forma, se tiene que:
p = E [K]
=
∫
k (x) f (x) dx
=
∫
k (x) f (x)
f ∗ (x)
f ∗ (x)dx
=
∫
k (x) f ∗ (x) f (x)
f ∗ (x)dx
=
∫
k (x) f ∗ (x) δ (x) dx
(C.19)
siendo f ∗ la nueva medida, denotada habitualmente como funcio´n de muestreo, mien-
tras que δ se denomina comu´nmente como funcio´n de correccio´n. La funcio´n δ modifica
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el peso de cada observacio´n en el estimador, de forma que e´ste se convierte en una media
ponderada, en vez de simple, de la muestra generada. As´ı, pˆ∗ viene dado por:
pˆ∗ =
1
G
G∑
i=1
k
(
xi
)
δ
(
xi
)
=
1
G
G∑
i=1
kiδi (C.20)
donde los coeficientes δi, i = 1, ..., G, son los coeficientes, o factores, de correccio´n.
Por tanto, definir un esquema IS consiste en escoger adecuadamente una medida
alternativa f ∗ con el fin de minimizar la varianza de pˆ∗. Esta eleccio´n au´na, como sen˜ala
[75], ciencia e intuicio´n. En la literatura pueden encontrarse algunas formulaciones
generales, como la de escalado:
f ∗ (x) =
1
a
f
(x
a
)
(C.21)
o la de traslacio´n:
f ∗ (x) = f (x− a) (C.22)
No obstante, no existe una metodolog´ıa universal para la eleccio´n de la funcio´n de
muestreo y su definicio´n depende del problema subyacente. Cabe sen˜alar, de hecho,
que una mala eleccio´n de f ∗ puede incrementar, en lugar de reducir, la varianza del
estimador alternativo, pˆ∗.
La aplicacio´n del IS al caso de variables aleatorias discretas es inmediata3. Si X es
una variable aleatoria multinomial de dimensio´n M que toma los valores {x1, ..., xM}
segu´n un medida de probabilidad v = (v1, ..., vM), con 0 ≤ vi ≤ 1 y
∑M
i=1 vi = 1,
entonces la funcio´n de muestreo viene dada por una medida de probabilidad alternativa,
v∗ = (v∗1, ..., v
∗
M), y un vector de factores de correccio´n δ = (δ1, ..., δM), con δi = vi/v∗i .
Por u´ltimo, cabe sen˜alar que existe, como muestra [76], una relacio´n notable entre
el IS sobre variables discretas y el muestreo estratificado (Stratified Sampling, SS). E´ste
u´ltimo consiste en muestrearG valores de una poblacio´n estructurada enM estratos con
el fin de estimar algu´n para´metro poblacional. El intere´s radica entonces en distribuir
adecuadamente los G valores entre los M estratos con el fin de reducir la varianza
del estimador, distribucio´n que puede no coincidir con la que se corresponde con un
muestreo aleatorio simple. En te´rminos de IS, el SS puede entenderse como un cambio
de medida en la variable multinomial que indica, en cada realizacio´n, el estrato sobre
el que muestrear.
3 Aunque en este Ape´ndice se discute solamente el caso de soporte finito, el IS puede aplicarse
tambie´n, de forma similar, sobre una variable discreta con soporte en un nu´mero infinito numerable
de valores.
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Tabla de s´ımbolos
A continuacio´n se exponen los principales s´ımbolos y acro´nimos empleados a lo
largo de este trabajo. No se incluyen ı´ndices, marcas ni notacio´n vectorial, que, en los
casos en los que aplican, pueden derivarse de forma inmediata. As´ı, por ejemplo, L,
que indica la distribucio´n de pe´rdidas, puede presentarse en un contexto multivariante
como Lj, siendo L =
(
L1, ..., LN
)
el vector de distribuciones de pe´rdida de la cartera,
mientras que L˜ representa la distribucio´n de pe´rdidas agregada. De forma similar, Lt,
Ljt , Lt =
(
L1t , ..., L
N
t
)
y L˜t representan las versiones condicionadas en t de las distribu-
ciones anteriores.
S´ımbolo Descripcio´n
E [ · ] Operador esperanza de una variable aleatoria.
V [ · ] Operador varianza de una variable aleatoria.
S [ · ] Operador desviacio´n t´ıpica de una variable aleatoria.
Cov [ · , · ] Operador covarianza de dos variables aleatorias.
Corr [ · , · ] Operador correlacio´n de dos variables aleatorias.
N ( · ) Funcio´n de distribucio´n de la Normal esta´ndar.
HR Hazard rate (tasa de impago).
PD Probability of default (probabilidad de incumplimiento).
EAD Exposure at default (exposicio´n en caso de incumplimiento).
LGD Lost given default (tasa de no recuperacio´n en caso de incumplimiento).
F Complementario a 1 de la funcio´n de supervivencia en tiempo discreto,
F (x1, ..., xQ) = 1−
∏Q
s=1 (1− xs).
F˜ Complementario a 1 de la funcio´n de supervivencia en tiempo discreto
con funcio´n de enlace probit, F˜ (x1, ..., xQ) = 1−
∏Q
s=1 (1−N (xs)).
i I´ndice que recorre los deudores de la unidad de riesgo.
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S´ımbolo Descripcio´n
j I´ndice que recorre las unidades de riesgo de la cartera.
s I´ndice que recorre los periodos del horizonte de ca´lculo.
t I´ndice que recorre los periodos temporales de la ventana de ca´lculo.
M Nu´mero de deudores.
N Nu´mero de unidades de riesgo.
Q Nu´mero de periodos del horizonte de ca´lculo.
T Nu´mero de periodos de la ventana de ca´lculo.
L Distribucio´n de pe´rdidas.
u Nivel de cobertura para el ca´lculo de η.
α Nivel de significacio´n, α = 1− u.
µ Pe´rdida esperada (media) de L, µ = E [L].
η VaR (Value at risk, percentil) de L, P (L < η) = u.
ηd VaR diversificado de L.
k Capital (pe´rdida inesperada) de L, k = η − µ.
kd Capital diversificado de L.
F Distribucio´n de PD en un modelo de independencia condicional.
ρ Correlacio´n de activos (intraunidad) inducida por la distribucio´n de PD.
V Distribucio´n de PD de Vasicek.
ht HR (hazard rate) del periodo t, obtenido como el cociente entre el nu´mero
de deudores que declaran un impago en t y el nu´mero total de deudores
en riesgo en dicho periodo.
xt Transformacio´n por la inversa de la funcio´n de distribucio´n de la Normal
esta´ndar de ht , xt = N
−1 (ht) .
Xs/t Distribucio´n condicional de xt en el periodo t+ s dada toda la informa-
cio´n disponible hasta t, t = 1, ..., T y s = 1, ..., Q.
Ys/t Transformacio´n por la funcio´n de distribucio´n de la Normal esta´ndar de
Xs/t , Ys/t = N
(
Xs/t
)
.
Wt Distribucio´n condicional de PD bajo el modelo propuesto, Wt =
F (Y1/t, ..., YQ/t) = F˜ (X1/t, ..., XQ/t) = 1−∏Qs=1 (1−N (Xs/t)).
I Variable multinomial que toma el valor t, t = 1, ..., T , con probabilidad
1/T .
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S´ımbolo Descripcio´n
Π Distribucio´n de PD propuesta en el Cap´ıtulo 3, Π = Wt ◦ I. Es decir, la
mixtura uniforme de las distribuciones condicionales Wt.
v∗t Pesos del esquema de simulacio´n sobre la dimensio´n temporal propuesto
en el Cap´ıtulo 6, t = 1, ..., T.
δt Factores de correccio´n del esquema de simulacio´n sobre la dimensio´n
temporal propuesto en el Cap´ıtulo 6, t = 1, ..., T.
v∗bt Pesos del esquema de simulacio´n extendido propuesto en el Cap´ıtulo 6,
t = 1, ..., T y b = 1, ..., 2Q.
δbt Factores de correccio´n del esquema de simulacio´n extendido propuesto
en el Cap´ıtulo 6, t = 1, ..., T y b = 1, ..., 2Q.
Π∗ Distribucio´n de PD propuesta con vector de mixtura dado por alguno de
los dos esquemas de simulacio´n eficiente planteados en el Cap´ıtulo 6.
r Peso del reparto del VaR agregado, r = ηd/η˜, siendo η˜ el VaR agregado
de la cartera.
r∗ Peso del reparto del VaR agregado bajo la metodolog´ıa propuesta en el
Cap´ıtulo 7.
rˆ Peso del reparto del capital agregado, rˆ = k
d
k˜
= rη˜−µη˜−µ˜ , siendo µ˜, η˜ y
k˜ = η˜ − µ˜ la media, VaR y capital agregados de la cartera.
rˆ∗ Peso del reparto del capital agregado bajo la metodolog´ıa propuesta en el
Cap´ıtulo 7.
λ Ratio de diversificacio´n, λ = 1− kd/k.
ωt Coeficientes de ponderacio´n en la metodolog´ıa de reparto del capital pro-
puesta en el Cap´ıtulo 7, t = 1, ..., T .
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