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Re´sume´ - Abstract
Combinatoire alge´brique lie´e aux ordres sur les arbres
Cette the`se se situe dans le domaine de la combinatoire alge´brique et porte sur l’e´tude
et les applications de structures d’ordre sur plusieurs familles d’arbres.
Dans un premier temps, nous e´tudions le treillis de Tamari sur les arbres binaires.
Celui-ci s’obtient comme un quotient de l’ordre faible sur les permutations : a` chaque
arbre est associe´ un intervalle de l’ordre faible sur les permutations forme´ par ses extensions
line´aires. Nous observons qu’il est possible de mettre en bijection les intervalles de l’ordre
de Tamari avec une famille de posets particulie`re : les intervalles-posets. L’ensemble des
extensions line´aires de ces posets est l’union des ensembles des extensions line´aires des
arbres qui composent l’intervalle. Nous donnons une caracte´risation des posets qui ve´riﬁent
cette condition puis nous utilisons ce nouvel objet de plusieurs fac¸ons diﬀe´rentes. Nous
fournissons tout d’abord une preuve alternative du fait que la fonction ge´ne´ratrice des
intervalles de l’ordre de Tamari ve´riﬁe une e´quation fonctionnelle de´crite par F. Chapoton.
Nous donnons ensuite une formule qui permet de compter le nombre d’arbres infe´rieurs
ou e´gaux a` un arbre donne´ dans l’ordre de Tamari et dans l’ordre de m-Tamari. Nous
construisons e´galement une bijection entre les intervalles-posets et les ﬂots, un objet que
F. Chapoton a introduit lors de l’e´tude de l’ope´rade Pre-Lie. Pour ﬁnir, nous de´montrons
de fac¸on combinatoire la re´partition de deux statistiques dans la fonction ge´ne´ratrice des
intervalles de l’ordre de Tamari.
Dans la partie suivante, nous donnons une ge´ne´ralisation Cambrienne d’alge`bres de
Hopf classique et expliquons leurs liens avec les treillis Cambriens.
Dans un premier temps, nous pre´sentons une ge´ne´ralisation de l’alge`bre de Hopf des
arbres binaires planaires au monde Cambrien que nous appelons alge`bre Cambrienne. Nous
introduisons cette alge`bre comme une sous-alge`bre de Hopf d’une l’alge`bre de permutations.
Nous e´tudions diverses proprie´te´s de cette structure comme par exemple son dual, ses
bases multiplicatives et sa liberte´. Nous e´tudions ensuite une ge´ne´ralisation de l’alge`bre de
Baxter de´ﬁnie par S. Giraudo que nous appelons alge`bre Baxter-Cambrienne. Les nombres
de Baxter ayant de nombreuses proprie´te´s combinatoires, nous nous sommes inte´resse´s
par la suite a` leur e´quivalent Cambrien, les nombres Baxter-Cambriens. Pour ﬁnir, nous
donnons une ge´ne´ralisation de l’alge`bre Cambrienne en utilisant une alge`bre de mots tasse´s
plutoˆt qu’une alge`bre de permutations comme base de notre construction. Nous appelons
cette nouvelle structure l’alge`bre Schro¨der-Cambrienne.
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Algebraic combinatorics on order of trees
This thesis comes within the scope of algebraic combinatorics and studies of order
structures on multiple tree families.
We ﬁrst look at the Tamari lattice on binary trees. This structure is obtained as a
quotient of the weak order on permutations : we associate with each tree the interval of the
weak order composed of its linear extensions. Note that there exists a bijection between
intervals of the Tamari lattice and a family of poset that we call interval-posets. The set
of linear extensions of these posets is the union of the sets of linear extensions of the
trees of the corresponding interval. We give a characterization of the posets satisfying this
property and then we use this new family of objet on a large variety of applications. We ﬁrst
build another proof of the fact that the generating function of the intervals of the Tamari
lattice satisﬁes a functional equation described by F. Chapoton. We then give a formula
to count the number of trees smaller than or equal to a given tree in the Tamari order and
in the m-Tamari order. We then build a bijection between interval-posets and ﬂows that
are combinatorial objects that F. Chapoton introduced to study the Pre-Lie operad. To
conclude, we prove combinatorially a symmetry in the two parameters generating function
of the intervals of the Tamari lattice.
In the next part, we give a Cambrian generalization of the classical Hopf algebra of
Loday-Ronco on trees and we explain their connection with Cambrian lattices.
We ﬁrst introduce our generalization of the planar binary tree Hopf algebra in the
Cambrian world. We call this new structure the Cambrian algebra. We build this algebra
as a Hopf subalgebra of a permutation algebra. We then study multiple properties of this
objet such as its dual, its multiplicative basis and its freeness. We then generalize the Baxter
algebra of S. Giraudo to the Cambrian world. We call this structure the Baxter-Cambrian
Hopf algebra. The Baxter numbers being well-studied, we then explored their Cambrian
counterparts, the Baxter-Cambrian numbers. To conclude this part, we give a generalization
of the Cambrian algebra using a packed word algebra instead of a permutation algebra as
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La combinatoire peut eˆtre de´ﬁnie comme l’e´tude des ensembles ﬁnis et de´nombrables
d’objets. Le vaste nombre de proble`mes couverts par cette de´ﬁnition explique le fait que
l’on en retrouve des traces dans de nombreuses branches des mathe´matiques tout au
long de l’histoire. Parmi les proble`mes classiques de combinatoire, on retrouve l’e´tude
du de´nombrement d’ensemble, dans lequel on cherche a` compter le nombre d’e´le´ments qui
le composent. On peut citer par exemple le nombre de fac¸on d’ordonner un ensemble d’ob-
jets distincts ou bien d’en choisir un sous-ensemble d’une taille donne´e comme e´tant des
proble`mes de de´nombrement classiques. Une autre branche de la combinatoire s’inte´resse
aux proble`mes de ge´ne´ration ale´atoire. Dans cette the´matique, on cherche a` tirer au ha-
sard un e´le´ment d’un ensemble selon certaines contraintes. Ce proble`me illustre un premier
lien entre le monde de l’informatique et celui de la combinatoire : l’e´tude d’objet tire´s
ale´atoirement permet de de´crire avec pre´cision a` quoi ressemble l’objet moyen de l’en-
semble qui nous inte´re`sse, ce qui nous sert par la suite a` calculer le comportement moyen
d’un algorithme utilisant cet objet. Au fur et a` mesure de l’histoire, les liens qui unissent
l’informatique et la combinatoire n’ont jamais cesse´s de se renforcer. La combinatoire four-
nit en eﬀet une famille d’outils pour e´tudier les objets qui apparaissent dans le monde
de l’informatique et l’informatique permet d’explorer des proprie´te´s d’objets qui sont bien
trop nombreux pour eˆtre traite´s sans l’aide d’une machine. On appelle cette proce´dure
l’exploration par ordinateur d’un proble`me.
La combinatoire alge´brique, discipline a` mi-chemin entre les mathe´matiques et l’infor-
matique, consiste a` munir les objets combinatoires de structures supple´mentaires. Chaque
structure rigidiﬁe l’ensemble d’objets en y ajoutant un ensemble de contraintes. Com-
prendre ces restrictions permet de guider l’e´tude que l’on fait de l’objet et ame`ne de
fac¸on naturelle a` des nouveaux re´sultats. Les structures alge´briques peuvent lier les objets
d’une famille combinatoire de fac¸on interne ou bien lier diﬀe´rentes familles entre elles. On
s’inte´resse par exemple aux fac¸ons d’assembler et de de´sassembler des objets, aux ordres
qui apparaissent lors de l’e´tude de ces objets dans diﬀe´rents cadres ainsi qu’aux diverses
fonctions qui envoient un objet d’une premie`re famille vers un objet d’une seconde.
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Objets Catalans
On appelle objet Catalan des objets combinatoires dont le nombre d’e´le´ments de taille n







. Cette suite fondamentale a e´te´ introduite
par Leonhard Euler en 1751 comme e´tant le nombre de triangulations d’un n + 2-gone.
Ces nombres sont depuis re´apparus sous d’innombrables formes dans une multitude de
contextes diﬀe´rents. Richard Stanley tient a` jour une liste de plusieurs centaines d’in-
terpre´tations combinatoires possibles des nombres de Catalan [Sta08]. Ils e´mergent dans
des the´matiques aussi varie´es que la chimie [oCHL+06], la physique [GNR07] ou encore
la cosmologie [Mek07]. Le fait que cette suite de nombres apparaisse lors de l’e´tude de
proble`mes si varie´s ouvre naturellement de nombreuses questions et fournit simultane´ment
certains outils pour y re´pondre. En eﬀet, posse´der de nombreuses fac¸ons diﬀe´rentes de voir
un objet aide a` sa compre´hension dans le sens ou` chacune met en valeur un ensemble de
donne´es diﬀe´rentes sur le proble`me. Une des familles d’objets catalans les plus e´tudie´es est
l’ensemble des arbres binaires, des objets combinatoires au cœur de ce me´moire.
Les arbres
Ces objets, introduits il y a plus d’un sie`cle par Cayley [Cay57], apparaissent dans de
nombreux champs des sciences car intrinse`quement lie´s a` la notion de re´cursion. En in-
formatique, ils sont par exemple utilise´s en tant que structure de donne´e pour stocker de
l’information de fac¸on organise´e [AVL62], repre´senter des expressions [ASU86], construire
des sce`nes 3D [Fol96] ou encore pour repre´senter l’arbre des appels re´cursifs d’un algo-
rithme, un arbre permettant d’e´tudier son comportement et sa complexite´ [Cor09]. Les
usages de la structure d’arbre en mathe´matiques sont eux aussi nombreux. Ils apparaissent
par exemple en tant qu’arbres de ge´ne´ration d’autres objets combinatoires [Wes90], en
the´orie des espe`ces de structures [Joy81, BLL98] ou encore en the´orie des graphes [Ost12].
La plupart des familles d’arbres avec lesquelles nous allons travailler sont compte´es par
les nombres de Catalan. Il existe sur ces dernie`res plusieurs structures qui seront e´tudie´es
dans ce me´moire : l’alge`bre de Hopf des arbres binaires PBT qui formalise les notions
d’assemblage et de de´sassemblage d’arbres binaires, et le treillis de Tamari qui est un
ordre dont les e´le´ments sont les arbres d’une taille donne´e.
Alge`bre de Hopf des arbres binaires
Les alge`bres de Hopf, introduites dans le contexte de la topologie alge´brique pour l’e´tude
des groupes de Lie, sont un outil central en combinatoire alge´brique et ce depuis plus de
30 ans [JR79, Rot78]. Dans le cadre des alge`bres de Hopf combinatoires, l’objectif de cette
structure est de formaliser les notions d’assemblage et de de´sassemblage d’objets combi-
natoires dans le but d’en faciliter l’e´tude. En eﬀet, comprendre la fac¸on dont s’agencent
les briques de bases qui forment les objets permet d’en avoir une meilleure compre´hension.
P. Cartier rassemble dans [Car07] une se´rie de re´sultats traitant des liens entre alge`bres de
Hopf, the´orie des groupes et combinatoire.
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L’alge`bre de Hopf des arbres binaires (note´e dans ce me´moire PBT) a e´te´ introduite
en 1998 par J.-L. Loday et M. Ronco [LR98]. Cette alge`bre e´tait alors construite comme
une sous-alge`bre de l’alge`bre de permutations de C. Malvenuto et C. Reutenauer [MR95]
(note´e dans ce me´moire FQSym). En 2005, F. Hivert, J.-C. Novelli et J.-Y. Thibon ont
de´ﬁni le mono¨ıde sylvestre [HNT05] qui est l’e´quivalent en termes d’arbres du mono¨ıde
plaxique sur les tableaux de Young standards qu’ils utilisent pour donner une reformulation
plus combinatoire de l’alge`bre des arbres binaires. Cette structure se place au sein d’une
importante hie´rarchie d’alge`bres de Hopf combinatoire sur diﬀe´rents objets.
On peut observer que l’alge`bre des reculs Rec se plonge dans l’alge`bre des arbres PBT qui
elle-meˆme se plonge dans l’alge`bre des permutations FQSym. Une des proprie´te´s principale
de l’alge`bre PBT est que le produit sur une de ses bases s’interpre`te de fac¸on combinatoire
comme une somme sur un intervalle du treillis de Tamari.
Treillis de Tamari
La the´orie des treillis a de´marre´ autour des anne´es 1890 lors de l’e´tude d’un proble`me
de the´orie des groupes par R. Dedekind [Sza´71]. C’est par la suite, dans les anne´es 1930,
que ces travaux sont de´couverts par G. Bikhoﬀ et O. Ore. C’est a` partir de ce moment que
la the´orie des treillis s’est de´veloppe´e et, par la` meˆme, ses applications en alge`bre.
Le treillis de Tamari apparaˆıt pour la premie`re fois en 1962 dans les travaux de Dov
Tamari [Tam62] comme une structure d’ordre sur les parenthe´sages formels d’une expres-
sion. Dans un article ulte´rieur, il montre que cet ordre est en fait un treillis [HT72]. Son
diagramme de Hasse correspond au squelette d’un polytope connu sous le nom d’asso-
ciae`dre ou polytope de Stasheﬀ [Sta63]. Bien qu’apparu il y a plus de 50 ans, de nouvelles
proprie´te´s de ce treillis continuent d’eˆtre de´couvertes ([Cha07], [BMFPR11], etc.). Une
litte´rature abondante existe aussi sur les ge´ne´ralisations du treillis de Tamari ([MHPS12],
[Rea06], [BPR12], [PRV14], [Pon15], etc.). Une de ces ge´ne´ralisation lie´e a` la ge´ome´trie
et aux groupes de Coxeter est particulie`rement e´tudie´e au sein de plusieurs communaute´s
depuis 2006, les treillis Cambriens.
Treillis Cambriens
Les treillis Cambriens sont des structures qui ont e´te´ construites par N. Reading en
2006 [Rea06]. Ces ordres sont de´ﬁnis dans le cadre des groupes de Coxeter comme la
restriction de l’ordre faible a` un ensemble d’e´le´ments, appelle´s e´le´ments c-trie´s. Ces treillis
sont une ge´ne´ralisation des treillis de Tamari dans le sens ou` les treillis Cambriens de type A
sur la signature (−)n sont isomorphes aux treillis de Tamari. Du point de vue ge´ome´trique,
des re´alisations polytopales des treillis Cambriens ont e´te´ construites par C. Hohlweg,
C. Lange et H. Thomas [HL07, HLT11]. Du point de vue combinatoire, N. Reading donne
dans [Rea06] un algorithme qui envoie des permutations signe´es sur les triangulations
de polygones convexes, ce qu’on peut traduire a` travers une bijection simple comme un
algorithme envoyant des permutations avec deux types de valeurs sur des ge´ne´ralisations
des arbres binaires avec deux types de nœuds.
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Contributions et plan du me´moire
Notre travail est divise´ en deux parties distinctes qui reposent sur le meˆme type d’objet :
les structures d’ordre sur diﬀe´rents objets arborescents.
La partie I contient une introduction aux diﬀe´rents objets mathe´matiques avec lesquels
nous allons travailler. Nous donnons dans le chapitre 1 les de´ﬁnitions de bases des mots,
des ordres partiels (posets), des chemins de Dyck, des arbres, et des arbres Cambriens.
Nous ﬁnissons par la de´ﬁnition des treillis, structure omnipre´sente dans notre travail, avec
comme exemples les diﬀe´rentes structures d’ordres classiques que nous utiliserons par la
suite dans notre e´tude.
Le chapitre 2 contient les rappels essentiels de la the´orie des alge`bres de Hopf. On
donne en particulier l’exemple de l’alge`bre des fonctions quasi-syme´triques libres et celle des
arbres binaires de recherche. Les parties suivantes de´crivent nos diﬀe´rentes contributions a`
ces the´ories.
La partie II de ce me´moire traite de la combinatoire des intervalles du treillis de Tamari.
Dans le chapitre 3, nous de´ﬁnissons un nouvel objet combinatoire, les intervalles-posets
que nous mettons en bijection avec les intervalles du treillis de Tamari. Dans la suite de
ce chapitre, nous de´ﬁnissons les polynoˆmes de Tamari qui nous sont utiles pour e´nume´rer
les intervalles de ce treillis. Apre`s avoir explique´ l’origine et la construction de ces objets,
nous en donnons plusieurs exemples d’utilisation.
Le chapitre 4 contient plusieurs applications des intervalles-posets. Nous montrons dans
un premier temps une formule permettant de calculer le nombre d’arbres infe´rieurs ou e´gaux
dans l’ordre de Tamari a` un arbre donne´. Nous construisons ensuite une bijection entre
les intervalles-posets et les ﬂots qui explique le lien entre ces deux objets. Nous donnons
enﬁn une autre bijection envoyant les intervalles-posets sur eux-meˆme pour donner une
preuve bijective de la re´partition syme´trique de deux statistiques qui avait e´te´ remarque´e
puis montre´e alge´briquement par M. Bousquet-Me´lou, E. Fusy et L.-F. Pre´ville-Ratelle.
Dans la partie III de ce me´moire, nous nous inte´ressons aux diﬀe´rents objets qui vivent
dans le monde Cambrien, un contexte ge´ne´ralisant celui des arbres binaires classiques.
En utilisant des constructions similaires a` celles utilise´es par F. Hivert, J.-C. Novelli et
J.-Y. Thibon pour cre´er l’alge`bre de Hopf des arbres binaires de recherche a` partir d’une
alge`bre de permutations [HNT05], nous utilisons dans le chapitre 5 une alge`bre de Hopf de
permutations signe´es pour cre´er l’alge`bre de Hopf Cambrienne. Apre`s avoir de´ﬁni et montre´
que cette structure est bien une alge`bre de Hopf, nous donnons une description combinatoire
de son produit et de son coproduit puis nous explorons les proprie´te´s de son alge`bre duale.
Nous e´tudions ensuite diverses proprie´te´s combinatoires de ses bases multiplicatives. Par la
suite, nous ge´ne´ralisons cette alge`bre de plusieurs fac¸ons diﬀe´rentes : nous nous inte´ressons
aux couples d’arbres Cambriens jumeaux et aux arbres Schro¨der-Cambrien.
Les paires d’arbres Cambriens jumeaux sont une ge´ne´ralisation des objets de type “Bax-
ter” [CGHK78]. Dans le chapitre 6, nous donnons les de´ﬁnitions concernant ces paires
d’arbres ainsi que celle du treillis Baxter-Cambrien. Pour ﬁnir ce paragraphe, nous ex-
plorons une partie de la combinatoire e´nume´rative des nombres Baxter-Cambriens en la
mettant en relation avec certains re´sultats de la combinatoire des objets Baxter classiques.
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Nous de´ﬁnissons ensuite l’alge`bre de Hopf Baxter-Cambrienne et, comme dans le cas Cam-
brien, nous donnons une description combinatoire de son produit et de son coproduit.
Nous de´crivons ensuite son alge`bre duale. Pour ﬁnir ce chapitre, nous nous inte´ressons
aux �-uplets Cambriens qui sont une ge´ne´ralisation des arbres Cambriens jumeaux et nous
montrons qu’il est possible d’utiliser des outils identiques a` ceux que l’on a utilise´ dans les
paragraphes pre´ce´dents pour de´ﬁnir l’alge`bre des �-uplets Cambriens.
Le chapitre 7 est consacre´ a` l’e´tude des arbres Schro¨der-Cambriens, e´quivalent Cam-
brien des arbres de Schro¨der classiques. Apre`s avoir de´ﬁni ces arbres, nous donnons une cor-
respondance entre les mots tasse´s signe´s et les arbres Schro¨der-Cambriens. Nous construi-
sons ensuite le treillis Schro¨der-Cambrien qui ge´ne´ralise le treillis de´ﬁni par P. Palacios et
M. Ronco sur l’ensemble des faces de l’associae`dre [PR06]. Dans la suite de ce chapitre,
nous de´ﬁnissons l’alge`bre des arbres Schro¨der-Cambriens ainsi que son alge`bre duale. Pour











Nous commenc¸ons ce me´moire par un court chapitre d’introduction a` quelques notions
de combinatoire. Le paragraphe 1.1.1 pre´sente les briques de base de la the´orie combina-
toire qui sera developpe´e tout au long de ce me´moire, les mots et les permutations. Nous
de´ﬁnissons ensuite dans le paragraphe 1.1.2 les ordres partiels ainsi que le vocabulaire qui
s’y rapporte. Nous introduisons ensuite les chemins de Dyck dans le paragraphe 1.1.3. Dans
le paragraphe 1.1.4, nous donnons les de´ﬁnitions des arbres que nous allons utiliser tout
au long du me´moire. Pour ﬁnir cette partie introductive, nous donnons les de´ﬁnitions des
arbres Cambriens dans le paragraphe 1.1.5.
1.1.1 Mots et permutations
Les mots et les permutations sont des objets de base en combinatoire. De nombreuses
ope´rations sur des objets plus complexes peuvent en fait s’exprimer a` l’aide des mots et
de la concate´nation. Nous aurons besoin de certaines notions et ope´rations classiques que
nous de´ﬁnissons de`s maintenant.
Soit u = u1 . . . un un mot de taille n. Un facteur de u est un mot v = uiui+1 . . . ui+m
avec 1 ≤ i ≤ n et i + m ≤ n. Le mot u s’e´crit alors u = u�vu�� ou` u� et u�� sont deux
autres facteurs de u. Si v est place´ au de´but de u, c’est-a`-dire si v = u1 . . . um, on dit que v
est un facteur gauche ou pre´ﬁxe de u. De meˆme si v est place´ a` la ﬁn de u, c’est-a`-dire
si v = un−m . . . un, on dit que v est un facteur droit ou suﬃxe de u. Un sous-mot de u est
un mot v = uj1 . . . ujm ou` 1 ≤ j1 < j2 < · · · < jm ≤ n. C’est-a`-dire que le sous-mot v
est compose´ d’un sous-ensemble des lettres de u dont on a conserve´ l’ordre. Par exemple
si u = aabcba alors aab est un pre´ﬁxe, ba un suﬃxe, bc un facteur et abb un sous-mot de u.
Les pre´ﬁxes et suﬃxes sont en particulier des facteurs, et les facteurs, des sous-mots. Le
mot vide � est a` la fois pre´ﬁxe, suﬃxe, facteur et sous-mot de n’importe quel mot u. On
parle de facteur (resp. pre´ﬁxe, suﬃxe ou sous-mot) propre d’un mot u quand on n’inclut
pas le mot vide ni u lui-meˆme.
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Toutes ces notions s’appliquent aussi aux permutations qui sont des mots particuliers.
Par exemple, la permutation 52431 admet entre autres le pre´ﬁxe 52, le suﬃxe 431, le fac-
teur 24 et le sous-mot 231. On remarque qu’en ge´ne´ral ces mots ne sont pas eux-meˆmes
des permutations. Une solution pour rester dans la meˆme classe combinatoire est de stan-
dardiser les mots.
De´ﬁnition 1. Soit u = u1 . . . un un mot de taille n sur un alphabet ordonne´ A = {a1, a2, . . .}
(par exemple, les entiers positifs). On dit que u admet une inversion (i, j) avec i < j
si ui > uj. Le standardise´ de u, note´ std(u), est l’unique permutation σ de taille n telle
que les inversions de σ soient exactement les inversions de u.
Par exemple, si u = baa sur l’alphabet ordonne´ A = {a < b}, alors u admet deux
inversions (1, 2) et (1, 3). La seule permutation de taille 3 admettant uniquement ces deux
inversions est std(u) = 312. Algorithmiquement parlant, en cas d’occurence multiple d’une
meˆme lettre, la standardisation revient a` nume´roter les lettres de u des plus petites lettres
vers les plus grandes lettres et de la gauche vers la droite, cf. ﬁgure 1.1.
d d a b c b b a a
1 2 3
d d a b c b b a a
1 4 5 6 2 3
d d a b c b b a a
1 4 7 5 6 2 3
d d a b c b b a a
8 9 1 4 7 5 6 2 3
std(ddabcbbaa) = 891475623
Figure 1.1 – Standardise´ du mot ddabcbbaa, on nume´rote d’abord les a, puis les b, et ainsi
de suite.
Par de´ﬁnition, le standardise´ d’une permutation est la permutation elle-meˆme. On
peut utiliser la standardisation sur les facteurs et sous-mots d’une permutation pour
obtenir a` nouveau des permutations. Par exemple, les pre´ﬁxes standardise´s de 52431
sont {�, 1, 21, 312, 4132, 52431}.
De´ﬁnition 2. On dit qu’une permutation σ admet comme motif la permutation µ s’il
existe un sous-mot de σ dont le standardise´ est la permutation µ. Si σ n’admet pas le
motif µ, on dit qu’elle e´vite le motif.
Par exemple, la permutation σ = 4213 admet le motif 312 car 413 est sous-mot de σ
et std(413) = 312.
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1.1.2 Posets
Il est possible de de´ﬁnir des relations d’ordre sur les objets combinatoires. Les ensembles
partiellement ordonne´s sont couramment appele´s posets, de l’anglais Partially Ordered Set.
Cet objet est fondamental dans notre travail. Les posets peuvent s’e´tudier a` la fois comme
des objets combinatoires en tant que tels ou comme des structures applique´es a` d’autres
objets combinatoires. C’est surtout dans ce second contexte que nous les rencontrerons.
Nous pre´sentons ici les notions fondamentales dont nous aurons besoin.
De´ﬁnitions
De´ﬁnition 3. Un poset est un ensemble P muni d’une relation d’ordre ≤ ve´riﬁant les
conditions
1. de re´ﬂexivite´ : ∀x ∈ P, x ≤ x ;
2. d’antisyme´trie : ∀x, y ∈ P , si x ≤ y et y ≤ x alors x = y ;
3. de transitivite´ : ∀x, y, z ∈ P , si x ≤ y et y ≤ z alors x ≤ z.
Si la relation d’ordre est telle que pour tout x, y ∈ P , alors soit x ≤ y , soit y ≤ x, on dit
que l’ordre est total ou line´aire.
Nous ne traiterons dans ce me´moire que des cas ou` l’ensemble P est ﬁni.
De´ﬁnition 4. On dit que y couvre x et on e´crit x � y si on a x < y et qu’il n’existe
pas de z ∈ P tel que x < z < y. On appelle l’ensemble de ces relations les relations de
couverture.
De´ﬁnition 5. On dit qu’un e´le´ment x ∈ P est minimal (resp. maximal) s’il n’existe pas
d’e´le´ment y ∈ P , y �= x, tel que y ≤ x (resp. y ≥ x).
Les relations de couverture suﬃsent a` de´ﬁnir le poset (les autres relations e´tant obtenues
par transitivite´). Pour repre´senter un poset, il suﬃt donc d’indiquer les e´le´ments et leurs
relations de couverture, c’est ce qu’on appelle un diagramme de Hasse. De fac¸on ge´ne´rale,
les posets sont repre´sente´s par leur diagramme de Hasse de la fac¸on suivante : si x est
relie´ a` y par une areˆte et que x est en dessous de y alors x� y, les plus petits e´le´ments se
trouvent donc en bas du diagramme, cf. ﬁgure 1.2.
Lorsque les e´le´ments du poset sont les entiers ou un alphabet quelconque, on peut
conside´rer le poset comme un objet combinatoire en tant que tel. La taille est alors donne´e
par le nombre d’e´le´ments et l’on peut par exemple chercher a` de´nombrer les posets d’une
taille donne´e sur l’alphabet {1, . . . , n} [OEIa]. Dans le chapitre 3, nous de´ﬁnirons ainsi une
classe spe´ciﬁque de posets, les intervalles-posets de Tamari lie´s a` l’ordre de Tamari que
nous de´nombrerons. Cependant, la plupart du temps, nous conside´rons les posets non pas
comme des objets combinatoires mais comme des structures sur les objets combinatoires.
Ce sera le cas par exemple quand nous e´tudierons les ordres sur les permutations dans
le chapitre 1.2.3. Des exemples de posets dont les e´le´ments sont des permutations sont





Figure 1.2 – Exemple de diagramme de Hasse. Les relations de couverture sont d � c �
b, d� a et e� b. Les e´le´ments d et e sont minimaux. L’ordre est partiel : par exemple, a
et b ne sont pas comparables.
Vocabulaire de base
De´ﬁnition 6. Une chaˆıne d’un poset P est un ensemble d’e´le´ments {x1, . . . , xm} tel que
x1 ≤ x2 ≤ · · · ≤ xm. (1.1)
Si quelque soit i ∈ �1,m− 1�, on a xi � xi+1, alors la chaˆıne est dite sature´e.
Par exemple, d� c� b est une chaˆıne sature´e du poset donne´ ﬁgure 1.2.
De´ﬁnition 7. On dit qu’un poset est gradue´ s’il existe une application Φ bien de´ﬁnie telle
que
1. Φ(x) = 0 si x est minimal,
2. Φ(y) = Φ(x) + 1 si x� y.
De fac¸on e´quivalente, un poset est gradue´ si la longueur d’une chaˆıne sature´e entre un
e´le´ment y ∈ P et un e´le´ment minimal x du poset ne de´pend ni de x, ni de la chaˆıne choisie.
Ainsi, le poset donne´ ﬁgure 1.2 n’est pas gradue´ car d � c � b et e � b sont deux chaˆınes
sature´es de longueurs diﬀe´rentes d’e´le´ments minimaux vers b.
Les de´ﬁnitions qui suivent donnent des constructions de posets a` partir d’un poset
donne´. Des exemples de toutes les constructions (sous-poset, intervalle, poset quotient,
etc.) sont illustre´s ﬁgure 1.3.
De´ﬁnition 8. Un poset P � est un sous-poset de P si en tant qu’ensemble, P � ⊂ P et si la
relation d’ordre de P � est la meˆme que celle de P restreinte aux e´le´ments de P �.
Si pour tout x, y ∈ P �, on a que x ≤ y implique que ∀z ∈ P avec x ≤ z ≤ y alors z ∈ P �,
on dit que P � est clos par intervalle. Si de plus, P � a un unique e´le´ment minimal et un
unique e´le´ment maximal, on dit que P � est un intervalle de P .
De´ﬁnition 9. Soit ϕ : P1 → P2 une application d’un poset P1 vers un poset P2. On dit
que ϕ est un morphisme de posets si ϕ pre´serve l’ordre des e´le´ments. C’est-a`-dire, que
pour tout x, y ∈ P1 on a
x ≤P1 y ⇒ ϕ(x) ≤P2 ϕ(y). (1.2)

















Quotient de P Ide´al infe´rieur engendre´ par e Ide´al supe´rieur engendre´ par e
{a, b, c, e}






Figure 1.3 – Exemples de sous-posets et posets quotients.
De´ﬁnition 10. Soit P une partition du poset P , on dit que P est un poset quotient de P
si la relation de´ﬁnie sur P par
x˙ ≤ y˙ ⇔ ∃x ∈ x˙, y ∈ y˙ tels que x ≤ y. (1.3)
pour tout x˙, y˙ ∈ P est une relation d’ordre.
On trouve dans [CS98] les conditions ne´cessaires et suﬃsantes que doit ve´riﬁer une telle
partition pour que le quotient forme bien un poset.
De´ﬁnition 11. Soit P un poset et x ∈ P , l’ ide´al infe´rieur (resp. supe´rieur) de P engendre´
par x est l’ensemble des e´le´ments y ≤ x (resp. y ≥ x).
Extensions et extensions line´aires de poset
Soient (P,≤P ) et (Q,≤Q) deux posets sur un meˆme ensemble d’e´le´ments E. Si on a
x ≤P y ⇒ x ≤Q y (1.4)
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pour tout x, y ∈ E, alors Q est une extension de P . Construire une extension de P revient
donc a` rajouter des relations au poset P . Si l’ordre du poset Q est total, on dit que Q est
une extension line´aire de P .
Une extension line´aire de P peut se repre´senter comme un mot u dont les lettres sont les
e´le´ments de P selon la re`gle : si a ≤P b alors a doit eˆtre place´ avant b dans u. Par exemple,
les mots dceab et edcba sont des extensions line´aires du poset repre´sente´ ﬁgure 1.2. Si les
e´le´ments du poset sont des entiers de 1 a` n, alors les extensions line´aires du poset peuvent
eˆtre vues comme des permutations, cf. ﬁgure 1.4. Pour un poset P , on note l’ensemble de








Figure 1.4 – Exemple d’extensions line´aires d’un poset.
Base d’un poset
De´ﬁnition 12. La base d’un poset P est le plus petit ensemble B ⊂ P tel que pour
tout x, y ∈ P , on ait
x <P y ⇔ {z ∈ B, z ≤ x} � {z ∈ B, z ≤ y}. (1.5)
C’est-a`-dire qu’a` chaque e´le´ment correspond une projection sur la base et que la compa-
raison des e´le´ments peut se faire par comparaison ensembliste des projections. Dans [LS96],
Lascoux et Schu¨tzenberger donnent une caracte´risation des e´le´ments de la base.
Lemme 13. Un e´le´ment x d’un poset P appartient a` la base de P si et seulement s’il
existe y ∈ P tel que x soit un e´le´ment minimal de P\{z ≤ y}.
Un exemple de calcul de la base d’un poset est donne´ ﬁgure 1.5. De fac¸on e´quivalente,
il est possible de de´ﬁnir la cobase d’un poset en utilisant les e´le´ments maximaux et des
projections d’ide´aux supe´rieurs au lieu d’infe´rieurs.
1.1.3 Chemins de Dyck
La de´ﬁnition originelle de certaines structures d’ordre que nous allons e´tudier par la






{b, e, f} {c, e, f} {f, g}
{e} {f} {g}
{∅}
Figure 1.5 – Exemple d’un poset et de sa base. La base du poset est forme´e par les
e´le´ments b, c, e, f, g. En eﬀet, e, f et g sont minimaux pour P\{z ≤ h} et b et c sont
minimaux pour respectivement P\{z ≤ c} et P\{z ≤ b}. A` droite, on a repre´sente´ le
meˆme poset ou` les e´le´ments ont e´te´ remplace´s par leur projection sur la base.
De´ﬁnition 14. Un chemin de Dyck de taille n est un chemin dans le plan depuis l’origine
jusqu’au point (2n, 0) forme´ de pas dits ”montants” (1, 1) et de pas ”descendants” (1,−1)
tels que le chemin ne descende jamais en dessous de la ligne y = 0.
La ﬁgure 1.6 illustre un exemple de chemin de Dyck. On identiﬁe les chemins a` des
mots sur un alphabet binaire {1, 0} ou` les pas montants sont repre´sente´s par des 1 et les
pas descendants par des 0. On les appelle alors mots de Dyck. Ils contiennent autant de 1
que de 0 et dans chacun de leurs pre´ﬁxes, le nombre de 1 est supe´rieur ou e´gal au nombre
de 0. La ﬁgure 1.6 donne un exemple de la correspondance entre chemin de Dyck et mot
de Dyck.
11010111001001001100
Figure 1.6 – Un chemin de Dyck et le mot de Dyck associe´.
Un re´sultat classique de combinatoire est que le nombre de chemins de Dyck de taille n








De´ﬁnition 15. Un chemin est dit primitif s’il n’a pas d’autres contacts avec la droite y = 0
que son origine et son point ﬁnal.
Les ﬁgures 1.6 et 1.7 illustrent respectivement un chemin non primitif et primitif.
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Figure 1.7 – Un chemin de Dyck primitif.
1.1.4 Arbres
Dans ce paragraphe, nous allons donner la de´ﬁnition de plusieurs familles d’arbres. Nous
de´crivons les arbres binaires, les arbres binaires de recherche et les arbres de´croissants.
Arbres binaires
Un arbre binaire se de´ﬁnit re´cursivement comme e´tant soit l’arbre vide ∅, soit un couple
d’arbres binaires appele´s sous-arbre droit et sous-arbre gauche greﬀe´s sur un nœud racine.
On appelle feuille un nœud dont les deux sous-arbres sont vides. Si T est un arbre forme´ de
la racine x et respectivement des sous-arbres, gauche et droit, A et B, on e´crit T = x(A,B).
Cette notation est illustre´e ﬁgure 1.8. Dans ce me´moire, la racine des arbres est repre´sente´e
en haut et ses sous-arbres sont dessine´s en dessous d’elle.
x
A B
Figure 1.8 – Illustration de la structure re´cursive de l’arbre binaire T = x(A,B). x est la
racine de l’arbre, A est le sous-arbre gauche de x et B son sous-arbre droit.
Nous manipulerons les e´tiquetages des arbres binaires, i.e., les fac¸ons d’associer une
valeur a` chaque sommet de l’arbre. Les arbres binaires des ﬁgures 1.9 et 1.10 sont respec-
tivement non-e´tiquete´ et e´tiquete´.
Les chemins de Dyck et les arbres binaires e´tant compte´s par les nombres de Catalan,
il est possible de de´ﬁnir des bijections entre ces deux familles d’objets. Nous de´ﬁnissons
maintenant une de ces bijections, que nous allons utiliser dans ce me´moire.
La correspondance entre les chemins de Dyck et les arbres binaires utilise la structure
re´cursive des deux objets. Un chemin de Dyck D est soit le chemin vide, soit s’e´crit D =
D11D20 ou` D1 et D2 sont deux chemins de Dyck. On de´ﬁnit alors T , l’arbre correspondant
a` D par T = x(T1, T2) ou` T1 et T2 sont les arbres binaires correspondant respectivement
a` D1 et D2. La bijection est illustre´e ﬁgure 1.9. On remarque que D1 est le pre´ﬁxe de D
jusqu’au dernier retour a` 0. En particulier, si D est un chemin primitif alors D1 est vide.
Le chemin D2 est vide si D se termine par le mot 10.
26
←→
Figure 1.9 – Correspondance entre arbres binaires et chemins de Dyck.
Arbres binaires de recherche
Nous aurons besoin plus tard d’une famille spe´ciﬁque d’arbre binaire, les arbres binaires
de recherche.
De´ﬁnition 16. Un arbre binaire de recherche est un arbre binaire e´tiquete´ ve´riﬁant pour
chaque nœud x la condition suivante : si x est e´tiquete´ par k alors les nœuds du sous-
arbre gauche (resp. droit) de x sont e´tiquete´s par des entiers infe´rieurs ou e´gaux (resp.

















Figure 1.11 – Extensions line´aires d’un arbre binaire.
Un exemple d’arbre binaire de recherche est donne´ ﬁgure 1.10. Pour un arbre binaire
donne´ de taille n, il n’existe qu’un seul e´tiquetage, dit standard, utilisant les entiers de 1
a` n une fois chacun, tel que le re´sultat soit un arbre binaire de recherche. On identiﬁe
donc les arbres binaires non e´tiquete´s et les arbres binaires de recherche standard. La
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structure d’arbre binaire de recherche est utilise´e couramment en algorithmique pour le
stockage d’ensembles ordonne´s. En particulier, l’algorithme re´cursif d’insertion dans un
arbre binaire de recherche est bien connu. L’insertion de l’entier k dans l’arbre T se fait
de la fac¸on suivante : si T est vide alors k devient la racine de T , sinon, si k ≤ racine(T )
(resp. k > racine(T )) on inse`re k dans le sous-arbre gauche (resp. droit) de T .

























Figure 1.12 – Insertion dans un arbre binaire de recherche et extensions line´aires
On utilise cet algorithme pour associer un arbre binaire P(σ) a` chaque permutation σ :
on inse`re successivement les entiers de la permutation de la droite vers la gauche dans
un arbre T vide au de´part. Ce processus est illustre´ ﬁgure 1.12. La proprie´te´ suivante est
de´ja` dans [BW91] et reprise dans [HNT05] dans le cadre qui nous inte´resse. Le nom de
l’algorithme P a e´te´ choisi par analogie au P-symbole de la correspondance de Robinson-
Schensted [Sch61] qui envoie une permutation sur un tableau standard. L’ordre faible droit
sur les permutations dont nous parlons dans la prochaine proposition est de´ﬁni dans le
paragraphe 1.2.3.
Proposition 17. Les permutations qui donnent le meˆme arbre binaire par insertion dans
un arbre binaire de recherche sont les extensions line´aires de cet arbre vu comme un poset.
Elles forment un intervalle pour l’ordre faible droit sur les permutations. On appelle cet
ensemble la classe sylvestre de l’arbre.
En eﬀet, un arbre binaire e´tiquete´ peut eˆtre interpre´te´ comme un poset (ou` les e´le´ments
minimaux se trouvent en bas). Si a se trouve dans le sous-arbre issu de b, on e´crit a � b.
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Une extension line´aire de l’arbre se de´ﬁnit alors comme au paragraphe 1.1.2 : si a � b
alors a se trouve avant b dans l’extension line´aire. Dans la ﬁgure 1.12, on donne l’ensemble
des extensions line´aires d’un arbre donne´ et on pourra ve´riﬁer qu’elles forment bien un
intervalle pour l’ordre faible droit.
Arbres binaires de´croissants
Les arbres binaires de´croissants sont une autre famille d’arbres binaires dont nous
aurons besoin par la suite.
De´ﬁnition 18. Un arbre binaire de´croissant est un arbre binaire e´tiquete´ tel que pour
chaque nœud x e´tiquete´ par k, les nœuds de l’arbre issu de x sont e´tiquete´s par des entiers
infe´rieurs ou e´gaux a` k.
Les permutations sont en bijection avec les arbres binaires de´croissants. A` partir d’un
arbre binaire de´croissant, on obtient une permutation en lisant ses sommets selon le
parcours inﬁxe (ﬁls gauche, racine, ﬁls droit). Re´ciproquement, a` une permutation qui
s’e´crit σ = unv ou` n est la valeur maximale de σ, on fait correspondre re´cursivement
l’arbre T = n(Tu, Tv) ou` Tu et Tv sont les arbres des facteurs u et v. On note cet










Figure 1.13 – Un arbre binaire de´croissant et la permutation associe´e.
Le nombre d’e´tiquetages de´croissants d’un arbre binaire donne´ est e´gal au nombre de




ou` le produit est e´value´ sur les sommets v de l’arbre et ou` hv est la taille du sous-arbre
issu de v. Les permutations associe´es aux e´tiquetages de´croissants d’un arbre binaire sont
les inverses des extensions line´aires de son arbre binaire de recherche. Elles forment donc






































Figure 1.14 – Les arbres de´croissants d’un arbre binaire donne´ et l’intervalle correspondant
dans l’ordre gauche.
Arbres planaires
Nous aurons besoin par la suite d’une autre famille d’arbres, les arbres planaires enra-
cine´s.
Un arbre planaire se de´crit re´cursivement comme e´tant un nœud racine auquel est
greﬀe´e une liste d’arbres planaires : les ﬁls du nœud. La liste peut eˆtre vide et l’ordre des
arbres dans la liste est important. La taille d’un arbre est donne´e par son nombre de nœuds.
Les arbres binaires de taille n sont en bijection avec les arbres planaires de taille n+1 par
l’ope´ration suivante : soit F l’arbre planaire associe´ a` T , alors
1. Si x est le ﬁls gauche de y dans T , alors x est le fre`re gauche de y dans F ,
2. Si x est le ﬁls droit de y dans T , alors x est le ﬁls de y dans F .
Re´cursivement, on part d’un nœud racine p0 dans F et on inse`re les nœuds de T . Si T
contient un unique nœud x, il devient le ﬁls de p0. Sinon, on a T = x(T1, T2) et on inse`re
d’abord T1 puis le nœud x et enﬁn on inse`re T2 dans l’arbre de racine x. Cette bijection met
en lumie`re une structure re´cursive diﬀe´rente de la structure usuelle sur les arbres binaires :
un arbre binaire est une liste d’autres arbres greﬀe´s sur sa branche gauche. La bijection
est illustre´e ﬁgure 1.15.
La bijection peut aussi se faire directement avec les chemins de Dyck. Un chemin de
Dyck s’e´crit comme une suite de chemins primitifs, chaque chemin primitif correspondant
a` un ﬁls de la racine. On lit sur les trois objets une statistique que nous utiliserons a`
plusieurs reprises : le nombre de nœuds sur la branche gauche de l’arbre binaire correspond
au nombre de ﬁls de la racine de l’arbre planaire et au nombre de chemins primitifs qui
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composent le chemin de Dyck qu’on appelle aussi nombre de retours a` 0 [Fin13a, Fin13b].
↔ ↔
Figure 1.15 – Bijection arbre binaire / arbre planaire / chemin de Dyck.
1.1.5 Arbres Cambriens
Les arbres Cambriens ge´ne´ralisent les arbres binaires de recherche de´ﬁnis dans le para-
graphe pre´ce´dent. Ces objets ont e´te´ introduits par N. Reading en 2006 [Rea06], sous une
formulation diﬀe´rente mais e´quivalente a` celle pre´sente´e ici, dans le cadre de l’e´tude des
treillis Cambriens. Ces treillis sont de´ﬁnis de fac¸on ge´ne´rale pour tout groupe de Coxeter
mais nous ne donnons ici que la de´ﬁnition pour le type A, i.e., le groupe syme´trique.
Arbres Cambriens et arbres croissants
Conside´rons un arbre dirige´ T sur un ensemble de sommets V et un sommet v ∈ V. On
appelle enfants (resp. parents) de v les sources des areˆtes entrantes (resp. les destinations
des areˆtes sortantes) de v et sous-arbre des descendants (resp. anceˆtres) de v les sous-arbres
qui lui sont attache´s. Notre de´ﬁnition est adapte´e de [IO13, LP13].
De´ﬁnition 19. Un arbre Cambrien est un arbre dirige´ T avec un ensemble de sommets V,
muni d’un e´tiquetage bijectif des sommets p : V→ [n] tel que pour chaque sommet v ∈ V,
(i) v a soit un parent et deux ﬁls (ses descendants sont appele´s sous-arbres gauche et
droit) ou un ﬁls et deux parents (ces sous-arbres des anceˆtres sont appele´s sous-arbres
gauche et droit) ;
(ii) toutes les e´tiquettes sont plus petites (resp. grandes) que p(v) dans le sous-arbre
gauche (resp. droit) de v.
La signature de T est le n-uplet ε(T) ∈ ±n de´ﬁnie par ε(T)p(v) = − si v a deux ﬁls
et ε(T)p(v) = + si v a deux parents. On note Camb(ε) l’ensemble des arbres Cambriens
ayant ε comme signature, Camb(n) =
�
ε∈±n Camb(ε) l’ensemble des arbres Cambriens
ayant n sommets, et Camb :=
�
n∈NCamb(n) l’ensemble de tous les arbres Cambriens.
De´ﬁnition 20. Un arbre croissant est un arbre dirige´ T avec un ensemble de sommets V,
muni d’un e´tiquetage bijectif des sommets q : V → [n] tel que v → w dans T implique
que q(v) < q(w).
De´ﬁnition 21. Un arbre Cambrien a` niveaux est un arbre dirige´ T avec un ensemble de
sommets V, muni de deux e´tiquetages bijectifs des sommets p, q : V → [n] qui de´ﬁnissent
respectivement un arbre Cambrien et un arbre croissant.
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En d’autres termes, un arbre Cambrien a` niveaux est un arbre Cambrien muni d’une
extension line´aire de sa cloˆture transitive.
La ﬁgure 1.16 fournit un exemple d’arbre Cambrien (gauche), d’arbre croissant (milieu)
et d’arbre Cambrien a` niveaux (droite). Toutes les areˆtes sont oriente´es du bas vers le haut.
Tout au long de ce me´moire, nous repre´senterons les arbres Cambriens a` niveaux sur une
grille (n× n) de la fac¸on suivante (voir ﬁgure 1.16) :
1. chaque sommet v apparaˆıt a` la position (p(v), q(v)) ;
2. les sommets ne´gatifs (avec un parent et deux ﬁls) sont repre´sente´s par � et les
sommets positifs (avec un ﬁls et deux parents) sont repre´sente´s par ⊕ ;
3. on dessine parfois (lorsque cela aide a` la compre´hension) un mur vertical rouge sous
les sommets ne´gatifs et au-dessus des sommets positifs pour marquer la se´paration
entre les sous-arbres gauche et droit de chaque sommet.
Remarque 22 (E´pines de triangulations). Les arbres Cambriens peuvent eˆtre vus comme
des e´pines (i.e., arbres duaux oriente´s et e´tiquete´s) de triangulations de polygones e´tiquete´es.
Plus pre´cise´ment, conside´rons un (n+2)-gone Pε avec des sommets e´tiquete´s par 0, . . . , n+1
de gauche a` droite, et ou` le sommet i est situe´ au-dessus de la diagonale [0, n+1] si εi = +
et en dessous si εi = −. On associe a` une triangulation σ d’un polygone Pε son arbre dual,
avec un sommet e´tiquete´ par j pour chaque triangle ijk de σ dans lequel i < j < k, et une
areˆte entre deux triangles adjacents oriente´e du triangle situe´ au-dessous vers le triangle
situe´ au-dessus de la diagonale commune (voir la ﬁgure 1.17 et se re´ferer a` [LP13] pour
les de´tails de cette construction). Tout au long de cette partie, on note T∗ la triangulation
de Pε duale de l’arbre Cambrien T, et on utilise cette interpre´tation pour fournir au lecteur
une intuition ge´ome´trique des de´ﬁnitions et des re´sultats.
Proposition 23 ([LP13, IO13]). Pour toute signature ε ∈ ±n, le nombre d’arbres ε-
































































Figure 1.17 – Un arbre Cambrien (a` gauche) et une triangulation (a` droite) sont duaux
l’un de l’autre (au milieu).
Il y a plusieurs fac¸ons de prouver ce re´sultat (a` notre connaissance, les deux dernie`res
sont originales) :
(i) En utilisant la description de [LP13] donne´e dans la remarque pre´ce´dente, on de´duit
directement que le nombre d’arbres ε-Cambriens est le nombre de triangulations
d’un (n+ 2)-gone convexe, ce qui est compte´ par les nombres de Catalan.
(ii) Les arbres Cambriens sont en bijection avec des permutations e´vitant certains motifs,
voir paragraphe 1.1.5. Dans la proposition 33, on montre que la forme de l’arbre de
ge´ne´ration de cette famille de permutations est inde´pendante de ε.
(iii) Dans le lemme 102, nous donnons une bijection explicite entre des arbres ε et ε�-
Cambriens, ou` ε et ε� diﬀe`rent seulement par un e´change de deux signes conse´cutifs
ou un remplacement du signe de 1 (ou celui de n) par le signe oppose´. Comme les
arbres Cambriens sont exactement les arbres binaires pour la signature (−)n, on en
conclut la proposition voulue.
Correspondance Cambrienne
Nous repre´sentons graphiquement une permutation τ ∈ Sn par une table (n×n), dont
les lignes sont indixe´es par les positions de bas en haut et les colonnes par les valeurs
de gauche a` droite. Autrement dit, nous plac¸ons un point en ligne i et en colonne τ(i)
pour tout i ∈ [n]. Ce choix d’orientation non classique est ne´cessaire pour correspondre
davantage aux constructions de´ja` existantes de [LR98, HNT05].
Une permutation signe´e est une permutation dans laquelle les valeurs rec¸oivent un signe.
On repre´sente graphiquement une permutation signe´e par une table de permutation dans
laquelle chaque point est dote´ d’un signe + ou − comme on peut le voir dans la partie
supe´rieure gauche de la ﬁgure 1.18. La p-signature (resp. v-signature) d’une permutation
signe´e τ est la suite εp(τ) (resp. εv(τ)) de signes de τ ordonne´e par positions de bas en
haut (resp. par valeurs de gauche a` droite).
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Dans les exemples concrets, nous soulignons les positions/valeurs ne´gatives et nous
surlignons les positives : par exemple, nous e´crivons 2751346 pour la permutation signe´e
repre´sente´e dans la partie supe´rieure gauche de la ﬁgure 1.18, ou` τ = [2, 7, 5, 1, 3, 4, 6],
εp = −+−−+−+ et εv = −−+−−++.
Pour une signature ε ∈ ±n, on note Sε (resp. Sε) l’ensemble des permutations signe´es τ










l’ensemble de toutes les permutations signe´es.
Nous pre´sentons maintenant une ge´ne´ralisation d’un algorithme pre´sente´ dans [LP13]
permettant de construire un arbre ε-Cambrien a` niveaux Θ(τ) en partant d’une permu-
tation signe´e τ ∈ Sε. La ﬁgure 1.18 illustre cet algorithme sur la permutation 2751346.
Pour commencer, nous pre´-calculons la table de la permutation τ (avec des points signe´s
aux positions (τ(i), i) pour i ∈ [n]) et trac¸ons un mur vertical sous les sommets ne´gatifs et
au-dessus des sommets positifs. On connecte ensuite les points de bas en haut (en lisant
donc la permutation τ de la gauche vers la droite) de la fac¸on suivante : l’algorithme com-
mence avec une branche entrante entre chaque couple de valeurs ne´gatives conse´cutives,
repre´sente´es dans la ﬁgure 1.18 en haut a` gauche par des points entre chaque valeur sur
la ligne en bas du tableau. Un sommet ne´gatif � connecte les deux branches qui sont res-
pectivement imme´diatement a` sa gauche et imme´diatement a` sa droite pour former une
unique branche sortante. Un point positif ⊕ se´pare la seule branche visible (n’e´tant pas
cache´e derrie`re un mur) en deux branches sortantes. L’algorithme se termine avec une
branche sortante entre chaque couple de valeurs positives conse´cutives, repre´sente´es dans
la ﬁgure 1.18 en haut a` gauche par des points entre chaque valeur sur la ligne en haut du
tableau. La ﬁgure 1.18 illustre un exemple d’application de cet algorithme.
Proposition 24 ([LP13]). L’application Θ est une bijection entre les permutations signe´es
et les arbres Cambriens a` niveaux.
Remarque 25. La correspondance de Robinson-Schensted est une bijection entre les per-
mutations et les paires de tableaux de Young standard de meˆme forme. L’algorithme
de Schensted [Sch61] donne une fac¸on algorithmique eﬃcace de cre´er la paire de ta-
bleaux (P(τ),Q(τ)) correspondant a` une permutation τ par insertions successives : le pre-
mier tableau P(τ) (tableau d’insertion) se souvient des e´le´ments inse´re´s de τ et le deuxie`me
tableau (tableau d’enregistrement) se souvient de l’ordre dans lequel les e´le´ments ont e´te´
inse´re´s. Comme aborde´ pre´ce´demment dans 1.1.4, F. Hivert, J.-C. Novelli et J.-Y. Thibon
de´ﬁnissent dans [HNT05] une correspondance similaire, appele´e correspondance sylvestre,
entre les permutations et les paires d’arbres e´tiquete´s de meˆme forme. Dans la corres-
pondance sylvestre, le premier arbre (arbre d’insertion) est un arbre binaire de recherche
standard et le deuxie`me arbre (arbre d’enregistrement) est un arbre binaire croissant. La
correspondance Cambrienne est exactement une correspondance entre les permutations





































































Figure 1.18 – L’algorithme d’insertion sur la permutation signe´e 2751346.
d’insertion, est e´tiquete´ de fac¸on Cambrienne et le second arbre, appele´ arbre d’enregis-
trement, est croissant, ces deux arbres e´tant encode´s ensembles dans un arbre Cambrien a`
niveaux. Cette analogie motive la de´ﬁnition suivante.
De´ﬁnition 26. Soit une permutation τ ∈ Sε. Son P-symbole est l’arbre d’insertion Cam-
brien P(τ) deﬁni par Θ(τ) et son Q-symbole est l’arbre d’enregistrement croissant Q(τ)
de´ﬁni par Θ(τ).
La caracte´risation suivante des ﬁbres de P est imme´diate par la description de l’algo-
rithme. Comme explique´ dans le paragraphe 1.1.2, on note L(G) l’ensemble des extensions
line´aires d’un graphe dirige´ G.
Proposition 27. Les permutations signe´es τ ∈ Sε telles que P(τ) = T sont pre´cise´ment
les extensions line´aires de (la cloˆture transitive de) T.
Exemple 28. Quand ε = (+)n, la proce´dure construit l’arbre binaire de recherche P(τ)
pointant vers le haut par insertions successives en partant de la gauche. De la meˆme
fac¸on, P(τ) est l’arbre croissant IT(τ) de τ−1 est de´ﬁni pour τ = τ �1τ �� en greﬀant l’arbre
croissant IT(τ �) a` gauche et l’arbre croissant IT(τ ��) a` droite du noeud racine e´tiquete´
par 1. Quand ε = (−)n, cette proce´dure construit un arbre binaire de recherche P(τ)
pointant vers le bas. Cet arbre s’obtient par insertions successives dans un arbre binaire de
recherche de droite a` gauche. De fac¸on e´quivalente, P(τ) est l’arbre de´croissant de τ−1 de´ﬁni
pour τ = τ �nτ �� en greﬀant l’arbre de´croissant DT(τ �) a` gauche et l’arbre de´croissant DT(τ ��)


















Figure 1.19 – La proce´dure d’insertion sur une permutation σ = 2751346 produit un
arbre binaire de recherche quand la signature est constante positive (gauche) ou constante
ne´gative (droite).
Remarque 29 (Correspondance Cambrienne sur les triangulations). N. Reading [Rea06] a
de´crit en premier l’application P sur les triangulations d’un polygone Pε (remarque 22). La
triangulation P(τ)∗ est l’union des chemins π0, . . . , πn ou` πi est le chemin entre le sommet 0
et n+ 1 de Pε passant par les sommets dans la diﬀe´rence syme´trique ε−1(−)� τ([i]).
Congruence Cambrienne
Suivant la de´ﬁnition de la congruence sylvestre [HNT05], caracte´risons maintenant
par une relation de congruence les permutations signe´es τ ∈ Sε qui ont le meˆme P-
symbol P(τ). La de´ﬁnition originelle de la congruence Cambrienne a e´te´ donne´ par N. Rea-
ding dans [Rea06].
De´ﬁnition 30 ([Rea06]). Pour une signature ε ∈ ±n, la congruence ε-Cambrienne est
la relation d’e´quivalence sur Sε de´ﬁnie comme e´tant la cloˆture transitive des re`gles de
re´e´criture suivantes :
UacV bW ≡ε UcaV bW si a < b < c et εb = −,
UbV acW ≡ε UbV caW si a < b < c et εb = +,
ou` a, b, c sont des e´le´ments de [n] et U, V,W sont des mots sur l’alphabet [n]. La congruence
Cambrienne est la relation d’e´quivalence sur toutes les permutations signe´es S± obtenue






Proposition 31. Deux permutations signe´es τ, τ � ∈ Sε sont ε-Cambriennes congruentes
si et seulement si elles ont le meˆme P-symbole :
τ ≡ε τ � ⇐⇒ P(τ) = P(τ �).
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De´monstration. Prouver cette proposition revient a` observer que deux sommets conse´cutifs
a et c dans une extension line´aire τ d’un arbre ε-Cambrien T peuvent eˆtre e´change´s en
restant une extension line´aire τ � de T pre´cisement lorsqu’elles appartiennent a` deux sous-
arbres diﬀe´rents d’un sommet b de T. Il suit que les sommets a et c se trouvent de part et
d’autre de b et que donc a < b < c. Si εb = −, alors a, c apparaissent avant b et τ = UacV bW
peut eˆtre transforme´ en τ � = UcaV bW , tandis que si εb = +, alors a, c apparaissent apre`s b
et τ = UbV acW peut eˆtre transforme´ en τ � = UbV caW .
Inversement, si deux permutations σ et τ appartiennent aux extensions line´aires d’un
meˆme arbre Cambrien T, il est possible de re´e´crire l’une en l’autre par une suite de
transpositions. Les seules transpositions qu’il est possible d’appliquer a` une extension
line´aire σ ∈ L(T) pour obtenir une autre extension line´aire de T sont celles qui e´changent
deux e´le´ments a et c incomparables dans l’arbre T. On observe que ces deux e´le´ments sont
incomparables dans un arbre Cambrien T si et seulement si ils apparaissent dans deux sous-
arbres diﬀe´rents d’un meˆme nœud, ce qui est e´quivalent a` avoir une valeur interme´diaire
positive (resp. ne´gative) situe´e avant (resp. apre`s) dans l’extension line´aire.
Classes Cambriennes et arbres de ge´ne´ration
E´tudions maintenant les classes d’e´quivalence de la congruence Cambrienne. Rappe-
lons que l’ordre faible (droit) sur Sε est de´ﬁni comme l’ordre d’inclusion sur les ensembles
de coinversions, ou` une coinversions de τ ∈ Sε est une paire de valeurs i < j telle
que τ−1(i) > τ−1(j) (quelle que soit la signature de τ). Dans cette partie, nous travaillerons
toujours avec l’ordre faible droit, que nous appellerons simplement ordre faible par souci
de concision. La proposition suivante est due a` N. Reading [Rea06].
Proposition 32 ([Rea06]). Toutes les classes ε-Cambriennes sont des intervalles de l’ordre
faible sur Sε.
Par conse´quent, les arbres ε-Cambriens sont en bijection avec les permutations maxi-
males pour l’ordre faible des classes ε-Cambriennes. En utilisant la deﬁnition 30 et la
proposition 31, on voit facilement que ces permutations sont pre´cisement celles qui e´vitent
les motifs signe´s b-ac avec εb = + et ac-b avec εb = − (que l’on e´crira a` partir de mainte-
nant b-ac and ac-b). Cette observation nous permet de construire un arbre de ge´ne´ration Tε
pour ces permutations. Cet arbre a n niveaux et les noeuds au niveau m sont e´tiquete´s
par des permutations de [m] e´vitant les deux motifs b-ac et ac-b. Le pe`re d’une permu-
tation dans Tε est obtenu en supprimant la valeur maximale. Deux exemples d’arbres de
ge´ne´ration sont pre´sente´s dans la ﬁgure 1.20. La proposition suivante fournit une autre
preuve du fait que le nombre d’arbres ε-Cambriens sur n sommets est toujours le nombre







, ainsi qu’une bijection explicite entre des arbres ε-Cambriens
et ε�-Cambriens pour des signatures distinctes E , E � ∈ ±n.
Proposition 33. Pour toutes signatures ε, ε� ∈ ±n, les arbres de ge´ne´rations Tε et Tε� sont
isomorphes.
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•23•1 •3•2•1 •123• •13•2• •3•1•2•
•2•1 •1•2•
•1•
•1234• •4•123• •3124• •34•12••4•3•12• •2134• •4•213• •2314• •234•1••4•23•1• •3214• •324•1••34•2•1•4•3•2•1•
•123• •3•12• •213• •23•1• •3•2•1•
•12• •2•1•
•1•
Figure 1.20 – Les arbres de ge´ne´ration Tε pour les signatures ε = −+−− (haut) et
ε = +−−− (bas). Les espaces libres sont marque´s avec un point bleu.
Conside´rons les positions possibles de m + 1 dans les enfants d’une permutation τ au
niveaum dans Tε. On indice par {0, . . . ,m} de gauche a` droite les espaces avant la premie`re
lettre, entre deux lettres conse´cutives, et apre`s la dernie`re lettre de τ . On appelle espace
libre les e´le´ments de {0, . . . ,m} ou` placer m+ 1 ne cre´e´ par le motif ac-b ou b-ac. Ce sont
les points marque´s en bleu dans la ﬁgure 1.20.
Lemme 34. Une permutation avec k espaces libres a k enfants dans Tε, et chacun des k
enfants a un nombre d’espaces libres diﬀe´rent, variant de 2 a` k + 1.
De´monstration. Soit τ une permutation au niveau m dans Tε avec k espaces libres. Soit σ
le ﬁls de τ dans Tε obtenu en inse´rant m+ 1 dans un espace libre j ∈ {0, . . . ,m}. Si εm+1
est ne´gatif (resp. positif), alors les espaces libres de σ sont 0, j+1 et les espaces libres de τ
situe´s apre`s j (resp. avant j + 1). Le re´sultat est implique´ par cette observation.
Preuve de la proposition 33. Ordonnons les enfants d’une permutation dans Tε de la gauche
vers la droite par nombre croissant d’espaces libres comme dans ﬁgure 1.20. Le lemme 34
montre que la forme de cet arbre est inde´pendante de ε. Il assure que les arbres Tε




La canope´e d’un arbre binaire a de´ja` e´te´ utilise´e par J.-L. Loday dans [LR98, Lod04]
mais le nom a e´te´ trouve´ par X. Viennot [Vie07]. Cette notion a ensuite e´te´ e´tendue
aux arbres Cambriens (ou e´pines) dans [LP13] pour de´ﬁnir une surjection de l’associae`dre
Asso(ε) au paralle´le´pipe`de Para(n) ge´ne´re´ par les racines simples. La principale observation
est que les sommets i et i + 1 sont toujours comparables, i.e., relie´s par un chemin, dans
un arbre Cambrien (dans le cas contraire, ils appartiendraient a` deux sous-arbres distincts
d’un sommet j tel que i < j < i+ 1).
De´ﬁnition 35. La canope´e d’un arbre Cambrien T est la se´quence can(T) ∈ ±n−1 de´ﬁnie
par can(T)i = − si i est au-dessus de i + 1 dans T et can(T)i = + si i est en dessous
de i+ 1 dans T.
Par exemple, la canope´e de l’arbre Cambrien de la ﬁgure 1.16 (gauche) est −++−+−.
La canope´e de T se comporte bien avec les extensions linaires de T et le treillis Cambrien.
Pour interpre´ter ce fait, de´ﬁnissons pour une permutation τ ∈ Sε la suite rec(τ) ∈ ±n−1,
dans laquelle rec(T)i = − si τ−1(i) > τ−1(i+1) et rec(T)i = + sinon. En d’autres termes,
rec(τ) enregistre les reculs de la permutation τ , i.e., les descentes de la permutation inverse
de τ .
Proposition 36. Les applications P, can, et rec de´ﬁnissent le diagramme commutatif





Les ﬁbres de ces applications sur l’ordre faible de Sε pour ε = −+−− et ε = +−−−
sont repre´sente´es ﬁgure 1.34.
1.2 Treillis
Dans cette partie, nous introduisons la structure de treillis. Ces objets sont a` la base
de notre travail et nous donnons un aperc¸u de leurs proprie´te´s fondamentales. Pour une
approche plus comple`te, nous invitons le lecteur a` se reporter aux ouvrages suivants [Sta99],
[Bir79], [DP02] et [LS96].
1.2.1 De´ﬁnition et exemples
Soit Z une partie d’un poset P . La borne infe´rieure de Z, note´e ∧Z, est l’unique




34123241 2431 4213 4132
1234
1324 12432134
21432314 3124 1342 1423
3142 2413 4123 14323214 2341
4321
4231 43123421
34123241 2431 4213 4132
1234
1324 12432134
21432314 3124 1342 1423
3142 2413 4123 14323214 2341
Figure 1.21 – Les ﬁbres des applications P (rouge) et rec (vert) sur les ordres faibles Sε
pour ε = −+−− (gauche) et ε = +−−− (droite).
y ≤ z ⇔ ∀x ∈ Z, y ≤ x (1.7)
s’il existe ou ∅ sinon. De fac¸on syme´trique, la borne supe´rieure de Z, note´e ∨Z est l’unique
e´le´ment z tel que
y ≥ z ⇔ ∀x ∈ Z, y ≥ x (1.8)
s’il existe ou ∅ sinon. Quand une partie Z ne comporte que deux e´le´ments x et y on e´crit
aussi x ∧ y = ∧Z et x ∨ y = ∨Z.
De´ﬁnition 37. Un treillis est un poset P tel que, pour toute partie X de P , ∧X et ∨X
sont diﬀe´rents de ∅.
La ﬁgure 1.22 pre´sente un exemple de poset qui n’est pas un treillis. En eﬀet, on a
que b ∧ c = ∅ et syme´triquement e ∨ f = ∅.
Dans le cas d’un treillis, le calcul de la base est trivial. On a que x appartient a` la base
du treillis si et seulement si x couvre un unique e´le´ment. Pour le treillis donne´ en exemple
dans la ﬁgure 1.22, la base est donc forme´e de quatre e´le´ments : b, c, e et f .
1.2.2 Treillis enveloppant
Un re´sultat de MacNeille [Mac37] est que tout poset P posse`de un treillis enveloppant,
c’est-a`-dire qu’il existe un treillis minimal T tel que P soit un sous-poset de T a` isomor-
phisme d’ordre pre`s. La construction de ce treillis est donne´e en particulier dans [DP02]
et [LS96].
Le treillis enveloppant T d’un poset P est le plus petit ensemble de parties de P clos
par intersection, contenant P ainsi que tous les ide´aux supe´rieurs de P . La relation d’ordre
est l’inclusion ensembliste et le morphisme plongeant P dans T est celui qui envoie chaque
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Figure 1.22 – Exemple et contre-exemple de treillis
e´le´ment sur son ide´al. On pourra ve´riﬁer dans la ﬁgure 1.22 que le treillis de gauche est
le treillis enveloppant du poset de droite. En eﬀet, l’e´le´ment supple´mentaire d est en fait
l’intersection des ide´aux de b, {b, e, f, g} et de c, {c, e, f, g}.
La proprie´te´ suivante du treillis enveloppant est donne´e dans [LS96].
Proposition 38. La base d’un poset P est la meˆme que celle de son treillis enveloppant.
Pour l’exemple de la ﬁgure 1.22, le poset et son treillis enveloppant ont tous les deux
comme base {b, c, e, f}. Nous donnons maintenant plusieurs exemples de treillis connus qui
nous serons utiles par la suite.
1.2.3 Ordre faible sur les permutations
L’ordre faible sur les permutations provient du monde des groupes de Coxeter. Le
groupe syme´trique est en eﬀet un groupe de Coxeter de type A. L’ordre faible droit (resp.
gauche) sur les groupes de Coxeter est de´ﬁni sur les mots re´duits comme la cloˆture transitive
de la relation “avoir pour pre´ﬁxe” (resp “avoir pour suﬃxe”). Nous utiliserons dans ce
me´moire une vision plus combinatoire de cet ordre.
Il existe en eﬀet plusieurs de´ﬁnitions e´quivalentes de cette ordre dans le cadre des per-
mutations. On peut le voir comme la cloˆture transitive de la relation qui associe a` une
premie`re permutation l’ensemble des permutations qui diﬀe`rent de la premie`re par un
e´change de deux valeurs croissantes dont les positions sont adjacentes pour l’ordre faible
droit et un e´change de deux valeurs conse´cutives telles que la plus petite soit a` gauche de
la plus grande dans le mot. Par exemple, les successeurs de la permutation 6254137 sont
les permutations 6524137, 6254317 et 6254173 dans l’ordre faible droit et les permuta-
tions 6354127 et 7254136 dans l’ordre faible gauche. Les ordres faibles droit et gauche en
taille 3 et 4 sont respectivement illustre´s ﬁgure 1.23 et ﬁgure 1.24.
L’ordre faible droit (resp. gauche) peut eˆtre vu de fac¸on e´quivalente comme l’inclusion
des ensembles de coinversions (resp. inversions) des permutations. Cette fac¸on d’interpre´ter








2314 3124 2143 1342 1423
3214 2341 3142 2413 4123 1432
3241 2431 3412 4213 4132
3421 4231 4312
4321








3124 2314 2143 1423 1342
3214 4123 2413 3142 2341 1432
4213 4132 3412 3241 2431
4312 4231 3421
4321






{(1, 2)} {(2, 3)}
{(1, 2), (1, 3)} {(1, 3), (2, 3)}
{(1, 2), (1, 3), (2, 3)}
Figure 1.25 – L’ordre faible droit en taille 3 (a` gauche) et l’ordre d’inclusion sur les
ensembles de coinversions des permutations en taille 3 (a` droite).
43
1.2.4 Treillis de Tamari
La de´ﬁnition historique de l’ordre de Tamari est donne´e en termes de parenthe´sages.
Nous donnons ici celle en termes de chemins de Dyck.
De´ﬁnition 39. Soit u un chemin de Dyck tel que u contienne un pas descendant a suivi
d’un pas montant b et soit c le chemin primitif ayant b comme premier pas. La rotation
sur u en a consiste a` e´changer le pas descendant a avec le chemin c.
L’ope´ration de rotation, illustre´e dans la ﬁgure 1.26, est la relation de couverture de
l’ordre de Tamari. C’est-a`-dire qu’un chemin v est plus plus grand qu’un chemin u si on
peut atteindre v par une se´rie de rotations sur u. Cela de´ﬁnit bien un ordre et meˆme un
treillis [HT72]. La ﬁgure 1.27 illustre l’ordre de Tamari sur les chemins de Dyck de taille 3
et 4.
−→
1101 0 11100100 1001100 −→ 1101 11100100 0 1001100
Figure 1.26 – Rotation sur les chemins de Dyck.
Par la suite, nous utiliserons plutoˆt la de´ﬁnition de l’ordre de Tamari sur les arbres
binaires. Pour donner la de´ﬁnition du treillis de Tamari sur les arbres binaires, il est
ne´cessaire de traduire l’ope´ration de rotation sur ces objets.
De´ﬁnition 40. Soit y un nœud d’un arbre binaire T dont le sous-arbre gauche n’est pas
vide et soit x la racine de ce sous-arbre gauche. La rotation droite de T en y est la
re´e´criture locale de´crite par la ﬁgure 1.29, c’est-a`-dire que l’on remplace y(x(A,B), C)
par x(A, y(B,C)) ou` A, B et C sont des arbres binaires potentiellement vides.
Cette ope´ration sur les arbres binaires n’est pas spe´ciﬁque a` l’ordre de Tamari. En eﬀet,
elle est utilise´e (en comple´ment de son ope´ration syme´trique, la rotation gauche) pour
e´quilibrer les arbres binaires quand ils sont utilise´s dans des algorithmes de stockage de
donne´es sous forme organise´e [AVL62]. Si on la conside`re comme une relation de couverture,
le poset obtenu est isomorphe a` l’ordre obtenu sur les chemins de Dyck. C’est l’ordre de
Tamari sur les arbres binaires illustre´ ﬁgure 1.28.
L’ope´ration de rotation n’est pas la seule fac¸on d’obtenir le treillis de Tamari sur les
arbres binaires de recherche. En eﬀet, l’algorithme P que nous avons de´ﬁni dans le pa-
ragraphe 1.1.4, qui a` une permutation associe l’arbre binaire de recherche correspondant,
fournit un lien entre l’ordre faible et le treillis de Tamari.
The´ore`me 41. L’ordre de Tamari est a` la fois un sous-treillis de l’ordre faible et un treillis
quotient par la relation
σ ≡ µ⇔ P(σ) = P(µ). (1.9)
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Figure 1.27 – Ordre de Tamari sur les chemins de Dyck de tailles 3 et 4, le plus petit
e´le´ment est le chemin alterne´ en bas du diagramme.
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Figure 1.28 – Ordre de Tamari sur les arbres binaires de tailles 3 et 4, le plus petit e´le´ment








Figure 1.29 – Rotation sur les arbres binaires.
L’ope´ration P(σ) de´coupe l’ordre faible en classes d’e´quivalences qui sont des intervalles
pour l’ordre faible droit. Les e´le´ments maximaux de ces intervalles sont les permutations
qui e´vitent le motif 132. Si on restreint l’ordre faible a` ces permutations, on obtient un ordre
isomorphe a` l’ordre de Tamari. Cette proprie´te´ est aussi vraie sur les e´le´ments minimaux
des classes. Enﬁn, l’ordre de Tamari est un quotient de l’ordre faible droit, ce qui s’exprime
par
σ ≤ µ⇒ P(σ) ≤ P(µ) (1.10)
ou` la relation a` gauche est celle de l’ordre faible droit et a` droite, celle de Tamari sur les
arbres binaires. On pourra ve´riﬁer ces proprie´te´s pour les tailles 3 et 4 dans la ﬁgure 1.30.
L’ordre de Tamari est aussi un quotient de l’ordre faible gauche par la relation σ ≡ µ
si et seulement si les arbres de´croissants associe´s a` σ et µ ont le meˆme arbre binaire sous-
jacent. Un exemple est donne´ dans la ﬁgure 1.14 d’un arbre binaire et de ses e´tiquetages
de´croissants.
L’ordre de Tamari peut aussi eˆtre exprime´ en termes d’arbres planaires enracine´s. La
relation de couverture donne´e par la rotation se de´crit simplement sur les arbres planaires
comme le glissement d’un nœud sur son fre`re gauche (cf. ﬁgure 1.31). A` partir de la
bijection, on ve´riﬁe facilement que cette ope´ration correspond bien aux rotations de´ﬁnies
sur les chemins de Dyck et les arbres binaires.
Il est aussi possible d’eﬀectuer la bijection syme´trique entre les arbres binaires et les
arbres planaires en transformant les ﬁls droits de l’arbre binaire en fre`res droits de l’arbre
planaire. Dans ce cas, le nombre de nœuds sur la branche droite correspond au nombre de
ﬁls de la racine de l’arbre planaire. Ces deux bijections jouent un roˆle important dans la
suite de notre travail. Nous revenons dessus de fac¸on de´taille´e dans le chapitre 3.
1.2.5 Treillis Cambriens
Nous pre´sentons maintenant la rotation dans les arbres Cambriens qui nous permettra,
comme dans le cas du treillis de Tamari, de de´ﬁnir les treillis Cambriens. Cette ope´ration
transforme un arbre ε-Cambrien en un autre arbre ε-Cambrien dont seule une coupe
oriente´e diﬀe`re par rapport a` l’arbre de de´part (voir proposition 43).
De´ﬁnition 42. Soit i → j une areˆte dans un arbre Cambrien T, avec i < j. Soit L le





















Figure 1.30 – L’ordre de Tamari comme quotient de l’ordre faible droit : taille 3 sur la
page de gauche et 4 sur la page de droite. Les permutations sont regroupe´es par classes
d’e´quivalence. On pourra ve´riﬁer que si une relation existe entre deux permutations de















































































Figure 1.31 – Ordre de Tamari sur les arbres planaires, tailles 3 et 4.
50
sous-arbre droit de j et A le sous-arbre sortant restant de j. Soit T� l’arbre oriente´ obtenu
a` partir de T en changeant juste l’orientation de i → j et en attachant les sous-arbres L
et A a` i et les sous-arbres B et R a` j. La transformation de T a` T� est appele´e rotation
de l’areˆte i → j. La ﬁgure 1.32 pre´sente diﬀe´rentes illustrations de la rotation selon les













































Figure 1.32 – Rotation dans les arbres Cambriens : l’arbre T (haut) est transforme´ en T�
(bas) par la rotation de l’areˆte i → j. Les quatre cas correspondent aux diﬀe´rents signes
possibles de i et j.
La proposition suivante explique le fait que les rotations soient compatibles avec les
arbres Cambriens et leurs coupures selon une areˆte. Une coupure selon une areˆte dans un
arbre Cambrien T est une partition ordonne´e (X � Y ) des sommets de T en l’ensemble X
de sommets dans l’ensemble source et l’ensemble Y de sommets dans l’ensemble cible d’une
areˆte oriente´e de T.
Proposition 43 ([LP13]). Le re´sultat T� d’une rotation d’une areˆte i→ j dans un arbre
ε-Cambrien est un arbre ε-Cambrien. De plus, T� est l’unique arbre ε-Cambrien avec les
meˆmes coupures selon les areˆtes que T, hormis la coupe de´ﬁnie par l’areˆte i→ j.
Remarque 44 (Rotations et ﬂips). Faire une rotation selon l’areˆte e dans un arbre ε-
Cambrien T e´quivaut a` faire un ﬂip de la diagonale duale e∗ dans la triangulation duale T∗
du polygone Pε. Voir [LP13, Lemma 13].
De´ﬁnissons le graphe des rotations croissantes sur Camb(ε) comme le graphe dont les
sommets sont les arbres ε-Cambrien et dont les areˆtes sont les rotations croissantes T→ T�,
i.e., ou` l’areˆte i→ j dans T est retourne´e en l’areˆte i← j dans T� pour i < j. La ﬁgure 1.33
illustre ce graphe. La prochaine proposition, adapte´e du travail de N. Reading [Rea06],
montre que ce graphe est acyclique, que sa fermeture transitive est un treillis, et que ce
treillis est lie´ de fac¸on proche a` l’ordre faible sur les permutations. On verra ﬁgure 1.34




































































Proposition 45 ([Rea06]). La cloˆture transitive du graphe des rotations croissantes sur
Camb(ε) est un treillis, appele´ treillis ε-Cambrien. L’application P : Sε → Camb(ε) de´ﬁnit
un homomorphisme de treillis de l’ordre faible sur Sε au treillis ε-Cambrien sur Camb(ε).
On peut noter que l’arbre ε-Cambrien minimal (resp. maximal) est un chemin oriente´
de 1 a` n (resp. de n a` 1) avec une feuille entrante sur chaque nœud ne´gatif et une feuille
sortante sur chaque nœud positif. On trouvera ﬁgure 1.33 une illustration de deux treillis
ε-Cambriens pour ε = −+−− et ε = +−−− .
Exemple 46. Quand ε = (−)n, le treillis Cambrien est le treillis de Tamari classique. Ce
re´sultat est montre´ dans [MHPS12]. Il peut eˆtre de´ﬁni de fac¸on e´quivalente en termes de
rotation gauche-droite sur les arbres binaires planaires, de ﬂips augmentant la pente des
diagonales dans les triangulations de P(−)
n
, ou comme un quotient de l’ordre faible par la
congruence sylvestre.
On peut aussi remarquer l’utilisation de la canope´e des arbres Cambriens permet de
construire un nouveau treillis.
Proposition 47. Les applications P, can, et rec de´ﬁnissent le diagramme commutatif





Les ﬁbres de ces applications sur l’ordre faible de Sε pour ε = −+−− et ε = +−−−




34123241 2431 4213 4132
1234
1324 12432134
21432314 3124 1342 1423
3142 2413 4123 14323214 2341
4321
4231 43123421
34123241 2431 4213 4132
1234
1324 12432134
21432314 3124 1342 1423
3142 2413 4123 14323214 2341
Figure 1.34 – Les ﬁbres des applications P (rouge) et rec (vert) sur les ordres faibles Sε




2.1 Alge`bres de Hopf sur les objets combinatoires
Dans ce paragraphe, nous allons de´ﬁnir la notion d’alge`bre de Hopf combinatoire qui
nous sera utile dans la troisie`me partie de ce document lorsque nous de´ﬁnirons, entre autres,
l’alge`bre de Hopf Cambrienne.
Formellement, les alge`bres de Hopf sont des objets alge´briques assez complexes ve´riﬁant
de nombreux axiomes. Cependant, en combinatoire, les ope´rations de base que sont le
produit et le coproduit se de´ﬁnissent tre`s simplement sur les mots et les axiomes de´coulent
alors naturellement. Plutoˆt que d’introduire un cadre formel pour en donner plus tard
des exemples concrets, il nous a semble´ plus naturel de partir des exemples de base pour
introduire les notions alge´briques qui y sont lie´es.
2.1.1 Espaces vectoriels d’objets combinatoires
Une classe combinatoire est un ensemble d’objets munis d’une notion de taille. L’en-
semble des objets ayant une taille donne´e est toujours ﬁni. Par exemple, si A est l’alpha-
bet {a, b}, on note A∗ = {�, a, b, aa, ab, ba, bb, aaa, aab, . . .} l’ensemble des mots sur A ou` �
est le mot vide. La taille d’un mot u, note´e |u|, est donne´e par son nombre de lettres.
L’ensemble des mots de taille n est ﬁni et de taille 2n.
Les permutations sont les objets de base dans notre travail. Elles forment une des classes
combinatoires les plus e´tudie´e en combinatoire. Par exemple, les permutations de taille 3
sont 123, 213, 132, 231, 312, 321. L’ensemble des permutations de taille n est ﬁni et en
nombre n!.
On sera rapidement amene´ a` former des sommes formelles d’objets combinatoires. Cela
revient a` se placer dans un espace vectoriel dont la base est l’ensemble des objets. On
conside´rera que le corps de base de l’espace vectoriel est un corps quelconque K de ca-







ou` En est de base Cn, les objets combinatoires de taille n.
2.1.2 Produits et alge`bres
On enrichit souvent les espaces vectoriels d’objets combinatoires d’une notion de pro-
duit. On obtient alors une alge`bre.
Exemple 48. On peut par exemple de´ﬁnir un produit base´ sur la concate´nation des mots :
A∗ × A∗ → A∗,
u.v → uv. (2.2)
Par exemple, aab.abab = aababab. De fac¸on similaire, on de´ﬁnit la concate´nation de´cale´e
sur les permutations
σ �. µ = σ�µ (2.3)
ou` �µ est le mot µ ou` les lettres ont e´te´ de´cale´es de |σ|. Par exemple 132�. 3421 = 1326754.
Exemple 49. Le produit de me´lange sur les mots se de´ﬁnit re´cursivement par
u� v :=

u si v = �,
v si u = �,
u1(u
�
� v) + v1(u� v
�) sinon, ou` u1, v1 ∈ A et u = u1u� et v = v1v�.
(2.4)
C’est la somme de tous les ”me´langes” des lettres de u et v tels que l’ordre des lettres dans
u et v respectivement ne soit pas modiﬁe´. Par exemple,
ab� ba = abba+ abba+ abab+ baba+ baab+ baab (2.5)
= 2 abba+ 2 baab+ abab+ baba (2.6)
Comme pour la concate´nation, on peut de´ﬁnir le produit de me´lange de´cale´ sur les
permutations
σ� µ = σ� �µ. (2.7)
Par exemple,
12� 21 = 1243 + 1423 + 1432 + 4123 + 4132 + 4312. (2.8)
De´ﬁnition 50. L’alge`bre A d’une classe combinatoire est dite gradue´e si son produit ve´riﬁe
la relation suivante :
|x× y| = |x|+ |y| (2.9)
pour tout x, y ∈ A. Dit autrement, pour tout n,m ∈ N, on a que le produit × est une
application de An × Am vers An+m.
Pour de´ﬁnir une alge`bre de Hopf, nous avons aussi besoin d’un coproduit.
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2.1.3 Coproduits et coge`bres
Soit A un alphabet. On se place sur l’alge`bre libre engendre´e par A que l’on note A =
K�A� ou` le produit est la concate´nation des mots. Cette alge`bre est tout simplement
l’ensemble des combinaisons line´aires des mots sur A aussi appele´es polynoˆmes non com-
mutatifs. Elle est clairement associative car
(u.v).w = u.(v.w) = uvw (2.10)
pour u, v, w ∈ A∗. Le produit µ := . est une application line´aire µ : A ⊗ A → A et







A⊗A µ �� A
(2.11)
ou` I : A→ A est l’identite´.
Le mot vide � est donc l’e´le´ment neutre pour la multiplication, c’est-a`-dire
∀u ∈ A∗, u.� = �.u = u. (2.12)
Le mot � est l’unite´ de l’alge`bre A. Un e´le´ment k ∈ K est assimile´ a` l’e´le´ment k� ∈ A. On
peut donc interpre´ter � non pas comme un mot mais comme une application � : K → A.











A` pre´sent, si A = {a, b, . . .}, introduisons un nouvel alphabet A� = {a�, b�, . . .} copie de
l’alphabet A et dont les lettres commutent avec celles de A. On de´ﬁnit l’ope´ration Δ sur
les lettres de A par Δ(a) = a + a�. Puis on e´tend l’ope´ration de telle sorte que Δ soit un
morphisme d’alge`bre, c’est-a`-dire
Δ(u.v) = Δ(u).Δ(v) (2.14)
pour u, v ∈ A∗. Par exemple, si A = {a, b} on a
Δ(aab) = (a+ a�)(a+ a�)(b+ b�) (2.15)
= aab+ aab� + aa�b+ aa�b� + a�ab+ a�ab� + a�a�b+ a�a�b� (2.16)
= aab+ aab� + 2aba� + 2aa�b� + ba�a� + a�a�b�. (2.17)
Un mot sur les alphabets A et A� se de´compose en deux parties inde´pendantes : un mot
sur A et un mot sur A�. On peut le conside´rer comme un e´le´ment de A ⊗ A� � A ⊗ A.
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L’ope´ration Δ : A→ A⊗A est alors un morphisme d’alge`bre tel que Δ(a) = a⊗ �+ �⊗a.
Le calcul pre´ce´dent s’e´crit
Δ(aab) = aab⊗ �+ aa⊗ b+ 2(ab⊗ a) + 2(a⊗ ab) + b⊗ aa+ �⊗ aab. (2.18)
L’ope´ration Δ est co-associative. Pour un mot u, on a Δ(u) =
�
u1 ⊗ u2 sur les





u1⊗u2⊗u3, la somme sur les triplets comple´mentaires de sous-mots de u. Sur un exemple,
cela donne
(Δ⊗ I)Δ(ab) = (Δ⊗ I) ((a⊗ �) + (�⊗ a)) ((b⊗ �) + (�⊗ b)) (2.19)
= (a⊗ �⊗ �+ �⊗ a⊗ �+ �⊗ �⊗ a)(b⊗ �⊗ �+ �⊗ b⊗ �+ �⊗ �⊗ b)
(2.20)
= (I ⊗Δ) ((a⊗ �) + (�⊗ a)) ((b⊗ �) + (�⊗ b)) (2.21)
= (I ⊗Δ)Δ(ab). (2.22)











Ce diagramme est la version ”renverse´e” du diagramme de l’associativite´ de l’alge`bre (2.11).
De la meˆme fac¸on, la co-unite´ de A est l’application line´aire c : A→ K telle que c(u) = 0
si u �= � et c(�) = 1, on a








version renverse´e du diagramme (2.13) de l’unite´ de l’alge`bre. Munie de l’ope´ration Δ,
l’espace vectoriel A posse`de une structure de coge`bre. La compatibilite´ entre Δ et µ en fait
une bige`bre.
2.1.4 Bige`bres et alge`bres de Hopf combinatoires
Dans ce paragraphe, nous allons combiner la notion d’alge`bre et de coge`bre pour
construire des bige`bres.
De´ﬁnition 51. Soit A un espace vectoriel. Si A est muni d’un produit associatif µ :
A⊗A→ A et d’une unite´ � : K→ A, on dit que A est une alge`bre. Si par ailleurs, A est
58
munie d’un coproduit Δ : A → A ⊗A co-associatif et d’une co-unite´ c : A → K alors A
est une coge`bre.
Enﬁn, si A est a` la fois une alge`bre et une coge`bre et que Δ et c sont des morphismes
d’alge`bres, alors A est une bige`bre.





ou` An est l’espace vectoriel sur les mots de taille n. En tant que bige`bre, A est aussi
gradue´e ce qui signiﬁe que son produit µ et son coproduit Δ ve´riﬁent





Par ailleurs, la dimension de A0 est 1 (le mot vide �) ce qui signiﬁe que A est connexe. On
peut alors prouver que l’antipode de A est bien de´ﬁnie [Swe69, Car07]. Nous ne de´taillerons
pas cette proprie´te´ car nous n’en aurons pas besoin. C’est elle qui justiﬁe l’appellation
alge`bre de Hopf. Par la suite, nous n’e´tudierons que des bige`bres gradue´es et connexes et
parlerons donc toujours d’alge`bres de Hopf combinatoires.
Si l’alphabet A n’est pas commutatif, le produit µ non plus. On a u.v �= v.u. Cependant,
le coproduit Δ que nous avons de´ﬁni est co-commutatif : soit ω : A ⊗ A → A ⊗ A
l’application de´ﬁnie par ω(u ⊗ v) = v ⊗ u, alors ω ◦ Δ = Δ. Par la suite, on de´ﬁnira
d’autres coproduits qui n’auront pas cette proprie´te´.
L’exemple des polynoˆmes non commutatifs, s’il parait trivial, n’en est pas moins fon-
damental. En eﬀet, il est souvent fastidieux de prouver tous les axiomes relatifs au produit
et au coproduit sur une bige`bre. Dans le cas de A, ce sont des proprie´te´s e´le´mentaires. Une
technique est alors d’exprimer une alge`bre combinatoire en fonction de A. Cela revient
a` associer a` chaque objet un de´veloppement sous forme de polynoˆmes (commutatifs ou
non). Pour prouver que l’espace en question posse`de une structure d’alge`bre de Hopf, on
prouve que la famille de polynoˆmes obtenue est stable par les ope´rations de produit et de
coproduit. Cette technique est appele´e la re´alisation polynomiale et nous en donnons un
exemple au paragraphe suivant avec l’alge`bre FQSym.
2.1.5 Alge`bre des fonctions quasi-syme´triques libres
Pour illustrer le principe de la re´alisation polynomiale, expliquons la construction de
l’alge`bre de Hopf des fonctions quasi-syme´triques libres FQSym comme cela a e´te´ fait
dans [DHT02, DHNT11]. Cette alge`bre est isomorphe a` l’alge`bre de´ﬁnie par Malvenuto et
Reutenauer sur les permutations [MR95].
De´ﬁnition 52. Soit u = u1 . . . un un mot sur l’alphabet ordonne´ A. L’action d’une per-
mutation σ sur u est donne´e par
u • σ = uσ1 . . . uσn . (2.28)
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L’exe´cution de u, exec(u), est la permutation σ de longueur minimale telle que u • σ soit
ordonne´ c’est-a`-dire uσ1 ≤ uσ2 ≤ · · · ≤ uσn.
Par exemple, si u = baa alors exec(u) = 231, et on a u•σ = aab. L’exe´cution d’un mot u
de´pend uniquement de ses inversions, c’est-a`-dire du standardise´ de u tel que nous l’avons
de´ﬁni paragraphe 1.1.1. On a exec(u) = exec(std(u)). Par ailleurs, pour une permutation ν
alors ν • σ = ν ◦ σ et donc exec(ν) = ν−1. On a donc
exec(u) = std(u)−1. (2.29)





On a alors le re´sultat suivant [DHT02].
Proposition 53. Le produit FσFµ pour σ ∈ Sn et µ ∈ Sm s’exprime comme une somme





On rappelle que� est le produit de me´lange de´cale´ sur les permutations que nous avons
de´ﬁni paragraphe 2.1.2. Voyons le re´sultat sur un exemple. Soit σ = 21 et µ = 1. Comme
le re´sultat sera une combinaison line´aire de permutations de taille 3, on peut se contenter
du de´veloppement de Fσ et Fµ sur A = {a, b, c}. On a alors
F21 = ba+ ca+ cb, (2.32)
F1 = a+ b+ c, (2.33)
F21F1 = baa+ bab+ bac+ caa+ cab+ cac+ cba+ cbb+ cbc (2.34)
= (baa+ caa+ cab+ cbb) + (bab+ bac+ cac+ cbc) + cba (2.35)
= F231 + F213 + F321. (2.36)
On a donc une structure d’alge`bre sur les e´le´ments Fσ. La de´ﬁnition du coproduit n’est
pas celle du paragraphe 2.1.3 mais utilise toujours un doublement d’alphabet. Soit B un
second alphabet ordonne´ inﬁni tel que les lettres de A soient conside´re´es plus petites que
les lettres de B et qu’elles commutent avec les lettres de B. L’alphabet forme´ de cette
fac¸on est note´ A+ˆB. Le coproduit sur Fσ consiste a` de´velopper la somme sur A+ˆB plutoˆt
que sur A. Par exemple, si A = {a, b, c} et B = {a�, b�, c�},
F231(A+ˆB) = baa+ caa+ cab+ cbb+ (2.37)
+ a�aa+ a�ab+ a�bb+ b�aa+ . . .
+ b�aa� + c�aa� + c�ab� + . . .
+ b�a�a� + c�a�a� + c�a�b� + c�b�b�.
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Comme les lettres de A et B commutent, on peut les re´ordonner pour se´parer les deux
alphabets et exprimer la somme dans A⊗A comme nous l’avons fait paragraphe 2.1.3.
Δ(F231) = (baa⊗ �) + (caa⊗ �) + (cab⊗ �) + (cbb⊗ �) (2.38)
+ (aa⊗ a) + (ab⊗ a) + (bb⊗ a) + (aa⊗ b) + . . .
+ (a⊗ ba) + (a⊗ ca) + (a⊗ cb) + . . .
+ (�⊗ baa) + (�⊗ caa) + (�⊗ cab) + (�⊗ cbb).
Les se´ries qui apparaissent a` gauche et a` droite du signe⊗ correspondent a` des e´le´ments F
et on a
Δ(F231) = F231 ⊗ 1 + F12 ⊗ F1 + F1 ⊗ F21 + 1⊗ F231. (2.39)
Ici, 1 de´signe l’unite´ de l’alge`bre, c’est-a`-dire 1 = F� = �. De fac¸on ge´ne´rale, on a
Proposition 54.
Δ(Fσ) := Fσ(A+ˆB) =
�
σ=u.v
Fstd(u) ⊗ Fstd(v). (2.40)
Ce re´sultat est prouve´ dans [DHT02] et permet d’obtenir la proposition suivante.
Proposition 55. L’alge`bre des e´le´ments (Fσ) munie du produit de me´lange de´cale´ (2.31)
et du coproduit (2.40) est une alge`bre de Hopf.
On note cette alge`bre FQSym. Ce re´sultat e´tait de´ja` donne´ dans [MR95] et prouve´ di-
rectement sur les permutations. Dans [DHT02], les auteurs utilisent comme nous l’avons vu
le de´veloppement des e´le´ments Fσ comme sommes de mots. Dans ce cas, la preuve devient
beaucoup plus simple car il ne reste a` prouver que la stabilite´ des e´le´ments Fσ par le pro-
duit et le coproduit. En eﬀet, la co-associativite´ du coproduit est triviale car (A+ˆB)+ˆC =
A+ˆ(B+ˆC). De meˆme, la compatibilite´ du produit et du coproduit s’obtient facilement
car, sur des alphabets inﬁnis, le de´veloppement de Fσ(A+ˆB)Fµ(A+ˆB) est e´quivalent au
de´veloppement de Fσ(A)Fµ(A). Notons que dans le cas de FQSym, le coproduit n’est plus
le meˆme qu’au paragraphe 2.1.3 et n’est plus cocommutatif.
Une des proprie´te´s notables de FQSym est que l’on peut interpre´ter le produit des
e´le´ments de la base F comme des intervalles de l’ordre faible droit sur les permutations. Le
re´sultat du produit de me´lange de deux permutations σ et µ contient toutes les permuta-
tions de l’intervalle [σµ, µσ].





Une illustration de cette proprie´te´ est pre´sente´e ﬁgure 2.1. Cette observation relie les
alge`bres de Hopf aux treillis sur les objets combinatoires.
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2314 3124 2143 1342 1423
3214 2341 3142 2413 4123 1432
3241 2431 3412 4213 4132
3421 4231 4312
4321
Figure 2.1 – L’interpre´tation du produit F12.F21 comme une somme sur un intervalle de
l’ordre faible droit.
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Cette interpre´tation du produit permet, entre autres, de de´ﬁnir des bases multiplica-










Ces bases sont respectivement des sommes sur des intervalles initiaux et ﬁnaux de
l’ordre faible droit. On a
EσEµ = Eσ.µ (2.44)
HσHµ = Hµ.σ (2.45)
ou` µ est la permutation µ de´cale´e de |σ|. Ces bases sont dites multiplicatives car le re´sultat
du produit est donne´ par un unique e´le´ment.
2.1.6 Alge`bre des arbres binaires de recherche
Il est possible de construire une alge`bre de Hopf dont les bases sont indixe´es par des
arbres binaires. J.-L. Loday et M. O. Ronco ont donne´ la construction originelle de cette
alge`bre en 1998 [LR98]. En 2005, F. Hivert, J.-C. Novelli et J.-Y. Thibon ont donne´ une
nouvelle fac¸on d’obtenir cette alge`bre comme une sous-alge`bre de FQSym [HNT05]. C’est
cette dernie`re vision que nous allons aborder dans ce paragraphe.









The´ore`me 57. L’alge`bre PBT est une sous-alge`bre de Hopf de FQSym.
La preuve de ce the´ore`me consiste a` montrer que l’application P est compatible au
produit et au coproduit de FQSym [HNT05].
Comme dans le cas de FQSym, il est possible d’interpre´ter le produit d’e´le´ments de la
base P de PBT comme une somme sur un intervalle du treillis de Tamari. Une illustration
de cette proprie´te´ est pre´sente´e ﬁgure 2.2.
De la meˆme fac¸on que pour FQSym, nous pouvons de´ﬁnir des bases multiplicatives de














































































Figure 2.2 – L’interpre´tation du produit de deux e´le´ments de la base P comme une somme
sur un intervalle de l’ordre de Tamari.
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Ces bases sont respectivement des sommes sur des intervalles initiaux et ﬁnaux de
l’ordre de Tamari. On trouve dans [HNT05, The´ore`mes 29 et 30] la preuve que ces bases
sont multiplicatives. On a
HT1HT2 = HT (2.49)
ou` T est l’arbre obtenu en greﬀant T2 a` droite du ﬁls le plus a` droite de T1. En particulier,
T est l’e´le´ment maximal de l’intervalle donne´ par PT1PT2 . Et
ET1ET2 = ET (2.50)
ou` T est l’arbre obtenu en greﬀant T1 a` gauche du ﬁls le plus a` gauche de T2. C’est l’e´le´ment








La seconde partie de ce me´moire est consacre´e a` l’e´tude d’un ordre sur les arbres binaires
appele´ treillis de Tamari qui peut se de´crire comme un quotient de l’ordre faible sur les
permutations. Il apparaˆıt en 1962 dans le travail de Tamari [Tam62] sous forme de structure
d’ordre sur les parenthe´sages formels d’une expression. Tamari prouve plus tard que cet
ordre est en fait un treillis [HT72]. Il se trouve que le nombre de parenthe´sages formels
d’une expression est compte´ par les nombres de Catalan et il existe donc de multiples objets
combinatoires sur lesquels on peut de´crire ce treillis [Sta99]. Dans ce chapitre, nous allons
principalement en utiliser deux : les chemins de Dyck et les arbres binaires planaires. Dans
les deux cas, la relation de couverture se de´crit par une ope´ration tre`s simple (cf. ﬁgures
1.26 et 1.29).
Le diagramme de Hasse du treillis de Tamari correspond a` un polytope connu sous
le nom d’associae`dre ou polytope de Stasheﬀ [Sta63]. Par conse´quent, les relations entre
l’associae`dre et l’ordre faible, dont le diagramme de Hasse correspond au permutoe`dre,
sont souvent e´tudie´es d’un point de vue ge´ome´trique. L’approche alge´brique permet de
de´montrer un re´sultat tre`s fort : l’ordre de Tamari est un quotient de l’ordre faible sur les
permutations. Ce re´sultat apparaˆıt de´ja` en ﬁligrane dans les travaux de Bjo¨rner et Wachs
[BW91]. On en trouve une ge´ne´ralisation dans la the´orie des treillis cambriens de Reading
[Rea06], que nous e´tudierons dans la troisie`me partie de ce me´moire.
Une litte´rature abondante existe sur les ge´ne´ralisations du treillis de Tamari. On peut
citer par exemple le treillis de m-Tamari [BPR12], le treillis Tam(v) [PRV14], le treillis
me´ta-sylvestre [Pon15] et les treillis Cambriens [Rea06]. Le fait que ces objets apparaissent
sous diﬀe´rentes formes dans des versions ge´ne´ralise´es donne tre`s naturellement des pers-
pectives de ge´ne´ralisation pour nos re´sultats.
Dans le chapitre 3, nous donnons la de´ﬁnition des intervalles-posets de Tamari, qui sont
une famille de posets dont les extensions line´aires correspondent exactement aux unions
de classes sylvestres qui forment des intervalles du treillis de Tamari. Nous introduisons
ensuite la composition des intervalles-posets, ce qui nous permet de prouver d’une nouvelle
fac¸on que la se´rie ge´ne´ratrice des intervalles de l’ordre de Tamari ve´riﬁe bien l’e´quation
fonctionnelle de´ﬁnie par F. Chapoton dans [Cha07].
Dans le chapitre 4, nous pre´sentons plusieurs applications des intervalles-posets. Nous
donnons dans le paragraphe 4.1 une formule permettant de calculer le nombre d’arbres
infe´rieurs ou e´gaux a` un arbre donne´ dans l’ordre de Tamari. Dans le paragraphe 4.2, nous
e´voquons le fait que les re´sultats de cette partie se ge´ne´ralisent bien aux treillis de m-
Tamari. Nous pre´sentons ensuite dans le paragraphe 4.3 une bijection entre les intervalles-
posets et les ﬂots qui sont un objet que F. Chapoton a de´ﬁni lors de son e´tude de l’ope´rade
Pre´-Lie [Cha13]. Pour conclure, nous donnons dans le paragraphe 4.4 une bijection qui
permet de prouver de fac¸on combinatoire la re´partition syme´trique de deux statistiques
au sein des intervalles-posets. Ce re´sultat est apparu dans [BMFPR11] dans lequel les
auteurs donnent une formule qui compte le nombre d’intervalles du treillis de m-Tamari.
La re´partition syme´trique des statistiques est alors un corollaire inattendu de la re´solution
de l’e´quation fonctionnelle. Dans cet article, les auteurs laissaient alors ouverte la question






Comme nous l’avons vu dans le chapitre pre´ce´dent, les permutations qui sont envoye´es
sur le meˆme arbre T par l’application P sont les extensions line´aires L(T ) de l’arbre T et
forment la classe sylvestre de T . Ces permutations forment des intervalles de l’ordre faible.
On peut aussi conside´rer l’ensemble des extensions line´aires de tous les arbres infe´rieurs
ou e´gaux a` un arbre donne´ dans l’ordre de Tamari. Cet ensemble de permutation est une
union de classes sylvestres. On peut exprimer ces intervalles initiaux et ﬁnaux comme les
extensions line´aires des deux arbres planaires obtenus par la bijection de´crite au para-
graphe 1.1.4. Plus ge´ne´ralement, un intervalle de Tamari [T1, T2] est encode´ par un poset
particulier dont les extensions line´aires correspondent aux classes sylvestres des arbres in-
clus dans [T1, T2]. Nous appelons ces posets les intervalles-posets de Tamari et utilisons
leurs proprie´te´s combinatoires pour obtenir de nouveaux re´sultats sur le treillis de Tamari.
Dans [Cha07], Chapoton a de´montre´ que le nombre d’intervalles dans le treillis de





Cette formule est obtenue par la re´solution d’une e´quation fonctionnelle sur la se´rie
ge´ne´ratrice des intervalles de Tamari. Pour prouver que la se´rie ge´ne´ratrice ve´riﬁe bien
l’e´quation fonctionnelle, Chapoton utilise des arguments combinatoires. Nous proposons
dans ce chapitre une nouvelle preuve de ce re´sultat utilisant les intervalles-posets. L’e´quation
fonctionnelle donne´e par Chapoton peut s’exprimer en fonction d’un ope´rateur biline´aire
qui s’interpre`te simplement en termes d’intervalles-posets. On note Φ(x, y) la se´rie ge´ne´ratrice
des intervalles de Tamari ou` y compte la taille des arbres et x le nombre de nœuds sur la
branche gauche du plus petit arbre de l’intervalle. On prouve que
Φ(x, y) = B(Φ,Φ) + 1 (3.2)
ou`
B(f, g) = xyf(x, y)
xg(x, y)− g(1, y)
x− 1 . (3.3)
Cela nous ame`ne a` de´ﬁnir le polynoˆme de Tamari d’un arbre donne´.
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De´ﬁnition 58. Soit T un arbre binaire, son polynoˆme de Tamari BT (x) est de´ﬁni re´cursi-
vement par
B∅ := 1 (3.4)
BT (x) := By=1(BL,BR) (3.5)
ou` L et R sont respectivement les sous-arbres gauche et droit de T .
On prouve alors un re´sultat plus ﬁn que la simple e´nume´ration des intervalles :
The´ore`me 59. Soit T un arbre binaire. Son polynoˆme de Tamari BT (x) compte le nombre
d’arbres infe´rieurs ou e´gaux a` T pour l’ordre de Tamari en fonction du nombre de nœuds
sur leur branche gauche. En particulier BT (1) est le nombre d’arbres infe´rieurs ou e´gaux
a` T .
De fac¸on syme´trique, si B˜T est de´ﬁni en inversant les roˆle des sous-arbres droit et
gauche dans BT , alors B˜T compte le nombre d’arbres supe´rieurs ou e´gaux a` T en fonction
du nombre de nœuds sur leur branche droite.
B = x3 + x2
B = x2





= x6 + 2x5 + 2x4 + x3
Figure 3.1 – Calcul du polynoˆme de Tamari d’un arbre et l’intervalle correspondant.
Un exemple de calcul du polynoˆme de Tamari et du re´sultat du the´ore`me est donne´
dans la ﬁgure 3.1. La preuve du the´ore`me 59 est donne´ paragraphe 4.1. Nous commenc¸ons
au paragraphe 3 par de´ﬁnir les intervalles-posets et nous en donnons les principales pro-
prie´te´s. Dans le paragraphe 3.3, nous de´crivons une ope´ration de composition sur les
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intervalles-posets. Nous utilisons cette ope´ration, tout d’abord pour donner une nouvelle
preuve du re´sultat de Chapoton sur la fonction ge´ne´ratrice des intervalles (paragraphe 3.4)
puis pour prouver le the´ore`me 59 (paragraphe 4.1). Au paragraphe 4.3, nous faisons le
lien avec un autre re´sultat de Chapoton sur les ﬂots d’arbres enracine´s [Cha13]. Dans le
paragraphe 4.4 nous donnons une preuve bijective de la re´partition syme´trique de deux
statistiques au sein des intervalles de l’ordre de Tamari. Les re´sultats de ce chapitre
de´coulent d’un travail fait en commun avec V. Pons et sont publie´s dans [CP15]. Les ap-
plications des paragraphes [Cha13] et 4.4 sont issues d’un travail en commun avec V. Pons
et F.Chapoton [CCP13].
3.1 Foreˆts initiales et ﬁnales
La bijection entre les arbres binaires et les arbres planaires de´crite au paragraphe 1.1.4
peut aussi s’exprimer en terme de posets.
De´ﬁnition 60. Soit T un arbre binaire. On identiﬁe T a` son arbre binaire de recherche
que l’on conside`re comme un poset. On note a �T b si a pre´ce`de b dans le poset c’est-a`-dire
si a est dans le sous-arbre issu de b. Si a �T b et a < b alors a est dans le sous-arbre gauche
de b et on dit que a �T b est une relation croissante de b. Si b �T a alors b est dans le
sous-arbre droit de a et on dit que b �T a est une relation de´croissante de T .
La foreˆt initiale de T , note´e F≤(T ), est le poset obtenu par la relation �F≤ de´ﬁnie telle
que
a �F≤ b⇔ a < b et a �T b. (3.6)
En d’autre termes, a �F≤ b si a �T b est une relation croissante de T . Le poset T est donc
une extension de F≤(T ).
La foreˆt ﬁnale de T , note´e F≥(T ), est le poset obtenu par la relation �F≥ de´ﬁnie telle
que
b �F≥ a⇔ a < b et b �T a. (3.7)
On a donc que b �F≥ a si b �T a est une relation de´croissante de T .
Un exemple de la construction est donne´ ﬁgure 3.2.
Les deux ope´rations sont en fait chacune des bijections : on peut retrouver l’arbre
binaire a` partir de sa foreˆt initiale ou de sa foreˆt ﬁnale. Ainsi, la bijection entre la foreˆt
ﬁnale et l’arbre binaire est celle donne´e entre les arbres planaires et les arbres binaires au
paragraphe 1.1.4. A` partir d’une foreˆt e´tiquete´e, on obtient en eﬀet un arbre planaire en
supprimant les e´tiquettes et en rajoutant une racine commune aux arbres. La construction
re´cursive de l’arbre binaire en fonction de sa foreˆt initiale ou ﬁnale est illustre´e ﬁgure 3.2.
On donne a` pre´sent la condition ne´cessaire et suﬃsante sur l’e´tiquetage d’une foreˆt pour
qu’il corresponde a` l’e´tiquetage de l’arbre binaire de recherche correspondant.
Lemme 61. Soit un poset e´tiquete´ F . Alors F est la foreˆt ﬁnale d’un arbre binaire T si
et seulement si c �F a implique que c > a et que b �F a pour tout b tel que a < b < c.
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Figure 3.2 – Un arbre binaire et les foreˆts initiales et ﬁnales correspondantes.
De meˆme, F est la foreˆt initiale d’un arbre binaire T si et seulement si a �F c implique
que a < c et que b �F c pour tout b tel que a < b < c.
De´monstration. On eﬀectuera la preuve uniquement pour le cas de la foreˆt ﬁnale F≥. La
preuve pour la foreˆt initiale est syme´trique.
Tout d’abord, prouvons que si F est la foreˆt ﬁnale d’un arbre binaire T , alors la condition
est ve´riﬁe´e. Soit c > a tel que c �F a. Par construction, on a c �T a ce qui signiﬁe que c
est dans le sous-arbre droit de a dans T . Soit b tel que a < b < c. Trois conﬁgurations
sont possibles : soit a �T b et a est dans le sous-arbre gauche de b, soit a et b ne sont pas
comparables, soit b �T a et b est dans le sous-arbre droit de a.
Supposons que a et b ne soient pas comparables dans T . Alors, il existe b� tel que a <
b� < b avec a dans le sous-arbre gauche de b� et b dans le sous-arbre droit de b�. Comme c est
dans le sous-arbre droit de a, il est aussi dans le sous-arbre gauche de b�. Or b� < c ce qui
contredit la re`gle de l’arbre binaire de recherche. Pour la meˆme raison, a ne peut pas eˆtre
dans le sous-arbre gauche de b. Donc b est dans le sous-arbre droit de a, c’est-a`-dire b �T a.
La foreˆt F est forme´e par les relations de´croissantes de T et on a bien b �F a.
A` pre´sent, soit F un poset e´tiquete´ ve´riﬁant la condition du lemme. Le poset F se
de´compose en r composantes connexes F1, F2, . . . , Fr. Pour chaque Fi, il existe un unique
e´le´ment xi qu’on appelle la racine de Fi tel que y �F xi pour tout y ∈ Fi. En eﬀet, si x, x�
et y sont des e´le´ments de Fi avec y �F x et y �F x�, on a soit x < x� < y et donc x� �F x
ou bien x� < x < y et x �F x�. Comme toutes les relations de F sont de´croissantes,
l’e´tiquette de xi est aussi minimale dans Fi : y > xi pour tout y ∈ Fi. De plus, si xi
et xj sont les racines de deux composantes connexes diﬀe´rentes, respectivement Fi et Fj,
alors xi < xj implique que y < z pour tout y ∈ Fi et z ∈ Fj. En suivant le sche´ma
de la ﬁgure 3.2, on de´ﬁnit k comme la racine de valeur maximale parmi x1, . . . , xr. En
supprimant le sommet k de sa composante connexe, on obtient un nouveau poset FL forme´
des ﬁls de k qui ve´riﬁe toujours la condition et dont toutes les e´tiquettes sont supe´rieures
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a` k. Par ailleurs, le poset FR forme´ par les autres composantes connexes de F ve´riﬁe lui
aussi la condition et toutes ses e´tiquettes sont infe´rieures a` k. On peut donc construire
re´cursivement l’arbre binaire T = k(TL, TR) ou` TL et TR sont obtenus respectivement
par FL et FR. Par construction, T est un arbre binaire de recherche et F = F≥(T ).
Proposition 62. Les extensions line´aires de la foreˆt ﬁnale F≥(T ) d’un arbre binaire T sont
exactement les classes sylvestres des arbres T � ≥ T pour l’ordre de Tamari. De meˆme, les
extensions line´aires de la foreˆt initiale F≤(T ) sont les classes sylvestres des arbres T � ≤ T .
De´monstration. On eﬀectue la preuve uniquement pour F≥(T ). Par syme´trie de l’ordre
faible et de l’ordre de Tamari, le re´sultat est aussi vrai pour F≤(T ). Soit αT l’e´le´ment
minimal de la classe sylvestre de T . On veut prouver que les extensions line´aires de F≥(T )
correspondent a` l’intervalle [αT ,ω] ou` ω est la permutation maximale. Comme l’ordre de
Tamari est un quotient de l’ordre faible, cela prouve entie`rement le re´sultat.
Le poset F≥(T ) ne contient que des relations de´croissantes b �F≥ a avec b > a. Les
extensions line´aires de F≥(T ) sont exactement les permutations contenant toutes les coin-
versions (a, b) telles que b �F≥ a. En eﬀet, par de´ﬁnition les extensions line´aires de F≥(F )
contiennent toutes ces coinversions. C’est aussi une condition suﬃsante. Soit σ une per-
mutation non extension line´aire de F≥(T ). Alors il existe une relation b �F≥ a avec b > a
et a avant b dans σ. La permutation σ ne contient pas la covinversion (a, b).
Enﬁn, αT ne contient pas d’autres coinversions que les relations de F≥(T ). En eﬀet,
on lit αT sur l’arbre binaire de recherche T par un parcours suﬃxe : ﬁls gauche, ﬁls droit,
racine. Soit b > a telle que F≥(T ) ne contient pas la relation b �F≥ a. Alors b n’est pas
dans le sous-arbre droit de a. On a soit que a est dans le sous-arbre gauche de b, soit que a
est dans le sous-arbre gauche d’un e´le´ment b� dont b est dans le sous-arbre droit. Dans tous
les cas, a est lu avant b dans αT .
Pour conclure, rappelons la re`gle de comparaison des e´le´ments dans l’ordre faible droit
donne´e au paragraphe 1.2.3 : une permutation σ est infe´rieure a` une permutation µ si les
coinversions de σ sont incluses dans les coinversions de µ. Les extensions line´aires de F≥(T )
sont exactement les permutations dont les coinversions contiennent celles de αT .
3.2 De´ﬁnition des intervalles-posets
Soit [T1, T2] un intervalle de Tamari. Si σ est une extension line´aire de F≥(T1) alors σ
appartient a` la classe sylvestre d’un arbre T � ≥ T1. Maintenant, si σ est aussi une extension
line´aire de F≤(T2), alors on a T � ≤ T2. On peut donc encoder l’intervalle [T1, T2] par les
relations des deux posets F≥(T1) et F≤(T2).
De´ﬁnition 63. Un intervalle-poset (P,�) est un poset sur les entiers de 1 a` n tel que les
conditions suivantes soient respecte´es :
1. si a < c et a � c alors pour tout b tel que a < b < c, on a b � c,














































F≥(T ) ∩ F≤(T �) F≥(T ) ∩ F≤(T �) simpliﬁe´
Figure 3.3 – Sur la page de gauche : la construction d’un intervalle poset a` partir des
foreˆts initiales et ﬁnales. Dans la dernie`re image, on a supprime´ les relations redondantes.
Sur la page de droite : l’intervalle de Tamari correspondant. On pourra ve´riﬁer qu’une
extension line´aire d’un arbre de l’intervalle correspond toujours a` une extention line´aire du































































Proposition 64. Les intervalles-posets sont en bijection avec les intervalles de Tamari.
Plus pre´cise´ment, a` chaque intervalle-poset P correspond un couple d’arbres T1 ≤ T2 tel
que les extensions linaires de P soient exactement les extensions line´aires des arbres T � ∈
[T1, T2].
En particulier, les intervalles-posets sont les seuls posets e´tiquete´s dont les extensions
line´aires forment des intervalles de l’ordre faible droit [αT1 ,ωT2 ] ou` αT1 est l’e´le´ment mini-
mal d’une classe sylvestre T1 et ωT2, l’e´le´ment maximal d’une classe T2.
De´monstration. Soit un intervalle de Tamari [T1, T2]. Comme T1 ≤ T2, par la proposi-
tion 62, les extensions line´aires de T1 en particulier ve´riﬁent a` la fois les relations des
posets F≥(T1) et F≤(T2). Ces deux posets sont donc compatibles dans le sens ou` il n’existe
pas de relations contradictoires : a �F≥ b et a �F≤ b. On forme alors le poset P contenant
a` la fois les relations de F≥(T1) et F≤(T2). Par le lemme 61, P posse`de les deux conditions
qui en font un intervalle-poset.
A` pre´sent, soit P un intervalle-poset. Soit F1 le poset forme´ par les relations de´croissantes
de P : b �F1 a si b > a et b �P a. Et soit F2 le poset forme´ par les relations croissantes de P .
Par le lemme 61, les posets F1 et F2 sont respectivement les foreˆts ﬁnales et initiales de
deux arbres binaires de recherche T1 et T2. Soit σ une extension line´aire de P et T
� = P(σ).
On a que σ est aussi une extension line´aire de F1 et donc T1 ≤ T � par la proposition 62.
Et σ est une extension line´aire de F2 d’ou` T
� ≤ T2. On a donc T1 ≤ T2, et le poset P
correspond aux extensions line´aires des arbres de l’intervalle [T1, T2].
Un exemple de la construction avec l’intervalle correspondant est donne´ ﬁgure 3.3. La
bijection permet d’identiﬁer les intervalles de Tamari aux intervalles-posets. Un arbre bi-
naire de recherche T est un intervalle-poset particulier qui correspond a` [T, T ]. De meˆme,
les foreˆts initiales et ﬁnales sont des cas particuliers d’intervalles-posets. Ces objets combi-
natoires sont facilement maniables et programmables et on y lit de nombreuses proprie´te´s.
Proposition 65. 1. Soient I1 et I2 deux intervalles-posets. L’intersection de I1 et I2
est non vide si et seulement si les relations de I1 ne contredisent pas celles de I2. Dans
ce cas, l’intersection est aussi un intervalle, elle est donne´e par I3 l’intervalle-poset
contenant les relations a` la fois de I1 et I2.
2. Un intervalle I1 := [T1, T
�
1] contient l’intervalle I2 := [T2, T
�
2], c’est-a`-dire T1 ≤ T2
et T �1 ≥ T �2, si et seulement si I2 est une extension de I1 (I2 contient les relations
de I1 et e´ventuellement d’autres).
3. Soit I1 := [T1, T
�
1]. On a I2 = [T2, T
�
1] avec T2 ≥ T1 si et seulement si I2 est une
extension de I1 et que les relations supple´mentaires de I2 sont de´croissantes. De
fac¸on syme´trique, I3 = [T1, T3] tel que T3 ≤ T �1 si et seulement si I3 est une extension
de I1 et que les relations supple´mentaires de I3 sont croissantes.
Toutes ces proprie´te´s de´coulent directement de la construction des intervalles-posets.
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3.3 Composition des intervalles-posets






ou` In est le nombre d’intervalles sur des arbres de taille n. Les premie`res valeurs sont
donne´es par [OEIb]
φ(y) = 1 + y + 3y2 + 13y3 + 68y4 + . . . . (3.9)







ou` In,m est le nombre d’intervalles [T1, T2] sur des arbres de taille n tel que T1 posse`de m
nœuds sur sa branche gauche. On a
Φ(x, y) = 1 + xy + (x+ 2x2)y2 + (3x+ 5x2 + 5x3)y3 + . . . (3.11)
Comme nous l’avons vu dans au paragraphe 1.1.4, la statistique du nombre de nœuds
sur la branche gauche de T se lit aussi sur l’arbre planaire correspondant a` T . C’est le
nombre de ﬁls de la racine de l’arbre planaire ou le nombre de retours a` 0 sur le chemin de
Dyck [Fin13b, Fin13a]. Sur la foreˆt ﬁnale F≥(T ), c’est le nombre d’arbres, c’est-a`-dire son
nombre de composantes connexes.
De´ﬁnition 66. Soit un intervalle [T1, T2] et I son intervalle-poset. On note
1. size(I) le nombre de nœuds dans I, c’est-a`-dire la taille des arbres T1 et T2.
2. trees(I) le nombre d’arbres de F≥(I) la foreˆt forme´e en conservant uniquement les
relations de´croissantes de I.
Enﬁn, on de´ﬁnit P(I) = xtrees(I)ysize(I) et on e´tend P par line´arite´ aux combinaisons
line´aires d’intervalles-posets.





ou` la somme porte sur l’ensemble des intervalles-posets. On a alors le re´sultat suivant.
The´ore`me 67. La se´rie ge´ne´ratrice Φ(x, y) ve´riﬁe l’e´quation fonctionnelle
Φ(x, y) = B(Φ,Φ) + 1 (3.13)
ou`
B(f, g) = xyf(x, y)
xg(x, y)− g(1, y)
x− 1 . (3.14)
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Ce the´ore`me est prouve´ par Chapoton dans [Cha07]. La formulation est le´ge`rement
diﬀe´rente, dans la se´rie ge´ne´ratrice donne´e dans [Cha07, formule (6)] : le degre´ de x diﬀe`re
de 1 et la se´rie ne compte pas l’intervalle de taille 0. Dans le paragraphe 3.4, nous donnons
une nouvelle preuve de ce the´ore`me. Nous utilisons pour cela une ope´ration de composition
sur les intervalles-posets.
De´ﬁnition 68. Soient I1 et I2 deux intervalles-posets de tailles respectives k1 et k2.
Alors B(I1, I2) est la somme formelle de tous les intervalles-posets de taille k1 + k2 + 1
tels que
1. les relations entre les sommets 1, . . . , k1 sont celles de I1,
2. les relations entre les sommets k1+2, . . . , k1+k2+1 sont celles de I2 de´cale´es de k1+1,
3. on a i � k1 + 1 pour tout i ≤ k1,
4. il n’existe aucune relation k1 + 1 � j pour j > k1 + 1.
On appelle cette ope´ration la composition des intervalles et on l’e´tend par biline´arite´ a`





































Figure 3.4 – Composition des intervalles-posets. Les quatre termes correspondent a` l’ajout
de respectivement 0, 1, 2 et 3 relations de´croissantes entre le second poset et le sommet 4.
Dans le dernier terme, on a ajoute´ 3 relations : la relation 6 � 4 a e´te´ mise en pointille´s
car elle peut eˆtre obtenue par transitivite´.
La somme que l’on obtient correspond a` toutes les fac¸ons d’ajouter des relations
de´croissantes entre le second poset et le nouveau sommet k1 + 1, comme on peut le voir
dans la ﬁgure 3.4. En particulier, il n’y a aucune relation entre les sommets 1, . . . , k1 du
premier poset et les sommets k1+2, . . . , k1+k2+1 du second poset. En eﬀet, la condition 3
interdit toute relation j � i avec i < k1 + 1 < j car cela impliquerait par la de´ﬁnition 63
que k1 + 1 � i. Par ailleurs, la condition 4 interdit toute relation i � j car cela implique-
rait k1 + 1 � j.
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Le nombre d’e´le´ments dans la somme est donne´ par trees(I2)+1. En eﬀet, si x1 < x2 <
· · · < xm sont les racines des arbres de F≥(I2), on ne peut rajouter une relation xi � k1+1





ou` Pi est l’intervalle-poset ou` on a rajoute´ exactement i relations de´croissantes : xj � k1+1
pour j ≤ i.
Proposition 69. Soit I1 l’intervalle-poset de taille k1 correspondant a` un intervalle [T1, T
�
1]
et I2 l’intervalle-poset de taille k2 correspondant a` [T2, T
�
2]. Soient k = k1 + 1 et
— Qα, l’arbre T2 auquel on a greﬀe´ k(T1, ∅) a` gauche de son nœud le plus a` gauche,
— Qω, l’arbre k(T1, T2),








ou` P[Q,Q�] est l’intervalle-poset correspondant a` [Q,Q
�].
De´monstration. La composition de I1 et I2 est une somme d’intervalles-posets P0, . . . Pm
ou` m = trees(I2) et ou` Pi est l’intervalle-poset ou` on a ajoute´ exactement i relations
de´croissantes. L’arbre maximum de tous les intervalles est le meˆme car ils ont les meˆmes
relations croissantes, c’est Q� = k(T �1, T
�
2). La foreˆt ﬁnale de P0, F≥(P0) contient trees(I1)+
trees(I2)+1 arbres : les nœuds sur la branche gauche de son arbre minimal sont exactement
ceux de T1, puis k, puis ceux de T2, ce qui correspond a` Qα. Soit Qi l’arbre minimal de Pi.
Pour passer de Pi a` Pi+1, on rajoute une relation de´croissante vers k ce qui revient a` eﬀectuer
une rotation entre le nœud k de Qi et sa racine. Le proce´de´ termine quand l’arbre T2 est
entie`rement passe´ a` droite du nœud k. On obtient alors l’arbre Qm = Qω.
Notons que l’intervalle entre Qα et Qω est en fait une chaˆıne sature´e : Qα = Q0�Q1�
· · ·�Qm = Qω.
En exemple, on a repris le calcul de la ﬁgure 3.4 et on donne son interpre´tation en
termes d’intervalles dans la ﬁgure 3.5.
La composition est en fait forme´e de deux ope´rations distinctes : le produit gauche �•
et le produit droit
←−
δ .
De´ﬁnition 70. Soient I1 et I2 deux intervalles-posets tels que trees(I2) = m, et α est
l’e´tiquette de valeur minimale de I2 et ω l’e´tiquette de valeur maximale de I1, alors
1. I1�•I2 est l’intervalle obtenu par la concate´nation de´cale´e de I1 et I2 et l’ajout des
relations croissantes x � α pour tout x ∈ I1.
2. I1
←−
δ I2 est la somme des m+1 intervalles-posets P0, P1, . . . , Pm ou` Pi est la concate´-
nation de´cale´e de I1 et I2 ou` l’on a ajoute´ i relations de´croissantes xj � ω pour j ≤ i











































































































































A` partir de la description de la composition donne´e par (3.15), on a clairement que
B(I1, I2) = I1 �• u ←−δ I2 (3.19)
ou` u est l’intervalle-poset posse´dant un unique sommet. Notons que l’ordre des ope´rations
ne modiﬁe pas le re´sultat : (I1�•u)←−δ I2 = I1�•(u←−δ I2).
3.4 E´nume´ration des intervalles
L’ope´rateur B peut aussi se de´composer en deux ope´rations, gauche et droite,
f � g := fg (3.20)
f ≺δ g := fΔ(g), (3.21)
ou`
Δ(g) :=
xg(x, y)− g(1, y)
x− 1 . (3.22)
On a dans ce cas
B(f, g) = f � xy ≺δ g. (3.23)
La composition des intervalles-posets est une interpre´tation combinatoire de l’ope´rateur B
de´ﬁni dans le the´ore`me 67, ce qui s’exprime par la proposition suivante.
Proposition 71. Soient I1 et I2 deux intervalles-posets et P l’application line´aire de la
de´ﬁnition 66. Alors
P(I1�•I2) = P(I1) � P(I2), (3.24)
P(I1←−δ I2) = P(I1) ≺δ P(I2), (3.25)
et donc
P(B(I1, I2)) = B(P(I1),P(I2)). (3.26)
Par exemple, dans la ﬁgure 4.1, on a P(I1) = x2y3 et P(I2) = x3y4 et on ve´riﬁe
que P(B(I1, I2)) = y8(x6 + x5 + x4 + x3) = B(x2y3, x3y4).
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De´monstration. Soient I1 et I2 deux intervalles-posets. Le produit gauche I1�•I2 est la
concate´nation de´cale´e de I1 et I2 a` laquelle on a rajoute´ des relations de´croissantes. On a
clairement
P(I1�•I2) = ysize(I1)+size(I2)xtrees(I1)+trees(I2) = P(I1)P(I2) (3.27)
ce qui prouve (3.24).








ou` on a ajoute´ exactement i relations de´croissantes entre les racines x1, . . . , xi de F≥(I2) et
l’e´tiquette de valeur maximale de I1. On a trees(Pi) = trees(I1) + trees(I2)− i car chaque
relation de´croissante relie un arbre de I2 a` un arbre de I1. Alors




= P(I1) ≺δ P(I2). (3.31)
Pour prouver le the´ore`me 67, nous avons encore besoin d’un re´sultat.
Proposition 72. Soit I un intervalle-poset, alors il n’existe qu’un seul couple d’intervalles-
posets (I1, I2) tel que I apparaisse dans la somme B(I1, I2).
De´monstration. Soit I un intervalle-poset de taille n et soit k le sommet de I dont l’e´tiquette
est maximale ve´riﬁant que pour tout i < k, on a i � k . Notons que le sommet 1 ve´riﬁe cette
proprie´te´ et donc que k existe toujours. On prouve alors que I apparaˆıt uniquement dans
la composition des intervalles I1 et I2 ou` I1 est le sous-poset de I restreint a` 1, . . . , k − 1
et I2 le sous-poset de I re´e´tiquete´ restreint a` k + 1, . . . , n. Si k = 1 (resp. k = n) alors I1
(resp. I2) est le poset vide.
Pouvons d’abord que I ∈ B(I1, I2). Les conditions 1, 2 et 3 de la de´ﬁnition 68 sont
ve´riﬁe´es par construction. Si la condition 4 n’est pas ve´riﬁe´e, cela signiﬁe qu’il existe une
relation k � j avec j > k. Alors, par de´ﬁnition des intervalles-posets, on a aussi � � j pour
tout k < � < j. Par ailleurs, i � k � j pour tout i < k, et donc quel que soit i < j, i � j.
C’est impossible car k est l’e´tiquette maximale ve´riﬁant cette condition.
On a donc I ∈ B(I1, I2). C’est le seul couple d’intervalles possible. En eﬀet, supposons
que I ∈ B(I �1, I �2). Le sommet k� = |I �1| + 1 ve´riﬁe par de´ﬁnition que pour tout i < k�, on
a i � k� et pour tout j > k�, k� � j. C’est exactement la de´ﬁnition de k. On a donc k� = k
ce qui implique I �1 = I1 et I
�
2 = I2.
De´monstration du the´ore`me 67. Soit S =
�
T1≤T2 P[T1,T2] la se´rie formelle des intervalles-
posets. D’apre`s la proposition 72, on a
S = B(S, S) + ∅. (3.32)
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Et par la proposition 71,
Φ = P(S) (3.33)
= P(B(S, S)) + 1 (3.34)





Dans ce chapitre, nous pre´sentons diverses utilisations des intervalles-posets. Dans la
premie`re partie, nous donnons une formule permettant de de´nombrer selon une statistique
le nombre d’e´le´ments infe´rieurs ou e´gaux a` un arbre donne´ dans l’ordre de Tamari. Dans
la seconde partie, nous de´crivons une bijection entre les intervalles de l’ordre de Tamari
(vu comme des intervalles-posets) et les ﬂots sur des foreˆts d’arbres ordonne´s et enracine´s.
Dans la dernie`re partie, nous de´crivons une bijection qui permet de donner une preuve
combinatoire d’un re´sultat de re´partition syme´trique de statistiques de [BMFPR11].
4.1 Comptage des e´le´ments infe´rieurs a` un arbre
Dans cette section, nous donnons une formule permettant de calculer le nombre d’arbres
binaires infe´rieurs ou e´gaux a` un arbre donne´ dans l’ordre de Tamari selon leurs nombres
de nœuds sur la branche gauche.
En de´veloppant (3.13), on obtient




y|T | BT , (4.2)
ou` BT est le polynoˆme de Tamari de la de´ﬁnition 58. On prouve le the´ore`me 59 par la
proposition suivante.
Proposition 73. Soit T := k(TL, TR) un arbre binaire et ST :=
�
T �≤T P[T �,T ] la somme
des intervalles-posets dont T est l’arbre maximal. Alors on a ST = B(STL , STR).
De´monstration. Soit T un arbre binaire de taille n tel que T = k(TL, TR). L’intervalle ini-
tial [T0, T ] correspond a` la foreˆt initiale de T , F≤(T ) qui est un intervalle-poset particulier.
D’apre`s la proposition 65, paragraphe 3. la somme ST est la somme sur tous les intervalles-
posets I qui sont des extensions de F≤(T ) ou` les relations ajoute´es sont de´croissantes.
Soit I un intervalle de la somme ST . Soient IL et IR les sous-posets forme´s par la res-
triction de I a` respectivement 1, . . . , k−1 et k+1, . . . , n. D’apre`s la de´ﬁnition re´cursive des
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foreˆts initiales de´crites en ﬁgure 3.2, IL et IR sont des extensions de respectivement F≤(TL)
et F≤(TR) ou` seules des relations de´croissantes ont e´te´ ajoute´es. On a alors IL ∈ STL
et IR ∈ STR . Enﬁn, on a clairement que I ∈ B(IL, IR) car comme I est une extension
de F≤(T ) on a en particulier i � k pour i < k et k � j pour j > k.
Inversement, si IL et IR sont deux e´le´ments de respectivement STL et STR alors tout
intervalle I de B(IL, IR) appartient a` ST par construction car il est bien une extension
de F≤(T ) ou` seules des relations de´croissantes ont e´te´ ajoute´es.
Dans la ﬁgure 4.1, on reprend l’exemple du calcul de la ﬁgure 3.1 en de´taillant la liste
des intervalles-posets de ST =
�








B1(x) = x+ x2
B3(x) = x2 + x3
B5(x) = x
B6(x) = x2
B4(x) = x3 + 2x4 + 2x5 + x6



























































Figure 4.1 – Exemple de calcul de BT avec la liste des arbres infe´rieurs ou e´gaux et des
intervalles-posets associe´s.
De´monstration du the´ore`me 59. Compter le nombre d’arbres T � ≤ T en fonction du nombre
de nœuds sur la branche gauche de T � revient a` compter le nombre d’intervalles I = [T �, T ]
en fonction de trees(I). On souhaite donc prouver que BT = P(ST ) ou` ST =
�
T �≤T P[T �,T ].
Cela se fait par re´currence sur la taille de T . Le cas initial est trivial. Soit T = k(TL, TR).
Par hypothe`se de re´currence, on a que BTL = P(STL) et BTR = P(STR). Alors les proposi-
tions 71 et 73 nous donnent
BT = B(P(STL),P(STR)) (4.3)
= P(B(STL , STR)) (4.4)
= P(ST ). (4.5)
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4.2 E´tude de l’ordre de m-Tamari
Dans ce paragraphe, nous donnons une ge´ne´ralisation du de´nombrement des e´le´ments
infe´rieurs ou e´gaux a` un e´lement dans l’ordre de Tamari aux treillis de m-Tamari. Les
me´canismes de ces constructions e´tant tre`s similaires a` celles du paragraphe pre´ce´dent,
nous n’e´voquerons ces re´sultats que brie`vement. Le lecteur pourra se reporter a` [CP15]
pour une description plus formelle ainsi que les preuves des re´sultats que nous e´nonc¸ons
ici.
Apre`s une rapide explication du contexte, nous de´ﬁnissons les diﬀe´rentes notions dont
nous allons avoir besoin puis nous e´nonc¸ons le re´sultat principal.
Dans un article re´cent [BPR12], F. Bergeron et L.-F. Pre´ville-Ratelle introduisent une
famille de treillis ge´ne´ralisant le treillis de Tamari sur les chemins de Dyck. Pour un pa-
rame`tre m donne´, on e´tudie l’ensemble des chemins dans le plan de (0, 0) a` (mn, n) forme´s
de pas horizontaux (1, 0) et de pas verticaux (0, 1) et restant au dessus de la droite y = x
m
.
Dans le cas ou` m = 1, ces chemins correspondent simplement a` des chemins de Dyck ou` les
pas montants ont e´te´ remplace´s par des pas verticaux et les pas descendants par des pas
horizontaux. Par la suite, on utilisera la de´nomination anglo-saxonne m-ballot paths pour
l’ensemble de ces chemins. La ﬁgure 4.2 illustre un exemple de 2-ballot path.
Figure 4.2 – Un exemple de 2-ballot path.
Ce sont des objets combinatoires bien connus qui apparaissent en particulier dans le








L’ope´ration de rotation sur les chemins de Dyck (cf. ﬁgure 1.26) s’e´tend naturellement
aux m-ballot paths. Elle induit aussi une structure de treillis [BPR12] qu’on appelle treillis
de m-Tamari. Un exemple est donne´ ﬁgure 4.3. Quand m = 1, on retrouve le cas classique
du treillis de Tamari sur les chemins de Dyck. Les intervalles des treillis de m-Tamari ont









ou` In,m est le nombre d’intervalles dans T (m)n , le treillis de m-Tamari pour les chemins de
taille n. Comme dans le cas m = 1, la formule est prouve´e par la re´solution d’une e´quation
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Figure 4.3 – Treillis de m-Tamari T (2)3 sur les chemins.
fonctionnelle sur la se´rie ge´ne´ratrice des intervalles. On peut exprimer cette e´quation a`
l’aide d’un ope´rateur m + 1-line´aire, ge´ne´ralisation de l’ope´rateur biline´aire B de´ﬁni dans
le chapitre 3 (3.3). Soit B(m) l’ope´rateur de´ﬁni par
B(m)(f, g1, . . . , gm) = fxyΔ(g1Δ(g2Δ(. . .Δ(gm)) . . . ) (4.8)
ou` Δ est la diﬀe´rence divise´e de´ja` de´ﬁnie en (3.22)
Δ(g) =
xg(x, y)− g(1, y)
x− 1 . (4.9)
Si Φ(m)(x, y) est la se´rie ge´ne´ratrice des intervalles de T (m)n ou` y compte la taille des chemins
et x la statistique des retours a` 0 sur le chemin infe´rieur, on a [BMFPR11]
Φ(m)(x, y) = 1 + B(m)(Φ(m),Φ(m), . . . ,Φ(m)). (4.10)
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La structure de l’e´quation fonctionnelle ge´ne´ralise donc directement celle du cas m = 1.
En de´veloppant l’expression, on obtient une somme sur les arbres m + 1-aires. Cela laisse
penser que les re´sultats du chapitre pre´ce´dent peuvent se ge´ne´raliser aux treillis m-Tamari.
C’est en eﬀet le cas et on obtient ainsi une nouvelle preuve que la se´rie ge´ne´ratrice des
intervalles de T (m)n ve´riﬁe bien l’e´quation fonctionnelle. Par ailleurs, en ge´ne´ralisant le
the´ore`me 59, on obtient une formule comptant le nombre d’e´le´ments infe´rieurs ou e´gaux a`
un e´le´ment donne´.
De plus, dans les re´cents articles traitant des treillis de m-Tamari, le proble`me e´tait
laisse´ ouvert de l’interpre´tation en termes d’arbres de ces treillis. La question e´tait pour
nous fondamentale car nos de´monstrations dans le cas du treillis de Tamari classique uti-
lisent comme base les arbres binaires et le lien avec l’ordre faible. Pour y re´pondre, nous uti-
lisons le plongement naturel du treillis T (m)n dans le treillis de Tamari T (1)n×m qu’avaient de´ja`
de´crit [BMFPR11]. Ainsi, les intervalles-posets de´ﬁnis au chapitre pre´ce´dent se ge´ne´ralisent
simplement, les intervalles de m-Tamari e´tant des cas particulier d’intervalles de Tamari.
Les treillis m-Tamari sur les arbres
Nous donnons dans un premier temps la de´ﬁnition originelle du treillis de m-Tamari
sur les m-ballot paths pour ensuite donner notre description en termes d’arbres.
De´ﬁnition 74. Un m-ballot path de taille n est un chemin dans le plan depuis l’ori-
gine (0, 0) jusqu’au point (nm, n) forme´ de pas ”montants” verticaux (0, 1) et de pas ”des-
cendants” horizontaux (1, 0) tel que le chemin reste toujours au dessus de la droite y = x
m
.
Tout comme les chemins de Dyck, les m-ballot paths peuvent s’interpre´ter comme des
mots sur un alphabet binaire {1, 0} ou` les pas montants sont code´s par la lettre 1 et les pas
descendants par 0. De meˆme, un chemin est dit primitif s’il n’a pas d’autres contacts avec
la droite y = x
m
que ses extre´mite´s. La rotation est alors de´ﬁnie comme dans la de´ﬁnition
39 et illustre´e ﬁgure 4.4.
−→
10100 0 110100000 100 −→ 10100 110100000 0 100
Figure 4.4 – Rotations sur les m-ballot paths.
Si on conside`re la rotation sur les chemins comme une relation de couverture, l’ordre
induit est un treillis qui ge´ne´ralise l’ordre de Tamari usuel [BPR12]. En exemple, on donne
l’ordre sur les 2-ballot paths de taille 3, T (2)3 ﬁgure 4.3.
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En remplac¸ant chaque pas montant par une suite de m pas montants, on peut faire
correspondre injectivement un chemin de Dyck de taille m.n a` chaque m-ballot path. L’en-
semble obtenu est compose´ de chemins de Dyck dont les cardinaux des suites de pas
montants sont divisibles par m. On appelle ces objets les chemins de m-Dyck. Un exemple
de la correspondance est donne´e ﬁgure 4.5.
m-ballot path chemin de m-Dyck
Figure 4.5 – Un m-ballot path et son chemin de m-Dyck correspondant.
Le passage d’un m-ballot path a` son chemin de m-Dyck est compatible avec la rotation.
On en de´duit la proprie´te´ suivante que l’on trouve de´ja` dans [BMFPR11] :
Proposition 75. Le treillis de m-Tamari T (m)n est isomorphe a` l’ide´al supe´rieur de T (1)n×m
engendre´ par le chemin de Dyck (1m0m)n (cf. ﬁgure 4.6).
De cette observation triviale, on de´duit la plupart des proprie´te´s des treillis de m-
Tamari. Nous de´crivons ensuite cette structure re´cursive sur une famille d’arbres binaires
que nous avons appele´ arbres m-binaires, que l’on peut voir dans la ﬁgure 4.7.
m-ballot path chemin de m-Dyck Arbre m-binaire
Figure 4.6 – E´le´ment minimal de T (2)3 en tant que m-ballot path, chemin de Dyck et arbre
binaire (peigne-(3, 2)).
Nous utilisons ensuite les arbres m-binaires pour de´ﬁnir l’ordre de m-Tamari sur des
arbres m+ 1-aire. Ce treillis est illustre´ ﬁgure 4.8.
m-intervalles-posets
En utilisant les diverses fac¸ons d’exprimer le treillis de m-Tamari pre´sente´es dans le
paragraphe pre´ce´dent, nous arrivons au re´sultat suivant.
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Figure 4.7 – Treillis de m-Tamari T (2)3 sur les arbres m-binaires.
De´ﬁnition 76. Un m-intervalle-poset est un intervalle-poset de taille n×m ve´riﬁant
m � m− 1 � · · · � 1,
2m � 2m− 1 � · · · � m+ 1,
. . . (4.11)
n.m � n.m− 1 � · · · � (n− 1).m+ 1.
Proposition 77. Les m-intervalles-posets de taille n sont en bijection avec les intervalles
de T (m)n .
La composition B de deux m-intervalles-posets ne donne pas une somme sur des m-
intervalles-posets : les tailles ne sont plus des multiples de m. Il faut de´ﬁnir par conse´quent
93
Figure 4.8 – Treillis de m-Tamari T (2)3 sur les arbres ternaires
de´ﬁnir une m-composition qui soit m + 1-line´aire et ge´ne´ralise la composition B pour
pouvoir montrer la ge´ne´ralisation des re´sultats que nous avions sur les intervalles-posets
classiques. Apre`s avoir introduit cette m-composition B(m), nous arrivons a` la proposition
suivante.
Proposition 78. Soit T un arbre m-binaire et ST :=
�
T �≤T P[T �,T ] la somme sur les
arbres m-binaires T � ≤ T . C’est la somme des m-intervalles-posets dont T est l’arbre
supe´rieur. Alors, si T est compose´ des arbres m-binaires TL, TR1 , . . . , TRm on a ST =
B(m)(STL , STR1 , . . . , STRm ).
Cette proposition nous permet ensuite de prouver le the´ore`me suivant.
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The´ore`me 79. Soit T un arbre m + 1-aire. On de´ﬁnit re´cursivement le polynoˆme B(m)T
par
B(m)∅ = 1 (4.12)
B(m)T = B(m)y=1(B(m)TL ,B
(m)
TR1
, . . . ,B(m)TRm ) (4.13)
ou` TL, TR1 , . . . , TRm sont les sous-arbres de T . Alors B(m)T compte le nombre d’e´le´ments
infe´rieurs ou e´gaux a` T dans le treillis T (m)n en fonction du nombre de nœuds sur la branche
gauche de T , ou de fac¸on e´quivalente en fonction du nombre de retours a` 0 dans le chemin
correspondant a` l’arbre T . En particulier, B(m)T (1) est le nombre d’e´le´ments infe´rieurs ou
e´gaux a` T .
La ﬁgure 4.9 illustre un exemple d’application de ce the´ore`me.
B(2)T = B(2)(x, x, x) = x � x ≺δ (x ≺δ x)
= x2 ≺δ (x(1 + x))
= x2(2 + 2x+ x2)
= 2x2 + 2x3 + x4
Figure 4.9 – Exemple du calcul de B(m)T . On obtient B(m)T (1) = 5 pour l’arbre T en bas
du graphe. On peut ve´riﬁer sur la ﬁgure que la puissance de x correspond aux nombres de
nœuds sur la branche gauche des arbres ou au nombre de retours a` 0 sur les chemins.
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4.3 Bijection entre ﬂots et intervalles-posets
Dans ce paragraphe, nous donnons une bijection entre les ﬂots sur une foreˆt d’arbres
ordonne´s et enracine´s et les intervalles de l’ordre de Tamari. Nous commenc¸ons par de´ﬁnir
les ﬂots puis nous de´crivons la bijection.
De´finitions Soit F une foreˆt d’arbres ordonne´s enracine´s. On de´ﬁnit un ﬂot sur F en
attachant une entre´e i ≥ −1 sur chaque nœud de F telle que le ﬂux sortant de chaque
nœud soit supe´rieur ou e´gal a` 0. Le ﬂux sortant d’un nœud est la somme des ﬂux sortant de
ses descendants (lui-meˆme inclus). En particulier, si un nœud n’a pas de enfants, son ﬂux
sortant est e´gal a` son entre´e et doit donc eˆtre positif ou nul. Les entre´es peuvent eˆtre vues
comme des sources ou des fuites d’un liquide circulant des nœuds vers la racine. Autrement
dit, la condition sur le ﬂux sortant exprime le fait que la quantite´ de liquide n’est jamais
ne´gative. Une fuite (i.e., une entre´e de valeur −1) ne peut jamais eˆtre place´e sur une feuille.
Un exemple d’un ﬂot est donne´ dans la ﬁgure 4.10. La somme des ﬂux sortant des racines























Figure 4.10 – Un ﬂot sur une foreˆt d’arbre ordonne´s et enracine´s. Le ﬂux sortant est 4.
La combinatoire des ﬂots apparaˆıt dans le contexte de l’ope´rade Pre-Lie dans [Cha13].





ou` la somme parcourt tous les ﬂots f sur F , et r(f) est le ﬂux sortant de f . Une formule
re´currente pour calculer cette se´rie a e´te´ donne´e dans [Cha13]. Un re´sultat tre`s surpre-
nant est que la meˆme re´currence apparaˆıt dans le contexte tre`s diﬀe´rent des intervalles
de l’ordre de Tamari. En eﬀet, la description re´cursive du polynome comptant le nombre
d’e´le´ments infe´rieurs ou e´gaux a` un arbre donne´ dans le treillis de Tamari donne´e dans
le paragraphe 3.3 correspond en fait a` la se´rie ge´ne´ratrice de certains ﬂots par un simple
changement de variable x = 1
1−t . En prenant la se´rie en t = 0, on obtient le re´sultat suivant.
The´ore`me 80. Le nombre de ﬂots ferme´s d’une foreˆt F donne´e est le nombre d’e´le´ments
infe´rieurs ou e´gal a` un certain arbre T (F ) dans le treillis de Tamari.
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L’arbre binaire T (F ) est obtenu par une bijection tre`s classique entre les foreˆts d’arbres
ordonne´s et les arbres binaires. La foreˆt F est en fait la foreˆt ﬁnale de l’arbre binaire T (F )
(voir la ﬁgure 4.11 pour un exemple). Ce the´ore`me peut eˆtre prouve´ en comparant les
formules re´currentes de le paragraphe 3.3 et de [Cha13] mais notre but est de donner ici
une bijection explicite. Plus pre´cise´ment, la bijection est de´ﬁnie entre les ﬂots ferme´s sur
des foreˆts et les intervalles-posets. Les relation croissantes sont calcule´es en utilisant la









































































Flots ferme´s de Arbres binaires infe´rieurs ou e´gaux a`
Figure 4.11 – Flots sur une foreˆt et ide´al du treillis de Tamari.
Bijection Donnons maintenant la description de la bijection. La premie`re e´tape consiste
a` e´tiqueter les nœuds de la foreˆt. L’e´tiquetage est construit en utilisant l’ordre pre´ﬁxe sur
les nœuds de l’arbre : on e´tiquette d’abord la racine, puis re´cursivement chacun des sous-
arbres de gauche a` droite. Les nœuds e´tiquete´s deviennent les sommets de l’intervalle-poset.
La ﬁgure 4.12 illustre un exemple de la correspondance entre sommets et e´tiquettes.
On ajoute ensuite les relations croissantes de l’intervalle-poset. Ces relations de´pendent
uniquement de la foreˆt elle-meˆme et non du ﬂot. Pour chaque sommet i, on ajoute une
relation i � j ou` j > i est le premier sommet qui n’est pas un descendant de i. De fac¸on
e´quivalente, si i a un fre`re droit j, on ajoute toutes les relations i� � j ou` i� parcourt tous
les nœuds de la branche la plus a` droite de i. Cette e´tape est illustre´e dans la premie`re
image de la ﬁgure 4.12.
Pour ﬁnir, on ajoute progressivement les relations de´croissantes. Ce processus est illustre´
dans la ﬁgure 4.12. A` chaque e´tape, on traite une entre´e ne´gative. On prend les entre´es dans
l’ordre de´croissant de leurs e´tiquettes correspondantes dans l’interval-poset (contruit a` la
premie`re e´tape de la bijection). La source d’une entre´e ne´gative est la premie`re entre´e stric-
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tement positive de ses descendants (en suivant toujours l’ordre des e´tiquettes). Par exemple,
dans la cinquie`me image de la ﬁgure 4.12, la source de l’entre´e ne´gative se´lectionne´e est
son ﬁls gauche (e´tiquete´ 3) et non son ﬁls droit (e´tiquete´ 4). Pour une entre´e ne´gative
e´tiquete´e i avec comme source j, on ajoute toutes les relations de´croissantes j� � i pour
tout i < j� ≤ j. Quand toutes les relations sont ajoute´es, on incre´mente l’entre´e ne´gative
et on de´cre´mente la source pour ne plus la conside´rer par la suite.
Proposition 81. Le processus de´crit pre´ce´demment est bien de´ﬁni et donne une bijec-
tion entre les ﬂots sur les foreˆts ordonne´es et les intervalles-posets. La foreˆt ordonne´e et
l’intervalle-poset ont la meˆme taille et l’arbre maximal de l’intervalle ne de´pend pas des
entre´es du ﬂot.
De´monstration. La premie`re proprie´te´ a` ve´riﬁer est que l’objet contruit est bien un intervalle-
poset. Une relation de´croissante j � i ne peut jamais eˆtre ajoute´e si on a de´ja` i � j. En
eﬀet, j � i implique que j est un descendant de i dans la foreˆt et i � j implique que j
n’en est pas un. De plus, il est facile de ve´riﬁer que quand une relation croissante i � j est
ajoute´e, alors toutes les relations i� � j ou` i ≤ i� < j sont aussi ajoute´es et donc l’objet
ﬁnal ve´riﬁe bien les conditions requises pour eˆtre un intervalle-poset.
Pour prouver que ce processus est une bijection, nous avons besoin de de´crire la
construction inverse pour obtenir un ﬂot a` partir d’un intervalle-poset. Pour commen-
cer, nous construisons la foreˆt a` partir des relations croissantes. Cela revient simplement a`
inverser le processus que nous avons pre´sente´ plus toˆt : le parent d’un nœud j est le plus
grand nombre i < j tel que i � j. On doit ensuite ajouter les entre´es du ﬂot. Chaque
sommet i tel qu’il existe j > i avec j � i rec¸oit une entre´e −1 et augmente la valeur d’une
source. Sa source est le plus grand sommet j > i avec j � i. Notons qu’un sommet ne peut
pas eˆtre une entre´e −1 et une source car si j� � j � i avec i < j < j�, alors j ne peut pas
eˆtre la source de i. En appliquant cette e´tape ite´rativement, il est clair que ce processus
inverse l’algorithme de´crit plus toˆt.
Remarque 82. (Statistiques) Certaines statistiques peuvent eˆtre lues aussi bien sur les
ﬂots que sur les intervalles-posets. Un exemple simple est le nombre d’entre´es −1 du ﬂot.
Ce nombre de nœuds corresponds trivialement au nombre de sommets a de l’intervalle-
poset tels qu’il y a une relation a + 1 � a. On peut aussi conside´rer la somme de tous les
ﬂux sortant de nœuds n’e´tant pas des racines. Cette statistique est e´gale a` 7 sur l’exemple
de la ﬁgure 4.12. Elle peut aussi eˆtre lue sur l’intervalle-poset. Pour chaque nœud a, on
prend l’ensemble de sommets {b > a; b � a; ∀c � a, b � c}. Exprime´ autrement, ce
sont les e´le´ments maximaux en termes de relations croissantes qui pre´ce`dent a avec une
relation relation de´croissante. Comme exemple, sur la ﬁgure 4.12, on obtient {2, 4} pour
le sommet 1, {3} pour 2, {7, 8} pour 6, {8} pour 7, et {11} pour 9. En ajoutant toutes les
tailles, on obtient 7 qui e´tait la somme des ﬂux sortants.
Remarque 83. (Flots ouverts) Il est possible de prouver re´cursivement que la se´rie des
ﬂots ouverts d’une foreˆt donne´e (4.14) est en fait un polynoˆme en 1
1−t . Il correspond au
polynoˆme de Tamari de´ﬁni dans le paragraphe 3.3, le nombre de termes de ce polynoˆme
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correspond au nombre de ﬂots ferme´s de la foreˆt. Ce fait peut aussi eˆtre explique´ d’un
point de vue combinatoire. Chaque ﬂot ouvert peut eˆtre envoye´ sur un unique ﬂot ferme´.






est e´gal a` trees(I) et I est l’image de l’intervalle-poset de f .
4.4 Preuve de la re´partition syme´trique de deux sta-
tistiques
Dans [BMFPR11], les auteurs donnent une e´quation fonctionnelle de la se´rie ge´ne´ratrice
des intervalles de l’ordre de Tamari de´pendant de deux statistiques. Les statistiques sont



























































































































































































Figure 4.12 – Exemple d’application de la bijection entre les ﬂots et les intervalles-posets.
99
entre le plus petit chemin de Dyck de l’intervalle et l’axe x. Sur un intervalle-poset I,
cette statistique correspond a` trees(I), i.e., le nombre de composantes de la foreˆt ﬁnale
de I (voir le paragraphe 3.3 pour plus de de´tails). Dans les trois me´thodes diﬀe´rentes
utilise´es dans [Cha07, BMFPR11] et le paragraphe 3.4 pour engendrer les intervalles,
cette statistique est cruciale pour obtenir l’e´quation fonctionnelle. En suivant la nota-
tion de [BMFPR11], on l’appelle parame`tre catalytique. Les auteurs de [BMFPR11] intro-
duisent aussi une deuxie`me statistique non essentielle : la monte´e initiale d’un intervalle
est la monte´e initiale du plus grand chemin de l’intervalle, i.e., le nombre de pas montants
au de´part du chemin. En regardant son comportement au travers de la bijection entre les
chemins de Dyck et les arbres binaires et en suivant le processus de construction d’un
intervalle-poset, on peut lire directement cette statistique sur les intervalles-posets. Elle
correspond au plus grand k tel qu’il n’y pas de relation (i − 1) � i pour i = 1, ..., k. On











Figure 4.13 – Monte´e initiale et contacts d’intervalles de Tamari. Dans cet exemple,
le chemin infe´rieur a deux contacts non-initiaux avec l’axe x. Ils correspondent aux 2
sommets (1 et 4) sur le bord gauche du plus petit arbre binaire et aux deux composantes
de la foreˆt ﬁnale de l’intervalle-poset. La monte´e initiale du chemin supe´rieur est 3 parce
qu’il commence par 3 pas montants conse´cutifs. Dans l’intervalle-poset 4 est le premier
nœud ayant un sous-arbre gauche non-vide et donc 3 � 4 est la premie`re relation de la
forme i− 1 � i.
Soit Φ(y; x, z) la se´rie ge´ne´ratrice des intervalles de l’ordre de Tamari ou` y, x, et z
comptent respectivement size(I), trees(I), et ir(I) :




= 1 + y xz + y2 (x2z2 + x2z + xz2) (4.16)
+ y3 (x3z3 + 2x3z2 + 2x3z + 2x2z3 + 2x2z2 + x2z + 2xz3 + xz2) + · · · (4.17)
Dans [BMFPR11], il a e´te´ prouve´ que Φ ve´riﬁe l’e´quation fonctionnelle suivante,
Φ(y; x, z) = 1 + xyzΦ(y; x, 1)
xΦ(y; x, z)− Φ(y; 1, z)
x− 1 . (4.18)
En resolvant cette e´quation, les auteurs se sont rendus compte que les distributions jointes
de trees(I) et ir(I) sont syme´triques, i.e., , que Φ(y; x, z) = Φ(y; z, x). Trouver une preuve
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combinatoire de ce fait e´tait laisse´ ouvert. Le but de cette section est de donner une preuve
en de´crivant une bijection re´cursive qui e´change les deux statistiques sur les intervalles-
posets.
L’ide´e principale de la bijection est qu’un intervalle-poset peut eˆtre de´compose´ de deux
fac¸ons diﬀe´rentes en deux intervalles-posets plus petits. Une de ces de´compositions est
donne´e par l’ope´ration de composition des intervalles de´crite dans le paragraphe 3.3 (qui
est diﬀe´rente des de´compositions de [Cha07] et [BMFPR11]).
Proposition 84. Un intervalle-poset I de taille n est entie`rement de´termine´ par un unique
triplet (I1, I2, r) ou` I1 et I2 sont deux intervalles-posets tels que size(I1) + size(I2) + 1 =
size(I) et r est un entier tel que 0 ≤ r ≤ trees(I2). On appelle cette de´composition la
de´composition des contacts de l’intervalle et on e´crit I = LC(I1, I2, r).
Le nombre de contacts de I ve´riﬁe trees(I) = trees(I1)+1+trees(I2)− r. Et sa monte´e
initiale est donne´e par ir(I) = ir(I1) si I1 n’est pas vide et ir(I) = ir(I2) + 1 sinon.
Cette proposition est une conse´quence directe de la proposition 72. Soit (I1, I2, r) un
triplet conforme a` la de´ﬁnition donne´e ci-dessus et I2 tel que trees(I2) = s avec x1 ≤
x2 ≤ · · · ≤ xs e´tant les racines de F≥(I2). Alors I est la concate´nation de´cale´e de I1,
un nouveau sommet k = size(I1) + 1, et I2 avec y � k pour tout y ∈ I1 et xi � k
pour 1 ≤ i ≤ r. Re´ciproquement, si I est un intervalle-poset, sa racine k est le sommet
avec l’e´tiquette la plus grande pour laquelle i � k pour tout i < k. Alors I1 est le sous-
poset forme´ par les sommets i < k et I2 est le sous-poset forme´ par les sommets j > k.









 1 23 , 1 2 34 , 2
 (4.19)
On peut ve´riﬁer que trees(I) = 4 = trees(I1) + 1 + trees(I2) − r = 2 + 1 + 3 − 2.
Et ir(I) = ir(I1) = 1.
On donne maintenant une nouvelle fac¸on de de´composer les intervalles.
Proposition 85. Un intervalle-poset I de taille n est entie`rement de´termine´ par un unique
triplet (I1, I2, r) ou` I1 et I2 sont deux intervalles-posets tels que size(I1) + size(I2) + 1 =
size(I) et r est un entier tel que 0 ≤ r ≤ ir(I2). On appelle cette de´composition la
de´composition de monte´e initiale et on e´crit I = IR(I1, I2, r).
La monte´e initiale de I ve´riﬁe ir(I) = ir(I1)+ 1+ ir(I2)− r. Et son nombre de contacts
est donne´ par trees(I) = trees(I1) si I1 est non vide et trees(I) = trees(I2) + 1 sinon.
Cette de´composition n’a pas e´te´ de´crite pre´ce´dement. Elle provient d’une nouvelle
ope´ration de composition sur les intervalles-posets que l’on appelle composition de monte´e
initiale. Elle est de´crite en deux e´tapes. Premie`rement, soient I2 un intervalle-poset et r
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tel que 0 ≤ r ≤ ir(I2), et inse´rons un nouveau sommet dans I2 pour obtenir un intervalle-
poset I �2. L’e´tiquette du nouveau sommet est k = ir(I2)−r+1 et les e´tiquettes des sommets
de I2 sont de´cale´es en fonction de ce sommet (les plus petites sont inchange´es et les plus
grandes sont de´cale´es de 1). Les relations croissantes de I2 sont laisse´es inchange´es et une
nouvelle relation k � k + 1 est ajoute´e si k + 1 ≤ size(I2). Les relations de´croissantes
sont remplace´es de telle fac¸on que le nombre d’enfants de chaque ancient sommet de I2
est le meˆme dans F≥(I �2) comme c’e´tait le cas dans F≥(I2) (la condition sur les relations
de´croissantes des intervalles-posets implique qu’il n’y a qu’une seule fac¸on de ve´riﬁer cette
condition). Ce processus d’insertion est illustre´ ﬁgure 4.14. Notons qu’il peut eˆtre facilement























pour r = 2, le sommet
inse´re´ est donc 3.
On remplace les rela-
tions de´croissantes de
telle sorte que chaque
ancien sommet de I2
ait le meˆme nombre
d’enfants.
Figure 4.14 – Insertion dans un intervalle-poset pour une composition de monte´e initiale
avec r = 2.
La seconde e´tape de la composition consiste a` fusionner I1 et I
�
2. Un exemple de cette
ope´ration est donne´ dans la ﬁgure 4.15. Soit a = ir(I1). On inse`re I
�
2 juste apre`s a, ce
qui signiﬁe que l’on de´cale les sommets de I �2 de a et les sommets de I1 plus grand que a
par size(I �2). On ajoute ensuite des relations de´croissantes j � a pour tout j de I �2. Notons
que, si a �= size(I1) alors il y avait une relation a � a + 1 dans I1 qui est maintenant a �
a+1+size(I �2) = b. Alors, par transitivite´, toutes les relations croissantes j � b pour tout j
dans I �2 ont aussi e´te´ ajoute´es.
Notons que ce processus peut eˆtre inverse´ : un intervalle I est uniquement de´compose´
en I1 et I2. Le sommet a de I1 que avons utilise´ pour fusionner I1 et I
�
2 est le sommet de I
avec l’e´tiquette maximale telle que
— a ≤ ir(I) et ir(I) � a,
— s’il y a b > a tel que a � b alors on a j � a pour tout a < j < b, sinon, on a j � a
pour tout j > a.
L’intervalle-poset I �2 est alors le sous-poset forme´ par les sommets a < j < ir(I) + 1.















Figure 4.15 – Contruction de I a` partir de I1 et I
�
2.
De´ﬁnition 86. Soit I un intervalle-poset et I = LC(I1, I2, r) sa de´composition selon les
contacts. Alors β(I) est re´cursivement de´ﬁni par
— β(∅) = ∅
— β(I) = IR(β(I1), β(I2), r).
Proposition 87. Soit I un intervalle-poset tel que trees(I) = a et ir(I) = b, alors trees(β(I)) =
b et ir(β(I)) = a.
De´monstration. Cette proposition est une conse´quence directe des propositions 84 et 85.
Exemple On de´taille maintenant le calcul de l’image d’un intervalle-poset par β.










3 , 1 2 , 1
 . (4.20)
Pour calculer β(I), on doit d’abord calculer β(I1) et β(I2). Soit I1 = LC(I1,1, I1,2, r1)
la de´composition des contacts de I1. On a que I1,1 = I1,2 est le poset ne contenant qu’un
point, et donc β(I1,1) = I1,1 et β(I1,2) = I1,2. On calcule ensuite leurs compositions de
monte´e initiale.
Premie`rement, on calcule k = ir(I1,2)− r1 + 1 = 1, on l’ajoute a` I1,2 et on de´cale donc
les sommets qui sont supe´rieur ou e´gaux a` k. Comme k + 1 ≤ size(I �1,2), on ajoute une
relation k � k + 1.
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On peut maintenant fusionner I1,1 et I
�
1,2. Pour ce faire, on calcule a = ir(I1,1) = 1 et








La prochaine e´tape est de calculer β(I2). Comme size(I2) = 2, on ne donne pas le de´tail
du calcul.




Maintenant que nous avons calcule´ β(I1) et β(I2), nous pouvons calculer β(I). La
premie`re e´tape est de calculer k = ir(I2)− r + 1 = 2. Nous inse´rons maintenant k dans I2
et on de´cale les sommets. Les relations croissantes de I2 sont laisse´es inchange´es et on ajoute
une relation supple´mentaire k � k + 1 car k ≤ size(I2). Les relations de´croissantes sont
remplace´es de fac¸on a` ce que chaque ancien sommet de I2 ait le meˆme nombre d’enfants
dans sa foreˆt ﬁnale. Dans notre cas, 1 avait un seul enfant et il y a seulement une fac¸on
d’ajouter cette relation dans I �2 qui est 2 � 1, et donc
I �2 = 2
1
3 (4.23)
La dernie`re e´tape consiste a` fusionner I1 et I
�
2. On calcule a = ir(I1) = 2. On inse`re I
�
2
juste apre`s a en de´calant les e´tiquettes. Ensuite, pour tout j dans I �2, on ajoute une relation




3 , 1 2 , 1





















Dans ce chapitre, nous allons de´ﬁnir et donner les principales proprie´te´s des “arbres
Cambriens”, une structure ge´ne´ralisant la notion d’arbre binaire de recherche standard.
Ils ont e´te´ introduits inde´pendamment par K. Igusa et J. Ostroﬀ dans [IO13] en tant
que “mixed cobinary trees” dans le contexte des alge`bres amasse´es et de la the´orie des
repre´sentations des carquois et par C. Lange et V. Pilaud dans [LP13] comme “e´pines”
(i.e., arbres duaux oriente´s et e´tiquete´s) de triangulations de polygones pour revisiter
les multiples re´alisations de l’associae`dre de C. Hohlweg and C. Lange [HL07]. Ici, nous
utilisons le terme “arbre Cambrien” pour illustrer leur lien avec les treillis Cambrien en
type A de N. Reading [Rea06]. Bien que motivantes et sous-jacentes au pre´sent travail,
ces interpre´tations ne sont pas ne´cessaires aux constructions combinatoires et alge´briques
pre´sente´es ici. Tous les re´sultat de cette partie sont issus d’un travail en commun avec
V. Pilaud [CP14].
5.1 Alge`bre de Hopf Cambrienne
Dans ce paragraphe, nous introduisons l’alge`bre de Hopf Cambrienne Camb comme une
sous-alge`bre de l’alge`bre de Hopf FQSym± sur les permutations signe´es, et alge`bre de Hopf
duale Camb∗ comme quotient de l’alge`bre de Hopf duale FQSym∗±. Nous donnons ensuite
des descriptions combinatoires du produit et du coproduit dans ces alge`bres. Ces re´sultats
e´tendent l’approche de F. Hivert, J.-C. Novelli et J.-Y. Thibon [HNT05] pour construire
l’alge`bre de J.-L. Loday et M. Ronco sur les arbres binaires [LR98] comme une sous-alge`bre
de l’alge`bre de C. Malvenuto et C. Reutenauer sur les permutations [MR95].
Mentionnons tout de suite qu’une ge´ne´ralisation diﬀe´rente a e´te´ e´tudie´e par N. Reading
dans [Rea05]. Son ide´e e´tait de construire une sous-alge`bre de l’alge`bre de C. Malvenuto
et C. Reutenauer en utilisant les classes d’e´quivalence d’une relation de congruence de´ﬁnie
comme l’union
�
n∈N ≡εn de relation εn-Cambrienne pour une signature ﬁxe´e εn ∈ ±n
pour chaque n ∈ N. Pour pouvoir obtenir une alge`bre de Hopf, le choix de (εn)n∈N doit
satisfaire certaines relations de compatibilite´ : N. Reading caracte´rise les familles ≡n “tran-
sitionnelles” (resp. “insertionnelles”) de congruence de treillis sur Sn pour lesquelles la
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somme sur les e´le´ments des classes de congruence de (≡n)n∈N forme une base de la sous-
alge`bre (resp. sous-coge`bre) de FQSym. Ces conditions font que le choix de (εn)n∈N est
tre`s contraint. A` titre de comparaison, nous conside´rons simultane´ment toutes les relations
Cambriennes pour toutes les signatures. En particulier, notre alge`bre Cambrienne contient
toutes les alge`bres de Hopf de [Rea05] comme sous-alge`bres de Hopf.
5.1.1 Produits de me´lange et de convolution signe´s
Pour n, n� ∈ N, notons
S(n,n
�) := {τ ∈ Sn+n� | τ(1) < · · · < τ(n) et τ(n+ 1) < · · · < τ(n+ n�)}
l’ensemble des permutations de Sn+n� avec au plus une descente, en position n. La conca-
te´nation de´cale´e τ τ¯ �, le produit de me´lange de´cale´ τ �¯ τ �, et le produit de convolution τ � τ �
de deux permutations (non signe´es) τ ∈ Sn et τ � ∈ Sn� sont habituellement de´ﬁnis par
τ τ¯ � := [τ(1), . . . , τ(n), τ �(1) + n, . . . , τ �(n�) + n] ∈ Sn+n� ,
τ �¯ τ � :=
�
(τ τ¯ �) ◦ π−1 | π ∈ S(n,n�)� et τ � τ � :=�π ◦ (τ τ¯ �) | π ∈ S(n,n�)�.
Par exemple,
12 �¯ 231 = {12453, 14253, 14523, 14532, 41253, 41523, 41532, 45123, 45132, 45312},
12 � 231 = {12453, 13452, 14352, 15342, 23451, 24351, 25341, 34251, 35241, 45231}.
Ces ope´rations peuvent eˆtre visualise´es graphiquement sur les tables des permuta-
tions τ, τ �. On rappelle que la table de la permutation τ contient un point aux coor-
donne´es (τ(i), i) pour chaque i ∈ [n]. La table de la concate´nation de´cale´e τ τ¯ � contient la
table de τ comme bloc infe´rieur gauche et la table de la permutation τ � comme bloc
supe´rieur droit. Les tables des permutations apparaissant dans le produit de me´lange
de´cale´ τ �¯ τ � (resp. dans le produit de convolution τ�τ �) sont ensuite obtenues en me´langeant
les lignes (resp. les colonnes) de la table de τ τ¯ �. En particulier, on obtient la table de τ
si on eﬀace tous les points dans les n� colonnes les plus a` droites (resp. lignes les plus
hautes) d’une table dans le produit de me´lange de´cale´ τ �¯ τ � (resp. dans le produit de
convolution τ � τ �). La ﬁgure 5.1 illustre des exemples de ces tables.
Ces de´ﬁnitions s’e´tendent aux permutations signe´es. Le produit de me´lange de´cale´
signe´ τ �¯ τ � est de´ﬁni comme le produit de me´lange des permutations dans lequel les
signes voyagent avec leurs valeurs, tandis que le produit de convolution signe´ τ � τ � est
de´ﬁni comme le produit de convolution des permutations dans lequel les signes restent a`
leur positions. Par exemple,
12 �¯ 231 = {12453, 14253, 14523, 14532, 41253, 41523, 41532, 45123, 45132, 45312},
12 � 231 = {12453, 13452, 14352, 15342, 23451, 24351, 25341, 34251, 35241, 45231}.
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Notons que le produit de me´lange de´cale´ est compatible avec les valeurs signe´es, tandis





et Sε �Sε� = Sεε� .
Dans les deux cas, �¯ et � sont compatibles avec les distributions des signes positifs et
ne´gatifs, i.e.,
|τ �¯ τ �|+ = |τ |+ + |τ �|+ = |τ � τ �|+ et |τ �¯ τ �|− = |τ |− + |τ �|− = |τ � τ �|−.
5.1.2 Sous-alge`bre de Hopf de FQSym±
Notons FQSym± l’alge`bre de Hopf ayant pour base (Fτ )τ∈S± et dont le produit et le
coproduit sont de´ﬁnis par :
Fτ · Fτ � =
�
σ∈τ �¯ τ �
Fσ et �Fσ =
�
σ∈τ�τ �
Fτ ⊗ Fτ � .
Cette alge`bre de Hopf est bigradue´e par le nombre de signes positifs et ne´gatifs des
permutations signe´es. Cette alge`bre, introduite dans [NT10], e´tend naturellement aux per-
mutations signe´es la structure d’alge`bre de Hopf de FQSym de´ﬁnie par C. Malvenuto et
C. Reutenauer [MR95].









pour tout arbre Cambrien T.
Par exemple, pour l’arbre Cambrien de la ﬁgure 5.2 (gauche), nous avons
P = F2137546 + F2173546 + F2175346 + F2713546 + F2715346



















Figure 5.1 – La table de la concate´nation de´cale´e τ τ¯ � (gauche) a deux blocs qui contiennent
les tables des permutations τ = 12 et τ � = 231. Les e´le´ments du produit de me´lange
de´cale´ τ �¯ τ � (milieu) et du produit de convolution τ �τ � (droit) sont obtenus en me´langeant
respectivement les lignes et les colonnes de la table de τ τ¯ �.
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The´ore`me 88. Camb est une sous-alge`bre de Hopf de FQSym±.
De´monstration. Montrons dans un premier temps que Camb est une sous-alge`bre de FQSym±.
Pour ce faire, il suﬃt de montrer que la congruence Cambrienne est compatible avec le
produit de me´lange de´cale´, i.e., que le produit de deux classes Cambriennes peut eˆtre
de´compose´ en une somme de classes Cambriennes. Conside´rons deux signatures ε ∈ ±n
et ε� ∈ ±n� , deux arbres Cambriens T ∈ Camb(ε) et T� ∈ Camb(ε�), et deux permutations
congruentes σ ≡εε� σ˜ ∈ Sεε� . Nous voulons montrer que Fσ apparaˆıt dans le produit PT ·PT�
si et seulement si Fσ˜ apparaˆıt aussi. On peut supposer que σ = UacV bW et σ˜ = UcaV bW
pour des lettres a < b < c et des mots U, V,W avec (εε�)b = −. De plus, supposons que Fσ
apparaisse dans le produit PT ·PT� , et soit τ ∈ L(T) et τ � ∈ L(T�) tel que σ ∈ τ �¯ τ �. Nous
distinguons trois cas :
(i) Si a ≤ n et n < c, alors σ˜ appartient aussi a` τ �¯ τ �, et donc Fσ˜ apparaˆıt dans le
produit PT · PT� .
(ii) Si a < b < c ≤ n, alors τ = UˆacVˆ bWˆ est ε-congruent a` τ˜ = UˆcaVˆ bWˆ , et donc τ˜ ∈
L(T). Comme σ˜ ∈ τ˜ �¯ τ �, on obtient que Fσ˜ apparaˆıt dans le produit PT · PT� .
(iii) Si n < a < b < c, l’argument est similaire, changeant ac en ca dans τ �.
La preuve pour l’autre re`gle de re´e´criture de la de´ﬁnition 30 est syme´trique, et le cas
ge´ne´ral pour σ ≡εε� σ˜ suit par transitivite´.
Montrons maintenant que Camb est une sous-coge`bre de FQSym±. Il suﬃt de montrer
que la congruence Cambrienne est compatible avec le produit de de´concate´nation, i.e., que
le coproduit d’une classe Cambrienne est une somme de produits tensoriels de classes Cam-
briennes. Conside´rons un arbre Cambrien T ∈ Camb(η), et deux permutations congruentes
selon la congruence Cambrienne τ ≡ε τ˜ ∈ Sε et τ � ≡ε� τ˜ � ∈ Sε� . Nous voulons montrer
que Fτ ⊗ Fτ � apparaˆıt dans le coproduit �(PT) si et seulement si Fτ˜ ⊗ Fτ˜ � apparaˆıt aussi.
On peut supposer que τ = UacV bW et τ˜ = UcaV bW pour des lettres a < b < c et des
mots U, V,W avec εb = −, et τ � = τ˜ �. De plus, supposons que Fτ ⊗ Fτ � apparaisse dans le


























Figure 5.2 – Un arbre Cambrien (gauche), un arbre croissant (milieu), un arbre Cambrien
a` niveau (droite).
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comme σ = Uˆ aˆcˆVˆ bˆWˆ τˆ � pour des lettres aˆ < bˆ < cˆ et des mots Uˆ, Vˆ, Wˆ, τˆ � avec ηbˆ = −.
Donc σ˜ = Uˆ cˆaˆVˆ bˆWˆ τˆ � est η-congruent a` σ et est dans le produit de convolution τ˜ � τ˜ �. Il
suit que Fτ˜⊗Fτ˜ � apparaˆıt aussi dans le coproduit �(PT). Les preuves pour les autres re`gles
de re´e´criture sur τ , de meˆme que les re`gles de re´e´criture sur τ �, sont syme´triques, et le cas
ge´ne´ral pour τ ≡ε τ˜ et τ � ≡ε� τ˜ � suit par transitivite´.
Une autre fac¸on de prouver ce re´sultat serait de montrer que la congruence Cambrienne
engendre un bon ϕ-mono¨ıde [Pri13].
Dans le reste de ce paragraphe, nous donnons une description directe du produit et du
coproduit d’e´le´ments de la base P de Camb en termes d’ope´rations combinatoires sur les
arbres Cambriens.
Produit Le produit dans l’alge`bre Cambrienne peut eˆtre de´crit en termes d’intervalles
dans les treillis Cambriens. E´tant donne´s deux arbres Cambriens T,T�, on note T � T¯
�
l’arbre obtenu en greﬀant la feuille sortante la plus a` droite de T sur la feuille entrante
la plus a` gauche de T�. Notons que l’arbre re´sultant de cette ope´ration est εε�-Cambrien,
ou` εε� est la concate´nation des signatures ε = ε(T) et ε� = ε(T�). On de´ﬁnit de fac¸on





















Figure 5.3 – Greﬀe d’arbres Cambriens.
Proposition 89. Pour tous arbres Cambriens T,T�, le produit PT · PT� est donne´ par




ou` S parcours l’intervalle entre T� T¯
�
et T� T¯� dans le treillis ε(T)ε(T�)-Cambrien.
De´monstration. Pour tout arbre Cambrien T, les extensions line´aires L(T) forment un
intervalle de l’ordre faible [Rea06]. De plus, le produit de me´lange de´cale´ de deux intervalles
de l’ordre faible est un intervalle de l’ordre faible. Donc, le produit PT ·PT� est une somme
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de PS ou` S parcourt un intervalle du treillis Cambrien. Il reste a` caracte´riser le minimum
et le maximum de cet intervalle.
Notons µT et ωT respectivement l’extension line´aire minimale et maximale de T dans
l’ordre faible. Le produit PT · PT� est une somme de PS sur un intervalle
[µT,ωT] �¯ [µT� ,ωT� ] = [µTµ¯T� , ω¯T�ωT],
ou` ¯ est l’ope´rateur de de´calage classique sur les permutations. Le re´sultat vient alors du
fait que
P(µTµ¯T�) = T� T¯
�
et P(ω¯T�ωT) = T� T¯�.
Par exemple, on peut calculer le produit





 F12435 + F12453 + F14235+ F14253 + F14523 + F41235




+ F14532 + F41325
+ F41352 + F41532
+ F45132
+� F43125 + F43152+ F43512 + F45312
�
= P + P + P .
La premie`re e´galite´ est obtenue en calculant les extensions line´aires des deux facteurs,
la seconde en calculant le produit de me´lange puis en regroupant les termes selon leur P-
symbole, pre´sent sur la dernie`re ligne. La proposition 89 nous permet de calculer directe-
ment la dernie`re ligne sans ne´cessiter l’utilisation de la base F.
Coproduit Le coproduit dans l’alge`bre Cambrienne peut aussi eˆtre de´crit de fac¸on
combinatoire. Nous de´ﬁnissons une coupe d’un arbre Cambrien S comme un ensemble γ
d’areˆtes tel que chaque chemin ge´ode´sique vertical dans S d’une feuille d’en bas vers une
feuille d’en haut contienne pre´cisement une areˆte de γ. Une telle coupe se´pare l’arbre T
en deux foreˆts, une au-dessus de γ et une en dessous de γ, note´es respectivement A(S, γ)















Figure 5.4 – Une coupe γ d’un arbre Cambrien T de´ﬁnit deux foreˆts A(T, γ) et B(T, γ).
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ou` γ parcourt toutes les coupes de S.
De´monstration. Soit σ une extension line´aire de S et τ, τ � ∈ S± tels que σ ∈ τ �τ �. Comme
discute´ dans le paragraphe 5.1.1, les tables de τ et τ � apparaissent respectivement dans les
lignes du bas et du haut de la table de σ. On peut donc associer une coupe de S a` chaque
e´le´ment qui apparaˆıt dans le coproduit �PS.
Re´ciproquement, e´tant donne´e une coupe γ de S, nous sommes inte´resse´s par les exten-
sions line´aires de S dans lesquelles tous les indices sous γ apparaissent avant tous les indices
au-dessus de γ. Ces extensions line´aires sont pre´cisement les permutations forme´es par une
extension line´aire de B(T, γ) suivi d’une extension line´aire de A(T, γ). Les extensions
line´aires d’une foreˆt sont obtenues en me´langeant les extensions line´aires de ses compo-
santes connexes. Le re´sultat suit imme´diatement car le produit PT · PT� fait pre´cisement
intervenir les me´langes des extensions line´aires de T avec les extensions line´aires de T�.
Par exemple, on peut calculer le coproduit
�P = ��F213 + F231�
= 1⊗ �F213 + F231�+ F1 ⊗ F12 + F1 ⊗ F21 + F21 ⊗ F1 + F12 ⊗ F1 + �F213 + F231�⊗ 1
= 1⊗ P +P ⊗ P +P ⊗ P +P ⊗ P +P ⊗ P + P ⊗ 1
= 1⊗ P + P ⊗ �P · P � +P ⊗ P +P ⊗ P + P ⊗ 1.
La proposition 90 nous permet de calculer directement la dernie`re ligne sans ne´cessiter
l’utilisation de la base F. Cette ligne correspond aux cinq coupes possibles de l’arbre Cam-
brien .
Alge`bres Matriochka Pour conclure, nous connectons l’alge`bre Cambrienne a` l’alge`-













et par conse´quent que Rec est une sous-alge`bre de Hopf de Camb. En d’autres termes,
l’alge`bre Cambrienne est prise en sandwich entre l’alge`bre des permutations signe´es et
l’alge`bre des reculs Rec ⊂ Camb ⊂ FQSym±.
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5.1.3 Alge`bre quotient de FQSym∗±
Nous passons a` l’alge`bre de Hopf duale FQSym∗± ayant pour base (Gτ )τ∈S± et dont le
produit et le coproduit sont de´ﬁnis par
Gτ ·Gτ � =
�
σ∈τ�τ �
Gσ et �Gσ =
�
σ∈τ �¯ τ �
Gτ ⊗Gτ � .
Le the´ore`me suivant est automatique a` partir du the´ore`me 88.
The´ore`me 91. Le dual gradue´ Camb∗ de l’alge`bre Cambrienne est isomorphe a` l’image
de FQSym∗± par la projection canonique
π : C�A� −→ C�A�/ ≡,
ou` ≡ est la congruence Cambrienne. La base duale QT de PT est exprime´e de la fac¸on
suivante QT = π(Gτ ), ou` τ est une des extensions line´aires de T.
De fac¸on similaire au paragraphe pre´ce´dent, nous pouvons de´crire de fac¸on combinatoire
le produit et le coproduit d’e´le´ments de la base Q de Camb∗ en termes d’ope´rations sur les
arbres Cambriens.
Produit Appelons gaps les n+1 positions entre deux entiers conse´cutifs de [n], incluant
la position avant 1 et la position apre`s n. Un gap γ de´ﬁnit un chemin ge´ode´sique verti-
cal λ(T, γ) dans un arbre Cambrien T d’une feuille entrante situe´e dans le meˆme intervalle
de valeurs ne´gatives conse´cutives γ a` la feuille sortante qui se situe dans le meˆme inter-
valle de valeurs positives conse´cutives que γ. La ﬁgure 5.6 illustre un de ces chemins. Un
multi-ensemble γ de gaps de´ﬁnit donc un laminage λ(T,Γ) de T, i.e., un multi-ensemble
de chemins ge´ode´siques verticaux d’une feuille entrante a` une feuille sortante qui ne se
croisent pas deux a` deux. Lorsque l’on coupe le long des chemins d’un laminage, l’arbre
Cambrien T se se´pare en une foreˆt.
Conside´rons deux arbres Cambriens T et T� respectivement sur [n] et [n�]. Pour chaque
me´lange s de leurs signatures ε et ε�, conside´rons le multi-ensemble Γ de gaps de [n] donne´
par les positions des signes ne´gatifs de ε� dans s et des signes positifs de ε dans s. On
note T s\T� l’arbre Cambrien obtenu en connectant les feuilles sortantes de la foreˆt de´ﬁnie
par le laminage λ(T,Γ) aux feuilles entrantes de la foreˆt de´ﬁnie par le laminage λ(T�,Γ�).
Exemple 92. Conside´rons les arbres Cambriens T� et T� de la ﬁgure 5.5. Pour distinguer
les signes de T� et T�, on repre´sente dans des cercles les signes de ε(T�) = ��⊕ et dans
des carre´s les signes de ε(T�) = ����. Conside´rons maintenant un me´lange arbitraire s =
�����⊕� de ces deux signatures. Le laminage de T� et de T� obtenu ainsi que l’arbre
Cambrien T�s\T� sont repre´sente´s ﬁgure 5.5.

























Figure 5.5 – (a) Les deux arbres Cambriens T� et T�. (b) E´tant donne´ le shuﬄe s =
�����⊕�, les positions des � sont reporte´es dans T� et les positions des ⊕ sont re-
porte´es dans T�. (c) Le laminage correspondant. (d) Les arbres sont fendus selon le lami-
nage. (e) L’arbre Cambrien obtenu T�s\T�.
De´monstration. Soit τ et τ � des extensions linaires respectives de T et T�, soit σ ∈ τ � τ �
et soit S = P(σ). Comme discute´ dans le paragraphe 5.1.1, le produit de convolution τ � τ �
me´lange les colonnes des tables de τ et τ � en pre´servant l’ordre de leurs lignes. Dans la
description de l’algorithme d’insertion Θ, l’arbre S est forme´ de l’arbre T en dessous et
de l’arbre T� au-dessus, a` ceci pre`s que les murs verticaux partant des nœuds ne´gatifs
de T� se´parent T et les murs verticaux partant des nœuds positifs de T se´parent T�. Ces
se´parations correspondent exactement a` la description de T s\T�, ou` s est le me´lange des
signatures de T et T� donne´ par σ.
Par exemple, on peut calculer le produit
Q ·Q = G12 ·G213
= G12435 +G13425+G14325+G15324+ G23415 + G24315 + G25314 + G34215 + G35214 + G45213
= Q +Q +Q +Q +Q +Q +Q +Q +Q +Q .
Notons que les 10 arbres Cambriens apparaissant dans le re´sultat correspondent aux 10
me´langes possibles de −+ et −++.
Coproduit Pour de´crire le coproduit d’e´le´ments de la base Q de Camb∗, nous utilisons
aussi les gaps et les chemins verticaux dans les arbres Cambriens. Plus pre´cisement, pour
un gap γ, on note L(S, γ) et R(S, γ) les sous-arbres Cambriens gauche et droit de S que
l’on se´pare le long du chemin vertical λ(S, γ). Un exemple est donne´ ﬁgure 5.6.
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ou` γ parcourt tous les gaps entre des sommets de S.
De´monstration. Soit σ une extension line´aire de S et τ, τ � ∈ S± tels que σ ∈ τ �¯ τ �.
Comme discute´ dans le paragraphe 5.1.1, τ et τ � apparaissent respectivement dans les
colonnes gauches et droites de σ. Notons γ le gap vertical qui se´pare τ de τ �. En appliquant
l’algorithme d’insertion se´parement sur τ et τ � on obtient les arbres L(S, γ) et R(S, γ). La
description suit directement.
Par exemple, on peut calculer le coproduit
�Q = �G213
= 1⊗G213 + G1 ⊗G12 + G21 ⊗G1 + G213 ⊗ 1
= 1⊗Q + Q ⊗Q + Q ⊗Q + Q ⊗ 1.
La proposition 94 nous permet de calculer directement la dernie`re ligne sans ne´cessiter
l’utilisation de la base G. Cette ligne correspond aux quatre gaps de l’arbre Cambrien .
5.1.4 Dualite´
Comme prouve´ dans [HNT05], la dualite´ τ �→ τ−1 entre les alge`bres de Hopf FQSym
et FQSym∗ induit une dualite´ entre les alge`bres de Hopf PBT et PBT∗. Cela revient a` dire
que la composition Ψ des applications



















Figure 5.6 – Un gap γ entre 3 et 4 (gauche) de´ﬁnit une coupe verticale (milieu) qui se´pare
l’arbre Cambrien (droite).
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est un isomorphisme entre PBT et PBT∗. Cette proprie´te´ n’est plus vraie dans le cas de
l’alge`bre Cambrienne Camb et de son dual Camb∗. Ce qui revient a` dire que la compositionΨ
des applications




Fτ Fτ �→ G−1τ Gτ �→ QP(τ)










En eﬀet, les images par les trois applications sont les suivantes :
P �−→ F213 �−→ G213 �−→ Q , et
P �−→ F312 �−→ G231 �−→ Q .
5.2 Bases multiplicatives
Dans ce paragraphe, nous de´ﬁnissons des bases multiplicatives de Camb et nous e´tudions
les e´le´ments inde´composables de Camb pour ces bases. Dans les paragraphes 5.2.2 et 5.2.3,
nous prouvons des proprie´te´s structurelles et e´numeratives de l’ensemble des e´le´ments
inde´composables.
5.2.1 Bases multiplicatives et leurs e´le´ments inde´composables













sont de´ﬁnis comme les arbres obtenus en de´calant toutes les e´tiquettes de T� et en greﬀant
la feuille sortante la plus a` droite de T sur la feuille entrante la plus a` gauche de T� pour le
premier et la feuille sortante la plus a` gauche de T� sur la feuille entrante la plus a` droite
de T pour le deuxie`me. Des exemples sont donne´s ﬁgure 5.3.
Proposition 95. (ET)T∈Camb et (HT)T∈Camb sont des bases multiplicatives de Camb :
ET · ET� = ET�T¯
�
et HT ·HT� = HT�T¯� .
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Comme le produit de me´lange d’intervalles de l’ordre faible est un intervalle de l’ordre
faible, le produit HT ·HT� est la somme de Fτ sur l’intervalle
[12 · · ·n,ωT] �¯ [12 · · ·n�,ωT� ] = [12 · · · (n+ n�), ω¯T�ωT].
Le re´sultat vient du fait que
P(ω¯T�ωT) = T� T¯�.
La preuve pour ET est syme´trique, en remplacant l’intervalle initial [12 · · ·n,ωT] par l’in-
tervalle ﬁnal [µT, n · · · 21].
Comme les bases multiplicatives (ET)T∈Camb et (HT)T∈Camb ont des proprie´te´s syme´-
triques, nous concentrons notre analyse sur la base E. Le lecteur est invite´ a` traduire
les re´sultats ci-dessous a` la base H. Nous conside´rons la de´composabilite´ selon la base
multiplicative E. On rappelle qu’une coupure selon une areˆte dans un arbre Cambrien S
est une partition ordonne´e (X � Y ) de nœuds de S en un ensemble X de nœuds dans
l’ensemble de de´part et un ensemble Y de nœuds dans l’ensemble d’arrive´e de l’areˆte
oriente´e e de S.
Proposition 96. Pour un arbre Cambrien S, les proprie´te´s suivantes sont e´quivalentes :
(i) ES peut eˆtre de´compose´ en un produit ES = ET · ET� pour des arbres Cambriens non
vides T,T� ;
(ii) ([k] � [n]� [k]) est une coupure selon un arc de S pour un certain k ∈ [n− 1] ;
(iii) au moins une extension line´aire τ de S est de´composable, i.e., τ([k]) = [k] pour un
certain k ∈ [n].
L’arbre S est alors appele´ E-de´composable et la coupure ([k] � [n]� [k]) est appele´e se´pa-
ration.
De´monstration. L’e´quivalence (i) ⇐⇒ (ii) est une conse´quence directe de la descrip-
tion du produit ET · ET� dans la proposition 95. L’implication (ii) ⇒ (iii) provient du
fait que pour toute coupe (X � Y ) d’un graphe oriente´ acyclique G, il existe une exten-
sion line´aire de G qui commence par X et ﬁnit par Y . Re´ciproquement, si τ est une
extension line´aire de´composable de S, alors l’algorithme d’insertion cre´e deux blocs et
connecte ne´cessairement le bloc infe´rieur gauche au bloc supe´rieur droit par une areˆte de
se´paration.
Par exemple, la ﬁgure 5.3 montre que P(2751346) est de´composable selon la base E et
selon la base H. Dans le reste de ce paragraphe, nous e´tudions des proprie´te´s structurelles
et e´nume´ratives des e´le´ments E-inde´composables de Camb. On note Indε l’ensemble des
e´le´ments E-inde´composable de Camb(ε).
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Exemple 97. Pour ε = (−)n, les arbres ε-Cambriens E-inde´composables sont les arbres
binaires penchant a` droite, i.e., les arbres dont la racine n’a pas de ﬁls gauche. De la meˆme
fac¸on, pour ε = (+)n, les arbres ε-Cambriens E-inde´composables sont les arbres binaires
penchant a` gauche oriente´s vers le haut. Voir la ﬁgure 5.7 pour des illustrations.
5.2.2 Proprie´te´s structurelles
L’objectif de ce paragraphe est de prouver la proprie´te´ suivante sur les e´le´ments E-
inde´composables de Camb(ε).
Proposition 98. Pour toute signature ε ∈ ±n, l’ensemble Indε d’arbres ε-Cambriens E-
inde´composables forme un ide´al principal supe´rieur du treillis ε-Cambrien.
Pour prouver cette Proposition, nous avons besoin du re´sultat suivant.
Lemme 99. Soit T un arbre ε-Cambrien, soit i→ j une areˆte de T avec i < j, et soit T�
l’arbre ε-Cambrien obtenu en appliquant la rotation i→ j dans T. Alors
(i) si T est E-inde´composable, alors T� l’est aussi ;
(ii) si T est E-de´composable tandis que T� ne l’est pas, alors εi = + ou i = 1, et εj = −
ou j = n.
De´monstration. Comme observe´ dans la proposition 43, les arbres Cambriens T et T� ont les
meˆmes coupures selon une areˆte, a` l’exception de celle de´ﬁnie par l’areˆte i → j. Utilisant
les notations de la ﬁgure 1.32, la coupure selon l’areˆte C := (i ∪ L ∪ B � j ∪R ∪ A) est
remplace´e par la coupure C � := (j ∪R ∪ B � i ∪ L ∪ A) de T�. Comme i < j, la coupure
selon l’areˆte C � n’est pas se´parante. Donc, T� est toujours E-inde´composable quand T
est E-inde´composable.
Supposons maintenant que T soit E-de´composable et que T� ne le soit pas. Cette conﬁ-
guration implique que C est se´parant tandis que C � ne l’est pas. Comme C est se´parant, on
a i∪L∪B < j∪R∪A (ou` on e´crit X < Y si x < y pour tout x ∈ X et y ∈ Y ). Si εi = −,
alors L < i < B, et donc L < {i, j}∪R∪A∪B. Si de plus 1 < i, alors 1 < {i, j}∪R∪A∪B
et donc 1 ∈ L �= ∅. Cela impliquerait que la coupe de T� de´ﬁnie par l’arc L → i serait
se´parante, ce qui contredit nos hypothe`ses. On prouve de fac¸on similaire que εj = −
ou j = n.
Preuve de la proposition 98. Nous savons de´ja` par le lemme 99 (i) que Indε forme un en-
semble supe´rieur (clos pour <) du treillis ε-Cambrien. Pour montrer que cet ensemble est un
ide´al principal supe´rieur, nous caracte´risons l’unique arbre ε-Cambrien E-inde´composable
dont tous les arbres que l’on obtient apre`s une rotation sont E-de´composables (la rotation
cre´e une coupe se´parante). Nous proce´dons en trois e´tapes.
Fait A Tous les nœuds ne´gatifs i > 1 de T• n’ont pas de ﬁls droits, et tous les nœuds
positifs j < n de T• n’ont pas de ﬁls gauches.
Preuve. Dans le but de montrer une contradiction, supposons qu’un nœud ne´gatif i > 1
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ait un ﬁls droit j. Soit T l’arbre Cambrien obtenu en faisant une rotation de l’areˆte i← j
dans T•. Comme cette rotation est de´croissante (car i < j), T est de´composable tandis
que T• ne l’est pas. Ce qui contredit le lemme 99 (ii).
Le fait A assure que l’arbre Cambrien T• est un chemin avec des feuilles entrantes dans
les nœuds ne´gatifs et sortantes des nœuds positifs. Par conse´quent, T• admet une unique
extension line´aire τ•. Les deux faits suivants de´terminent τ• et donc T• = P(τ•).
Comme le nœud 1 n’a pas de ﬁls gauches et que le nœud n n’a pas de ﬁls droits, nous
conside´rons que 1 se comporte comme un nœud positif et n se comporte comme un nœud
ne´gatif. Nous de´ﬁnissons donc N := {n1 < · · · < nN−1 < nN = n} et P := {1 = p1 < p2 <
· · · < pP}, ou` n1 < · · · < nN−1 sont les nœuds ne´gatifs et p2 < · · · < pP sont les nœuds
positifs parmi {2, . . . , n− 1}.
Fait B Les ensembles N et P apparaissent tous les deux en ordre croissant dans τ•.
Preuve. Si i apparaˆıt dans τ• avant j ∈ N , alors i se trouve dans le ﬁls gauche de j (car j
n’a pas de ﬁls droit), et donc i < j. En particulier, N est trie´ dans τ•. La preuve est
syme´trique pour les nœuds positifs.
Fait C Dans τ•, le noeud pk apparaˆıt imme´diatement apre`s le premier sommet de N plus
grand que pk+1.
Preuve. Soit n� le premier nœud de N plus grand que pk+1. Si pk apparaˆıt avant n� dans τ•,
alors τ• est une permutation de´composable (car τ([pk+1 − 1]) = [pk+1 − 1]). Si pk apparaˆıt
apre`s n�+1 dans τ•, alors l’arbre Cambrien obtenu par rotation de l’areˆte entrante a` pk
dans T• reste inde´composable. Par conse´quent, pk apparaˆıt pre´cisement entre n� et n�+1.
Par exemple, la ﬁgure 5.7 illustre les ge´ne´rateurs des arbres ε-Cambriens E-inde´compo-
sables pour ε = −−+−−++, ε = (−)7, et ε = (+)7. Les deux derniers penchent respecti-






















Figure 5.7 – Les ge´ne´rateurs des ide´aux supe´rieurs principaux des arbres ε-Cambriens E-
inde´composables pour ε = −−+−−++ (gauche), ε = (−)7 (milieu), ε = (+)7 (droite).
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5.2.3 Proprie´te´s e´nume´ratives
Nous nous inte´ressons maintenant aux proprie´te´s e´nume´ratives des e´le´ments E-inde´com-
posables. Nous voulons montrer que le nombre d’arbres ε-Cambriens E-inde´composables
est inde´pendant de la signature ε.
Proposition 100. Pour toute signature ε ∈ ±n, il y a Cn−1 ε-Cambrien E-inde´composables.
Par conse´quent, il y a 2nCn−1 arbres Cambriens E-indecomposables sur n nœuds.
Ce re´sultat est imme´diat pour la signature ε = (−)n car les e´le´ments E-inde´composables
sont les arbres binaires qui penchent a` droite (voir exemple 97), qui sont clairement compte´s
par le nombre de Catalan Cn−1. Pour montrer la proposition 100, nous e´tudions le compor-
tement des arbres Cambriens et de leurs de´compositions lorsque l’on applique des modiﬁca-
tions locales a` la signature de [n]. Nous pensons que ces transformations sont inte´ressantes
per se. Par exemple, elles fournissent une preuve alternative du fait qu’il y a Cn arbres ε-
Cambriens pour chaque signature ε ∈ ±n.
Soit χ0 : ±n → ±n et χn : ±n → ±n les transformations qui inversent respectivement le
signe de 1 et n. On note Ψ0(T) et Ψn(T) les arbres obtenus a` partir d’un arbre Cambrien T
en changeant respectivement la direction de la feuille la plus a` gauche et la plus a` droite
de T. Pour i ∈ [n − 1], soit χi : ±n → ±n la transformation qui e´change les signes en
position i et i+1. La transformation ε→ χi(ε) est seulement inte´ressante quand εi �= εi+1.
Dans cette situation, on note Ψi(T) l’arbre obtenu a` partir d’un arbre ε-Cambrien T par
— retournement de l’areˆte du nœud positif au nœud ne´gatif de {i, i+ 1} s’il existe,
— e´change des e´tiquettes i et i+ 1 sinon.























Figure 5.8 – La transformation Ψi quand εi = + et εi+1 = −. L’arbre Ψi(T) est obtenu
en retournant l’areˆte de i a` i+1 si elle existe (gauche), et en e´changeant les e´tiquettes de i
et i+ 1 sinon (droite).
Pour montrer que Ψi transforme un arbre ε-Cambrien un arbre χi(ε)-Cambrien et
pre´serve le nombre d’e´le´ments E-inde´composables, nous avons besoin du lemme suivant.
Notons que ce lemme explique aussi pourquoi la ﬁgure 5.8 couvre toutes les possibilite´s
quand εi = + et εi+1 = −.
Lemme 101. Si εi = + et εi+1 = −, alors les proprie´te´s suivantes sont e´quivalentes pour
un arbre ε-Cambrien T :
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(i) ([i] � [n]� [i]) est une coupure selon une areˆte de T ;
(ii) i est plus petit que i+ 1 dans T ;
(iii) i est dans le sous-arbre gauche de i+ 1 et i+ 1 est dans le sous-arbre droit de i ;
(iv) i est le ﬁls gauche de i+ 1 et i+ 1 est le parent droit de i.
Des proprie´te´s similaires sont ve´riﬁe´es dans le cas ou` εi = − et εi+1 = +.
De´monstration. Comme i et i+1 sont comparables dans T (voir paragraphe 1.1.5), le fait
que ([i] � [n]� [i]) soit une coupure selon une areˆte de T implique que i soit plus petit
que i+ 1 dans T. Ce qui montre que (i) ⇒ (ii).
Si i est plus petit que i+ 1 dans T, alors i est dans un sous-arbre de i+ 1, qui ne peut
eˆtre que le sous-arbre gauche, et de la meˆme fac¸on, i+ 1 est dans le sous-arbre droit de i.
Ce qui montre que (ii) ⇒ (iii).
Supposons maintenant que i soit dans le sous-arbre gauche de i + 1 et i + 1 soit dans
le sous-arbre droit de i, et conside´rons le chemin de i a` i+1 dans T. Comme les nœuds de
ce chemin se trouvent dans le sous-arbre droit de i et dans le sous-arbre gauche de i + 1,
leurs e´tiquettes doivent eˆtre plus grandes que i et plus petites que i + 1. Ce chemin est
donc constitue´ d’un unique arc. Ce qui montre que (iii) ⇒ (iv).
Finalement, supposons que i soit dans le sous-arbre gauche de i + 1 et i + 1 soit dans
le parent droit de i dans T. Alors la coupe correspondant a` l’arc e de T de i a` i + 1
est ([i] � [n]� [i]). En eﬀet, tous les e´le´ments dans la source de e sont dans le sous-arbre
gauche de i+1 et donc plus petits que i+1, et tous les e´le´ments dans la destination de e sont
dans le sous-arbre droit de i et donc plus grand que i. Ce qui montre que (iv) ⇒ (i).
Lemme 102. Pour 0 ≤ i ≤ n, l’application Ψi de´ﬁnit une bijection entre les arbres ε-
Cambriens et les arbres χi(ε)-Cambriens et pre´serve le nombre d’e´le´ments E-inde´composables.
De´monstration. Le re´sultat est imme´diat pour i = 0 and i = n. Supposons donc que i ∈
[n − 1] et que εi = + et εi+1 = −. Nous prouvons d’abord que Ψi envoie des arbres ε-
Cambriens sur des arbres χi(ε)-Cambriens. Cette proce´dure transforme clairement des
arbres en arbres. Pour voir que Ψi(T) est χi(ε)-Cambrien, nous distinguons deux cas :
— La ﬁgure 5.8 (gauche) illustre le cas ou` T a un arc entrant de i a` i + 1. Toutes les
e´tiquettes de B sont plus petites que i car elles sont distinctes de i et dans le sous-
arbre gauche de i+1, et toutes les e´tiquettes dans le sous-arbre droit de i dans Ψi(T)
sont plus grandes que i comme elles e´taient dans le sous-arbre droit de i dans T.
Par conse´quent, les e´tiquettes autour du sommet i de Ψi(T) respectent l’e´tiquetage
Cambrien. Par une argumentation similaire, on arrive a` la meˆme conclusion pour i+
1. Tous les autres nœuds ont les meˆmes signes et sous-arbres.
— La ﬁgure 5.8 (droite) illustre le cas ou` T n’a pas d’areˆte de i a` i + 1. Toutes les
e´tiquettes dans B (resp. D) sont plus petites (resp. grandes) que i car elles sont
distinctes de i et dans le sous-arbre gauche (resp. droit) de i+1, donc les e´tiquettes
autour du sommet i de Ψi(T) respectent l’e´tiquetage Cambrien. Par une argumen-
tation similaire, on arrive a` la meˆme conclusion pour i + 1. Tous les autres nœuds
ont les meˆmes signes et sous-arbres.
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Dans l’autre sens, il est aussi facile de voir que Ψi transforme les arbres ε-Cambriens en
arbres χi(ε)-Cambriens en utilisant l’interpre´tation des arbres Cambriens en terme arbres
duals de triangulations (voir remarque 22).
Bien que Ψi ne pre´serve pas les e´le´ments E-inde´composables, nous ve´riﬁons maintenant
que Ψi pre´serve le nombre d’e´lements E-inde´composables. E´crivons ε = εε avec ε : [i] →
{±} et ε : [n]� [i]→ {±}, et soit I = |Indε| et I = |Indε|. On aﬃrme que
— l’applicationΨi transforme pre´cisement I·I les arbres ε-Cambriens E-de´composables
en arbres χi(ε)-Cambriens E-inde´composables. En eﬀet, T est E-de´composable et
Ψi(T) est E-inde´composable si et seulement si T a un arc de i a` i + 1 dont les
sous-arbres source et destination sont respectivement des arbres ε- et ε-Cambriens
E-inde´composables.
— l’applicationΨi transforme pre´cise´ment I·I les arbres ε-Cambriens E-inde´composables
en arbres χi(ε)-Cambriens E-de´composables. En eﬀet, supposons que T soit E-
inde´composable et queΨi(T) soit E-de´composable. Nous pre´tendons que ([i] � [n]� [i])
est la seule coupure se´parante de Ψi(T). En eﬀet, pour j �= i, i et i + 1 appar-
tiennent tous les deux soit a` [j] soit a` [n] � [j], et ([j] � [n]� [j]) est une coupure
selon une areˆte de Ψi(T) si et seulement si c’est une coupe de T. De plus, les arbres
ε- et ε-Cambriens S et S induits par Ψi(T) sur [i] et [n] � [i] sont tous les deux
E-inde´composables. Autrement, une areˆte se´parante ([j] � [i]� [j]) de S de´ﬁnirait
une se´paration selon une areˆte ([j] � [n]� [j]) de Ψi(T). De la meˆme fac¸on, si S et S
sont tous les deux E-inde´composables, alors T l’est aussi.
On conclut donc que Ψi pre´serve globalement le nombre d’arbres E-inde´composables.
Preuve de la proposition 100. En partant d’une signature entie`rement ne´gative (−)n, on
peut atteindre n’importe quelle signature ε par des transformations χ0, . . . ,χn−1 : on peut
faire apparaˆıtre un signe positif sur le nœud 1 (en utilisant l’application χ0) et en de´plac¸ant
ces signes positifs jusqu’a` leur position ﬁnale dans ε (en utilisant les applications χi). Plus
pre´cisement, si on note p1 < · · · < pP les positions des signes positifs de ε, alors ε =��
j∈[P ] χpj ◦ χpj−1 ◦ · · · ◦ χp1 ◦ χ0
��
(−)n�. Le re´sultat de´coule donc du lemme 102.
Proposition 103. L’alge`bre Cambrienne Camb est libre.
De´monstration. Comme la fonction ge´ne´ratrice B(u) des nombres de Catalan ve´riﬁe l’e´qua-













On conside`re maintenant les arbres Cambriens jumeaux et l’alge`bre Baxter-Cambrienne
qui leur est associe´e. Ces objets fournissent une ge´ne´ralisation naturelle au travail de S. Law
et N. Reading sur les quadrangulations [LR12] et de S. Giraudo sur les arbres binaires ju-
meaux [Gir12]. Les nombres d’e´le´ments des bases de ces alge`bres sont les nombres de Bax-
ter. Dans le paragraphe 6.1.5, nous fournissons des re´fe´rences pour les diﬀe´rentes familles
d’objets lie´es aux nombres de Baxter et leurs correspondances bijectives, et nous discutons
de l’e´quivalent Cambrien de ces nombres. Les de´ﬁnitions et les proprie´te´s combinatoires
des arbres Cambriens jumeaux sont donne´es dans ce paragraphe et les aspects alge´briques
sont traite´s dans le paragraphe suivant.
6.1 Arbres Cambriens jumeaux
6.1.1 Arbres Cambriens jumeaux
Ce paragraphe traite des paires d’arbres Cambriens suivantes :
De´ﬁnition 104. Deux arbres ε-Cambriens T◦,T• sont jumeaux si l’union T◦�T• de T◦
avec le retourne´ de T• (obtenu en retournant l’orientation de toutes les areˆtes) est acy-
clique.
De´ﬁnition 105. Soit T◦,T• deux arbres ε-Cambriens a` niveaux e´tiquete´s respectivement
par p◦, q◦ et p•, q•. On dit qu’ils sont jumeaux si q◦(p−1◦ (i)) = n−q•(p−1• (i)) pour tout i ∈ [n].
En d’autres termes, quand ils sont e´tiquete´s comme des arbres Cambriens, les lectures bas-
haut des sommets de T◦ et T• sont oppose´es.
Des exemples d’arbres Cambriens jumeaux et d’arbres Cambriens a` niveaux jumeaux
sont repre´sente´s ﬁgure 6.1. On peut noter que des arbres Cambriens a` niveaux jumeaux







































Figure 6.1 – Une paire d’arbres Cambriens jumeaux (gauche), et une paire d’arbres Cam-
briens a` niveaux jumeaux (droite).
Si T◦,T• sont deux arbres ε-Cambriens, leur canope´es sont ne´cessairement oppose´es
l’une de l’autre (voir paragraphe 1.1.5), signiﬁant que can(T◦)i = −can(T•)i pour tout i ∈
[n − 1]. La proposition re´ciproque a e´te´ prouve´e par S. Giraudo dans [Gir12] pour la
signature constante (−)n.
Proposition 106 ([Gir12]). Deux arbres binaires sont jumeaux si et seulement si leurs
canope´es sont oppose´es.
Nous conjecturons que cette Proposition est vrai pour toute signature.
Conjecture 107 (Conjecture des arbres Cambriens jumeaux). Deux arbres ε-Cambriens
sont jumeaux si et seulement si leurs canope´es sont oppose´es
Conside´rons deux arbres ε-Cambriens T◦,T• de canope´es oppose´es. Il est facile de mon-
trer que T◦�T• ne peut pas contenir de cycles triviaux, c’est-a`-dire que T◦ et T• ne peuvent
pas avoir tous les deux un chemin de i a` j pour i �= j. Pour prouver que T◦�T• n’a pas
de cycle du tout, une bonne me´thode est de cre´er un algorithme qui extrait une exten-
sion line´aire de T◦�T•. Cette approche a e´te´ utilise´e dans [Gir12] pour la signature (−)n.
Dans cette situation, il est clair que la racine de T• est minimale dans T◦ (en utilisant
l’hypothe`se des canope´es oppose´es), nous la prenons donc comme premie`re valeur d’une
extension line´aire de T◦�T•. Le reste de l’extension line´aire est construit de fac¸on re´cursive.
Dans le cas ge´ne´ral, il s’ave`re que les maximums de T• ne sont pas tous des minimums
de T◦ (et re´ciproquement). La proce´dure que l’on doit utiliser pour choisir la premie`re
valeur de l’extension line´aire n’est pas aussi claire.
Remarque 108 (Retourner T•). Il est parfois utile de retourner le deuxie`me arbre T•
d’une paire [T◦,T•] d’arbres Cambriens jumeaux. L’arbre Cambrien que l’on obtient a
une signature oppose´e et leur union est acyclique. Dans ce paragraphe, nous avons choisi
l’orientation de la de´ﬁnition 104 dans le but de correspondre avec les notations et re´sultats
de [Gir12]. Nous aurons besoin de changer de convention dans le paragraphe 6.3 quand nous




Nous obtenons la Correspondance Baxter-Cambrienne entre les permutations de Sε
et les paires d’arbres ε-Cambriens a` niveaux jumeaux en inse´rant par l’application Θ du
paragraphe 1.1.5 une permutation τ = τ1 · · · τn ∈ Sε et son miroir ←τ= τn · · · τ1 ∈ Sε.







entre les permutations signe´es et les paires d’arbres Cambriens a` niveaux jumeaux.
De´monstration. Si p, q : V → [n] sont les e´tiquetages Cambrien et croissant de l’arbre Cam-
brien Θ(τ), alors τ = q ◦ p. Ce qui nous donne que les arbres ε-Cambriens a` niveaux Θ(τ)
et Θ(
←
τ ) sont jumeaux et que l’application Θ� est bijective.
Comme pour les arbres Cambriens, nous nous concentrons sur le P�-symbole de cette
correspondance.







des permutations signe´es vers les paires d’arbres Cambriens jumeaux.
De´monstration. La ﬁbre (P�)−1([T◦,T•]) d’une paire d’arbres ε-Cambriens jumeaux T◦,T•
est l’ensemble L(T◦�T•) des extensions linaires du graphe T◦�T•. Cet ensemble n’est pas
vide car T◦�T• est acyclique par de´ﬁnition des arbres Cambriens jumeaux.
6.1.3 Congruence Baxter-Cambrienne
Nous caracte´risons maintenant la relation de congruence qui lie les permutations signe´es τ ∈
Sε ayant le meˆme P�-symbole.
De´ﬁnition 111. Pour une signature ε ∈ ±n, la congruence ε-Baxter-Cambrienne est la
relation d’e´quivalence sur Sε de´ﬁnie comme la cloˆture transitive des re`gles de re´e´criture
UbV adWcX ≡�ε UbV daWcX si a < b, c < d et εb = εc,
UbV cWadX ≡�ε UbV cWdaX si a < b, c < d et εb �= εc,
UadV bWcX ≡�ε UdaV bWcX si a < b, c < d et εb �= εc,
ou` a, b, c, d sont des e´le´ments de [n] et U, V,W,X sont des mots sur [n]. La congruence
Baxter-Cambrienne est la relation d’e´quivalence sur toutes les permutations signe´es S±






Proposition 112. Deux permutations signe´es τ, τ � ∈ Sε sont ε-Baxter-Cambrienne con-
gruentes si et seulement si elles ont le meˆme P�-symbole :
τ ≡�ε τ � ⇐⇒ P�(τ) = P�(τ �).
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De´monstration. La preuve de cette proposition consiste essentiellement a` voir que P�(τ) =
P�(τ �) si et seulement si τ ≡ τ � et ←τ ≡ ←τ � (par de´ﬁnition deP�). La de´ﬁnition de l’e´quivalence
ε-Baxter-Cambrienne ≡�ε est l’exacte traduction de cette observation en termes de re`gles
de re´e´criture.
Proposition 113. La classe ε-Baxter-Cambrienne indice´e par la paire [T◦,T•] d’arbres ε-
Cambriens jumeaux est l’intersection de la classe ε-Cambrienne indice´e par T◦ avec la
classe (−ε)-Cambrienne indice´e par le retourne´ de T•.
De´monstration. La classe ε-Baxter-Cambrienne indice´e par [T◦,T•] est l’ensemble des
extensions line´aires de T◦�T•, i.e., de permutations qui sont simultane´ment extensions
line´aires de T◦ et du retourne´ de T•. Le premier ensemble forme la classe ε-Cambrienne
indice´e par T◦ et le deuxie`me ensemble forme la classe (−ε)-Cambrienne indice´e par le
retourne´ de T•. Ce fait est illustre´ dans la ﬁgure 6.2.
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Figure 6.2 – Les classes Baxter-Cambriennes de ≡�ε (bleu) sont les intersections des classes
Cambriennes de ≡ε (rouge) et ≡−ε (vert). Illustre´ pour les signatures ε = −+−− (gauche)
et ε = +−−− (droite).
6.1.4 Rotations et treillis Baxter-Cambriens
Nous pre´sentons maintenant l’ope´ration de rotation sur les paires d’arbres ε-Cambriens.
De´ﬁnition 114. Soit [T◦,T•] une paire d’arbres ε-Cambriens et i→ j une areˆte de T◦�T•.
Nous disons que l’areˆte i→ j est retournable si
— i→ j est une areˆte de T◦ et j → i est une areˆte de T•,
— ou bien i→ j est une areˆte de T◦ et i et j sont incomparables dans T•,
— ou bien i et j sont incomparables dans T◦ et j → i est une areˆte de T•.





— T�◦ est obtenu en appliquant la rotation de i → j dans T◦ si possible et T�◦ = T◦
sinon, et
— T�• est obtenu en appliquant la rotation de j → i dans T• si possible et T�• = T•
sinon.
Proposition 115. Faire une rotation d’une areˆte retournable i→ j dans une paire [T◦,T•]
d’arbres ε-Cambriens jumeaux produit une paire [T�◦,T
�
•] d’arbres ε-Cambriens jumeaux.
De´monstration. Par la proposition 43, les arbres T◦,T• sont des arbres ε-Cambriens. Pour
voir qu’ils sont jumeaux, on observe qu’e´changer i et j dans une extension line´aire de T◦�T•
produit une extension line´aire de T�◦�T�•.
Conside´rons le graphe de rotation croissante dont les sommets sont des paires d’arbres
ε-Cambriens jumeaux et les arcs sont les rotations croissantes [T◦,T•]→ [T�◦,T�•], i.e., pour
lesquelles i < j dans la de´ﬁnition 114. Ce graphe est illustre´ dans la ﬁgure 6.3 pour les
signatures ε = −+−− et ε = +−−−.
Proposition 116. Pour toute relation de couverture τ < τ � dans l’ordre faible sur Sε,
soit P�(τ) = P�(τ �) ou bien P�(τ)→ P�(τ �) dans le graphe de rotation croissante.
De´monstration. Soient i, j ∈ [n] tels que τ � est obtenu a` partir de τ en e´changeant deux
valeurs conse´cutives ij en ji. Si i et j sont incomparables dans P(τ), alors P(τ) = P(τ �).
Dans le cas contraire, il y a une areˆte i→ j dansP(τ), etP(τ �) est obtenu en retournant i→
j dans P(τ). Le meˆme argument est valide pour les arbres P(
←
τ ) et P(
←
τ �) et l’areˆte j → i.
Le re´sultat suit imme´diatement.
Cette proposition implique en particulier que le graphe de rotation croissante sur les
paires d’arbres ε-Cambriens est acyclique et nous appelons poset ε-Baxter-Cambrien sa
cloˆture transitive. En d’autres termes, la proposition pre´ce´dente dit que l’application P�
de´ﬁnit un homomorphisme de poset de l’ordre faible sur Sε vers le ε-Baxter-Cambrien. La
proposition suivante e´tend les re´sultats de N. Reading [Rea06] sur les treillis Cambriens et
ceux de S. Law et N. Reading [LR12] sur les treillis des rectangulations diagonales.
Proposition 117. Le poset ε-Baxter-Cambrien est un treillis quotient de l’ordre faible
sur Sε.
De´monstration. Par la proposition 113, la congruence ε-Baxter-Cambrienne est l’inter-
section de deux congruences Cambriennes. La proposition suit car les congruences Cam-
briennes sont des congruences de treillis de l’ordre faible [Rea06] et une intersection de
congruences de treillis est une congruence de treillis.
Remarque 118 (Treilis Cambriens vs. Baxter-Cambriens). En utilisant la de´ﬁnition deΘ� ,
on remarque aussi que les classes ε-Cambriennes sont des unions de classes ε-Baxter-
Cambriennes. Le treillis Cambrien est donc un treillis quotient du treillis Baxter-Cambrien.
La ﬁgure 6.4 illustre les classes de congruence Baxter-Cambriennes, Cambriennes, et boole´-
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Figure 6.4 – Classes de congruence Baxter-Cambriennes (bleu), Cambriennes (rouge),
et boole´ennes (vert) sur l’ordre faible de Sε pour les signatures ε = −+−− (gauche)
et ε = +−−− (droite). Le nombre de classes Baxter-Cambriennes diﬀe`re selon la signa-
ture ε.
Remarque 119 (E´le´ments extre´maux et e´vitement de motif). Comme les classes Baxter-
Cambriennes sont engendre´es par des re`gles de re´e´criture, les e´le´ments minimaux des classes
Baxter-Cambriennes sont pre´cisement les permutations signe´es qui e´vitent les motifs :
b-da-c, b-da-c, c-da-b, c-da-b, b-c-da, b-c-da, c-b-da, c-b-da, da-b-c, da-b-c, da-c-b, da-c-b.
De la meˆme fac¸on, les e´le´ments maximaux des classes Baxter-Cambriennes sont pre´cisement
les permutations qui e´vitent les motifs :
b-ad-c, b-ad-c, c-ad-b, c-ad-b, b-c-ad, b-c-ad, c-b-ad, c-b-ad, ad-b-c, ad-b-c, ad-c-b, ad-c-b.
(�)
6.1.5 Nombres Baxter-Cambriens
Contrairement au nombre d’arbres ε-Cambriens, le nombre de paires d’arbres ε-Cam-
briens jumeaux de´pend de la signature ε. Par exemple, il y a 22 paires d’arbres (−−−−)-
Cambriens jumeaux et seulement 20 paires d’arbres (−+−−)-Cambriens jumeaux. Les
ﬁgures 6.3, 6.4 et 6.5 illustrent cette diﬀe´rence.
Pour une signature ε, on de´ﬁnit le nombre ε-Baxter-Cambrien Bε comme le nombre de
paires d’arbres ε-Cambriens jumeaux. On peut imme´diatement observer que Bε est pre´serve´
quand on change le premier ou le dernier signe de ε, quand on inverse simultane´ment tous
les signes de ε, ou quand on prend le miroir de la signature ε :
Bε = Bχ0(ε) = Bχn(ε) = B−ε = B←ε ,
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ou` χ0 et χn change respectivement le premier et le dernier signe, (−ε)i = −εi and (←ε
)i = εn+1−i. La table 6.1 montre le nombre ε-Baxter-Cambrien Bε pour toutes les petites
signatures ε a` ces transformations pre`s. La table 6.2 contient tous les nombres ε-Baxter-
Cambriens Bε possibles pour des signatures ε de tailles n ≤ 10.
n = 4 B++++ = 22 B++−+ = 20
n = 5 B+++++ = 92 B+++−+ = 78 B++−++ = 70
n = 6 B++++++ = 422 B++++−+ = 342 B+++−−+ = 316
B++−−++ = 284 B+++−++ = 282 B++−+−+ = 252
n = 7 B+++++++ = 2074 B+++++−+ = 1628 B++++−−+ = 1428
B++−−−++ = 1298 B++++−++ = 1270 B+++−−++ = 1172
B+++−+++ = 1162 B++−++−+ = 1044 B+++−+−+ = 1036
B++−+−++ = 924
Table 6.1 – Les nombres Bε d’arbres ε-Cambriens jumeaux pour toutes les petites signa-
tures ε (aux changements suivants pre`s : changement du premier et dernier signe, inversion
simultane´e de tous les signes et miroir).
Dans la proposition suivante, nous donnons une formule re´currente pour calculer tous les
nombres ε-Baxter-Cambriens, en utilisant deux parame`tres additionnels. Cette preuve est
base´e sur des ide´es similaires a` celle de la proposition 33. Les paires d’arbres ε-Cambriens
jumeaux sont en bijection avec les permutations qui sont les maximaux dans l’ordre faible
des classes ε-Baxter-Cambriennes. Ces permutations sont pre´cisement celles qui e´vitent
les motifs (�) dans la remarque 119. Nous conside´rons l’arbre de ge´ne´ration T �ε pour ces
permutations. Cet arbre a n niveaux, et les nœuds au niveau m sont e´tiquete´s par les
permutations de [m] dont les valeurs sont signe´es par la restricture de ε a` [m] et qui e´vitent
les motifs (�). Le parent d’une permutation dans T �ε est obtenu en supprimant sa valeur
maximale. La ﬁgure 6.5 illustre deux exemples d’arbres de ge´ne´ration T �ε avec ε = −+−−
et ε = +−−−.
Comme dans la preuve de la proposition 33, nous conside´rons maintenant les positions
possibles de m + 1 dans les enfants d’une permutation τ au niveau m dans cet arbre de
ge´ne´ration T �ε . On indice par {0, . . . ,m} de gauche a` droite les espaces avant la premie`re
lettre, entre deux lettres conse´cutives, et apre`s la dernie`re lettre de τ . Les espaces libres
sont ceux dans lesquels l’insertion de m+ 1 ne cre´e´ par le motif de (�). Les espaces libres
sont marque´s par un point bleu dans la ﬁgure 6.5. Il est important d’observer que l’espace 0
ainsi que l’espace situe´ juste apre`s m − 1 et m sont toujours libres, peu importe τ ou la
signature ε.
Nous de´ﬁnissons le type d’espace libre de τ comme e´tant la paire (�, r) dans laquelle �
(resp. r) correspond au nombre d’espaces libres a` gauche (resp. droite) de m dans τ . Pour
une signature ε, on note Bε(�, r) le nombre de permutations maximales pour l’ordre faible
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n = 4 22 (1), 20 (1)
n = 5 92 (1), 78 (2), 70 (1)
n = 6 422 (1), 342 (2), 316 (1), 284 (1), 282 (2), 252 (1)
n = 7 2074 (1), 1628 (2), 1428 (2), 1298 (1), 1270 (2), 1172 (2), 1162 (1), 1044 (2), 1036 (2), 924 (1)
n = 8 10754 (1), 8244 (2), 6966 (2), 6612 (1), 6388 (1), 6182 (2), 5498 (2), 5380 (2), 5334 (2), 4902 (1),
4884 (2), 4748 (2), 4392 (1), 4362 (2), 4356 (2), 4324 (1), 3882 (1), 3880 (2), 3852 (2), 3432 (1)
n = 9 58202 (1), 43812 (2), 35998 (2), 33240 (1), 32908 (2), 31902 (2), 27660 (2), 26602 (2), 26392 (2),
25768 (2), 24888 (1), 24528 (2), 23530 (1), 23466 (2), 22768 (2), 20888 (2), 20886 (2), 20718 (2),
20244 (2), 20218 (2), 20082 (2), 18544 (1), 18518 (2), 18430 (2), 18376 (2), 17874 (2), 16470 (2),
16454 (1), 16358 (2), 16344 (2), 16342 (2), 16234 (1), 14550 (4), 14454 (2), 12870 (1)
n = 10 326240 (1), 242058 (2), 194608 (2), 180678 (1), 172950 (2), 172304 (2), 166568 (1), 146622 (2),
139100 (2), 138130 (2), 131994 (2), 129870 (2), 129600 (2), 124896 (2), 122716 (2), 120800 (1),
113754 (2), 111274 (2), 107072 (2), 106854 (1), 106382 (2), 105606 (2), 101084 (3), 101028 (2),
100426 (2), 98730 (2), 97524 (2), 94908 (1), 94372 (1), 93854 (2), 89952 (2), 89324 (2), 89276 (2),
88966 (2), 86638 (2), 86034 (2), 86026 (2), 79826 (2), 79384 (2), 79226 (2), 79076 (2), 79018 (2),
78580 (1), 78528 (2), 76542 (2), 76526 (2), 76484 (2), 76072 (2), 70450 (2), 70316 (1), 69866 (4),
69838 (2), 69810 (2), 69400 (2), 69314 (1), 67694 (2), 62124 (3), 62120 (1), 62096 (2), 61766 (2),
61746 (2), 61706 (2), 61682 (2), 61376 (1), 54956 (2), 54920 (2), 54892 (1), 54626 (2), 48620 (1)
Table 6.2 – Tous les nombres ε-Baxter-Cambriens Bε possibles pour des signatures ε de
taille n ≤ 10. Les nombres entre parenthe`ses indiquent la multiplicite´ de chaque nombre
Baxter-Cambrien : par exemple, la deuxie`me ligne indique qu’il y a 8 (resp. 16, resp. 8)
signatures ε de ±5 telles que Bε = 92 (resp. 78, resp. 70).
de classes ε-Baxter-Cambriennes de type d’espace libre (�, r). Ce raﬃnement des nombres
Baxter-Cambriens nous permet d’e´crire les e´quations re´currentes suivantes.
Proposition 120. Conside´rons deux signatures ε ∈ ±n et ε� ∈ ±n−1, ou` ε� est obtenu en






�, r − 1) + �
r�≥r
Bε�(�− 1, r�) if εn−1 = εn, (=)










�, r�) if εn−1 �= εn, (�=)
ou` δ est le symbole de Kronecker δ (de´ﬁni par δX = 1 si X est satifait et 0 sinon).
De´monstration. Supposons dans un premier temps que εn−1 = εn. Conside´rons deux per-


























































































































































































































































































































dans τ . Soient α et β les espaces imme´diatement apre`s n − 1 et n dans τ , α� l’espace
imme´diatement apre`s n− 1 dans τ �, et β� l’espace de τ � dans lequel on doit inse´rer n pour
retrouver τ . Alors, aux espaces 0, α et β pre`s, les espaces libres de τ sont pre´cisement les
espaces libres de τ � qui ne sont pas situe´s entre les espaces α� et β�. En eﬀet,
— inse´rer d :=n + 1 juste apre`s une valeur a situe´e entre b :=n − 1 et c :=n dans τ
cre´erait un motif b-ad-c ou c-ad-b avec εb = εc ;
— Au contraire, conside´rons un espace γ de τ n’e´tant pas situe´ entre α et β. Si
inse´rer n + 1 a` la position γ dans τ cre´e un motif interdit de (�) avec c = n,
alors inse´rer n a` la position γ dans τ � cre´erait aussi le meˆme motif interdit de (�)
avec c = n− 1. Par conse´quent, tous les espaces libres n’e´taient pas situe´s entre les
espaces α� et β� restent libres.
Soit (�, r) le type d’espace libre de τ et (��, r�) le type d’espace libre de τ �. On obtient que
— �� ≥ � et r� = r − 1 si n est inse´re´ a` la gauche de n− 1 ;
— �� = �− 1 et r� ≥ r si n est inse´re´ a` la droite de n− 1.
La formule suit imme´diatement quand εn−1 = εn.
Supposons maintenant que εn−1 = −εn, et gardons les meˆme notations que pre´cedement.
En utilisant des arguments similaires, on observe que, aux espaces 0, α et β pre`s, les espaces
libres de τ sont pre´cisement les espaces libres de τ � situe´s entre les espaces α� et β�. Par
conse´quent, nous obtenons que
— � = 1, r ≥ 2, et �� ≥ r − 1 si n est inse´re´ a` la gauche de n− 1 ;
— � ≥ 2, r = 1, et r� ≥ �− 1 si n est inse´re´ a` la droite de n− 1.
La formule suit pour εn−1 = −εn.
Avant d’appliquer ces formules pour obtenir des bornes sur Bε pour des signatures
arbitraires ε, conside´rons deux signatures spe´ciales : les signatures constantes et alternantes.
Signature alternante Comme l’e´tude de ce cas particulier est plus simple, nous trai-
tons en premier le cas de la signature alternante (+−)n2 (ou` on de´ﬁnit (+−)n2 comme (+−)m+
quand n = 2m+ 1 est impair).
Proposition 121. Les nombres Baxter-Cambriens pour les signatures alternantes sont les








De´monstration. On prouve par re´cursion sur n que les nombres Baxter-Cambriens raﬃne´s
sont
B











Cette e´quation est ve´riﬁe´e pour n = 2 comme B+−(1, 2) = 1 (comptant la permutation 21)
et B+−(2, 1) = 1 (comptant la permutation 12). Supposons maintenant que cette e´quation
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soit ve´riﬁe´e pour un certain n ∈ N. Alors l’E´quation (�=) de la proposition 120 montre que
B






































par applications multiples de la re`gle de Pascal. Finalement,
























La remarque 123 fournit une preuve analytique de ce re´sultat.
Remarque 122 (Proprie´te´s de l’arbre de ge´ne´ration T �
(+−)n2 ). Observons que :
(i) Une permutation au niveaum avec k espaces libres a k enfants, dont les nombres d’es-
paces libres sont 3, 3, 4, 5, . . . , k+1 respectivement (ce re´sultat est a` mettre en paralle`le
du lemme 34). Cette proprie´te´ peut de´ja` eˆtre observe´e sur l’arbre de ge´ne´ration T �+−+−
de la ﬁgure 6.5.





permutations au niveau m+ p qui ont τ comme sous-mot, pour tout p ∈ N.
































(iv) De le´ge`res pertubations dans la signature alternante donnent des signatures inte´re´s-
santes pour lesquelles on peut donner des formules closes pour leurs nombres Baxter-
Cambriens. Par exemple, conside´rons la signature ++(+−)n2−1 obtenue a` partir de la
signature alternante en changeant le deuxie`me signe. Son nombre Baxter-Cambrien













Signature constante Nous conside´rons maintenant la signature constante (+)n. Le
nombre B(+)n est le nombre de Baxter classique (voir [OEI10, A001181]) de´ﬁni par





















Ces nombres ont e´te´ e´tudie´s tre`s en profondeur, voir en particulier [CGHK78, Mal79, DG96,
DG98, YCCG03, FFNO11, BBMF11, LR12, Gir12]. Le nombre de Baxter Bn compte
plusieurs familles d’objets combinatoires dont, entre autres :
— les permutations de Baxter de [n], i.e., les permutations qui e´vitent les motifs b-da-c
et c-ad-b,
— Les permutations maximales (resp. minimales) pour l’ordre faible des classes de
congruence de Baxter dans Sn, i.e., les permutations qui e´vitent les motifs b-ad-c
et c-ad-b (resp. b-da-c et c-da-b),
— les paires d’arbres binaires jumeaux sur n nœuds,
— les rectangulations diagonales d’une grille n× n,
— les orientations planaires bipolaires avec n areˆtes,
— les triplets de chemins qui ne se croisent pas avec k − 1 pas nord et n − k pas est,
pour tout k ∈ [n],
Des bijections entre toutes ces familles Baxter sont discute´es dans [DG96, DG98, FFNO11,
BBMF11].
Remarque 123 (Deux preuves de la formule sommatoire). Il y a essentiellement deux
fac¸ons d’obtenir la formule sommatoire pour les nombres de Baxter ci-dessus : elle a
e´te´ prouve´e analytiquement dans un premier temps dans [CGHK78], puis bijectivement
dans [Vie81, DG98, FFNO11]. Nous allons rapidement commenter ces deux techniques et
discuter les limites de leur ge´ne´ralisation au contexte Baxter-Cambrien.
(i) Les preuves bijectives de [DG98, FFNO11] transforment une paire d’arbres binaires
en un triplet de chemin qui ne se croisent pas, et utilisent ensuite le lemme du
de´terminant de Gessel-Viennot [GV85] pour obtenir la formule sommatoire. Le che-
min du milieu de ce triplet est donne´ par la canope´e des arbres binaires jumeaux,
et les deux autres chemins sont calcule´s a` partir de la structure des arbres. Nous
ne sommes pas encore capables d’adapter cette technique pour fournir une formule
sommatoire pour tous les nombres Baxter-Cambriens.
(ii) La preuve analytique de [CGHK78] est base´e sur l’E´quation (=) de la proposition 120
et peut eˆtre partiellement adapte´e aux signatures arbitraires de la fac¸on suivante. On
de´ﬁnit l’extension d’une signature ε ∈ ±n par une signature δ ∈ ±m comme e´tant
la signature ε � δ ∈ ±n+m telle que (ε � δ)i = εi pour i ∈ [n] et (ε � δ)n+j =
δj · (ε � δ)n+j−1 pour j ∈ m. Par exemple, ++− � +−−+ = ++−−+−−. Alors





ou` les coe´ﬃcients Xδ(�, r) sont obtenus re´cursivement a` partir des formules de la
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Xδ(u, v)− Xδ(u, 0)
(1− u)v +
Xδ(u, v)− Xδ(0, v)
u(1− v) ,
X(−δ)(u, v) =
Xδ(v, 0)− Xδ(0, 0)
(1− u)(1− v)v +
Xδ(0, u)− Xδ(0, 0)
u(1− u)(1− v) .
On peut noter que la syme´trie u/v de Xδ(u, v) se reﬂe`te en une syme´trie sur les







(1− u)|δ|+2−k(1− v)k ,






























Y 0,0,k−1δ − Y 0,j+1,k−1δ
�
.
Nous avons utilise´ le fait que Y i,j,kδ = Y
j,i,|δ|+2−k
δ pour simpliﬁer la deuxie`me e´quation.
Notons que cette de´composition de Xδ n’est pas unique et que l’e´quation re´currente
sur Y i,j,kδ suit un choix particulier d’une de ces de´compositions.
A` cette e´tape, F. Chung, R. Graham, V. Hoggatt, et M. Kleiman [CGHK78], devinent





























a` partir de quoi ils obtiennent imme´diatement que
B(+)n = B+�(+)n−1 =
�
�,r≥1

























Malheuresement, nous n’avons pas e´te´ capables de deviner une formule close pour
les coeﬃcients Y i,j,k(−)n . Notons qu’il suﬃrait de comprendre les coeﬃcients Y
i,0,k
(−)n pour
lesquels on a observe´ empiriquement que









n− 1 + i
i
��




Voir [OEI10, A000108], [OEI10, A234950], et [OEI10, A028364]. Cette formule four-
nirait une preuve alternative de la proposition 121 comme nous obtiendrions que
B
(+−)n2 = B+�(−)n−1 = X(−)n−1(0, 0) =
�
k∈[n]






Malgre´ tout, meˆme si nous ne sommes pas capables de trouver les coeﬃcients Y i,0,k(−)n ,
nous parvenons tout de meˆme a` obtenir une autre preuve de la proposition 121 en














ce qui nous permet d’obtenir
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Pour l’avant-dernie`re e´galite´, on choisit n−1 positions parmi 2n−2 et on les regroupe
selon la premie`re position de k.
Signatures arbitraires Revenons maintenant au cas d’une signature arbitraire ε.
Nous n’avons pas e´te´ en mesure d’obtenir une formule sommatoire pour une signature
arbitraire en utilisant les techniques pre´sente´es dans la remarque 123 ci-dessus. Malgre´
tout, il est possible d’utiliser les formules re´currentes de la proposition 120 pour borner le
nombre Baxter-Cambrien Bε pour une signature arbitraire ε.




�,r∈[n]. Les formules re´cursives
de la proposition 120 fournissent un algorithme eﬃcace pour calculer cette matrice Bε et
donc le nombre ε-Baxter-Cambrien Bε =
�
�,r∈[n]Bε(�, r). Plus pre´cise´ment, si ε est obte-
nue ajoutant un signe a` la ﬁn de ε�, alors chaque entre´e de Bε est la somme des entre´es
de Bε� dans une re´gion qui de´pend de l’e´galite´ εn = εn−1. Ces re´gions sont pre´sente´es gra-
phiquement dans la ﬁgure 6.6 et des exemples de ces calculs apparaissent dans la ﬁgure 6.7.
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εn = εn−1 εn = −εn−1
Figure 6.6 – Calcul re´current de Bε : les entre´es noires de Bε sont la somme des entre´es
de Bε� sur la re´gion marque´e en pointille´s. Les entre´es en dehors du triangle supe´rieur
droit sont toujours nulles. Quand εn = −εn−1, les seules entre´es non nulles de Bε sont la
premie`re ligne et la premie`re colonne.
On observe que les transformations de la ﬁgure 6.6 sont syme´triques par rapport a` la





est syme´trique, et Bε est obtenue a` partir
de Bε1ε2 par application successive de ces transformations syme´triques, on obtient que Bε
est toujours syme´trique. Bien que ce fait puisse paraˆıtre naturel au lecteur, il n’est pas
imme´diat car les trois espaces libres force´s sont assyme´triques : par exemple l’espace 0 est
toujours libre.










est la somme de toutes les entre´es situe´es au sud-est de (i, j) (en utilisant la notation des
matrices). Alors (Bε)
se
1,1 est la somme de toutes les entre´es de Bε, et est donc e´gale au
nombre ε-Baxter-Cambrien Bε. En utilisant la ﬁgure 6.6, on obtient une re`gle similaire
pour calculer les entre´es de Bseε comme des sommes d’entre´es de B
se
ε� quand ε est obtenu
en ajoutant un signe a` la ﬁn de ε�. Cette re`gle est pre´sente´e ﬁgure 6.8.
L’interpre´tation matricielle des formules de la proposition 120 nous fournit un outil pour
borner les nombres Baxter-Cambriens. Pour une signature ε, on note switch(ε) l’ensemble
des espaces ou` ε change de signe.
Proposition 124. Pour toute paire de signatures ε, ε˜ ∈ ±n, si switch(ε) ⊂ switch(ε˜)
alors Bε > Bε˜.
De´monstration. Pour deux matrices M :=(mi,j) et M˜ :=(m˜i,j), on e´crit M � M˜ quand
mi,j ≥ m˜i,j pour tout indice i, j (comparaison entre´e a` entre´e), et on e´crit M � M˜
quand M � M˜ et M �= M˜ . Conside´rons quatre signatures ε, ε˜ ∈ ±n et ε�, ε˜� ∈ ±n−1
telles que ε� (resp. ε˜�) soit obtenu en supprimant le dernier signe de ε (resp. ε˜). A` partir de
la ﬁgure 6.8, et en utilisant le fait que Bε soit syme´trique, on obtient que :
— si εn = εn−1 et ε˜n = −ε˜n−1, alors Bseε� � Bseε˜� implique Bseε � Bseε˜ .
— si εn = εn−1 et ε˜n = ε˜n−1, ou bien εn = −εn−1 et ε˜n = −ε˜n−1, alors Bseε� � Bseε˜�
implique Bseε � Bseε˜ .
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++ −→ +++ −→ ++++ −→ +++++ −→ ++++++�
0 1
1 0




0 2 3 1
2 4 3 0
3 3 0 0
1 0 0 0


0 6 9 6 1
6 12 11 4 0
9 11 6 0 0
6 4 0 0 0
1 0 0 0 0


0 22 33 26 10 1
22 44 43 24 5 0
33 43 30 10 0 0
26 24 10 0 0 0
10 5 0 0 0 0
1 0 0 0 0 0

++ −→ +++ −→ +++− −→ +++−− −→ +++−−−�
0 1
1 0




0 6 4 1
6 0 0 0
4 0 0 0
1 0 0 0


0 11 6 4 1
11 22 5 1 0
6 5 0 0 0
4 1 0 0 0
1 0 0 0 0


0 22 39 11 5 1
22 44 39 10 2 0
39 39 12 1 0 0
11 10 1 0 0 0
5 2 0 0 0 0
1 0 0 0 0 0

+− −→ +−+ −→ +−+− −→ +−+−+ −→ +−+−+−�
0 1
1 0




0 6 3 1
6 0 0 0
3 0 0 0
1 0 0 0


0 20 10 4 1
20 0 0 0 0
10 0 0 0 0
4 0 0 0 0
1 0 0 0 0


0 70 35 15 5 1
70 0 0 0 0 0
35 0 0 0 0 0
15 0 0 0 0 0
5 0 0 0 0 0
1 0 0 0 0 0

Figure 6.7 – Calcul re´cursif de Bε, pour ε = (+)
6, (+)3(−)3 et (+−)3.
Par applications re´pe´te´es de ces observations, on obtient que switch(ε) ⊂ switch(ε˜) im-
plique Bseε � Bseε˜ , et donc Bε > Bε˜.
Corollaire 125. Parmi toutes les signatures de ±n, la signature constante maximise le

























Remarque 126. La preuve de la proposition 124 peut sembler eˆtre excessivement com-
plique´e au vu du re´sultat. Observons malgre´ tout que la situation est assez subtile :
— Si switch(ε) �⊆ switch(ε˜), on peut avoir Bε < Bε˜ meˆme si |switch(ε)| < |switch(ε˜)|. Le
plus petit exemple est donne´ par B+++−++−−− = 18376 < 18544 = B++−+++−++.
— On peut avoir Bseε � Bseε˜ mais Bε � Bε˜. Voir la troisie`me colonne de la ﬁgure 6.7.
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εn = εn−1 εn = −εn−1
Figure 6.8 – Calcul re´current de Bseε : les entre´es noires de B
se
ε sont la somme des entre´es
de Bseε� sur la re´gion marque´e en pointille´s. Les entre´es situe´es en dehors de cette forme
triangulaire sont nulles. Quand εn = −εn−1, les seules entre´es non nulles de Bseε sont dans
la premie`re ligne ou dans la premie`re colonne.
6.2 Alge`bre de Hopf Baxter-Cambrienne
Dans ce paragraphe, nous de´ﬁnissons l’alge`bre de Hopf Baxter-Cambrienne BaxCamb,
e´tendant simultane´ment l’alge`bre de Hopf Cambriennne et l’alge`bre de Hopf de Baxter
e´tudie´e par S. Law et N. Reading [LR12] et S. Giraudo [Gir12]. Nous pre´sentons la construc-
tion de BaxCamb comme une sous-alge`bre de FQSym± et celle de son dual BaxCamb
∗ comme
un quotient de FQSym∗±.
6.2.1 Sous-alge`bre de FQSym±









pour toutes paires d’arbres Cambriens jumeaux [T◦,T•]. Par exemple, pour la paire
d’arbres Cambriens de la ﬁgure 6.1 (gauche), on a
P ,
 = F2175346 + F2715346 + F2751346 + F7215346 + F7251346 + F7521346.
The´ore`me 127. BaxCamb est une sous-alge`bre de Hopf de FQSym±.
De´monstration. La preuve de ce the´ore`me est laisse´e au lecteur car tre`s similaire a` celle du
the´ore`me 88. Les e´changes d’une permutation τ du produit P[T◦,T•] · P[T�◦,T�•] sont dus aux
e´changes dans les extensions line´aires de T◦�T• et T�◦�T�• ou bien du produit de me´lange
de ces extensions line´aires. Le coproduit est traite´ de la meˆme fac¸on.
Comme pour l’alge`bre Cambrienne, nous pouvons de´crire le produit et le coproduit de
la base P de BaxCamb combinatoirement en termes d’ope´rations sur les paires d’arbres
Cambriens jumeaux.
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Produit Le produit de l’alge`bre de Hopf Baxter-Cambrienne BaxCamb peut eˆtre de´crit
en termes d’intervalles du treillis Baxter-Cambrien :
Proposition 128. Pour toutes paires [T◦,T•] et [T�◦,T
�
•] d’arbres Cambriens jumeaux, le
produit P[T◦,T•] · P[T�◦,T�•] est donne´ par




ou` [S◦, S•] parcourent l’intervalle entre
�
T◦









De´monstration. Ce re´sultat repose sur le fait que les classes ε-Baxter-Cambriennes sont
des intervalles de l’ordre faible sur Sε, et que le produit de me´lange de deux intervalles
de l’ordre faible est encore un intervalle de l’ordre faible. Voir la preuve similaire de la
proposition 89.
































 + P ,
 + P ,
 .
Remarque 129 (Bases multiplicatives). Similairement aux bases multiplicatives de´ﬁnies

























Les e´le´ments E-inde´composable sont pre´cise´ment les paires [T◦,T•] pour lesquelles toutes
les extensions line´aires de T◦�T• sont inde´composables. En particulier, [T◦,T•] est E-
inde´composable de`s que T◦ est E-inde´composable ou T• est H-inde´composable. Cette
condition n’est cependant pas ne´cessaire. Par exemple P�(3142) est E-inde´composable alors
que P(3142) = P(1342) est E-de´composable et P(2413) = P(4213) est H-de´composable.
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Les proprie´te´s e´nume´ratives et structurelles e´tudie´es dans le paragraphe 5.2 ne sont plus
ve´riﬁe´es pour l’ensemble des paires d’arbres Cambriens jumeaux E-inde´composables : elles
forment un ide´al du treillis Baxter-Cambrien, mais cet ide´al n’est pas principal comme
dans la proposition 98, et elles ne sont pas compte´es par des formules simples comme dans
la proposition 100. On peut tout de meˆme mentionner que
— les nombres d’e´le´ments E-inde´composables avec signature constante (−)n sont donne´s
par 1, 1, 3, 11, 47, 221, . . . Voir [OEI10, A217216].
— les nombres d’e´le´ments E-inde´composables avec signature constante (+−)n/2 sont
donne´s par 1, 1, 3, 9, 29, 97, 333, 1165, 4135, . . . Ces nombres sont les coeﬃcient
de la se´rie de Taylor de 1
x+
√
1−4x . Voir [OEI10, A081696] pour des re´fe´rences et des
de´tails.
Coproduct Une coupe d’une paire d’arbres Cambriens jumeaux [S◦, S•] est une paire γ =
[γ◦, γ•] ou` γ◦ est une coupe de S◦ et γ• est une coupe de S• telles que les e´tiquettes de S◦
en dessous de γ◦ co¨ıcident avec les e´tiquettes de S• au-dessus de γ•. De fac¸on e´quivalente,
une coupe peut eˆtre vue comme un ensemble infe´rieur de T◦�T•. Un exemple est illustre´
















Figure 6.9 – Une coupe γ d’une paire d’arbres Cambriens Jumeaux.
On note AB([S◦, S•], [γ◦, γ•]) l’ensemble des paires [A◦, B•], pour lesquelles A◦ apparaˆıt
dans le produit
�
T∈A(S◦) PT et B• apparaˆıt dans le produit
�
T∈B(S◦) PT, et A◦ et B• sont
des arbres Cambriens jumeaux. On de´ﬁnit BA([S◦, S•], [γ◦, γ•]) similairement en e´changeant
le roˆle de A et B. On obtient la description suivante du coproduit dans l’alge`bre Baxter-
Cambrienne BaxCamb.
Proposition 130. Pour toute paire d’arbres Cambriens jumeaux [S◦, S•], le coproduit














ou` γ parcourt toutes les coupes de [S◦, S•], [B◦, A•] parcours BA([S◦, S•], [γ◦, γ•]) et [A◦, B•]
parcourt AB([S◦, S•], [γ◦, γ•]).
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De´monstration. La preuve est similaire a` celle de la proposition 90. La diﬃculte´ ici est de
de´crire les extensions line´aires de l’union des foreˆtsA(S◦, γ◦) avec l’oppose´ des foreˆtsB(S•, γ•).
Cette diﬃculte´ est dissimule´e dans la de´ﬁnition de AB([S◦, S•], [γ◦, γ•]).
Par exemple, on peut calculer le coproduit
�P�
,
� = ��F2314 + F2341�



























Dans la ligne du re´sultat, nous avons regroupe´ les e´le´ments selon les six coupes possibles





Alge`bres Matriochka Comme les classes Baxter-Cambrienne raﬃnent les classes
Cambriennes, l’alge`bre de Hopf Baxter-Cambrienne est prise en sandwich entre l’alge`bre
de Hopf des permutations signe´es et l’alge`bre de Hopf Cambrienne. Elle comple`te la suite
de sous-alge`bres :
Rec ⊂ Camb ⊂ BaxCamb ⊂ FQSym±.
6.2.2 Alge`bre quotient de FQSym∗±
Comme pour l’alge`bre Cambrienne, le re´sultat suivant est automatique a` partir du
the´ore`me 127.
The´ore`me 131. Le dual gradue´ BaxCamb∗ de l’alge`bre Baxter-Cambrienne est isomorphe
a` l’image de FQSym∗± sous la projection canonique
π : C�A� −→ C�A�/ ≡� ,
ou` ≡� est la congruence Baxter-Cambrienne. La base duale Q[T◦,T•] de P[T◦,T•] est exprime´e
comme Q[T◦,T•] = π(Gτ ), ou` τ est une des extensions line´aires de T◦�T•.
Nous de´crivons maintenant le produit et le coproduit dans BaxCamb∗ par des ope´rations
combinatoires sur les paires d’arbres Cambriens jumeaux. Nous utilisons les de´ﬁnitions et
les notations introduites dans le paragraphe 5.1.3.
Product Le produit dans BaxCamb∗ peut eˆtre de´crit en utilisant des gaps et des lami-
nages comme dans la proposition 93. Un exemple est illustre´ dans la ﬁgure 6.10. Pour deux
arbres Cambriens T et T� et un me´lange s de leurs signatures ε(T) et ε(T�), nous notons
encore T s\T� l’arbre de´crit dans le paragraphe 5.1.3.
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Proposition 132. Pour toute paire d’arbres Cambriens jumeaux [T◦,T•] et [T�◦,T
�
•], le





ou` s parcourt tous les me´langes des signatures ε(T◦) = ε(T•) et ε(T�◦) = ε(T
�
•).
De´monstration. La preuve utilise le meˆme raisonnement que celle de la proposition 93. La
seule diﬀe´rence est que si τ ∈ L(T◦�T•), τ � ∈ L(T�◦�T�•), et σ ∈ τ � τ �, alors T◦ = P(τ)
apparaˆıt en dessous de T�◦ = P(τ
�) dans P(σ) comme σ est inse´re´ de la gauche vers la
droite dans P(σ), et T• = P(
←
τ ) apparaˆıt au-dessus de T�• = P(
←
τ �) dans P(
←
σ) comme σ



































Figure 6.10 – Deux paires d’arbres Cambriens jumeaux [T◦,T•] et [T�◦,T
�
•] (gauche),
et une paire d’arbres Cambriens jumeaux qui apparaˆıt dans le produit Q[T◦,T•] · Q[T�◦,T�•]
(droite).





� = G21 ·G12














Coproduit Le coproduit dans BaxCamb∗ peut eˆtre de´crit combinatoirement comme dans
la proposition 94. Pour un arbre Cambrien S et un gap γ entre deux sommets conse´cutifs
de S, on note encore L(S, γ) et R(S, γ) les sous-arbres Cambriens gauche et droit de S que
l’on obtient en coupant le long du chemin λ(S, γ).
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ou` γ parcourt tous les gaps entre des positions conse´cutives de [n].
De´monstration. La preuve est identique a` celle de la proposition 94.
























Ce paragraphe est de´die´ a` une extension naturelle de nos re´sultats sur les arbres Cam-
briens jumeaux et l’alge`bre Baxter-Cambrienne aux intersections arbitraires de congruences
Cambriennes. Comme les re´sultats pre´sente´s ici sont des ge´ne´ralisations directes de ceux
des paragraphes 6.1 et 6.2, les preuves de ce paragraphe sont laisse´es au lecteur.
6.3.1 Combinatoire des �-uplets Cambriens
Comme observe´ dans la remarque 108, les paires d’arbres Cambriens jumeaux peuvent
eˆtre vues comme des paires d’arbres de signatures oppose´es dont l’union est acyclique.
Nous e´tendons cette ide´e a` des signatures arbitraires. Pour un �-uplet T et k ∈ [�], on
note T[k] le k-ie`me e´le´ment de T .
De´ﬁnition 134. Un �-uplet Cambrien est un �-uplet T d’arbres Cambriens T[k] sur le
meˆme ensemble de sommet, et dont l’union forme un graphe acyclique. La signature de T
est un �-uplet de signatures E(T ) := �ε�T[1]�, . . . , ε�T[�]��. On note Camb(E) l’ensemble des
�-uplets Cambriens de signature E.
De´ﬁnition 135. Un �-uplet Cambrien a` niveaux est un �-uplet T d’arbres Cambriens a`
niveaux T[k] avec comme e´tiquetages p[k], q[k], et tels que q[k] ◦ p[k]−1 soit inde´pendant de k.
En d’autres termes, c’est un �-uplet Cambrien muni d’une extension line´aire de l’union de
ses arbres.
Par exemple, les paires d’arbres Cambriens jumeaux a` niveaux sont des 2-uplets Cam-
briens a` niveaux particuliers. Un 2-uplet Cambrien et un 2-uplet Cambrien a` niveaux avec






































Figure 6.11 – Un 2-uplet Cambrien (gauche), et un 2-uplet Cambrien a` niveaux (droite).
De´ﬁnissions un analogue de la correspondance Cambrienne. Pour cela, nous avons be-
soin de permutations qui ont � signatures diﬀe´rentes. Nous appelons permutation �-signe´e
une table de permutation dans laquelle chaque point rec¸oit un �-uplet de signes. En d’autres















est une permutation 2-signe´e dont les signatures sont respectivement marque´es par /
et
∼
/∼. Pour une permutation �-signe´e τ et k ∈ [�], on note τ[k] la permutation signe´e ou`





































On note S±� l’ensemble de toutes les permutations �-signe´es et SE (resp. SE) l’ensemble
de permutations �-signe´es avec p-signatures (resp. v-signatures) E . Appliquer la corres-
pondance Cambrienne en paralle`le fournit une application des permutations �-signe´es aux
�-uplets Cambriens.











jection entre les permutations �-signe´es et les �-uplets Cambriens a` niveaux.










est une surjection des per-
mutations �-signe´es aux �-uplets Cambriens.



































Comme dans les cas Cambrien et Baxter-Cambrien les permutations ayant le meˆme P�-
symbole deﬁnissent les classes de congruence Cambrienne sur les permutations �-signe´es.
De´ﬁnition 137. Pour un �-uplet de signatures E, la congruence E-Cambrienne sur SE est
l’intersection ≡E :=
�
k∈[�] ≡E[k] de toutes les congruences E[k]-Cambriennes. En d’autres
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termes, c’est la cloˆture transitive des re`gles de re´e´criture UacV ≡E UcaV si pour tout k ∈
[�], il existe a < b[k] < c tel que (E[k])b[k] = + et b[k] apparaˆıt dans U , ou (E[k])b[k] = −
et b[k] apparaˆıt dans V . La congruence Cambrienne sur S±� est la relation d’e´quivalence ≡�
sur toutes les permutations �-signe´es obtenue comme l’union de toutes les congruences E-
Cambriennes.
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Figure 6.12 – (Gauche) Les classes [−+−−,+−−−]-Cambriennes (bleu) sont les inter-
sections des classes (−+−−)-Cambriennes (rouge) et des classes (+−−−)-Cambriennes
(vert). (Droite) Les classes de congruence [−+−−,+−−−]-Cambriennes (bleu) et
boole´ennes (verte) sur l’ordre faible.
Proposition 138. Deux permutations �-signe´es τ, τ � ∈ S±� sont congruentes pour la
congruence Cambrienne si et seulement si elles ont le meˆme P�-symbole :
τ ≡� τ � ⇐⇒ P�(τ) = P�(τ �).
Proposition 139. La classe ε-Cambrienne indexe´e par le �-uplet Cambrien T est l’inter-
section des classes E[k]-Cambriennes indexe´es par T[k] pour k ∈ [�].
Pre´sentons maintenant l’ope´ration de rotation sur les �-uplets Cambriens.
De´ﬁnition 140. Soit T un �-uplet Cambrien et conside´rons une areˆte i → j de l’union�
k∈[�] T[k]. L’areˆte i → j est dite retournable si i → j est une areˆte ou bien si i et j
sont incomparables dans chaque arbre T[k] (Notons que i→ j est une areˆte dans au moins
un des arbres puisque elle appartient a` leur union). Si i → j est retournable dans T ,
sa rotation transforme T en le �-uplet d’arbres T � := �T �[1], . . . , T �[�]�, ou` T �[k] est obtenu par
rotation de i→ j dans T[k] si possible et T �[k] = T[k] sinon.
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Proposition 141. Retourner une areˆte retournable i → j dans un �-uplet Cambrien T
produit un �-uplet Cambrien T � avec la meˆme signature.
Conside´rons le graphe des rotations croissantes dont les sommets sont les tuples E-
Cambriens et dont les arcs sont les rotations croissantes T → T �, i.e., pour lesquelles i < j
dans la de´ﬁnition 140. Ce graphe est illustre´ ﬁgure 6.13 pour le 2-uplet de signature E =
[−+−−,+−−−].
Proposition 142. Pour toute relation de couverture τ < τ � dans l’ordre faible sur SE , on
a P�(τ) = P�(τ
�) ou bien P�(τ)→ P�(τ �) dans le graphe des rotations croissantes.
Il suit que le graphe des rotations croissantes sur les uplets E-Cambriens est acy-
clique. Appelons poset E-Cambrien sa cloˆture transitive. En d’autres termes, la propo-
sition pre´ce´dente dit que l’application P� de´ﬁnit un homomorphisme de poset de l’ordre
faible sur SE au poset E-Cambrien. Cet homomorphisme est en fait un homomorphisme
de treillis.
Proposition 143. Le poset E-Cambrien est un treillis quotient de l’ordre faible sur SE .
6.3.2 Alge`bre de Hopf des �-uplets Cambriens
Dans ce paragraphe, nous construisons une alge`bre de Hopf indexe´e par les �-uplets
Cambriens, de la meˆme fac¸on que l’alge`bre Baxter-Cambrienne. Pour les meˆmes raisons qui
ont amene´ a` conside´rer l’alge`bre de Hopf FQSym± sur les permutations signe´es lorsque l’on
a construit l’alge`bre de Hopf Cambrienne pour garder une trace de la signature, nous avons
maintenant besoin de conside´rer une extension naturelle de FQSym sur les permutations
�-signe´es pour garder une trace des � signatures de E .
Le produit de me´lange de´cale´ τ �¯ τ � (resp. produit de convolution τ �τ �) de deux permu-
tations �-signe´es τ, τ � est encore de´ﬁni comme le produit de me´lange de´cale´ (resp. produit
de convolution) ou` les signes voyagent avec leurs valeurs (resp. restent a` leurs positions).
Quand � = 2 et les deux signatures sont respectivement note´es / et
∼






























































































































































































































On note FQSym±� l’alge`bre de Hopf dont la base (Fτ )τ∈S±� est indexe´e par les permu-
tations �-signe´es et dont le produit et le coproduit sont de´ﬁnis par
Fτ · Fτ � =
�
σ∈τ �¯ τ �
Fσ et �Fσ =
�
σ∈τ�τ �
Fτ ⊗ Fτ � .
Remarque 144 (Alge`bre Cambrienne vs. alge`bre des arbre binaires G-colore´s). Ve´riﬁer
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Figure 6.13 – Le treillis [−+−−,+−−−]-Cambrien sur les uplets Cambriens. Voir aussi
la ﬁgure 6.12.
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que dans les autres paragraphes. On peut meˆme e´tendre ce raisonnement a` une alge`bre
de Hopf FQSymG sur des permutations G-colore´es par un semigroupe arbitraire G, voir
e.g. [NT10, BH08, BH06]. Dans ces articles, les auteurs utilisent cette alge`bre FQSymG pour
de´ﬁnir des sous-alge`bresG-colore´es a` partir de relations de congruence sur les permutations,
voir en particulier [BH06]. On peut noter que notre construction de l’alge`bre Cambrienne
et de l’alge`bre des uplets Cambriens diﬀe`rent vraiment des constructions de [BH06] car
nos relations de congruence de´pendent des signes, tandis que la leur n’en de´pend pas.












pour tous les �-uplets Cambriens T . Par exemple, pour le �-uplet Cambrien de la ﬁ-
gure 6.11 (gauche), nous avons
P ,
 = F∼2∼1∼7∼5∼3∼4∼6 + F∼2∼7∼1∼5∼3∼4∼6 + F∼2∼7∼5∼1∼3∼4∼6 + F∼7∼2∼1∼5∼3∼4∼6 + F∼7∼2∼5∼1∼3∼4∼6 + F∼7∼5∼2∼1∼3∼4∼6.
The´ore`me 145. Camb� est une sous-alge`bre de Hopf de FQSym±�.
Comme pour l’alge`bre Cambrienne, le produit et le coproduit des e´le´ments de la base P
de l’alge`bre �-Cambrienne Camb� peut eˆtre de´crit en terme d’ope´rations combinatoire sur
les �-uplets Cambriens.
Produit Le produit dans l’alge`bre �-Cambrienne Camb� peut eˆtre de´crit en termes d’in-
tervalles des treillis �-Cambriens. On note EE � := [E[1]E �[1], . . . , E[�]E �[�]] la concate´nation com-
posantes a` composantes de deux �-uplets de signatures E , E �. De la meˆme fac¸on, pour deux






T¯ �[1], . . . , T[�] �
T¯ �[�]
�
et T � T¯ � :=
�
T[1] � T¯ �[1], . . . ,
T[�] � T¯ �[�]
�
.
Proposition 146. Pour toute paire de �-uplets Cambriens T et T �, le produit PT ·PT � est
donne´ par




ou` S parcourt l’intervalle entre T � T¯
�
et T � T¯ � dans le treillis E(T )E(T �)-Cambrien.
Remarque 147 (Bases multiplicatives). De la meˆme fac¸on que sont de´ﬁnies les bases










ET · ET � = ET�T¯
�
et HT ·HT � = HT�T¯ � .
Les e´le´ments E-inde´composables sont pre´cise´ment les �-uplets Cambriens T tels que toutes
les extensions line´aires de l’union
�
k∈[�] T[k] sont inde´composables. En particulier, T est
E-inde´composable de`s qu’un des T[k] est E-inde´composable, mais cette condition n’est
pas ne´cessaire. Les uplets E-Cambriens E-inde´composables forment un ide´al du treillis
E-Cambrien, mais cet ide´al n’est pas principal.
Coproduit Une coupe γ d’un �-uplet Cambrien S est une coupe de l’union �k∈[�] S[k].
Elle de´ﬁnit une coupe γ[k] sur chaque arbre Cambrien S[k]. On note
A(S, γ) :=A(S[1], γ[1])×· · ·×A(S[�], γ[�]) et B(S, γ) :=B(S[1], γ[1])×· · ·×B(S[�], γ[�]).














ou` γ parcour- toutes les coupes de S.
6.3.3 Dual de l’alge`bre des �-uplets Cambriens
Nous conside´rons maintenant l’alge`bre de Hopf duale de Camb�. Comme pre´ce´demment,
le re´sultat suivant est automatique a` partir du the´ore`me 145.
The´ore`me 149. Le dual gradue´ Camb∗� de l’alge`bre �-Cambrienne est isomorphe a` l’image
de FQSym∗±� sous la projection canonique
π : C�A� −→ C�A�/ ≡�,
ou` ≡� est la congruence �-Cambrienne. La base duale QT de PT est exprime´e comme
QT = π(Gτ ), ou` τ est une des extensions line´aires de
�
k∈[�] T[k].
De´crivons maintenant le produit et le coproduit dans Camb∗� en termes d’ope´rations
combinatoires sur les �-uplets Cambriens. Nous utilisons les de´ﬁnitions et les notations qui
ont e´te´ introduites dans l paragraphe 5.1.3.
Produit Le produit dans Camb∗� peut eˆtre de´crit en utilisant les gaps et les laminages
de la meˆme fac¸on que dans la proposition 93. Pour deux arbres Cambriens T et T� et
un me´lange s de leurs signatures ε(T) et ε(T�), nous notons encore T s\T� l’arbre de´crit
dans le paragraphe 5.1.3. Pour deux �-uplets Cambriens T et T �, avec des arbres de tailles
respectives n et n�, et pour un me´lange s de [n] et [n�], on e´crit
T s\T � :=
�T[1] s\T �[1], . . . , T[�] s\T �[�]�,
ou` on voit s comme un me´lange des signatures ε(T[k]) et ε(T �[k]).
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Proposition 150. Pour toute paire de �-uplets Cambriens T , T �, le produit QT · QT � est
donne´ par
QT ·QT � =
�
s
QT s\T � ,
ou` s parcourt tous les me´langes de [n] et [n�] (ou` n et n� sont les tailles respectives des
arbres de T et T �).
Coproduit Le coproduit dans Camb∗� peut eˆtre de´crit combinatoirement comme dans
la proposition 94. Pour un �-uplet Cambrien S, avec des arbres de taille n, et un gap γ ∈
{0, . . . , n}, on de´ﬁnit
L(S, γ) = �L(T[1], γ), . . . , L(T[�], γ)� et R(S, γ) = �R(T[1], γ), . . . , R(T[�], γ)�.





ou` γ parcourt tous les gaps entre des positions conse´cutives dans [n] (ou` n est la taille des






Nous avons de´ja` insiste´ sur le fait que les bases des alge`bres de C. Malvenuto et C. Reu-
tenauer sur les permutations, de J.-L. Loday et M. Ronco sur les arbres binaires, et de
l’alge`bre des descentes de L. Solomon correspondent respectivement aux sommets des per-
mutoe`dres, des associae`dres, et des cubes. Dans [Cha00], F. Chapoton a ge´ne´ralise´ ces
alge`bres a` trois alge`bres de Hopf avec des bases indexe´es par les faces des permutoe`dres, des
associae`dres, et des cubes. Pour conclure cette partie, nous montrons que les constructions
de F. Chapoton s’e´tendent au cadre Cambrien. Nous obtenons l’alge`bre de Hopf Schro¨der-
Cambrienne avec une base indexe´e par toutes les faces de tous les associae`dre de C. Hohl-
weg et C. Lange. Nous observons au passage des proprie´te´s combinatoires inte´ressantes des
arbres Schro¨der-Cambriens, qui correspondent aux faces de ces associae`dres.
7.1.1 Arbres Schro¨der-Cambriens
Les faces de l’associae`dre de dimension n de J.-L. Loday correspondent aux arbres
de Schro¨der avec n + 1 feuilles, i.e., des arbres dont les nœuds internes ont au moins 2
enfants. Ces arbres sont de´ﬁnis dans [LP13] comme “e´pines” de dissections de polygones,
voir remarque 154.
De´ﬁnition 152. Conside´rons une signature ε ∈ ±n de [n]. Pour X ⊆ [n], on note
X+ := {x ∈ X | εx = +} et X− := {x ∈ X | εx = −}. Un arbre Schro¨der ε-Cambrien est
un arbre dirige´ T avec un ensemble de nœud V, muni d’un e´tiquetage des nœuds p : V →
2[n] �∅ tel que
(i) les e´tiquettes de T partitionnent [n], i.e., v �= w ∈ V⇒ p(v)∩p(w) = ∅ et�v∈V p(v) =
[n] ;
(ii) chaque noeud v ∈ V a un sous-arbre entrant (resp. sortant) Tv,I pour chaque inter-
valle I de [n]� p(v)− (resp. de [n] � p(v)+) et toutes les e´tiquettes de Tv,I sont des
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sous-ensembles de I.
Pour p ≥ 0 et ε ∈ ±n, on note SchrCamb≥p(ε) l’ensemble des arbres Schro¨der ε-Cambriens




≥p(n). Ces arbres correspondent aux faces de l’associae`dre
de dimension au moins p. Finalement, on omet simplement l’exposant ≥p de la notation
pre´ce´dente pour noter les arbres Schro¨der-Cambriens avec un nombre arbitraire de nœuds




SchrCamb≥p avec SchrCamb≥0 ⊃ SchrCamb≥1 ⊃ . . .
De´ﬁnition 153. Un arbre Schro¨der ε-Cambrian de niveau k est un arbre oriente´ avec
un ensemble de nœuds V, muni de deux e´tiquetages p : V → 2[n] � ∅ et q : V → [k] qui
de´ﬁnissent respectivement un arbre Schro¨der ε-Cambrien et un arbre croissant (ce qui veut
dire que q est surjectif et v → w dans T implique q(v) < q(w)).
Un arbre Schro¨der-Cambrien et un arbre Schro¨der-Cambrien a` 3-niveau sont repre´sente´s
dans la ﬁgure 7.1. Notons que chaque niveau d’un arbre Schro¨der ε-Cambrien a` k-niveau















Figure 7.1 – Un arbre Schro¨der-Cambrien (gauche), un arbre croissant (milieu), et un
arbre Schro¨der-Cambrien a` 3-niveau (droite).
Remarque 154 (E´pines de dissections). Exactement de la meˆme fac¸on que les arbres
ε-Cambriens correspondent aux triangulations du (n + 2)-gone Pε (voir remarque 22), les
arbres Schro¨der ε-Cambriens correspondent aux dissections de Pε. Voir la ﬁgure 7.2 et se
reporter a` [LP13] pour plus de de´tails.
La remarque 154 implique imme´diatement que le nombre d’arbres Schro¨der ε-Cambriens
avec k nœuds est le nombre de faces de dimension n − k de l’associae`dre, et est donc
inde´pendant de la signature ε. Une preuve alternative base´e sur les arbres de ge´ne´ration
est mentionne´e remarque 172.
Proposition 155. Pour toute signature ε ∈ ±n, le nombre d’arbres Schro¨der ε-Cambriens




































Figure 7.2 – Arbres Schro¨der-Cambriens (gauche) et dissections (droite) sont duals l’un
de l’autre (milieu).
7.1.2 Correspondance Schro¨der-Cambrienne
De´ﬁnissons maintenant un analogue de la correspondance Cambrienne et du P-symbole
Cambrien, qui enverra les faces des permutoe`dres sur les faces des associae`dres de C. Hohl-
weg et C. Lange. On rappelle que les faces de dimension (n − k) du permutoe`dre de
dimension n correspondent aux surjections de [n] vers [k], ou de fac¸on e´quivalente aux par-
titions ordonne´es de [n] en k parts. Cette relation est illustre´e ﬁgure 7.3. On note (abusive-
ment) π−1 la partition ordonne´e correspondant a` une surjection π : [n]→ [k], i.e., donne´e
par π−1 :=π−1({1}) | π−1({2}) | · · · | π−1({k}). A` l’inverse, on note (abusivement) λ−1 la
surjection correspondant a une partition ordonne´e λ = λ1|λ2| · · · |λk, i.e., telle que chaque i
appartient a` la part λλ−1(i). On repre´sente graphiquement une surjection π : [n]→ [k] par
une table (k × n) avec un point a` la ligne π(j) pour chaque colonne j. Par conse´quent, on
repre´sente une partition ordonne´e λ :=λ1| · · · |λk de [n] par une table (k×n) avec un point
dans la ligne i et dans la colonne j pour chaque j ∈ λi. Voir la ﬁgure 7.4 (gauche). Dans
cette partie, nous travaillons avec des partitions ordonne´es plutoˆt qu’avec des surjections
pour mieux coller a` la pre´sentation des paragraphes pre´ce´dents : les permutations de [n]
utilise´es dans les paragraphes pre´ce´dents doivent eˆtre vues comme des partitions ordonne´es
de [n] en n parts. On note P≥pn l’ensemble des partitions ordonne´es de [n] en au plus n− p




n . Cet ensemble correspond aux faces du permutoe`dre de
dimension au moins p. Comme pre´ce´demment, on omet l’exposant ≥p dans ces notations
pour oublier la restriction de dimension.
Une partition ordonne´e signe´e est une table de partition ordonne´e dans laquelle chaque
point rec¸oit un signe + ou −. Pour une signature ε ∈ ±n, on note P≥pε l’ensemble des

















































Figure 7.3 – Le permutoe`dre de dimension 3 Perm([4]). Ses faces de dimension (4 − k)
correspondent de fac¸on e´quivalente aux surjections de [4] vers [k] (gauche), ou aux partitions
ordonne´es de [4] en k parts (droite). Les sommets sont en bleu et les facettes en rouge. Le
lecteur est invite´ a` e´tiqueter les areˆtes en accord avec cette convention.






± ⊃ P≥1± ⊃ . . .
E´tant donne´e une telle partition ordonne´e signe´e λ, on construit un arbre Schro¨der-
Cambrien a` niveaux Θ�(λ) de la fac¸on suivante. Comme pre´calcul, on calcule la table
de λ, on dessine un mur vertical sous les points ne´gatifs et au-dessus des points positifs, et
on connecte en nœuds les points situe´s au meˆme niveau n’e´tant pas se´pare´s par un mur.
Notons qu’il est possible d’obtenir plusieurs nœuds par niveau. On connecte ensuite les
nœuds de bas en haut de la fac¸on suivante. La proce´dure commence avec une branche
entrante entre chaque couple de valeurs ne´gatives conse´cutives. A` chaque niveau, chaque
nœud v (ensemble connecte´ de points) rassemble toutes les branches dans la re´gion situe´e
en dessous et visibles depuis v (i.e., n’e´tant pas cache´es par un mur vertical) et produit une
branche dans chaque re´gion situe´e au-dessus et visible depuis v. Cette proce´dure ﬁnit avec
une branche sortante entre chaque couple de valeurs positives conse´cutives. La ﬁgure 7.4
illustre cette proce´dure sur la partition ordonne´e signe´e 1257|34|6.
Proposition 156 ([LP13]). L’application Θ� est une bijection entre les partitions or-
donne´es signe´es et les arbres Schro¨der-Cambriens a` niveaux.
On de´ﬁnit le P�-symbole d’une partition ordonne´e signe´e λ comme l’arbre Schro¨der-
Cambrien P�(λ) de´ﬁni par Θ�(λ). Notons qu’une partition ordonne´e de [n] en k parts est






























Figure 7.4 – L’algorithme d’insertion sur la partition ordonne´e signe´e 1257|34|6.
niveaux peuvent eˆtre se´pare´s en plusieurs nœuds. En d’autre termes, les ﬁbres du P�-






� ⊆ P≥p± .
La caracte´risation suivante des ﬁbres de l’application P� est imme´diate a` partir de la
description de la correspondance Schro¨der-Cambrienne. Soit un arbre Schro¨der-Cambrien T,
on e´crit que i → j est dans T si le nœud de T contenant i est en dessous du nœud de T
contenant j, et i ∼ j dans T si i et j appartiennent au meˆme nœud de T. On dit que i et j
sont incomparables dans T quand i �→ j, j �→ i, et i �∼ j.
Proposition 157. Pour tout arbre Schro¨der ε-Cambrien T et toute partition ordonne´e
signe´e λ ∈ Pε, on a P�(λ) = T si et seulement si i ∼ j dans T implique λ−1(i) = λ−1(j)
et i→ j dans T implique λ−1(i) < λ−1(j). En d’autre termes, λ est obtenue a` partir d’une
extension line´aire de T en fusionnant des parts qui e´tiquettent des sommets incomparables
de T.
Exemple 158. Quand ε = (+)n, l’arbre Schro¨der-Cambrien P�(λ) est l’arbre croissant
de λ−1. Ici, l’arbre croissant IT(π) d’une surjection π = π(1)1π(2)1 . . . 1π(p) est de´ﬁni
re´cursivement en greﬀant les arbres croissants IT(π(1)), . . . , IT(π(p)) de gauche a` droite
sur une racine situe´e en bas et e´tiquete´e par 1. Similairement, quand ε = (−)n, l’arbre
Schro¨der-Cambrien P�(λ) est l’arbre de´croissant de λ−1. Ici, l’arbre de´croissant DT(π)
d’une surjection π = π(1)kπ(2)k . . . kπ(p) de [n] vers [k] est de´ﬁni re´cursivement en greﬀant
les arbres de´croissants DT(π(1)), . . . ,DT(π(p)) de gauche a` droite sur une racine situe´e en
haut e´tiquete´e par k. La ﬁgure 7.5 illustre ce fait sur la partition ordonne´e 1257|34|6 .
Remarque 159 (Correspondance Schro¨der-Cambrienne sur les dissections). De la meˆme
fac¸on que pour la remarque 29, nous pouvons de´crire l’application P� sur les dissections
du polygone Pε. Pre´cise´ment, la dissection duale de l’arbre Schro¨der-Cambrien P�(λ) est
l’union des chemins π0, . . . , πn ou` πi est le chemin entre les sommets 0 et n+1 de P
ε passant
par les sommets dans la diﬀe´rence symme´trique ε−1(−)� ��j∈[i] λj�.
7.1.3 Congruence Schro¨der-Cambrienne
Comme la congruence Cambrienne, les ﬁbres du P�-symbole Schro¨der-Cambrien de´ﬁnis-
sent une relation de congruence sur les partitions ordonne´es signe´es, qui peut eˆtre exprime´e










Figure 7.5 – La proce´dure d’insertion sur la partition ordonne´e 1257|34|6 produit un arbre
de Schro¨der croissant quand les signatures sont constantes positives (a` gauche) et un arbre
de Schro¨der de´croissant quand la signature est constante ne´gative (a` droite).
De´ﬁnition 160. Pour une signature ε ∈ ±n, la congruence Schro¨der ε-Cambrienne est une
relation d’e´quivalence sur Pε de´ﬁnie comme la cloture transitive des re`gles de re´e´criture
U |a|c|V ≡�ε U |ac|V ≡�ε U |c|a|V,
ou` a, c sont des parts et U, V sont des suites de parts de [n], et il existe a < b < c tel
que εb = + et b ∈
�
U , ou εb = − et b ∈
�
V . La congruence Schro¨der-Cambrienne est la
relation d’e´quivalence ≡� sur P± obtenue comme union de toutes les congruences Schro¨der
ε-Cambriennes.
Par exemple, 1257|34|6 ≡� 12|57|34|6 ≡� 57|12|34|6 �≡� 57|34|12|6.
Proposition 161. Deux partitions ordonne´es signe´es λ,λ� ∈ P± sont congruentes pour la
congruence Schro¨der-Cambrienne si et seulement si elles ont le meˆme P�-symbole :
λ ≡� λ� ⇐⇒ P�(λ) = P�(λ�).
De´monstration. La preuve de cette proposition revient a` observer que deux parts conse´cu-
tives a et c d’une partition ordonne´e U |a|c|V dans une ﬁbre (P�)−1(T) peuvent eˆtre fu-
sionne´es en U |ac|V et meˆme e´change´es en U |c|a|V en restant dans (P�)−1(T) pre´cise´ment
quand elles appartiennent a` des sous-arbres distincts d’un nœud de T. Elles sont donc
se´pare´es par un mur vertical situe´ en dessous (resp. au-dessus) d’une valeur b avec a < b < c
et telle que εb = − et b ∈ V (resp. εb = + et b ∈ U).
7.1.4 Ordre faible sur les partitions ordonne´es et treillis Schro¨der-
Cambrien
Pour de´ﬁnir l’e´quivalent Schro¨der du treillis Cambrien, nous avons d’abord besoin
d’e´tendre l’ordre faible sur les permutations a` toutes les partitions ordonne´es. Ce travail a
e´te´ fait par D. Krob, M. Latapy, J.-C. Novelli, H. D. Phan et S. Schwer dans [KLN+01].
Voir aussi [BHKN01] pour des proprie´te´s relatives a` la the´orie des repre´sentations de cet
ordre et [PR06] pour une extension a` tous les syste`mes de Coxeter.
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�→ {−1, 0, 1} d’une parti-
tion ordonne´e λ ∈ Pn est l’application de´ﬁnie pour i < j par
coinv(λ)(i, j) =

−1 if λ−1(i) < λ−1(j),
0 if λ−1(i) = λ−1(j),
1 if λ−1(i) > λ−1(j).
Elle est aussi appelle´e l’application des inversions de la surjection λ−1.
De´ﬁnition 163. Il y a deux structures de poset naturelles sur Pn :
— Le poset de raﬃnement ⊆ de´ﬁni par λ ⊆ λ� si | coinv(λ)(i, j)| ≥ | coinv(λ�)(i, j)|
pour tout i < j. Il est isomorphe au treillis des faces du permutoe`dre Perm(n), et
respecte la ﬁltration (P≥pn )p∈[n].
— L’ordre faible ≤ de´ﬁni par λ ≤ λ� si coinv(λ)(i, j) ≤ coinv(λ�)(i, j) pour tout i < j.















Figure 7.6 – Le poset de raﬃnement (gauche) et l’ordre faible (droite) sur P3.
Notons que la restriction de l’ordre faible a` Sn est l’ordre faible classique sur les
permutations, qui est un treillis. Cette proprie´te´ a e´te´ e´tendue a` l’ordre faible sur Pn
dans [KLN+01].
Proposition 164 ([KLN+01]). L’ordre faible < sur l’ensemble des partitions ordonne´es Pn
est un treillis.
Dans la proposition suivante ainsi que dans le reste de cette partie, on de´ﬁnit pourX, Y ⊂
N
X � Y ⇐⇒ max(X) < min(Y ) ⇐⇒ x < y pour tout x ∈ X et y ∈ Y .
Proposition 165 ([KLN+01]). Les relations de couverture de l’ordre faible < sur Pn sont
donne´es par
λ1| · · · |λi|λi+1| · · · |λk < λ1| · · · |λiλi+1| · · · |λk si λi � λi+1,
λ1| · · · |λiλi+1| · · · |λk < λ1| · · · |λi|λi+1| · · · |λk si λi+1 � λi.
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On e´tend maintenant la notion de treillis Cambrien sur les arbres Cambriens a` un
treillis sur tous les arbres Schro¨der-Cambriens. Pour la signature constante ε = (−)n,
l’ordre conside´re´ ci-dessous a de´ja` e´te´ de´ﬁni par P. Palacios et M. Ronco dans [PR06], mais
sa structure de treillis (proposition 169) n’y e´tait pas discute´e.
De´ﬁnition 166. Conside´rons un arbre Schro¨der ε-Cambrien T, et une areˆte e = {v, w}
de T. On note T/e l’arbre obtenu en contractant e dans T. L’arbre obtenu est encore
Schro¨der ε-Cambrien. On dit que cette contraction est croissante si p(u)� p(v) et de´crois-
sante si p(v)� p(u). Sinon, on dit que la contraction est non monotone.
De´ﬁnition 167. Il y a deux structures de poset naturelles sur SchrCambε :
— Le poset de contraction ⊆ de´ﬁni comme la cloˆture transitive de la relation T ⊆ T/e
pour chaque arbre Schro¨der ε-Cambrien T et areˆte e ∈ T. Il est isomorphe au treillis
des faces de l’associae`dre Asso(ε), et respecte la ﬁltration (SchrCamb≥pε )p∈[n].
— Le poset Schro¨der ε-Cambrien < de´ﬁni comme e´tant la cloˆture transitive de la
relation T < T/e (resp. T/e < T) pour chaque arbre Schro¨der ε-Cambrien T et
areˆte e ∈ T de´ﬁnissant une contraction croissante (resp. de´croissante).
Ces deux posets sont repre´sente´s dans la ﬁgure 7.7 pour la signature +−−. Observons
qu’il y a deux contractions non monotones. Notons aussi que la restriction du poset Schro¨der
ε-Cambrien < aux arbres ε-Cambriens est le treillis ε-Cambrien.
Figure 7.7 – Le poset de contraction (gauche) et le poset Schro¨der (+−−)-Cambrien
(droite) sur les arbres Schro¨der (+−−)-Cambrien.
Proposition 168. L’application P� de´ﬁnit un homomorphisme de l’ordre faible sur Pε au
poset Schro¨der ε-Cambrien sur SchrCamb(ε).
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De´monstration. Soit λ < λ� une relation de couverture dans l’ordre faible sur Pε. Sup-
posons que λ� soit obtenu en fusionnant les parts λi � λi+1 de λ (les autres cas e´tant
syme´triques). Soit u le nœud le plus a` droite de P�(λ) au niveau i, et v le nœud le plus a`
gauche de P�(λ) au niveau i+ 1. Si u et v ne sont pas comparables, alors P�(λ) = P�(λ�).
Sinon, il y a une areˆte u→ v dans P�(λ) et P�(λ�) est obtenu par la contraction croissante
de u→ v dans P�(λ).
Proposition 169. Pour toute signature ε ∈ ±n, le poset Schro¨der ε-Cambrien sur les
arbres Schro¨der ε-Cambriens est un treillis quotient de l’ordre faible sur les partitions
ordonne´es de [n].
Cette proposition est prouve´e par les deux lemmes suivants, en suivant une approche
similaire a` celle de N. Reading [Rea06].
Lemme 170. Les classes Schro¨der ε-Cambriennes sont des intervalles de l’ordre faible.
De´monstration. Soit T un arbre Schro¨der ε-Cambrien, avec un e´tiquetage de ses som-
mets p : V → 2[n] � ∅. Conside´rons une extension line´aire de T, i.e., une partition or-
donne´e λ dont les parts sont les e´tiquettes de T et telle que p(v) apparaisse avant p(w)
pour v → w dans T. Si v et w sont des nœuds incomparables de T, alors soit p(v)� p(w),
soit p(w)� p(v) comme ils sont se´pare´s par un mur. Par e´changes conse´cutifs, il existe une
extension line´aire λmin (resp. λmax) de T telle que p(v) apparaisse avant (resp. apre`s) p(w)
pour tout couple de nœuds incomparables v et w tels que p(v)� p(w). Par construction,
les entre´es (i, j) des tables de coinversion de λmin et λmax sont donne´es pour i < j par
coinv(λmin)(i, j) =

1 si j → i est dans T,
0 si i ∼ j est dans T,
−1 sinon,
et coinv(λmax)(i, j) =

−1 si i→ j est dans T,
0 si i ∼ j est dans T,
1 sinon.
Il en de´coule que la ﬁbre de T par P� est l’intervalle de l’ordre faible [λmin,λmax].
Lemme 171. Soient λ et λ� deux partitions ordonne´es signe´es provenant de classes Schro¨der
ε-Cambriennes distinctes C et C �. Si λ < λ� alors min(C) < min(C �) et max(C) < max(C �)
(dans l’ordre faible).
De´monstration. On prouve le re´sultat pour les maximaux, la preuve pour les minimaux
e´tant similaire. On observe dans un premier temps que l’on peut supposer que λ� couvre λ
dans l’ordre faible, il existe donc une position i telle que soit λ�i = λi ∪ λi+1 et λi � λi+1,
ou bien λi = λ
�
i ∪ λ�i+1 et λ�i+1 � λ�i. La preuve fonctionne alors par re´cursion sur la
distance dans l’ordre faible entre λ et max(C). Si λ = max(C), le re´sultat est imme´diat
car max(C) = λ < λ� ≤ max(C �). Sinon, on conside`re une partition ordonne´e µ dans C
qui couvre λ dans l’ordre faible. Il existe une position j �= i telle que µj = λj ∪ λj+1
et λj � λj+1, ou λj = µj ∪ µj+1 et µj+1 � µj. Nous distinguons maintenant quatre cas,
qui couvrent les positions relatives de i et j :
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(1) Si |i − j| > 1, alors les changements locaux de λ a` λ� a` la position i et de λ a` µ
a` la position j sont inde´pendants. On de´ﬁnit µ� comme e´tant la partition ordonne´e
obtenue a` partir de λ en eﬀectant les changements locaux en i et en j. On ve´riﬁe
ensuite que λ� ≡� µ� comme chaque te´moin pour la relation d’e´quivalence λ ≡� µ est
aussi un te´moin pour la relation d’e´quivalence λ� ≡� µ�. De plus, µ < µ�.
(2) Sinon, les changements locaux en i et j ne sont plus inde´pendants. On a donc besoin de
traiter plusieurs cas se´parement, suivant que les changement locaux de λ a` λ� et de λ a` µ
soient fusionnants ou se´parants, et selon les positions respectives de ces changements
locaux. Dans tous les cas ci-dessous, a,b, c sont des parts de [n] telles que a� b� c,
et U, V sont des suites de parts de [n].
— Si λ = U |a|b|c|V , λ� = U |ab|c|V , et µ = U |a|bc|V , alors on de´ﬁnit µ� :=U |abc|V .
Tout te´moin pour la congruence Schro¨der-Cambrienne λ ≡� µ est aussi un te´moin
pour la congruence Schro¨der-Cambrienne λ� ≡� µ�. De plus, on a µ < µ� car a� bc.
Les meˆmes arguments produisent les meˆmes conclusions dans les cas suivant :
– si λ = U |a|b|c|V , λ� = U |a|bc|V , et µ = U |ab|c|V , alors on de´ﬁnit µ� :=U |abc|V .
– si λ = U |abc|V , λ� = U |c|ab|V , et µ = U |bc|a|V , alors on de´ﬁnit µ� :=U |c|b|a|V .
– si λ = U |abc|V , λ� = U |bc|a|V , et µ = U |c|ab|V , alors on de´ﬁnit µ� :=U |c|b|a|V .
— Si λ = U |a|bc|V , λ� = U |abc|V , et µ = U |a|c|b|V , alors on de´ﬁnit µ� :=U |c|ab|V .
Tout te´moin pour la congruence Schro¨der-Cambrienne λ ≡� µ est aussi un te´moin
pour la congruence Schro¨der-Cambrienne λ� ≡� µ�. De plus, µ < µ� par comparaison
des tables de coinversion. Les meˆmes arguments produisent les meˆmes conclusions
dans le cas :
– si λ = U |ab|c|V , λ� = U |abc|V , et µ = U |b|a|c|V , alors on de´ﬁnit µ� :=U |bc|a|V .
— Si λ = U |a|bc|V , λ� = U |a|c|b|V , et µ = U |abc|V , alors on de´ﬁnit µ� :=U |c|ab|V .
Soit d un te´moin de la congruence Schro¨der-Cambrienne λ ≡� µ, ce qui signiﬁe,
a < d < bc et soit εd = − et d ∈ V , ou bien εd = + et d ∈ U . Alors d est
aussi un te´moin pour les congruences Schro¨der-Cambriennes λ� = U |a|c|b|V ≡�
U |ac|b|V ≡� U |c|a|b|V ≡� U |c|ab|V = µ�. De plus, on a µ < µ� car ab � c. Les
meˆmes arguments produisent les meˆmes conclusions dans le cas :
– si λ = U |ab|c|V , λ� = U |b|a|c|V , et µ = U |abc|V , alors on de´ﬁnit µ� :=U |bc|a|V .
Dans tous les cas, nous avons λ ≡� µ < µ� ≡� λ�. Comme µ est plus proche de max(C)
que λ, on obtient que max(C) < max(C �) par hypothe`se de re´currence. La preuve pour les
minimaux est identique.
Remarque 172 (E´le´ments extre´maux et motifs e´vite´s). Comme les classes Schro¨der-
Cambriennes sont engendre´es par des re`gles de re´e´criture et sont des intervalles de l’ordre
faible, leurs e´le´ments minimaux sont pre´cise´ment les partitions ordonne´es qui e´vitent les
motifs c|a – b et b – c|a, et leurs e´le´ments maximaux sont pre´cise´ment les paritions or-
donne´es qui e´vitent les motifs a|c – b et b – a|c. Cette remarque nous permet de contruire
un arbre de ge´ne´ration de ces permutations. Des arguments similaires a` ceux du para-
graphe 1.1.5 pourraient donc nous fournir une preuve alternative de la proposition 155.
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7.1.5 Canope´e
Nous de´ﬁnissons la canope´e d’un arbre Schro¨der-Cambrien en utilisant la meˆme obser-
vation que pour les arbres Cambriens : dans les arbres Schro¨der-Cambriens, les nombres i
et i+ 1 apparaissent soit dans la meˆme e´tiquette, soit dans deux e´tiquettes comparables.
De´ﬁnition 173. La canope´e d’un arbre Schro¨der-Cambrien T est la suite can�(T) ∈
{−, 0,+} de´ﬁnie par
can�(T)i =

− si i apparaˆıt au-dessus de i+ 1 dans T,
0 si i et i+ 1 apparaissent dans la meˆme e´tiquette de T,
+ si i apparaˆıt en dessous de i+ 1 dans T.
Par exemple, la canope´e de l’arbre Schro¨der-Cambrien de la ﬁgure 7.1 (gauche) est
0+0−+−. La proposition suivante fournit un analogue imme´diat de la proposition 47
dans le contexte Schro¨der-Cambrien. Nous de´ﬁnissons la suite des reculs d’une partition
ordonne´e λ ∈ Pn comme rec�(λ) ∈ {−, 0,+}n−1, ou` rec�(λ)i = coinv(λ)(i, i+ 1).
Proposition 174. Les applications P�, can�, et rec� de´ﬁnissent le diagramme commutatif
















Figure 7.8 – Les ﬁbres des applications P� (rouge) et rec� (vert) sur les ordres faibles
de S+−− (gauche), et la re´alisation ge´ome´trique de ces applications (droite).
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7.2 Alge`bre de Hopf Schro¨der-Cambrienne
Dans ce paragraphe, nous de´ﬁnissons l’alge`bre de Hopf Schro¨der-Cambrienne SchrCamb,
e´tendant simultane´ment l’alge`bre de Hopf Cambrienne et l’alge`bre de Hopf sur les arbres
de Schro¨der de F. Chapoton [Cha00]. Nous construisons l’alge`bre SchrCamb comme sous-
alge`bre de la version signe´e de l’alge`bre de Hopf des partitions ordonne´es de F. Cha-
poton [Cha00]. On conside`re ensuite l’alge`bre duale SchrCamb∗ comme un quotient de
l’alge`bre de Hopf duale de l’alge`bre des partitions ordonne´es signe´es.
7.2.1 Produits de me´lange et de convolution sur les partitions
ordonne´es signe´es
Nous de´ﬁnissons un analogue naturel aux produits de me´lange de´cale´ et de convolu-
tion du paragraphe 5.1.1 sur les partitions ordonne´es. Des de´ﬁnitions e´quivalentes dans
le monde des surjections preuvent eˆtre trouve´es dans [Cha00]. Ici, nous utilisons toujours
les partitions ordonne´es pour coller a` notre pre´sentation de l’alge`bre Cambrienne du para-
graphe 5.1.
De´ﬁnissons d’abord deux restrictions sur les partitions ordonne´es. Conside´rons une
partition ordonne´e µ de [n] en k parts. Comme mentionne´ plus toˆt, nous repre´sentons
graphiquement µ par une table (k × n) avec un point a` la ligne i et a` la colonne j pour
chaque j ∈ µi. Pour I ⊆ [k], on de´ﬁnit nI := | {j ∈ [n] | ∃ i ∈ I, j ∈ µi} | et on note µ|I la
partition ordonne´e de [nI ] en |I| parts dont la table est obtenue a` partir de la table de µ
en supprimant toutes les lignes n’e´tant pas dans I et en standardisant pour obtenir une
table (|I|×nI). De la meˆme fac¸on, pour J ⊆ [n], on de´ﬁnit kJ := | {i ∈ [k] | ∃ j ∈ J, j ∈ µi} |
et on note µ|J la partition ordonne´e de [|J |] en kJ parts dont la table est obtenue a` partir
de la table de µ en supprimant toutes les colonnes n’e´tant pas dans J et en standardisant












Figure 7.9 – Les tables des partitions ordonne´es µ = 16|27|4|35 (gauche) et de leurs
restrictions µ|{2,3} (milieu) et µ|{1,3,5} (droite).
On de´ﬁnit la concate´nation de´cale´e λλ¯�, le produit de me´lange de´cale´ λ �¯λ�, et le produit
de convolution λ � λ� de deux partitions ordonne´es (non signe´es) λ de [n] avec k parts et λ�
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de [n�] avec k� comme




��� µ|{1,...,n} = λ et µ|{n+1,...,n+n�} = λ�� ,
et λ � λ� :=
�
µ ∈ Pn+n�
�� µ|{1,...,k} = λ et µ|{k+1,...,k+k�} = λ�� .
Par exemple,
1|2 �¯ 2|13 = {1|2|4|35, 1|24|35, 1|4|2|35, 1|4|235, 1|4|35|2, 14|2|35, 14|235,
14|35|2, 4|1|2|35, 4|1|235, 4|1|35|2, 4|135|2, 4|35|1|2},
1|2 � 2|13 = {1|2|4|35, 1|3|4|25, 1|4|3|25, 1|5|3|24, 2|3|4|15,
2|4|3|15, 2|5|3|14, 3|4|2|15, 3|5|2|14, 4|5|2|13}.
Graphiquement, la table de la concate´nation de´cale´e λλ¯� contient la table de λ comme
bloc infe´rieur gauche et la table de λ� comme bloc supe´rieur droit. Les tables du produit de
me´lange de´cale´ λ �¯λ� (resp. du produit de convolution λ�λ�) sont obtenues en me´langeant
















Figure 7.10 – La table de la concate´nation de´cale´e λλ¯� (gauche) a deux blocs contenant les
tables des partitions ordonne´es λ = 1|2 et λ� = 2|31. Les e´le´ments du produit de me´lange
de´cale´ λ �¯λ� (milieu) et du produit de convolution λ � λ� (droite) sont respectivement
obtenus en me´langeant les lignes et les colonnes de la table de λλ¯�.
Remarque 175. (i) Notons que le produit de me´lange de´cale´ et le produit de convolu-












(ii) En projetant sur le quotient P/P≥1 � S, les produits de me´lange et de convolution
(signe´s) coincident avec la description du paragraphe 5.1.1.
(iii) Le produit de me´lange de´cale´ des partitions ordonne´es pre´serve les intervalles de
l’ordre faible. Pre´cise´ment,
[λ, µ] �¯ [λ�, µ�] = [λλ¯�, µ¯�µ].
Ces de´ﬁnitions s’e´tendent aux partitions ordonne´es signe´es : les signes voyagent avec
leurs valeurs dans le produit de me´lange de´cale´ signe´, et restent a` leurs positions dans le
produit de convolution signe´.
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7.2.2 Sous-alge`bre de OrdPart±
On note OrdPart± l’alge`bre de Hopf comme base (Fλ)λ∈P± et dont le produit et le
coproduit sont de´ﬁnis par
Fλ · Fλ� =
�
µ∈λ �¯λ�
Fµ et �Fµ =
�
µ∈λ�λ�
Fλ ⊗ Fλ� .
Notons que l’alge`bre de Hopf FQSym± est isomorphe au quotient OrdPart±/OrdPart
≥1
± .
Notons aussi que la version non signe´e de OrdPart± est le dual de l’alge`bre WQSym des
fonctions quasi-syme´triques mots (aussi note´e NCQSym pour fonction quasi-syme´triques
non-commutatives), voir [BZ09, NT06].
Remarque 176. La preuve du fait que OrdPart± est en eﬀet une alge`bre de Hopf est laisse´e
au lecteur : elle consiste a` traduire la preuve de F. Chapoton [Cha00] des surjections aux
partitions ordonne´es signe´es. On peut noter que les alge`bres de Hopf de F. Chapoton sur
les faces des permutoe`dres, des associae`dres, et des cubes pourraient eˆtre de´core´es par un
groupe arbitraire, similairement aux constructions de [NT10, BH08, BH06]. Une fois de
plus, le re´sultat principal est ici que les relations de congruence de Schro¨der de´pendent de
la de´coration.






pour tous les arbres Schro¨der-Cambriens T. Par exemple, pour l’arbre Schro¨der-Cambrien
de la ﬁgure 7.1 (gauche), on a
P = F12|57|34|6 + F1257|34|6 + F57|12|34|6.
Notons que l’alge`bre de Hopf Camb est isomorphe au quotient SchrCamb±/SchrCamb
≥1
± .
The´ore`me 177. SchrCamb est une sous-alge`bre de Hopf de OrdPart±.
De´monstration. Similaire a` la preuve du the´ore`me 88.
Comme pour l’alge`bre Cambrienne, le produit et le coproduit des e´le´ments de la base P
de l’alge`bre Schro¨der-Cambrienne SchrCamb peuvent eˆtre de´crit directement en termes
d’ope´rations combinatoires sur les arbres Schro¨der-Cambriens.
Produit Le produit de l’alge`bre Schro¨der-Cambrienne SchrCamb peut encore eˆtre e´crit en
termes d’intervalles dans le treillis Scho¨der-Cambrien. E´tant donne´s deux arbres Schro¨der-
Cambriens T,T�, on note T� T¯
�
l’arbre Schro¨der ε(T)ε(T�)-Cambrien obtenu en greﬀant
la feuille sortante la plus a` droite de T sur la feuille entrante la plus a` gauche de T et en
de´calant toutes les e´tiquettes de T�. Nous de´ﬁnissons de la meˆme fac¸on T� T¯�.
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Proposition 178. Pour tous arbres Schro¨der-Cambriens T,T�, le produit PT · PT� est
donne´ par




ou` S parcourt l’intervalle entre T � T¯
�
et T � T¯� dans le treillis Schro¨der ε(T)ε(T�)-
Cambrien.
De´monstration. Similaire a` celle de la proposition 89.
Par exemple, on peut calculer le produit
P · P = F12 ·
�
F1|3|24 + F13|24 + F3|1|24
�
=







F3|12|5|46 + F3|125|46 + F3|5|12|46
+ F35|12|46 + F5|3|12|46 + F3|5|1246
+ F35|1246 + F5|3|1246 + F3|5|46|12
+ F35|46|12 + F5|3|46|12

= P + P + P .
Coproduit Le coproduit dans l’alge`bre Schro¨der-Cambrienne SchrCamb peut encore eˆtre
de´crit en termes de coupes. Une coupe d’un arbre Schro¨der-Cambrien S est un ensemble γ
d’areˆtes tel que chaque chemin ge´ode´sique vertical dans S d’une feuille situe´e sous la coupe
a` une feuille situe´e au-dessus de la coupe contient pre´cise´ment une areˆte de γ. On note
encore A(S, γ) et B(S, γ) les deux foreˆts Schro¨der-Cambriennes au-dessus et en dessous
de γ dans S.














ou` γ parcourt toutes les coupes de S.
De´monstration. Similaire a` celle de la proposition 90.
Par exemple, on peut calculer le coproduit











= 1⊗ P + P ⊗ P + P ⊗ P + �P · P �⊗ P + P ⊗ 1.
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Alge`bres Matriochka Pour conclure, on relie l’alge`bre Schro¨der-Cambrienne a` l’alge`bre
de F. Chapoton sur les faces du cube de´ﬁnie dans [Cha00]. On appelle alge`bre trile´enne la












et donc que Tril est une sous-alge`bre de SchrCamb. En d’autres termes, l’alge`bre Schro¨der-
Cambrienne est prise en sandwich entre l’alge`bre des partitions ordonne´es signe´es et l’alge`bre
trile´enne Tril ⊂ SchrCamb ⊂ OrdPart±.
7.2.3 Alge`bre quotient de OrdPart∗±
On passe maintenant a` l’alge`bre de Hopf duale OrdPart∗± avec la base (Gλ)λ∈P± et dont








Notons que la version non signe´e de OrdPart∗± est l’alge`bre WQSym des fonctions quasi-
syme´triques mot (aussi note´e NCQSym pour fonctions quasi-syme´triques non-commutatives),
voir [BZ09, NT06]. Le the´ore`me suivant est automatique a` partir du the´ore`me 177.
The´ore`me 180. Le dual gradue´ SchrCamb∗ de l’alge`bre Schro¨der-Cambrienne est iso-
morphe a` l’image de OrdPart∗± sous la projection canonique
π : C�A� −→ C�A�/ ≡,
ou` ≡ est la congruence Schro¨der-Cambrienne. La base duale QT de PT est exprime´e
comme QT = π(Gλ), ou` λ est une partition ordonne´e telle que P�(λ) = T.
Similairement au paragraphe pre´ce´dent, on peut de´crire combinatoirement le produit
et le coproduit des e´le´ments de la base Q de SchrCamb∗ en termes d’ope´rations sur les
arbres Schro¨der-Cambriens.
Produit On de´ﬁnit les gaps et les laminages des arbres Schro¨der-Cambrian exactement
comme nous l’avons fait pour les arbres Cambriens dans le paragraphe 5.1.3. Notons que
les laminages peuvent se´parer ou laisser intact les nœuds des arbres Schro¨der-Cambriens,
voir la ﬁgure 7.11 (c) pour des exemples. E´tant donne´s deux arbres Schro¨der-Cambriens T

















Figure 7.11 – (a) Deux arbres Schro¨der-Cambriens T� et T�. (b) E´tant donne´ le me´lange
s = �����⊕�, les positions des � sont reporte´es dans T� et les positions des ⊕ sont
reporte´es dans T�. (c) Les laminages correspondant. (d) Les arbres sont se´pare´s selon les
laminages. (e) Les arbres Schro¨der-Cambriens correspondant T�s\T�.
multi-ensemble Γ de gaps de [n] et Γ� de gaps de [n�], on note encore T s\T� l’arbre Schro¨der-
Cambrien obtenu en connectant les feuilles sortantes de λ(T,Γ) aux feuilles entrantes de
la foreˆt de´ﬁnies par le laminage λ(T�,Γ�). La ﬁgure 7.11 illustre la construction d’un des
e´le´ments du produit.






ou` s parcourt tous les me´langes des signatures de T et T�.
De´monstration. Similaire a` celle de la proposition 93.
Par exemple, on peut calculer le produit
Q ·Q = G12 ·G13|24
= G12|35|46 + G13|25|46 + G14|25|36 + G15|24|36 + G16|24|35 + G23|15|46 + G24|15|36 + G25|14|36
+ G26|14|35 + G34|15|26 + G35|14|26 + G36|14|25 + G45|13|26 + G46|13|25 + G56|13|24
= Q + Q + Q + Q + Q + Q + Q + Q
+ Q + Q + Q + Q + Q + Q + Q .
Coproduit Pour un gap γ d’un arbre Schro¨der-Cambrien S, on note toujours L(S, γ)
et R(S, γ) les sous-arbres Schro¨der-Cambriens gauche et droit de S quand on le coupe le
long du chemin λ(S, γ).
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ou` γ parcourt tous les gaps entre les nœuds de S.
De´monstration. Similaire a` celle de la proposition 94.
Par exemple, on peut calculer le coproduit
�Q = �G13|24
= 1⊗G13|24 + G1 ⊗G2|13 + G1|2 ⊗G1|2 + G13|2 ⊗G1 + G13|24 ⊗ 1
= 1⊗Q + Q ⊗Q + Q ⊗Q + Q ⊗Q + Q ⊗ 1.
7.3 �-uplets Schro¨der-Cambriens
Pour conclure, mentionnons qu’il est aussi possible d’e´tendre simultane´ment l’alge`bre
des �-uplets Cambriens et l’alge`bre Schro¨der-Cambrienne. Les objets sont les �-uplets
Schro¨der-Cambriens, i.e., �-uplets d’arbres Schro¨der-Cambriens dont l’union est acyclique.
La premie`re e´tape est de de´crire la combinatoire de ces �-uplets :
— appliquer des congruences Schro¨der-Cambriennes en paralle`le produit une corres-
pondanceΘ�� entre les partitions ordonne´es signe´es et les �-uplets Schro¨der-Cambrian
a` niveaux, et de´ﬁnit donc une surjection P�� des partitions ordonne´es �-signe´es aux
�-uplets Schro¨der-Cambriens ;
— les ﬁbres de P�� sont des intersections de congruences Schro¨der-Cambriennes, et
de´ﬁnissent donc une congruence de treillis de l’ordre faible sur les partitions or-
donne´es ;
— les �-uplets d’arbres Schro¨der-Cambriens correspondent a` toutes les faces d’une
somme de Minkowski de � associae`dres de [HL07].
Un proble`me combinatoire inte´ressant est de compter le nombre de �-uplets d’arbres
Schro¨der-Cambriens, en particulier le nombre d’arbres Baxter-Schro¨der-Cambriens.
La deuxie`me e´tape est de de´ﬁnir comme pre´ce´dement l’alge`bre de Hopf des �-uplets
Schro¨der-Cambriens SchrCamb� comme une sous-alge`bre de l’alge`bre de Hopf OrdPart±� des
partitions ordonne´es �-signe´es, et de son dual SchrCamb∗� comme un quotient de OrdPart
∗
±� .
Le produit et le coproduit de SchrCamb� et SchrCamb
∗
� peuvent eˆtre directement de´crit par
des ope´rations combinatoires sur les �-uplets Schro¨der-Cambrian, similaires aux ope´rations
de´crites dans les paragraphes 6.3.2, 6.3.3, 7.2.2 et 7.2.3.
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Conclusion
De nombreuses perspectives de recherche sont naturellement apparues tout au long de
notre e´tude.
Intervalles-posets
Intervalles-posets sur d’autres ordres
Comme explique´ dans la partie II, la de´ﬁnition des intervalles-posets de l’ordre de
Tamari de´pend fortement du lien entre le treillis de Tamari et l’ordre faible sur les per-
mutations. Les intervalles-posets s’e´tant ave´re´s eˆtre une repre´sentation particulie`rement
approprie´e a` l’e´tude des intervalles de l’ordre de Tamari, on pourrait ainsi vouloir de´ﬁnir
l’e´quivalent des intervalles-posets sur d’autres objets. Un pre´-requis a` ce type de ge´ne´ralisa-
tion est que l’ordre que l’on souhaite e´tudier soit un sous-treillis de l’ordre faible sur les
permutations. L. F. Pre´ville-Ratelle et X. Viennot souhaitent par exemple utiliser notre
approche pour e´tudier les proprie´te´s d’une structure de treillis Tam(v) qu’ils de´ﬁnissent
dans [PRV14].
Intervalles-posets Cambriens
Un proble`me qui de´coule naturellement des parties II et III de ce me´moire est d’e´tudier
des intervalles-posets dans le cadre des treillis Cambriens. Il est en eﬀet possible d’utiliser
des outils tre`s similaires a` ceux de la deuxie`me partie pour de´ﬁnir l’e´quivalent Cambrien
des intervalles-posets du treillis de Tamari. Les de´ﬁnitions des foreˆts initiales et ﬁnales
peuvent eˆtre adapte´es aux arbres Cambriens. L’union de ces deux foreˆts calcule´es sur des
arbres comparables produit toujours un poset dont les extensions line´aires correspondent
pre´cise´ment aux extensions linaires des arbres Cambriens de cet intervalle. Il est aussi
possible d’obtenir une caracte´risation des posets dont les extensions line´aires correspondent
a` un intervalle dans un treillis Cambrien. Cette ge´ne´ralisation fera l’objet d’une publication
dans le futur.
Alge`bre de Hopf d’intervalle-poset
Il existe de´ja` plusieurs alge`bres de Hopf dont les bases sont indice´es par des po-
sets [Ehr96, FM15]. Avec V. Pilaud et V. Pons, nous avons construit des sous-alge`bres
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de Hopf d’une alge`bre de posets dont les bases sont indixe´es par les intervalles-posets de
diﬀe´rents ordres. On construit en eﬀet une hie´rarchie d’alge`bres de Hopf dont les bases sont
indixe´es par : les posets, les intervalles de l’ordre faible sur les permutations, les intervalles
de l’ordre de Tamari et les intervalles du treillis boole´en. Dans cette liste, chaque alge`bre
est une sous-alge`bre de Hopf de l’alge`bre pre´ce´dente.
Alge`bre Cambrienne
Conjecture des arbres Cambriens jumeaux
Dans la partie III, la conjecture 107 sur les arbres Cambriens jumeaux est encore ou-
verte. Apre`s avoir teste´ informatiquement ce fait, nous avons envisage´ plusieurs approches
pour prouver ce re´sultat. Nous avons tout d’abord essayer de prouver le fait que l’union de
deux arbres dont les canope´es sont oppose´es est acyclique en conside´rant les arbres Cam-
briens comme des graphes particuliers au sein desquels nous e´tudions les chemins. N’ayant
pas re´ussi a` conclure avec cette me´thode nous avons essaye´ de prouver algorithmiquement
ce re´sultat en e´laborant un algorithme qui, e´tant donne´ une paire d’arbres Cambriens
dont les canope´es sont oppose´es, construit une des extensions line´aires qu’ils ont en com-
mun. Cette approche n’ayant pas e´te´ concluante, un travail futur serait d’utiliser d’autres
approches pour trouver une solution a` ce proble`me.
Nombres Baxter-Cambriens
Dans le paragraphe 6.1.5, plusieurs questions d’e´nume´rations restent ouvertes. La pro-
position 121 et la remarque 122 laissent supposer qu’une combinatoire riche vive dans le
monde Baxter-Cambrien entre la signature alternante et la signature constante.
Proble`mes d’e´nume´ration
Dans la deuxie`me partie de ce me´moire, plusieurs proprie´te´s d’ordre alge´brique restent
a` e´tudier. Comme dans le cas de l’alge`bre Cambrienne, il serait possible de faire une e´tude
plus pousse´e des nombres d’e´le´ments inde´composables des alge`bres Baxter-Cambriennes,
des �-uplets Cambriens, des arbres Schro¨der-cambriens et des �-uplets Schro¨der-Cambriens.
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