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Abstract
When executing commands, a robot has
a certain level of contextual knowledge
about the environment in which it oper-
ates. Taking this knowledge into account
can be beneficial to disambiguate com-
mands with multiple interpretations. We
present an approach that uses combina-
tory categorial grammars for improving
the semantic parsing of robot commands
that takes into account the spatial context
of the robot. The results indicate a clear
improvement over non-contextual seman-
tic parsing. This work was done in the
context of the SemEval-2014 task on su-
pervised semantic parsing of spatial robot
commands.
1 Introduction
One of the long-standing goals of robotics is to
build autonomous robots that are able to perform
everyday tasks. Two important requirements to
achieve this are an efficient way of communicating
with the robot, and transforming these commands
such that the robot is able to capture their mean-
ing. Furthermore, this needs to be consistent with
the context in which the robot is operating, i.e., the
robot’s belief.
Semantic parsing focuses on translating natural
language (NL) into a formal representation that
captures the meaning of the sentence. Most of
the current semantic parsing approaches are non-
contextual, i.e., they do not take into account the
context in which the command sentence should be
executed. This can lead to erroneous parses, most
often due to ambiguity in the original sentence.
Consider the following example sentence “Move
the pyramid on the blue cube on the gray cube”.
This sentence has two valid interpretations. Either
the robot needs to move the pyramid that is cur-
rently standing on the blue cube and put it on the
gray cube, or move the pyramid and place it on the
blue cube that is standing on the gray cube.
Humans will decide on the correct interpreta-
tion by taking into account the context. For in-
stance, by looking at Figure 1, it is clear that the
second interpretation is not possible, because there
is no blue cube on top of a gray cube. However,
there is a pyramid on top of a blue cube, making
the first interpretation possible. The goal of this
paper is to improve on non-contextual semantic
parsing by tailoring the context to guide the parser.
In this way, part of the ambiguity that causes mul-
tiple interpretations can be resolved.
Figure 1: Possible situation (taken from (Dukes,
2013b))
Our approach consists of two steps. First, non-
contextual semantic parsing using combinatory
categorial grammars (CCG) (Steedman, 1996;
Steedman, 2000) is performed on the sentence.
This returns multiple possible parses, each with an
attached likelihood of correctness. Subsequently,
each parse is checked against the current context.
The parse with the highest score that is possible
given the current context is returned.
This paper is organized as follows. In Section 2
we discuss related work, followed by a detailed
description of our approach in Section 3. In Sec-
tion 4, the approach is evaluated and compared to
non-contextual parsing. Finally, in Section 5 we
conclude and outline directions for future work.
The software is available from https://
github.com/wmattelaer/Thesis.
2 Related Work
There is a significant body of previous work on
learning semantic parsers. We will first review
approaches that translate NL sentences into a for-
mal representation without taking context into ac-
count, followed by related techniques that use the
context to improve the parsing.
Our approach is inspired by the work of
Kwiatkowski et al. (2010). The authors present
a supervised CCG approach to parse queries to
a geographical information database and a flight-
booking system. This differs from the current set-
ting in that the database querying does not require
to take the context of the environment into ac-
count, as is the case when executing robot com-
mands. SILT (Kate et al., 2005) uses transfor-
mation rules to translate the NL sentence to a
query for the robot. This approach was extended
to tailor support vector machines with string ker-
nels (KRISP) (Kate and Mooney, 2006) and statis-
tical machine learning (WASP) (Mooney, 2007).
Also unsupervised approaches exist. Poon (2013)
solves this lack of supervision by 1) inferring su-
pervision using the target database, which con-
strains the search space, and 2) by using aug-
mented dependency trees.
Artzi and Zettlemoyer (2013) study the use of
grounded CCG semantic parsing using weak su-
pervision for interpreting navigational robot com-
mands. Their approach is similar to ours, but in-
stead of postprocessing the results in a verification
step, the context (or state) is added to the training
data. Krishnamurthy and Kollar (2013) use CCGs
as a foundation, but match it to the context using
an evaluation function. This evaluation function
scores a denotation, i.e., the set of entity referents
for the entire sentence, given a logical form and a
knowledge base, which is considered as the con-
text.
3 Methodology
Our approach consists of two steps: a parse step
and a verification step. Before these steps can
be executed, a Combinatory Categorial Grammar
needs to be trained. The training data for this
grammar consists of typed λ-expressions (Car-
penter, 1997) that are annotated with their cor-
responding NL sentences. As the input data for
the SemEval-2014 task consists of Robot Control
Language (RCL) expressions (Dukes, 2013a)1, the
data needs to be preprocessed first.
3.1 Preprocessing
During preprocessing, the RCL expressions are
transformed into equivalent λ-expressions. In the
λ-expressions, each entity is represented by a
lambda term where the variable is a reference to
the object. The properties of an entity are defined
by a conjunction of literals with two arguments.
The predicate details the property that is being de-
fined. An example entity, a blue cube, can be rep-
resented as λx.color(x, blue), type(x, cube). A
spatial relation between two entities is a literal
with three arguments: the variable of the first en-
tity, the type of relation and the second entity. The
latter is given by its lambda term. This lambda
term has to be wrapped in a definite determiner,
det, that selects a single element from the set cre-
ated by the lambda term (Artzi and Zettlemoyer,
2013). For example: the RCL expression
(entity:
(type: prism)
(spatial-relation:
(relation: above)
(entity:
(color: blue)
(type: cube))))
is transformed to the λ-calculus expression
λx.type(x,prism), relation(x, above,
det(λy.color(y, blue), type(y, cube)))
Events are contained in one lambda term with
one variable per event. There are three possible
event predicates. The action predicate defines the
action by detailing the action type and the object
entity. The destination predicate will set the des-
tination of the object2. Finally, the sequence pred-
icate is necessary to detail the order of the events.
An example of this can be seen at the bottom of
Figure 2.
Besides transforming the RCL expressions to λ-
calculus, also the action types of the events are
checked. If an event has an action of type move
or drop, it is changed to the combined move &
1RCL is a linguistically-oriented formal language for
controlling a robot arm, that represents entities, attributes,
anaphora, ellipsis and qualitative spatial relations.
2Note that this event is not always necessary, e.g., in the
case of a take action, the robot will not release the object.
drop action type. This change was introduced be-
cause the actual verbs that are used to instruct the
robot to perform one of these two actions are often
the same. To illustrate this, consider the following
two sentences taken from the training data: “place
blue block on top of single red block” and “place
green block on top of blue block”. In the former,
the intended action is a drop action, while in the
latter the action should be a move action. During
parsing, the correct action can be selected by look-
ing at the context it has to be executed in. If the
robot is currently grasping an object, the intended
action is a drop action, otherwise it is a move ac-
tion.
Furthermore, the anaphoric references are
resolved in the natural language sentences.
Anaphoric references are words that refer to one or
more words mentioned earlier in the sentence. The
sentences of the dataset are annotated with mark-
ers that capture the references in the sentence. The
markers that are used are [1], (1) and {1} and
are placed right after the word that is used for the
reference. [1] is used to mark a word that is re-
ferred to by another word, whereas (1) is used
to detail a word that refers to another word, e.g.,
it. Finally, {1} marks a word that refers to the
type of an earlier entity, e.g., one. The numbers
in these markers can increase if there are differ-
ent references in one sentence, but the sentences
of this dataset do not contain different references.
For instance, the sentence Pick the blue block and
place it above the gray one is transformed to the
sentence Pick the blue block [1] and place it (1)
above the gray one {1}.
The anaphoric references are found using
the coreference resolution system of Stanford
CoreNLP (Recasens et al., 2013; Lee et al., 2013;
Lee et al., 2011; Raghunathan et al., 2010). How-
ever, it is not capable of finding references that use
one. This can be solved by letting the one always
refer to the first entity of the sentence, because of
the simplicity of the sentences.
3.2 Parsing
To parse the robot commands, a Probabilis-
tic Combinatory Categorial Grammar (PCCG)
(Kwiatkowski et al., 2010) is used. Regular CCGs
consist out of two sets: a lexicon of lexical items
and a set of operations. A lexical entry combines
a word or phrase with its meaning. This meaning
is represented by a category. A category captures
the syntactic as well as the the semantic informa-
tion of a word. A number of primitive symbols, a
subset of the part-of-speech tags, are used to rep-
resent the syntax. These primitive symbols can be
combined using specific operator symbols (/, \).
The semantics are represented by a λ-expression.
Some example lexical entries are:
blue ` ADJ : λx.color(x, blue)
pyramid ` N : λx.type(x, prism)
pick up ` S/NP : λyλx.action(x, take, y)
The operator symbols can now be used to de-
termine how the categories can be combined using
operations. The operations that are used by the
CCG take one or two categories as input and re-
turn one category as output. These operations will
simultaneously address syntax and semantics. The
two most frequently used operations are the appli-
cation operations, i.e., forward (>) and backward
(<):
X/Y : f Y : g ⇒ X : f(g) (>)
Y : g X\Y : f ⇒ X : f(g) (<)
The forward application takes as input a CCG
category with syntax X/Y and λ-expression f
followed by a category with syntax Y and λ-
expression g and returns a CGG category with syn-
tax X and λ-expression f(g).
The operations will derive syntactic and seman-
tic information, while keeping track of the word
order that is encoded using the slash direction.
Another important operation deals with the def-
inite determiner in the λ-expressions:
N : f ⇒ NP : det(f)
This operation takes a single noun (N) category
as input and returns an noun phrase (NP) category
where the original λ-expression is wrapped in a
determiner. A complete parsing example is shown
in Figure 2.
Take
S/NP
λzλy.action(y, take, z)
the
N/N
λx.x
pyramid
N
λx.type(x, prism)
>
N
λx.type(x, prism)
NP
det(λx.type(x, prism))
>
S
λy.action(y, take, det(λx.type(x, prism)))
Figure 2: A possible parse for the sentence “Take
the pyramid”
CCGs will usually have multiple possible parses
for a sentence given a certain lexicon for which it
is not possible to determine which of these is best.
To alleviate this problem, PCCGs have been intro-
duced (Kwiatkowski et al., 2010). PCCGs will re-
turn the most likely parse using a log-linear model
that contains a parameter vector θ, estimated us-
ing stochastic gradient updates. The joint proba-
bility of a λ-calculus expression z and a parse y is
given by P (y, z|x; θ,Λ), with Λ being the entire
lexicon. The most likely λ-calculus expression z
given a sentence x can then be found by:
f(x) = arg max
z
P (z|x; θ,Λ)
where the probability of z is equal to the sum of
the probabilities of all parses that produce z:
P (z|x; θ,Λ) =
∑
y
P (y, z|x; θ,Λ)
For training the PCCGs, the algorithm as de-
scribed by Kwiatkowski et al. (2010) was used. It
consists of two steps. In the first step the lexicon is
expanded with new lexical items. The second step
will update the parameters of the grammar using
stochastic gradient updates (LeCun et al., 1998).
All parameters are associated with a feature. The
system uses lexical features: for each item in the
lexicon a feature is added that fires when the item
is used.
3.3 Verification
The parser will return multiple λ-expressions,
each with an attached likelihood score. In the
verification step, these resulting expressions are
checked against the context. These λ-expressions
are first transformed to RCL expressions3. Next,
the entities are extracted from the RCL expres-
sions and for each entity a corresponding object
is searched using a spatial planner, provided by
the task organizer. This spatial planner will, given
an entity description in RCL, return the objects in
the context that satisfy that description. RCL ex-
pressions with entities that have no corresponding
object in the context are discarded. From the re-
maining RCL expressions the one with the highest
likelihood is returned.
3Note that during pre- and postprocessing no information
is lost, as the mapping between λ-calculus and RCL is a one-
to-one function.
Complete Partial Without context
Correct 71.29% 78.58% 57.76%
Wrong 11.66% 4.37% 27.72%
No result 17.05% 17.05% 14.52%
Table 1: Results
4 Evaluation
The provided dataset for the task was crowd-
sourced using Train Robots, an online game in
which players were given before and after im-
ages of a scene and were asked to give the NL
command that the robot had executed (Dukes,
2013a). Each scene is a formal description of a
discrete 8x8x8 3D game board consisting of col-
ored blocks. The entire dataset consists of 3409
annotated examples, and was split in a training and
test set of 2500 and 909 sentences respectively.
The results are listed in Table 1. The first col-
umn (“Complete”) contains the results when the
resulting RCL expression is exactly the same as
the ground-truth RCL expression. Next to the full
matching scores, we also provide the scores for
partial matching of the RCL expressions (“Par-
tial”), based on the Parseval metric (Black et al.,
1991). Each RCL expression is scored between 0
and 1 according to the resemblance with the ex-
pected expression. The tree representations of the
RCL expressions are compared and the number of
correct nodes in the actual expression are divided
by the number of nodes in the tree of the expected
expression to calculate the score. A node is correct
if it is present at the same position in both trees and
if all children are correct.
The last column (“Without context”) contains
the results when using the parser without the veri-
fication step. This can be considered a baseline.
It may be clear that the use of contextual parsing
is advantageous when comparing the contextual
with the non-contextual setting, with an increase
of 13% in the number of correct results.
Error Analysis
When inspecting the wrong parses, it could be ob-
served that the wrong results were usually mini-
mally wrong. Either the value of a certain element
was wrong, an unnecessary element was added
to the expression or a required element was not
present in the resulting expression. This is also
clear when comparing the complete with the par-
tial match results, from which it can be seen that
66 sentences were only partially incorrect. Some
Expected Actual Occurrences
edge region 17
above within 15
right left 8
left front 7
within above 6
Table 2: Wrong values
of the most commonly wrong values are listed in
Table 2. A final common reason for a wrong parse
was that a sequence of a take and a drop action
is considered as a single move action. There are
6 occurrences of this final case of which 5 would
result in the same end state.
One of the most common reasons that the parser
returned no result for a sentence, is because one
type of sentences was not present in the training
set. Sentences of the form “pick up red block. put
it on grey block” were completely absent from the
training data, but did appear 34 times in the test
set. Their structure is quite simple and should not
present a problem, but the parser was only trained
on sentences that combined the two actions with
an “and” connective. This is a problem because
the trained grammar is very dependent on the pro-
vided training data. Another difficult type of sen-
tences are the ones that contain measures. Only
17 of these were parsed correctly, while 70 had no
result and 3 were wrong.
Without considering the context, the combined
move& drop action is not possible, since the con-
text is required to decide afterwards which specific
action has to be executed. 59 sentences (6.5%)
were wrong because a wrong action was selected.
5 Conclusions and Future Work
In this paper we have presented an improved se-
mantic parsing approach for robot commands by
integrating spatial context. It consists of two steps.
First, the sentence is parsed using a Probabilis-
tic Combinatory Categorial Grammar. Next, the
parses are checked against the context. The re-
sulting parse is the one with the highest likeli-
hood that is valid given the context. This ap-
proach was evaluated on the SemEval-2014 Task
6 dataset. The results indicate that integrating
contextual knowledge is advantageous for parsing
spatial robot commands.
In future work, we will perform an in-depth
analysis of our system in comparison with the
other participating systems. Furthermore, we will
extend our approach to contexts that also contain
probabilistic facts, in order to be able to handle
noisy sensor data.
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