, where E is a Banach space and (A(t)} is a family of infinitesimal generators of bounded analytic semigroups is considered; the domains D@(t)) are supposed constant in t and possibly not dense in E. Maximal regularity of the strict and classical solutions, i.e., regularity of u' and A(.)u(.) with values in the interpolation spaces D,,O,(l?, co) and DA&B) between D@(O)) and E, is studied. A characterization of such spaces in a concrete case is also given. 0 1985 Academic Press, Inc.
in addition Sobolevskii's condition, namely Holder continuity of t -+ A(t) with values in the space F(D(A(O)), E) of bounded linear operators from D(A(0)) into E, is replaced in [5] by the assumption that t + A(t) is continuous with values in ip(D,(,,(B + l), D,(,,(Q).
As in [2] , our method does not require the construction of the fundamental solution; it is based instead upon a representation formula for the solutions of (P), and all our results are obtained by a careful analysis of it. The formula that we used in [2] is different from the present one: the former required suitable time regularity assumptions onf, while the latter is meaningful provided f has suitable space regularity properties. Of course iff is assumed to be regular both in time and in space, then both formulas apply and in fact they coincide.
Our representation formula can be derived by the following heuristic argument: if u solves (P), fix t E IO, r] and consider the function u(s) = e (f-sMI)U(S),
SE [O,t]; the first derivative of u(s) is u'(s) = -A(t) e(t-s)a(r) u(s) + e(f-s)acf)(A(s) u(s) +f(s)) = e(t-s)A(')(A(s) -A(f)) u(s) + e(r-s)a(t)f(s).
Integrating over [0, t] we get u(f) -etA(l)x = 1' e(r-s)A(r) ( This procedure is quite heuristic and we need to give some sense to it. We will see that the integral operator Z-Z is of Volterra type with integrable kernel, and that the operator L is well defined on the space of bounded functions with values in some D,(,,(B, 03). Thus if we takefin such a space and x suitably regular, formula (0.1) will turn out to be perfectly meaningful and will give the desired representation of the solutions of (P). Let us describe now the subjects of the next sections. Section 1 contains a list of notations, definitions and assumptions; in Section 2 we establish some preliminary results. In Section 3 we derive the basic technical background which is needed to prove our main theorems. In Section 4 we discuss the existence of strict and classical solutions. Section 5 is devoted to space regularity results. Finally in Section 6 we illustrate an example where an explicit characterization of D, (8, co) and DA(e) is given, when A is a second order ordinary differential operator with Neumann boundary conditions in the space of continuous functions. A similar characterization in the case of several variables and more general boundary conditions will be given in a forthcoming paper. We shall also consider the following spaces of functions:
-A (t)A((s)-') A(s) u(s) ds + 1: e(t-s)A(l)S(s) ds, 0 and applying A(t) we obtain an integral equation for A(t) u(t): ~wu(r)-p(~) e(f-s)A(f)(l --A(t')A(s)
(f) W+, T, r) = f7sPlo,rl B@, T, y) and is not supposed to be dense in E; however, if Hypothesis I holds and E is locally sequentially weakly compact (e.g., E is reflexive) then necessarily D(A(0)) = E (see Kato [6] ).
Let us recall our definitions of solutions of Problem (P) (see [2] ):
In (21 a weaker type of solution is also considered, namely the strong solution. We will not study such solutions here: we just recall their definition and some related properties. Clearly
if 0 < /I < u < 1. (2.3) which is equivalent to the usual norm of (D@(O)), E), -8,m (see [3] ). It can be seen that there exist co, c', C" such that Hence the quantities in addition, 0 E p(A), the D*(& co ).
If 0</3<B< 1 we
Gc" p;, lIl~le~w4ellE. Let us assume, from now on, Hypotheses I and II. In the rest of this section, unless otherwise specified, such assumptions will always be supposed to hold. We will state some results of general character, whose proofs, when omitted, can be found in [2] ProoJ It is sufficient to note that
As a direct consequence of the fact that D@(t)) does not depend on t, we have: PROPOSITION 
. Let E > 0. By assumption, there exists 6, > 0 such that
Thus if { < 6, we get (8) Taking into account (i), the result follows easily. 1 PROPOSITION 2.7. We have: However, in order to simplify notations and statements, from now on we shall adopt the following convention:
The following definition is useful, too: now t-i liu(t)ll* is a measurable function, since it is the supremum of a countable family of real measurable functions.
BASIC LEMMATA
This section contains a list of technical results which analyze in detail the operators and functions appearing in the integral equation (0.2) and in the representation formula (0.3) of the Introduction. We follow the same lines of Section 3 in [ 1, 2] , where a similar sequence of statements is given.
Throughout this section, unless otherwise specified, Hypotheses I and II are assumed. We also recall Convention 2.8 about the symbols DAo,(B, co) and D, (o,(e) for 0 = 0, 1.
(a) The Function t -+ L(t, 0) x = A(t) etA(')x LEMMA 3.1. We have:
(ii) L(., 0) E 9(DAo,(R co>, B,-e+,(O, T DAcO,(~, ~1) VcE LO9 43
Proof. (i) If x E E and t E IO, T] then evidently L(t, 0) x E D@(O)
). Moreover if 0 < E < r < t < T we have: by Lemma 2.11(ii) (case S=O,p= 1) and Proposition 2.7(iii) we have as t + O+ ll~(t)e'"'~~x-~(O>x~l~~ll~(t)e'A"'x-~(~)e'A'o'xll~'~~~~o~~,~~llxll~~~~~~~
(iv) Again, we omit the (obvious) case
(v) Let 8 E IO, a[. By (i) and (' lv we only need to prove that lim,, + ) IIL(t, 0)x--A(0)xlle= 0. By Lemma 2.1 l(ii) (case 8 E [0, a],/?= 1) and Proposition 2.6(i) we get as t + O+ : zf g E C,(]O, Tl, 4,,,(e)), P E LO9 1 L BE IO,4 then Lg E he@, Tl, E). We write
We estimate each term as follows: as t-r-+0+. (vii) Let q < r < t < T. We start from (3.3); since g E C( [r,r, T], D,,,,(B)), the first term on the right-hand side of (3.3) can be estimated as in (v), so that (3.6) holds. The second term can be treated as in (vi), obtaining To estimate the third term in (3.3), we split it as in (3.7), where now 6 = d(E, v) E IO, fr[ is such that 11 g(s) -g(r)II, < E as IS -r/ < 6 (this is possible because g E C([fq T], DAcO)(0))). The three terms in (3.7) are estimated as follows: We have:
(A (t) e(t-S)A(f) -A(r) e(f-s)A(r))g(s) ds
A
(i) HE LP(B,(O, T, E), B,(O, T, DA(o)(a9 a)))> VP E LO9 I[; (ii) If g E B,(O, T, E), /3 E [O, l[, then Hg E C"(lO, Tl, E) VUE ]O,a[; (iii) If g E B,(O, T, E) n C"(]O, T],E), /3 E [0, l[, 6 E 10, l[, then
Hg (iii) Let E < r < t < T. As in (ii) we obtain (3.10) and similarly we deduce : that Ilfw -fwr)lI, 
STRICT AND CLASSICAL SOLUTIONS
It is proved in [2] that under Hypotheses I, II Problem (P) has a unique strong solution U, provided x E D@(O)) and fE C( [0, T], E). We want to prove now that if x and f are more regular then u is a strict, or classical, solution of (P).
First of all we will show that formula (0.1) necessarily holds for a strict solution; next, we will verify that (0.1) really is the required solution. In this section, as usual, we will always assume that Hypotheses I and II are satisfied.
We recall the definition of the space D, given in Proposition 2.7(iii) (see also Convention 2.8):
We have: w'(t) -A(t) w(t) =f(t), t E 10, Tl, w(0) = 0, (4.5 ) then the classical solution of (P) will be given by u = 2) + W. Hence it is enough to solve (4.5).
As u is a strict solution, u is continuously differentiable on [O, t] and u'(s) = -A(t) e(t-s)A(t) u(s) + ect's)A(t)(A(s) u(s) +f(s)
)
(t) u(t) =A(t) etAtt)x + A(t) e(t-s)A(t)(l -A(t')A(s)
For each n E N consider the functions Integrating over [fs, t] and applying A(t) to both members, we get A(t) v(t) = A(t) ectpE'2)A(')u($e)
Clearly f, E C([O, T],E) nB(O, T,D,(,,
(
+ f A@) e(t-s)A(')(l -A(t) A(s)-') A(s) v(s) ds, t E [E, T].

J2
Now we have In this section we will prove some global regularity results for strict solutions of (P). These results are quite similar to those of Sinestrari [ 121 relative to the autonomous case. As usual, Hypotheses I and II are always assumed to hold. As n + 00, we easily get that ZI, + u and A(.) v,(a) + A(.) u(.) with u given by (5.3), so that u is a strict solution of (P). We have only to characterize the spaces DAfoJ(f?, co) and D,{,, (8) in this concrete case. In the case of Dirichlet conditions, i.e., /3,, = /3, = 0, it is known (see Da Prato and Grisvard [5] and Lunardi [9] where q E P(R, R), 0 < q < 1, q EZ 1 in [-1, j], and the support of q lies in [-1, 21 . Note that the case /I, = 0 (resp. /I, = 0) is also covered: one has only to replace the corresponding integral by its limit as PO + O+ (resp. p, -+ 0 +), namely, -27r( y)f(-y) (resp. -2q( y) f(2 -y)). It is easy to verify that F has the same regularity as J; and that if aof -Pof'W = QV) + PJ'Q> = 0 (6.5 1 then the same holds for F.
We want to construct now a function t--t u(t, a) such that ~(0, .) =f and
First of all, let rp E P(R) be a non-negative, even function with support contained in ] -1, 1 [ and satisfying JR q(y) dy = 1, and let q,(y) = E -' p( y . E -I), E > 0, be the corresponding mollifiers. Let us consider the function u(t,~) defined by the convolution between ~1, and F, with parameter s = t "': 
