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Figur 1: But under a different accounting convention....
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Forord
Dette er del I (av II) av kompendiet i faget “MAT110 Statistikk 1” ved høyskolen i Molde. Del II
blir utgitt senere i kurset.
Forelesningene vil i all hovedsak følge dette kompendiet. Kompendiet er stort sett i samsvar med
læreboken:
Statistikk for økonomifag, Jan Ubøe, Gyldendal akademisk, 4. utg., 2012
Selv om pensum defineres ut fra kompendiet, forelesningene og øvingene s˚a anbefales det a˚ ha
læreboken i tillegg. Læreboken behandler flere detaljer enn kompendiet. Læreboken kan ogs˚a være
nyttig som oppslagsverk senere i studiet og i arbeidslivet etter endt studium.
Studentene ved Høgskolen i Molde som skal ha dette kurset er blant annet studenter innenfor
følgende studieretninger:
• økonomi og administrasjon
• revisjon
• Supply Chain Management
• Sport Management
• petroliumslogistikk
B˚ade eksemplene i dette kompendiet og de tilhørende øvingsoppgavene preges av disse disiplinene.
Det betyr at eksemplene i kompendiet og tematikken i øvingsoppgavene er i stor grad motivert ut
fra disse studieretningene. Dette for a˚ illustrere relevansen av statistikk i disse sammenhengene.
Til dette kompendiet hører det en formelsamling. Formlene i den formelsamlingen er stort sett de
formlene som er markert med rød skrift og ramme rundt i dette kompendiet. Studentene oppfordres
til a˚ bruke formelsamlingen aktivt n˚ar øvingsoppgaver skal løses. Formelsamlingen sammen med
godkjent kalkulator er tillatte hjelpemiddeler under eksamen.
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Alle forelesningene blir tatt opp p˚a video. Alle disse videoene finnes p˚a Høgskolen i Molde sin
a˚pne kursportal:
www.himoldeX.no
Alt kursmateriell (bortsett fra læreboken til Ubøe) finnes p˚a denne a˚pne portalen.
Alt er gratis!
Per Kristian Rekdal
Copyright c© Høyskolen i Molde, januar 2014.
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Kursinfo
Emnekode:
MAT110
Emnenavn:
Statistikk 1
Studiepoeng:
7.5
Undervisningssemester:
V˚ar 2014
Forkunnskaper:
Ingen. Elementær kjennskap til matematikk er en fordel. 1
Undervisningssted:
Molde og Kristiansund 2
Spr˚ak:
Norsk
Spr˚ak øvinger/eksamen:
Norsk
Undervisningsform:
4 timer forelesning + 2 timer med regneøvinger per uke.
1Det er en stor fordel a˚ matematikkkunnskaper tilsvarende “MAT100 Matematikk”. Dette er imidertid ikke
p˚akrevd. For de som mangler kjennskap til elementær algebra ma˚ p˚aregne noe ekstra arbeidsinnsats.
2Faget “MAT110K Statistikk 1” undervises i Kristiansund. MAT110K er samme faget som MAT110. Kun
undervisningssted er forskjellig.
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Antall øvinger:
Totalt vil det bli gitt ca. 7 øvinger, dvs. innleveringer hver 14. dag.
Øvingstimer:
Hver uke blir det arrangert 3 dobbeltøvingstimer med hjelpelærer. I disse øvingstimene skal
studentene regne oppgaver for innlevering. Studentene kan fritt velge hvilken av disse 3 dob-
beltøvingstimene som han/hun ønsker a˚ møte opp p˚a. Det er lov a˚ møte opp p˚a flere. Det blir
studentene sogar oppfordret til.
Arbeidskrav:
Oppgaver levert innen gitte frister. For a˚ f˚a tilgang til eksamen m˚a følgende arbeidskrav
oppfylles: 3
5 av totalt 7 øvinger m˚a være innleverte og godkjente
Det er ikke obligatorisk oppmøte p˚a øvingstimene. Men studentene oppfordres sterkt til a˚ delta.
B˚ade hjelpelærer og faglærer (Per Kristian Rekdal) vil være til stede. 4
Dersom en kandidat stryker har kandidaten mulighet til a˚ ta p˚afølgende ny og utsatt eksamen,
“kontinuasjonseksamen”. Da slipper man a˚ utføre arbeidskravene p˚a nytt. Men dersom kandidaten
ikke tar denne kontinuasjonseksamenen og heller ønsker a˚ ta neste ordinære eksamen, da m˚a
arbeidskravene utføres p˚a nytt. 5
Timeplan:
Forelesninger: (starter uke 3, dvs. tirsdag 14. jan. 2014)
Tirsdager: 12:15 - 14:00, rom A-108
Torsdager: 12:15 - 14:00, rom A-108
Øvingstimer: (starter uke 4, dvs. mandag 20. jan. 2014)
Mandager: 08:15 - 10:15, rom B-137
Tirsdager: 14:15 - 16:00, rom A-108
Torsdager: 14:15 - 16:00, rom A-108
Vurderingsform:
4 timer skriftlig slutteksamen (100 %).
3For a˚ f˚a godkjent en øving ma˚ man ha ca. 50 % av oppgavene riktig.
4Det er lov a˚ komme p˚a s˚a mange øvingstimer i uken man ma˚tte ønske.
5Alts˚a: arbeidskravene “overvintrer” ikke.
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Karaktertype:
Bokstavkarakter
Hjelpemidler eksamen:
Godkjent kalkulator og formelsamling (se “litteratur” nedenfor).
• Kun originalversjonen av formelsamlingen utgitt av “SiMolde Bok” er lov a˚ ha med p˚a
eksamen. (Dette fordi det skal være lett a˚ se at dere har med den riktige og lovlige formel-
samlingen p˚a eksamen).
• Det er lov a˚ skrive egne notater i formelsamlingen som dere kan ta med p˚a eksamen. Men:
Ikke skriv av hele eksempler og hele oppgaver. (Dersom dette blir praktisert i stor grad m˚a
vi revurdere denne ordningen i forhold til neste a˚rs studenter).
Læringsutbytte:
Ved fullført kurs skal studenten: 6
1. se grunnleggende sammenhenger mellom statistik og anvendelser innen fagdisipliner som
konomi, logistikk, sport og revisjon
2. kjenne til grunnleggende statistiske metoder og vre i stand til a˚ forst˚a og tolke statistiske
data
3. beherske grunnleggende sannsynlighetsregning
4. analysere sannsynlighetsfordelinger og beregne forventning og varians til en stokastisk va-
riabel, samt viderefre dette til linerkombinasjoner av stokastiske variabler
5. forst simultane sannsynlighetsfordelinger inkludert beregning av forventning, varians og ko-
varians
6. velge sannsynlighetsmodell og regne med diskrete og kontinuerlige sannsynlighetsfordelinger
7. (kunne estimere ukjente parametre, punkt- og intervallestimering)
8. (beherske hypotesetesting i mlemodell og binomisk modell)
9. (analysere samvariasjon mellom to stokastiske variabler, bde ved regresjons-analyse og ved
tolkning av korrelasjonskoeffisienten, og ved estimering og hypotesetest av regresjonskoeffi-
sienten)
6Punktene i parentes kommer mulignes til a˚ bli “orientersingspensum”, dvs. man skal vite om temaet og hva
det dreier seg om, uten at vi kommer til a˚ g˚a alt for detaljert til verks.
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Innhold:
Se innholdsfortegnelse i dette kompendiet. 7
Pensum:
• alle forelesningene
• alle 7 øvingene
• alle 7 øvingsforslagene
• kompendiet
Endelig pensumliste blir gitt ut p˚a slutten av kurset. Der blir det orientert om, og eventuelt i
hvilken grad, pensum inkluderer tema ut over kapittel 1-7. 8
Litteratur:
Ubøe, Jan: “Statistikk for økonomifag”, (norsk), Gyldendal akademisk, 2012 (4. utgave). 9
I tillegg kan man kjøpe: 10
• Rekdal, Per Kr.: “Kompendium i MAT110 Statistikk 1”, SiMolde Bok, Molde, 2014.
• Rekdal, Per Kr.: “Formelsamling i MAT110 Statistikk 1”, SiMolde Bok, Molde, 2014. 11
7I skrivende stund, januar 2014, er ikke del 2 av kompendiet helt ferdig. Derfor er ikke innholdsfortegnelsen helt
komplett.
8Mulig del 2 i kompendiet kommer til a˚ inneholde noen f˚a utvalgte “orienteringstema”, som f.eks. regresjon.
9Eldre utgaver av læreboken til Jan Ubøe kan ogs˚a benyttes.
10Tidligere versjoner av kompendiet kan ikke brukes. Dette fordi sidetall og ligningsnummer er endret. I tillegg
er det en del endringer og korreksjoner i a˚rets utgave sammenlignet med tidligere utgaver.
11Formelsamling blir utgitt ved omtrent midt i semesteret.
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Studieteknikk
I dette avsnittet gis noen tips ang˚aende studieteknikk. Studieteknikken presentert her er veldig
konkret og spesifikk for dette kurset, “MAT110 Statistikk 1”. Dog er mange av tipsene overførbare
til mange andre fag.
1) Notater:
Studentene f˚ar muligheten til a˚ kjøpe eller skrive ut kompendiet før kursets oppstart. Kompendiet
er komplett og dekker essensen av hele pensum. Forelesningene følger kompendiet i relativt stor
grad. Derfor behøver ikke studentene a˚ skrive av alt som skrives p˚a tavlen av foreleser i timene.
Skriv gjerne ned dine egne formuleringer av stoffet. Rett inn i kompendiet. Du behøver ikke egen
notatbok, dersom du ikke absolutt foretrekker det. Kun korte kommentarer er ofte best. Gjør
understrekinger og uthevinger direkte i kompendiet.
Skriv egne notater RETT INN i kompendiet
Det er mye “luft” og god plass i kompendiet til nettopp dette form˚alet.
2) Kom forberedt til timene:
Ved hver dobbelttime g˚as gjennom ca. 15-20 sider i kompendiet. Tema for de neste forelesnings-
timene er derfor 15-20 sider fra hvor vi avsluttet forrige gang.
Les gjennom kompendiet FØR timen
Da f˚ar du mer ut av forelesningene. Les b˚ade gjennom stoffet i læreboken og i kompendiet.
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3) Gjør ALLE øvingsoppgavene:
Det vil bli gitt ut øvingsoppgaver i faget. Studentene oppfordres sterkt til a˚ gjøre samtlige øving-
ssett.
Lever inn ALLE øvingene
5) Gjør øvingsoppgavene FØR øvingstimene:
Det er helt urealistisk a˚ tro at man greier a˚ løse hele øvingssettet i løpet av en dobbelttime. I
særklasse den beste m˚aten a˚ utnytte øvingstimene p˚a er a˚ regne gjennom hele øvingssettet FØR
øvingstimen. Da kan studentene spørre hjelpelærerne direkte p˚a de oppgavene som de ikke fikk til.
Da slipper man a˚ “rote” bort mesteparten av tiden i øvingstimene p˚a a˚ sette seg inn i oppgaven.
Det kan man gjøre hjemme.
Gjør øvingsoppgavene FØR øvingstimene
6) Møt opp p˚a øvingstimene:
Møt opp p˚a øvingstimene! Da f˚ar du god hjelp av hjelpelærerne. Øvingstimene er en veldig god
arena for a˚ jobbe aktivt med oppgavene. Da kan andre studenter hjelpe deg ogs˚a. Og du kan hjelpe
andre. Dersom det er mange som ikke f˚ar til en oppgave s˚a vil hjelpelærerne gi tips p˚a tavlen.
Møt opp p˚a øvingstimene
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7) Regn gjennom ALLE øvingsoppgavene PA˚ NYTT:
Etter at innleveringsfristen til øvingene er passert vil løsningsforslagene bli lagt ut p˚a Fronter. Da
kan studentene laste ned disse. Regn deretter gjennom ALLE øvingene p˚a nytt! Og sammenlign
dine svar med løsningsforslaget. Særlig viktig er dette før eksamen!
Regn gjennom ALLE øvingene PA˚ NYTT. Sammenlign med løsningsforslaget.
8) Hard jobbing blir verdsatt:
Hele opplegget i “MAT110 Statistikk 1” er lagt opp slik at eksamensoppgavene gjenspeiles av:
• forelesningene
• øvingstimene
• øvingsoppgavene
I praksis betyr dette at alle som jobber jevnt med faget gjennom hele semesteret, og særlig med
øvingstimene og øvingsoppgavene, stiller veldig sterkt til eksamen. Foreleser verdsetter god innsats!
Eksamenstips: Jobb hardt! Det gir resultater!

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Kapittel 0
Introduksjon
0.1 Statistikk
Hva er statistikk?
• vitenskapen a˚ samle inn, beskrive og tolke data
Hvilke problemstillinger tar statistikkfaget for seg generelt?
• innsamling av data
• planlegging og oppsett av eksperimenter/undersøkelser
( jfr. faget “SCM300 Survey Design” ved Høyskolen i Molde )
• vitenskapsfilosofi
• modellbygging
• tolkning og presentasjon av data og konklusjoner
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Figur 1: Oversikt over sentrale deler innenfor statistikkfaget. De temaene med en rød boks rundt
er tema som ogs˚a dette kurset berører. (Kilde: http://commons.wikimedia.org).
0.2 Oversikt over “MAT110 Statistikk 1”
Statistikk deles ofte generelt inn i 3 deler: 1
1. beskrivende statistikk (kap. 1)
• handler om a˚ beskrive og sammenfatte det en observerer
• men ikke si noe om verden utenfor det observerte
2. sannsynlighetsregning (kap.2, 3 og 4)
• har tradisjonelt vært en del av matematikken
• jeg kjenner verden, hva vil jeg sannsynligvis observere?
3. statistisk inferens (resten)
• fra utvalg til det virkelige liv
• jeg observerer en liten del av verden, hva kan jeg si om hele verden?
1“MAT110 Statistikk 1” tar for seg tema fra del 1 og del 2. “MAT210 Statistikk 2” tar for seg tema fra del 3.
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0.3 Anvendelsersomr˚ader
Hva slags disipliner og vitenskapsgrener bruker statistikk som et sentralt verktøy?
Svar: alle disipliner og vitenskapsgrener hvor kvantitative data framskaffes, for eksempel:
• økonomi, revisjon og regnskap
– risikovurdering av investeringer/kjøp av aksjer, f.eks. basert p˚a historiske data
– analyser av aksjer og fond
– banker bruker statistikk for a˚ estimere innskudd, og baserer seg p˚a at de som har satt
inn penger i banken ikke tar dem ut samtidig
– statistiske metoder brukes for a˚ utarbeide indikatorer for mulige inntekter for bedrif-
ter/konsern
– svært mange Nobelprisvinnere i økonomi er matematikere og statistikere (!)
• biologi
• medisin
• industri
• logistikk
– leveringstid og usikkerhetsvurdering av levering(stid), forventing og varians
– analyse av tilbud og etterspørsel i forhold til leveringstid: korrelasjoner
– statistisk analyse av forventing og variasjoner av inntekt, f.eks. sesongvariasjoner
– forsikring av gods vs risiko for tap
• sport
– analyse av historiske data: finne sammenhenger, dvs. korrelasjoner
– statistisk analyse av idrettsskader, treningsbelastning og resultat
– sportsøkonomi: usikkerhet i inntekt/utgifter for klubber/foreninger (varians)
– NFL: mye data relatert til enkeltspillere, lag (viktig del av CV)
• spill- og spillteori
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0.4 Ma˚lsetning for MAT110 Statistikk 1
Ma˚lsetning for “MAT110 Statistikk 1” er:
• a˚ gi en anvendt innføring i sannsynlighetsteori og stokastiske variable
• a˚ gi en anvendt innføring i de mest sentrale statistiske modeller og metoder
• gi studentene et grunnlag for selv a˚ kunne foreta enkle statistiske analyser
De to siste kulepunktene blir ogs˚a sentrale i “MAT210 Statistikk 2” ved Høgskolen i Molde.
Sagt p˚a en annen m˚ate:
• det vi blant annet skal gjøre er a˚ lære a˚ trekke konklusjoner om en stor, komplisert
situasjon (stort tallmateriale) ut fra et relativt lite forsøk (lite tallmateriale)
24
Kapittel 1
Beskrivende statistikk
1.1 Populasjon og utvalg
Definisjon: ( populasjon )
Populasjon = den totale mengden av objekter/data som vi ønsker a˚ analysere

Definisjon: ( utvalg )
Utvalg = en delmengde av populasjonen,
dvs. en samling av data som er hentet fra en populasjon

Kommentarer:
• Vi er interessert i informasjon om en populasjon, men populasjonen kan være stor/upraktisk
a˚ observere i sin helhet. Vi bruker derfor egenskaper ved utvalget til a˚ beskrive populasjonen.
• Et utvalg er tilfeldige stikkprøver fra den totale populasjon.
• For at utvalget skal kunne brukes til a˚ trekke konklusjoner om populasjonen s˚a m˚a utvalget
være representativt.
• Undersøkes hele populasjonen har vi sikker informasjon, dvs. ingen utvalgsfeil (populasjon
= utvalg).
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Definisjon: ( statistisk inferens )
Statistisk inferens = det a˚ tolke/analysere utvalget for a˚ finne ut mest mulig om
hele populasjonen

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Figur 1.1: Prosessen ved statistisk inferens, generelt.
Prosessen for statistisk inferens er illustrert generelt i figur (1.1).
Eksempel 1: ( utvalg )
Vi ønsker a˚ gjennomføre en meningsm˚aling for a˚ lodde den politiske stemningen i Norge.
N = ca. 3 mill. stemmeberettigede (1.1)
n = utvalg p˚a f.eks. 1000 personer (1.2)
Prosessen for statisk inferens i dette tilfellet er illustrert i figur (1.2):
Figur 1.2: Prosessen ved statistisk inferens for en meningsm˚aling.
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Momenter og spørsm˚al man bør ta stilling til:
• Tilfeldig utvalg
– For at utvalget skal kunne brukes til a˚ trekke konklusjoner om populasjonen m˚a utvalget
være representativt. Dette krever et tilfeldig utvalg. Alle elementene (personene) skal
ha lik sannsynlighet for a˚ bli trukket.
• Hvordan skal data samles inn?
– Spørsm˚al bør være nøytrale.
– Utvalget bør sikres anonymitet.
• Hvordan skal data tolkes?
– Bør planlegges i forkant.
– Bør benytte statistiske metoder. (Dette skal vi lære mer om i de p˚afølgende kapitlene
i dette kurset samt “MAT210 Matematikk 2”).

28
Eksempel 2: ( utvalg )
Figur 1.3: Populasjon og utvalg, eksempel 2.
Eksempel 3: ( utvalg )
Figur 1.4: Populasjon og utvalg, eksempel 3.
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1.2 Statistiske m˚al (e`n variabel)
1.2.1 Lokaliseringsm˚al
I dette underavsnittet skal vi se p˚a noen størrelser som beskriver “sentrum” i observasjoner.
Definisjon: ( median )
La n være en serie med tall/observasjoner i ordnet rekkefølge. Da er:
median =


midtre observasjonen , n = odde
gjennomsnitt av to midterste observasjonene , n = like
(1.3)

Medianen deler observasjonsmaterialet i 2 deler: en halvpart som er større enn medianen, og en
halvpart som er mindre.
Eksempel 1: ( median )
La oss se p˚a følgende tall:
1.5% , 2.3% , −3.4% , −5.6% , 0.3% , −3.4% , 3.2% , 2.2% (1.4)
La oss sortere disse i stigende rekkefølge:
−5.6% , −3.4% , −3.4% , 0.3% , 1.5% , 2.2% , 2.3% , 3.2% (1.5)
Siden det er n = 8 observasjoner, dvs. like antall, s˚a er
median =
0.3% + 1.5%
2
= 0.9% (1.6)

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Definisjon: ( typetall ) 1
La n være en serie med tall/observasjoner i ordnet rekkefølge. Da er:
typetall = den verdien som forekommer hyppigst (1.7)

Definisjon: ( gjennomsnitt )
La x1, x2, x3, ..., xn være n antall observasjoner. Da er gjennomsnittet:
2
x =
1
n
n∑
i=1
xi (1.8)

Eksempel 2: ( typetall, median og gjennomsnitt )
Finn typetall, median og gjennomsnitt for tallene
51.6 , 48.7 , 50.3 , 49.5 , 48.9 (1.9)
Løsning:
La oss først sortere tallene etter stigende rekkefølge: (n = 5, dvs. odde)
48.7 , 48.9 , 49.5 , 50.3 , 51.6 (1.10)
1Kalles ogs˚a modus eller modalverdi.
2Σ = den greske bokstaven “sigma”. F.eks. Σ3i=1xi = x1 + x2 + x3.
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Da ser vi at:
typetall
lign.(1.7)
= den verdien som forekommer hyppigst = eksisterer ikke (1.11)
median
lign.(1.3)
= midterste observasjon (n odde) = 49.5% (1.12)
x
lign.(1.8)
=
n=5
1
5
5∑
i=1
xi
=
1
5
(
48.7 + 48.9 + 49.5 + 50.3 + 51.6
)
= 49.8 (1.13)

Generelt er typetall, median og gjennomsnitt forskjellige, dvs. ikke sammenfallende, se figur (1.5b),
(1.5c) og (1.5d). Unntaket er for en symmetrisk fordeling, se figur (1.5a).
Figur 1.5: Illustrasjon av typetall (“mode”), median og gjennomsnitt (“mean”).
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1.2.2 Spredningsm˚al
I dette underavsnittet skal vi se p˚a noen størrelser som beskriver spredningen i observasjoner.
Definisjon: ( modalprosent )
La n være en serie med tall/observasjoner i ordnet rekkefølge. Da er:
modalprosent = %-vis andel av observasjonene som har verdi lik typetallet (1.14)

Definisjon: ( variasjonsbredde )
La n være en serie med tall/observasjoner i ordnet rekkefølge. Da er:
variasjonsbredde = differansen mellom største og minste verdi (1.15)

Definisjon: ( kvartilavvik )
La n være en serie med tall/observasjoner i ordnet rekkefølge. Da er:
k1 = nedre kvartil , dvs. 25% av observasjonene har verdi ≤ k1 (1.16)
k2 = medianen , dvs.


50% av observasjonene har verdi ≤ k2
50% av observasjonene har verdi ≥ k2
(1.17)
k3 = øvre kvartil , dvs. 75% av observasjonene har verdi ≤ k3 (1.18)
Da er
kvartilavvik = k3 − k1 (1.19)

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Figur 1.6: Kvartilene k1, k2 og k3.
Figur 1.7: Medianen k2.
Kommentarer:
Husk at ofte er det slik at median og og gjennomsnitt ikke er sammenfallende, se f.eks. figur (1.5).
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Definisjon: ( empirisk varians ) 3
La x1, x2, x3, ..., xn være observasjoner, og la x være gjennomsnittet.
Da er den empiriske variansen: 4
S2x =
1
n− 1
n∑
i=1
(xi − x)2 (1.20)

Definisjon: ( empirisk standardavvik ) 5
Det empiriske standardavviket er:
Sx =
√
S2x (1.21)

3Kalles ogs˚a utvalgsvariansen.
4Ulike estimater av variansen: I lign.(1.20) deler man p˚a n− 1, og ikke n. Om vi bruker det ene eller det andre
er avhengig om x er gjennomsnittet for hele populajonen, eller bare et utvalg. I dette kurset skal vi imidlertid holde
oss til definisjonen i lign.(1.20).
5Kalles ogs˚a utvalgstandardavviket.
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Eksempel 3: ( modalprosent og variasjonsbredde )
La oss se p˚a følgende tall:
2 , 2 , 3 , 5 , 5 , 5︸ ︷︷ ︸
3 stk.
, 6 , 6 , 8 , 9 (1.22)
i) For disse n = 10 observasjonene er det tallet 5 som forekommet hyppigst, dvs. typetall = 5.
Dette typetallet forekommer totalt 3 ganger. Vi finner videre:
modalprosent
lign.(1.14)
=
3
10
· 100% = 30% (1.23)
En høy verdi av modalprosenten indikerer at typetallet er svært vanlig i tallmaterialet/
observasjons-materialet. Dette typetallet forekommer totalt 3 ganger.
ii) Variasjonsbredden:
variasjonsbredden
lign.(1.15)
= max−min = 9− 2 = 7 (1.24)

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Eksempel 4: 6 ( typetall, median, modalprosent, k1, k2 og k3 )
Et hotell har totalt
n = 2715 (1.25)
antall besøk i løpet av et a˚r. Varigheten til alle disse besøkene er registrert. Resultatet av disse
observasjonene finner du i denne tabellen:
Figur 1.8: Antall observasjoner og tilhørende antall overnattinger for kunder p˚a et hotell.
a) Lokaliseringsm˚al: ( typetall, median og modalprosent )
i) Tabell (1.8) er en frekvenstabell, der # observasjoner er frekvensen, dvs. hyppigheten.
typetall
lign.(1.7)
= den verdien som forekommer hyppigst = 2 dager (1.26)
Det er flest besøkende som kun har 2 overnattinger p˚a hotellet.
6Eksempel 4 i læreboka.
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Medianen som definert i lign.(1.3) er den observasjonen som inntreffer ved det midterste
observasjonsnummeret. Siden det totale antall observasjoner n = 2175 er odde s˚a inntreffer
medianen ved observasjonsummer (n+ 1)/2 = (2175 + 1)/2 = 1088. For de to første
dagene er det 419 + 609 = 1028 observasjoner. Medianen inntreffer derfor ved
median = 3 dager (= k2) (1.27)
I dette tilfellet er alts˚a
typetall︸ ︷︷ ︸
= 2 dager
6= median︸ ︷︷ ︸
= 3 dager
(1.28)
iii) Modalprosenten er:
modalprosent
lign.(1.14)
= %-vis andel av observasjonene som har verdi lik
hyppigst︷ ︸︸ ︷
typetallet (1.29)
=
609
2175
· 100% = 28% (1.30)
som er ganske høyt, dvs. en stor andel bor p˚a hotellet i 2 dager.
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b) Spredningsm˚al: ( første kvartil, tredje kvartil og kvartilavvik )
i) Første kvartil inntreffer ved observasjonsnummer 0.25 · (n+ 1) = 0.25 · (2175 + 1) = 544.
Fra tabell i figur (1.8) ser vi da at det tilsvarer:
k1 = 2 dager (1.31)
ii) Tredje kvartil inntreffer ved observasjonsnummer 0.75 · (n + 1) = 0.75 · (2175 + 1) = 1632.
Det tilsvarer
k3 = 5 dager (1.32)
siden 419 + 609 + 305 + 204 = 1537 (4 dager)
og
419 + 609 + 305 + 204 + 177 = 1714 (5 dager).
iii) Kvartilavviket er da:
kvartilavvik
lign.(1.19)
= k3 − k1 = (5− 2) dager = 3 dager (1.33)
39
Figur 1.9: Kvartilene k1, k2 og k3 for eksempelet med hotellopphold.
Figur (1.9) illustrerer at:
• 25 % av gjestene er ved hotellet i 2 dager eller mindre ( k1 )
• 50 %, dvs. “midten” tilsvarer 3 dager p˚a hotellet ( k2 )
• 75 % av gjestene er ved hotellet i 5 dager eller mindre ( k3 )

40
Eksempel 5: ( gjennomsnitt, varians og standardavvik )
Anta at vekten ( i kg ) hos n = 12 skolebarn er:
51 , 54 , 51 , 52 , 51 , 52 , 66 , 51 , 59 , 56 , 51 , 43 (1.34)
Finn gjennomsnitt, varians og standardavvik.
Figur 1.10: 12 skolebarn.
Løsning:
i) Gjennomsnitt:
x
lign.(1.8)
=
n=12
1
12
12∑
i=1
xi (1.35)
=
51 + 54 + 51 + 52 + 51 + 52 + 66 + 51 + 59 + 56 + 51 + 43
12
kg = 53.1 kg (1.36)
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ii) Varians:
S2x
lign.(1.20)
=
n=12
1
12− 1
12∑
i=1
(xi − x)2 (1.37)
=
(51− 53.1)2 + (54− 53.1)2 + ...+ (43− 53.1)2
12− 1 kg
2 = 30.6 kg2 (1.38)
iii) Standardavvik:
Sx
lign.(1.21)
=
√
S2x =
√
30.6 kg2 = 5.5 kg (1.39)
NB: Ofte oppgir man svaret p˚a formen: x± Sx = (53.1± 5.5) kg

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Eksempel 6: ( gjennomsnitt og varians, aksjeanalyse )
Tabellene nedenfor viser aksjekursene for selskapene ALFA og BETA. Kursen p˚a aksjene har blitt
registrert over en periode p˚a 5 m˚aneder:
Figur 1.11: Aksjekurs for selskap ALFA over en periode p˚a 5 m˚aneder.
Figur 1.12: Aksjekurs for selskap BETA over en periode p˚a 5 m˚aneder.
a) Plott aksjekursene ai og bi (i = 1, 2, 3, 4, 5) i en og samme figur.
b) Hvilke av aksjekursene vil du anse for a˚ være mest usikker? Begrunn svaret.
c) Hvilke relevante lokaliseringsm˚al og hvilke relevante spredningsm˚al kan være hensiktsmessig
a˚ finne her?
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Løsning:
a) Plott av ai og bi: ( i = 1, 2, 3, 4, 5 )
( m˚aned nummer )
b) Av figuren ser vi at aksjekursene til selskapet BETA (bl˚a kurve) varierer mest.
Alts˚a avviket fra gjennomsnittsverdien b er størst for BETA.
Derfor er BETA mest usikker.
c) Lokaliseringsm˚al: gjennomsnittet a og b.
Spredingsm˚al: varians S2a og S
2
b .

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1.3 Statistiske m˚al (to variabler)
I noen situasjoner ønsker vi a˚ undersøke samvariasjonen mellom to utvalg.
Definisjon: ( empirisk kovarians ) 7
La x1, x2, x3, ..., xn og y1, y2, y3, ..., yn være observasjoner, og la x samt y være de respektive
gjennomsnitt. Den empiriske kovariansen er da: 8
Sxy =
1
n− 1
n∑
i=1
(xi − x)(yi − y) (1.40)

Eksempel 7: ( Sxy, logistikk )
Et transportfirma har et varemottak for vogntog med spesialgods. Det tar svært lang tid a˚ laste
av et vogntog med denne type last. Transportfirmaet gjør derfor e´n m˚aling per dag i en periode
p˚a 10 dager: n˚ar et tilfeldig vogntog ankommer varemottaket s˚a teller de antall vogntog x som
st˚ar foran i kø. I tillegg s˚a m˚aler de ventetiden y for det nylig ankomne vogntoget.
x = antall vogntog foran i kø (1.41)
y = antall timer i ventetid (1.42)
For enkelhetsskyld s˚a m˚aler de y kun i hele timer. Resultatet er:
7Kalles ogs˚a utvalgskovariansen.
8Ulike estimater av kovariansen: (samme kommentar som p˚a side 35) I lign.(1.40) deler man p˚a n− 1, og ikke n.
Om vi bruker det ene eller det andre er avhengig om x og y er gjennomsnitt for hele sine respektive populajoner,
eller bare et utvalg. I dette kurset skal vi imidlertid holde oss til definisjonen i lign.(1.40).
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Figur 1.13: Samsvarende verdier av antall vogntog foran i kø x og antall timer ventetid y.
Ved nærmere ettersyn av denne tabellen ser vi at:
• sm˚a x-verdier faller sammen med sm˚a y-verdier
• store x-verdier faller sammen med store y-verdier
Dremed innser vi at det er en viss grad av samsvar mellom x og y.
Dette samsvaret er kanskje enn˚a mer iøyenfallende i en grafisk fremstilling:
Figur 1.14: Grafisk fremstilling av x og y.
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For a˚ regne ut kovariansen m˚a vi først ha gjennomsnittsverdiene x og y.
x
lign.(1.8)
=
n=10
1
10
10∑
i=1
xi =
1
10
(
2 + 12 + 1 + ...+ 2
)
= 9.2 (antall vogntog i kø) (1.43)
y
lign.(1.8)
=
n=10
1
10
10∑
i=1
yi =
1
10
(
3 + 11 + 3 + ...+ 2
)
= 9.4 (ventetid, i timer) (1.44)
Deretter kan vi regne ut kovariansen:
Sxy
lign.(1.40)
=
n=10
1
10− 1
10∑
i=1
(xi − x)(yi − y) (1.45)
=
1
10− 1
[
(2− 9.2)(3− 9.4) + (12− 9.2)(11− 9.4) + ...+ (2− 9.2)(2− 9.4)
]
= 90.8 (1.46)

“Problemet” med kovariansen Sxy er at den kan være vanskelig a˚ tolke. Dette bl.a. fordi:
• størrelsen Sxy kan gi “store” eller “sm˚a” tall som vi m˚a sammenligne med andre tall for a˚
kunne forst˚a bedre
• Sxy er enhetsavhengig og gir dermed ulikt resultat dersom vi f.eks. regner med timer, mi-
nutter eller sekunder
For a˚ gi en mer presis tolkning av graden av SAMVARIASJON s˚a g˚ar vi derfor et skritt videre
og definerer korrelasjonskoeffisienten Rxy:
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Definisjon: ( korrelasjonskoeffisient )
La x1, x2, x3, ..., xn og y1, y2, y3, ..., yn være observasjoner. Korrelasjonskoeffisienten er da:
Rxy =
Sxy
Sx · Sy (1.47)

Noen kommentarer:
• Ved a˚ dele p˚a Sx og Sy s˚a f˚ar man en normalisert 9 versjon av Sxy, dvs.
−1 ≤ Rxy ≤ 1 (1.48)
• Rxy er enhetsuavhengig
• Rxy = −1:
– sterk negativ korrelasjon, dvs. store x hører sammen med sm˚a y.
– lineær10 sammenheng mellom x og y
• Rxy = 1 :
– sterk positiv korrelasjon, dvs. store x hører sammen med store y.
– lineær sammenheng mellom x og y
• Rxy = 0 :
– ingen korrelasjon
– ukorrelert
9Legg merke til begrepet normalisert. Det skal vi komme tilbake til ved flere anledninger, bl.a. i en øvingsoppgave.
10Lineær sammenhenger mellom x og y betyr at de kan skrives p˚a formen: y = ax+ b , (a og b er konstanter).
Lineær er alts˚a det samme som en rett linje.
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Figur 1.15: Sammenheng mellom x og y for forskjellige verdier av korrelasjonskoeffisienten Rxy.
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Eksempel 7, forts: ( Rxy, logistikk )
La oss beregne Rxy fra tabellen i figur (1.13). For a˚ regne ut denne behøver vi standardavvikene
Sx og Sy:
Sx =
√
S2x (1.49)
lign.(1.20)
=
n=10
√√√√ 1
10− 1
10∑
i=1
(xi − x)2 (1.50)
=
√
1
10− 1
(
(2− 9.2)2 + (12− 9.2)2 + ... + (2− 9.2)2
)
= 9.73 (1.51)
Sy =
√
S2y (1.52)
lign.(1.20)
=
n=10
√√√√ 1
10− 1
n∑
i=1
(yi − y)2 (1.53)
=
√
1
10− 1
(
(3− 9.4)2 + (11− 9.4)2 + ...+ (2− 9.4)2
)
= 9.77 (1.54)
Dermed er korrelasjonskoeffisienten Rxy:
Rxy
lign.(1.47)
=
Sxy
Sx · Sy (1.55)
=
90.8
9.73 · 9.77 = 0.96 (1.56)
Konklusjon:
Det er en relativt sterk positiv korrelasjon mellom x og y, se figur (1.14). Nesten lineær.

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1.4 Grafisk fremstilling av data
Grafisk fremstilling av data brukes for a˚ gi et visuelt bilde av tallmaterialet.
Figur 1.16: Punktdiagram.
Figur 1.17: Stolpediagram og søylediagram. Høyden sier noe om mengden/hyppigheten.
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Figur 1.18: Histogram. Arealet sier noe om mengden/hyppigheten.
Merk:
I stolpe- og søylediagram er det høyden som sier noe om mengden/hyppigheten. Men for et
histogram og et kakediagram, derimot, er det arealet sier noe om mengden/hyppigheten.
Figur 1.19: Kakediagram/(sirkelgraf). Arealet sier noe om mengden/hyppigheten.
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Kapittel 2
Sannsynlighetsregning
Figur 2.1: Sannsynlighetsregning.
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2.1 Utfallsrom
Definisjon: ( utfallsrom )
Resultatet av et stokastisk forsøk1 kan ikke forutsies entydig, men det kan angis en mengde mulige
enkeltutfall. Denne mengden av mulige enkeltutfall kalles utfallsrom: 2
Ω = { mengden av alle mulige enkeltutfall } (2.1)

Eksempel 1: ( myntkast )
Et kast med mynt:
Ω = { krone , mynt } (2.2)
• Utfallsrommet har kun 2 enkeltelementer, dvs. endelig antall elementer.

Eksempel 2: ( terningkast )
Et kast med terning:
Ω = { 1 , 2 , 3 , 4 , 5 , 6 } (2.3)
• Utfallsrommet har 6 enkeltelementer, dvs. endelig antall elementer.

1Dvs. forsøk med uforutsigbart utfall.
2Den greske bokstaven Ω kalles “omega”.
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Eksempel 3: ( myntkast, krone )
Et kast med mynt inntil “krone” inntreffer første gang. Registrer antall kast før det inntreffer:
Ω = { 1 , 2 , 3 , ... } (2.4)
• Kan f˚a krone i første kast.
• Kan kaste uendelig antall ganger uten a˚ f˚a krone. (Egentlig er det umulig a˚ kaste ∞ mange
ganger).
• Utfallsrommet har uendelig, diskret (dvs. tellbart) antall elementer.

Eksempel 4: ( fotballkamp )
La oss se p˚a antall m˚al som scores i en fotballkamp. Utfallsrommet er:
Ω = { (0, 0) , (0, 1) , (1, 0) , (0, 2) , (1, 1) , (2, 1) ... } (2.5)
• Utfallsrommet har uendelig, diskret (dvs. tellbart) antall elementer.
• Utfallsrommet behøver ikke være enkeltst˚aende tall.

Eksempel 5: ( kortstokk )
Trekk et tilfeldig kort fra en kortstokk:
Ω = { kløver ess , kløver 2 , ... , spar dame , spar konge } (2.6)
• 52 ulike enkeltutfall.
• Utfallsrommet har endelig antall elementer.
• Utfallsrommet behøver ikke være tall.

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2.2 Sannsynligheter
Stokastisk forsøk: ( relativfrekvens og sannsynlighet )
Kast en tegnestift n ganger og registrer om spissen blir liggende opp eller ned. Da er utfallsrommet:
Ω = { u1 , u2 } (2.7)
hvor u1 = spissen opp, og u2 = spissen ned. La videre
n = totalt antall kast (2.8)
nu1 = antall ganger u1 inntreffer ( spissen opp ) i en serie p˚a totalt n kast (2.9)
nu2 = antall ganger u2 inntreffer ( spissen ned ) i en serie p˚a totalt n kast (2.10)
Relativfrekvensen til u1 (spissen opp) er da:
fr(u1) =
nu1
n
(2.11)
hvor 0 ≤ nu1 ≤ n ⇒ 0 ≤ fr(u1) ≤ 1 .
Eksempel 1: ( relativfrekvens )
For n = 10 (totalt antall kast) og nu1 = 4 (antall resultat med spissen opp), s˚a blir den relative
frekvensen
fr(u1) = 0.4 (2.12)

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N˚ar n (totalt antall kast) blir svært stor s˚a vil relativfrekvensen stabilisere seg. Denne grensever-
dien, n˚ar n→∞, kalles sannsynligheten til u1:
p(u1) = lim
n→∞
fr(u1) (2.13)
Med rene ord betyr dette at:
sannsynlighet = relativfrekvens i det lange løp
Egenskaper ved sannsynligheten: ( diskret utfallsrom )
Med kortnotasjonen pi ≡ p(ui) s˚a gjelder:
0 ≤ pi ≤ 1 , for alle i = 1, 2, 3, ...., n (2.14)
n∑
i=1
pi = 1 (2.15)
hvor
∑n
i=1 pi = p1 + p2 + p3 + ... + pn.

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2.3 Begivenhet
Eksempel 1: ( begivenhet )
La oss igjen se p˚a eksempel 2 i forrige avsnitt, et kast med terning. Utfallsrommet var da:
Ω = { 1 , 2 , 3 , 4 , 5 , 6 } (6 enkeltutfall i utfallsrommet Ω) (2.16)
La oss n˚a se p˚a delmengden A hvor utfallet er kun odde antall øyne i terningen:
A = { 1 , 3 , 5 } (3 enkeltutfall i begivenheten A) (2.17)
A er en delmengden av utfallsrommet Ω og kalles en begivenhet.

Definisjon: ( begivenhet ) 3
begivenhet = delmengde av utfallsrommet (2.18)
3Noen bruker ogs˚a “hendelse” istedet for “begivenhet”. I dette kurset brukes samme konvensjon som i læreboken,
dvs. “begivenhet”.
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Egenskaper for en begivenhet: ( diskret utfallsrom )
P (A) =
∑
u∈A
p(u) (2.19)
Med rene ord:
sannsynligheten P (A) for en begivenhet A = summen av alle enkeltutfall u som inng˚ar i A
I tillegg kan vi n˚a skrive lign.(2.14) og (2.15) p˚a en alternativ m˚ate:
0 ≤ P (A) ≤ 1 , for alle A (2.20)
P (Ω) =
∑
e∈Ω
p(e) = 1 (2.21)

Legg merke til:
• En sikker begivenhet: P (A) = 1
• En umulig begivenhet: P (A) = 0
• P (∅) = 0 ( ∅ = den tomme mengde )
• En sannsynlighet ligger mellom 0 og 1
• Hele utfallsrommet oppfyller: P (Ω) = 1, se lign.(2.21).
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2.4 Uniforme sannsynlighetsmodeller
En uniform sannsynlighetsmodell er en modell hvor alle mulige utfall er like sannsynlige.
Eksempel 1: ( myntkast )
La oss igjen se p˚a forsøket med myntkast, eks. 1 i avsnitt (2.1). Utfallsommet er:
Ω = { K , M } , (2.22)
hvor K=krone og M=mynt. De (uavhengige)4 sannsynlighetene er
P (K) = P (M) =
1
2
, (2.23)
dvs. like sannsynligheter. Alts˚a uniformt utfallsrom. A˚pentbart gjelder lign.(2.21), dvs.:
P (Ω) = P (K)︸ ︷︷ ︸
=1/2
+ P (M)︸ ︷︷ ︸
=1/2
=
1
2
+
1
2
= 1 (2.24)

Eksempel 2: ( terningkast )
La oss igjen se p˚a forsøket med terningkast, eks. 2 i avsnitt (2.1). Utfallsommet er, jfr. lign.(2.3),
Ω = { 1 , 2 , 3 , 4 , 5 , 6 } . (2.25)
De (uavhengige) sannsynlighene er
P (1) = P (2) = P (3) = P (4) = P (5) = P (6) =
1
6
, (2.26)
dvs. like sannsynligheter. Alts˚a uniformt utfallsrom. A˚pentbart gjelder lign.(2.21) ogs˚a her, dvs.
P (Ω) = P (1)︸︷︷︸
=1/6
+P (2)︸︷︷︸
=1/6
+P (3)︸︷︷︸
=1/6
+P (4)︸︷︷︸
=1/6
+P (5)︸︷︷︸
=1/6
+P (6)︸︷︷︸
=1/6
=
1
6
+
1
6
+
1
6
+
1
6
+
1
6
+
1
6
= 1 (2.27)

4Vi kommer tilbake til hva vi mener med uavhengige sannsynligheter.
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Eksempel 3: ( myntkast, odde )
La oss igjen se p˚a forsøket med myntkast, eks. 1 i avsnitt (2.3). Utfallsommet er, jfr. lign.(2.17),
Ω = { 1 , 2 , 3 , 4 , 5 , 6 } , (2.28)
og er den samme for hvert utfall, 1/6. Alts˚a uniformt utfallsrom. Med et uniformt utfallsrom
hvor utfallene ikke p˚avirker hverandre 5 s˚a er dette en tellesituasjon: 6 Sannsynligheten for
begivenheten
A =
3 stk. enkeltutfall︷ ︸︸ ︷
{ 1 , 3 , 5 } (kun odde antall øyne) (2.29)
kan finnes ved telling:
P (A) =
antall gunstige utfall
antall mulige utfall
=
3
6
=
1
2
= 0.5 (2.30)

Eksempel 4: ( kredittverdig, økonomi )
Av 1000 kunder er 862 kredittverdige. Sannsynligheten for a˚ velge en gitt, tilfeldig kunde er 1/1000,
og er den samme for hver kunde. Alts˚a uniformt utfallsrom. Utfallene p˚avirker ikke hverandre,
dvs. de er uavhengige. I likhet med eksempel 3 s˚a er dermed ogs˚a dette en tellesituasjon. Sann-
synligheten for at en tilfeldig valgt kunde er kredittverdig kan derfor finnes ved telling: 7
P (kredittverdig) =
antall gunstige utfall
antall mulige utfall
=
862
1000
= 0.862 (= 86.2%) (2.33)

5Vi kommer mer tilbake til dette med tellesituasjon i kapittel 3 om kombinatorikk.
6Dette med tellesituasjon skal vi se mer p˚a i kapittel 3.
7Senere i dette kapitlet skal vi lære om komplementsetningen. Med denne setningen kan vi bruke lign.(2.33) til
a˚ finne sannsynligheten for at en tilfeldig valgt kunde ikke er kredittverdig:
P (IKKE kredittverdig)
kompl.setn.
= 1 − P (kredittverdig) (2.31)
= 1 − 0.862 = 0.138 (2.32)
Kunne man funnet denne sannsynligheten p˚a en annen ma˚te ogs˚a?
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2.5 Mengdelære
Venn-diagrammer er illustrasjoner som brukes bl.a. innen mengdelære. De brukes for a˚ visualisere
de matematiske forbindelsene mellom ulike grupper av mengder. La oss illustrere dette via de mest
velkjente eksemplene.
For et eksperiment, la A og B være to begivenheter i utfallsrommet Ω.
Ω • Utfallsrommet er hele det bl˚a omr˚adet.
Figur 2.2: Utfallsrommet Ω.
A • A visualiseres ved det bl˚a omr˚adet.
Figur 2.3: Begivenheten A.
AA¯ • A benevnes “ikke A”.
Figur 2.4: Komplementet til A er A (eller Ac).
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A ∩ B
• A
og︷︸︸︷∩ B.
• A og B inntreffer.
• Tilsvarer OVERLAPP av mengder.
Figur 2.5: Snittet mellom A og B.
A ∪ B
• A
eller︷︸︸︷∪ B.
• A eller B (eller begge) inntreffer.
• Tilsvarer SUM av mengder.
Figur 2.6: Unionen mellom A og B.
A
B
• A
og︷︸︸︷∩ B = ∅.
• A og B inntreffer aldri samtidig.
• ingen felles elementer
Figur 2.7: A og B er disjunkte, dvs. unionen mellom A og B er tom, alts˚a umulig.
Ut fra disse Venn-diagrammene kan vi merke oss følgende huskeregler:
∩ = og , tilsvarer OVERLAPP av mengder
∪ = eller , tilsvarer SUM av mengder
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Eksempel 1: ( terningkast )
La oss kaste en terning e`n gang. La oss se p˚a begivenhetene:
A = resultat med 1, 3 eller 4 øyne p˚a terningen (2.34)
B = resultat med 3, 4 eller 5 øyne p˚a terningen (2.35)
C = resultat hvor 5 ikke f˚as (2.36)
Matematisk kan disse begivenhetene skrives:
A = { 1, 3, 4 } (2.37)
B = { 3, 4, 5 } (2.38)
C = { 1, 2, 3, 4, 6 } (2.39)
Figur 2.8: Begivenhetene A, B og C.
∩ = “og”, tilsvarer OVERLAPP:
A
og︷︸︸︷∩ B = { 3, 4 } ( b˚ade i A og B ) (2.40)
A ∩ C = { 1, 3, 4 } ( b˚ade i A og C ) (2.41)
B ∩︸︷︷︸
og
C = { 3, 4 } ( b˚ade i B og C ) (2.42)
∪ = “eller”, tilsvarer SUM:
A
eller︷︸︸︷∪ B = { 1, 3, 4, 5 } ( A eller B eller begge ) (2.43)
A ∪ C = { 1, 2, 3, 4, 6 } ( A eller C eller begge ) (2.44)
B ∪︸︷︷︸
eller
C = { 1, 2, 3, 4, 5, 6 } ( B eller C eller begge ) (2.45)
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A = { 2, 5, 6 } ( ikke i A ) (2.46)
B = { 1, 2, 6 } ( ikke i B ) (2.47)
C = { 5 } ( ikke i C ) (2.48)
A ∩ B = { 1 } ( A og ikke i B ) (2.49)

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2.6 Regning med sannsynligheter
Definisjon: ( disjunkte begivenheter)
To begivenheter A og B er disjunkte dersom A
og︷︸︸︷∩ B = ∅.
A
B
• A
og︷︸︸︷∩ B = ∅.
• A og B inntreffer aldri samtidig.
• ingen felles elementer
Figur 2.9: A og B er disjunkte.

2.6.1 Addisjonssetningen
Setningen: ( den spesielle addisjonssetningen )
Dersom begivenhetene A og B er disjunkte, dvs. A
og︷︸︸︷∩ B = ∅, s˚a gjelder:
P (A
eller︷︸︸︷∪ B) = P (A) + P (B) (2.50)

Siden ∪ = “eller” tilsvarer SUM, s˚a kan lign.(2.50) skrives p˚a den halvmatematiske m˚aten:
P (eller) = SUM av individuelle sannsynligheter︸ ︷︷ ︸
kun ved disjunkte begivenheter
(2.51)
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Eksempel 1: ( gravid )
La
• M = mann
• K = kvinne
• G = gravid
Anta at P (M) = P (K) = 0.5 og P (G) = 0.03.
Hva er “eller”-sannsynligheten P (M ∪︸︷︷︸
eller
G), dvs. mann eller gravid?
Løsning:
• M
og︷︸︸︷∩ G = ∅, dvs. disjunkte.
• Ingen overlapp mellom M og G.
• Bare kvinner kan være gravide.
Figur 2.10: Begivenhetene M , K og G.
Siden “og”-sannsynlighten mann og gravid er 0, dvs. umulig 8 s˚a gjelder den spesielle addisjons-
setningen. “Eller”-sannsynligheten finnes da ved a˚ SUMMERE de individuelle sannsynlighetene
slik som lign.(2.50) sier:
P (M
eller︷︸︸︷∪ G) = P (M)︸ ︷︷ ︸
=0.5
+P (G)︸ ︷︷ ︸
=0.03
= 0.5 + 0.03 = 0.53 (= 53%) (2.52)

8Mann og gravid har ingen overlapp, se figur (2.10), dvs. de er disjunkte: P (M
og︷︸︸︷∩ G) = ∅.
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Setningen: ( den generelle addisjonssetningen )
For begivenhetene A og B gjelder:
P (A
eller︷︸︸︷∪ B) = P (A) + P (B)−P (A og︷︸︸︷∩ B)︸ ︷︷ ︸
ekstra ledd
(2.53)
A ∩B
Figur 2.11: Overlappen mellom A og B er A ∩ B.

Noen kommentarer:
• Dersom A og B overlapper s˚a f˚ar man en dobbeltelling i overlappingsomr˚adet. Dette over-
lappingsomr˚adet m˚a derfor trekkes fra overlappet 1 gang, dvs. vi trekker fra “ekstra ledd” i
Eq. (2.53).
• Den generelle addisjonssetningen = sammenheng mellom OG og ELLER
Siden ∪ = “eller” tilsvarer SUM og ∩ = “og” tilsvarer OVERLAPP, s˚a kan lign.(2.53) skrives p˚a
den halvmatematiske m˚aten:
P (eller) = SUM av individuelle sannsynligheter − OVERLAPP (2.54)
= SUM av individuelle sannsynligheter − P (og)︸ ︷︷ ︸
ekstra ledd
(2.55)
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Eksempel 2: ( terningkast )
La oss igjen kaste en terning e`n gang (jfr. eks.1 i avsnitt (2.5)). La oss denne gangen se p˚a
begivenhetene:
A = resultat resultat med odde antall øyne = { 1, 3, 5 } (2.56)
B = resultat 4 øyne eller mer = { 4, 5, 6 } (2.57)
Hva er “eller”-sannsynligheten P (A
eller︷︸︸︷∪ B)?
Løsning:
i) Metode 1:
Siden utfallsrommet er uniformt hvor enkeltutfallene ikke p˚avirker hverandre s˚a er dette en tellesi-
tuasjon9. Det er 3 stk. gunstige utfall i begivenhetene A og B. Dermed:
P (A) =
antall gunstige utfall
antall mulige utfall
=
3
6
=
1
2
(2.58)
P (B) =
antall gunstige utfall
antall mulige utfall
=
3
6
=
1
2
(2.59)
9Vi kommer mer tilbake til dette med tellesituasjon i kapittel 3 om kombinatorikk.
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• A
og︷︸︸︷∩ B = 1 stk. gunstig utfall
( “og” tilsvarer OVERLAPP )
• A
eller︷︸︸︷∪ B = 5 stk. gunstige utfall
( “eller” tilsvarer SUM )
Figur 2.12: Begivenhetene mellom A og B.
Av de totalt 6 mulige utfallene er det kun 1 stk. gunstig utfall for A ∩︸︷︷︸
og
B. Dermed:
P (A
og︷︸︸︷∩ B) = antall gunstige utfall
antall mulige utfall
=
1
6
(2.60)
Via den generelle addisjonsetningen, dvs. lign. Lign.(2.53), f˚ar vi da at “eller”-sannsynligheten er:
P (A
eller︷︸︸︷∪ B) = P (A)︸ ︷︷ ︸
=1/2
+P (B)︸ ︷︷ ︸
=1/2
−P (A
og︷︸︸︷∩ B)︸ ︷︷ ︸
=1/6
=
1
2
+
1
2
− 1
6
=
5
6
(= 83.3%) (2.61)
ii) Metode 2:
Det er ogs˚a mulig a˚ finne “eller”-sannsynligheten P (A
eller︷︸︸︷∪ B) direkte ut fra figur (2.12). Av de
totalt 6 mulige utfallene er det 5 gunstige utfall som er med i A eller B. Dermed:
P (A
eller︷︸︸︷∪ B) = antall gunstige utfall
antall mulige utfall
=
5
6
(= 83.3%) (2.62)
som selvfølgelig er det samme svaret som vi fikk via den generelle addisjonssetningen, se lign.(2.61).

71
Setningen: ( den generelle addisjonssetningen )
For begivenhetene A, B og C gjelder:
P (A ∪ B ∪ C)︸ ︷︷ ︸
eller
= P (A) + P (B) + P (C)
− P (A ∩B)− P (A ∩ C)− P (B ∩ C)
+ P (A ∩B ∩ C)︸ ︷︷ ︸
og
(2.63)
som kan illustrereres via venn-diagrammet i figur (2.13).
A B
C
Figur 2.13: Begivenhetene mellom A, B og C.

P (A ∪ B ∪ C) = det bl˚a omr˚adet i figur (2.13) n˚ar dobbel- og trippeltelling er trukket fra.
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Eksempel 3: ( 3 produkt )
La oss se p˚a en kundeundersøkelse om bruk av 3 produkter. La oss anta følgende:
• alle spurte benytter minst 1 av de 3 produktene, dvs. A, B eller C:
P (A ∪B ∪ C) = 1 (“eller”-sannsynlighet) (2.64)
• alle 3 produktene ble benyttet av 60% av kundene:
P (A) = P (B) = P (C) = 0.6 (individuelle sannsynligheter) (2.65)
• 95% av alle kundene benyttet minst 1 av produktene A og B, dvs. A eller B eller begge:
P (A ∪ B) = 0.95 (“eller”-sannsynlighet) (2.66)
• 85% av alle kundene benyttet minst 1 av produktene B og C, dvs. B eller C eller begge:
P (B ∪ C) = 0.85 (“eller”-sannsynlighet) (2.67)
• 30% av alle kundene benyttet seg av b˚ade A og C, B:
P (A ∩ C) = 0.3 (“og”-sannsynlighet) (2.68)
Hvor stor andel av alle kundene bruker alle 3 produktene, dvs. hva er “og”-sannsynligheten
P (A ∩B ∩ C)?
Løsning: ( 3 produkt )
Vi bruker addisjonssetningen for 3 begivenheter, dvs. lign. (2.63):
=1︷ ︸︸ ︷
P (A ∪B ∪ C)︸ ︷︷ ︸
eller
=
=0.6︷ ︸︸ ︷
P (A)+
=0.6︷ ︸︸ ︷
P (B)+
=0.6︷ ︸︸ ︷
P (C)
− P (A ∩ B)−
=0.3︷ ︸︸ ︷
P (A ∩ C)−P (B ∩ C)
+ P (A ∩ B ∩ C)︸ ︷︷ ︸
og
(2.69)
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Det er kun P (A ∩B) og P (B ∩ C) som vi mangler i lign.(2.69). Dermed:
i) P (A ∩ B): ( bruker addisjonsetningen for 2 mengder, dvs. lign.(2.53) )
=0.95︷ ︸︸ ︷
P (A ∪B)︸ ︷︷ ︸
eller
=
=0.6︷ ︸︸ ︷
P (A)+
=0.6︷ ︸︸ ︷
P (B)−P (A ∩ B)︸ ︷︷ ︸
og
(2.70)
m
P (A ∩ B) = 0.6 + 0.6− 0.95 = 0.25 (2.71)
ii) P (B ∩ C): ( bruker addisjonsetningen for 2 mengder, dvs. lign.(2.53) )
=0.85︷ ︸︸ ︷
P (B ∪ C)︸ ︷︷ ︸
eller
=
=0.6︷ ︸︸ ︷
P (B)+
=0.6︷ ︸︸ ︷
P (C)−P (B ∩ C)︸ ︷︷ ︸
og
(2.72)
m
P (B ∩ C) = 0.6 + 0.6− 0.85 = 0.35 (2.73)
Dermed kan vi løse ut P (A ∩ B ∩ C) fra lign.(2.69):
=1︷ ︸︸ ︷
P (A ∪ B ∪ C)︸ ︷︷ ︸
eller
=
0.6︷ ︸︸ ︷
P (A)+
=0.6︷ ︸︸ ︷
P (B)+
=0.6︷ ︸︸ ︷
P (C)
−
=0.25︷ ︸︸ ︷
P (A ∩ B)−
=0.3︷ ︸︸ ︷
P (A ∩ C)−
=0.35︷ ︸︸ ︷
P (B ∩ C)
+ P (A ∩ B ∩ C)︸ ︷︷ ︸
og
(2.74)
m
og︷ ︸︸ ︷
P (A ∩ B ∩ C) = 1− 0.6− 0.6− 0.6 + 0.25 + 0.3 + 0.35 = 0.1 (2.75)

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2.6.2 Komplementsetningen
Setningen: ( komplementsetningen )
For begivenheten A og dens komplement A (eller Ac) gjelder:
P (A) = 1− P (A) (2.76)
AA¯ • A benevnes “ikke A”.
Figur 2.14: Komplementet til A er A (eller Ac).

Lign.(2.76) skrives p˚a den halvmatematiske m˚aten:
P (ikke A) + P (A) = 1 (2.77)
Med andre ord: Enten s˚a inntreffer en begivenhet, eller s˚a gjør den det ikke. Det er 100% sikkert.
NB:
Lign.(2.76) er alts˚a bare et spesialtilfelle av addisjonssetningen i lign.(2.53). Siden A
og︷︸︸︷∩ A = ∅
og A ∪︸︷︷︸
eller
A = Ω, s˚a reduserer lign.(2.53) seg til: ( sett B = A )
=1︷ ︸︸ ︷
P (A ∪ A)︸ ︷︷ ︸
eller
= P (A) + P (A)−
=0︷ ︸︸ ︷
P (A ∩ A)︸ ︷︷ ︸
og
(2.78)
m
P (A) = 1− P (A) (2.79)
dvs. lign.(2.76).
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2.6.3 Total sannsynlighet
Addisjonssetningen og komplementsetningen er to viktige og fundamentale setninger. I dette av-
snittet skal vi se p˚a en tredje viktig setning, setningen om TOTAL sannsynlighet:
En begivenhet A kan splittes i to deler:
A = (A ∩ B) ∪︸︷︷︸
eller
(A ∩ B) (2.80)
Denne oppsplittingen er lettere a˚ innse via et Venn-diagram:
Figur 2.15: Total sannsynlighet, oppsplitting av begivenhenten A = (A ∩B) ∪ (A ∩ B).
Via lign.(2.80) finner vi sannsynlighten P (A):
P (A) = P [ (A ∩ B) ∪︸︷︷︸
eller
(A ∩B) ] (2.81)
Av figur (2.15) ser vi at det ikke er noe overlapp mellom A ∩B og A ∩ B, dvs. de er disjunkte 10.
Da gjelder den spesielle addisjonssetningen for “eller”-sannsynligheten: 11
P (A) = P (A ∩ B) + P (A ∩B) (2.82)
10At det ikke er noe overlapp, dvs. disjunkte, betyr at (A ∩B) ∩ (A ∩B) = ∅, se figur (2.7).
11Den spesielle addisjonssetningen i lign.(2.50) sier at: P (A ∪B) = P (A) + P (B).
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Dette kan vi oppsummere i en egen setning:
Setningen: ( total sannsynlighet )
For begivenhetene A og B gjelder:
P (A) = P (A ∩B) + P (A ∩ B) (2.83)

2.6.4 Tvillingsetningene
Helt til slutt nevner vi to setninger uten bevis. Disse setningene er hensiktsmessige a˚ bruke i en
del sammenhenger. (Vi skal bli bedre kjent med disse setningene via øvingene).
Setninger: ( tvillingsetningene ) 12
P (A
og︷︸︸︷∩ B) = 1 − P (A eller︷︸︸︷∪ B) (2.84)
P (A
og︷︸︸︷∩ B) = 1 − P (A eller︷︸︸︷∪ B) (2.85)

12Hvorfor kan er “tvillingsetningene” et hensiktsmessig navn for lign.(2.84) og (2.85)?
77
Eksempel 4: ( total sannsynlighet, tvillingsetningene, logistikk )
En del ansatte ved Vestbase i Kristiansund tar bussen til jobb. En av disse, Ole Hansen, tar
bussrute 1, men m˚a skifte til rute 2 underveis. Sannsynligheten for at det er ingen ledige sitteplasser
p˚a rute 1 er 0.6. Den tilsvarende sannsynligheten for rute 2 er 0.7. Sannsynligheten for at det er
ledige sitteplasser p˚a begge bussene er 0.2.
a) Hva er sannsynligheten for at Ole Hansen finner ledige sitteplasser p˚a minst e`n av bussene?
b) Hva er sannsynligheten for at Ole Hansen finner ledige sitteplasser p˚a rute 1,
men ikke rute 2?
c) Hva er sannsynligheten for at Ole Hansen verken finner ledige sitteplasser p˚a rute 1
eller rute 2?
Figur 2.16: Buss i Kristiansund.
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Løsning:
Vi m˚a starte med a˚ skaffe oss oversikt over oppgaven/situasjonen. I den sammenheng kan det være
lurt a˚ definere noen begivenheter. I v˚art tilfelle kan det være hensiktsmessig a˚ definere følgende
begivenheter:
L1
def.
= ledige plasser i bussen p˚a rute 1 (2.86)
L2
def.
= ledige plasser i bussen p˚a rute 2 (2.87)
La oss deretter konvertere opplysningene i oppgaven til et matematisk spr˚ak. Det kan man gjøre
p˚a følgende m˚ate:
1) At sannsynligheten for at det er “ingen ledige sitteplasser p˚a rute 1 er 0.6 ” betyr:
P (L1) = 0.6 (2.88)
2) At sannsynligheten for at der er “ingen ledige sitteplasser p˚a rute 2 er 0.7 ” betyr:
P (L2) = 0.7 (2.89)
3) At sannsynligheten for at det er “ledige sitteplasser p˚a begge bussene er 0.2 ” betyr:
P (L1 ∩︸︷︷︸
og
L2) = 0.2 (2.90)
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a) A˚ finne sannsynligheten for at “Ole Hansen finner ledige sitteplasser p˚a minst
e`n av bussene ” betyr at vi skal finne P (L1 ∪︸︷︷︸
eller
L2).
Vi kjenner “og” sannsynligheten P (L1
og︷︸︸︷∩ L2), og skal finne “eller” sannsynligheten.
Setningen som forbinder disse sannsynlighetene er den generelle addisjonssetningen,
se lign.(2.53):
skal finne︷ ︸︸ ︷
P (L1 ∪︸︷︷︸
eller
L1)
lign.(2.53)
= P (L1) + P (L2) −
= 0.2︷ ︸︸ ︷
P (L1 ∩︸︷︷︸
og
L2) (2.91)
hvor sannsynligheten P (L1 ∩ L2) = 0.2 var oppgitt i oppgaven, og
hvor sannsynlighetene P (L1) og P (L2) finnes via kompementsetningen:
P (L1) = 1− P (L1) = 1− 0.6 = 0.4 (2.92)
P (L2) = 1− P (L2) = 1− 0.7 = 0.3 (2.93)
Dermed har vi alle størrelsene vi trenger i lign.(2.91):
P (L1 ∪ L2) =
= 0.4︷ ︸︸ ︷
P (L1) +
= 0.3︷ ︸︸ ︷
P (L2) −
= 0.2︷ ︸︸ ︷
P (L1 ∩ L2) (2.94)
= 0.4 + 0.3 − 0.2 = 0.5 (2.95)
Alts˚a, det er 50 % sannsynlighet for at det er ledige plasser enten p˚a rute 1
eller rute 2 (eller begge).
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b) A˚ finne sannsynligheten for at “Ole Hansen finner ledige sitteplasser p˚a rute 1,
men ikke rute 2 ” betyr at vi skal finne P (L1 ∩︸︷︷︸
og
L2).
Sannsynligheten P (L1 ∩ L2) = 0.2 var oppgitt i oppgaven, og vi skal finne P (L1 ∩ L2).
Setningen som forbinder disse sannsynlighetene er den total sannsynlighet,
se lign.(2.83):
P (L1)︸ ︷︷ ︸
= 0.4
= P (L1 ∩ L2)︸ ︷︷ ︸
= 0.2
+
skal finne︷ ︸︸ ︷
P (L1 ∩︸︷︷︸
og
L2) (2.96)
som gir
P (L1 ∩ L2) = P (L1) − P (L1 ∩ L2) (2.97)
= 0.4− 0.2 = 0.2 (2.98)
Alts˚a, det er 20 % sannsynlighet for at det er ledige plasser p˚a bussen p˚a rute 1,
men ikke rute 2.
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c) A˚ finne sannsynligheten for at “Ole Hansen verken finner ledige sitteplasser p˚a rute 1
eller rute 2 ” betyr at vi skal finne P (L1 ∩︸︷︷︸
og
L2).
Sannsynligheten P (L1 ∪ L2) = 0.5 fant vi i oppgave a, og vi skal finne P (L1 ∩ L2).
Setningen som forbinder disse sannsynlighetene er en av tvillingsetningene,
se lign.(2.84):
P (L1
og︷︸︸︷∩ L2) = 1− P (L1 eller︷︸︸︷∪ L2) (2.99)
som gir
P (L1
og︷︸︸︷∩ L2) = 1 − P (L1 eller︷︸︸︷∪ L2)︸ ︷︷ ︸
= 0.5
(2.100)
= 1− 0.5 = 0.5 (2.101)
Alts˚a, det er 50 % sannsynlighet for at det verken er ledige plasser p˚a bussen p˚a rute 1
eller rute 2.

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Kapittel 3
Kombinatorikk
Figur 3.1: Kombinatorikk. En l˚as med svært mange kombinasjonsmuligheter.
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3.1 Koblinger
Definisjon: ( koblinger )
Koblinger = forhold som gjør at et bestemt valg kan p˚avirke utfallet av andre valg vi skal gjøre.

Grunnprinsipp i kombinatorikk: ( antagelse )
Ingen kobling mellom mellom valgmulighetene. (Med koblinger blir det fort vanskelig).
Eksempel 1a: ( gutter og jenter )
I en klasse er det 1 gutt og 15 jenter. Vi skal velge et par, en jente og en gutt. Dersom valget av
jenta ikke p˚avirker valget av gutten, s˚a er:
antall mulige valg = 1 · 15 = 15 (3.1)
Alts˚a det er 15 mulige forskjellige par i klassen.

Eksempel 1b: ( gutter og jenter )
I en klasse er det 2 gutter og 15 jenter. Vi skal velge et par, en jente og en gutt. Dersom valget av
jenta ikke p˚avirker valget av gutten, s˚a er:
antall mulige valg = 2 · 15 = 30 (3.2)
Alts˚a det er 30 mulige forskjellige par i klassen.

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Eksempel 2: ( fotballtipping )
I fotballtipping er det 3 muligheter, H, U og B. Det er 12 kamper p˚a en kupong.
antall mulige valg = 3 · 3 · 3 · 3 · ... · 3︸ ︷︷ ︸
12 stk.
= 312 = 531 441 (3.3)
(Dette er et eksempel p˚a et ordnet utvalg med tilbakelegging. I neste avsnitt kaller vi dette “si-
tuasjon 1”.)

Dette eksemplet kan vi generalisere:
Kombinasjoner: ( uten koblinger )
Dersom vi har
m1 = antall muligheter i valg nr. 1
m2 = antall muligheter i valg nr. 2
.
.
mN = antall muligheter i valg nr. N (3.4)
da er
antall mulige kombinasjoner = m1 ·m2 ·m3 · ... mN (3.5)
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3.2 4 situasjoner (endelig populasjon)
Det er ofte vanskelig a˚ telle opp antall elementer i utfallsrommet. Det kan derfor ofte lønne seg
a˚ bruke “urnemodellen”. Tenk deg at alle mulige utfall av et eksperiment er representert ved
kuler som ligger i en urne. S˚a trekker vi kuler etter tur. Da m˚a vi skille mellom:
• er det trekking med eller uten tilbakelegging?
• betyr det noe i hvilken rekkefølge kulene trekkes?
m/tilbakelegging u/tilbakelegging 
ordnet 
ikke-ordnet 
trekning 
situasjon 1 situasjon 2 
situasjon 3       situasjon 4 
(forekommer skjelden) 
Figur 3.2: 4 situasjoner for urnemodellen.
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1) Ordnet utvalg med tilbakelegging: (situasjon 1)
• rekkefølge har betydning: 1, 3 er forskjellig fra 3, 1
• legger tilbake trukket element
• kombinasjonen 1, 1 er da fullt mulig, dvs. et element kan være med flere ganger
2) Ordnet utvalg uten tilbakelegging: (situasjon 2)
• rekkefølge har betydning: 1, 3 er forskjellig fra 3, 1
• legger ikke tilbake trukket element
• kombinasjonen 1, 1 er da umulig, dvs. ingen element kan være med flere ganger
3) Ikke-ordnet utvalg uten tilbakelegging: (situasjon 3)
• rekkefølge har ikke betydning: 1, 3 er samme som 3, 1
• legger ikke tilbake trukket element
• kombinasjonen 1, 1 er da umulig, dvs. ingen element kan være med flere ganger
4) Ikke-ordnet utvalg med tilbakelegging: (situasjon 4)
• rekkefølge har ikke betydning: 1, 3 det samme som 3, 1
• legger tilbake trukket element
• kombinasjonen 1, 1 er da fullt mulig, dvs. element kan være med flere ganger
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Eksempel 1: (situasjon 1)
Hvor mange m˚ater kan vi velge ut s = 5 personer p˚a fra en gruppe p˚a N = 20?Med tilbakelegging.
Anta at alle N = 20 personene har et nummer, og at rekkefølgen betyr noe.
Løsning: (ordnet utvalg med tilbakelegging)
# ordnede komb. m/tilbakelegging = 20 · 20 · 20 · 20 · 20︸ ︷︷ ︸
5 ledd
= 205︸︷︷︸
generaliseres lett
= 3 200 000 (3.6)

Eks. 2 i forrige avsnitt, “fotballtipping”, er ogs˚a et eksempel p˚a situasjon 1 (med N = 3 og s = 12).
Generelt gjelder: (situasjon 1)
# ordnede komb. m/tilbakelegging = N ·N · ... ·N = N s (3.7)
hvor
N = totalt antall valgobjekter (3.8)
s = antall objekter som velges (3.9)
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Eksempel 2: (situasjon 2)
Hvor mange m˚ater kan vi velge ut s = 5 personer p˚a fra en gruppe p˚a N = 20? Uten tilbakelegging.
Anta at alle N = 20 personene har et nummer, og at rekkefølgen betyr noe.
Løsning: (ordnet utvalg uten tilbakelegging) 1
# ordnede komb. u/tilbakelegging = 20 · 19 · 18 · 17 · 16︸ ︷︷ ︸
5 ledd
=
20!
(20− 5)!︸ ︷︷ ︸
generaliseres lett
= 1 860 480 (3.10)

Generelt gjelder: (situasjon 2)
# ordnede komb. u/tilbakelegging = N · (N − 1) · ... · (N − s + 1) = N !
(N − s)! (3.11)
hvor
N = totalt antall valgobjekter (3.12)
s = antall objekter som velges (3.13)
1Fakultet: n! = 1 · 2 · 3 · ... n. I tillegg s˚a definerer vi 0! = 1 og 1! = 1.
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Eksempel 3: (situasjon 3) (ikke-ordnet utvalg uten tilbakelegging)
Hvor mange m˚ater kan vi velge ut s = 5 personer p˚a fra en gruppe p˚a N = 20? Uten tilbakelegging.
Rekkefølgen betyr ikke noe.
Løsning: (ikke-ordnet utvalg uten tilbakelegging)
# ordnede komb. u/tilbakelegging = 20 · 19 · 18 · 17 · 16 = 1 860 480
(
=
20!
(20− 5)!
)
(3.14)
Hver gang vi velger ut 5 personer s˚a kan disse personene ordnes p˚a 5! = 1 · 2 · 3 · 4 · 5 = 120
forskjellige m˚ater/(“rekkefølge”). Antall ikke-ordnede kombinasjoner blir derfor:
# ikke-ordnede komb. u/tilbakelegging =
# ordnede komb. u/tilbakelegging
# m˚ater a˚ sortere p˚a
=
1 860 480
120
=
20!
(20− 5)! 5!︸ ︷︷ ︸
generaliseres lett
= 15 504 (3.15)

Generelt gjelder: (situasjon 3)
# ikke-ordnede komb. u/tilbakelegging =
N !
(N − s)! s! ≡
(
N
s
)
︸ ︷︷ ︸
binomialkoeff.
(3.16)
hvor
N = totalt antall valgobjekter (3.17)
s = antall objekter som velges (3.18)
N !
(N − s)! s! ≡
(
N
s
)
︸ ︷︷ ︸
binomialkoeff.
(“N over s′′) (3.19)
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Eksempel 4: (ikke-ordnet utvalg med tilbakelegging)
Komplisert situasjon. Forekommer sjelden. Denne situasjonen, dvs. situasjon 4, er ikke et stort
tema i dette kurset.

Egenskaper til binomialkoeffisienten
(
N
s
)
: ( “N over s” )
(
N
s
)
︸ ︷︷ ︸
binomialkoeff.
=
N !
(N − s)! s! (3.20)
hvor f.eks.
s! = 1 · 2 · 3 · ... · (s− 2) · (s− 1) · s (3.21)
5! = 1 · 2 · 3 · 4 · 5 (3.22)
Legg merke til at
(
N
0
)
=
N !
(N − 0)! 0! = 1 (3.23)(
N
1
)
=
N !
(N − 1)! 1! = N (3.24)(
N
N
)
=
N !
(N −N)! N ! = 1 (3.25)
siden 0! = 1.
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3.3 Kombinatoriske sannsynligheter
La oss se p˚a en tellesituasjon som kan beskrives med urnemodellen. I slike situasjoner er det en
sammenheng mellom sannsynlighet og antall kombinasjoner:
La A tilsvare det a˚ trekke kuler av en bestemt type fra urnen. Dette betyr at kulene representerer
begivenheten A. Sannsynligheten for a˚ trekke A er da gitt ved: 2
P (A) =
antall gunstige kombinasjoner for A
antall mulige kombinasjoner totalt
(3.26)
Eksempel 5: ( pasienter )
La oss se p˚a situasjonen med
• 9 pasienter, hvorav 4 er menn︸ ︷︷ ︸
= M
og 5 kvinner︸ ︷︷ ︸
= K
Dersom vi trekker 3 tilfeldige pasienter, hva er
a) Sannsynligheten for a˚ trekke 3 menn, dvs. P (3 M) ?
b) Sannsynligheten for a˚ trekke 3 kvinner, dvs. P (3 K) ?
c) Sannsynligheten for a˚ trekke 2 kvinner og 1 mann, dvs. P (2 K, 1 M) ?
d) Sannsynligheten for a˚ trekke 1 kvinne og 2 menn, dvs. P (1 K, 2 M) ?
2Dette er helt analogt med tellesituasjonen som vi diskuterte i kapittel 1. Se f.eks. eksempel 3 i kapittel 1.
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Løsning:
N˚ar man trekker en mann eller kvinne s˚a spiller rekkefølgen ingen rolle. Dessuten, n˚ar en mann
eller kvinne er trukket s˚a kan han/hun ikke trekkes p˚a nytt. Dette tilsvarer
situasjon 3 (3.27)
dvs. ikke-ordnet utvalg uten tilbakelegging.
a) P (3 M):
P (3 M)
lign.(3.26)
=
antall gunstige kombinasjoner
antall mulige kombinasjoner
(3.28)
Det er totalt NM = 4 menn. Hvor mange kombinasjoner/m˚ater er det a˚ trekke s = 3 menn p˚a n˚ar
det totalt er NM = 4 menn? Svaret er
NM !
(NM−s)! s! =
4
(4−3)! 1! ≡
(
4
3
)
= 4.
Det er totalt NK = 5 kvinner. Men ingen kvinner skal trekkes. Dermed er s = 0. Antall kombina-
sjoner er da NK !
(NK−s)! s! =
5
(5−0)! 0! ≡
(
5
0
)
= 1.
Antall mulige utfall blant alle pasienter, uansett mann eller kvinne, er N = 9. Det skal trekkes
s = 3 personer, alts˚a totalt er det N !
(N−s)! s! =
9
(9−3)! 3! ≡
(
9
3
)
= 84 mulige kominasjoner . Innsatt i
lign.(3.28):
P (3 M) =
antall gunstige kombinasjoner
antall mulige kombinasjoner
(3.29)
=
= 4︷︸︸︷(
4
3
)
·
= 1︷︸︸︷(
5
0
)
(
9
3
)
︸︷︷︸
= 84
=
4 · 1
84
= 0.048 (= 4.8 %) (3.30)
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b) P (3 K):
P (3 K)
lign.(3.26)
=
antall gunstige kombinasjoner
antall mulige kombinasjoner
(3.31)
Det er totalt NK = 5 kvinner. Hvor mange kombinasjoner/m˚ater er det a˚ trekke s = 3 kvinner p˚a
n˚ar det totalt er NK = 5 kvinner? Svaret er
NK !
(NK−s)! s! =
5
(5−3)! 3! ≡
(
5
3
)
= 10.
Det er totalt NM = 4 menn. Men ingen menn skal trekkes. Dermed er s = 0. Antall kombinasjoner
er da NM !
(NM−s)! s! =
4
(4−0)! 0! ≡
(
4
0
)
= 1.
Antall mulige utfall blant alle pasienter, uansett mann eller kvinne, er N = 9. Det skal trekkes
s = 3 personer, alts˚a totalt er det N !
(N−s)! s! =
9
(9−3)! 3! ≡
(
9
3
)
= 84 mulige kominasjoner . Innsatt i
lign.(3.31):
P (3 K) =
antall gunstige kombinasjoner
antall mulige kombinasjoner
(3.32)
=
= 10︷︸︸︷(
5
3
)
·
= 1︷︸︸︷(
4
0
)
(
9
3
)
︸︷︷︸
= 84
=
10 · 1
84
= 0.119 (= 11.9 %) (3.33)
PS:
Antall kombinasjoner som finnes av kvinner og menn har ikke noe med hverandre a˚ gjøre. De er
uavhengige. Derfor kan vi multiplisere antall kombinasjoner i teller i lign.(3.36).
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c) P (2 K, 1 M):
P (2 K, 1 M) =
antall gunstige kombinasjoner
antall mulige kombinasjoner
(3.34)
Det er totalt NK = 5 kvinner. Hvor mange kombinasjoner/m˚ater er det a˚ trekke s = 2 kvinner p˚a
n˚ar det totalt er NK = 5 kvinner? Svaret er
NK !
(NK−s)! s! =
5
(5−2)! 2! ≡
(
5
2
)
.
Det er totalt NM = 4 menn. Hvor mange kombinasjoner/m˚ater er det a˚ trekke s = 1 mann p˚a
n˚ar det totalt er NM = 4 menn? Svaret er
NM !
(NM−s)! s! =
4
(4−1)! 1! ≡
(
4
1
)
.
Antall mulige utfall blant alle pasienter, uansett mann eller kvinne, er N = 9. Det skal trekkes
s = 3 personer, alts˚a totalt er det N !
(N−s)! s! =
9
(9−3)! 3! ≡
(
9
3
)
= 84 mulige kominasjoner . Innsatt i
lign.(3.34):
P (2 K, 1 M) =
antall gunstige kombinasjoner
antall mulige kombinasjoner
(3.35)
=
= 10︷︸︸︷(
5
2
)
·
= 4︷︸︸︷(
4
1
)
(
9
3
)
︸︷︷︸
= 84
=
10 · 4
84
= 0.476 (= 47.6 %) (3.36)
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d) P (1 K, 2 M):
P (1 K, 2 M) =
antall gunstige kombinasjoner
antall mulige kombinasjoner
(3.37)
Det er totalt NK = 5 kvinner. Hvor mange kombinasjoner/m˚ater er det a˚ trekke s = 1 kvinne p˚a
n˚ar det totalt er NK = 5 kvinner? Svaret er
NK !
(NK−s)! s! =
5
(5−1)! 1! ≡
(
5
1
)
.
Det er totalt NM = 4 menn. Hvor mange kombinasjoner/m˚ater er det a˚ trekke s = 2 menn p˚a n˚ar
det totalt er NM = 4 menn? Svaret er
NM !
(NM−s)! s! =
4
(4−2)! 2! ≡
(
4
2
)
.
Antall mulige utfall blant alle pasienter, uansett mann eller kvinne, er N = 9. Det skal trekkes
s = 3 personer, alts˚a totalt er det N !
(N−s)! s! =
9
(9−3)! 3! ≡
(
9
3
)
= 84 mulige kominasjoner . Innsatt i
lign.(3.37):
P (1 K, 2 M) =
antall gunstige kombinasjoner
antall mulige kombinasjoner
(3.38)
=
= 5︷︸︸︷(
5
1
)
·
= 6︷︸︸︷(
4
2
)
(
9
3
)
︸︷︷︸
= 84
=
5 · 6
84
= 0.357 (= 35.7 %) (3.39)

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NB:
Lett merke til følgende: Det er 2 kategorier, menn og kvinner. Sannsynligheten blir da:
P (dersom 2 kategorier) =
2 stk. binomialkoeff.
antall mulige kombinasjoner
(3.40)

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Eksempel 6: ( fond )
Du velger a˚ investere i 2 av i alt 4 ulike aksjefond. Det er ingen spesiell sammenheng mellom
fondene. Derfor velger du fondene tilfeldig.
• 4 fond, 2 velges tilfeldig
a) Hva er sannsynligheten for at du velger det beste fondet, dvs. P (beste fondet) ?
b) Hva er sannsynligheten for at du velger de 2 beste fondene, dvs. P (2 beste fondene) ?
Løsning:
Dette er en situasjon hvor man teller opp antall elementer i utfallsrommetm, dvs. vi kan bruke
“urnemodellen”. Vi m˚a bestemme om dette er sitiasjon 1, 2, 3 eller 4.
a) P (beste fondet):
P (beste fondet)
lign.(3.26)
=
antall gunstige kombinasjoner
antall mulige kombinasjoner
(3.41)
Sannsynligheten for a˚ trekke det beste fond er det samme som sannsynligheten for a˚ trekke et
bestemt fond.
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Det er totalt N = 4 fond. Du velger a˚ investere i s = 2 av disse fondene. Det er ingen avhengighet
mellom fondene. Derfor spiller ikke rekkefølgen vi trekker fondene p˚a noen rolle. N˚ar et fond er
trukket s˚a kan fondet ikke trekkes p˚a nytt. Dette tilsvarer situasjon 3, dvs. ikke-ordnet utvalg
uten tilbakelegging:
N = totalt antall valgobjekter = 4 (3.42)
s = antall objekter som velges = 2 (3.43)
i) Antall gunstige kombinasjoner:
Dersom ett bestemt fond skal være med blant v˚are s = 2 valg n˚ar det totalt er N = 4 fond, s˚a
finnes det
(
N − 1
s− 1
)
=
(
4− 1
2− 1
)
=
(
3
1
)
= 3 m˚ater at dette skjer p˚a:
Figur 3.3: Det er 3 m˚ater a˚ velge det beste fondet p˚a.
Dermed: (situasjon 3)
antall gunstige kombinasjoner =
(
N − 1
s− 1
)
=
(
4− 1
2− 1
)
=
(
3
1
)
= 3 (3.44)
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ii) Antall mulige kombinasjoner:
antall mulige kombinasjoner
lign.(3.16)
=
(
4
2
)
= 6 (3.45)
Innsatt i lign.(3.41):
P (beste fond) =
= 3︷ ︸︸ ︷
antall gunstige kombinasjoner
antall mulige kombinasjoner︸ ︷︷ ︸
= 6
(3.46)
=
(
3
1
)
(
4
2
) = 3
6
= 0.50 (= 50 %) (3.47)
b) P (2 beste fondene):
P (2 beste fondene)
lign.(3.26)
=
antall gunstige kombinasjoner
antall mulige kombinasjoner
(3.48)
Sannsynligheten for a˚ trekke de 2 beste fondene er det samme som sannsynligheten for a˚ trekke
to bestemte fond.
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i) Antall gunstige kombinasjoner:
Dersom 2 bestemte fond skal være med blant v˚are s = 2 valg n˚ar det totalt er N = 4 fond, s˚a
finnes det
(
N − 2
s− 2
)
=
(
4− 2
2− 2
)
=
(
2
0
)
= 1 kun en m˚ate at dette skjer p˚a:
Figur 3.4: Det er kun 1 m˚ate a˚ velge de 2 beste fondene p˚a.
Dermed: (situasjon 3)
antall gunstige kombinasjoner =
(
N − 2
s− 2
)
=
(
4− 2
2− 2
)
=
(
2
0
)
= 1 (3.49)
ii) Antall mulige kombinasjoner:
antall mulige kombinasjoner
lign.(3.16)
=
(
4
2
)
= 6 (3.50)
Innsatt i lign.(3.48):
P (2 beste fond) =
= 1︷ ︸︸ ︷
antall gunstige kombinasjoner
antall mulige kombinasjoner︸ ︷︷ ︸
= 6
(3.51)
=
(
2
0
)
(
4
2
) = 1
6
= 0.167 (= 16.7 %) (3.52)

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NB:
Lett merke til følgende: Det er kun e`n kategori, e`n type fond3. Sannsynligheten blir da:
P (dersom 1 kategori) =
1 stk. binomialkoeff.
antall mulige kombinasjoner
, (3.53)
jfr. lign.(3.40).

3Alts˚a ikke fond A, fond B og fond C. Dersom det hadde vært tilfelle s˚a hadde det vært 3 kategorier.
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Kapittel 4
Betinget sannsynlighet
Figur 4.1: Gitt at vi vet hvilke kuler som er i bøtten, hva er sannsynligheten for a˚ trekke en hvit
kule?
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4.1 Betinget sannsynlighet
Noen ganger har vi tilleggsinformasjon om noe som har skjedd. Dette kan p˚avirke beregningen
av sannsynlighetene.
Eksempel 1: ( bankkunder )
Bedriftdivisjonen til Sparebanken Møre deler sine kunder inn i gode kunder (A) og d˚arlige kunder
(A¯). I tillegg deles kundene inn i de kundene som har stor omsetning B, og de som har liten
omsetning (B¯). (En god kunde med stor omsetning er selvfølgelig det banken ønsker mest av).
Den totale bedriftkundemassen til Sparebanken Møre er:
Figur 4.2: Bedriftkundemassen til Sparebanken Møre.
En tilfeldig bedrift velges fra kundemassen. Da er sannsynligheten for a˚:
i) Trekke en god (A) kunde:
P (A) =
antall gode (A) kunder
antall totalt
=
34
66
≈ 0.52 (4.1)
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ii) Trekke en kunde med stor (B) omsetning:
P (B) =
antall kunder med stor (B) omsetning
antall totalt
=
36
66
≈ 0.55 (4.2)
iii) Trekke en god (A) kunde med stor (B) omsetning:
P (A
og︷︸︸︷∩ B) = antall gode (A) kunder med stor (B) omsetning
antall totalt
=
21
66
≈ 0.32 (4.3)
iv) Trekke en god (A) kunde dersom vi vet at kunden har stor (B) omsetning:
Siden vi vet at kunden har stor (B) omsetning, s˚a kan man si at B allerede har inntruffet.
P (A|B) = antall gode (A) kunder med stor (B) omsetning
antall totalt med stor omsetning
=
21
36
(4.4)
=
21
66
36
66
=
= 21/66︷ ︸︸ ︷
P (A ∩ B)
P (B)︸ ︷︷ ︸
= 36/66
≈ 0.58 (4.5)
Konklusjon:
Sannsynligheten for a˚ trekke en god kunde, P (A) ≈ 0.52, er alts˚a ikke den samme som sannsynlig-
heten for a˚ trekke en god god kunde dersom vi vet at kunden har stor omsetning, P (A|B) ≈ 0.58.

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4.1.1 Multiplikasjonssetningen
Eksempelet p˚a forrige side illustrerer det faktum at det er en sammenheng mellom betinget sann-
synlighet P (A|B) og “og”-sannsynligheten P (A ∩︸︷︷︸
og
B), se lign.(4.5). En slik sammenheng gjelder
generelt:
Setning: ( multiplikasjonssetningen, generelle )
For begivenhetene A og B gjelder:
P (A
og︷︸︸︷∩ B) = P (A|B) · P (B) (4.6)
hvor
P (A ∩ B) = “og”-sannsynligheten for A og B (4.7)
P (A|B) = sannsynligheten for A gitt at B allerede har inntruffet (“A gitt B′′)
( betinget sannsynlighet)
P (B) = sannsynligheten for B 6= 0 (4.8)
(ubetinget sannsynlighet)
Multiplikasjonssetningen i lign.(4.6) kan skrives p˚a den halvmatematiske m˚aten:
P (og) = P (betinget) · P (ubetinget) (4.9)
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Tilsvarende gjelder: (multiplikasjonssetningen)
= P (A∩B)︷ ︸︸ ︷
P (B ∩ A) = P (B|A) · P (A) (4.10)
hvor P (A) 6= 0. Denne setningen følger umiddelbart siden P (B ∩ A) = P (A ∩B).

For en betinget sannsynlighet st˚ar det vi vet til høyre for “|”:
P (B|A) = P (B| n˚ar vi vetA︸ ︷︷ ︸
vet
) (4.11)
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4.1.2 Bayes lov
Noen ganger er det lurt og hensiktsmessig a˚ skrive om multiplikasjonssetningen i lign.(4.6) og
(4.10) p˚a en alternativ m˚ate. Dersom vi løser disse ligningene med hensyn p˚a P (A ∩B) s˚a f˚ar vi:
lign.(4.6) : P (A ∩B) = P (A|B) · P (B) (4.12)
lign.(4.10) : P (A ∩B) = P (B|A) · P (A) (4.13)
med andre ord
P (A ∩B) = P (A ∩B) (4.14)
m
P (A|B) · P (B) = P (B|A) · P (A) (4.15)
N˚ar man løser med hensyn p˚a P (A|B) eller P (B|A) f˚as Bayes lov:
Setning: ( Bayes lov )
For begivenhetene A og B gjelder:
P (A|B) = P (B|A) · P (A)
P (B)
(4.16)
eller alternativt:
P (B|A) = P (A|B) · P (B)
P (A)
(4.17)

Ut fra utledningen lign.(4.12)-(4.15) s˚a innser vi at Bayes lov er bare en alternativ form av
multiplikasjonssetningen.
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Eksempel 2: ( likviditet, økonomi )
Lindorff Group AB har gjort en likviditetsvurdering av alle store og mellomstore bedrifter i Møre &
Romsdal. De deler bedriftene inn i grupper: god likviditet (A) og d˚arlig likviditet (A¯). Videre deler
de bedriftene inn i de som har gjennomført investeringer som forventer avkastning i et langsiktig
(B) tidsperspektiv, og de som kun har gjort investeringer med tanke p˚a kortsiktige (B¯) gevinster
eller av helt nødvendige grunner (B¯):
Figur 4.3: Tallene viser relative hyppigheter av de forskjellige kategoriene.
Vi har alts˚a definert begivenhetene:
• A = en tilfeldig valgt bedrift har god likviditet
• B = en tilfeldig valgt bedrift har gjennomført langsiktige investeringer
i) God likviditet (A):
P (A) = 0.45 + 0.20 + 0.15 = 0.80 (4.18)
som er den ubetingede sannsynlighten for at en tilfeldig valgt bedrift har god likviditet.
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ii) Langsiktige investeringer (B):
P (B) = 0.45 + 0.02 = 0.47 (4.19)
som er den ubetingede sannsynlighten for at en tilfeldig valgt bedrift har gjennomført langsiktige
investeringer.
iii) God likviditet (A) dersom vi vet at bedriften har gjort langsiktige (B) investeringer:
Siden vi kjenner sannsynlightetene P (B) og P (A
og︷︸︸︷∩ B) s˚a kan vi bruke multiplikasjonssetningen
i lign.(4.6):
P (A|B) = hyppighet god likv. (A) og langsikt. (B)
hyppighet langsiktige investeringer︸ ︷︷ ︸
utfallsrommet ’redusert’ til kun B
lign.(4.6)
=
= 0.45︷ ︸︸ ︷
P (A ∩ B)
P (B)︸ ︷︷ ︸
= 0.47
=
0.45
0.47
≈ 0.96 (4.20)
som er den betingede sannsynlighten for at en tilfeldig bedrift blant de som har gjort langsiktige
(B) investeringer, har god likviditet (A).
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iv) Langsiktige investeringer (B) dersom vi vet at bedriften har god (A) likviditet:
Siden vi kjenner sannsynlightetene P (A), P (B) og P (A|B) s˚a kan vi bruke Bayes lov i lign.(4.17):
P (B|A) lign.(4.17)=
≈ 0.96︷ ︸︸ ︷
P (A|B) ·
= 0.47︷ ︸︸ ︷
P (B)
P (A)︸ ︷︷ ︸
≈ 0.80
= 0.96 · 0.47
0.80
= 0.56 (4.21)
som er den betingede sannsynlighten for at en tilfeldig valgt bedrift blant de som har god likviditet
(A), har gjort langsiktige (B) investeringer.
Alternativt kan vi finne P (B|A) via direkte avlesning av tabellen, analogt med lign.(4.20), dvs.
multiplikasjonssetningen:
P (B|A) = hyppighet langsikt. (B) og god (A) likv.
hyppighet god likviditet︸ ︷︷ ︸
utfallsrommet ’redusert’ til kun A
lign.(4.10)
=
=P (A∩B)=0.45︷ ︸︸ ︷
P (B ∩ A)
P (A)︸ ︷︷ ︸
=0.80
=
0.45
0.80
≈ 0.56 (4.22)
dvs. samme svar som i lign.(4.21), selvfølgelig.

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4.2 Sannsynlighetstrær
I noen tilfeller kan en situasjon med mange betingede sannsynligheter gjøres mer oversiktlig ved
a˚ tegne opp et tre som viser de ulike mulighetene. Slike trær kalles sannsynlighetstrær.
Eksempel 1: ( fond, økonomi )
Vi ønsker a˚ kartlegge noen investeringer som er gjort i fond. Fondet investerer i USA:
• 75% NASDAQ
– av disse blir 100% investert i teknologi
• 25% NYSE
– av disse blir 40% investert i teknologi
Hvor mange % av aksjene er investert i teknologi?
Løsning:
Ut fra oppgitt informasjon kan vi tegne følgende sannsynlighetstre:
Figur 4.4: Sannsynlighetstre for fond i USA.
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Sannsynlighetstreet i figur (4.4) er en visuell fremstilling av opplysningene. Med en slik fremstilling
er det lettere a˚ se at: 1
% av aksjene investert i teknologi = ( 0.75 · 1 + 0.25 · 0.4 ) · 100% = 85% (4.23)
1Følg de bl˚a linjene i sannsynlighetstreet.
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4.3 Oppsplitting av Ω
Eksempel 1, forts.: ( fond, økonomi )
La oss igjen se p˚a eksempel 1 i forrige avsnitt. La oss løse oppgaven ved regning. Vi starter med
a˚ definere:
• A = teknologi
• B1 = NASDAQ
• B2 = NYSE
Det investeres kun i NASDAQ-fond og NYSE-fond. V˚art utfallsrom Ω best˚ar derfor av summen
av disse, dvs. Ω = B1 ∪︸︷︷︸
eller
B2. Utfallsrommet best˚ar alts˚a av to deler, dvs. Ω er splittet i to.
Noe av NASDAQ-fondene investeres i teknologi, A ∩B1. Tilsvarende, noe av NYSE-fondene inves-
teres ogs˚a i teknologi, A ∩B2. Den totale mengden fond som investeres i teknologi A er summen
av disse:
A = (A ∩B1) ∪︸︷︷︸
eller
(A ∩ B2) (4.24)
Figur 4.5: Oppsplitting av sannsynlighetsrommet i to, Ω = B1 ∪ B2.
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Via lign.(4.24) finner vi sannsynlighten P (A):
P (A) = P [ (A ∩ B1) ∪︸︷︷︸
eller
(A ∩ B2) ] (4.25)
Av figur (4.5) ser vi at det ikke er noe overlapp mellom A ∩B1 og A ∩B2, dvs. de er disjunkte 2.
Da gjelder den spesielle addisjonssetningen for “eller”-sannsynligheten i lign.(4.25): 3
P (A) = P (A ∩ B1) + P (A ∩ B2) (4.26)
Denne ligningen inneholder to “og”-sannsynligheter. Dermed kan vi bruke multiplikasjonssetnin-
gen4 p˚a disse:
P (A) =
= P (A|B1)·P (B1)︷ ︸︸ ︷
P (A ∩ B1) +
= P (A|B2)·P (B2)︷ ︸︸ ︷
P (A ∩ B2) (4.27)
lign.(4.6)
=
=1︷ ︸︸ ︷
P (A|B1) ·
= 0.75︷ ︸︸ ︷
P (B1) +
= 0.4︷ ︸︸ ︷
P (A|B2) ·
= 0.25︷ ︸︸ ︷
P (B2) (4.28)
= 1 · 0.75 + 0.4 · 0.25 = 0.85 (= 85%) (4.29)
dvs. samme svar som ved bruk av sannsynlighetstre, selvfølgelig.

2At det ikke er noe overlapp, dvs. disjunkte, betyr at (A ∩B1) ∪ (A ∩B2) = ∅.
3Den spesielle addisjonssetningen i lign.(2.50) sier at: P (A ∪B) = P (A) + P (B).
4Multiplikasjonssetningen i lign.(4.6) sier at: P (A ∩B) = P (A|B) · P (B).
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Setningen: ( oppsplitting av Ω i 2 )
Anta at utfallsrommet Ω splittes i to delrom Ω = B1
eller︷︸︸︷∪ B2, der B1 ∩B2 = ∅, dvs. delrommene
B1 og B2 har ingen felles elementer: de er disjunkte. Enhver mengde A kan da skrives:
A = (A ∩ B1)
eller︷︸︸︷∪ (A ∩ B2) (oppsplitting) (4.30)
med tilhørende sannsynlighet
P (A) = P (A ∩B1) + P (A ∩B2) (4.31)
Alternativt 5 kan lign.(4.31) skrives:
P (A) = P (A|B1) · P (B1) + P (A|B2) · P (B2) (4.32)
Figur 4.6: Oppsplitting av sannsynlighetsrom Ω, jfr. lign.(4.30).

5Via multiplikasjonssetningen i lign.(4.6): P (A
og︷︸︸︷∩ B) = P (A|B) · P (B).
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Setningen p˚a forrige side kan lett generaliseres til oppsplitting av flere enn to delrom.
Setningen: ( oppsplitting av Ω )
Anta at utfallsrommet Ω splittes i delrom Ω = B1
eller︷︸︸︷∪ B2 eller︷︸︸︷∪ B3 eller︷︸︸︷∪ ... eller︷︸︸︷∪ BN , der alle
Bi ∩ Bj = ∅, dvs. ingen delrom B1, B2, ... , BN har noen felles elementer: disjunkte 6. Enhver
mengde A kan da skrives:
A = (A ∩ B1)
eller︷︸︸︷∪ (A ∩B2) eller︷︸︸︷∪ ... eller︷︸︸︷∪ (A ∩BN ) (oppsplitting) (4.33)
med tilhørende sannsynlighet
P (A) = P (A ∩B1) + P (A ∩B2) + ... + P (A ∩ BN) (4.34)
Alternativt 7 kan lign.(4.34) skrives:
P (A) = P (A|B1) · P (B1) + P (A|B2) · P (B2) + ... + P (A|BN) · P (BN) (4.35)
Figur 4.7: Oppsplitting av sannsynlighetsrom Ω, jfr. lign.(4.33).

6Bitene i et puslespill overlapper akkurat ikke. Bitene i puslespillet er disjunkte.
7Via multiplikasjonssetningen i lign.(4.6): P (A
og︷︸︸︷∩ B) = P (A|B) · P (B).
117
4.4 Uavhengighet
Definisjon: ( uavhengighet )
To begivenheter A og B er uavhengige dersom
P (A|B) = P (A) (4.36)

Dette betyr at selv om B har inntruffet s˚a p˚avirker ikke det sannsynligheten for A. Med andre
ord, A og B er uavhengige.
Definisjonen av uavhengighet i lign.(4.36) kan skrives p˚a den halvmatematiske m˚aten:
P (betinget) = P (ubetinget) (4.37)
Sammen med multiplikasjonssetningen i lign.(4.6) s˚a har denne definisjonen en umiddelbar kon-
sekvens: Multiplikasjonssetningen
=P (A)︷ ︸︸ ︷
P (A|B) lign.(4.6)= P (A ∩ B)
P (B)
(4.38)
reduserer seg til
P (A ∩ B) = P (A) · P (B) (4.39)
n˚ar A og B er uavhengige. Dette spesialtilfellet av multiplikasjonssetningen er det s˚a viktig resultat
at vi formulerer det i en egen setning:
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Den generelle multiplikasjonssetningen fra lign.(4.6) gjelder alltid:
P (A
og︷︸︸︷∩ B) alltid= P (A|B) · P (B) (4.40)
Den spesielle multiplikasjonssetningen, derimot, gjelder kun dersom A og B er uavhengige:
Setning: ( multiplikasjonssetningen, spesielle )
Dersom begivenhetene A og B er uavhengige, s˚a gjelder:
P (A
og︷︸︸︷∩ B) uavh.= P (A) · P (B) (4.41)

Den spesielle multiplikasjonssetningen i lign.(4.41) kan skrives p˚a den halvmatematiske m˚aten:
P (og) = P (ubetinget) · P (ubetinget) (4.42)
eller enn˚a enklere:
P (og) = PRODUKT av ubetingede sannsynligheter (4.43)
Ser du forskjellen p˚a disse ligningene og lign.(4.9)?
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NB:
Ikke bland sammen begrepene “uavhengighet” og “disjunkthet”: 8
i) Uavhengighet: 9 P (A
og︷︸︸︷∩ B) = P (A) · P (B) ( se lign.(4.41) )
ii) Disjunkt: 10 P (A
eller︷︸︸︷∪ B) = P (A) + P (B) ( se lign.(2.50) )
8Disse begrepene kan ogs˚a være koblet p˚a følgende ma˚ter:
disjunkt
nesten alltid
=⇒ avhengig (4.44)
disjunkt
ikke nødvendigvis⇐= avhengig (4.45)
9Alts˚a: P (og) = PRODUKT av ubetingede sannsynligheter
10Alts˚a: P (eller) = SUM av ubetingede sannsynligheter
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Eksempel 3: ( økonomisk vekst )
Det er ofte en klar sammenheng mellom økonomisk vekst i et land og styrkingen av valutaen.
Grovt sett s˚a følger disse størrelsene et generelt mønster:
Ved
= høy︷ ︸︸ ︷
høy vekst er det 70 % sannsynlig at
= S︷ ︸︸ ︷
valutaen styrker seg, P (S|høy) = 0.7
Ved
= moderat︷ ︸︸ ︷
moderat vekst er det 50 % sannsynlig at
= S︷ ︸︸ ︷
valutaen styrker seg, P (S|moderat) = 0.5
Ved
= lav︷ ︸︸ ︷
lav vekst er det 20 % sannsynlig at
= S︷ ︸︸ ︷
valutaen styrker seg, P (S|lav) = 0.2
Anta at sannsynligheten for økonomisk vekst i Østerrike er: 11
P (høy) = 0.32 (sannsynlighet for høy økonomisk vekst) (4.47)
P (middels) = 0.51 (sannsynlighet for middels økonomisk vekst) (4.48)
P (lav) = 0.17 (sannsynlighet for lav økonomisk vekst) (4.49)
11Legg merke til at lign.(4.47)-(4.49) representerer en gyldig sannsynlighetsfordeling siden:
P (høy) + P (middels) + P (lav) = 0.32 + 0.51 + 0.17 = 1 (4.46)
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a) Hva er P (S)? 12
b) Hva er P (høy|S)? 13
c) Er begivenhetene om økonomisk vekst og styrkingen av valuta uavhengige for Østerrike
sit tilfelle?
Løsning:
a) Siden vi kjenner P (S|høy) og P (S|lav) i tillegg til de ubetingede sannsynlighetene i lign.(4.47)
og (4.49), s˚a kan vi bruke setning om total sannsynlighet i lign.(4.35):
P (S)
lign.(4.35)
= P (S|høy)︸ ︷︷ ︸
=0.7
P (høy)︸ ︷︷ ︸
=0.32
+ P (S|middels)︸ ︷︷ ︸
=0.5
P (middels)︸ ︷︷ ︸
=0.51
+ P (S|lav)︸ ︷︷ ︸
=0.2
P (lav)︸ ︷︷ ︸
=0.17
(4.50)
= 0.7 · 0.32 + 0.5 · 0.51 + 0.2 · 0.17 ≈ 0.513 (4.51)
Konklusjon:
Det er 51.3% sannsynlighet for at valutaen styrker seg i Østerrike.
12Dvs. finn sannsynligheten for at valutaen styrker seg i Østerrike.
13Dvs. finn sannsynligheten for at det er høy vekst i Østerrike dersom vi vet at valutaen styrker.
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b) Sannsynlighetene P (høy|S) og P (S|høy) er ikke like. Det er imidlertid en sammenheng
mellom dem. Denne sammenhengen finnes via Bayes lov i lign.(4.16):
P (høy|S) lign.(4.16)= P (S|høy)︸ ︷︷ ︸
=0.7
·
=0.32︷ ︸︸ ︷
P (høy)
P (S)︸ ︷︷ ︸
=0.513
= 0.7 · 0.35
0.28
≈ 0.44 (4.52)
Konklusjon:
Dersom valutaen styrker seg, s˚a er det 44% sannsynlighet for at Østerrike har høy
økonomisk vekst.
c) Uavhengighet testes ved a˚ regne ut P (S ∩ høy) og produktet P (høy) · P (S). Dersom disse
to er like, s˚a er begivenhetene høy og S uavhengige, jfr. den spesielle multiplikasjonssetningen
i lign.(4.41).
i) Siden vi kjenner P (høy|S) og P (S), s˚a kan vi finne P (S ∩ høy) via multiplikasjonssetningen
i lign.(4.6):
P (S ∩ høy) lign.(4.6)= P (høy|S)︸ ︷︷ ︸
≈ 0.44
· P (S)︸ ︷︷ ︸
=0.513
≈ 0.22 (4.53)
S˚a et svært viktig poeng: Siden vi ogs˚a kjenner P (S|høy) og P (høy), s˚a kan vi alternativt
finne P (S ∩ høy) via disse størrelsene. Multiplikasjonssetningen (4.10) gir:
P (S ∩ høy) lign.(4.10)= P (S|høy)︸ ︷︷ ︸
=0.7
·P (høy)︸ ︷︷ ︸
=0.32
≈ 0.22 (4.54)
dvs. samme svar som i lign.(4.53), selvfølgelig.
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ii) Produktet er lett a˚ regne ut:
P (S) · P (høy) = 0.513 · 0.32 ≈ 0.16 (4.55)
Konklusjon:
Siden P (S ∩ høy)︸ ︷︷ ︸
≈ 0.22
6= P (S) · P (høy)︸ ︷︷ ︸
≈ 0.16
s˚a er begivenhetene uavhengige .

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Kapittel 5
Tilfeldige variabler, forventning og
varians
Figur 5.1: Illustrasjon av graf med forventning (svart linje) og varians.
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5.1 Tilfeldige variabler
Definisjon: ( tilfeldig/stokastisk variabel )
En stokastisk variabel er en strrelse X som kan anta ulike verdier x med ulike sannsynligheter. 1

PS:
Vi skiller mellom diskrete2 og kontinuerlige3
Eksempel 1: ( aksjekurs, økonomi )
Anta at aksjekursen til National Oilwell Varco, NOV, kun kan ha verdiene 95 NOK, 100 NOK
eller 110 NOK. Aksjekursen er med andre ord et reelt tall. Derfor kan aksjekursen representeres
ved en tilveldig variabel X . Utfallsrommet til denne tilveldige variabelen er:
Ω = { 95 , 100 , 110 } (5.1)
Figur 5.2: National Oilwell Varco, NOV.
1En mer teknisk (matematisk) versjon av definisjonen av en stokastisk variabel er: Med en tilfeldig variabel
mener vi en funksjon X som til ethvert mulig utfall definerer et bestemt reelt tall.
2 X er diskret: tellbart antall verdier (kan være uendelig antall, men det ma˚ være mulig a˚ nummerere dem),
“hakkete” variabel.
3 X er kontinuerlig: ikke-tellbart antall, kan ha alle verdier p˚a, “glatt” variabel.
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Avhengig av mange faktorer som f.eks. driftsresultat, omsetning og forventet optimisme i markedet
s˚a har NOV vurdert at aksjeprisen for neste kalender˚ar vil være:
P (X = 95) = 0.20 (= P (x1) ) (5.2)
P (X = 100) = 0.70 (= P (x2) ) (5.3)
P (X = 110)︸ ︷︷ ︸
stor X for selve variabelen
= 0.10 (= P (x3)︸ ︷︷ ︸
liten x for verdien
) (5.4)
som selvsagt oppfyller
∑3
i=1 P (xi) = 1, ( jfr. lign.(2.15) )
4.
Sannsynlighetene i lign.(5.2)-(5.4) kan plottes i et stolpediagram:
Figur 5.3: Sannsynlighetsfordeling P (x) = P (X = x) for aksjekursen til NOV.
Fordelingen i figur (5.3) er asymmetrisk om X = 100, dvs. “skjev”.

4x1 = 95, x2 = 100 og x3 = 110
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Definisjon: ( sannsynlighetsfordeling, diskret )
En sannsynlighetsfordeling til en diskret variabel er en funksjon definert ved
P (x)︸ ︷︷ ︸
liten x for verdier
= P (X = x)︸ ︷︷ ︸
stor X for selve variabelen
(5.5)

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Eksempel 1, forts.: ( aksjekurs, økonomi )
La oss fortsette med eksempel 1 fra tidligere i dette avsnittet. La oss se p˚a sannsynligheten for at
den tilfeldige variabelen X har verdi mindre eller lik 95. Fra lign.(5.2) ser vi at
P (X ≤ 95) = P (X = 95) = 0.20 (5.6)
Tilsvarende: sannsynligheten at den tilfeldige variabelen X har verdi mindre eller lik 100 er ( se
lign.(5.2) og (5.3) )
P (X ≤ 100) = P (X = 95) + P (X = 100) = 0.20 + 0.70 = 0.90 (5.7)
Og til slutt, sannsynligheten at den tilfeldige variabelen X har verdi mindre eller lik 110 er
P (X ≤ 110) = P (X = 95) + P (X = 100) + P (X = 110) = 0.20 + 0.70 + 0.10 = 1 (5.8)
P (X ≤ x) kalles kumulativ sannsynlighetsfordeling. Den kan illustreres slik:
Figur 5.4: Kumulativ sannsynlighetsfordeling F (x) ≡ P (X ≤ x) for eksemplet med aksjekurs.

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Definisjon: ( kumulativ sannsynlighetsfordeling, diskret )
Den kumulative sannsynlighetsfordeling F til en diskret variabel X er definert ved
F (x) = P (X ≤ x) (5.9)

Dersom fordelingsfunksjonen P (X = x) er kjent, slik som i eksempel 2 ovenfor, s˚a er
F (x) =
∑
xi≤x
P (X = xi) (5.10)
130
5.2 Forventning og varians
5.2.1 Forventning
Forventningsverdi:
• et m˚al for “tyngdepunktet”
• “gjennomsnittet” i det lange løp
• m˚a ikke nødvendigvis være lik en mulig verdi av den stokastiske variabelen
• forventing er ikke en sannsynlighet
• forventningsverdi er heller nødvendigvis ikke den verdien som er mest sannsynlig
Definisjon: ( forventningsverdi, diskret ) 5
For en diskret tilfeldig variabel X med de mulige verdiene x1, x2, ... , xm er forventningsverdien:
E[X ] =
m∑
i=1
xi · P (X = xi) (5.11)

Definisjon: ( forventningsverdi, kontinuerlig )
For en kontinuerlig tilfeldig variabel X er forventningsverdien:
E[X ] =
∫ ∞
−∞
x · f(x) dx (5.12)
hvor f(x) = sannsynlighetstettheten av x.

5Jamfør den analoge størrelsen for (empirisk) gjennomsnitt definert i lign.(1.8): x = 1
n
∑n
i=1 xi.
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5.2.2 Varians
Varians:
• et m˚al for “spredning”
• et m˚al for avviket fra forventningsverdien
• gjennomsnittlig avvik fra forventningsverdien
Definisjon: ( varians, diskret )
For en diskret tilfeldig variabel X er variansen
V ar[X ] = E[ (X −E[X ])2 ] (5.13)

Variansen er alts˚a forventningsverdien av (X −E[X ])2. Lign.(5.13) kan derfor skrives: 6
V ar[X ] =
m∑
i=1
(xi − E[X ])2 · P (X = xi) (5.14)
A˚ bruke definisjonen for a˚ regne ut V ar[X ] via lign.(5.14) kan være omstendelig. Men det finnes
en setning som forenkler regningen i en del tilfeller. Setningen er som følger:
6Jamfør den analoge størrelsen for empirisk varians definert i lign.(1.20): S2x =
1
n−1
∑n
i=1 (xi − x¯)2.
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Setning: ( varians )
La X være en stokastisk variabel. For variansen gjelder da:
V ar[X ] = E[X2]− E[X ]2 (5.15)

Denne formen er en enklere og mer brukt formel enn definisjonen i lign.(5.13). Via lign.(5.11) kan
denne setningen skrives: 7
V ar[X ] =
m∑
i=1
x2i · P (X = xi) −
( m∑
i=1
xi · P (X = xi)
)2
(5.16)
Definisjon: ( standardavvik, diskret ) 8
For en diskret tilfeldig variabel X er standardavviket
σ[X ] ≡
√
V ar[X ] (5.17)

7Bevises ved a˚ bruke 2. kvadratsetning. Se læreboken for detaljer.
8Jamfør den analoge størrelsen for (empirisk) standardavvik definert i lign.(1.21): Sx =
√
S2x.
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5.2.3 Noen regneregler
La a og b være konstanter. La videre X og Y være to stokastiske variabler. Da gjelder:
Regneregler for forventning:
E[a] = a (5.18)
E[a+X ] = a+ E[X ] (5.19)
E[a ·X ] = a · E[X ] (5.20)
E[aX + bY ] = aE[X ] + bE[Y ] (5.21)
Regneregler for varians:
V ar[a] = 0 (5.22)
V ar[a +X ] = V ar[X ] (5.23)
V ar[a ·X ] = a2 · V ar[X ] (5.24)
V ar[X ] = V ar[−X ] (5.25)
Dessuten er alltid V ar[X ] ≥ 0, dvs. en varians kan aldri være negativ.
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Eksempel 2: ( økonomi )
En selger hos IT-firmaet Serit selger PCer. Selgeren definerer den stokastiske variabelen:
X = antall solgte PCer i løpet av en arbeidsdag (5.26)
Basert p˚a blant annet tidligere slagstall har selgeren funnet ut at forventet antall solge PCer per
arbeidsdag er:
E[X ] = 7.2 , (5.27)
med tilhørende varians 9
V ar[X ] = 1.4 . (5.28)
Inntektene I som selgeren f˚ar i løpet av en tilfeldig valgt arbeidsdag er da:
I = pX , (5.29)
hvor p er prisen p˚a en bestemt type PC. Anta at denne prisen er:
p = 5 000 NOK (pris per PC) (5.30)
Figur 5.5: Serit.
9Dvs. variansen av antall solgte PCer per dag er.
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a) Hva er forventet inntekt per arbeidsdag, E[ I ]?
b) Hva er standardavviket av inntekten per arbeidsdag, σ[ I ]?
Løsning:
a) Forventet inntekt per arbeidsdag:
E[ I ] = E[ pX ] (5.31)
lign.(5.21)
= pE[X ] (5.32)
= 5 000 · 7.2 NOK = 36 000 NOK (5.33)
b) Varians av inntekt per arbeidsdag:
V ar[ I ] = V ar[ pX ] (5.34)
lign.(5.25)
= p2V ar[X ] (5.35)
Tilhørende standardavvik er da:
σ[ I ]
lign.(5.17)
=
√
V ar[ I ] (5.36)
=
√
p2V ar[X ] (5.37)
= p
√
V ar[X ] (5.38)
= 5 000
√
1.4 NOK ≈ 5 916 NOK (5.39)

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Eksempel 3 nedenfor er ment som praktiske eksempler som illustrerer regnereglene p˚a side 134.
Eksempel 3: ( kredittvurdering )
DnB ønsker a˚ gjøre en kredittvurdering av alle selskaper relatert til den maritime sektor i Møre
& Romsdal. I den sammenheng deler de selskapene inn i 4 grupper, gradert etter hvor god beta-
lingsevne de har. Gruppe 1 (som f˚ar 1 poeng) er de med d˚arligst betalingsevne, og gruppe 4 (som
f˚ar 4 poeng) er de med best betalingsevne. Erfaringstall viser at de relative hyppighetene for
de 4 kategoriene er som følger:
Figur 5.6: Relative hyppigheter for de 4 forskjellige kategoriene.
For dette eksemplet er:
• stokastisk variabel: X = antall poeng
• utfallsrom: Ω = { 1 , 2 , 3 , 4 }
Figur 5.7: DnB.
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i) Forventningen av en stokastisk variabel:
E[X ] =
4∑
i=1
xi · P (X = xi) = 1 · 0.14 + 2 · 0.57 + 3 · 0.26 + 4 · 0.03 = 2.18 (5.40)
dvs. E(X) er ikke lik en mulig verdi av den stokastiske variabelen X .
ii) Forventningen av en sum:
E[39 +X ] =
4∑
i=1
(39 + xi) · P (X = xi) (5.41)
= 39 ·
4∑
i=1
P (X = xi)︸ ︷︷ ︸
= 1
+
4∑
i=1
xi · P (X = xi)︸ ︷︷ ︸
= E[X]
= 39 + E[X ]︸ ︷︷ ︸
= 2.18
= 39 + 2.18 (5.42)
som er et eksempel p˚a formelen lign.(5.19).
iii) Forventningen av en stokastisk variabel multiplisert med et konstant tall:
E[39 ·X ] =
4∑
i=1
39 · xi · P (X = xi) (5.43)
= 39 ·
4∑
i=1
xi · P (X = xi)︸ ︷︷ ︸
= E[X]
= 39 · E[X ]︸ ︷︷ ︸
= 2.18
= 39 · 2.18 (5.44)
som er et eksempel p˚a formelen lign.(5.20).
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iv) Variansen av et konstant tall:
V ar[
konstant︷︸︸︷
39 ] = 0 ( spredningen av en konstant er a˚penbart 0 ) (5.45)
som er et eksempel p˚a formelen lign.(5.22).
v) Variansen av en stokastisk variabel:
V ar[X ]
lign.(5.13)
= E[ (x− E[x]︸︷︷︸
=2.18
)2 ] (5.46)
=
4∑
i=1
( xi − 2.18 )2 P (X = xi) (5.47)
= (1− 2.18)2 · 0.14 + (2− 2.18)2 · 0.57
+ (3− 2.18)2 · 0.26 + (4− 2.18)2 · 0.03 ≈ 0.49 (5.48)
Istedet for a˚ bruke definisjonen som i lign.(5.13) s˚a er det som oftest enklere a˚
bruke lign.(5.15):
V ar[X ]
lign.(5.15)
= E[X2]− E[X ]2︸ ︷︷ ︸
= (2.18)2
(5.49)
=
4∑
i=1
x2i P (X = xi)− (2.18)2 (5.50)
= 12 · 0.14 + 22 · 0.57 + 32 · 0.26 + 42 · 0.03 − (2.18)2 ≈ 0.49 (5.51)
Standardavviket er:
σ[X ]
lign.(5.17)
=
√
V ar[X ] ≈
√
0.49 = 0.70 (5.52)
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vi) Variansen av en stokastisk variabel multiplisert med en konstant:
V ar[39 ·X ] lign.(5.15)= E[(39 ·X)2]−E[39 ·X ]2︸ ︷︷ ︸
= (39·2.18)2
(5.53)
=
4∑
i=1
(39 · xi)2 P (X = xi)− (39 · 2.18)2 (5.54)
= 392 ·
{ 4∑
i=1
x2i P (X = xi)− (2.18)2︸ ︷︷ ︸
= V ar[X]
}
= 392 · 2.18 (5.55)
som er et eksempel p˚a formelen lign.(5.24).
vii) Variansen av den negative stokastisk variabelen:
V ar[−X ] lign.(5.15)= E[(−X)2]− E[−X ]2︸ ︷︷ ︸
= (−2.18)2
(5.56)
=
4∑
i=1
(−xi)2 P (X = xi)− (−2.18)2 (5.57)
=
4∑
i=1
x2i P (X = xi)− (2.18)2︸ ︷︷ ︸
= V ar[X]
= V ar[X ] (5.58)
hvor vi har benyttet at (−xi)2 = x2i . Lign.(5.58) er et eksempel p˚a lign.(5.25).
Den aller siste formelen, lign.(5.23), kan ogs˚a vises med rett frem algebra.
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5.3 Generelle forventninger
Forventningsverdien i forrige avsnitt kan generaliseres p˚a følgende m˚ate:
Definisjon: ( generell forventningsverdi, diskret )
For en diskret tilfeldig variabel X og en vanlig funksjon h(X) s˚a er
E[h(X)] =
m∑
i=1
h(xi) · P (X = xi) (5.59)

Eksempel 3, forts.: ( kredittvurdering )
La oss fortsette med eksempel 2, der X er antall poeng for de ulike bedriftene. La videre
h(x) = x2 (5.60)
Da er:
E[h(X)] =
4∑
i=1
h(xi) · P (X = xi) (5.61)
=
4∑
i=1
x2i · P (X = xi) (5.62)
= 12 · 0.14 + 22 · 0.57 + 32 · 0.26 + 42 · 0.03 = 5.24 (5.63)

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Eksempel 4: ( økonomi , Sport Management )
Spillerne i Kristiansund Ballklubb (KBK) ønsker a˚ se nærmere p˚a antall m˚al de scorer per kamp.
I den sammenheng defineres den stokastiske variabelen:
X = antall m˚al som KBK scorer i løpet av en tilfeldig valgt kamp (5.64)
Basert p˚a historiske data har de funnet ut at X har fordelingen som vist i figur (5.8): 10
 2 
0.20 
X=xi 
P(X=xi) 
 0  3 
0.30 
 1 
0.20 0.15 
 4 
0.10 
 5 
 0.05 
Figur 5.8: Sannsynlighetsfordeling for P (X = xi).
a) Finn forventet antall m˚al som scores av KBK i løpet av en tilfeldig valgt kamp, E[X ].
Figur 5.9: Kristiansund Ballklubb.
10Ut fra denne sannsynlighetsfordelingen ser vi at KBK maksimalt scorer 5 ma˚l per kamp. Denne begrensningen
er kun introdusert for a˚ unng˚a for mye repeterende regning.
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SpareBank 1 Nordvest er hovedsponsor for KBK. Sponsoravtalen er prestasjonsrettet p˚a en slik
m˚ate at de f˚ar bonus B bestemt av antall m˚al scoret i løpet av en gitt kamp:
B = cX2 + d (5.65)
hvor c = 750 NOK og d = 1500 NOK. 11
b) Forklar hvorfor B er en stokastisk variabel.
c) Hva er forventet bonus for en tilfeldig valgt kamp, E[B ]?
Løsning:
a) Forventet antall m˚al scoret per kamp:
E[X ] =
5∑
i=0
xiP (X = Xi) (5.66)
= 0 · 0.20 + 1 · 0.30 + 2 · 0.20 + 3 · 0.15 + 4 · 0.10 + 5 · 0.05 (5.67)
= 1.8 (5.68)
11Dette betyr at c og d er konstanter, mens X er en stokastisk variabel.
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b) En funksjon av en tilfeldig variabel er bare en ny tilfeldig variabel. Derfor:
B = cX2 + d er en stokastisk variabel fordi den er en funksjon av X , hvor X er en
stokastisk variabel.
c) Forventet bonus per kamp:
E[B] = E[ cX2 + d ] (5.69)
lign.(5.21)
= cE[X2] + d (5.70)
Vi trenger alts˚a E[X2] for a˚ finne bonusen. Denne m˚a vi regne ut:
E[X2] =
5∑
i=0
xiP (X = Xi) (5.71)
= 02 · 0.20 + 12 · 0.30 + 22 · 0.20 + 32 · 0.15 + 42 · 0.10 + 52 · 0.05 (5.72)
= 5.3 (5.73)
Forventet bonus per kamp E[B] blir derfor:
E[B] = cE[X2] + d (5.74)
= ( 750 · 5.3 + 1 500 ) NOK = 5 475 NOK (5.75)

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Kapittel 6
Simultane sannsynlighetsfordelinger
Figur 6.1: Illustrasjon av simultane sannsynlighetsfordelinger.
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6.1 Simultan- og marginalfordeling
La oss se p˚a situasjonen med to stokastiske variabler X og Y
simultan︷ ︸︸ ︷
samtidig. Vi ønsker a˚ finne ut om
det er koblinger mellom variablene.
Eksempel 1: ( leveringstid )
I en by er det to firma som leverer samme produkt. Det er kun disse to firmaene som leverer
produktene i denne byen. La :
• X = hvilket firma som velges, ( 1 eller 2 )
• Y = leveringstid i antall dager, ( 0, 1 eller 2 )
Figur 6.2: Simultanfordelingen til X og Y , firma og leveringstid.
Fra tabell figur (6.2) ser vi at de 2 · 3 = 6 simultane sannsynlighetene er
firma nr. 1 :


p(1, 0) = P (X = 1 ogY = 0) = 0.1
p(1, 1) = P (X = 1 ogY = 1) = 0.1
p(1, 2) = P (X = 1 ogY = 2) = 0.3
firma nr. 2 :


p(2, 0) = P (X = 2 ogY = 0) = 0.2
p(2, 1) = P (X = 2 ogY = 1) = 0.1
p(2, 2) = P (X = 2 ogY = 2) = 0.2
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Firma 1 er mest interessert i at kundene kjøper produktet hos dem, uansett hvor lang tid firmaet
bruker p˚a leveringstiden. Derfor spør de:
“Hva er sannsynligheten for at kundene velger a˚ kjøpe produktet hos oss i firma 1,
(uansett hvor lang tid vi bruker p˚a leveringen)?”
Svaret er:
marginalfordeling︷ ︸︸ ︷
P (
firma1︷ ︸︸ ︷
X = 1) =
∑
y
p(1, y) (6.1)
= p(1, 0) + p(1, 1) + p(1, 2) = 0.1 + 0.1 + 0.3 = 0.5 (6.2)
Tilsvarende ønsker firma 2 a˚ finne ut:
“Hva er sannsynligheten for at kundene velger a˚ kjøpe produktet hos oss i firma 2,
(uansett hvor lang tid vi bruker p˚a leveringen)?”
marginalfordeling︷ ︸︸ ︷
P (
firma2︷ ︸︸ ︷
X = 2) =
∑
y
p(2, y) (6.3)
= p(2, 0) + p(2, 1) + p(2, 2) = 0.2 + 0.1 + 0.2 = 0.5 (6.4)
Konklusjon: Firmaene 1 og 2 deler markedet broderlig mellom seg, 50/50.
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Begge firmaene er interessert i a˚ finne ut hvor viktig leveringstiden er for kundene. Derfor ønsker
de svar p˚a spørsm˚alet:
“Hva er sannsynligheten for at kundene kjøper produktet, uansett hvor det kjøpes,
dersom leveringstiden er Y = 0 dager? Y = 1 dag? Og Y = 2 dager? ”
marginalfordeling︷ ︸︸ ︷
P (Y = 0) =
∑
x
p(x, 0) = p(1, 0) + p(2, 0) = 0.1 + 0.2 = 0.3 (6.5)
marginalfordeling︷ ︸︸ ︷
P (Y = 1) =
∑
x
p(x, 1) = p(1, 1) + p(2, 1) = 0.1 + 0.1 = 0.2 (6.6)
marginalfordeling︷ ︸︸ ︷
P (Y = 2) =
∑
x
p(x, 2) = p(1, 2) + p(2, 2) = 0.3 + 0.2 = 0.5 (6.7)
Vi kan utvide tabellen i figur (6.2) slik at marginalfordelingene er inkludert:
Figur 6.3: Simultanfordelingen (rød og bl˚a) og marginalfordelingene (svart) til X og Y .

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Definisjon: ( simultanfordeling )
La X og Y være to stokastiske variabler. Med simultanfordeling menes:
p(x, y) = P (X = x og Y = y) (6.8)

Simultanfordeling er som en “og”-sannsynlighet:
den sier noe om hvor stor sannsynlighet det er for at X = x og samtidig Y = y.
Definisjon: ( marginalfordeling )
La X og Y være to stokastiske variabler. Med marginalfordeling menes:
P (X = x) =
∑
y
p(x, y) (6.9)
P (Y = y) =
∑
x
p(x, y) (6.10)

Marginalfordeling er som en “individuell” sannsynlighet:
- den sier noe om hvor stor sannsynlighet det er for at X = x, uansett hva verdien av Y er
- den sier noe om hvor stor sannsynlighet det er for at Y = y, uansett hva verdien av X er
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Eksempel 1, (forts): ( leveringstid )
La oss fortsette med eksempel 1. Dersom vi ønsker a˚ finne ut om de to stokastiske variablene er
X og Y er uavhengige s˚a kan vi gjøre det p˚a analog m˚ate som i eksempel 3 c p˚a side 122:
Uavhengighet testes ved a˚ regne ut:
P (X = x og Y = y) og sammenligne med produktet P (X = x) · P (Y = y) (6.11)
Dersom disse to er like, s˚a er de stokastiske variablene X og Y uavhengige, jfr. den spesielle
multiplikasjonssetningen i lign.(4.41).
i) Fra figur (6.2) ser vi direkte at
P (X = 1 og Y = 0) = 0.1 (6.12)
ii) Produktet P (X = 1)·P (Y = 0) kan vi ogs˚a regne ut siden vi kjenner verdiene P (X = 1) = 0.5
og P (Y = 0) = 0.3:
P (X = 1) · P (Y = 0) = 0.5 · 0.3 = 0.15 (6.13)
Alt i alt:
= 0.1︷ ︸︸ ︷
P (X = 1 og Y = 0) 6=
= 0.15︷ ︸︸ ︷
P (X = 1) · P (Y = 0) (6.14)
Konklusjon:
I dette eksempelet er de stokastiske variablene X og Y ikke uavhengige.

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Definisjon: ( uavhengighet ) 1
La X og Y være to stokastiske variabler. Disse er uavhengige dersom:
P (X = x og Y = y)︸ ︷︷ ︸
= p(x,y)
= P (X = x) · P (Y = y) (6.15)
for alle X = x og Y = y.

NB:
Denne definisjonen er helt analog med spesielle multiplikasjonssetningen i forbindelse med kapitlet
om betinget sannsynlighet, e lign.(4.41).
• Her, i lign.(6.15), dreier deg seg uavhengighet mellom stokastiske variabler X og Y .
• I lign.(4.41), dvs. den spesielle multiplikasjonssetningen P (A∩B) = P (A) ·P (B), dreier deg
seg uavhengighet mellom begivenheter A og B.
1Jamfør den analoge setn. for uavhengighet mellom begivenheter A og B i lign.(4.41): P (A ∩B) = P (A) · P (B).
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6.2 Generelle forventninger
I kapittel (5.3) definerte vi den generelle diskrete forventingsverdi av funksjonen h(X) p˚a følgende
m˚ate:
E[h(X)]
lign.(5.59)
=
m∑
i=1
h(xi) · P (X = xi) (6.16)
Denne definisjonen fra forrige kapittel kan vi n˚a utvide til funkjoner med to variable:
Definisjon: ( generell forventingsverdi, diskret )
For diskrete stokastiske variabel X , Y og funksjonen h(X, Y ) s˚a gjelder
E[h(X, Y )] =
m∑
i=1
n∑
j=1
h(xi, yj) · p(xi, yj) (6.17)

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Spesialtilfelle av definisjonen i lign.(6.17):
La oss se p˚a et spesialtilfelle av lign.(6.17), nemlig det spesialtilfellet n˚ar:
h(X, Y ) = X · Y (6.18)
Da er:
E[X · Y ] =
m∑
i=1
n∑
j=1
xi · yj · p(xi, yj) (6.19)

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Eksempel 2: ( h(X, Y ) )
Anta at studenter ved Høyskolen i Molde som tar faget ”SCM300 Survey Design” har utført en
spørreundersøkelse. Resualtet av denne spørreundersøkelsen gir følgende simultanfordeling for de
stokastiske variablene X og Y :
Figur 6.4: Simultanfordelingen til X og Y .
La h(x, y) = (x+ 1)(y + 5y2) være en funksjon av X og Y . Da er
E[h(x, y)]
lign.(6.17)
=
2∑
i=1
2∑
j=1
h(xi, yj) · p(xi, yj) (6.20)
= (0 + 1)(1 + 5 · 12) · 0.3︸ ︷︷ ︸
X=0 , Y=1
+ (0 + 1)(2 + 5 · 22) · 0.1︸ ︷︷ ︸
X=0 , Y=2
(6.21)
+ (1 + 1)(1 + 5 · 12) · 0.2︸ ︷︷ ︸
X=1 , Y=1
+ (1 + 1)(2 + 5 · 22) · 0.4︸ ︷︷ ︸
X=1 , Y=2
(6.22)
= 1.8 + 2.2 + 2.4 + 17.6 (6.23)
= 24 (6.24)

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Setning: ( uavhengighet )
La X og Y være to uavhengige stokastiske variabler 2. Da gjelder:
E[X · Y ] = E[X ] ·E[Y ] (6.26)

Bevis:
Dersom de stokastiske variablene X og Y er uavhengige s˚a er:
P (X = xi og Y = yj)︸ ︷︷ ︸
= p(xi,yj)
= P (X = xi)︸ ︷︷ ︸
= p(xi)
·P (Y = yj)︸ ︷︷ ︸
= p(yj)
(6.27)
Ut fra definisjonen av forventning, se lign.(6.19), f˚ar vi da:
E[X · Y ] lign.(6.17)=
m∑
i=1
n∑
j=1
xi · yi · p(xi, yj) (6.28)
uavh.
=
m∑
i=1
n∑
j=1
xi · yi · p(xi) · p(yj) (6.29)
=
( m∑
i=1
xi · p(xi)
)
︸ ︷︷ ︸
= E[X]
·
( n∑
j=1
yj · p(yj)
)
︸ ︷︷ ︸
= E[Y ]
(6.30)
= E[X ] ·E[Y ] (6.31)

2Ut fra definisjonen av uavhengighet mellom to stokastiske variabler ( se lign.(6.15) ) s˚a vet vi X og Y er
uavhengige dersom:
P (X = x og Y = y)︸ ︷︷ ︸
= p(x,y)
lign.(6.15)
= P (X = x) · P (Y = y) (6.25)
for alle X = x og Y = y.
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Eksempel 3: ( aksjer )
La
• X = kursen (verdien) p˚a aksjen den samme dagen
• Y = antall aksjer som omsettes i et selskap per dag
Figur 6.5: Simultanfordelingen til X og Y , kurs (NOK) og antall aksjer som omsettes.
Fra tabellen i figur (6.5) ser vi at de simultane sannsynlighetene p(x, y) er: 3
kurs (verdi) p˚a en aksje = 70 NOK :


p(70, 80 000) = P (X = 70 og Y = 80 000) = 1
12
p(70, 120 000) = P (X = 70 og Y = 120 000) = 3
12
kurs (verdi) p˚a en aksje = 100 NOK :


p(100, 80 000) = P (X = 100 og Y = 80 000) = 1
6
p(100, 120 000) = P (X = 100 og Y = 120 000) = 1
6
kurs (verdi) p˚a en aksje = 130 NOK :


p(130, 80 000) = P (X = 130 og Y = 80 000) = 3
12
p(130, 120 000) = P (X = 130 og Y = 120 000) = 1
12
3Totalt er det 6 sannsynligheter i tabellen i figur (6.5).
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En aksjemegler ønsker svar p˚a spørsm˚alet:
“Hva er sannsynligheten for at verdien p˚a aksjen er X = 70 NOK?”
(uavhengig av omstening) (6.32)
marginalfordeling︷ ︸︸ ︷
P (
“lav” kurs︷ ︸︸ ︷
X = 70) =
∑
y
p(70, y) = p(70, 80 000) + p(70, 120 000) =
1
12
+
3
12
=
1
3
(6.33)
Tilsvarde ønsker han svar p˚a:
“Hva er sannsynligheten for at verdien p˚a aksjen er X = 100 NOK? ” (uavhengig av omsetning)
marginalfordeling︷ ︸︸ ︷
P (
“middels” kurs︷ ︸︸ ︷
X = 100 ) =
∑
y
p(100, y) = p(100, 80 000) + p(100, 120 000) =
1
6
+
1
6
=
1
3
(6.34)
Og dersom X = 130 NOK? Svaret er:
marginalfordeling︷ ︸︸ ︷
P (
“høy” kurs︷ ︸︸ ︷
X = 130) =
∑
y
p(130, y) = p(130, 80 000) + p(130, 120 000) =
3
12
+
1
12
=
1
3
(6.35)
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Aksjemegleren ønsker ogs˚a svar p˚a spørsm˚alet:
“Hvor stor sannsynlighet er det for a˚ omsette Y = 80 000 aksjer per dag?
Og Y = 120 000 aksjer per dag? Og Y = 120 000 aksjer per dag?”
marginalfordeling︷ ︸︸ ︷
P (Y = 80 000) =
∑
x
p(x, 80 000) = p(70, 80 000) + p(100, 80 000) + p(130, 80 000)
=
1
12
+
1
6
+
3
12
=
1
2
(6.36)
marginalfordeling︷ ︸︸ ︷
P (Y = 120 000) =
∑
x
p(x, 120 000) = p(70, 120 000) + p(100, 120 000) + p(130, 120 000)
=
3
12
+
1
6
+
1
12
=
1
2
(6.37)
Vi kan n˚a utvide tabellen i figur (6.2) slik at marginalfordelingene er inkludert:
Figur 6.6: Simultanfordelingen p(x, y) og marginmalfordelingene P (X = x) og P (Y = y).
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Forventet kurs p˚a aksjene:
E[X ]
lign.(5.11)
=
3∑
i=1
xi · P (X = xi) = 70 · 1
3
+ 100 · 1
3
+ 130 · 1
3
= 100 (6.38)
Forventet antall aksjoner som omsettes:
E[Y ]
lign.(5.11)
=
2∑
i=1
yi · P (Y = yi) = 80 000 · 1
2
+ 120 000 · 1
2
= 100 000 (6.39)
Siden omsetning = pris × antall aksjer omsatt = X · Y , s˚a er forventet omsetning:
E[X · Y ] lign.(6.19)=
3∑
i=1
2∑
j=1
xi · yj · p(xi, yj) (6.40)
= 70 · 80 000 · 1
12
+ 100 · 80 000 · 1
6
+ 130 · 80 000 · 3
12
+ 70 · 120 000 · 3
12
+ 100 · 120 000 · 1
6
+ 130 · 120 000 · 1
12
(6.41)
= 9 800 000 (6.42)
Fra lign.(6.38) og (6.39) ser vi at E[X ] ·E[Y ] = 10 000 000, dvs.:
E[X · Y ] 6= E[X ] ·E[Y ] (6.43)
Konklusjon: X og Y er ikke uavhengige.

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6.3 Kovarians
Definisjon: ( kovarians ) 4
La X og Y være to stokastiske variabler. Med
samvariasjon/korrelasjon︷ ︸︸ ︷
kovariansen mellom disse mener vi:
samvariasjon/korrelasjon︷ ︸︸ ︷
Cov[X, Y ] = E[ (X − E[X ])(Y − E[Y ]) ] (6.44)

Kovariansen er et m˚al p˚a grad av samvariasjon/korrelasjon:
• Cov[X, Y ] < 0: betyr at store X gir sm˚a Y
• Cov[X, Y ] > 0: betyr at store X gir store Y
Eksempel 3, forts.: ( aksjer, økonomi )
For a˚ regne ut
samvariasjon/korrelasjon︷ ︸︸ ︷
kovariansen benytter vi oss igjen av lign.(6.44):
Cov[X, Y ]
lign.(6.44)
= E[ (X − E[X ])(Y − E[Y ]) (6.45)
lign.(6.17)
=
3∑
i=1
2∑
j=1
(xi − E[X ]) · (yj − E[Y ]) · p(xi, yj) (6.46)
4Jamfør den analoge definisjonen av empirisk kovarians i lign.(1.40): Sxy =
1
n−1
∑n
i=1 (xi − x¯)(yi − y¯).
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Cov[X, Y ] =
=70−100︷ ︸︸ ︷
(x1 − E[X ]) ·
=80 000−100 000︷ ︸︸ ︷
(y1 −E[Y ]) ·
=1/12︷ ︸︸ ︷
p(x1, y1)
+ (x1 − E[X ])︸ ︷︷ ︸
=70−100
· (y2 − E[Y ])︸ ︷︷ ︸
=120 000−100 000
· p(x1, y2)︸ ︷︷ ︸
=3/12
+
=100−100︷ ︸︸ ︷
(x2 − E[X ]) ·
=80 000−100 000︷ ︸︸ ︷
(y1 −E[Y ]) ·
=1/6︷ ︸︸ ︷
p(x2, y1)
+ (x2 − E[X ])︸ ︷︷ ︸
=100−100
· (y2 − E[Y ])︸ ︷︷ ︸
=120 000−100 000
· p(x2, y2)︸ ︷︷ ︸
=1/6
(6.47)
+
=130−100︷ ︸︸ ︷
(x3 − E[X ]) ·
=80 000−100 000︷ ︸︸ ︷
(y1 −E[Y ]) ·
=3/12︷ ︸︸ ︷
p(x3, y1)
+ (x3 − E[Y ])︸ ︷︷ ︸
=130−100
· (y2 −E[Y ])︸ ︷︷ ︸
=120000−100 000
· p(x3, y2)︸ ︷︷ ︸
=1/12
= (−30) · (−20 000) · 1
12
+ (−30) · 20 000 · 3
12
+ 0 + 0 (6.48)
+ 30 · (−20 000) · 3
12
+ 30 · 20 000 · 1
12
= − 200 000 (6.49)
Konklusjon:
samvariasjon︷ ︸︸ ︷
Cov[X, Y ] < 0: betyr at store X gir sm˚a Y , dvs. stort antall aksjer omsatt er forbundet
med lav kurs

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Som vi ser: a˚ bruke definisjonen for regne ut Cov[X, Y ] kan være omstendelig. Men det finnes en
setning som forenkler regningen i en del tilfeller. Setningen er som følger: 5
Setning: ( kovarians )
La X og Y være to stokastiske variabler. For
samvariasjon/korrelasjon︷ ︸︸ ︷
kovariansen gjelder da:
samvariasjon/korrelasjon︷ ︸︸ ︷
Cov[X, Y ] = E[X · Y ]− E[X ] · E[Y ] (6.50)

Før vi ser nærmere p˚a et eksempel som illustrerer at lign.(6.50) kan være svært arbeidsbesparende,
s˚a la oss se p˚a et spesialtilfelle av kovarians-setningen:
Via lign.(6.26) presenterte vi en setning som sier at dersom to stokastiske variabler er uavhengige
s˚a gjelder: E[X · Y ] = E[X ] · E[Y ]. Fra lign.(6.50) ser vi da umiddelbart at da er ogs˚a X og Y
ukorrelerte siden Cov[X, Y ] = 0. Dette er s˚a viktig at vi formulerer det i en egen setning:
Setning, (spesialtilfelle): ( kovarians )
La X og Y være to stokastiske variabler. Dersom X og Y er uavhengige, dvs.:
E[X · Y ] uavh.= E[X ] · E[Y ] (6.51)
s˚a er
Cov[X, Y ] = 0︸ ︷︷ ︸
X og Y ukorrelerte
(6.52)

5Vi hopper over beviset i dette kompendiumet.
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Eksempel 3, forts.: ( aksjer )
Siden vi kjenner E[X · Y ] s˚a vel som E[X ] og E[Y ] s˚a f˚ar vi:
Cov[X, Y ]
lign.(6.50)
= E[X · Y ]︸ ︷︷ ︸
=9800 000
− E[X ]︸ ︷︷ ︸
=100 000
·E[Y ]︸ ︷︷ ︸
=100
= − 200 000 (6.53)
Med andre ord:
svært arbeidsbesparende i forhold a˚ bruke definisjonen, jfr. lign.(6.49).

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“Problemet” med Cov[X, Y ] er at vi kan f˚a tall som er vanskelig a˚ tolke, bla. fordi:
• Cov[X, Y ] kan gi “store” eller “sm˚a“ tall. For a˚ forst˚a om tallet er “lite” eller “stort” s˚a m˚a
vi sammenlige det med andre relevante størrelser.
• Cov[X, Y ] er benevingsavhengig. Dersom en aksjekurs regnes i NOK f˚ar den en annen verdi
enn dersom kursen oppgis i USD $.
For a˚ gi en mer presis tolkning av graden av samvariasjon/korrelasjon s˚a g˚ar vi derfor et skritt
videre og definerer korrelasjonskoeffisienten:
Definisjon: ( korrelasjonskoeffisienten ) 6
La X og Y være to stokastiske variabler. Med korrelasjonskoeffisienten ρ[X, Y ] mener vi da: 7
ρ[X, Y ] =
samvariasjon/korrelasjon︷ ︸︸ ︷
Cov[X, Y ]√
V ar[X ]︸ ︷︷ ︸
spredning
·
√
V ar[Y ]︸ ︷︷ ︸
spredning
(6.55)

6Jamfør den analoge definisjonen av korrelasjonskoeffisienten Rxy i lign.(1.47): Rxy =
Sxy
Sx·Sy
.
7Siden σ[X ] ≡√V ar[X ], se lign.(5.17), s˚a kan korrelasjonskoeffisienten ρ[X,Y ] skrives p˚a en alternativ ma˚te:
ρ[X,Y ] =
samvariasjon/korrelasjon︷ ︸︸ ︷
Cov[X,Y ]
σ[X ]︸ ︷︷ ︸
spredning
· σ[Y ]︸︷︷︸
spredning
(6.54)
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Noen kommentarer I:
• Ved a˚ dele p˚a σ[X ] = √V ar[X ] og σ[Y ] = √V ar[Y ] s˚a f˚ar man en normalisert versjon av
Cov[X, Y ], dvs.
− 1 ≤ ρ[X, Y ] ≤ 1 (6.56)
• ρ[X, Y ] = 0:
– variablene ukorrelerte, Cov[X, Y ] = 0.
• ρ[X, Y ] = −1:
– sterk negativ korrelasjon, dvs. store X hører sammen med sm˚a Y .
– lineær8 sammenheng mellom X og Y , ( jfr. figur (1.15) )
• ρ[X, Y ] = 1:
– sterk positiv korrelasjon, dvs. store X hører sammen med store Y .
– lineær sammenheng mellom X og Y , ( jfr. figur (1.15) )
• ρ[X, Y ] er benevingsuavhengig
– Vi kan f.eks. sammenligne korrelasjonskoeffisienter fra f.eks. økonomiske analyser utført
i ulike land, med ulike pengeenheter (valuta).
8Lineær sammenhenger mellom X og Y betyr at de kan skrives p˚a formen: Y = aX + b.
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Noen kommentarer II:
1) Uavhengighet er et sterkere krav enn ukorrelert. 9
2a) Dersom X og Y er uavhengige s˚a er de ogs˚a
ρ[X,Y ] =Cov[X,Y ] = 0︷ ︸︸ ︷
ukorrelerte :
uavhengige︸ ︷︷ ︸
“sterkt” krav
⇒
ρ[X,Y ] =Cov[X,Y ] = 0︷ ︸︸ ︷
ukorrelerte︸ ︷︷ ︸
“svakt” krav
(6.57)
2b) Den andre veien er ikke alltid tilfelle:
selv om X og Y er ukorrelerte s˚a behøver de ikke være uavhengige
3a) Lign.(6.50) sier:
ukorrelerte︷ ︸︸ ︷
ρ[X, Y ] = Cov[X, Y ] = 0 ⇔ E[X · Y ] = E[X ] ·E[Y ] (6.58)
3b) Men:
selv om E[X · Y ] = E[X ] · E[Y ] s˚a betyr ikke det nødvendigvis at X og Y er uavhengige
9Kommentar til dette med “sterkere”: Dersom en skøyteløper har verdenrekorden p˚a 10 000meter s˚a har han/hun
ogs˚a norgesrekorden.
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Eksempel 3, forts.: ( aksjer )
For a˚ regne ut korrelasjonskoeffisienten ρ[X, Y ] s˚a trenges variansen. Variansen for kursen er:
V ar[X ]
lign.(5.13)
= E[ (x− E[X ])2 ] (6.59)
lign.(6.17)
=
3∑
i=1
(xi −E[X ])2 · P (X = xi) (6.60)
=
=(70−100)2︷ ︸︸ ︷
(x1 −E[X ])2 ·
=1/3︷ ︸︸ ︷
P (X = x1) +
=(100−100)2︷ ︸︸ ︷
(x2 −E[X ])2 ·
=1/3︷ ︸︸ ︷
P (X = x2) (6.61)
+ (x3 −E[X ])2︸ ︷︷ ︸
=(130−100)2
·P (X = x3)︸ ︷︷ ︸
=1/3
(6.62)
= 600 (6.63)
Variansen for antall aksjer som omsettes per dag er:
V ar[Y ]
lign.(5.13)
= E[ (y − E[Y ])2 ] (6.64)
lign.(6.17)
=
2∑
i=1
(yi −E[Y ])2 · P (Y = yi) (6.65)
=
=(80 000−100 000)2︷ ︸︸ ︷
(y1 −E[Y ])2 ·
=1/2︷ ︸︸ ︷
P (Y = y1) +
=(120 000−100 000)2︷ ︸︸ ︷
(y2 −E[Y ])2 ·
=1/2︷ ︸︸ ︷
P (Y = y2) (6.66)
= (20 000)2 (6.67)
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Korrelasjonskoeffisienten ρ[X, Y ] er dermed:
ρ[X, Y ]
lign.(6.55)
=
= −200 000︷ ︸︸ ︷
Cov[X, Y ]√
V ar[X ]︸ ︷︷ ︸
=
√
600
·
√
V ar[Y ]︸ ︷︷ ︸
=
√
(20 000)2
= − 0.41 (6.68)
Konklusjon:
Klar, men ikke ekstrem grad av (negativ) lineær samvariasjon.

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Det er en sammenheng mellom varians og kovarians. Dette viktige sammenhengen skal vi formulere
i den egen setning.
Setning: ( kovarians II ) 10
La X og Y være to stokastiske variabler. Generelt gjelder da følgende sammenhengen mellom
variansen og kovariansen: 11
variasjon/(spredning)︷ ︸︸ ︷
V ar[aX + bY ] = a2 V ar[X ] + b2 V ar[Y ] + 2ab ·
samvariasjon︷ ︸︸ ︷
Cov[X, Y ] (6.70)
hvor a og b er konstanter.

Lign.(6.70) bevises ved a˚ bruke første kvadratsetning, (se f.eks. læreboken).
10Sammenlign lign.(6.70) med lign.(5.21). Men kan alts˚a ikke naivt generalisere til tilfellet V ar[aX + bY ] =
a2V ar[X ] + b2V ar[Y ] siden X og Y generelt kan være korrelerte.
11Siden σ[X ]2 ≡ V ar[X ], se lign.(5.17), og siden Cov[X,Y ] = ρ[X,Y ] ·σ[X ] ·σ[Y ], se lign.(6.55), s˚a kan variansen
V ar[X + Y ] skrives p˚a en alternativ ma˚te:
variasjon/spredning︷ ︸︸ ︷
σ[aX + bY ]2 = a2σ[X ]2 + b2σ[Y ]2 + 2ab ·
samvariasjon/korrelasjon︷ ︸︸ ︷
ρ[X,Y ] · σ[X ] · σ[Y ] (6.69)
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La oss n˚a se p˚a et spesialtilfelle av denne kovarians-setningen:
I lign.(6.52) s˚a vi at dersom X og Y er uavhengige s˚a er Cov[X, Y ] = 0. Derfor gjelder:
Setning, (spesialtilfelle): ( kovarians II )
La X og Y være to stokastiske variabler. Dersom X og Y er ukorrelerte, s˚a er:
Cov[X, Y ] = 0 (6.71)
Da gjelder: 12
V ar[aX + bY ] = a2 V ar[X ] + b2 V ar[Y ] (6.73)

12Siden σ[X ]2 ≡ V ar[X ], se lign.(5.17), s˚a kan variansen V ar[X + Y ] skrives p˚a en alternativ ma˚te:
variasjon/(spredning)︷ ︸︸ ︷
σ[aX + bY ]2 = a2 σ[X ]2 + b2 σ[Y ]2 (6.72)
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Figur 6.7: Illustrasjon av variasjon og samvariasjon, dvs. V ar[X + Y ] og Cov[X, Y ].
La:
• X = guttens plassering sett fra mannens st˚asted, se figur (6.7)
• Y = fakkelens plassering sett fra guttens st˚asted, se figur (6.7)
• X + Y = fakkelens plassering i forhold til mannens st˚asted
Her er det 2 stokastiske variabler. Da gjelder lign.(6.70):
V ar[X + Y ]
lign.(6.70)
= V ar[X ] + V ar[Y ] + 2 · Cov[X, Y ] (6.74)
Da har vi:
• Cov[X, Y ] > 0: armene i beveges i samme retning ⇒ stor samvariasjon
• Cov[X, Y ] < 0: armene i beveges i motsatt retning ⇒ liten samvariasjon
• Cov[X, Y ] = 0: ingen sammenheng mellom guttens og mannens armbevegelser
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Eksempel 4: ( aksjer )
En aksjemegler har 10 000 NOK som hun skal investere for. N˚ar megleren gjør investeringene, anta
at aksjeprisen p˚a Statoil-aksjene er 200 NOK, prisen p˚a Seadrill-aksjene er 250 NOK og prisen p˚a
Yara-aksjene er 500 NOK. Et tidspunkt etter at disse investeringene er gjennomført, f.eks. En uke
etter, ønsker hun a˚ finne standardavviket til verdien av investeringen.
Aksjemegleren kan statistikk og innser at det er hensiktsmessig a˚ definere følgende stokastiske
variabler:
X = prisen p˚a Statoil-aksjene en uke etter investeringen, (produsererer olje) (6.75)
Y = prisen p˚a Seadrill-aksjene en uke etter investeringen, (produsererer olje) (6.76)
Z = prisen p˚a Yara-aksjene en uke etter investeringen, (produsererer (6.77)
kunstgjødsel)
Anta videre at en aksjemegler som kan statistikk har funnet ut at følgende standardavvik og
korrelasjonskoeffisienter gjelder for den tidsperioden som hun ser p˚a:
σ[X ] = 10 NOK (6.78)
σ[Y ] = 20 NOK (6.79)
σ[Z] = 15 NOK (6.80)
ρ[X, Y ] = 0.5 (6.81)
ρ[X,Z] = −0.5 (6.82)
ρ[Y, Z] = −0.3 (6.83)
Figur 6.8: Statoil, Seadrill og Yara.
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a) Anta er aksjemegleren bestemmer seg for a˚ investere alt i olje, og fordeler invesetringen
likt mellom Statoil (5000 NOK) og Seadrill (5000 NOK). Verdien V p˚a investeringen er da:
V = ( antall · pris)Statoil + ( antall · pris)Seadrill (6.84)
= aX + bY (6.85)
hvor a = 5000
200
= 25 og b = 5000
250
= 20.
Hvor stort er standardavviket til verdien av investeringen en uke etter at investeringen
er foretatt?
b) Anta er aksjemegleren bestemmer seg for a˚ fordele investere likt mellom olje og kunstgjødsel,
dvs. Statoil (5000 NOK) og Yara (5000 NOK). Verdien V p˚a investeringen er da:
V = ( antall · pris)Statoil + ( antall · pris)Yara (6.86)
= aX + cY (6.87)
hvor a = 5000
200
= 25 og c = 5000
500
= 10.
Hvor stort er standardavviket til verdien av investeringen en uke etter at investeringen
er foretatt?
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Løsning:
a) Standardavviket er gitt ved formelen i lign.(6.69):
σ[aX + bY ]
lign.(6.69)
=
√
a2σ[X ]2 + b2σ[Y ]2 + 2ab · ρ[X, Y ] · σ[X ] · σ[Y ] (6.88)
=
√
252 · 102 + 202 · 202 + 2 · 10 · 20 · 0.5 · 10 · 20 NOK (6.89)
≈ 512 NOK (6.90)
b) Standardavviket er gitt ved formelen i lign.(6.69):
σ[aX + cZ]
lign.(6.69)
=
√
a2σ[X ]2 + c2σ[Z]2 + 2ac · ρ[X,Z] · σ[X ] · σ[Z] (6.91)
=
√
252 · 102 + 102 · 152 + 2 · 10 · 15 · (−0.5) · 10 · 15 NOK (6.92)
≈ 439 NOK (6.93)
Hvordan vil du tolke disse resultatene?
Hvilken av disse to investeringene er forbundet med størst risiko?
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