A new method of obtaining exact solution for the rate matrix R in the Matrix-Analytic method in case of the phase state of dimension two is proposed. The method is based on symbolic solution of the determinental polynomial equation, and obtaining a linear matrix equation for the unknown rate matrix R by Cayley-Hamilton theorem.
INTRODUCTION
Univariate polynomial equations naturally arise in many branches of mathematics. An exact symbolic solution of such an equation (in terms of arithmetic operations and radicals) is known to exist for polynomials of order less or equal to four. Moreover, the nonexistence of such a solution for a polynomial equation of order greater or equal to five was established in Abel-Ruffini theorem. The solvability concept of an arbitrary monic polynomial was provided by Galois group theory.
A generalization of polynomial equations in which the coefficients and the argument are matrices (matrix polynomial equations) has been studied in a number of works, and the detailed theory of uni-variate matrix polynomial equations was developed [15] . In the research area of Queueing Theory, the matrix quadratic equation
was first used to find a solution of a QBD process (by means of Complex Analysis-based method) in late 60's. Wallace [34] and Evans [10] showed that in the case of QBD process, matrix geometric solution exists for the equilibrium distribution where the rate matrix R is a minimal nonnegative solution of matrix quadratic equation (1) . M. Neuts generalized the result to arbitrary G/M/1-type Markov processes and showed [24] that R is the minimal non-negative solution of matrix power series equation
Thus, the analysis is essentially reduced to obtaining the matrix R. In general, a few iterative procedures, claimed to be numerically stable, are used [24, 18, 6] (see also the comparison of iterative procedures [17] ). Alternatively, the spectral decomposition-based methods were suggested [8, 21] (which required eigenanalysis of a matrix polynomial), some of them utilizing special structure of the model to dramatically decrease the computational complexity [9] . As opposed to probabilistic-based iterative procedures, the Jordan canonical form representation of rate matrix R has been suggested as a closed form/analytic solution of (2) . H.R. Gail et al. [13] suggested Spectral Analysis method based on Jordan canonical form to analyze G/M/1-and M/G/1-type Markov chains. G. Rama Murthy [26] successfully proposed method for computing the Jordan form representation of R (i.e computing eigenvalues and generalized eigenvectors of R). He thus showed the relationship between classical Complex Analysis method and the iterative procedures.
However, an explicit formula for R in terms of the given matrices A (0) , A (1) , A (2) for the QBD process is, to the best of our knowledge, not available in general. The explicit expression for R was obtained for a number of special cases, in particular, when either
is a rank-one matrix [18, 14] . A natural question that remained was whether there are other cases where R can be expressed explicitly. In this paper we answer such a question when
and, consequently, R are 2x2 matrices.
We apply the proposed algorithm of the exact solution of (1) to suggest a new simple approach to improve energy efficiency of battery-powered Internet-of-Things (IoT) devices. IoT is an intensively studied field, where energy efficiency is one of the dominant areas. The realization of many IoT applications relies on the wireless network of small battery-powered devices (such as wireless sensors, transmitter nodes, actuators etc.), with a typical battery lifetime varying from days to several years.
Given that, a typical IoT device is expected to work in energy saving mode, though providing a required quality of service (QoS). Recent research covers various aspects of energy-efficient IoT network design, such as efficient network architecture [31, 32] , implementation of efficient routing/clustering algorithms [7, 5, 29, 33 ] (see also a recent survey [1] ). Our application is focused on peer-to-peer type wireless networks, which consist of basic low-price low-powered devices (nodes) which use no (or only basic) centralized management and possess strict energy consumption restrictions. Under this assumptions, implementation of the aforementioned sophisticated routing schemes and network architecture seems irrelevant. Instead, we propose a simple randomized regime switching scheme, which, once implemented at each node, provides significant decrease of energy consumption of the system under study.
We also note, that the proposed randomized management approach may be applied to systems, where cost effectiveness and service elasticity is important, such as high-performance and cloud-based computing systems [22] , as well as teletraffic systems (e.g. on-demand content servers), where the operational cost (e.g. energy cost, or cloud service cost), as well as the system speed, is to be adopted to the working conditions. The approach is suitable for heavy load conditions, since the centralized management (which could become a bottleneck once implemented) is unnecessary.
This research paper is organized as follows. First, we present an algebraic approach on obtaining the matrix R. Next, we apply this approach to solve the optimization problem related to Energy-Performance tradeoff in the field of Internet-of-Things. We illustrate the approach with simulation results.
EXACT SOLUTION FOR RATE MATRIX OF A QBD PROCESS
The QBD process is a continuous time Markov process {(X(t), Y (t)), t 0} with countable state space E := {(0, j), j = 1, . . . , m 0 , (i, j), i 1, j = 1, . . . , m}, where the phase variable Y (t) may take one of m (or m 0 for boundary states) values and level variable X(t) is increased/decreased by at most one at each transition. The state space E can be partitioned into levels with level n 1 being the subset {(n, j), j = 1, . . . , m} ⊂ E. The infinitesimal generator matrix of a QBD process has the following block-tridiagonal representation [18] 
where are possibly rectangular matrices. Note that the matrix
where 1 is the vector of ones of corresponding dimension. Recall also that A
0 componentwise, and A
0. Note that it readily follows, that for any i = 1, . . . , m,
where δ i,j is the Kronecker delta function.
To establish the stability conditions, it is necessary to find a solution of the following system
where the stochastic vector α may be interpreted as the distribution of the phase Y (t) at high levels X(t). Given that, the stability follows from the Neuts ergodicity condition, see [16] : the QBD process {X(t), Y (t)}, t 0 is positive recurrent iff
Provided (7) holds, there exists a vector of limiting probabilities π = (π 0 , π 1 , . . . ), which consists of the vectors π k of equilibrium probabilities of level k
, and is the unique solution of the following system
It is shown in [24] , that the vector π can be level-wise computed by the celebrated matrix-geometric solution
where the square matrix R of order m is the minimal nonnegative solution of the system (1), which exists under the stability assumptions. The initial vectors π 0 , π 1 are obtained by the following linear system of equations
Thus, obtaining the matrix R is crucial for performance analysis of the stable system. Intuitively, the probability π k 1 of the system persistence at a particular level k 0 is related to the speed of the geometrical decrease in (9) . Indeed, the Spectral radius η = sp(R) (the greatest eigenvalue of R) is the so-called caudal characteristic of the QBD. It is true, that since the system is stable, then η is real, positive, and η < 1 (which is related to the Perron-Frobenius theorem, see [18] ). Thus, the probabilistic behavior of the QBD is defined by the values ρ, and η, for details see [18] .
Note that in general the equation (1) has to be solved numerically. However, under some restrictions on the matrices A (0) and A (2) , there is a possibility to obtain the explicit solution. The following theorems provide an algebraic formula for the matrix R of a discrete-time Markov chain (an extension to a continuous-time process is straightforward).
Theorem 1 [18] Assume that A (2) = cr, where c is a column vector, and r is a row vector s.t. r1 = 1. Then G = 1r.
Note that the matrix G is a minimal nonnegative solution of a matrix equation G = A 2 + A 1 G + A 0 G 2 , and the matrix R can be easily obtained by the well-known duality
Theorem 2 [18] Assume that A (0) = cr, where c is a column vector, and r is a row vector s.t. r1 = 1. Then R = cξ, where ξ = r(I − A (1) − ηA (2) ) −1 and η = ξc, where η = sp(R).
Note that in the latter theorem the value η has to be computed in advance, see [18] .
However, the restriction of the Theorems 1, 2 is the requirement of matrices A (0) or A (2) to be of rank one. A general exact solution of the matrix quadratic equation (1) can be obtained by obtaining the Jordano canonical form. This approach is based on the following lemma. 2) allows the following factorization:
Lemma 1 The polynomial matrix
The proof follows by direct expansion of the r.h.s. of (12) and substitution of (1). This result reported in [11] was first applied to QBD processes in [26] .
Remark 1 It follows from Lemma 1, that det
). Thus, the eigenvalues of R are the zeroes of the determinantal polynomial det A(ξ). Note that there are exactly m zeroes of the determinantal polynomial det A(ξ) which are strictly inside unit circle and these are the eigenvalues of R (provided η < 1), see e.g. [26] . Hence, the remaining r m zeroes are the zeroes of det(ξA (2) + RA (2) + A (1) ), and are outside the unit circle (a more detailed discussion of the number and location of eigenvalues of R for the case η 1 can be found in [23] ).
The following lemma proved in [26] enables determination of left eigenvectors of rate matrix, R.
Lemma 2 u is a left eigenvector of rate matrix R corresponding to eigenvalue ξ if and only if
Thus, using Lemma 1 and Lemma 2, if rate matrix R is diagonalizable, it can be obtained by the spectral representation
where D is the diagonal matrix of m eigenvalues inside the unit disk, and columns of T consist of right eigenvectors of rate matrix. A more general discussion of Jordan canonical form method of obtaining the rate matrix R is provided in [27] . It should be noted that the suggested approach is a closed form method, in contrast to widely used iterative numerical procedures.
EXACT ALGEBRAIC FORMULA FOR R OF THE QBD PROCESS WITH TWO PHASES
Let m = 2, that is, the phase state of the QBD process has exactly two states at each level. Observe that the determinantal polynomial det A(ξ) is of degree four. Note also, that ξ = 1 is always the root of det A(ξ) by the balance condition (4). Rewrite
Denote by ξ i , i = 1, 2, 3 the zeroes of the polynomial (15) . By the Remark 1, two of these zeroes are inside the unit disk, denote them ξ 1 , ξ 2 . Consider the characteristic polynomial of the matrix R in a monic form
where
are (real) scalars, since R is a nonnegative matrix. By Perron-Frobenius theorem, η = sp(R) is simple, real eigenvalue, and η ∈ (0, 1), provided (7) holds. W.o.l.o.g. let ξ 1 = η. Then ξ 2 is also real, which makes ξ 3 also real. Given that, it is easy to obtain
Hence, it is necessary to obtain ξ 3 . Note that it can be done by the celebrated trigonometric solution of the cubic equation (15) 
(20) By Cayley-Hamilton theorem, we obtain
which, by substitution into (1), leads to the following system of linear equations:
Thus, if
Lemma 3 The matrix
Proof: Since the eigenvalues are distinct, then R is diagonalizable, hence, R has a spectral representation (14) , which is equivalent to
where E 1 , E 2 are the so-called residue matrices, with E 1 + E 2 = I. Note, that by Perron-Frobenius theorem, E 1 0 componentwise [18] , which provides a componentwise inequality
Recall, that from (4), the equality A(1)1 = 0 holds. Considering the expansion (12) 
for any real ξ ∈ (−1, 1). Now taking ξ = η in (26) and noting, that (25) provides
] is a strictly diagonally dominant matrix and hence is nonsingular.
Thus, the suggested procedure for exact computation of the rate matrix R is as follows. 
Obtain R by (23).
Alternatively, ξ 1 , ξ 2 can be computed using Lemma 1. Further, left eigenvectors can be computed by Lemma 2. Finally, R is obtained by (14) . Note that this approach can be generalized to an arbitrary G/M/1-type Markov process.
Now we consider the case ξ 2 = 0, i.e. the rate matrix R is singular. Thus, following the suggested procedure, we obtain b 0 = 0 and
, which corresponds to the known result presented by Theorem 2. 
RANDOM SWITCHING FOR POWER SAVING
Now we turn to a practical application of the result. Heavy restrictions on energy consumption of a batterypowered IoT device result in typical application of asynchronous information transmission/receive modes with various data rates, and equipment of the device with lightweight, low consuming logic [2] . These aspects lead to the following queueing model of a single IoT service device. Consider a queueing system with a renewal input flow of customers arriving into an (unbounded) FirstCome-First-Served queue. The i.i.d. interarrival times are exponentially distributed with rate λ > 0. Each customer requires an exponentially distributed (with unit rate) amount of work to be done (say, information to be transmitted). The single server operates two speed modes (call them high and low), with rates µ 2 > µ 1 > 0. The server may switch the speed only at the arrival/departure epochs (asynchronously). Denote c 0 < c 1 < c 2 the energy consumption per unit time in idle (no customers in the system)/low/high modes. In order to preserve energy, the server implements the following random switching policy:
• at the task arrival epoch, given the current mode is low, switch to high mode with probability (w.p.) p 1 , or remain low w.p. 1 − p 1 ;
• at the task departure epoch, given the current mode is high, switch to low mode w.p. p 2 , or remain high w.p. 1 − p 2 .
Let ν(t) ∈ {0, 1 . . . } be the number of customers, and m(t) ∈ {1, 2} be the mode of the system at time t 0. Then the following Markov process
is a continuous-time QBD process, with ν(t) being the level, and m(t) being the phase at time t.
The infinitesimal generator matrix of the process (27) has the form (3), where we define the matrices explicitly:
To establish the stability criterion of the process (27), we construct the matrix
Solving the system (6) and using (28)- (30), the condition (7) provides
which is equivalent to
Intuitively, the condition (34) indicates a negative drift of the service process of the system under heavy load, with respect to the mode switching intensity.
Note that p 1 = 1 and p 2 = 0 corresponds to a classical M/M/1 service system working at the speed µ 2 (referred below as classical system), where the stability condition (34) reduces to the celebrated ρ := λ/µ 2 < 1. Now let Eν 0 be the average number of customers, and EE 0 be the average energy consumption per unit time in the classical system in stationary regime. It can be readily seen, that
where, recall, 1 − ρ is the stationary idle probability of the classical system (for details on the aforementioned classical results see [3] ). We may consider Eν 0 as the QoS parameter of the classical system. Now we turn to the original two-mode system, i.e. we consider the non-trivial case p 1 , p 2 > 0. Provided (34) holds, we define the matrix R following the steps of the suggested procedure of exact computation, where the coefficients in the polynomial (15) are obtained as follows:
After obtaining R from the equation (23), the equations (9)- (11) provide the stationary system state probabilities. Straightforward manipulation leads to the following system for π 1 :
Then the value π 0 is obtained as follows:
The obtained solution allows to evaluate the average number of customers in the system as the QoS measure:
where by notation ν p1,p2 we stress the dependence on the mode switching probabilities. The average energy consumption may be obtained as follows:
where the transposed vector (c 1 , c 2 ) is the column-vector of energy consumption in each mode. Then the following optimization problem can be solved: minimization of the average energy consumption in stationary regime, provided the controlled QoS decrease:
for some ε > 0. Now we present the numerical investigation of the optimization problem (41), using the energy and speed values from a real-world example. We describe the ATmega328/P controller [4] , widely used in applications. This low power consuming micro-controller is capable of dynamical voltage/frequency setup, which allows to significally reduce the power consumption. We use the values of power consumption for given frequency/voltage configuration extracted from [4] as follows: 0.6 mW for 1 MHz/2 V active regime, 26 mW for 8 MHz/5 V active regime, and 0.08 mW for 2 V idle regime. We assume, that ρ < 1, that is, the system working at 8 MHz is stable.
Note, however, that the high frequency regime is relatively expensive. Now we present two scenarios: (i) the system is stable at the low regime (with input rate λ 1 ); (ii): the system is unstable at the low regime (with input rate λ 2 ). Thus, we have the following settings:
Following the procedure of obtaining the exact solution, we numerically solve the optimization problem (41) and obtain approximate optimal values p 1 , p 2 , as well as approximate optimal energy consumption. We vary the QoS degradation 1 + ε ∈ (1.1, 30) and plot the obtained values. We perform simulation with R package [25] .
It is easy to see from Fig. 1 , that, as expected, if the low regime is stable, the system tends to an M/M/1 system working at low speed, with the appropriate growth of performance degradation.
On the other hand, if the system at low frequency is unstable (see Fig. 2 ), the system oscillates around the stability border, and the consumption tends to some average value w.r.t. the switching probabilities.
CONCLUSIONS AND FUTURE WORK
We have presented the algebraic approach for obtaining the exact value of rate matrix R in case the phase state of the QBD process has only two phases. Note, that, albeit being simplistic, such a QBD process may be used to model quite a number of recent applications, such as the IoT devices, high-performance and cloud-based servers (where processors use the Dynamic Voltage and Frequency Scaling technology), telecommunications (with two types of service, such as the Invite and non-Invite messages in SIP protocol [12] ). For such types of applications, it is crucial to obtain the cost effectiveness (such as energy efficiency in the IoT) without implementation of a sophisticated control due to a significant overhead induced by such a control. We proposed a randomized scheme which may be implemented in such systems to obtain the desired cost effectiveness under controlled QoS degradation, when possible. We leave the field test of the proposed scheme for future research.
We note, that most of the results of this research paper can be generalized to arbitrary G/M/1-type Markov process (with two states at each level). In this case, the rate matrix R is a solution of the matrix power series equation (2). However, a detailed study is a topic of a separate discussion [28] .
