UmanGenomics, originally hailed as "a model of how public tissue banks should interact with the biotech industry" 20 for seeking to address some of these concerns by sharing ownership with the public and academia 21 , has all but met its demise due to conflicts over IP rights 22 .
From the usurping of one's rights to one's own cells, to the patenting of the genetic information shared by all living things, to outright bio-piracy, the developing trend towards commodification of human material, and therefore by extension of humans themselves, is showing no signs of slowing down. Indeed, as we in the 'developed' world (though I use the term loosely) become increasingly driven by profit, financial considerations will override ethical ones in ever more numerous and troublesome ways. As such, bioethicists, researchers, health care providers, legislators and laypersons must come together and through discourse find ways to ensure that biomedical research and the fruits borne thereof do not further compromise the dignity of persons that they purport to benefit. It is seldom possible to make two separate measurements of the same physical system that give exactly identical results.
Any measurement can be considered a random variable (RV), which has a mean value and a standard deviation, or error. The square of the error is called the variance. In physics and biology measurements are usually combined in interesting ways to gain more insight into Nature.
When combining measurements an interesting question arises: given that a measurement is manipulated in some way, what is done with the corresponding error? Put another way, if an operation is performed on a measurement, what is the variance in the result? This is the propagation of errors (POE) problem.
Most students of science are introduced to some form of a POE estimate in the first year of university. I was introduced to two versions of POE estimate, one in physics and one in chemistry. Curiously they were not the same. The chemistry POE estimate was simple; whatever is done to the measurements is also done to the errors. Naturally the physics POE estimate was more complex and is summarized in the equation, 
If z is a function of several measurements, then the variance (the standard deviation squared) in z is the sum of the square of the product of the partial derivative of the function with respect to the measurement and the standard deviation (or error) of that measurement. For example, if z = x + y (and x and y are "independent") 1 then z 2 = x 2 + y 2 . The physics POE estimate is a better estimate than the chemistry POE estimate. However, even the physics POE estimate is only an estimate, and should not be applied blindly.
The POE estimate formula is derived using Taylor's expansion and is based on perturbation theory, which relies on the perturbation being small. The perturbation in this case is the standard deviation. If the perturbation is large then the neglected higher order terms of the Taylor expansion will contribute more to the error than the first order term. The derivation of the POE estimate formula can be found in An introduction to error analysis by John R. Taylor 1 . For those readers who wish to see the POE fail try the following: generate 100 Poisson distributed measurements with a mean value of 9. These measurements will have a standard deviation of ~ 3. Take the exponent, z = e x , of the measurements and calculate the new error. Now determine the estimate from the POE formula. The POE gives z = 3e 9 , whereas the true propagation of error is e 9(e -1) (e 9e(e -2) -1)
Definitions. At this point some important definitions should be stated. These definitions should help the reader understand what follows, which is an attempt at a better POE formula.
Def: Two or more RV's are independent if the outcome of one RV has no influence on the outcome(s) of the other(s).
Def: A probability density is a function of a RV that describes the likelihood that the argument will be the result of a measurement. See Figure 1 for examples of probability densities. Conditional statistics. The probability density of several RV's is called the joint probability density. The conditional probability density z x is defined as the probability density of z when x is given (or when x has already occurred). There is a relationship between the joint density and the conditional density,
How can Eq. (2) be used to derive a POE estimate? Let us examine the addition of two IRVs, i.e. z = x + y.
First the joint density of z and x must be calculated. This calculation can be simplified using Eq. (2) to the calculation of the conditional density of z given x. How is the conditional density calculated? Since x is given we may write y = z -x, and ask, what is the probability that y takes on the value of z -x? The answer is the probability density of y evaluated at y = z -x, z x y z x . The next step is to determine the probability density of z alone. To do this we integrate the joint density of z and x over all possible values (outcomes) of x,
This equation is the familiar convolution of the densities of x and y. Now the powerful convolution theorem can be applied to show that the characteristic function of z is the product of the characteristic functions of x and y, z x y . The special properties of the characteristic function can be used to calculate the mean 2 ) because it relies on perturbation theory and an assumption that the mean value of a function of a random variable is equal to the function evaluated at the mean value, f x f x .
Let us determine the POE for the product of two IRVs, z = xy using the conditional approach. Again the problem reduces to the calculation of the conditional density through Eq. (2). As for the addition of IRVs we may write y in terms of z and x, y = z/x, since x is given. However, the conditional density cannot be simply written as the density of y evaluated at z/x. The integral of the density before and after the substitution y = z/x must be identical. To ensure this the density must be multiplied by the absolute value of the derivative of y with respect to z, Unfortunately, this is not a convolution. However, the Fourier transform and the properties of the characteristic function are still useful. Taking the Fourier transform of Eq. (6) and letting y = z/x as in the stretch theorem, (all Fourier analysis theorems such as the stretch theorem can be found in The Fourier transform and its applications 3 ), we get:
x y ikxy dxdy x xk dx exp 2
(7)
The properties of characteristic functions can be applied to determine the mean and variance of z. After some further algebra it can be shown that the mean of z is the product of the mean of x and y, and the variance of z is Suppose that y consists of an IRV, say, a fraction of another IRV, x, such that y = + fx, and assume that x and have the same probability density. The mean value of the product of x and y is not equal to the product of the mean values, but includes an extra term, The covariance of x and y is defined as the difference between the mean value of the product of x and y, and the product of the mean values of x and y, cov , x y xy x y .
When taking the mean value from a set of measurements the usual assumption is that all the measurements are independent. Whether or not the measurements are independent will have no effect on the estimate of the mean value. However, the degree of dependence of the measurements will have an impact on the estimate of the standard error. The standard error is the error in the estimate of the mean. This error will be either over or under estimated when the correlations in the measurements are ignored.
Suppose we have a set of measurements and we calculate a new RV as the sum of all the measurements, Densities that move. In the example above, it was assumed that all the samples were sampled from the same density. Unfortunately this assumption can be violated. For example, suppose you are sitting in a restaurant. To pass the time, you begin to count the number of customers who enter the restaurant in fiveminute intervals. The sampled data from this type of measurement follows the well-known Poisson distribution. However, when you analyze your results you find that the variance differs from the mean. What happened? On close inspection you realize that your experiment began just after breakfast and concluded after lunch. At lunchtime you should expect the density to change, as more people tend to go into a restaurant at that time. When you reanalyze the data and separate the pre-lunch from the lunchtime measurements you find, to your satisfaction, that the separate results are indeed Poisson, but with different mean values ( Figure  2 ). Cascades. Among all the things one can do with RV's the most interesting one is the cascade. A cascade is a sequence of random events where the next event in the sequence depends on the result of the current random event. The simplest cascade consists of two random variables. The first random variable determines the number of samples taken from the density of the second and these samples are summed. For example, suppose you had seven regular (fair) dice. One of them is green, and the rest are red. Each "measurement" consists of first throwing the green die, say the result is a 3, then roll 3 red dice and add the results. Each measurement is a sum of a random number of red dice. The mean value and the variance of this cascade can be calculated! Furthermore, the conditional formula introduced earlier, Eq. (2), can be used to determine the density. As an exercise for the reader try to prove that the mean of the example given above is 12.25, and the variance is 735/16.
Among the subjects of mathematics, in my opinion, probability theory ranks with Logic in terms of difficulty. It is a good thing probability theory is difficult otherwise there would be no profit in casinos and insurance companies. If probability theory were easy then everyone would know they can't win at gambling, and they would see that insurance companies charge far more then the expected costs of care and replacement. How often does a telephone cable break? Once a month? Once a year? Once a decade? Is it more profitable to take my chances or pay the telephone company insurance against cable breakage? Rest assured that the insurance company has already worked that out. Do you think they want to break even or make a tidy (or hefty) profit? The real question of whether to buy insurance is to ask "what happens to the money?" Every day the telephone cable does not break would you like to pay the insurance, or invest the money as you see fit? If the cable breaks then pay to get it fixed. If you cannot afford to get it fixed then get a loan. If you cannot get a loan then go without a cable phone and get a cell phone or cancel your phone line and send mail.
Conclusion. The Taylor POE estimate is useful for a restricted subset of all propagation of error problems that will be encountered. The conditional POE estimate is more accurate, but it quickly becomes very difficult to use when the function through which the RVs are passed is non-linear. In this situation the alternative is to perform the function on the measurements themselves, rather than on the mean values. This way the probability density can be estimated, and the new values (mean and variance) measured from the new random variables, f(x). Unfortunately, we often do not have all the measurements, but instead are only given the mean and variance.
An educated guess about the probability density is necessary to use the conditional POE estimate in this case. Otherwise the Taylor POE estimate is the only choice. Caution is always advised, and not blind application of any old POE estimate. Do not be blinded by random variables.
