The Monden Problem, also known as the Output Rate Variation Problem (ORV), is one of the original formulations for mixed-model assembly line level scheduling problems in a just-in-time (JIT) system. In this paper, we develop a new branch-and-bound procedure as an efficient solution of this problem that uses several new and previously proposed lower and upper bounds. The algorithm also includes several dominance rules that leverage the symmetry in the problem as well as a new labelling procedure that avoids repeated exploration of previously examined partial solutions. The branching strategy exploits the capabilities of current multi-processor computers by exploring the search tree in a parallel fashion. The proposed algorithm has been tested on several sets of instances from the literature and is able to optimally solve problems that are double the size of those addressed by other procedures previously reported in the literature for the ORV problem.
their results were compared with the five cited heuristics. Despite finding the optimal solution for the smallest instances, the procedure was too slow for practical applications. Bautista et al. (1996) developed a DP solution method that reduced the computing time by limiting the number of states that should be taken into account in each stage. This approach is known as the BDP (Bounded Dynamic Programming), see Subsection 2.2 for a description of the method. This paper also presented a set of lower bounds that can be used to reduce the number of states that must be developed.
Other methods for solving the ORV problem have been proposed, including the scheduling heuristic of Miltenburg and Sinnamon (1989) , two competitive Beam Search procedures (Erel et al 2007; Leu et al., 1997) that consider not only the levelling of options usage but also the levelling of workloads, and an improved goal-chasing method, Jin and Wu (2002) , which uses a cost function for sequencing a model in each position that takes into account not only the variation in options usage for that position but also for the remaining positions and models. Fliedner et al. (2010) studied the symmetry of the ORV problem along with methods which exploit the structural properties of the ORV instances to strengthen the algorithms applied to them.
To the best of our knowledge, three exact methods exist for solving the problem under consideration in the literature, and all of them are based on DP methods. The first procedure, proposed in Bautista et al. (1996) , is able to optimally solve instances with up to 20 units and can be used to solve larger instances heuristically. The second procedure, presented in Miltenburg (2007) uses a similar dynamic programming method and was able to solve instances of varied size depending on the objective under consideration (for the objective studied in this paper, only one instance with 40 units is solved). The third procedure, presented in Fliedner et al. (2010) , uses the symmetry of the problem to strengthen the previous exact algorithm and is able to optimally solve instances with up to 30 units. The literature also covers other level scheduling problems that use similar data instances but have different objectives. In Boysen et al. (2008) the problem presented considers a line supplied by consignment stock and aims to schedule the models so as to minimise the inventory costs of the options. The exact algorithm presented is capable of solving instances of the aforementioned problem with up to 35 units. In Drexl and Kimms (2001) , a column generation algorithm is proposed to solve a problem with a PRV objective and car sequencing constraints and is able to optimally solve instances with up to 30 units. The same problem is studied in Drexl, Kimms and Matthiessen (2006) and Yavuz (2013) in which instances with up to 50 units were solved. In comparison, the procedure presented in this article is able to solve instances with much larger sizes. In certain cases, instances previously used in the literature with up to 200 units have been optimally solved with our method.
In the following subsection, we present the mathematical model for this problem, both as an integer program (IP), using the notation shown in Jin and Wu (2002) , and as a DP, using the notation shown in Bautista et al. (1996) .
Problem description and mathematical model
An instance of the ORV problem can be stated as follows: let there be M . In other words, for any given position t in the sequence, the amount of option j that would be used if the sequence were perfectly smooth would be given by t r j ⋅ . The solution to the problem attempts to find the sequence that minimises the sum for each sequence position of the differences between the defined ideal rates and the actual usage rates for each option.
Let X be a set of binary variables, in which each element x it , i =1,…,M and t=1,…,T, has a value of 1 if a unit of model i has been sequenced in the position t of the sequence and a value of 0 otherwise. Next, the real usage for an option j and a position t [ ]
We note that there are several valid methods for expressing the difference so as to minimise it. In this article, we consider the objective function as minimisation of the sum of squared differences, known as SSD (Miltenburg, 2007) , as shown in in the seminal work of Monden (1983) , as well as in Bautista et al (1996) , Erel et al. (2007) , Fliedner et al. (2010) and Jin and Wu (2002) , among others.
The motivation behind the use of a squared difference function is threefold: (1) the need to penalise both the positive and the negative differences; (2) the desire to penalise large differences over a quantity of small differences; and (3) the need to consider all of the deviations from the ideal rates, rather than the largest deviation, which was the objective considered in Miltenburg (2007) .
Using the variables defined above, objective (1) combined with restrictions (2)-(4) defines a valid IP model for the problem.
Constraint set (2) ensures that the demand of every model is met. Constraint set (3) ensures that only one model is scheduled at a given instant. Finally, constraint set (4) makes certain that each variable in set X is binary.
An alternative formulation for this problem is based on the DP paradigm (Bellman, 1957 The cost associated with the transitions is given by the recurrence function, equations (5) or (6). Two possible recurrence functions exist, depending on whether we consider a forward or a backward formulation.
Considering a forward formulation, the initial state α is S= [0, 0,…, 0] with cost C(α)=0. The cost of every other state is determined using the recurrence equation (5).
We refer to the cost of the last transition used to reach the state as the contribution of a state, and to the total cost to reach the state from α as the cumulative contribution of the 
For the backward formulation, the initial state α is
The cost of every other state is determined using the recurrence equation (6).
The last state ω is S=[0, 0,…, 0] and its cost C(ω) gives the cost of the optimal sequence.
The forward formulation will be used to obtain the upper bounds (see subsection 2.2), and the backward formulation will be used for the calculation of lower bounds (see subsections 3.1 and 3.2). a summary of the notation used throughout the paper is presented in Table 1 . 
Upper Bounds
Before beginning the branch-and-bound procedure, three initial solutions are obtained. The calculation of the upper bounds has the objective of increasing the quantity of nodes fathomed during the exact algorithm as well as reducing the memory requirements of the lower bounding techniques. The first solution is given by a goalchasing method, and the second and the third are given by BDP approaches.
Goal-chasing
The first upper bound is obtained by means of a greedy heuristic (Monden, 1983) , known as goal-chasing. For each given position, the heuristic selects the model with unmet demand that minimises the value for (1) in that instant. This method is myopic because it uses the 'best' combinations (those with smaller SSD contributions) early in the sequence but is quite fast in calculations.
Bounded Dynamic Programming
Solving the ORV problem by means of a DP formulation is usually deemed infeasible for medium and large-sized instances due to the high number of states that must be developed and stored. Alternatively, a Bounded Dynamic Programming approach is proposed (Bautista et al., 1996) . This procedure reduces the number of states that must be stored by the following: (1) eliminating the inefficient states and (2) developing a limited number w of states of the DP for each stage. Note that the goalchasing method is equivalent to a BDP in which for each stage only one state is developed (w=1).
For this purpose, it is necessary to calculate a lower bound on the SSD for any given state for the following reasons: (1) to fathom the states that cannot lead to a better solution than the best known solution and (2) to rank the states of each stage in best to worst lower bound order to select the w most promising states. This lower bound takes into account the SSD of the current state plus a lower bound on the states that are yet to be developed.
Our BDP implementation uses a two-list method (Bautista and Pereira, 2009 
Lower Bounds
In the present work, several lower bounds are used in both the exact procedure (branch-and-bound) and in the DP methods. Subsection 3.1 is devoted to the symmetry property of the problem, and subsections 3.2 and 3.3 study the lower bounding methods used by the DP and the branch-and-bound procedures.
Symmetry-based lower bound
The ORV problem has symmetry properties that have been previously studied in Bautista et al. (1996) and Fliedner et al. (2010) . The following can be proved: Considering these properties, for any state A with a cumulative production plan u, the cost of its complementary state A , C( A ), is equal to the cost from A to ω.
Consequently, C( A )+ C(A) corresponds to the SSD of the optimal sequence from α to ω through state A.
This fact is exploited by DP procedures (see subsection 3.2) to avoid development of nodes in the graph that cannot lead to better solutions. The symmetry of the problem is also used in the branch-and-bound procedure to find the lower and upper bounds by combining the partial solution under exploration with the previously explored partial solutions (see subsection 4.3.4) and to avoid symmetries in the solution (see subsection 4.4.3).
Option separability-based lower bound
The ORV problem may be divided into sub-problems containing a subset of options. The optimal solution for any of these sub-problems is always a lower bound to the optimal solution of the original problem. This lower bound is a novel contribution of the present work.
The separability can be deducted from the objective function, and equation (1) can be rewritten as equation (7). Each option or subset of options can be independently solved, and the combination of sub-problems with disjoint subsets of options provides a lower bound on the value of the objective function.
Each sub-problem is subsequently defined by the same set of constraints (2), (3) and (4) from the original problem (see Subsection 1.2).
Erasing certain options from the problem can cause several models to produce identical usage of the options. These models can subsequently be merged into a single model with the same usage as any of the identical models and a demand equal to the sum of demands for all the identical models. It should be mentioned that any state in the DP associated with the original problem corresponds to a single state in the DP for any of the sub-problems. Additionally, the cost of the state in the sub-problem represents a lower bound on the cost of the corresponding state in the original problem.
The merging of models is important because the number of states in the DP Dynamic Program grows exponentially with the number of models in the instance, and these sub-problems will be solved using a DP based procedure. Even if the solution of the ORV problems by means of DP is theoretically difficult, in most cases it is empirically possible to solve and store the solution of sub-problems with up to three options and 200 units within a few seconds using modern commodity computers (see the computational experiment in Section 5 for further details).
Consequently, for problems with up to seven options, all sub-problems with one, two and three options are solved and stored. When determining the lower bound value for a node during the branch-and-bound or the BDP, any combination of sub-problems that combine each option at most once provides a valid lower bound. Hence, we test all of the combinations and select the best among them.
For instances with a high number of options and units, the number of possible combinations can cause memory issues (e.g., insufficient memory to store all of the required states), and thus, for instances with more than 7 options, only the sub-problems with one option are solved, and the lower bound will be obtained by combining each of the sub-problem optimal solutions (summing their lower bound).
The DP formulation used to solve these sub-problems is the backward formulation. The cost in the backward formulation for any state A is associated with the cost from the current state A to the final state. As such, this value can be used as a lower bound on the cost of the remaining states left to explore (from state A to the final state) in a forward formulation by subtracting the contribution of the current state from the total contribution.
To avoid the generation and storage of inefficient states, the method uses an upper bound UB equal to the solution obtained by the BDP heuristic. Any state S with C(S)≥UB is not stored because their corresponding states in the original DP will not lead to improved solutions. The UB can be further restricted by subtracting the best known lower bound for the options not considered in the current sub-problem.
Two lower bounds on the states yet to be developed are calculated to further prune the total states: (1) for any state of any stage over T/2, the symmetry lower bound (see subsection 3.1) is calculated and used to avoid storage of inefficient states, and (2) for any sub-problem with two or more options, the lower bound is calculated using the optimal solution of the sub-problems with a single option.
Transportation problem-based lower bound
Considering the mathematical formulation presented in subsection 1.2, the problem can be studied as a transportation problem in which the suppliers are considered as the models, and the customers correspond to the instants of the sequence, see Bautista et al. (1996) . The problem is subsequently represented by objective (8) with constraint sets (2), (3) and (4).
The method calculates C it as a bound on the combined contributions for two consecutive positions in the sequence. For every instant and model, each coefficient is obtained by calculating the contribution of sequencing a unit of the model during t plus the contribution of the previous situation in t-1. This contribution is calculated separately for each option, and among all possible situations, those with a minimum cost for each option are selected. The C it is set to half of the summed contribution value because two positions in the sequence are being considered instead of one.
To evaluate the coefficients C it , a new variable Y j is defined that indicates any possible cumulative usage of any option j up to stage t. The resulting equation is shown in (9).
The thresholds for the minimum and maximum usage of options in equation (9) are too wide, considering that the only value needed is the minimum. Tighter minimum
and maximum values of Y j can be obtained using (10) and (11), respectively (see the demonstration in Appendix A).
Once the values for the components C it have been obtained, solving the transportation problem yields a lower bound for the ORV problem. While the use of a transportation problem to derive bounds was documented in Bautista et al. (1996) , this work is the first one that documents its use in any enumeration procedure. Furthermore the method proposed to obtain the costs is also a novel contribution of this work.
Branch-and-bound algorithm
The branch-and-bound procedure used for solving the ORV problem is presented in this section. The proposed branch-and-bound algorithm explores a tree of partial solutions, each represented by a node in the search tree. The method begins with a root node representing a partial solution in which no decision has been made. Each step of the algorithm selects a node for exploration, known as the parent node. The exploration creates descendant nodes and generates several new nodes or a final solution by fixing a model to be scheduled at the first available position of the partial solution. The process is repeated until no node is left unexplored. Every node has a parent, except for the root node, and every node has one or more descendants, except for the terminal nodes. Terminal nodes are those corresponding to the final stage T and thus represent a solution, or those nodes for which all the descendants have been fathomed.
The branch-and-bound approach is an alternative to the DP formulation, but a relationship exists between the nodes of the branch-and-bound tree and the states of the DP because there exists a state [u 1 ,u 2 ,…,u M ] associated to each node partial solution in the branch-and-bound algorithm, but there may exist more than one partial solution for each state. Despite the need to explore the same state several times because a single state corresponds to different partial solutions, the main advantage of a branch-andbound procedure over a DP approach is that it does not require exponential memory.
However, the relationship between the DP and the enumeration procedure in the branchand-bound can be used to eliminate certain partial solutions of the latter.
The remainder of the section is structured as follows. First, the method of exploration for the search tree is discussed in subsection 4.1, including the use of parallel computation. Subsection 4.2 is devoted to the use of the lower bounds proposed in Section 3 within the branch-and-bound algorithm. Subsection 4.3 addresses the different dominance rules used to detect dominated or identical nodes in the search tree, and finally, subsection 4.4 discusses the general structure of the implemented procedure.
Ramification strategy
The ramification strategy for this procedure uses multiple and limited depth-first searches, starting from nodes selected by a best-first criterion. The objective of this method is to use all available processors in modern commodity computers to concurrently explore different areas of the search space. To that end, the number of nodes explored in each depth-first search is limited by a parameter of the algorithm.
When the limit is reached, the depth-first search stops, and all generated but unexplored descendants are stored in a memory pool. Whenever a process is idle, the method chooses a node from the memory pool to begin a depth-first search using a best-first policy. If the parameter is set to a large value or set to infinity, the resulting algorithm is similar to independent depth-first searches whereas if the parameter is set to 1, the resulting algorithm will behave in a manner similar to a best-first search. Note that this branching strategy ressembles the "Scattered Branch & Bound" method proposed in Fliedner and Boysen (2008) for the car sequencing problem.
Additionally, and to avoid running out of memory due to the storage of an excessive number of nodes in the pool of generated but unexplored descendants, whenever their number reaches a certain quantity (a parameter based on the available computer memory), the starting nodes are chosen using a depth-first strategy instead of a best-first one.
Bounding techniques
The proposed method uses the two lower bounds described in Subsection 3.2 and Subsection 3.3.
When creating a new partial solution, i.e., a node in which the number of developed stages is less than the total number of stages, a lower bound for the stages yet to be sequenced is calculated. This lower bound can be obtained as the best combination of the lower bounds belonging to the sub-problems with separate options or by means of the transportation-based lower bound.
The transportation problem is solved using a negative cycle cancelling algorithm (Goldberg and Tarjan, 1989; Ahuja, Magnanti and Orlin, 1993) for the min-cost max flow problem. The procedure starts from an initial solution (derived from the optimal solution to the transportation problem of the parent of the current node) and repeatedly improves its objective value. We opted for the use of a cycle cancelling algorithm after observing that few iterations were required to reach optimality if a near optimal initial solution was provided
Because the search for a lower bound value among the states stored for several sub-problems with separated options requires less computational effort than solving the transportation problem, the procedure first calculates the lower bound by option separability, and the transportation problem is only solved if the first lower bound did not fathom the node.
The dominance rules (see the following subsection) are only examined for the partial solutions that are not fathomed in this step.
Dominance rules
To detect dominated partial solutions that cannot lead to a better solution, several dominance rules are applied. These rules are based on two principles. The first is that several nodes in the branch-and-bound tree correspond to the same state in the DP, and these equivalent solutions do not need to be explored more than once. The second principle is related to the symmetry of the problem.
Two approaches are considered to avoid the development of several equivalent solutions: (1) active creation of new sequences that correspond to the same state in a DP by means of a greedy algorithm and (2) storage of the explored states together with their associated SSD value.
The dominance rules related to the symmetry of the problem are based on (1) not exploring a sequence that is symmetric to a previously explored one and (2) not developing a complete sequence if the complementary sequence has already been explored. Each of the four rules is examined in a separate subsection. Note that the four dominance rules are novel contributions of this work.
Greedy dominance rule
This dominance rule is based on an active search for a sequence that corresponds to the same state as that of the current partial solution being explored. To this effect, a new instance is created in which the demand for each model is equal to [u 1 ,u 2 ,…,u M ].
The instance is subsequently solved using the goal-chasing algorithm, as covered in subsection 2.1. If the sequence obtained by the heuristic displays a better SSD value than that of the current partial solution, the node is fathomed because it cannot lead to a better solution than that obtained by the goal-chasing method. If this is not the case, all of the positions in the goal-chasing sequence up to the first position that differs from the partial solution are fixed. The remainder of the sequence is again solved by the goalchasing process, and its SSD value is compared again with the current partial solution.
The process is repeated iteratively until (1) the sequence is found to be dominated and the node is thus fathomed, or (2) the sequence obtained by goal-chasing is exactly the same as the solution from the branch-and-bound procedure and the node is thus not dominated.
If the sequence found by the goal-chasing procedure is different from the original sequence but the SSD value is the same, both sequences are equivalent, and only one must be explored. The decision is made using a tie-breaking procedure. This procedure compares the first differing position between both sequences. The one with the lowest numbered model in that position is considered as dominating the other sequence.
Storing explored states
This dominance rule consists of deciding whether the current partial solution is equivalent to a previously explored partial solution. For this purpose, the nodes are transformed to their equivalent states and are stored in a memory structure that associates each state with its best-known cumulative contribution of the state.
As each partial solution is enumerated, its corresponding state is assessed for equivalence with any of the states stored in the memory structure. If the corresponding state has not been stored, it is now stored together with its value SSD. If the state is present but the stored cumulative contribution is worse than the current value, then the stored value is substituted with the new one. In contrast, if the stored value is better than that of the current one, then the current partial solution is fathomed.
To avoid memory issues, the implementation limits the number of states that can be stored. When the memory limit is reached, the dominance rule continues to assess whether the new partial solutions are dominated, but if the corresponding state is designated as non-dominated, it is not stored.
Symmetrical sequences
To further reduce the number of partial solutions that must be explored, the method attempts to detect symmetries. Two solutions are symmetrical if for each position in the sequence, the model sequenced in position t of the first sequence is identical to the model sequenced in position T+1-t of the second sequence.
The property of symmetry studied in subsection 3.1 states the following: (1) The rule is applied to each partial solution with up to   2 T models sequenced.
It is important to note that the dominance rule may present problems with the greedy dominance rule (see subsection 4.3.1). For certain sequences, both rules could label the original sequence and its symmetrical as dominated when at least one of them must be explored. To solve this issue, for any partial solution with over T/2 models sequenced, the greedy dominance rule detects whether the sequences produced by the goal-chasing procedure would have been dominated using the symmetrical sequences rule. If this is the case, the greedy dominance rule does not label the partial solution as dominated.
Symmetry in stored nodes
The second dominance rule using the symmetry of the problem is based on the stored states shown in subsection 4.3.2. Each time a state A is stored, the procedure assesses whether its complementary state A (see Subsection 3.1) has been explored and stored. If complementary A exists and state A belongs to a stage t≥T/2, it is not necessary to continue developing the current node because the best sequence from A to the final stage is the best sequence from the initial stage to A , and if the best sequence from the initial stage to A does not correspond to the best known thus far, the algorithm will eventually find it (and this dominance rule will reconstruct the complete solution).
We note that (1) until stage t≥T/2, this property cannot be certified, and (2) in a highly favourable case, only half of the tree, up to stage T/2, would need to be explored (Fliedner et al., 2010) . Finally, A A ∪ always constitutes a solution that may improve the best-known solution, and thus, the test for symmetry is also used as a heuristic method to obtain improved upper bounds without reaching terminal nodes of the branch-and-bound tree.
General structure of the proposed branch-and-bound procedure
The proposed branch-and-bound procedure begins by initialising all of the timers and the previously discussed memory limits. Following this step, the data are read, and the ideal usage rates are calculated.
After storing the data, the models are ordered according to an efficient criterion that prioritises models with a lower demand and breaks possible ties by prioritising the models with a lower cumulative options usage. The re-ordering rule was chosen based on a computational test that compares the proposed reordering, a direct application of the method without re-ordering, and the reordering by prioritising the models with a higher demand.
The following step is applied to obtain a first upper bound by means of a goalchasing method. Next, a first lower bound is sought by assimilation to a transportation problem. If the solution displays the same SSD value as the lower bound, the solution is proven to be optimal, and the procedure ends.
A second upper bound is calculated using the BDP. Next, the sub-problems with separate options are created and solved by means of a DP. The states are stored, and the combinations that generate lower bounds are determined (these combinations must include all of the options without repetition). Once the lower bounds are known, the problem is solved again by the BDP using the new information.
If the new solution is not proven as the optimum, the branch-and-bound algorithm is initialised using a single processor to run a depth-first search until the node limit is reached (see subsection 4.1). Afterwards, each available thread selects a node from the memory pool using the criterion proposed in subsection 4.1 and begins a depth-first search from the chosen node. For each non-terminal node, the procedure tries to fathom the node using the lower bounds and dominance rules described in Subsections 4.2 and 4.3.
After applying the bounds and the dominance rules, the non-fathomed partial solutions are ordered from lowest to highest lower bound, and the node associated to first partial solution in the resulting order is chosen for exploration. This partial solution is explored until a terminal node is reached. Then, the procedure backtracks until a nondeveloped node is found with a bound lower than the best upper bound and the ramification process is continued. If the node limit marking the end of the depth-first exploration is reached, all of the non-explored partial solutions are stored in the memory pool, and the thread selects a new node to develop according to the criterion exposed in subsection 4.1.
When the time limit for the global procedure is reached or the optimum is verified, the procedure ends. Afterwards, if the optimality has not been verified, a lower bound is calculated using the non-developed nodes and the frozen nodes.
Computational experience
To determine the quality of the procedure presented in the previous sections, the algorithm has been implemented in C++ and executed in a four 3.2 GHz Intel Core i5 650 processor computer with 4 GB RAM using a 64-bit 3.4.4 Linux operating system. The implementation has been tested using two instance sets from the literature described below:
• Original and modified instances from Bautista et al. (1996) , expanded as shown in Jin and Wu (2002) : The original set contains 225 instances with integer valued usage of options. The number of options are P={4,5,8}, the number of models is fixed at M=4, and the number of total units sequenced is 20. The expanded set (Jin and Wu, 2002) multiplies the demand of each model by 10 to generate instances with 200 units. In order to evaluate the effect of increasing the number of units, we also multiply the instance by 2, 3,…,10 generating a total of 2250 instances.
Miltenburg (2007) also proposes five instances using a similar approach with increased number of models, options and units, which we will discuss separately.
• Instances generated as described in Drexl and Kimms (2001) . These instances were also used in Drexl, Kimms and Matthiessen (2006) and Yavuz (2013) : 60 instances were generated following the method described in the aforementioned paper.
Instances differ on the total number of units (T={10,20,30,40,50,60,70,80,90, 100}) , number of options (P={3,5,7}), and ratio of options usage (divided into two sets: easy and hard). Instances are then created saturating the given ratios of the options usage. Given a number of units (T), a number of options (P) and a set of constraints (one per option j: N j /D j ), the instance is created as follows: taking each option j separately, the N j first units have a usage of 1 for the option and the following D j -N j have a usage of 0. This process is repeated for the n·D j -th units until T is reached.
When this process has been performed for every option, the units with the same usage for all the options are merged into one model.
The reported computational experience corresponds to the following combination of parameters: the window size (w) for the BDP procedure is set to 1000 states, the limit of nodes to explore with a depth-first search in the branch-and-bound procedure is set to 10000, the number of nodes to be stored in the memory pool before starting a depth-first criterion instead of a best-first is set to 50000, and the memory reserved for storing nodes is 2 GB. These parameters for the BDP and number of depthfirst searches were selected by comparing the results of different sets of parameters on a subset of the proposed instances. Note that the results would not significantly change if similar values were used. The limit of the depth-first criterion and the memory reserved for storing nodes were chosen in order to avoid surpassing the 4GB RAM of memory available in the computer used for the experiments (larger values of memory reserved for storing nodes would improve the quality of the results).
Additionally, the branch-and-bound time was limited to 1 hour of CPU time.
Consequently, the branch-and-bound can be compared with a single thread algorithm with the same allotted time. The parallelism provides an improvement in terms of the real time required to compute a solution and, possibly, some performance improvements due to earlier detection of improved solutions.
The optimality gaps for any lower bound are calculated using equation (12), where LB is the lower bound being tested and UB best is the best known upper bound.
( )
The optimality gap for any upper bound is calculated as shown in (13), where UB is the upper bound being tested and LB best is the best known lower bound when the upper bound procedure is applied. Table 2 provides results for the instance set used in Bautista, Companys and Corominas (1996) and Jin and Wu (2002) . The table reports These results show that the proposed algorithm, dominance rules and lower bounds are very effective to solve these instances, and we can conclude that the aforementioned instances are easily solved using the algorithms proposed in this paper. In Miltenburg (2007) five instances derived from the work by Bautista, Companys and Corominas (1996) were used to test the performance of the proposed DP approach. A basic instance with 5 models, 4 options and 48 units was considered. This instance was solved using different objective functions, including the objective considered in this paper (SSD minimization). For the SSD objective, their DP required 45.22 seconds and explored 12625 nodes (Miltenburg, 2007, p. 3569) . Compared to these results our branch-and-bound algorithm is capable of obtaining the optimal solution in the root node in less than a second, clearly indicating the improvement provided by the proposed lower bounds and dominance rules (even considering that the computer used in the present experiment is much faster than the computer used by Miltenburg).
For the remaining four instances considered in Miltenburg (2007) , the paper does not use the SSD objective, preferring to minimize the maximum absolute deviation (MADT). The decision to use MADT is based on the observation that it is easier to solve than the other tested objectives while obtaining high quality solutions even if the solution is evaluated using any of the other objectives. Therefore, a direct comparison of our method with the DP presented in Miltenburg (2007) for the remaining instances is not possible.
Nevertheless, we tried to solve the remaining four instances using our algorithm and a SSD minimization objective. These instances are constructed by doubling the number of units, the number of options, the number of models or all of the three characteristics. The proposed branch-and-bound algorithm was only able to solve the problems in which the demand of the models, or the number of components is doubled (the optimal solutions were found in less than a second in both cases).
For the remaining two cases, the method runs out of memory during the initialization phase of the separability bounds. The reason is that these instances feature multiple different levels of usage of options among the models, leading to subproblems with the same number of models than the original problem during the separability lower bounds calculation.
This limitation leads us to consider that the proposed algorithm is limited to problems in which the models share similarities among levels of usage of the options (as the subproblems will contain fewer models, and the DP will require fewer states).
An example of real life problem with the aforementioned conditions corresponds to the Car Sequencing problem, as the levels of consumption are binary (presence or absence of a specific part or job).
The remainder of the section is devoted to instances with the Car Sequencing characteristics, as those found in Drexl and Kimms (2001) . Table 3 compares the quality of the transportation and separability lower bounds when instances are combined according to size. The results show that the transportation bound displays a much more steady value, and that it degrades as the instance size increases. In contrast, the separability lower bound shows a tendency to tighten as the instance size increases, and it outperforms the transportation bound for instances with 30 or more units. The results also show that both methods provide much better lower bounds on these instances than on the instances derived from Bautista, Companys and Corominas (1996) . Table 4 compares the results provided by the branch-and-bound and the BDP procedure. We report individual results for instances with T≥60 and P≥5. For instances with up to 50 units, the BDP is always able to find the best known solution, and the branch-and-bound procedure is capable of verifying its optimality within seconds. For instances with three options, the problem is optimally solved in a reduced computing time using the DP proposed in Section 3.2 to calculate the separability bound, hence, they are considered easy instances. Note that we attempted to use the DP method to solve problems with a greater number of options, much in the line of previous proposals such as Miltenburg (2007) or Fliedner and Boysen (2008) , but this approach was deemed unfeasible due to memory and time constraints. For each instance, the table reports the optimality gap (13) before branching, column root, the optimality gap (13) of the branch-and-bound method, column B&B, the running time required by the branchand-bound measured in seconds, column Time B& B (s), and the number of nodes of the branch-and-bound tree, column #nodes B&B. The results show that both the BDP and the branch-and-bound procedures are able to effectively solve most of the instances in the set. As with the instances proposed in Bautista et al. (1996) , Boysen et al. (2008) and Jin and Wu (2002) , the BDP implementation is capable of obtaining the best known solution in most cases (16 out of 20 instances) whereas the branch-and-bound algorithm is able to verify the optimality of the solutions found for most of the instances (15 out of 20 instances). Furthermore, the difficulty of each instance depends on both the number of options and the size of the instance, but it is noteworthy that the original distinction between easy and hard instances, which originated from a Car Sequencing problem, still applies to the lower bounding performance during the branch-and-bound.
If we compare the results of the instance set from Bautista, Companys and Corominas (1996) with the instance set from Drexl and Kimms (2001) , we can see that the latter set contains much harder instances, as the algorithm is unable to close five of the instances within the imposed time limit even if the number of models to schedule and the options to consider is smaller. We conjecture that even if the lower bounds provide smaller gaps, as the number of models in these instances is larger, a larger branching factor is responsible of the increase in running times.
Summary and conclusions
Optimally solving sequencing problems in mixed-model assembly line systems aids in balancing workloads for workers and managing the line in a Just-In-Time fashion. In this paper, a branch-and-bound exact method using several lower bounds and dominance rules is proposed to solve the ORV problem, one of the variants found in the literature that addresses the balancing workload objective.
The most characteristic features of the presented algorithm are the usage of a new lower bound based on separating the problem by options, and use of dominance rules to exploit the symmetry of the problem.
These new techniques, together with the previously known BDP method to obtain initial upper bounds, result in an efficient branch-and-bound algorithm. The results obtained in the computational experiments show that the procedure verifies optimality for instances that are double the size of those solved by any exact algorithm for this problem or other similarly complex problems known to date (Bautista et al 1996; Boysen et al. 2008, Drexl and Kimms; Fliedner et al. 2010; Yavuz, 2013) . Let us note that instances solved to optimality in the present paper are of equal or larger size than instances used for heuristic comparison in previous papers (Erel et al., 2007; Jin and Wu, 2002; Yavuz, 2013) . The exact algorithm is a viable alternative for scheduling problems with up to 200 units and 8 options, which have been optimally solved within reduced running times.
The main limitation of the algorithm corresponds to the limits of the separability lower bound, which requires that the models in the instance share similar levels of option requirements, as in the Car Sequencing instances and some of the level scheduling instances in the literature. This limitation is highlighted when instances with differing characteristics, like the ones studied in Miltenburg (2007) are considered, but even in such a case, larger instances than those reported in the literature for the same objective function are optimally solved.
The results also demonstrate the quality of the BDP working as a heuristic for the problem at hand, as the procedure obtains most of the best-known solutions even for large instances within very reduced running times (in all of the tested instances, the required time to reach a solution using the BDP algorithm was below 30 seconds).
Further research should focus on problems with larger number of options or multiple usage levels for each option, as the separability lower bound, which appears to be the most effective lower bounding procedure, may not be used on these instances due to memory requirements. Another line of possible research is the application of the proposed method to other objectives. While the SSD objective corresponds to the original formulation provided in Monden (1983) , the literature has identified and used several other objectives. Obviously, each objective would require the development of different lower bounding techniques, and possibly modify some of the dominance rules described in the present work. Let Y j * be the minimum value yielded by (A.3). Given that the cumulative value for the usage of an option must be an integer number and a single minimum exists, the optimum must take on the value Y j *  or Y j * . Consequently, only situations with a usage between (9) and (10) must be considered.
