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Abstract 
In many cases, leveraging non-development item (NDI) technologies in a system offers the potential for reduced lifecycle costs, 
shorter time to market, and superior technical performance compared to developing technologies in-house;  however, there are 
inherent challenges.  NDI technologies are often originally created for uses and operating environments that differ from that of the 
system of interest by communities with little or no stake in the system of interest.  The potential benefits for integrating NDI 
technologies must be carefully weighed against the risks.  In addition, when there are several NDI options, a formal method for 
evaluating risks and benefits relative to the overall system objectives can help determine the best selection. While technical risk is 
certainly important, program risk is often under analysed.  This paper provides some key enablers to help ensure the right decisions 
are made about inserting NDI technologies in a system of interest.  These enablers include an extensive set of technical and 
business-case related attributes and a set of strategies that can be used in conjunction with the attributes to guide decision making.  
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1. Introduction  
Inserting Non-Development Item (NDI) technologies in a system can benefit both suppliers and acquirers of 
systems.  Specifically, leveraging NDI technologies can facilitate cost savings, both in initial system development 
costs and in maintenance costs throughout the system’s lifecycle.  Also, particularly if the NDI technology is already 
mature and has been developed with reuse as a goal, insertion of NDI technologies can shorten development schedules 
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and bring systems to market more quickly.  If the technical performance level of the NDI technology is particularly 
strong, insertion of the NDI technology may also improve system performance.  All of this can mean less expensive, 
timelier, higher quality systems for acquirers, and potentially higher sales, more revenue, and larger profits for 
suppliers. 
Government customers are becoming aware of the benefits of inserting NDI technologies into systems.  There is 
clear guidance from the United States federal government directing commercial and NDI technologies to be reused in 
both current and future system designs.  The United States Congress passed legislation (Title 10, §2377) that directs 
federal agencies to exercise an acquisition preference for commercial and NDI “to the maximum extent practicable”.1  
Part 12 of the Federal Acquisition Regulations (FAR) also mandates the use of commercial and NDI when they meet 
requirements or when the requirements can be modified to a reasonable extent to allow them to meet the requirements.2  
This applies to prime contractors and their subcontractors.   
Inserting NDI technologies in a system does present individual challenges.  To begin with, most NDI technologies 
were originally developed to perform particular systems functions in specific operational environments.  If such NDI 
technology is being used to perform some system function other than what was originally intended or inserted into a 
system that operates in a different environment (e.g., climate controlled laboratory vs. ruggedized field application), 
there will be challenges in such repurposing.  Overcoming these challenges may, in some cases, not be possible, and 
in other cases, may impose too much cost and risk to justify the use of the NDI.  Sometimes, the stakeholders who 
control the development trajectory of an NDI technology are not the same set of stakeholders that are responsible for 
the system that the NDI technology will be inserted into.  Stakeholders that reuse or integrate NDI into their system 
rely on a development roadmap to ensure the NDI components remain relevant as the overall system is maintained 
throughout its lifecycle.  Stakeholders who control the NDI may decide to change the roadmap without consideration 
for stakeholders that are merely using the technology.  In fact, the controlling stakeholders may not even be aware the 
technology is being reused.  In other cases, the stakeholders who maintain the NDI technology may elect to discontinue 
support of the technology altogether.  Clearly, this could be a devastating scenario for a system that had become 
dependent on such an NDI technology.   
With so much to gain but also so much to lose, it is important that suppliers and acquirers make the right decisions 
related to the insertion of NDI technologies into a system.  A few of the potential benefits and risks have already been 
mentioned, but the decision space related to NDI technologies is even more complex.  Sometimes multiple options 
exist related to inserting NDI technologies into a system.  In the simplest case, these competing NDI technologies 
provide essentially the same functionality, present similar interface complexity, and possess similar physical support 
requirements (e.g., size, weight, and power).  More often, NDI technologies overlap in functionality but are not exactly 
interchangeable in functional terms or the interfaces and physical attributes vary in system-significant ways.  
Sometimes when the use of multiple NDI technologies is considered, they overlap and are compatible while other 
times they overlap but are incompatible.  When they are incompatible, a system level solution may be implemented 
that allows for the use of multiple incompatible NDI technologies by developing customized interfaces.  Other times 
there may not be a way to use multiple NDI technologies or it may be too expensive or too technically difficult to 
attempt to use multiple NDI technologies.  Guidance is needed to help suppliers and acquirers make these important 
and complex decisions. 
This paper first discusses key definitions and concepts related to NDI.  This paper then presents some key enablers 
for making decisions about whether to insert NDI technologies in a system of interest and in selecting between various 
NDI technology alternatives when multiple options exist.  These enablers include a set of attributes of the trade space 
that are likely to be relevant in a wide variety of situations.  These attributes address both business and technical 
concerns.  Other types of enablers presented are decision analysis strategies that may be used in conjunction with the 
set of attributes to support decision making.   
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2. NDI in Its Many Forms 
The concept of NDI technology is rather expansive and includes a number of types of products generally referred 
to by other names.  This section defines NDI, as well as some other closely related concepts for which the ideas in this 
paper may also apply.  There are some ambiguities, both in terms of the definitions and in terms of what is meant by 
an NDI technology, that are clarified in this analysis. 
2.1. Key Definitions 
In a commercial context, NDI can be simply defined as any item that does not require development in the acquisition 
phase because it already exists as an off-the-shelf product or as a product developed for another system.3  The United 
States government provides a more comprehensive definition in the FAR, defining NDI as “(a) any previously 
developed item of supply used exclusively for governmental purposes by a Federal agency, a State or local 
government, or a foreign government with which the United States has a mutual defense cooperation agreement; (b) 
any item described in paragraph (a) of this definition that requires only minor modification or modifications of a type 
customarily available in the commercial marketplace in order to meet the requirements of the procuring department or 
agency; or (c) any item of supply being produced that does not meet the requirements of paragraphs (a) or (b) solely 
because the item is not yet in use.”4   
Important terms related to NDI are commercially available off-the-shelf (COTS), government off-the-shelf (GOTS) 
and Open Source.  Often NDI is in the form of COTS or GOTS, or customized from some Open Source product.  With 
the exception of bulk cargo, the FAR defines COTS as “any item of supply that is (i) a commercial item; (ii) sold in 
substantial quantities in the commercial marketplace; and offered to the government, …, without modification, in the 
same form in which it is sold in the commercial marketplace.”4  GOTS items are NDI that are developed by the 
technical staff of a government agency or developed by an external entity with funding and specifications provided by 
a government agency.  GOTS items are usually available to government agencies at no cost (e.g., software) or without 
recovery of non-reoccurring engineering (NDE) costs (e.g., no recoup for research and development costs).5 
Open Source items are usually (but not always) software packages where the source documents and files are 
available for study, reuse, modification, and redistribution.  The philosophy behind Open Source is innovation:  source 
documents are “open” so that the items can be improved and extended over time.  Ultimately, a licensing structure 
governs the access to and distribution of these artifacts and may span from very permissive (e.g., free and unlimited) 
to restrictive (e.g., royalty-based).   
2.2. Ambiguity 
While the definitions of the key terms appear extensive, there remains some ambiguity.  One of the challenging 
aspects to defining exactly what qualifies as NDI is that the definition of NDI allows “minor modifications” yet, 
exactly what effort constitutes minor is not clear.  For the purposes of applying the concepts presented in this paper, it 
is most helpful to conceive NDI on a continuum.  At one end of the continuum an NDI technology may simply be 
plugged into a slot (if hardware) or loaded onto an operating system (if software) with no configuration, extension or 
integration.  On the other end of the continuum, an NDI technology may require significant extension or modification 
or the architecture of the system may have to be redesigned to accommodate the NDI technology.  The ideas in this 
paper apply to decisions related to inserting NDI technologies in a system across this entire continuum.  Another 
important issue related to key terms discussed in this paper is that, in some sense, the improvement and extension 
concepts in the definition of Open Source may not meet the stated definition for NDI classification; however, the 
ability to begin with a proven architecture and implementation might be closer to NDI on a continuum between no 
modifications required and full-on custom development.  This is particularly true if the stakeholders for a system can 
influence the direction of future development of the Open Source technology with money, contributions, advocacy, or 
through a standards body (e.g., ISO, IEEE).  For this reason, people attempting to make decisions about the use of 
Open Source may find the concepts in this paper helpful.  Note too that it is sometimes possible to influence the future 
development of non-open-source NDI through similar means. 
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Another potentially ambiguous issue that must be resolved is the version of the NDI technology that is being 
considered.  In some cases, the NDI technology version may be an existing version that is already in use.  In other 
cases, particularly corresponding to system development efforts with long acquisition cycles, the NDI technology may 
be projected to have an initial operating capability (IOC) in future years.  In any projection there will be uncertainty 
in the expected development path of the NDI technology or worse, concern whether the NDI technology will even be 
available or maintained.  When defining the attributes of the NDI technologies discussed later in this paper and when 
applying the decision analysis strategies to make choices about the use of NDI technologies, it is necessary to be clear 
about what version of both the NDI technology and system are being considered.  If it is unclear what version of an 
NDI technology is best suited for use in the system, different versions can be considered as separate NDI technologies 
in this analysis:  attributes can be separately defined for each NDI technology version and the decision strategies can 
be used to help decide which version (if any) is most desirable. 
3. Attributes of the Trade Space for NDI Technologies 
In order to make decisions related to inserting NDI technologies into a system, it is first important to define the set 
of attributes that should be considered.  These attributes essentially define the NDI trade space.  Previous works point 
to attributes that have already proven useful for evaluating NDI technology insertion.  This includes literature about 
prioritizing technology investment options for an organization6,7,8, literature about assessing the maturity of 
technologies9,10, literature that relates technologies to an organization’s business case11,12, literature that considers risk 
and opportunity for making technology decisions13, and literature focusing on the desirable attributes of systems14,15,16. 
These various sources were analyzed to extract a set of attributes that describe the trade space for evaluating the 
insertion of NDI technologies into a system.  The attributes are grouped into four categories: availability, integration, 
quality, and programmatic.  Availability related attributes address issues pertaining to an NDI technology’s impact on 
the availability of the entire system throughout the system’s lifecycle.  Availability related attributes include:  
technology dependency on other technologies, technology maturity, technology readiness, degree of overlap of 
lifecycle timelines, likelihood that market will accept technology, and degree to which substitute technologies are 
available.  Integration related attributes address issues related to integrating the NDI technology into a system.  
Integration related attributes include: degree of redesign required and degree of invasiveness of technology to the 
system.  Quality related attributes pertain to issues of system performance and value to the user.  Quality related 
attributes include: range of performance levels, degree of requirements satisfaction, and impact of technology on user 
experience.  Programmatic attributes relate to issues such as cost and schedule that may heavily influence the business 
case associated with the system.  Programmatic related attributes include: costs impact of adopting technology, level 
of cost risks of adopting technology, schedule impact of adopting technology, and level of schedule risk associated 
with adopting technology.  The set of attributes, definitions for each attribute, and the references that identified the 
importance of the attribute are defined in Table 1.  While an effort was made to combine closely related or conceptually 
identical attributes recognized by multiple literature sources, many of the attributes in Table 1 are still closely related.  
Further analysis should be done to refine this set of attributes into a more succinct set where each attribute is 
independent from the other attributes.  There is a delicate balance between having a set of attributes that 
comprehensively addresses all important considerations and the number of separate attributes that can be addressed in 
a meaningful way. 
4. Strategies for Making Decisions about NDI Technologies 
The attributes described in this paper span a number of considerations to be taken into account when making 
decisions about the insertion of NDI technologies.  In many cases, the viability of the system being engineered hinges 
on making the right decision as to whether to insert an NDI technology versus not insert an NDI technology or 
selecting the best NDI technology when there are multiple NDI technologies that are incompatible with each other.  
Moreover, for any one decision, many of the attributes may be important.  With such high stakes and complex 
decisions to be made, formal methods need to be considered to arrive at the best decision.   
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Table 1. Attributes Related to Evaluating NDI Technologies 
Attribute Category Definition References 
technology dependency on other 
technologies 
Availability Degree to which the technology depends upon other technology 
development.  This is especially a consideration in cases where there 
are no substitute technologies. 
6 
technology maturity Availability Degree to which technology is proven (although perhaps proven in a 
different type of system or different type of operating environment)  
7, 9 
technology readiness Availability Degree to which technology is prepared for the type of operating 
environment it must operate in once in use by the system   
9, 10 
degree of overlap of lifecycle 
timelines 
Availability Degree to which the technology lifecycle spans or overlaps the system 
lifecycle.  This should consider both the likelihood that the 
technology will be ready for integration at the appropriate time in the 
system development lifecycle as well as the likelihood that the 
technology will still being maintained at the end of the system 
lifecycle. 
9, 10 
likelihood that market will 
accept technology 
Availability Likelihood that the technology will "cross the chasm"12 from use in 
prototypes by visionaries to use in the mainstream 
12, 16 
degree to which substitute 
technologies are available 
Availability Degree to which substitute or competing technologies can be used to 
replace the technology of interest if needed 
6, 9 
degree of redesign required Integration Degree of redesign of the baseline system architecture that must occur 
to accommodate the initial integration of the technology 
13 
degree of invasiveness of 
technology  to the system 
Integration Degree to which the system of interest is dependent upon, or 
inseparable from the product or technology 
9,13 
range of performance levels Quality Range of performance levels (with respect to key system-level 
metrics, such as key performance parameters (KPPs), system-level 
measures of performance (MOPs) or measures of effectiveness 
(MOE) of the system with the technology inserted.  Ranges of 
performance levels may include the worst case value for the metric of 
interest or the best case value for the metric of interest or may be 
some statistical confidence interval or region. 
6, 8, 11 
degree of requirements 
satisfaction 
Quality Describes how well the requirements, including functional 
requirements (e.g., throughput, accuracy, latency) as well as non-
functional requirements (e.g., reliability, maintainability, portability, 
form fit, interface compliance, standards, directives or regulations) 
allocated to a given system can be met by integrating the technology 
of interest.  This may be qualitative or quantitative.  A qualitative 
value may reflect some sort of level of satisfaction (e.g., not at all, 
partially, or completely).  A quantitative value may reflect an actual 
percentage of a requirement threshold or objective level is actually 
achieved by inserting a technology.  
9, 14 
impact of technology on user 
experience 
Quality This is the impact (if any) of the technology on the quality of the 
experience of the user of the system (including users who operate and 
maintain the system) 
14 
costs impact of adopting 
technology 
Programmatic Expected cost impact (increase or decrease) associated with adopting 
the technology 
13 
level of cost risks of adopting 
technology 
Programmatic Level of uncertainty  associated with the cost impact of adopting the 
technology 
13 
schedule impact of adopting 
technology 
Programmatic Expected schedule impact (increase of decrease) associated with 
adopting the technology  
13 
level of schedule risk associated 
with adopting technology 
Programmatic Level of uncertainty associated with the schedule impact of  adopting 
the technology 
13 
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This section presents some strategies that are particularly relevant to making decisions about using NDI technology.  
These strategies include a novel approach to analyzing NDI technology options in the context of systems requirements, 
a discussion of how to use the attributes in Table 1 to guide risk and opportunity analysis, a discussion of multi-
attribute utility theory (MAUT), the Analytical Hierarchy Process (AHP), and Monte Carlo analysis for making 
decisions related to NDI technologies.  As each strategy is being presented, the benefits and the limitations are 
discussed.   
4.1. NDI and System Requirements Analysis 
One activity that will help decision makers analyze the suitability of a particular NDI technology is to simply 
perform a gap analysis against the set of system requirements.  There are three particularly important categories of 
relationships between system requirements and an NDI technology.  For each requirement, one of these three types of 
relationships may apply: “satisfies,” “is compatible with,” and “is incompatible with”.  “Satisfies” means that 
including the NDI technology ensures that the requirement will be satisfied, in part or in whole.  An example of this 
is that the insertion of a GPS device (GPS Device X) into a mobile communications system would satisfy a system-
level requirement for locating the position of the system in real time.   
“Is compatible with” means that the insertion of the NDI technology does not ensure that the requirement will be 
satisfied in whole or in part, but there is nothing about the NDI technology that will inherently prevent the requirement 
from being satisfied.  An example of this is an NDI software application (Application Y) that can run on existing 
hardware and a system requirement to comply with a certain physical form factor.  Inserting the software application 
does not help satisfy this unrelated, form factor requirement, and there is nothing about the software application that 
degrades the system’s ability to meet the requirement.  For the most part, “Is compatible with” identifies NDI 
technologies that do not strongly influence that particular system requirement. 
The third relationship is “is incompatible with”.  An example of this would be trying to use an off-the-shelf antenna 
(Antenna Z) that is so long that it violates the system’s form fit specification.  In this example, including the antenna 
in the system design necessarily means that the system’s form fit requirement cannot be achieved.  Reconciling the 
use of this antenna with the form fit requirement either means modifying the antenna or modifying the requirement.  
Customers or stakeholders who see value in leveraging a particular NDI, such as Antenna Z, may wish to rethink 
requirements that are incompatible with it.  Such stakeholders may need to revisit the reasons why particular 
requirements were defined and consider the impacts of changing the requirements to accommodate the NDI.      
One can use a matrix to capture the relationships between system requirements and NDI technologies.  The system 
requirements are the rows, the NDI technologies are the columns and every cell is populated with a character to 
indicate which of the three relationships apply.  One could consider using  values such as “1” for “satisfies”, “0” for 
“is compatible with” and “-1” for “is incompatible with”. Table 2 shows how the three example technologies 
previously discussed (GPS device X, Application Y, and Antenna Z) would relate to the two example system 
requirements discussed above (position and form-fit).  
Despite the prevalence of 1s, 0s and -1s, it is important not to confuse this matrix with a Pugh matrix.  A Pugh 
matrix is a form of MAUT designed to recommend a solution based on a set of criteria and how each potential solution 
compares to some reference or default option.17  The approach recommended in this paper is simply a methodical way 
to organize information about each NDI technology and to identify which system requirements an NDI technology 
promises to satisfy along with system requirements or constraints that conflict with a particular NDI technology. 
While the example approach implies making hard determinations (e.g., -1, 0, or 1) for each cell in the matrix in 
Table 2, it may be desirable to populate the cells in the matrix with values that address the degree to which an NDI 
technology satisfies a requirement or the severity of an incompatibility between an NDI technology and a system 
requirement.  For example, a 0.9 may mean that an NDI technology “almost satisfies” a system requirement. However, 
when continuous values are used additional detail must be added and considered.  For example, does a 0.9 mean that 
with a little work the requirement can be satisfied or does it mean that there is some uncertainty about whether the 
requirement could ever be satisfied?  Consider, for example, an NDI antenna array that has a maximum performance 
level based on the fundamental spacing of the elements.  A 0.9 might mean that a minor adjustment to the element 
spacing may allow the antenna to meet the performance requirement, it might mean that the only 90% of the antennas 
manufactured are guaranteed to meet the requirement, or it might mean there is only a 90% chance of meeting the 
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requirement under any circumstance.  Another example is a score of -0.1 which would indicate a minor level of 
incompatibility.  This could be defined to mean that some minor adjustment must be performed to overcome this 
incompatibility, or it could mean that the NDI technology is just barely incompatible (e.g., physical length of the NDI 
technology is 2% longer than system size requirement).  In the second case, there may be no feasible way to reconcile 
this discrepancy, minor though it may seem. 
Table 2. Example of Technology to System Requirements Analysis 
System Requirement GPS device X Application Y Antenna Z 
… … … … 
S.17 The system shall provide position estimates with to the user that are within 100 
feet of the user location when the user is stationary in less than 2 seconds of the 
request. 
1 0 0 
… … … … 
S.213 The system shall fit within a cuboid casing that is 4” x 2.5” by 0.4” 0 0 -1 
… … … … 
 
The primary benefits of relating NDI technologies to system requirements are that it highlights the requirements 
that can be satisfied by the technology and highlights potential incompatibilities in a systematic way.  One primary 
limitation of this approach is that when incompatibilities are found, it provides no sense of the degree of invasiveness 
of the technology, degree of redesign required, and the associated cost of labor and materials.  For this, additional 
analysis may be required.  Another limitation in this approach is an inability to provide a way to consider compatibility 
with multiple NDI technologies.  This second limitation may be addressed by extending the approach.  One option is 
to create an NDI technology by NDI technology matrix where the relationships become “is compatible with” or “is 
incompatible with”.  The “Satisfies” relationship is not used here because this companion (NDI technology by NDI 
technology) matrix would solely exist to identify incompatibilities.  If decision makers commit to a particular 
technology option, then they can create a derived set of system specifications that include constraints and requirements 
for working with the NDI technology.  The same sort of approach could then be repeated with other NDI technologies 
that were not eliminated in the first round of analysis.  A third limitation is that this approach does not allow for 
addressing the uncertain aspects of the relationship between NDI technologies and the system of interest.  The next 
section describes how uncertainty can be identified and analyzed related to NDI technologies and a system of interest. 
4.2. Risk and Opportunity Analysis 
Risk and opportunity analysis identifies, evaluates and potentially mitigates possible events that may impact profit, 
schedule or technical quality.  In many cases, organizations devise a risk and opportunity management plan where 
they identify and address risks and opportunities on a one-by-one basis.  The attributes described in Table 1 can be 
used to identify potential risk areas related to the insertion of a particular NDI technology into a system.  For example, 
one may assess the potential lack of alignment between an NDI technology lifecycle and system lifecycle as a risk 
area.  A specific risk in this risk area would be that the NDI technology will not be supported by the vendor while the 
technology is in use (degree of overlap of lifecycle timelines).  For this risk, one may track that risk and maybe form 
mitigation plans to lessen the likelihood or impact of the timelines not aligning.  An example mitigation may be to 
plan to substitute an alternative technology in the event that the technology of interest is not ready in time.  Of course, 
the feasibility of such a mitigation is in fact a function of other attributes such as the degree of redesign required and 
degree to which substitute technologies are available.  If alternative technologies are available and there would be 
minimal or no system architecture redesign based on inserting one or more of these alternative technologies, then such 
a mitigation plan may be feasible.  If there are no alternative technologies or if the system architecture is highly 
dependent upon the particular technology that is at risk of not being available and supported at the right times in the 
system lifecycle, then such a mitigation may not be feasible.  Without a suitable mitigation, it may be wise to carefully 
consider this risk as part of the NDI technology insertion decision in the first place. 
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The primary advantage of analyzing risks and opportunities related to NDI technologies is that it allows for 
exploration of uncertainties in the relationship between NDI technologies and the system of interest.  Many times the 
key attributes of the NDI technology such as technical performance parameters, cost and form fit may be known or 
projected within a narrow range;  however, other important considerations may be unknown or only approximately 
known.  Examples of this uncertainty include how long the NDI technology will be supported by its developers and 
the NDI’s technology maturity level at the time when it needs to be inserted into the system.  The primary limitation 
of this risk-based analysis approach is that it does include a mechanism to directly help a decision maker rank 
alternatives and make choices.  The next few sections describe decision analysis techniques that are constructive in 
making choices. 
4.3. Multi-Attribute Utility Theory 
MAUT is a structured methodology designed to handle the tradeoffs between multiple objectives.18  In MAUT, an 
objective is a metric that includes direction, but not necessarily a required level or “goal” for the metric.19  MAUT can 
be used to evaluate goodness of NDI technology options beyond simply compliance with system requirements.  An 
example of MAUT is a traditional systems engineering trade study where different attributes are assigned weights and 
somehow an overall score is assessed.  The higher the score, the more desirable the option.  More complicated 
preference functions that account for complex realities, such as diminishing returns in the benefit or utility of increased 
performance levels to the decision maker can be modeled using utility functions.  A utility function is a theoretical 
construct that allows the desirability of different outcomes to be ranked and expressed in relation to each other based 
on value to an individual or organization.20  Utility functions may consider only a relationship between one 
independent variable and a response variable or multiple independent variables and a response variable. 
MAUT has the advantages that it is widely used throughout government and industry in western countries and it is 
conceptually straightforward.  In most cases, decision makers understand MAUT and may be more likely to accept 
MAUT results versus the recommendation of a subject matter expert.  With MAUT there is the sense of thoroughness 
and objectivity in the result.  There are, however, some limitations of using MAUT.  For example, if a weighted sum 
of utility scores against the individual attributes is used, one option can score a zero with respect to a non-negotiable, 
required goal, perform well against the other criteria, and then be recommended by the trade study.  These limitations 
can be addressed by spending considerable effort in probing the preferences of the decision maker and constructing 
utility functions that mitigate against MAUT recommending an infeasible solution.   
4.4. Analytical Hierarchy Process 
The AHP converts subjective human ratings into scores.21 AHP was developed in the 1970s by Saaty and used for 
decision making.22  AHP involves taking user rankings of the importance of various criteria, including the degree of 
urgency of particular shortfalls or gaps between a system’s requirements and NDI technologies as well as the 
desirability of different technologies.  The primary advantages of AHP are that it can be used to evaluate requirements 
and technologies in an integrated way.  AHP may be particularly well suited for cases where including a NDI 
technology promises significant benefits but certain requirements may have to be traded off or relaxed before it can 
be fully considered. Like MAUT, the decision recommended by AHP is highly dependent upon user rankings and 
preferences.   
4.5. Monte Carlo Simulation 
The previous techniques, to some degree, rely on either qualitative assessments or quantitative assessments that 
involve somewhat arbitrarily defined units like utility or numerical ratings that represent relative importance of 
criteria.  If the key aspects of a decision about including NDI technologies can be reduced to uncertainty in important 
metrics, then Monte Carlo simulation may be useful to depict the full range and distribution of possible outcomes 
given multiple sources of uncertainty.  Examples of such metrics may include: performance level of some key 
performance parameter, cost, revenue, profit, net present value of investment, along with potential distributions of 
those metrics for different cases. 
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Monte-Carlo simulation is defined as “a problem solving technique used to approximate the probability of certain 
outcomes by running multiple trial runs, called simulations, using random variables.”23  Monte-Carlo simulation can 
be effective in generating distributions of possible outcomes of a decision where there is uncertainty.  Monte-Carlo 
analysis is often used to analyze the business case of an organization committing to a project24 or to estimate the likely 
range for profit for an insurance company offering a particular plan at a particular premium25.  Monte Carlo analysis 
is often done to characterize risk in terms of a metric of interest.   
Here, the use of Monte-Carlo analysis is very similar to the way business cases are analyzed.  Aspects like the 
impact of the NDI technology on system quality and performance or the impact of the NDI technology on system 
availability may be related in some way to projections for volume of sales or price point.  Specific attributes such as 
degree of overlap of lifecycle timelines may relate to some measure for the total cost over the system’s life if a 
replacement is likely to be required years into the future.   
The primary advantages of using Monte Carlo analysis to analyze options for inserting NDI technologies are that 
Monte Carlo simulation is highly flexible and Monte Carlo simulation allows a mechanism to relate seemingly 
disparate attributes (e.g., system performance and profit).  The largest limitation of Monte Carlo simulation is often 
the degree of effort and analysis that must be performed to define the distribution of the input parameters and the 
relationships between the parameters.  Usually, more exploratory types of activities like NDI technology to system 
requirement traceability or risk and opportunity analysis should be done as a precursor to understanding the system 
and decision space before a Monte Carlo analysis can be well defined. 
5. Conclusion and Future Work 
This paper provides definitions and discusses important concepts related to NDI technology insertion into a system.  
Key enablers for making decisions about whether to include NDI technologies in a system of interest or selecting 
between various NDI alternatives when multiple options exist are presented.  These enablers include a set of attributes 
that define a trade space that is likely to be relevant in decision making about NDI technologies in a wide variety of 
situations.  These attributes address topic areas related to impacts on overall system availability, NDI integration 
technical risk, overall system quality, and NDI integration programmatic risk.  Another type of enabler presented for 
leveraging NDI technologies are decision analysis strategies that may be used in conjunction with the set of attributes 
to support decision making related to NDI technologies.  The decision strategies discussed include a novel approach 
to analyzing NDI technology options in the context of systems requirements.  The decision strategies also include a 
discussion of how to use the attributes in Table 1 to guide risk and opportunity analysis along with a discussion of 
specific analysis strategies (i.e., MAUT, AHP and Monte Carlo analysis) for making decisions related to NDI 
technologies.  As each strategy is presented, the benefits and limitations are discussed. 
Systems engineers making decisions related to the insertion of NDI technologies into a system now have a set of 
attributes to consider and a high level description of decision methods that can be applied; however, more research 
should be performed in this area given the potential benefits and risks of leveraging NDI.  To be more useful, the set 
of attributes needs to be refined such that it is more succinct and each attribute is as close to independent from the 
other attributes as possible.  In addition, some of the decision methods need to be extended and more completely 
defined to effectively reflect the continuum of the level of customization or modification required to make an NDI 
technology workable in a system.  Further, the decision methods need to be applied to case studies so that the particular 
challenges can become known and more specific guidance can be provided.   
It is also beneficial to extend the lessons learned from studying the use of NDI technology in systems engineering 
to broader contexts.   There are other situations where there is value in using technology to deliver a capability even 
when the owner of the capability has limited control over the technology.  One key example is determining if and how 
to include a system that the capability owner has limited ability to control or influence in a system of systems.  
Interesting future work would be to explore the relationships between NDI in systems engineering and the use of 
“externally owned” systems in systems of systems engineering for which the owner of the system of systems capability 
has limited control.  More fully identifying the parallels between NDI in systems engineering and the use of “externally 
owned” systems in systems of systems engineering introduces the potential for both research areas to benefit from 
each other’s findings.  
173 Clement Smartt et al. /  Procedia Computer Science  44 ( 2015 )  164 – 173 
References 
1. United States House of Representatives, 10 USC 2377: Preference for acquisition of commercial items, Office of the Law Revision Counsel, 
Editor., Government Printing Office: Washington, D.C. 
2. Acquisition Central. 12.103 Commercially available off-the-shelf items. Federal Acquisition Regulation, Subpart 12.1 - Acquisition of 
Commercial Items - General 2014  [cited 2014 September 10]; Available from: 
https://acquisition.gov/far/current/html/Subpart%2012_1.html#wp1085203. 
3. Argos Press. Non-Developmental Item. Systems Engineering Glossary  [cited 2014 September 10]; Available from: 
http://www.argospress.com/Resources/systems-engineering/nondeveloitem.htm. 
4. Acquisition Central. 2.101 Definitions. Federal Acquisition Regulation, Subpart 2.1 - Definitions 2014  [cited 2014 September 10]; Available 
from: https://acquisition.gov/far/current/html/Subpart%202_1.html. 
5. Defense Acquisition University. 12.5.2 Acquisition [cited 2015, January 7]; Available from: 
https://acc.dau.mil/CommunityBrowswer.aspx?id=496317. 
6. Elfes, A., Weisbin, C. R., Manvi, R., Adumitroaie, V., Lincoln, W. P. and Shelton, K., Extending the START framework: Computation of 
optimal capability development portfolios using a decision theory approach. Systems Engineering, 2006. 9(4): p. 33-357. 
7. Magnaye, R.B., Sauser, B. J. and Ramirez-Marquez, J. E., System development planning using readiness levels in a cost of development 
minimization model. Systems Engineering, 2010. 13(4): p. 311-323. 
8. Silberglitt, R., Sherry, L., Wong, C., Tseng, M., Ettedgui, E., Watts, A., Stothard, G., Portfolio Analysis and Management for Naval Research 
and Development. 2004: Santa Monica, CA: RAND Research Corportation. 
9. Smith, J.D. II, An Alternative to Technology Readiness Levels for Non-Developmental Item (NDI) Software, in 38th International Conference 
on System Sciences. 2005. Hawaii: IEEE. 
10. Valerdi, R., Kohl, R. J., An Approach to Technology Risk Management, in Engineering Systems Division Symposium. 2004, MIT: 
Cambridge, MA. 
11. Kirby, M.R., Mavris, D. N., An Approach for the Intelligent Assessment of Future Technology Portfolios, in 40th AIAA Aerospace Sciences 
Meeting & Exhibit. 2002, AIAA: Reno, NV. 
12. Moore, G.A., Crossing the Chasm: Marketing and Selling Disruptive Products to Mainstream Customers. 3rd ed. 2014, New York, NY: 
Harper Business. 
13. Smalling, R., de Weck, O., Assessing risks and opportunities of technology infusion in system design. Systems Engineering, 2007. 10(1): p. 
1-25. 
14. International Organization for Standardization, Systems and software engineering - Systems and software Quality Requirements and 
Evaluation (SQuaRE) - System and software quality models, in ISO/IEC 25010:2011 (en). 2011. 
15. Smartt, C., Ferreira, S., Constructing a general framework for systems engineering strategy. Systems Engineering, 2012. 15(2): p. 140-152. 
16. Smartt, C., Ferreira, S., An Analysis of Systems Engineering Strategy, in 2012 IEEE International Systems Conference (SysCon). 2012, IEEE: 
Vancouver, B.C. p. 1-5. 
17. Burge, S., Pugh Matrix. The Systems Engineering Tool Box, 2009. 
18. High School Operations Research. What is Operations Research: Multi-Attribute Utility Theory. 2014  [cited 2014 September 10]; Available 
from: http://www.hsor.org/what_is_or.cfm?name=mutli-attribute_utility_theory. 
19. Keeney, R.L., Raiffa, H., Decisions with Multiple Objectives: Preferences and Value Tradeoffs. 1993, Cambridge, United Kingdom: 
Cambridge University Press. 
20. von Neumann, J., Morgenstern, O., Theory of Games and Economic Behavior. 1944, Princeton, NJ: Princeton University Press. 
21. Olson, D., Multi-Criteria Decision Support, in Handbook on Decision Support Systems 1. 2008, Berlin, Germany: Springer p. 299-314. 
22. Saaty, T.L., The Analytic Hierarchy Process. 1980, New York, NY: McGraw-Hill. 
23. Investopedia. Monte Carlo Simulation. 2014  [cited 2014 September 10]; Available from: 
http://www.investopedia.com/terms/m/montecarlosimulation.asp. 
24. Mantel Jr., S.J.., Shafer, S.M., Sutton, M. M., Project Management in Practice. 4th ed. 2008, Hoboken, NJ: John Wiley and Sons. 
25. Hubbard, D.W., The Failure of Risk Management: Why It's Broken and How to Fix It. 1st ed. 2009, Hoboken, NJ: John Wiley and Sons. 
