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Colloidal particles suspended in purely viscous (Newtonian) solvents have played a
crucial role in understanding nonequilibrium processes and in the development of
statistical physics out of equilibrium. The theoretical description of these systems
usually rests on the assumption of a clear separation of time scales between the slow
dynamical variables of probe particles and the fast dynamical variables of molecular
solvent particles. In this so-called Markovian limit, the dynamical evolution equation
of a probe particle’s position is generally memory-free, that is, its current state
contains all the information about future states. A suitable theoretical description is
then provided in terms of Langevin equations in which the interaction force between
probe particle and bath is separated into a systematic friction force and a fluctuating
noise force. In the limit of infinite time scale separation, the random collisions of
individual solvent molecules with the probe particle are statistically independent and
the well-established model of Gaussian white noise can be used. The assumption
of bath equilibrium in Newtonian fluids remains valid even when colloidal particles
are strongly driven through the bath (e.g. active particles or by external forces) as
is shown by remarkable agreement with all known experiments.
In recent years, viscoelastic fluids have entered the limelight of both theory and
experiment. These fluids comprise a huge variety of systems such as biological fluids,
semi-dilute polymer solutions, micellar systems, or dense colloidal suspensions. Most
importantly, they are characterized by large structural relaxation times that can be
comparable to or even larger than those of colloidal motion. The reason for the slow
relaxation of these fluids lies in their complex microstructure that allows for the
storage and dissipation of energy. Depending on externally imposed deformations
they may exhibit either liquid- or solid-like behavior. If a particle is driven through
such a viscoelastic bath, the assumption of a rapidly relaxing thermal bath is no
longer applicable. Due to the elastic component of the bath, the microstructural
deformation induced by the probe motion leads to a nontrivial back reaction of
the bath on the probe particle. In this sense, the history of the probe particle is
important and memory effects need to be invoked. The equation of motion becomes
non-Markovian, i.e. future states of the probe depend on all previous states.
In this thesis, we thoroughly investigate and extend the theory of Brownian motion
in complex fluids in and out of equilibrium. The theoretical analysis of these systems
is performed on different levels of description. Starting from a microscopic point of
view, we derive the effective equation of motion of a colloidal particle suspended
in a complex equilibrium bath by well-known projection operator techniques. The
iii
Abstract
derivation is feasible for both Liouville dynamics and overdamped (Smoluchowski)
dynamics. In the resulting linear generalized Langevin equation, we carefully inves-
tigate the influence of nonlinear particle-bath coupling on the friction memory kernel
in a small time expansion. We find that for a harmonically confined tracer particle
the memory kernel exhibits intriguing interdependencies, which can be shown to
arise only in nonlinear baths. For example, the memory kernel shows a dependence
on properties of the external potential, it can depend on the mass of the colloid, or,
in the overdamped case, on its bare diffusivity. We demonstrate that these effects
are indeed found in an experimental system of a harmonically confined colloidal
silica particle suspended in a wormlike micellar solution. This system is known to
behave strongly viscoelastically as it has a structural relaxation time on the or-
der of seconds. After a detailed numerical analysis of experimental trajectories, we
develop a simple model system of two nonlinearly coupled Brownian particles and
study the influence of different interaction potentials. We find that a stochastic
Prandtl-Tomlinson model accurately describes the experimental findings.
We then establish a connection of the equilibrium results with active microrhe-
ology within the framework of linear-response theory. In particular, we examine
the limiting cases of an infinitely stiff trap and a very weak trap on the basis of
a linear generalized Langevin equation and relate the results to previous work by
other authors. We confirm that the microrheological friction coefficient of a trapped
particle in general depends on the properties of the confining potential. In order
to provide a suitable description beyond the linear-response regime, we derive a
nonlinear Langevin equation in orders of probe displacement by making use of a
recently presented novel approach of nonlinear response theory based on path in-
tegral techniques. We extend the generalized Langevin equation from second to
third order and abstract the underlying structure of the exact microscopic equa-
tion in a phenomenological model. The nonlinear generalized Langevin equation is
then linearized both in equilibrium and under nonequilibrium steady state condi-
tions (constant velocity driving of the harmonically trapped particle). The derived
linearized equation in the comoving frame proves useful in the description of the
experimental micellar system, where in the nonequilibrium steady state we observe
oscillating modes in the particle’s mean conditional displacement. These oscillat-
ing modes are strictly ruled out in an overdamped equilibrium system. It turns
out that a suitable model to describe these oscillations requires negative memory
modes in the memory kernel of the linearized generalized Langevin equation. By
using an extended Maxwell- or Jeffreys-like model with a negative contribution, we
can successfully match the experimental data. We close the discussion by revisiting
the stochastic Prandtl-Tomlinson model in nonequilibrium where we investigate the
flow curve and the mean conditional displacement which show similar behavior as
the experiment on a qualitative basis. We find that a three-particle extension of the
model might be a good candidate to capture also the nonequilibrium effects of the
complex experimental system.
Results of this thesis were published in Ref. [4] (presented in Chapter 6) and in the
more recent work in Ref. [5] (presented in Chapter 3 and 4).
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Fluctuation-induced phenomena are an intrinsic and significant part of our (physical)
world. Although often not visible to the naked eye, fluctuations are generally present
and due to their ubiquity play an important role in many fields of physics [6–11].
They reflect the inherent statistical nature of physical systems as they describe the
deviation of a particular realization of an observable (e.g. a single trajectory of a
probe particle suspended in a liquid) from its ensemble average [12]. A statistical
description is typically inevitable to approximate the dynamics of a given complex
system as even with today’s computational power of modern supercomputers it
is impossible to simulate a many-body problem consisting of the order of ∼ 1023
particles (corresponding to Avogadro’s constant [13]). Besides, the lack of knowledge
or accessibility of initial conditions in an experimental system renders a formally
exact theoretical description unfeasible and sometimes also not desirable [14].
Most intuitively, fluctuations appear in the form of thermal fluctuations in matter,
indicating the thermal motion of its constituents (molecules and atoms) [7]. But
even in the absence of matter and/or at the absolute zero of temperature, so-called
quantum zero-point fluctuations form a fluctuating (quantum) vacuum with mea-
surable consequences for physical observables [15]. In quantum systems, fluctuations
naturally enter the theoretical description via Heisenberg’s uncertainty principle [16],
and are responsible for intriguing effects such as Casimir forces [9, 17].
At the macroscopic level fluctuations of a system are often negligible. The intuitive
reason is that their relative amplitude with respect to the mean value of a corre-
sponding (macroscopic) observable is comparably small. Mathematically, this is a
consequence of the central limit theorem [8]. This fundamental theorem of proba-
bility theory states that the probability distribution of the sum of N independent
random variables (e.g. denoting the energies of particles in a non-interacting system
or the positions of different time steps in a random walk [8]) converges in the limiting
case of large N to a Gaussian distribution, although the distribution of individual
random variables is assumed arbitrary. It is found that the relative fluctuations
(normalized by the mean) of the sum of the N variables scales as ∼ 1/
√
N [8]. In
the thermodynamic limit N → ∞, the influence of fluctuations in such a system
thus converges to zero. On the other hand, this result tells us that by scaling down
our system size (or equivalently the length scale of entities we investigate) there is
a regime where fluctuations are important.
A paradigmatic example of a fluctuation-induced phenomenon is the erratic and
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jiggling motion of a mesoscopic particle (typically referred to as a colloidal or Brow-
nian particle) suspended in a fluid (a liquid or a gas). The Brownian or colloidal
length scale is roughly between 1 nm and 10µm [18]. On this length scale, a con-
tinuum description of the interactions with the bath (constituted by the individual
solvent particles) is applicable (due to a separation of length scales), and the ther-
mal motion of the particle induced by random collisions with the solvent molecules
is of the order of the particle size on experimental time ranges [18]. A particle of
this size suspended in a liquid then performs what has become known as a random
walk. The effect of Brownian motion was first observed by Scottish botanist Robert
Brown [19]. He examined the thermal motion of various pollen grains of different
plants under a simple microscope. From his observations Brown drew the conclusion
that the effect is independent of the nature of dust particles but depends on their
respective sizes. However, at the time of Brown’s experimental observations in 1828
a theoretical explanation for the yet peculiar behavior of particles did not exist. It
took until the beginning of the next century that Einstein [20], Sutherland [21], and
Smoluchowski [22] provided the theoretical framework to explain the random mo-
tion of the mesoscopic particles. They attributed the irregular motion of mesoscopic
particles suspended in a liquid to the thermal motion of molecular solvent particles.
Most prominently, the authors derived the well-known Stokes-Einstein-Sutherland
relation which connects the diffusion coefficient D of a spherical colloidal particle to





In this relation kB denotes Boltzmann’s constant, T is the temperature, and R
is the radius of the colloid. Notably, the relation is a special version of a more
fundamental theorem in statistical mechanics nowadays known as the fluctuation-
dissipation theorem [23–25], which will be discussed for the case of linear viscoelastic
media in more detail in Chapter 4. Shortly after these seminal works, Langevin
presented a theory of Brownian motion based on a stochastic equation of motion
for the mesoscopic particle [26]. He successfully applied Newton’s second law to
the case of a Brownian particle by separating the instantaneous total force into
a deterministic part (friction force) and a stochastic part (random force/noise).
Langevin attributed the latter contribution to the random kicks induced by the
surrounding solvent molecules. The Langevin equation in its original form for the
one-dimensional motion of a spherical Brownian particle in direction x reads [26]
mẍ(t) = −6πηRẋ(t) + f(t) . (1.2)
Starting from this stochastic equation of motion Langevin computed the mean-
squared displacement 〈(x(t)−x(0))2〉eq of a free particle in a liquid thereby confirm-
ing the Stokes-Einstein-Sutherland relation. The theoretical framework developed at
the time shared the similarity that it was in strong support of the atomic/molecular
hypothesis of matter, a question which was, despite strong indications, still unset-
tled back then. It needed the experimental work of Perrin in 1910 to clarify the
issue once and for all [27]. Perrin conducted measurements to determine Avogadro’s
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constant by several methods and also verified Einstein’s and Langevin’s prediction
in terms of the Stokes-Einstein-Sutherland relation.
After the pioneering work on Brownian motion, more recent developments during
the past decades have focused on advancing towards a description of systems far from
equilibrium [28]. Nonequilibrium conditions provide a novel theoretical challenge as
well-established theorems (such as the fluctuation-dissipation theorem [8]) can no
longer be invoked in general, and additional assumptions must be imposed1. Within
this context, colloidal particles in purely viscous (Newtonian2) solvents have played
a considerable role [30, 35–37]. They are an almost ideal realization of a random
walker as their relaxation times (∼ 10−9 s) are many orders of magnitude larger than
those of the surrounding solvent molecules (∼ 10−14 s) [18]. The separation of time
scales of the slow degrees of freedom of the system (the colloidal particle) and the
fast degrees of freedom (the solvent molecules) allows the statistical properties of
the random force in Eq. (1.2) to be accurately described by Gaussian white noise.
In the limit of infinite time scale separation, the statistical properties of the noise
are fully specified by its first and second moment [11, 12, 18, 38],
〈f(t)〉eq = 0 , 〈f(t)f(t′)〉eq = 2kBTγδ(t− t′) . (1.3)
In this equation, γ is the friction coefficient of the colloid (equal to γ = 6πηR in
the case of a spherical particle [18]). Note that the second moment of the noise
yields yet another form of the fluctuation-dissipation theorem. It connects the force
fluctuations in equilibrium with the dissipative part of the system, i.e. the particle’s
friction coefficient. Due to the rapid relaxation of bath degrees of freedom in a New-
tonian liquid, the statistical properties of the random force do not change even when
the particle is strongly driven through the fluid, as e.g., in the case of swimmers or
imposed by external forces, and therefore, as experiments confirmed (see Ref. [39] for
an overview), the equilibrium assumption of the bath remains valid. The surround-
ing heat bath thus acts as an inert equilibrium thermostat and only a small number
of degrees of freedom (the particle position) is driven out of equilibrium in Newto-
nian systems. The assumption of weak coupling between probe particle and heat
bath has led to an extension of fundamental concepts of classical thermodynamics,
such as heat, work, energy, and entropy to be applicable to microscopic systems [40].
In the course of this development, various theoretical relations, commonly known
as fluctuation relations, have been derived [41–47]. They restrict the general shape
of distribution functions of thermodynamic variables on the mesoscopic scale and,
ultimately, introduced the new field of stochastic thermodynamics [32, 39, 47]. On
the experimental side, the precise control of colloidal particles by optical fields has
provided the opportunity to immediately test theoretical predictions against exper-
1We refer the reader to Refs. [29–33] for a discussion of fluctuation-dissipation theorems in
nonequilibrium.
2Common examples of approximately purely viscous fluids under normal ambient conditions are,
e.g., water, air, alcohol, or glycerin [34]. Purely viscous fluids can be characterized by Newton’s
law [11], i.e. for an incompressible and isotropic Newtonian fluid the shear stress σ is related to




imental observations in model systems [30, 35–37].
The rich phenomenology and fundamental theoretical insight gleaned in the study
of colloidal motion in Newtonian solvents raises the question of how the particle is
affected by a more complex type of bath. In this respect, viscoelastic fluids have
attracted considerable interest over the past years both on the experimental side
and in theory [48–58]. Viscoelastic materials show distinct rheological properties
as compared to Newtonian fluids due to their own complex microstructure. The
class of viscoelastic material encompasses a huge variety of systems, such as biologi-
cal fluids, polymer solutions, micellar systems, or dense colloidal suspensions. Since
viscoelastic behavior can occur in many different forms, understanding of these fluids
is significant both from a fundamental research point of view and in terms of indus-
trial applications. Such baths allow for the storage and dissipation of energy, and
their response to externally imposed deformations may show either liquid- or solid-
like behavior. As a consequence, they exhibit large structural relaxation times3 that
can easily become comparable to the time scales associated with Brownian motion.
The large relaxation time of the bath leads to a situation where (macroscopically)
many degrees of freedom are out of equilibrium when a colloidal particle is driven
through a viscoelastic bath. The coupling of these degrees of freedom to a colloidal
probe particle is expected to lead to a variety of new phenomena.
In this thesis, we aim to refine the well-established theory of Brownian motion in
Newtonian solvents to be applicable to the case of nonequilibrium baths, realized by
viscoelastic fluids. The study of driven colloids in viscoelastic fluids opens up a new
field of research in statistical physics: The (confined) random walker in a nonequilib-
rium background. We start with a general introduction of the considered system in
Chapter 2, where we discuss in particular the length and time scales of the system.
Before we turn to nonequilibrium, we first investigate in Chapter 3 the properties of
a complex equilibrium bath by well-known projection operator techniques in both
Liouville and Smoluchowski dynamics. We find intriguing interdependencies in the
friction memory kernel of the effective evolution equation of the probe particle by
performing a small time expansion. The so-called “fluctuation renormalization” is a
clear marker of nonlinear interactions between tracer particles and bath. The find-
ings are indeed confirmed by the experimental system of a wormlike micellar solution,
which we introduce and analyze in equilibrium in this chapter. A simple theoretical
model system of two coupled Brownian particles (a stochastic Prandtl-Tomlinson
model) allows us to match the experimental results on a quantitative level. Moti-
vated by the observations in the effective evolution equation of the probe motion,
we connect the results to well-known linear-response coefficients of microrheology in
Chapter 4. We find that the interdependencies indeed translate to these coefficients.
In particular, we study the limiting cases of an infinitely stiff confinement potential
and a very weak one, respectively. We thereby confirm the observation of other au-
thors that the two driving modes are distinct in the case of (active) microrheology
3See, e.g., Ref. [53] for the observation of elastic properties of a micellar bath, which after sudden
removal of a perturbation induced by the motion of a colloidal tracer particle leads to a recoil
effect of the particle.
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and that the friction coefficient depends on the properties of the external confine-
ment. In Chapter 5, we derive a nonlinear generalized Langevin equation up to third
order in probe displacement by using a novel approach of nonlinear response theory
based on path integrals. The derivation of a nonlinear Langevin equation is a pre-
requisite for a theoretical description far from equilibrium. The exact microscopic
derivation of the equation of motion of the probe particle allows the extraction of
a phenomenological nonlinear Langevin equation. This equation is then linearized
in both equilibrium and under nonequilibrium steady state conditions by treating
the nonlinearity as a perturbation of the linear system. In Chapter 6, the linearized
equation is used to describe experimental results of a driven colloidal particle in a
moving trap under stationary conditions. The experimental trajectories in a worm-
like micellar solution exhibit a novel oscillatory mode in the comoving frame. Such
particle oscillations in the mean conditional displacement are strictly ruled out for
overdamped systems in equilibrium. The nonlinearity in the equation of motion
renders the transformation into the comoving frame and the linearization nontriv-
ial. We find that the linearized memory kernel and noise become functions of the
dragging velocity of the trap. An extension of the classical Maxwell- or Jeffreys-like
model for the memory kernel by negative memory modes yields a convenient phe-
nomenological description of the experimental findings. At the end of the chapter
we revisit the stochastic Prandtl-Tomlinson model under nonequilibrium conditions.
We find that the extension to a three-particle model appears to be a good candidate
to reproduce the experimental observations for the nonequilibrium steady state on
a qualitative level. The thesis closes with a summary of the main results and a brief
outlook regarding future work.
5

2 The system: confined Brownian
particle in a viscoelastic solvent
We consider a system of a (harmonically) confined Brownian particle suspended in
a complex viscoelastic solvent (see Figure 2.1 for a sketch). Viscoelastic materials
occur in a large variety of systems such as biological fluids, polymer suspensions,
micellar systems, or dense colloidal systems, and show distinct rheological properties
compared to simple (Newtonian) fluids due to their complex microscopic structure
[59]. The latter allows these kind of materials to store and dissipate energy and
adds an elastic component to the properties of the bath. Such a behaviour is clearly
distinct from the one of Newtonian fluids like water, alcohol, or glycerol which are
typically well approximated by having a purely viscous impact on the motion of a
probe particle [11]. As a consequence, the response of a viscoelastic material to an
externally imposed deformation, e.g. induced by the motion of a probe particle, is
strikingly different compared to the one of a Newtonian liquid.
In active microrheology [60–62], a mesoscopic particle, e.g. a colloid, is driven
through a viscoelastic bath and thereby a shear deformation in the bath is locally
induced. The motion of the particle may be characterized by a shear (strain) rate
γ̇. In a linear-response experiment (i.e. we consider sufficiently small shear rates)
the resulting shear stress σ(t) of the viscoelastic material is determined by the linear




G(t− t′)γ̇(t′) dt′ . (2.1)
Notably, the shear stress of the solvent at time t depends not only on the instanta-
neous value of shear rate γ̇(t) but on the complete history of imposed shear rates.
The memory of the viscoelastic bath will turn the effective equation of motion of the
probe particle non-Markovian, i.e. future states of the particle depend on all previ-
ous states. On the other hand, when the system has no memory at all (the so-called
Markovian approximation G(t) ∼ δ(t)), the current state of the probe contains all
information about future states.
Equation (2.1) is a prime example of what we call a linear-response relation. The
linear-response function G mediates the influence of a time-dependent perturbation
(here the shear rate γ̇(t) induced by the driven particle) to the response of the system
(the resulting shear stress of the bath). As mentioned before, such a linear relation
is exact only in the case of sufficiently small shear rates and/or linear viscoelastic
7
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Figure 2.1: The considered system: A Brownian particle suspended in a com-
plex viscoelastic bath, e.g. consisting of nanocolloids (blue), polymers (green), or
wormlike micelles (orange). The latter constituents are much smaller than the par-
ticle but still large compared to the molecular solvent (dark blue dots), so that all
length scales are well separated. The particle is confined by an external (harmonic)
potential Vext and performs Brownian motion in the limited configurational space.
Nonequilibrium properties of the bath can e.g. be probed by dragging the particle
at constant velocity v0 through the bath. τD denotes the timescale of driving, τB is
the timescale of Brownian fluctuations, and τS provides the (structural) relaxation
time of the solvent.
material. In general, the full response behaviour of viscoelastic baths appears to be
more complex either due to a nonlinear coupling between particle and bath and/or
nonlinear interactions within the bath itself. In the case of a nonlinear bath an ex-
tension to nonlinear response theory is inevitable. In this way, the response relation
in Eq. (2.1) needs to be recast in form of a so-called Volterra series where higher-
order terms in shear rate will appear [64]. The response functions which depend
on multiple frequencies in Fourier domain (in contrast to the single frequency de-
pendence of the linear response function) are then referred to as nonlinear response
functions (see Chapter 5 for a detailed discussion of nonlinear response theory).
An important aspect of the system for an appropriate theoretical description is given
in terms of its length and time scales. In this context, it is important to point out
that the viscoelastic fluid is made up of mesoscopic (Brownian) particles itself. In
this work, we will focus on the case where bath particles are much smaller than the
Brownian probe particle under investigation. This has the clear advantage that we
can assume our findings to have no dependence on size ratios of tracer and bath
particle. The mesoscopic bath particles on the other hand are assumed to be still
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large compared to the solvent molecules. Due to the separation of length scales
between tracer particle and bath particles a continuum description of the bath is
expected to be applicable.
In order to keep the probe particle in focus (a relevant issue of diffusive Brownian
particles in experimental systems [65, 66]), an external trapping potential is required.
In recent years, tremendous progress in optical experimental techniques has led to a
standard tool usually referred to as an optical tweezer [35, 53, 61, 67]. By means of
optical tweezers (or in other words optical traps), it is possible to sort out and isolate
individual Brownian particles in a sample. The trapping mechanism is achieved by
a highly focused Gaussian laser beam shining onto the sample and exerting pico-
Newton forces Fext = −∇rVext(r). Note that by tuning the refractive indices of
dielectric colloid and bath accordingly (the latter with lower refractive index), one
can ensure that the light forces act only on the colloidal probe particle. For typical
displacements from the position of the center of the trap, rpot, the imposed external




κ|r− rpot|2 , (2.2)
where r = (x, y) is the position of the particle’s barycenter. The colloid thus expe-
riences a linear optical restoring force when being displaced from the center of the
trap. The stiffness of the trap κ signifies the strength of the optical trap and can be
easily manipulated in the experiment by changing the laser light intensity.
The sensitive control of optical tweezers allows the particle to be dragged through
the viscoelastic background, e.g. by constant velocity on a straight line v0 = (v0, 0).
In such an active microrheological experiment the driving itself sets an important
time scale of the system which we denote as τD. This time scale is related to the
inverse of the locally-induced shear rate, i.e. τD = 2R/v0, where 2R is the diameter
of the dragged particle. It is therefore a measure for the characteristic rate of local
deformation of the complex microstructure of the viscoelastic fluid. The second
important time scale is given in terms of the Brownian diffusion time τB. This is the
time it takes the particle to diffuse its own diameter, i.e. τB = 2R
2/D, with D the
diffusion constant. Most importantly – for the method of this thesis – is the last time
scale τS of the solvent. As pointed out before, τS is typically very small in simple
(Newtonian) fluids. Consequently, even if the probe particle is driven far away from
equilibrium by high dragging velocities v0, the bath retains its equilibrium state due
to the clear separation of time scales of probe and bath particles. This statement,
however, is no longer true in case of viscoelastic baths. Due to the large structural
relaxation time scale of the bath, (macroscopically) many degrees of freedom are
out of equilibrium when the probe particle is driven through the bath. Indeed,
by means of a recoil experiment in an entangled viscoelastic network of worm-like
micelles, the bath relaxation time was revealed to be of the order of seconds [53]. In
fluid dynamics, there is typically also the time scale of inertia τI , that describes the
transition from ballistic to diffusive motion [18]. As we operate in the regime of very
small Reynolds numbers (∼ 10−9), viscous forces clearly dominate over inertial forces
9
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and we assume τI to be small and negligible. This makes a theoretical description
via overdamped dynamics feasible, where one assumes the momentum coordinates
of the Brownian particles to be relaxed to thermal equilibrium. Furthermore, we
note that in the theoretical description we will neglect hydrodynamic interactions to
keep the theoretical approaches as simple as possible. In principle, these interactions
are contained in Hamilton dynamics (the starting point of the next chapter) and we
expect them to make no qualitative difference to the questions we raise.
In fluid dynamics, it has become common practice to introduce dimensionless num-
bers in order to classify different kinds of systems accordingly [69]. We have already
encountered the Reynolds number, specifying the ratio of inertial to viscous forces.
The introduced time scales give rise to additional dimensionless numbers that may
prove useful in terms of classification of systems.
The first dimensionless number is the so-called Weissenberg number [69, 70], a mea-
sure of how strongly the solvent is perturbed by the driving of the probe particle.








For Newtonian fluids Wi is irrelevant due to the very small relaxation time τS of
the solvent. For viscoelastic solvents, as considered in this thesis, however, the
Weissenberg number can be of order unity, Wi ∼ 1. In this regime, nonlinear
non-Newtonian behaviour is expected to occur.
The second ratio we may introduce is given by the ratio of the solvent relaxation
time and Brownian diffusion time. For this ratio there is no commonly used name







For Newtonian fluids, M  1, and the solvent relaxes almost instantaneously from
the perspective of the Brownian particle. This renders the effective dynamics of
the probe particle Markovian as assumed in Langevin’s original publication (see
Eq. (1.2)). If τS, however, is large and/or τB is small, then the description by
a Markovian Langevin equation will no longer be correct. In this regime, a non-
Markovian Langevin equation will naturally take into account memory effects of the
solvent. Finally, the Péclet number, describing the strength of the driving relative







is then already fixed. It turns out that this number which can take values in different
regimes is less relevant in the performed study.
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an equilibrium bath
Langevin equations provide a powerful method to describe the effective dynamics
of a reduced set of degrees of freedom in a fluidic system. The general notion of
these equations is to coarse grain the particle-bath interactions, thereby implicitly
integrating out the bath degrees of freedom. The procedure is accomplished by
postulating a random force or noise term in the equations of motion of the particle
under study, turning them into stochastic differential equations. A rigorous link
starting from microscopic equations of motion is important, however, to justify such
an approach. The connection between microscopic models and Langevin equations
can be established by well-known projection operator techniques first introduced by
Zwanzig and Mori [71, 72]. In this chapter, we want to introduce these techniques for
a particle-bath system in thermal equilibrium. The analysis is performed in the two
cases of Hamilton dynamics as well as overdamped dynamics. We find that nonlinear
properties of the system modify linear coefficients in the effective evolution equation
of the probe particle in equilibrium. The results presented in this chapter and in
the subsequent Chapter 4 are based to a large extent on the findings published in
Ref. [5]1.
3.1 Microscopic starting point
In classical mechanics, the dynamics of a macroscopic system consisting of N parti-








The classical microscopic Hamiltonian H(q,p, t) of the system is a function of
all 6N phase space variables given by positions q ≡ q1, . . . ,qN and momenta
1B. Müller, J. Berner, C. Bechinger, and M. Krüger. Properties of a nonlinear bath: Experi-
ments, theory, and a stochastic Prandtl-Tomlinson model. arXiv:1909.12812, 2019. This arti-
cle is licensed under a Non-exclusive License to Distribute (see https://arxiv.org/licenses/
nonexclusive-distrib/1.0/license.html). Any reprint and/or adaptation of figures taken
from this reference will be indicated in the corresponding figure caption in this and the subse-
quent chapter.
11
3 Detecting nonlinear properties of an equilibrium bath
p ≡ p1, . . . ,pN of the individual particles and, in general, may also be an explicit
function of time. It reflects the total energy of the system which can be written as
a sum of kinetic and potential energies. The dynamical evolution of the system can
either be described by its so-called phase space trajectory X(t) ≡ (q(t),p(t))T or,
equivalently, in terms of a time-dependent probability distribution function f(X, t).
By integrating the latter over an infinitesimal phase space element dX, one obtains
the probability to find the system at time t in a microscopic state corresponding to
this volume element of phase space. Since the probability is a conserved quantity
(the system must be somewhere in phase space), one has the normalization condition
[11, 12] ∫
dX f(X, t) = 1 , ∀ t (3.2)
which must be fulfilled for all times t. In physics, conserved quantities imply a
conservation law in the form of a continuity equation. For the evolution of the
phase space distribution function f one thus finds [11, 12]
∂
∂t
f(t) = −Lf(t) , (3.3)
where for brevity we omitted the phase space dependence. This equation is known
as the Liouville equation and describes the time evolution of the phase space distri-
bution function f [11, 73]. It is determined by the Liouville operator L which is a
first-order differential operator given by [11, 12]









where we introduced the classical Poisson bracket { · , · }. A similar evolution equa-
tion can be derived for an arbitrary dynamical phase space variable A(q,p) that does
not explicitly depend on time t. By taking its total time derivative, and together
with Hamilton’s equation (3.1), one finds [11, 12]
∂
∂t
A(t) = LA(t) . (3.5)
Notably, there is a change of sign in comparison to Eq. (3.3). For the case of an
equilibrium heat bath, as considered in this chapter, the Hamiltonian H does not
explicitly depend on time. We recall again that the Liouville equation (for phase
space distribution function f or dynamical phase space variable A) contains all the
microscopic degrees of freedom of a system. Often, however, one is interested only
in a certain subset of relevant variables and details of other microscopic degrees
of freedom are not crucial for an appropriate theoretical description. This idea is
accounted for by well-known projection operator techniques as was first discovered by
Zwanzig and Mori [71, 72]. In this theoretical framework, any dynamical observable
represents a vector in Hilbert space. The inner product associated with this Hilbert
12
Microscopic starting point




∗(X) = 〈A,B∗〉eq , (3.6)
weighted with the equilibrium distribution function feq. The Liouville operator,
being anti-Hermitian with respect to this inner product [12], may now be separated
into a part of relevant and irrelevant variables [12]
L = PL+ (1−P)L , (3.7)
where the projector P, projecting onto the subspace of relevant variables A, has
been introduced. Its action on a variable B reads
PB = (B,A) · (A,A)−1 · A . (3.8)
By using Dyson’s operator identity [12]
etL = et(1−P)L +
∫ t
0
ds e(t−s)LPLes(1−P)L , (3.9)
one can recast the Liouville equation for dynamical phase space variables Eq. (3.5)
into the form of a linear non-Markovian generalized Langevin equation for an ob-
servable A of interest (which can be vector in space of observables) [12]
∂
∂t
A(t) = iΩ · A(t)−
∫ t
0
dsM(s) · A(t− s) + F (t) . (3.10)
The matrices (defined in space of observables) are given by
iΩ = (LA,A) · (A,A)−1 , (3.11)
M(t) = (F (t), F (0)) · (A,A)−1 . (3.12)
The exact mathematical rearrangement of the Liouville equation has led to linear
equations of motion for the subset of relevant variables only. The process of integrat-
ing out irrelevant degrees of freedom to arrive at Eq. (3.10) is at cost of rendering the
equations non-Markovian and also gives rise to a random force (noise) F (t). This
random force is given by the projected dynamics
F (t) = et(1−P)L(1−P)LA . (3.13)
Notably, the noise term is orthogonal to the subspace of relevant variables A for
all times t as can be seen by expanding the propagator of projected dynamics in
powers of t. Besides, the equilibrium noise correlator in Eq. (3.12) is linked to the
memory matrix M. This relation may be identified with a non-Markovian variant
of the fluctuation-dissipation theorem.
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3.2 Application of Zwanzig-Mori formalism
We want to apply the abstract formalism of Zwanzig and Mori presented in the
previous section to the case of a colloidal particle in confinement suspended in a
complex bath as considered in this thesis. In order to keep the analysis as simple as
possible, we consider a one-dimensional system, expecting the qualitative discussion
to be equivalent in higher dimensions.
3.2.1 Derivation of equations of motion









+ Vint({ξj}) . (3.14)
Here, m is the mass of the colloid (spatial position x, momentum p), and Vext(x) is an
external potential acting on it, e.g., imposed by optical forces as mentioned before.
mj are the masses of the N bath particles. pj denote their corresponding momenta.
The potential Vint is the interaction potential of the N + 1 particles involved, and
is not necessarily pairwise additive. We assume Vint, however, to be translational
invariant, i.e. it does not change under displacing all particles by the same vector.
Consequently, it can be given in terms of the N relative coordinates {ξj}, where
ξj ≡ qj − x is the distance between the tracer and the j-th bath particle.
So far, the choice of relevant variables has been arbitrary and we can choose it
whatever we like it to be. For the explicit example of a colloid in a complex bath,
however, it is most natural to choose the degrees of freedom of the probe particle as
the subspace of relevant variables. Hence, we determine A = (x, p)T , i.e. the vector
formed by its position and momentum. The action of the projection operator on a
variable B as defined in Eq. (3.8) is then given by the sum
PB = 〈Bx〉eq〈x2〉−1eq x+ 〈Bp〉eq〈p2〉−1eq p . (3.15)
We want to derive the equations of motion for A = (x, p)T in the form of Eq. (3.10).
The first quantity we need to compute is the so-called frequency matrix iΩ. It







Here, we used that 〈xp〉eq = 0 since spatial coordinates and momenta do not couple
in the Hamiltonian (3.14), and the mean of position and momentum turns out to
be zero in equilibrium. The next matrix we need to compute is 〈LA,A〉eq. The
14
Application of Zwanzig-Mori formalism


































where we used Einstein’s summation convention, i.e. we sum over indices that appear







Here, we used the fact the correlator of the external force Fext(x) = −V ′ext(x) and
x equals 〈Fext(x)x〉eq = −kBT and that the average force acting on the tracer par-
ticle due to interactions with bath particles vanishes in equilibrium, i.e. 〈Fint〉eq =∑







where we defined the effective spring constant κ = kBT/〈x2〉eq which depends on
Vext (via the equilibrium distribution feq) and thermal energy kBT . Notably, it is
independent of the interaction potential Vint.
The memory matrix M(t) has a more involved form in comparison to the frequency
matrix in Eq. (3.19), as it contains the projected dynamics, and no closed form for
it is known in general. However, as a start we can provide its matrix structure for
the given system. This becomes evident by computing the noise evaluated at time
t = 0,






We reiterate that Fint = −∂xVint is the force acting on the tracer particle due to








where we introduced the so-called friction memory kernel Γ(t)
Γ(t) = m〈et(1−P)L(1−P)Lp,Lp〉eq〈p2〉−1eq . (3.22)
The exact equations of motion for the colloidal particle in confinement in contact
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with a complex bath in thermal equilibrium are thus given by




dsΓ(s)ẋ(t− s) + F (t) . (3.24)
In equilibrium, the first moment of the noise vanishes, i.e. 〈F (t)〉eq = 0, and the
second moment is given by the fluctuation-dissipation theorem
〈F (t)F (0)〉eq = kBTΓ(t) , t ≥ 0 . (3.25)
Although the applied technique is well known, it is worth reminding that despite
the fact that the Hamiltonian in Eq. (3.14) contains nonlinear contributions Vext and
Vint, the resulting equations of motion (3.23) and (3.24) are inherently linear in x
and p. The nonlinear character of Vext and Vint finds its way into the linear coeffi-
cients appearing in Eq. (3.24). The shaping of linear coefficients by the underlying
nonlinear interactions of system’s constituents is widely known, and appears, for
example, also in the linear optical response given by permittivity ε or permeability
µ. For a typical solid, these quantities known from electrodynamics are functions of
temperature T [74], one reason for it being the nonlinear interactions of atoms.
By using the fact that the noise term is orthogonal to the subspace of relevant
variables for all times t, we can derive an exact linear transport equation for the
equilibrium position correlator Cxx(t) ≡ 〈x(t)x(0)〉eq of the colloid. Multiplying





dsΓ(s)Ċxx(t− s) . (3.26)
Even though one cannot give the memory kernel Γ in closed-form, this equation may
be used as a prototypical example for various phenomenological models of memory
kernels.
3.2.2 Small time expansion of memory kernel
Here, we continue on another route and expand the memory kernel in a small time
expansion. Such an expansion will provide valuable insight into the principal struc-
ture of the memory kernel and we will discover intriguing interdependencies, which
can be shown to arise only in nonlinear baths. In general, the series expansion of
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Note that only even powers of t contribute due to the intrinsic time reversal sym-
metry, Γ(t) = Γ(−t), as can be seen from Eq. (3.12). By expanding the operator
exponential in Eq. (3.22), and using the anti-Hermitian property of the Liouville
operator, L = −L†, the Taylor coefficients in Eq. (3.27) are found to be given by
the quadratic form
Γ(2n) = (−1)nm〈p2〉−1eq 〈[(1−P)L]n+1p]2〉eq . (3.28)




κx2. In this way, we may also isolate physical effects caused by the
nonlinearity of the bath. We have already computed parts of the memory kernel
evaluated at t = 0 in Eq. (3.20). By virtue of Eq. (3.28), we find
Γ(t = 0) = Γ(0) = β〈F 2int〉eq . (3.29)
The leading term for short times depends on the variance of the interaction force
(we have 〈Fint〉eq = 0) acting upon the colloidal particle in the presence of bath
particles. While this dependence is generally expected, already the second Taylor
coefficient is more interesting. For the second coefficient we find










where we introduced the covariance 〈A ; B〉 = 〈AB〉 − 〈A〉〈B〉. The first term on
the right-hand side of (3.30) depends on the mass m of the colloidal particle. The
presence of such a term is surprising because it contradicts the naive expectation that
the friction kernel should only depend on properties of the bath, and be independent
of the tracer mass. Notably, it carries the covariance of force gradients as a prefactor
and is thus absent in the harmonic coupling case, as e.g employed in the models by
Caldeira-Leggett [75]. This term is hence a signature of nonlinear coupling of the
colloidal particle to the bath. Computation of the next higher-order term in the
small-time expansion of the memory kernel reveals another interesting dependence.






〈∂jFint ; ∂kFint〉eq +O(κ0) . (3.31)
The friction kernel does not only depend on properties of bath and tracer, but also
on the stiffness κ of the external harmonic potential. This is surprising as well
since in the Hamiltonian (3.14) the external potential is in no way coupled to the
bath degrees of freedom. The dependence showing up in the small time expansion
of the memory kernel has indeed been observed in recent computer simulations of
molecular solutes in water [76]. As already noted for the previous coefficient, the
term also depends on the mass of the tracer particle. Both dependencies (on m and
κ) are exclusively present in the case of nonlinear coupling to the bath, and hence
not visible in purely linear systems. The computation of higher-order coefficients
becomes more and more complex because of the appearance of many different terms.
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〈∂jFint ; ∂kFint〉eq +O(κn−2) n ≥ 2 . (3.32)
This result is a consequence of the cyclicality of the recurrent application of the
Liouville operator in Eq. (3.28). The intriguing interdependencies hence appear in
any order n ≥ 2 of Taylor coefficients in the small time expansion.
The effect of nontrivial dependencies in linear coefficients due to nonlinear inter-
actions is sometimes referred to as “fluctuation renormalization” [12, 77, 78]. In-
deed, the covariance of gradients of the interaction force is a quantity specifying the
strength of fluctuations (here the fluctuations in the gradient of interaction forces
with respect to the position of the tracer particle). The effect may therefore be
considered as an anomalous enhancement of these fluctuations which occurs only in
the presence of nonlinear interactions.
Notice that the effects studied in this section rely solely on the nonlinear coupling
between tracer particle and bath. It does not require a nonlinear coupling among
bath particles themselves. The latter will enter the probe’s effective evolution equa-
tion only if the motion of the probe strongly disturbs the thermal equilibrium of the
bath, i.e. when the nonlinear response of the bath is probed by the tracer particle.
Although in the equilibrium or near-equilibrium case the particle feels the nonlinear
coupling to the bath, its motion is still influenced only by the linear back reaction
of the bath.
The findings of this section are important to develop a basic understanding of how a
nonlinear tracer-bath coupling affects the probe motion in equilibrium. In a nonequi-
librium scenario, new physical effects are supposed to occur which have their origin
in the bath dynamics itself. Indeed, this case has been recently studied in Ref. [54]
via a new approach combining a path-integral description and nonlinear response
theory. The authors found that nonlinear bath dynamics enter the probe’s dynam-
ical evolution equation in second-order response theory giving rise to a novel time
scale originating from changes in the dynamical activity of the bath. We will discuss
this new approach and extend it to third order in Chapter 5.
3.2.3 Overdamped dynamics
In this section, we change the underlying dynamics from Hamilton dynamics to
overdamped dynamics. In overdamped dynamics, we consider the same microscopic
system as before but coarse grain the interaction of molecular solvent particles. A
theoretical description for the degrees of freedom of interacting Brownian particles
(as we consider in the case of a colloidal particle in a viscoelastic bath) may then be
18
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= Fi + fi . (3.33)
Here, we have already assumed the overdamped limit, i.e. viscous forces dominate
over inertial forces, and we omitted the latter. For a better differentiation between
systematic and random forces, we denote Fi as the total force acting on particle i
due to external and interaction forces with other Brownian particles, and fi as the
corresponding random force invoked by the molecular solvent. In this description,




′)〉 = 2kBTγiδijδαβδ(t− t′) , (3.34)
i.e., the noises of different particles and different directions at different times are
assumed to be uncorrelated.
As nonlinear stochastic equations are generally very difficult to be approached ana-
lytically, an alternative description in terms of the probability distribution function
P (X ≡ {ri}, t) is typical more practical. There are many different routes to de-
rive the evolution equation for P (X, t) known as the Smoluchowski equation in the
overdamped limit [18, 38]. It is given in terms of the Smoluchowski operator Ω and
reads in the absence of hydrodynamic interactions (and assuming isotropic diffusion
matrices Di) [18, 38]




Di∇ri · [∇ri − βFi] . (3.35)
The Smoluchowski equation is valid on the Brownian (or diffusive) timescale where
the momentum coordinates of the Brownian particles are relaxed to thermal equi-
librium. It provides an effective description where the phase space coordinates of
the solvent molecules are long relaxed. In contrast to the Liouville equation, the
Smoluchowski equation is a second-order partial differential equation and is some-
times referred to as a drift-diffusion equation [38]. The reason for it is that the
second-order derivative term is associated with diffusion (cf. the diffusion equation
[38]), while the first-order derivative term describes a drift term, e.g. of a particle in
a flowing medium.
Of particular importance is the Hermitian conjugate, Ω†, of the Smoluchowski op-





†tA = 〈B∗eΩ†tA〉eq . (3.36)
The phase space functions A and B are arbitrary and in general complex. It is
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Di(∇ri + βFi) · ∇ri . (3.37)
Notably, the adjoint operator is Hermitian with respect to the weighted inner prod-
uct (weighted with the equilibrium distribution function Peq) [18], i.e.











In principle, a similar analysis as in the previous section is feasible by simply re-
placing the Liouville operator L with the Hermitian conjugate of the Smoluchowski
operator Ω†. By taking the overdamped limit m → 0 in Eq. (3.24), we seek for an




dsΓ(s)ẋ(t− s) + f(t) . (3.39)
However, by making the choice A = x in Eq. (3.10), the tracer’s position and not
its velocity is linked to the memory kernel Γ. A simple partial integration can
currently not resolve this issue due to the projected dynamics that appear in the
boundary terms. Nevertheless, a direct mapping by means of Eq. (3.36) appears to
be a promising way to identify the memory kernel in the small time regime. A small
time expansion of the position autocorrelation function yields









On the other hand, the correlation function of the defining equation (3.39) can be







with Laplace transforms ĥ(s) =
∫∞
0
dt e−sth(t). Now, by taking the Laplace trans-
















In a small time expansion the memory kernel is expected to take on the following
form
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The expansion scheme for the overdamped case differs with respect to Eq. (3.27) in
two ways. First, it is a nonanalytic function of time, exhibiting an instantaneous re-
sponse ∼ δ(t). The addition of this term is clear as in the overdamped limit inertial
timescales τI = m/γ are shifted to zero and consequently no ballistic regime in the
mean-squared displacement of the tracer particle can emerge. Secondly, as a conse-
quence of this nonanalycity, even and odd powers of t appear in the expansion.
In the following, we restrict ourselves to the case of two coupled Brownian particles
in one dimension. Again, we expect the analysis to be qualitatively unchanged for
higher dimensions or additional particles. The coupled system of equations of motion
reads
γẋ(t) = −V ′int(x− q)− ∂xVext(x(t)) + F (t) ,
γbq̇(t) = V
′
int(x− q) + Fb(t) .
(3.44)
Just like for the case of Hamilton dynamics, we take the external potential acting
upon the tracer particle to be harmonic, Vext =
1
2
κx2. The particle interacts via an
arbitrary interaction potential Vint(x − q) with the second Brownian particle (the
bath particle). The noise sources of tracer and bath particle are still assumed to
be white Gaussian and independent (see Eq. (3.34)). A Laplace transformation of
the expansion in Eq. (3.43) together with Eq. (3.42) allows us to directly map the
memory kernel Γ(t) to the Smoluchowski dynamics. A straightforward computation
yields the following coefficients
γδ = γ (3.45)
Γ(0) = β〈F 2int〉eq (3.46)



























int 〉eq +O(κn−2) n ≥ 2 . (3.49)
A direct comparison to the Taylor coefficients found for Hamilton dynamics shows
that the dependence on colloidal mass m is here, in the overdamped case, mirrored
by the dependence of γ in Eq. (3.47). The dependence on the bare tracer friction
γ is noteworthy, as again, it contradicts the naive expectation that the memory
kernel should only depend on bath properties. Similarly to the case of Hamilton
dynamics, the term involves the variance of the interaction force gradient. In this
way, it is a signature of nonlinear interactions between tracer particle and bath,
being absent in the harmonic coupling case. Higher-order terms in the small time
expansion of Γ exhibit again a dependence on the trap stiffness κ of the external
potential. This dependence carries over for orders n ≥ 2, where the prefactor is
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always linked to the covariance of the derivative of the interaction force. We may
conclude that the “fluctuation renormalization” as discussed in the previous section
appears to be an effect independent of the dynamics, visible only for nonlinearly
interacting particle-bath systems.
3.3 Experiment: A random walker in a wormlike
micellar bath
In this section, we want to examine the properties of a particular experimental sys-
tem in thermal equilibrium, a harmonically trapped colloidal particle in a worm-like
micellar bath. The provision of experimental data is part of a joint collaboration
with the group of Clemens Bechinger at the University of Konstanz. The Bechinger
group has gathered vast experience in the experimental treatment of viscoelastic flu-
ids over the past years [4, 52, 53, 56, 57]. The experimental setup and measurement
of data – as presented in this thesis – were performed by Johannes Berner, who
himself is a PhD student in said group. Here, we will analyze the raw experimental
data in different meaningful ways.
The experimental study is conducted in an equimolar solution of surfactant, cetylpyri-
dinium chloride monohydrate (CPyCl, Sigma-Aldrich, crystalline, 99.0 − 102.0%)
and salt, sodium salicylate (NaSal, Sigma-Aldrich, Reagentplus TM, ≥ 99.5%) in
deionised water at a concentration of 7 mM. In such suspensions, it is well known
that micellar structures will emerge after sufficiently long mixture time at temper-
atures close to room temperature [49]. Micelles can be considered as compound
structures or aggregations of colloids composed of ionic surfactants typically with a
hydrophilic headgroup and hydrophobic tail. These kind of amphiphilic molecules
can self-assemble into various microstructures such as wormlike micelles, spherical
micelles, or liquid crystal structures. The precise structure depends on detailed
characteristics of the system such as molecular geometry of individual molecules,
the ratio of volume to length of hydrophilic heads and hydrophobic tail, and so on
[49]. In general, the behaviour of such systems is well understood and easily tun-
able from an experimental point of view [79–83]. The given experimental system is
known to yield a wormlike micellar structure, where individual micelles form and
deform dynamically. In this way, a highly entangled microstructure is established
where thermal motion leads to dynamical phenomena like reptation, or formation
and deformation of individual micelles.
Most significantly, the distinct microstructure of wormlike micelles allows for the
storage and dissipation of energy thus leading to distinct rheological properies as
compared to simple viscous fluids. This becomes evident in micro- and/or macrorhe-
ological experiments, where one typically shears the fluid in a pre-determined man-
ner or time protocol [53]. By measuring the response to an external perturbation
as a function of time, one can determine the structural stress relaxation time τS of
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Figure 3.1: The experimental system: A silica microsphere is confined by a har-
monic trap Vext(x) =
1
2
κx2 and suspended in a highly viscoelastic wormlike micellar
solution with a structural relaxation time τS of the order of seconds. Reprinted and
adapted from Ref. [5].
the viscoelastic fluid. Such an experiment was performed by Juan Ruben Gomez-
Solano [53], a member of the Bechinger group, where a similar viscoelastic fluid was
examined as the one we investigate in this thesis. In this study, the motion of a
harmonically trapped particle was monitored as it was dragged through the bath
and finally released from its confinement. After removal of the trap the authors
found that the particle recoiled into the direction opposite to its original dragging
velocity. The observed transient dynamics is attributed to the recovery or relax-
ation of the deformed fluidic microstructure. The relaxation of the displacement of
the particle can be conveniently described by a double-exponential decay, where the
faster relaxation time is attributed to the viscous impact of the molecular solvent,
and the slower relaxation gives rise to the stress relaxation time τS. The latter
was determined to be on the order of more than one second in a wormlike micellar
solution.
The experimental system under consideration in this thesis (see Fig. 3.1 for a sketch)
exhibits a structural relaxation time of τS = 2.5± 0.2 s as determined by microrhe-
ological and macrorheological measurements at T = 298 K, thereby giving rise to
highly non-Newtonian properties [4, 53]. The length of wormlike micelles is typically
found between 100 and 1000 nm [80], and the characteristic mesh size is on the order
of 30 nm [84].
Optical trapping of a single colloidal silica particle of diameter 2R = 2.73µm is
achieved by a highly focused Gaussian laser beam (wavelength λ = 1070 nm). Hy-
drodynamic interactions with the walls are avoided by moving the focal plane into
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the middle plane of the sample cell. The particle in the center of the sample cell of
height 90µm has at least a distance of 40µm to any wall. The observable of interest
is the fluctuating displacement of the particle from the center of the trap. In two
dimensions the displacement vector r(t) is tracked by means of video microscopy
at a rate of more than 100 fps. The spatial accuracy or resolution of the system is
given by 4 nm [85]. During the measurement the temperature of the sample cell is
kept constant at T = 298± 0.2 K, realized by coupling it to a thermostat.
Due to the isotropy of the given system in equilibrium we restrict ourselves to one
dimension and denote the displacement of the particle from the center of the trap in
this dimension as x(t). A sample trajectory of the particle is shown in Fig. 3.2. As
one would expect in equilibrium, the particle performs random fluctuations within
the trap and can be perceived as an almost ideal realization of a random walker. A
more informative analysis of the particle’s trajectory is shown in Fig. 3.3 where we
present the probability distribution P (x) in form of a histogram. The distribution
of x is in excellent agreement with Boltzmann statistics (red lines). From the Boltz-
mann distribution Peq(x) ∼ exp(−Vext(x)/kBT ) we may extract the trap stiffness κ
of the optical trap by using a parabolic fit function Vext(x) =
1
2
κx2. For the given
trajectory we find κ = 7.42µN/m which is confirmed by a direct computation via
the equipartition theorem κ = kBT〈x2〉 .
While the equilibrium probability distribution Peq(x) gives us information about the
trap stiffness κ of the external potential, it does not provide any insight regarding
the nonlinearity of the bath. In order to address properties of the latter, we need
to consider the dynamics of the particle in the bath. In the following, we consider
the case of a free particle (in the absence of the trap, i.e. κ = 0) in the wormlike
micellar solution. A well-known measure of nonlinearity is given by the self-dynamic
structure factor [18, 86],





The self-dynamic structure factor (sometimes also referred to as self-intermediate
scattering function [87]) is a quantity known from light scattering experiments. It is
the time-dependent correlation function of the Fourier transform of the microscopic
single-particle density ρ(x̃) = δ(x̃ − x). The time correlation function provides
insight into the dynamics of sinusoidal density fluctuations of wavelength λ = 2π/k
of a single particle interacting with other Brownian particles. In a classical light
scattering experiment, the N particles are considered as scattering centers and the
scattered light commonly shows interference effects. The self-dynamic structure
factor gives information on the incoherent part of the scattered light (while for
the coherent part the time-dependent positions of the other particles also need to
be taken into account [11]). It is obvious, however, that already the self-dynamic
structure factor provides information on the properties of the bath since the bath
particles influence the dynamics of the tracer particle via interactions.
On the right-hand side of Eq. (3.50), we defined the diffusion coefficient D(k, t),
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Figure 3.2: Experimental trajectory of a harmonically confined colloidal silica par-
ticle suspended in a wormlike micellar bath in thermal equilibrium. Provision and




































Figure 3.3: Main graph: Probability distribution P (x) of particle positions relative
to the center of the harmonic trap in a wormlike micellar bath in thermal equilibrium.
The distribution is well described by the Boltzmann distribution shown as a red line.
Inset: Extraction of trap stiffness κ from a parabolic fit (solid line) of the measured
trap potential (symbols). Reprinted and adapted from Ref. [5].
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which, due to interactions with the surrounding Brownian particles, now is a func-
tion of wavenumber k and time t. Note that diffusion processes in comparable
complex systems have recently attracted a lot of interest [88–90]. If the probability
distribution of particle displacements is Gaussian (as found in purely linear systems),








where we abbreviated ∆x(t) = x(t)−x(0). In linearly interacting systems, the diffu-
sion coefficient hence shows no k-dependence in D, so that a k-dependence is a good
indicator for non-Gaussian and nonlinear processes. In a small wavenumber expan-
sion, the self-dynamic structure factor is linked to the mean squared displacement
and one finds [18]




On the other hand, a small-k expansion of the right-hand side of Eq. (3.50) yields
Ss(k, t) = 1−D(k = 0, t)k2t+O(k4) . (3.53)
Comparison of the two expansions reproduces the well-known Einstein relation in
one dimension [20],
〈∆x(t)2〉 = 2D(k = 0, t)t , (3.54)
valid on timescales that are much larger than any relaxation time of the system. This
requirement is certainly fulfilled for the long-time diffusion coefficient accessible in
an experimental trajectory that is recorded for more than 30 minutes. From the
definition of the diffusion coefficient for interacting systems in Eq. (3.50), we obtain
the long-time free diffusion coefficient as
lim
t→∞




log (〈exp(−ik∆x(t))〉) . (3.55)
In Fig. 3.4, we show the k-dependence of D(k, t→∞) normalized on D(0, t→∞) =
204.8 nm2/s for an interval of experimentally accessible wavenumbers. The analysis
reveals that D indeed depends on k for the given system, starting to decrease at a
wavenumber of around k ≈ 107 m−1. This value of wavenumber is connected to a
length scale 2π/k of roughly 600 nm and appears to be a good estimate for typical
length scales of wormlike micelles [80, 84].
The long-time diffusion coefficient strongly depends on the length scales probed by
the particle. As the particle probes length scales comparable to the length scale
of (nonlinear) interaction with the bath (recall that the length scale of wormlike
micelles is found between 100 and 1000 [80], and the typical mesh size is on the
order of 30 nm [84]), it apparently experiences a greater resistance in its motion
26



















































Figure 3.4: Normalized wavenumber-dependent free (κ = 0) diffusion coefficient
D(k, t → ∞) of a colloidal silica particle in a wormlike micellar bath in thermal
equilibrium. The statistical error is estimated by partitioning the measured trajec-
tory (cf. inset) into two independent subsets. Provision and use of experimental
raw data granted by Johannes Berner (Bechinger group, University of Konstanz).
Reprinted from Ref. [5].
which is reflected in a decrease of the diffusion coefficient. On the other hand,
in the regime of small wavenumbers, k → 0, the particle probes the continuous
properties of the bulk system and the diffusion coefficient saturates to a plateau
value D(0, t→∞).
We note that the experimental free diffusion coefficient D can only be resolved for
a finite interval of k-values. The resolution of high k becomes numerically more and
more unstable due to a sharper decay of the average in Eq. (3.55) and, ultimately,
is limited by the finite spatial accuracy of about 4 nm in the experiment [85]. On
the other hand, the small-k regime is limited by the finite size of the sample cell and
the minimal distance to walls that is required to avoid hydrodynamical interactions
with the sample cell itself.
The k-dependent free-diffusion coefficient is a first indication of the pronounced
nonlinear properties of the experimental system in the absence of confinement. We
proceed with the case of harmonic confinement and clarify the question whether
27
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the intriguing interdependencies found in Sec. 3.2 indeed show up in the experimen-
tal system. In the previous section, we have shown that integrating out degrees
of freedom of bath particles results in memory effects for the remaining degrees of
freedom of the tracer particle. In the regime of small Reynolds number, we can ne-
glect inertial forces and assume an equation of motion in the form of an overdamped
generalized Langevin equation∫ t
0
dsΓ(s)ẋ(t− s) = −κx(t) + f(t) . (3.56)
We are interested in the memory kernel Γ that describes the time-dependent friction
force acting upon the tracer particle. A direct analysis in time domain is difficult
since the memory kernel appears as a convolution with the tracer particle’s velocity.
By making use of the convolution theorem, however, the friction force reduces to








In this derivation, we used that the equal time correlation function equals Cxx(0) =
〈x2〉eq = kBTκ , i.e., the bath is prepared in thermal equilibrium at t = 0. Section 3.2
revealed interesting dependencies of the friction kernel Γ on the bare friction γ of
the tracer particle or the trap stiffness κ of the external potential. While the former
dependence might be tested by changing the particle size (recall Stokes’s law for
spherical particles γ = 6πηR), we will restrict ourselves to the variation of κ. This
is easily accomplished in the experiments by varying the laser light intensity, and
also allows comparison to results of Ref. [76].
In Fig. 3.5, we show the memory kernel in Laplace space extracted from experimental
data and calculated via Eq. (3.57) for three different values of stiffnesses. We clearly
see a dependence of the memory kernel on κ as was theoretically predicted in Sec. 3.2.
For large values of s (corresponding to small times t), the three curves collapse to
a single line. This behaviour is generally expected as in the limit s → ∞ the
tracer particle will only experience the solvent friction. For larger times t (smaller s
values), nonlinear interactions with micelles dominate the friction force experienced
by the colloidal probe particle, and the value of Γ̂(s) increases. In this regime,
the dependence on κ becomes evident, and we observe the anticipated fluctuation
renormalization. Finally, in the limit s→ 0 the Laplace-transformed memory kernel,
Γ̂(s = 0) =
∫∞
0
dtΓ(t), is expected to saturate to a constant plateau value because
of the finite memory of the system. This regime, however, is difficult to access
experimentally due to the finite measurement time of trajectories and the limited
spatial resolution. Note that the equilibrium correlation functions, 〈x(t)x(0)〉eq,
required to compute the curves in the main graph are shown in the inset of Fig. 3.5.
The analysis of the tracer particle in harmonic confinement has shown another strong









































Figure 3.5: Experimental memory kernel Γ̂(s) of a harmonically confined colloidal
silica particle in a wormlike micellar solution. The kernel is shown in Laplace space
for three values of trap stiffness κ. The statistical error is estimated by partition-
ing the measured trajectories into two independent subsets. The inset shows the
corresponding equilibrium time correlation functions Cxx(t) ≡ 〈x(t)x(0)〉eq from ex-
perimental data. Provision and use of experimental raw data granted by Johannes
Berner (Bechinger group, University of Konstanz). Reprinted and adapted from
Ref. [5].
experimental system. Since analytical methods for nonlinear systems are typically
limited to expansion or approximate schemes, we aim to develop a simple model
system to numerically reproduce the impact of a nonlinear tracer-bath coupling on
the effective dynamics of the probe particle.
3.4 Brownian dynamics simulations
The starting point of Brownian dynamics simulations is the overdamped system
of (nonlinearly) coupled equations of motion as given in Eq. (3.33). In contrast
to molecular dynamics simulations [91, 92], the technique is based on stochastic
equations of motions rather than on deterministic ones. In this sense, it uses an
already coarsed-grained version of Newton’s equation of motion where the kinetics
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Figure 3.6: Model system of tracer and bath. The tracer particle (coordinate x)
is confined by a harmonic potential Vext(x) =
1
2
κx2, and coupled to the bath via
an interaction potential Vint(x − q), where q is the coordinate of the bath particle.
Reprinted from Ref. [5].
of molecular solvent particles is accounted for by a noise term/fluctuating force.
The coarse graining is rendered possible due to the clear separation of length and
time scales between molecular solvent particles and mesoscopic Brownian particles.
In comparison to conventional molecular dynamics simulations the technique allows
to simulate much larger time scales because of the reduction of explicit degrees of
freedom that enter the equations of motion. Brownian dynamics simulations have
proven useful in a variety of different systems [93–97]. The technique is of particular
importance in the study of spatio-temporal evolution or rheological properties of
complex fluids such as polymers, proteins, DNA molecules, or colloidal solutions
[98].
Here, we apply the method to a simple model of two nonlinearly coupled Brownian
particles in the overdamped limit. This is a minimal model of a tracer-bath system
where the elastic properties of the bath are taken into account by a coupled Brownian
particle which mimics the bath itself. The tracer particle is considered to be in
external confinement, Vext, and the equations of motion are given by the coupled
system already presented in Eq. (3.44),
γẋ(t) = −V ′int(x− q)− ∂xVext(x(t)) + F (t) ,
γbq̇(t) = V
′
int(x− q) + Fb(t) .
The noise sources of tracer and bath particles are assumed to be white Gaussian,
and independent (i, j) ∈ {F, Fb},
〈Fi(t)〉eq = 0 , 〈Fi(t)Fj(t′)〉eq = δij2kBTγiδ(t− t′) . (3.58)
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Note that the friction coefficient of the bath γb is assumed to be much larger than
the bare friction γ of the tracer particle. Again, we want to consider the case of
harmonic confinement, i.e. Vext =
1
2
κx2. A sketch of this simple model system is
provided in Fig. 3.6.
3.4.1 Rescaling of the equations of motion
In the following, we aim to study this system by using specific forms of Vint. In
order to generalize the results, it is convenient to recast the equations of motion into
a dimensionless form. Such rescaling is often sensible to identify crucial time and
length scales and to avoid rounding errors in numerically simulations. A reasonable











d0 is a typical length scale set by the interaction potential Vint (see, e.g., Eq. (3.64)






is associated with the time it
takes the tracer particle to (freely) diffusive a typical length scale of the interaction
potential. And v̄ = D/d0 is of the order of the mean velocity linked to the diffusive
motion of the tracer particle. In these dimensionless units, the equations of motion
turn into
˙̄x = −κ̄x̄+ F̄int + F̄ ,
γ̄b ˙̄q = −F̄int + F̄b .
(3.60)

















where the interaction force acting upon the tracer particle reads Fint = −V ′int(ξ) with
relative coordinate ξ ≡ x− q. The noise sources in these units take on the form
〈F̄i(t̄)〉eq = 0 , 〈F̄i(t̄)F̄j(t̄′)〉eq = δij2γ̄iδ(t̄− t̄′) . (3.62)
The trap stiffness κ in the simulations is given in units of kBT/d
2
0, so that the length







κ̄ in rescaled units), is compared to the length scale d0 that appears
in the interaction potential. In the following, we set γ̄b = 10 to consider a massive
bath particle, and vary the value of κ̄ in the given rescaled units.
In order to compute the free diffusion coefficient and the memory kernel from simu-
lated trajectories and to compare them to the experimental results in the previous
section, we deploy a stochastic Runge-Kutta method of weak convergence order three
[99]. Note that a high-convergence-order algorithm in combination with sufficient
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statistics is essential for our analysis, as will be demonstrated in the subsequent
section.
3.4.2 Harmonic coupling
The simplest choice of possible interaction between the tracer particle and the bath




2, i.e. the interaction force on the
tracer particle in Eq. (3.44) and (3.60), respectively, reads
Fint(ξ) = −κlξ ⇐⇒ F̄int(ξ̄) = −ξ̄ . (3.63)






the length scale associated with the long-time limit of the root mean squared dis-
placement of the relative coordinate ξ. The case of linear coupling can be treated
analytically [12, 75, 100]. By explicitly integrating out the bath degree of freedom,
one obtains the following linear non-Markovian Langevin equation for the tracer
particle ∫ t
−∞
dsΓ(t− s)ẋ(s) = −κx(t) + F̃ (t) . (3.65)
The memory kernel and noise depend on the properties of the bath particle and take
on the form















The effective noise F̃ is a linear combination of Gaussian random variables and as
a consequence is a Gaussian random variable itself. It is easy to verify that its first
and second moment is given by
〈F̃ (t)〉eq = 0, 〈F̃ (t)F̃ (t′)〉eq = kBTΓ(|t− t′|) . (3.68)
Note that this result can be generalized to a heat bath of N harmonic oscillators that
are bilinearly coupled to the tracer particle and where the coupling constant might
differ for different particles [12, 75]. In this way, many interaction time scales enter
the effective description of the tracer particle. As was expected from the analysis in
Sec. 3.2 and literature [12, 75, 100], the memory kernel Γ(t) in Eq. (3.66) depends




The equation of motion (3.65) can be solved most easily in Fourier or Laplace space.





with Fourier transform h̃(ω) =
∫∞
−∞ dt e
−iωth(t), and where we defined Γ+(t) ≡
Γ(t)θ(t) with θ(t) the Heaviside step function2. By means of the Wiener-Khintchine
theorem [38], we find for the spectral density of the position correlation function
〈|x(ω)|2〉 = 2kBT Re[Γ̃+(ω)]
|iωΓ̃+(ω) + κ|2
. (3.70)
Computation of the inverse Fourier transform, h(t) = 1
2π
∫∞
−∞ h̃(ω), of the spectral



















t ≥ 0 . (3.71)
In this equation, we defined the time scale τ and frequency ω0 which depend on the
properties of tracer and bath particle according to
τ =
2γγb









> 0 . (3.72)












, t ≥ 0 . (3.73)











κτ − γ(1− ω0τ)
2γω0τ
, λ2(ω0) = λ1(−ω0), λ1 + λ2 = 1 . (3.75)
Note that the equal time correlation function in Eq. (3.73) reproduces the equiparti-
tion theorem, Cxx(0) = 〈x2〉eq = kBTκ , and the position of the tracer particle becomes
uncorrelated for large times, limt→∞Cxx(t) = 0. In the limit of large κ, the correla-
2We use here the half-maximum convention of the Heaviside theta function [101], i.e. θ(0) ≡ 1/2.
33
3 Detecting nonlinear properties of an equilibrium bath

















We observe a decoupling of time scales, τ1 = γ/κ of the tracer motion in the trap,
and, τ2 = γb/κl of the bath particle motion in the interaction potential. Moreover,
the amplitude factors are well separated in terms of magnitude, with the second
prefactor κl/κ 1 in the limit of large κ.
With the analytical results in Eq. (3.66) and (3.71) at hand we can test the quality
of numerical simulations, applied to Eq. (3.60). The generalized Langevin equation
(3.65) can be rewritten in terms of the rescaled units introduced earlier in Eqs. (3.59)
and (3.61). We find ∫ t̄
−∞
ds Γ̄(t̄− s̄) ˙̄x(s̄) = −κ̄x̄(t̄) + F̄ (t̄) , (3.77)
where we defined the rescaled memory kernel Γ̄(t̄) = Γ(t)kBT
d20
. Note that Γ is rescaled
in the same units as the trap stiffness κ. We aim to plot the Laplace-transformed
memory kernel Γ̂(s) =
∫∞
0
dt e−stΓ(t). In dimensionless units, this quantity needs to
be rescaled according to Γ̄(s̄) = Γ̂(s)
γ
, where the frequency parameter s scales in an
inverse manner compared to the time variable, i.e. s̄ = sτB.
The simulations are used to create particle trajectories x(t) from which the corre-
lation function Cxx(t) = 〈x(t)x(0)〉eq is computed. By numerically evaluating its
Laplace transforms and by using the relation found in Eq. (3.57), we obtain the
simulated memory kernel Γ̂(s) in Laplace space. Γ̂(s) needs to be compared to the
analytical result which is found from the representation in time domain in Eq. (3.66),





In the limit of large s (small times) the particle diffuses freely, while for small s
(large times) the two particles have the same mean velocities due to the bounded
potential. This circumstance is reflected in the two limits,
Γ̂(s = 0) = γ + γb, lim
s→∞
Γ̂(s) = γ . (3.79)
In Fig. 3.7, we show the results for the harmonic coupling for different values of κ.
The simulated data points for Γ̂(s) (main graph) and Cxx(t) (inset) follow well the
analytical forms (solid lines). As expected, Γ̂(s) exhibits no dependence on the trap
stiffness κ and the simulated curves take identical forms for values of κ spanning five
order of magnitudes. The correlation function Cxx(t), however, shown in the inset
of Fig. 3.7 exhibits a strong dependence on κ which was expected from Eq. (3.73).







































































Figure 3.7: Main graph: Memory kernel Γ̂(s)− 1 for harmonic coupling in units of
tracer friction γ, in Laplace space, as obtained in numerical simulations, for different
values of κ. The black line represents the analytical solution given in Eq. (3.78). The
trap stiffness κ is given in units of kBT/d
2
0 and the friction coefficient of the bath par-
ticle has been fixed to γb = 10γ. Inset: Simulated correlation function 〈x(t)x(0)〉eq
plotted against the analytical solution Eq. (3.71). Reprinted and adapted from
Ref. [5].
function, as may be illustrated by considering the case of κ = 103: In the limit of
large κ both the time scales and amplitudes of the double exponential decay in the
correlation function are well separated (cf. Eq. (3.76)), and a transient plateau is
emerging. Even though the value of this plateau is very small (∼ 10−3 for κ = 103)
and can easily be overlooked, it is essential to obtain the correct value of Ĉxx(s) as
s→ 0.
3.4.3 Double-well interaction potential
After this first numerical test of the principal analysis in the previous section, which
allowed direct comparison to analytical results, we want to go one step further and
consider a nonlinear interaction potential. A natural extension of the harmonic
35




































































Figure 3.8: Main graph: Memory kernel Γ̂(s) − 1 for a double-well coupling in
units of tracer friction γ, in Laplace space, as obtained in numerical simulations, for
different values of κ. The trap stiffness κ is given in units of kBT/d
2
0, the barrier
height is set to V0 = kBT , and the friction coefficient of the bath particle has been
fixed to γb = 10γ. Inset: Simulated correlation function 〈x(t)x(0)〉eq. Reprinted and
adapted from Ref. [5].




(ξ − d0)2(ξ + d0)2 . (3.80)
In this potential, V0 is the height of the potential barrier between the wells, and
d0 is half the distance between their minima. Its counterpart in two dimensions,
the so-called Mexican hat potential, is of significance in field-theory to illustrate of
what has become known as spontaneous-symmetry breaking [102]. Note that for a
single particle moving in a double-well potential interesting barrier-crossing kinetics
were found for a one-dimensional Langevin equation with bi-exponential memory
only recently [103]. From the interaction potential we find the corresponding force






⇐⇒ F̄int(ξ̄) = 4V̄0(1− x̄2)x̄ . (3.81)
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In rescaled units the barrier height V̄0 =
V0
kBT
is given in units of thermal energy
kBT . By performing the same numerical analysis as in the previous section, we
find the results illustrated in Fig. 3.8. In contrast to the case of harmonic coupling,
the memory kernel Γ̂(s) is now dependent on the external trap stiffness for finite
values of s. However, for small and large values of s, Γ̂(s) takes still the same
limiting values as for the harmonic coupling, shown in Fig. 3.7. This behaviour
is somewhat expected since for large s, the colloid, as before, does not notice the
presence of the bath. In the reverse limit of small s, the two particles behave again as
a composite particle, with the sum of bare friction coefficients. As will be discussed
in Chapter 4, this value equals the microrheological friction coefficient measured in a
linear response experiment where due to the bounded potential both particles move
at the same velocity in the stationary state. In the intermediate regime of finite
s values the relative coordinate ξ may cross the barrier and the time scale linked
to its mean first-passage time comes into play. On this time scale, the nonlinearity
of the potential affects the tracer’s motion in the trap and we indeed observe the
fluctuation renormalization as predicted in Eq. (3.48).
3.4.4 Stochastic Prandtl-Tomlinson model
We now look for a model where the fluctuation renormalization in the memory kernel
is also visible for s = 0. Such a model is particularly important to correctly describe
the experimental curves of the wormlike micellar bath presented in Fig. 3.5. As
implied by the observations in the previous section, we need a model where colloid
and bath particle are not bound. This brings us to the so-called Prandtl-Tomlinson
(PT) model. The PT model is popular in the field of frictional processes on the
atomic scale and was introduced by Prandtl to describe plastic deformations in
crystals as well as dry friction [104]. Prandtl considered the situation of a point mass
in a periodic potential that is damped by a frictional force and harmonically coupled
to a host solid. The theoretical framework derived by Prandtl has been extensively
deployed and modified to be applicable to a wide range of physical applications [105].
Most prominently, it well describes the damped motion of a nanotip of an atomic
force microscope driven over a (corrugated) surface [106–108].
We thus use a sinusoidal interaction potential of the PT model-like form,







with a wavelength d0 and amplitude V0. The interaction force used in Eq. (3.44)















where again the rescaled amplitude V̄0 =
V0
kBT
is given in units of thermal energy
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Figure 3.9: Main graph: Memory kernel Γ̂(s)− 1 for stochastic Prandtl-Tomlinson
model in units of tracer friction γ, in Laplace space, as obtained in numerical sim-
ulations, for different values of κ. The trap stiffness κ is given in units of kBT/d
2
0,
the barrier height is set to V0 = kBT , and the friction coefficient of the bath particle
has been fixed to γb = 10γ. Inset: Simulated correlation function 〈x(t)x(0)〉eq. The
limiting curves for κ→ 0 and κ→∞ shown in the main graph will be discussed in
Secs. 4.2 and 4.3. Reprinted and adapted from Ref. [5].
and is set to unity in the simulations. The model employed in this section is an
extension of the original PT model: Here, the interaction potential of Brownian
particles is mimicked by a sinusoidal potential. As a consequence, the potential is
not fixed in space, but describes the interaction with a bath particle, which by itself
is stochastic with finite friction and diffusion coefficients (given through γb). By
taking into account that in the experimental system the micellar bath is indeed a
non-static background with a finite relaxation time, this appears to be a promising
simple model system to reproduce the properties of the experiment.
Before we turn to a quantitative comparison with the experimental results, we first
want to discuss the findings of the stochastic PT model on a qualitative level. Figure
3.9 shows the results obtained from the simulations of the stochastic PT values for
different values of κ given in units of kBT/d
2
0. In contrast to the previous two
sections, we see a strong dependence of Γ̂(s) on κ, and, as the potential is unbound,
also in the limit s → 0. This observation becomes intuitively clear by imagining
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a linear response experiment where the confined tracer particle is dragged by a
small constant velocity v0: If we constrain the bath coordinate for a moment, the
light tracer particle steadily overcomes the recurrent barrier height of the sinusoidal
potential. On the other hand, if we constrain the tracer coordinate, the heavier
bath particle spends much more time in one of the potential sinks. In effect, for
the unbounded potential the relative coordinate ξ increases over time, and the two
particles take on different velocities on average. The friction force experienced by the
particle now depends on the ratio of length scales associated with particle motion in
the trap and wave length d0 of the interaction potential. In this way, κ anomalously
couples to the fluctuations of the interaction force gradient (as observed in Sec. 3.2.2)
and affects the friction force even in the stationary state (where tracer and bath
particle are assigned different mean velocities).
Note that the significance of length scales is also reflected in the rescaled units. The
effect of fluctuation renormalization on the friction force of the tracer particle may
be easily controlled/tuned by one of the three different but equivalent routes (we
assume the ratio of friction coefficients γb/γ and barrier height V0 to be fixed):
• We increase/decrease the trap stiffness κ of the harmonic trap, while keeping
the bath temperature T and the interaction potential length scale d0 fixed.
• We decrease/increase the temperature T of the bath, while keeping the trap
stiffness κ and the length scale d0 fixed.
• We increase/decrease the length scale d0 of the interaction potential, while
keeping κ and T fixed.
In the given range of rescaled parameters, the value Γ̂(s = 0) differs by more than
a factor of three between very large and very small values of κ. Note that this ratio
can of course be tuned by changing the value of γ̄b or V̄0.
So far, the discussion of the stochastic PT model was about the tracer particle
in (harmonic) confinement. In Sec. 3.3, we started the experimental analysis by
studying the free diffusion case. We found that the long-time diffusion coefficient
becomes a function of wavevector k for a particle suspended in a nonlinear bath. The
same numerical analysis is feasible with the stochastic PT model where we compute
D(k, t → ∞) from simulated trajectories performed at κ = 0. Figure 3.10 shows
the simulation result of the long-time diffusion coefficient. The graph resembles –
on a qualitative level – very closely the experimental curve in Fig. 3.4. The free-
diffusion coefficient decreases with increasing k, and approaches limiting values for
both large and small k. In the experimental system we traced this observation back
to a corresponding length scale of dominant nonlinear interaction set by the micellar
bath. Here, it is related to the chosen value of d0 and in rescaled units the decay
becomes visible at k ∼ d−10 .
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Figure 3.10: Normalized wavenumber-dependent long-time diffusion coefficient
D(k, t → ∞) extracted from a free particle simulation of the stochastic PT model.
The barrier height is set to V0 = kBT , and the friction coefficient of the bath particle
has been fixed to γb = 10γ. Reprinted and adapted from Ref. [5].
3.5 Stochastic Prandtl-Tomlinson model and
experiments
Encouraged by the qualitative agreement of the results of the stochastic Prandtl-
Tomlinson model and the experimental micellar system in the previous section, we
want to continue with a detailed and quantitative comparison between the simula-
tion model and the experiment. We start with a comparison of the free diffusion
coefficient and determine the model parameters in such fashion that we obtain best
agreement with the experimental curve. The result of this mapping of the model on
the experiment is presented in Fig. 3.11 and shows good agreement. The quantitative
comparison of the SPT model with the experimental data can also be performed in
the case of harmonic confinement. The comparison between model and experiment
in terms of correlation function 〈x(t)x(0)〉eq and memory kernel Γ̂(s) is presented
in Fig. 3.12 for three experimental trap stiffnesses κ. We restrict the simulation
curves (black lines) to the range of experimentally accessible s values. The model
parameters used in the creation of the simulated curves in Figs. 3.11 and 3.12 are
provided in Table 3.1.
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Figure 3.11: Normalized wavenumber-dependent long-time diffusion coefficient
D(k, t → ∞) for a micellar bath as obtained from experiments, and in compari-
son to the simulated curve from the stochastic PT model. As in Fig. (3.4) above,
bars indicate the statistical error estimated by partitioning the measured trajectory
into two pieces. Provision and use of experimental raw data granted by Johannes
Berner (Bechinger group, University of Konstanz). Reprinted from Ref. [5].
Ideally, one set of parameters of the SPT model should suffice to describe all exper-
imental data shown in these figures. We have, however, allowed a slight variation of
parameters to obtain optimal agreement by keeping in mind that the SPT is a very
coarse representation of the micellar bath, which cannot reproduce its full dynamical
complexity. On the other hand, possibilities for systematic errors in the experiment
are taken into account by this freedom of parameters. We point out that optical
traps as used in the experiment are usually optimized for trap stiffnesses that are
smaller than the largest ones used here. Going beyond this regime may introduce
(weak) effects like local heating, promotion of ageing effects, or a slight anharmonic-
ity of trap shape. The latter is indeed reflected in the relative standard error for
κ obtained from a parabolic fit of the experimentally measurement potential (see
Fig. 3.3). It ranges from roughly 2% for the smallest value of κ to 5% for the largest
one. We also note that the two-particle SPT model cannot correctly account for
the prefactor D(0, t→∞) used to normalize the data in Fig. 3.11. While this issue
could potentially be fixed by adding more particles to the model (and thus more
length scales), we cannot resolve it in the absence of more experimental data allow-
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Figure 3.12: Main graph: Memory kernel Γ̂(s) of a micellar system, in Laplace
space, as obtained from experimental data, for three values of κ. Error bars show the
statistical error obtained from partitioning the measured trajectories into two pieces.
Inset: Correlation function 〈x(t)x(0)〉eq from experimental data. In both main graph
and inset, the solid black lines are obtained from the stochastic PT model, with
parameters given in Table 3.1. Provision and use of experimental raw data granted
by Johannes Berner (Bechinger group, University of Konstanz). Reprinted from
Ref. [5].
ing a resolution of the diffusion coefficient for smaller wavenumbers k. We point
out though that adding another distinct length scale does not affect the curves in
Fig. 3.12 as it would only influence Γ̂(s) for values of s that are currently not resolv-
able experimentally. In view of these comments, the quantitative agreement between
experimental data and the stochastic PT model is satisfactory and convincing.
The simulation parameters provided in Table 3.1 can be interpreted in terms of
experimental scales of the micellar bath. The amplitude V0 can be thought of as
a potential barrier formed by micelles surrounding the tracer particle. It’s value of
the order of the thermal energy kBT appears to be reasonable. The length scale
d0 sets the dominant length scale of (nonlinear) interactions between tracer particle
and bath. We find it to be on the order of a few hundred nanometers in great
agreement with the typical sizes of micellar particles [84]. Finally, the relaxation
time of the bath can be estimated from the value of γb and the curvature of Vint at
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Stochastic Prandtl-Tomlinson model and experiments
κ [µN/m] V0 [kBT ] d0 [nm] γ [µNs/m] γb [µNs/m]
0 2.1 98 0.16 148
1.89 1.9 210 0.18 66.7
2.81 2.11 210 0.168 68.2
7.29 1.4 120 0.189 148.3
Table 3.1: Parameters of the stochastic PT model used for the curves shown in
Figs. 3.11 and 3.12.
its minimum. It is determined to be of the order of a few seconds for the values used
in the simulations. This matches quite well the order of magnitude of the measured
structural relaxation time measured in a recoil experiment [53]. In conclusion, the




4 Connection to microrheology and
limiting cases
In conventional rheological measurements a macroscopic volume of a sample fluid
is sheared between two solid surfaces of a given geometry. In principle, such a
rheometer can be operated in two driving modes: constant shear stress and constant
shear strain. On macroscopic length scales, however, these two modes yield the same
result unless the correlation length of fluctuations becomes very large (e.g. near a
critical point)1. For small shear rates or in the regime of low Reynolds numbers the
two solid surfaces moving at relative velocity v0 induce a laminar or viscometric flow
field in the fluid. A macrorheological measurement allows to deduce information on
macroscopic length scales of the fluid under study such as viscous or elastic moduli of
the bulk material. This is in contrast to microrheology where rheological properties
of a fluid are probed by a small particle on the mesoscopic scale (typically a colloidal
particle with diameter on the micron scale). In passive microrheology, rheological
properties are tested by the fluctuating thermal motion of the colloid, while in
active microrheology the probe particle is actively driven through the probe (e.g. in
a constant velocity or constant force mode). On the length scale of the mesoscopic
probe particle fluctuations are significant and no longer negligible. Since fluctuations
differ depending on the mode of operation, measurable differences in response are
found in different driving modes as was detailed pointed out in Ref. [60] for a model
system of a colloidal probe particle in a suspension of hard spheres.
In this section, we want to establish ties between results from previous sections and
the viscosity or friction coefficient obtained from microrheology [50, 55, 62, 109–113].
In contrast to the model system in Ref. [60] of colloidal hard spheres, we will perform
this analysis on the level of a generalized Langevin equation without specifying the
microscopic details of the bath (the impact of the bath is contained in the memory
kernel Γ(t) and noise of the effective dynamical description of the probe particle).
In particular, we will study the limiting curves of Γ̂(s) for very large and very small
values of κ which allows us to gain a better understanding of the limiting curves of
Γ̂(s) in Fig. 3.9. The results of this chapter have partially already been presented
in Ref. [5].
1Fluctuations in shear rate at constant stress are expected to decay as 1/
√
N according to the
central limit theorem and thus vanish in the thermodynamic limit.
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4.1 Linear-response theory of a colloid in
confinement
In a typical setting of (active) microrheology, a colloidal particle suspended in a
complex fluid is confined by an external potential Vext and the potential trap moves
at a constant velocity v0. Due to the motion of the trap the Hamiltonian of the
system becomes explicitly time dependent and in one dimension takes on the general
form,
H(t) = H0 + Vext(x− v0t) . (4.1)
Here, we have separated the Hamiltonian into a part H0, that does not explicitly
depend of time, and a time-dependent part induced by the moving potential Vext(x−
v0t), which in the laboratory frame is a function of the difference x − v0t. In the
following, we consider a small perturbation of the equilibrium state and expand the
moving external potential to first order in dragging velocity v0. Furthermore, we
switch on the perturbation at time t = 0. The Hamiltonian can then be written as
H(t) = Heq +Hpert(t) = Heq − V ′ext(x)v0tθ(t) +O(v20) , (4.2)
where the time-independent part of Vext was reabsorbed in the equilibrium Hamil-
tonian Heq, and we introduced the perturbation Hamiltonian Hpert(t). In the latter
the “perturbation” v0tθ(t) couples to the phase space observable V
′
ext(x). We are in-
terested in the change of mean force 〈Fext〉(t) exerted by the colloidal particle on the
external potential (or vice versa) due to the perturbation of a moving potential. In
the framework of linear-response theory, the fluctuation-dissipation theorem relates
the response of a system to its equilibrium fluctuations [11]. Direct application of
this fundamental theorem of statistical mechanics to the given Hamiltonian yields
the relation






〈Fext(t− t′)Fext(0)〉eqv0t′ +O(v20) . (4.3)
Note that in the equilibrium correlation function on the right-hand side the force
of the static trap appears2. We can get rid of the derivative by means of partial
integration
〈Fext〉(t) = 〈Fext(x−v0t)〉eq +β〈Fext(x)2〉eqv0t−βv0
∫ t
0
dt′ 〈Fext(t′)Fext(0)〉eq . (4.4)
2As a function of phase space variable x the force Fext only implicitly depends on time. However,
since the state x changes with time, so does Fext.
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In order to find the correct linear order in v0, we need to expand the equilibrium
average 〈Fext(x− v0t)〉eq. By using
〈Fext(x− v0t)〉eq = 〈Fext(x)〉eq︸ ︷︷ ︸
=0
−〈F ′ext(x)〉eqv0t+O(v20) (4.5)




dt′ 〈Fext(t′)Fext(0)〉eq . (4.6)







dt′ 〈Fext(t′)Fext(0)〉eq . (4.7)




κ(x− v0t)2 . (4.8)
Evaluation of Eq. (4.7) links the friction coefficient to the position correlation func-







dt′ 〈x(t′)x(0)〉eq . (4.9)
In the long-time limit t → ∞ the mean friction force becomes stationary and the
integral on the right-hand side turns into the s = 0 value of Ĉxx(s). We aim to
describe the effective particle dynamics by a linear generalized Langevin equation.








we find a connection between the long-time friction coefficient of microrheology in
linear response theory and the memory kernel defined in the generalized Langevin
equation (3.39), given by
γlr ≡ lim
t→∞
γ(t) = Γ̂(0) =
∫ ∞
0
dt′ Γ(t′) . (4.11)
In the stationary state, the friction coefficient is simply given as the time integral of
the memory kernel. The fluctuation renormalization of the memory kernel, i.e. its
dependence on parameters such as the colloidal mass or the trap stiffness κ, as
discussed and analyzed in Sec. 3.2.2 and 3.2.3 thus translates to microrheological
observations. Indeed, an effect of the stiffness κ on the measured microrheological
3Inclusion of the inertial force mẍ does not change the result of the expansion
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viscosity has been noticed before [60, 61, 67, 114].
4.2 The case of a very stiff trap κ→∞
The impact of the external trap on the particle’s friction coefficient γ is naturally
expected to become the stronger the stiffer the stiffness κ. In this section, we study
the limiting case of a very stiff trap κ→∞. In principle, this limit is contained in
Eq. (4.9) as the derived relation is valid for any non-zero value of stiffness κ. We
want to link it to the memory kernel of the generalized Langevin equation in a way
similar to Eq. (4.11). When being dragged through a complex fluid, the confined
tracer particle can make excursions from the center of the trap to avoid collisions
with bath particles which are limited by the restoring force of the trap (see left panel
of Fig. 4.1). As the trap becomes stiffer, the restoring force on the particle increases
and the amplitude of displacements attenuates. Ultimately, in the limit κ → ∞,
the particle is stuck in the potential minimum, unable to move as the restoring
force is infinitely large. Consequently, the particle’s velocity and acceleration in
the generalized Langevin equation (3.24) can be set to zero when the trap is at
rest. The particle still feels random kicks by the surrounding solvent particles which
are almost immediately counterbalanced by the restoring external force. It is these







The non-Markovian fluctuation-dissipation theorem, 〈f(t)f(0)〉eq = β−1Γ(|t|), re-
lates the force fluctuations on the other hand to the memory kernel irrespective of
the value of trap stiffness κ. By using this relation in Eq. (4.12), and via Eq. (4.9),







dt′ Γ(t′) . (4.13)
Obviously, this equation is the extension of Eq. (4.11) for any t, valid for large κ. In






The microrheological setup corresponding to the limit κ → ∞ is the case where
the colloidal particle is moving at constant velocity v0 (fixed-velocity mode). The
scenario is discussed in Ref. [60] for a hard-sphere suspension as sketched in the right
panel of Fig. 4.1. The particle being confined in a very stiff trap and dragged at
constant velocity through a complex bath cannot avoid collisions with bath particles
by lateral displacements in the trap. This leads to an increase of the tracer particle’s
friction coefficient which in the description via a generalized Langevin equation is
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The case of a very stiff trap κ→∞
Figure 4.1: Illustration of limiting cases (κ → 0 and κ → ∞) of a particle being
dragged through a complex fluid as amply discussed in Ref. [60]. In the left panel a
tracer particle (red) confined by a weak harmonic potential can move laterally in the
trap to make an excursion around the bath particles (fixed-force mode). In the right
panel the tracer particle is strongly confined by the external potential and pushes all
bath particles out of its way (fixed-velocity mode). We find simple relations for the
memory kernel Γ of a generalized Langevin equation in terms of well-known linear
response coefficients for these two modes.
reflected by a dependence of the memory kernel on the trap stiffness κ.
We may apply the previous discussion to our simple simulation model of two nonlin-
early coupled Brownian particles introduced in Sec. 3.4. The external force instan-
taneously counterbalances two contributions in the limit κ → ∞: The interaction
force of the bath particle and the random force of solvent molecules. The force-force
correlator acting on the tracer particle held at fixed position is given by
lim
κ→∞
〈Fext(t)Fext(0)〉eq = 2kBTγδ(t) + 〈Fint(q(t))Fint(q(0))〉eq , (4.15)
By virtue of Eq. (4.6), we find the particle’s friction coefficient
lim
κ→∞
γ(t) = γ + β
∫ t
0
dt′ 〈Fint(q(t′))Fint(q(0))〉eq . (4.16)
The position of the bath particle is governed by the equation of motion
γbq̇(t) = −V ′int(q) + Fb(t) . (4.17)
For the stochastic PT model this limit is shown by the upper dashed line in Fig. 3.9.
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4.3 The case of a very weak trap κ→ 0
In the reverse limit of vanishing trap stiffness, we perturb the particle by a small
constant force F0. The system’s Hamiltonian reads
H(t) = Heq +Hpert(t) = Heq − xF0θ(t) +O(F 20 ) , (4.18)
where again the perturbation is switched on at t = 0 and the external perturbation
couples to the tracer particle’s position x. Application of the fluctuation-dissipation








〈(x(t)− x(0))2〉eq . (4.19)
The time derivative of the mean-squared displacement can be expressed in terms of








In the second step we expanded for small stiffnesses κ. Note that the two limits
s → 0 and κ → 0 do not commute. This is a consequence of the fact that the
probability distribution of the free particle is no longer normalizable in the limit of








The memory kernel in the limit of vanishing trap stiffness κ is connected to the
mobility µ of the particle in the absence of the trap. In the language of (active)
microrheology this corresponds to a constant-force perturbation (fixed-force mode).
In this limit, the particle may avoid collisions with bath particles as sketched in
the left panel of Fig. 4.1. Note that equation (4.21) is a generalized form of the
Stokes-Einstein-Sutherland relation in Eq. (1.1) [48]. The connection of µ̂(s) to the
diffusion coefficient may be established by rewriting the memory kernel in terms
of the mean-squared displacement 〈∆x2(t)〉eq. On the Brownian time scale, i.e. we

















dt′ 〈v(t′)v(0)〉eq , (4.23)
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which is the most common form of the Stokes-Einstein-Sutherland relation general-
ized to the case of linear viscoelastic media.
The limiting curve limκ→0 Γ̂(s) for the model system of two nonlinearly coupled
Brownian particles in Sec. 3.4 is found by measuring the diffusion process in the
absence of external potential. We show it for the stochastic PT model in Fig. 3.9 as
the lower dashed line.
In Sec. 3.3, we introduced a wavevector-dependent diffusion coefficient D(k, t) to
take into account the interactions of the tracer particle with surrounding Brownian
particles. By comparison of Eqs. (3.54) and (4.23) we identify D(t) = D(k = 0, t),
and find in particular
D(0, t→∞) = 1
β limκ→0 Γ̂(0)
. (4.25)
In Fig. 3.4 we included the corresponding value of this relation as a dashed line
computed from the limiting curve in Fig. 3.9. Note that no such relation has been
obtained in the opposite limit for k →∞.
4.4 Stationary limit
The measurement of linear response coefficients, limκ→∞ γ(t) and limκ→0 µ(t), pro-
vides information on the κ-dependence of the memory kernel Γ(t) if the effective
dynamics of the system is modeled by a linear generalized Langevin equation. In




γ(t), µlr ≡ lim
t→∞
µ(t) . (4.26)














dt′ Γ(t′) = lim
κ→∞
γlr . (4.28)
Since in the linear-response regime the memory kernel Γ̂(s) appears to increase in a
monotonic way with increasing κ, we may conclude that a κ-dependence in Γ̂(0) =∫∞
0
dt′ Γ(t′) only occurs if the linear response coefficients measured in the two modes
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of the particle in a slowly moving trap from the stochastic PT model. Dashed lines
give the limiting cases κ → 0 and κ → ∞, respectively, corresponding to fixed-
force and fixed-velocity mode as discussed in the text. Reprinted and adapted from
Ref. [5].
of fixed-force and fixed-velocity differ, i.e. if limκ→0
1
µlr
6= limκ→∞ γlr. Reversely, if
the integrated memory kernel in the two limits shows a distinct result, then the
two linear-response measurements of fixed-force and fixed-velocity in the stationary
limit must be different. In particular for linearly coupled systems, no κ-dependence
can occur in Γ̂(0) and for these kind of systems we have limκ→0 µlr = limκ→∞
1
γlr
in the long-time limit, i.e. we cannot distinguish the fixed-forced mode from the
fixed-velocity mode.
Figure 4.2 shows Γ̂(s = 0) as a function of stiffness κ, obtained in the stochastic
Prandtl-Tomlinson model, including the two limiting cases for small and large κ.
The curve asymptotically approaches the two limits of fixed-force and fixed-velocity,
respectively, and in between shows a transient regime which is sometimes referred
to as mixed-mode behaviour [60].
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4.5 Nonlinear external potential
So far we have considered a harmonic external potential and obtained a fluctuation
renormalization due to the nonlinear interaction between tracer particle and bath
particles. In this section, we demonstrate that a related effect is caused by the
presence of a nonlinear external potential. Again, we consider the one-dimensional
case and expect the discussion to be qualitatively equivalent in higher dimensions.





























Note that this Hamiltonian is of the Caldeira-Leggett type [75], assuming bilinear
coupling between tracer particle and bath, but with a nonlinear external potential.
The amplitude b gives the strength of the anharmonicity of the potential, γj is the
coupling strength of the tracer particle to the j-th bath particle, the latter with
eigenfrequency ωj. Particle positions and momenta are denoted as before. Such
a Hamiltonian has been considered by Zwanzig in Ref. [12] for the case a = m =
mj = 1. He derived the equations of motion in a perturbative manner to first order
in b. We are not going to repeat the full derivation but provide the results for the
case of arbitrary a, m, and mj. In the same way as in Sec. 3.2.1 one can derive the
equations of motion given in Eqs. (3.23) and (3.24). The effective spring constant
































Note that L0 is the unperturbed Liouville operator, i.e. it depends on the Hamilto-
nian in Eq. (4.29) with b = 0. The memory kernel Γ(t) can then be expressed via

























We can simplify this representation of the memory kernel by realizing that for the
leading order in b the correlation functions in the second term must be evaluated with
respect to the unperturbed equilibrium probability distribution which is Gaussian.
By using the property that the propagator etL0 can be distributed over products of
functions and application of Wicks’s theorem [38], we can use
〈x(t)3x(0)〉eq = 3〈x2〉eq〈x(t)x(0)〉eq = 〈x(t)x(0)3〉eq , (4.33)
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〈(x(t)x(0))3〉eq = 9〈x2〉2eq〈x(t)x(0)〉eq + 6〈x(t)x(0)〉3eq . (4.34)









〈x(t)x(0)〉3eq +O(b3) . (4.35)
We need to compute the correlation function of the unperturbed system. It is most
easily derived by solving the equation of motion (3.24) in Laplace space and we
obtain
x̂(s) =
m(sx(0) + ẋ(0)) + Γ̂(s)x(0) + F̂ (s)
ms2 + sΓ̂(s) + a
. (4.36)





ms2 + sΓ̂(s) + a
. (4.37)
The memory kernel used in this equation is the one of the unperturbed problem
(b = 0), i.e. with harmonic external potential. It is given by the limit b → 0 in
Eq. (4.35). So far we considered a discrete spectrum {ωj} with coupling constants





dω g(ω), where g(ω) is a density of states, the coupling
constants turn into a function of frequency γ(ω), and mj = µ [12]. In the continuous










Note that the memory kernel can take on various different forms depending on the
choice of spectrum and coupling. If we assume, for example, that g(ω) ∼ ω2 is a
quadratic function in frequency and γ(ω) = γ, i.e. the coupling strength is inde-
pendent of frequency, then limb→0 Γ(t) ∼ δ(t) is proportional to the delta function.
This describes the Markovian part of the memory kernel, while the correction term
in Eq. (4.35) due to the nonlinearity in the Hamiltonian is non-Markovian. In the
following, we consider this specific case and set limb→0 Γ(t) = 2γδ(t). Computation












, t ≥ 0 . (4.39)































Depending on the value of the discriminant in ω0, the correlation function will either
show exponentially decaying oscillatory behaviour (γ2 < 4ma) or a purely exponen-
tial decay (γ2 > 4ma). Note that in the overdamped limit the correlation function














where the relaxation time is set by the particle motion in the trap. We may now
compute the time integral over the memory kernel in Eq. (4.35) up to quadratic


















γ +O(b3) . (4.43)
The correction term due to the anharmonicity in the potential exhibits a dependence
on the mass m of the particle and on its bare friction coefficient γ. We regrouped
the terms in Eq. (4.43) so that the two dimensionless parameter kBT
b
a2
 1 and ma
γ2
















γ +O(b3) . (4.44)
A related result may be derived in overdamped dynamics by application of projection
operator techniques as outlined in Appendix A. It is important to point out, however,
that in the case of a nonlinear external potential the time-integrated memory kernel
is no longer connected to the microrheological friction coefficient. The relation we
derived in Eq. (4.11) is exclusively valid for the case of a harmonic external potential.
In general, the microrheological friction coefficient in linear-response theory is linked
to the force-force correlator of the external potential as shown in Eq. (4.7).
For a single Brownian particle in overdamped dynamics it is easy to verify that
the friction coefficient is always given by the bare friction coefficient of the particle
irrespective of the shape of the external potential. The Hermitian conjugate of the
one-particle Smoluchowski operator is given by
Ω† = D(∂x + βFext)∂x (4.45)
with diffusion coefficient D = (βγ)−1. The force-force correlator can be expressed
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We need to integrate the correlator over time and obtain∫ ∞
0
dt′ 〈Fext(0)Fext(t′)〉eq = −(Dβ)−2〈xΩ†x〉eq = (Dβ2)−1 . (4.47)




dt′ 〈Fext(0)Fext(t′)〉eq = γ (4.48)
in case of a single Brownian particle. For coupled Brownian particles the situation
is more complex due to additional contributions to the friction coefficient via the
interaction of bath particles. If we neglect indirect (hydrodynamic) interactions
between the Brownian particles and only take into account direct interactions via
an interaction potential Vint({ξj}), we can rewrite the stationary limit of Eq. (4.7)
according to
γlr = γ + β
∫ ∞
0
dt 〈Fint(0)Fint(t)〉eq . (4.49)
The additional contribution to the friction coefficient originates from the interaction
force correlations acting upon the tracer particle. We note that for bath particles
which are coupled to the tracer particle by a bounded potential (as e.g. considered
in the Hamiltonian in Eq. (4.29)), we expect the additional term to yield the sum
of their bare friction coefficients irrespective of the shape of the external potential.
In this case, the bath particles move at the same velocity as the tracer particle in
the stationary state if the latter is perturbed a small velocity.
56
5 Nonlinear Langevin equation
In the previous chapter, we observed that even in thermal equilibrium a nonlinear
coupling of a colloidal particle to a complex bath leads to interesting effects in the
effective probe dynamics of the probe. The fluctuation renormalization of linear
coefficients due to a strong coupling between particle and bath also affected mi-
crorheological quantities such as the friction coefficient measured in a linear-response
experiment where the probe particle is perturbed by a small velocity v0. In situa-
tions where the probe motion strongly perturbs the surrounding (complex) fluid, the
linear description is expected not to be valid anymore. Under these circumstances
the bath is driven far from equilibrium and the intrinsic nonlinear bath kinetics,
i.e. the (nonlinear) dynamical behaviour of bath particles, will enter the effective
dynamics of the probe particle.
In order to capture nonlinear effects in complex baths various theoretical techniques
have been developed. They include, inter alia, density functional theory [116, 117],
mode coupling theory [50, 58], or lattice models [118]. Another possible route to take
into account nonlinear effects of the bath is provided by nonlinear response theory.
A novel approach based on the level of real-space trajectories, i.e. incorporating
path integral techniques, has been recently introduced [119] and applied to derive a
Langevin description for probes in a nonlinear medium [54]. In Ref. [54] the authors
use a expansion scheme around bath equilibrium and thereby derive a nonlinear
Langevin equation to second order in probe displacement. The second-order term
is significant only if either the probe is non-symmetric or if it is suspended in an
anisotropic and/or inhomogeneous bath. In case of an isotropic and homogeneous
system it must vanish due to symmetry considerations [54]. In this chapter, we
present this novel approach of nonlinear-response theory and extend it to third-
order in probe motion. To begin with, we first introduce the classical approach that
is typically used in response theory.
5.1 Standard response formalism
In the standard scheme of nonlinear-response theory one starts from the evolution
equation of the distribution function P (t) which can be written as a linear operator
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P (t) = Ω(t)P (t) (5.1)
where Ω(t) e.g. denotes the Fokker-Planck operator. The perturbative part renders
the operator explicitly time-dependent and the general solution to this equation is
given by [120]




+ P (t0) . (5.2)
In this relation “+” denotes a time-ordered exponential with earlier times standing

















dtn T {Ω(t1) . . .Ω(tn)} , (5.3)
where we introduced the time-ordering operator T . The solution in Eq. (5.2) can
be slightly rewritten so that the initial distribution P (t0) appears as a summand







′)P (t0) . (5.4)
We now assume that the system is in equilibrium at some far time in the past,
i.e. P (t0 → −∞) = Peq, so that








The change of an arbitrary phase space observable B due to a time-dependent per-










− B . (5.6)
Note that by repeated application of partial integration the Hermitian conjugate Ω†
of the Fokker-Planck operator appeared and the time-ordering is reversed. We may






dt′ χ(t, t′)F (t′) . (5.7)
In the following, we consider a perturbation by a potential force, Hpert(t) = −AF (t),
and one can show that for Fokker-Planck dynamics
δΩ(t)Peq = βCPeqF (t) . (5.8)
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Note that the defined phase space variable equals C = −Ω†eA. We may then express
the response formula (5.6) in terms of an equilibrium correlation function














or the response function as











We can further simplify this representation by application of the so-called Dyson or
Baker-Campbell-Hausdorff formula [8, 120]
U−(t




′, s)δΩ†(s)Ue(t− s) (5.11)
which can be proven directly by differentiation. Note that we used the abbreviations
U−(t




− and Ue(t− t′) = eΩ
†
e(t−t′) in the previous formula. The implicit
equation may be iteratively substituted into Eq. (5.10) and for the perturbation via





ds 〈CUe(s−t′)δΩ†(s)Ue(t−s)B〉eq+O(F 2) . (5.12)
Note that we truncated the series after the first nonlinear contribution which trans-
lates to a linear dependence on the force F in the response function. By neglecting
this nonlinear contribution we recover the fluctuation-dissipation theorem. This the-
orem plays a preeminent role in statistical mechanics as it is universal with regard to
the dynamics used in its derivation, i.e. it holds for any (equilibrium) system. This
observation, however, is no longer true for the case of nonlinear response, where dif-
ferent types of dynamics (e.g. Liouville or Fokker-Planck dynamics) yield different
results.
5.2 Path integral formalism
The novel approach of response formalism introduced in Ref. [119] is based on real-
space trajectories rather than on specific bath dynamics. The path-integral formal-
ism provides a unifying framework where the stochastic dynamics of the bath is
implicitly contained in the trajectories of the tracer particle. It does not involve
the Liouville equation or an expansion around the Fokker-Planck equation. In this
section, we want to extend the response formalism to third order as derived in
Ref. [119], a necessity to derive a nonlinear Langevin equation in probe displace-
ment for an isotropic and homogeneous system. The expectation value of a path
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The integration over ω is meant to be over paths and P(ω) is the weight function of
each of the paths. We consider P(ω) to be a perturbed dynamical ensemble that is
linked to the equilibrium ensemble Peq(ω) via an action Aε(ω)
P(ω) = e−Aε(ω)Peq(ω) = e−Aε(ω)e−A0(ω)Peq(x0) . (5.14)
At time t = 0 the system states are described by the Boltzmann distribution Peq(x0)
and the system is perturbed for t > 0. The time-dependent perturbation is present
in the action Aε and is described by a small parameter ε  1. It can be expanded
into a Taylor series up to third order






A′′′0 ε3 +O(ε4) (5.15)
and vanishes in the limit ε→ 0. The analysis considerably simplifies if we consider
a state observable O(ω) = O(xt) which only depends on the state of the system at
time t rather than on the whole path. It is useful to introduce the time-reversal
operator θ which changes the temporal direction of a path ω = (xs, 0 ≤ s ≤ t)
(θω)s = πxt−s . (5.16)
π is the kinematical time-reversal, e.g. it changes the sign of velocities. Applied
to a state observable O(xt) we simply have O(θω) = O(πx0). The equilibrium
distribution Peq(θω) = Peq(ω) must be invariant under time-reversal, and, by means
of the Boltzmann distribution, the equilibrium average of a state observable fulfills
〈O(πx0)〉eq = 〈O(x0)〉eq = 〈O(xt)〉eq. Expansion of Eq. (5.13) for the case of a state
variable with respect to ε yields














Note that the right-hand side is expressed in terms of equilibrium expectations
〈F (ω)〉eq =
∫
DωPeq(ω)F (ω). Now we consider the time-reversed observable














It is useful to decompose the action Aε into a time-symmetric part D(ω) and a
time-antisymmetric part S(ω), i.e. Aε = D−S/2 with Dθ = D and Sθ = −S. Note
that these two parts are usually referred to as entropic and frenetic part in literature
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= eS(ω) . (5.19)
For stochastic microscopic reversible dynamics (e.g. (Markovian) Langevin dynam-
ics [124]) Crooks’ fluctuation theorem relates this ratio to the entropy production
or dissipation of the nonequilibrium system [43] and is thus reasonably called the
entropic part of the action. In a thermodynamical interpretation it is linked to the
irreversibility of a dissipative nonequilibrium system as its entropy is increasing.
Various theoretical relations, commonly known as fluctuation relations, have been
derived to extend the notions of classical thermodynamics and to take into account
the inherent stochasticity of systems on the mesoscopic scale [41, 42, 44–47]. The
frenetic contribution D reflects the time-symmetric contribution that appears in
the nonlinear response and is linked to a change of dynamical activity of the bath
[29, 123] (recall that on a microscopical level of description Newton’s equation of mo-
tion are inherently time-reversal symmetric). We provide a simple example of how
to derive S and D for the case of overdamped Markovian diffusion in Appendix B.
Subtracting Eq. (5.18) from Eq. (5.17) gives
〈O(xt)〉 − 〈O(xt)〉eq = ε 〈S ′0(ω)O〉eq −
ε2
2





















where we used that for a state observable the nonequilibrium average of the time-
reversed observable reduces to an equilibrium average 〈Oθ〉 = 〈O(xt)〉eq. If we
consider a perturbation via a potential force the Hamiltonian is linear in the per-
turbing field ε, and so is the entropy production S. We can thus neglect higher order
derivatives of S and Eq. (5.20) simplifies to





















This is the extension to third-order in the scheme developed in Ref. [119]. Note that
to first order in the perturbation we recover the fluctuation-dissipation theorem, a
purely entropic contribution. We note that if the frenetic component D is constant,
i.e. it remains unchanged under a small perturbation, the third-order response will
be nonzero (in contrast to the second-order response [119]). On the other hand, in
case of S ′0 = 0 the response vanishes up to third order.
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5.3 Derivation of nonlinear Langevin equation
The third-order response formula in Eq. (5.21) can be used to derive a nonlinear
Langevin equation for the case of a Brownian probe particle suspended in a complex
bath. The derivation is feasible because the response behaviour of the bath directly
couples to the probe particle and essentially governs its dynamical evolution. In this
section, we follow along the lines of Ref. [54] where the authors derived a nonlinear
Langevin equation up to second order in probe displacement. We consider a small
(colloidal) probe particle with time-dependent spatial position xt = (xt(k), k =
1, 2, 3) in contact with the bulk phase of a complex bath. For convenience, we adopt
the notation of Ref. [54] and abbreviate the degrees of freedom of the bath at time
t as ηt. The level of description of the bath is not necessarily a microscopic one but
can already be coarse grained to a mesoscopic scale. A clear separation in length
scales between probe particle and bath constituents, however, is generally required
so that a continuum description of the bath is applicable. The bath is assumed
to be in thermal equilibrium if the probe is at rest. In order to isolate effects
due to nonlinear bath dynamics, we neglect the influence of a nonlinear coupling
between probe particle and bath on the nonlinear dynamical evolution equation
of the probe. We thus assume the interaction potential between bath and probe
to be ∂xkU(x, ηt) = ak(ηt), i.e. linear in probe position. The interaction potential
U , induced by the probe motion, may be perceived as a time-dependent external
potential acting upon the bath. The distortion of the complex bath via the probe
motion leads to a back reaction of the bath on the probe particle and causes a
friction force in response to its motion. Once again we aim to describe the probe
dynamics in an effective manner where just like in the equilibrium case a systematic
friction force and a random force/noise term appears. In classical mechanics, the
equation of motion of the probe of mass M suspended in the complex bath is given
by Newton’s equation of motion
Mẍt = F (xt, ηt) + F
ext
t . (5.22)
The interaction force F (xt, ηt) = −∇xU(xt, ηt) is the negative gradient of the in-
teraction potential and F extt is an external force which is of no significance for the
method of the derivation.
In the following derivation, it is important to distinguish between averages 〈 · 〉xt and
〈 · 〉ωt . Both averages are meant with respect to bath variables ηt and are character-
ized by a dynamical ensemble specified on path space as defined in Eq. (5.13). The
former one denotes the average over thermal equilibrium of the bath at fixed probe
position xt. The process that it describes is the one with a constant interaction po-
tential U(xt, η) in time. Note that in a Newtonian liquid this average would suffice
to specify any averaged path observable, as in such a fluid the time scales associated
with the (slow) probe and the (fast) bath degrees of freedom are well separated.
Consequently, even if the probe particle is strongly driven through a Newtonian
fluid the bath variables relax so rapidly that on the time scale of the probe the
bath always remains in equilibrium. This allows for a Markovian description and
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the average 〈 · 〉xt does not know about previous probe positions (the bath has no
memory). Under these circumstances the bath process ηt is reversible with inverse
temperature β = (kBT )
−1. For the probe at rest we may define the equilibrium free
energy F(x). The mean force acting upon the probe in thermal equilibrium can then
be expressed by 〈F (xt, ηt)〉xt = −∇xF(xt). In a complex bath the situation is fun-
damentally different: Due to its own intricate microstructure the relaxation time of
the bath can be comparable to the one associated with probe motion. This is taken
into account in the (nonequilibrium) average 〈 · 〉ωt which is over the time-dependent
bath (snapshot) configuration of the ηt. In contrast to the equilibrium average it
does not only depend on the current position xt of the probe, but incorporates its
whole trajectory ωt = (xs, s < t) under which the bath has evolved. This leads to
memory effects in the forces as will be shown below.
We want to derive a nonlinear Langevin equation in the displacement of the probe
particle. The perturbation of bath variables ηt induced by the probe motion is as-
sumed to be small which allows to apply the nonlinear response formula in Eq. (5.21).
A small displacement means that the position xs at a time s < t is close to xt. By
introducing the (largest) bath relaxation time τbath, we demand the work done by the
probe on the bath within a single period of relaxation time, (xt−τbath−xt)·∇xU(xt, ηt),
to be small compared to the thermal energy β−1. It is useful to rewrite Newton’s
equation of motion (5.22) in such a way that the response of the force due to the
perturbed bath dynamics appears [54]






+ ξt . (5.23)
In this equation, we defined the fluctuating part of the force as noise
ξt ≡ F (xt, ηt)− 〈F (xt, ηt)〉ω
t
. (5.24)
The perturbation of the bath might again be realized by dragging the particle
through the bath at constant velocity v0 by means of an optical tweezer. We assume
that the system is in equilibrium at some time far in the past and we choose the
initial probe position to be xs=−∞ = xt.
1 The probe motion acts as a perturbation
of the bath via the time-dependent potential
U(xs, η) = U(xt, η)− Vs(η), s ≤ t
Vs(η) = (xs − xt) · F (xt, η) + . . . .
(5.25)
The perturbation protocol is contained in Vs(η) where the force F (xt, η) between
probe and bath couples to the probe displacement. Note that in principle higher
order terms in the probe displacement can occur in Vs which are linked to higher
derivatives of the interaction force F . Since we assume the potential U to be linear
1Recall that an initial condition in the infinite past has no physical influence on the particle’s
evolution at time t. Even though the choice of initial condition might appear peculiar at first
glance, it is mathematically useful, e.g., in Eq. (5.27).
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in probe position, we can discard these terms and use
U(x, η) = x · a(η), Vs(η) = −(xs − xt) · a(η) . (5.26)
Starting from basic thermodynamic energy considerations, we can express the en-














ds ẋs · a(ηs) = βW .
(5.27)
In the last step, we introduced the work done on the bath exerted by the moving




ds∇xU · ẋs (5.28)
We need to compute the response of the force acting upon the tracer particle due to
the back reaction of the perturbed bath. In the following, we present the results up
to third order in probe displacement. The first and second order have already been
computed in Ref. [54]. To first order we find
〈F (l)(xt, ηt)〉ω














which is a purely dissipative contribution and may be identified with the linear
non-Markovian friction force we already used in the previous chapter. The memory
matrix γs is linked to the force-force correlations in equilibrium and for the given
case of linear coupling reads
γlks (xt) = β〈al(η0) ; ai(ηs)〉xt . (5.30)
The second-order response involves the time-symmetric part of the action, the so-














ds′ ẋt−s(j)(xt(k)− xt−s′(k))〈Dxtk (ηs) ; aj(ηs′) ; al(ηs+s′)〉xt .
(5.31)
Note that this term is no longer purely dissipative but involves the time-symmetric
part of the action which depends on kinetic details of the bath (see Ref. [119] for
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ds (xs(j)− xt(j))Dxtj (ηs) . (5.32)
The second-order response requires the computation of a three-point correlation
function and introduces a novel time scale associated with the kinematics of the
bath. This contribution, however, is only visible if the probe particle samples the
nonlinear response of the bath and thus reflects the nonlinear nature of the elastic
microstructure of a complex bath. As mentioned before, this term vanishes iden-
tically for systems that are isotropic and homogeneous. For these kind of systems
the scheme needs to be extended to third order and apart from a purely dissipative
contribution also the next higher Taylor coefficient in the expansion of the dynami-










ds′ (xs(i)− xt(i))(xs′(j)− xt(j))Dxtij (ηs, ηs′) . (5.33)
Note that in contrast to Eq. (5.32) the coefficient is now quadratic in displacement
and we introduced the matrix Dij which in general depends on the snapshot config-

































The (multiplicative [38]) noise must be treated in second-order approximation ξ →






F(xt) +β〈W ; ak(ηt)〉xt −
β2
2




D̃′0. The covariance of the noise must be averaged with the second-
order perturbation of the equilibrium average 〈 · 〉xt , i.e.
P = e−APeq = Peq
(
1− (D′0 − S ′0/2) +
1
2
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For the noise correlator we find
〈ξ(2)t (k) ; ξ(2)s (i)〉ω
t
= 〈ak(ηt) ; ai(ηs)〉xt −
β
2








〈(−D̃′′0 + D̃′20 − 4D̃′0W + 2W 2)(ak(ηt)− 〈ak(ηt)〉xt)(ai(ηs)− 〈ai(ηs)〉xt)〉xt ,
(5.37)
where we used D′′0 =
β2
4
D̃′′0 . Insertion of the third-order response into Eq. (5.23)
yields the following generalized Langevin to third order in in particle velocity




































In this equation, we added the superscript (1, S) to the linear memory kernel (already
defined in Eq. (5.30) to indicate that it is a purely dissipative contribution. In second
order, the contribution is no longer purely dissipative and the dynamical activity of
the bath enters the description. The memory kernel γ(2,SD) of this order is a tensor








ds′′ 〈ai(ηs+s′′) ; aj(ηs′′) ; Dxtk (ηs)〉xt . (5.39)
Finally, the third order consists of a purely dissipative contribution and a mixed
contribution of D and S. The purely entropic contribution is contained in the rank-























jk(ηs+s4 , ηs+s3))al(ηs+s3+s4)〉xt .
(5.41)
2Note that we performed a partial integration to recast the displacements (xt−xt−s) in Eq. (5.31)
and (5.34) into velocities. The boundary term vanishes as we impose the initial condition
xs=−∞ = xt. The lower integration limit in the integrals in Eq. (5.39) and Eq. (5.41) must
be real numbers but else can be chosen arbitrarily, which reflects that the indefinite integral in
the partial integration is only determined in a unique way up to a constant. We set the lower
limits to zero in the two relations.
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Note that while this tensor vanishes identically if D remains unchanged under the
perturbation, γ(3,S) is a purely dissipative contribution. The different contributions
in the response of the bath reflect distinct time scales of the system. The dissipative
part describes time scale of the energy flux into the bath due to probe motion. On
the other hand, the elastic time scale of the bath is probed by nonlinear motion and
the kinematic details of the bath enter the evolution equation of the probe.
5.4 Phenomenological equation
In the previous section, we derived an exact nonlinear Langevin equation by exploit-
ing the fact that the distortion via probe motion reacts back on the dynamics of the
probe particle. Beyond the linear regime the noise was rendered multiplicative, i.e. it
explicitly depended on the probe degrees of freedom [38]. This situation necessitates
the specification of the stochastic calculus if the contribution by solvent molecules in
the noise correlator is assumed to be delta correlated because the noise strength may
change during an infinitesimal jump of the probe particle. Most commonly one uses
the Itô or Stratonovich calculus to derive a corresponding Fokker-Planck equation
for the probability distribution function by means of the so-called Kramers-Moyal
expansion [38, 125]. In Itô’s definition the strength of the noise depends only on
the initial position of the infinitesimal jump. In the corresponding Fokker-Planck
equation no new terms appear which is at the cost of new rules for integration and
differentiation specified by the so-called Itô calculus. In the Stratonovich definition
the noise strength changes during the jump and a so-called “spurious drift” appears
in the Fokker-Planck equation. In this calculus, rules of ordinary calculus do hold.
Linear or linearized Langevin equation do not suffer from this issue since the noise
is additive, i.e. independent of the probe degrees of freedom [38]. In this limit the
two different interpretations are identical.
Motivated by the exact derivation of the nonlinear generalized Langevin equation in
Eq. (5.38) to third order in particle velocity3, we may use the general structure of
this equation to postulate a phenomenological nonlinear Langevin equation in probe
velocity. For simplicity, we restrict again to the one-dimensional case and assume
3Note that in the derivation we assumed a linear coupling between particle and bath. If we relax
this condition and allow for nonlinear particle-bath coupling, bath correlations with derivatives
of the force appear. The underlying structure of the nonlinear generalized Langevin equation,
however, remains the same (see also Ref. [54] for a discussion of the second order).
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(3)(t− s1, t− s2, t− s3)ẋ(s1)ẋ(s2)ẋ(s3)
+ Fext(x, t) + f(t) .
(5.42)
Recall that according to the exact result in the previous section the noise-term is a
nonlinear functional of the past trajectory, i.e. f(t) = F{ẋ(t′)}t′≤t. We can think
of the phenomenological equation (5.42) also in terms of a so-called Volterra series
[64]. The Volterra series describes a functional expansion of the nonlinear friction
force G{ẋ(t′)}t′≤t (as well as of the noise) which in general is a functional of the past
trajectory. The n-th order memory kernel Γ(n) then describes the n-th summand
of this series and we truncated it after the third order; the first nonlinear order
which contributes to the response in a homogeneous and isotropic system. A time-
dependent external force Fext(x, t) may operate on the probe and we note that the
first moment of the noise vanishes5, i.e. 〈f(t)〉 = 0.
5.4.1 Particle in equilibrium
We first want to investigate Eq. (5.42) in the equilibrium case of a particle in a har-
monic trap. This corresponds to the situation in Chapter 3 and we set the external
force to Fext(x) = −κx(t). Notably, the external potential does not explicitly depend
on time in the equilibrium case. The following perturbative analysis of this equation
in orders of nonlinear memory kernels Γ(2) and Γ(3), respectively, is similar to the
one presented in Refs. [126–128] for the case of a stochastic nonlinear Helmholtz
equation. We want to transform the equation of motion (5.42) into Fourier space.
For the n-th summand of the Volterra series we find
F
[∫
ds1 . . . dsn Γ
(n)






dω1 . . .
∫
dωn δ(ω − ωσ)Γ(n)+ (ω1, . . . , ωn)iω1x(ω1) · . . . · iωnx(ωn) ,
(5.43)
with Fourier transforms h(ω) =
∫∞
−∞ dt e
−iωth(t). Note that we defined ωσ = ω1 +
. . .+ωn and Γ
(n)
+ (t) ≡ Γ(n)(t)θ(t). The external force is linear in the particle’s position
4For homogeneous systems, the averages in the definitions of memory kernels in the previous
section do not depend on probe position x. Note that we performed variable transformations to
write the time differences in into the arguments of the memory kernels in contrast to Eq. (5.38).
5This statement holds true for both equilibrium as well as nonequilibrium, as we define the noise
to be the fluctuating part of the total force, f(t) ≡ δF (t) = F (t)− 〈F (t)〉.
68
Phenomenological equation
and can be easily transformed into Fourier space via F (Fext)(ω) = −κx(ω). The
phenomenogical Langevin equation (5.42) thus turns in Fourier space into
χ−1x+M[xx] +N [xxx] = f(ω) . (5.44)
Here we defined the frequency-dependent function/linear operators






dω2 δ(ω − ωσ)Γ(2)+ (ω1, ω2)iω1x(ω1)iω2x(ω2) , (5.46)








× δ(ω − ωσ)Γ(3)+ (ω1, ω2, ω3)iω1x(ω1)iω2x(ω2)iω3x(ω3) .
(5.47)
We aim to linearize Eq. (5.44) in particle position x(ω). A suitable constraint that we
can impose on the linearized equation is that it must yield the same linear-response
function as the nonlinear equation. In order to meet this condition, we compute
the linear response of the nonlinear equation in a perturbative manner up to linear
order in the nonlinear memory kernels6. The system is perturbed by an external
(time-dependent) force Fpert(t) which is under our control. In the perturbed system,
it is useful to separate x into a mean part7 and fluctuations, i.e. x = 〈x〉 + δx. We
then obtain for the averaged Eq. (5.44)
χ−1〈x〉+M[〈x〉〈x〉+ 〈δxδx〉] +N [〈x〉〈x〉〈x〉+ 3〈δxδx〉〈x〉+ 〈δxδxδx〉] = Fpert(ω) .
(5.48)
Note that we used the symmetry property of the operator N
N [〈δxδx〉〈x〉] = N [〈x〉〈δxδx〉] = N [〈δx〈x〉δx〉] (5.49)
which is a consequence of the intrinsic symmetry of the memory kernel. This prop-
erty is a implied by a possible commutation of spatial variables in the definition
of Eq. (5.47). Upon rearrangement of the spatial variables and renaming the in-
tegration variables, it is obvious that the memory kernel remains the same if one
interchanges a pair of frequency indices. Note that in the averaged equation (5.48)
the three-point correlator of the fluctuations occur which in general is unknown in
case of a non-Gaussian distribution function of the noise. In a perturbative series,
however, (where we assume Γ(2) and Γ(3) to be small perturbations of the linear
system) we only keep the leading order of the nonlinear memory kernels and we may
replace arguments in M and N by the solution of the linear problem, i.e. for the
case Γ(2) = Γ(3) = 0. For any linear equation of motion the superposition principle
holds and it is safe to assume that noise and fluctuations are Gaussian distributed
6From general symmetry considerations it is already clear that Γ(2) cannot contribute to the
response function in an isotropic and homogeneous system (the friction force must change sign
under time reversal). Yet, for the sake of generality we show this below.
7We distinguish averages in the perturbed system 〈 · 〉 and in equilibrium 〈 · 〉eq.
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random variables8. By virtue of Wick’s theorem [38], the odd moments of random
variables vanish, i.e. in particular 〈δxδxδx〉 = 0. The equation of motion in Fourier
space simplifies to
χ−1〈x〉+M[〈x〉〈x〉+ 〈δxδx〉] +N [〈x〉〈x〉〈x〉+ 3〈δxδx〉〈x〉] = Fpert(ω) . (5.50)
We assume that the perturbation has been switched on at some time far in the past
and the system is in the stationary state. Under such conditions the correlation
functions in time-domain are functions of time differences and in Fourier space we
can apply the Wiener-Khintchine theorem [38]
〈δx(ω)δx(ω′)〉 = 2πδ(ω + ω′)〈|δx(ω)|2〉 . (5.51)
The spectral density is the Fourier transform of the correlation function for sta-
tionary processes, i.e. 〈|δx(ω)|2〉 =
∫∞
−∞ dω e






+ (ω1,−ω1)ω21〈|δx(ω1)|2〉 = 0 . (5.52)
Note that this term vanishes identically for any frequency9. We thus find the final
form of the averaged Langevin equation in leading order in Γ(2) and Γ(3)
(χ−1 + 3N [〈δxδx〉])〈x〉+M[〈x〉〈x〉] +N [〈x〉〈x〉〈x〉] = Fpert(ω) , (5.53)
where we used the notation N [〈δxδx〉]〈x〉 ≡ N [〈δxδx〉〈x〉]. This notation is moti-
vated by the fact that





+ (ω1,−ω1, ω)ω21〈|δx(ω1)|2〉 (5.54)
does no longer involve an operation over ω3, i.e. N [〈δxδx〉〈x〉] reduces to a multi-
plication of the operator in Eq. (5.54) with the third argument. Recall that in the
operatorsM and N the fluctuations and average of the linear problem appear, i.e.
〈x〉 = (−mω2 + κ+ iωΓ(1)+ )−1Fpert , (5.55)
δx = (−mω2 + κ+ iωΓ(1)+ )−1f . (5.56)
8Recall that a quadratic microscopic Hamiltonian leads to linear equations of motion and the
noise is a Gaussian random variable [12, 75]. In Fokker-Planck dynamics, a linear drift vector
and constant diffusion tensor leads to Gaussian distributions for the stationary as well as for
the instationary solutions [38].
9At finite frequency ω the delta function immediately renders the term zero. At zero frequency the
relation is, however, more subtle. We can still rule out a contribution on physical grounds by
arguing that the contribution at ω = 0 corresponds to the quasi-static case where the particle’s
velocity obeys the Maxwell-Boltzmann distribution. Since the Maxwell-Boltzmann distribution
does not know about the shape of the particle, and the quadratic-order term in velocity does
not contribute to the response in case of an isotropic particle in a homogeneous system, we can




The χ as defined in Eq. (5.45) is identified as the response function of the linear prob-
lem. Note that the linear-response function is connected to the spatial equilibrium




δ(ω − ω′) Im[χ] . (5.57)
With this relation and Eq. (5.56) we find the usual connection between the force-
force correlator and the friction memory kernel of a linear generalized Langevin
equation





δ(ω − ω′) Im[χ−1]
= 4πβ−1δ(ω − ω′) Re[Γ(1)+ ] .
(5.58)
Application of the Wiener-Khintchine theorem thus yields
β〈|f(ω)|2〉 = 2 Re[Γ(1)+ ] . (5.59)
How does the presence of nonlinear terms in the equation of motion (5.42) change
the linear response of the system? In order to answer this question we need to





= (−mω2 + κ+ iωΓ(1)+ + 3N [〈δxδx〉eq])−1
= χ− 3χN [〈δxδx〉eq]χ .
(5.60)
The linear response function of the nonlinear system is renormalized by the presence
of the nonlinear friction force in the Langevin equation. The equilibrium noise is
easily extracted by setting 〈x〉eq = 0 in Eq. (5.44),
f(ω) = χ−1δx+M[δxδx] +N [δxδxδx] . (5.61)
The first moment of the equilibrium noise vanishes by definition and we can compute
the equilibrium noise correlator as
〈f(ω)f ∗(ω′)〉eq = χ−1(ω)〈δx(ω)δx∗(ω′)〉eq(χ(ω′)−1)∗
+ χ(ω)−1〈δx(ω)N [δxδxδx]∗(ω′)〉eq + 〈N [δxδxδx](ω)δx∗(ω′)〉eq(χ−1(ω′))∗ ,
(5.62)
where we used again that the linear fluctuations are Gaussian distributed random
variables. In the four-point correlation functions that appear we can use the sym-
metry property of the N -operator and rewrite the equilibrium noise correlator in a
10Note that the equilibrium correlator 〈δxδx〉eq now appears in the argument of N since we
compute the linear-response function and need to expand the probability distribution of the
correlation function to zeroth order in Fpert (as 〈x〉 is of linear order in Fpert according to
Eq. (5.55)).
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symmetric form
〈f(ω)f(ω′)〉eq = (χ−1 + 3N [〈δxδx〉eq])ω〈δx(ω)δx∗(ω′)〉eq((χ−1)∗ + 3N [〈δxδx〉eq]∗)ω′
(5.63)
By virtue of the fluctuation dissipation theorem in Eq. (5.57), where we now use the




δ(ω − ω′) Im[χ̃−1] . (5.64)
The spectral density of the equilibrium noise thus reads

























+ (ω1,−ω1, ω)ω21〈|δx(ω1)|2〉eq . (5.66)
The linearized equation of motion in Fourier space is thus given in terms of the
renormalized noise correlator (Eq. (5.65)) and memory kernel (Eq. (5.66))
−mω2x(ω) = −iωΓ̃(1)+ − κx(ω) + f(ω) . (5.67)
Interestingly, the spectral density of the particle’s position appears in the renor-
malized quantities. Since Eq. (5.66) holds up to linear order in Γ(2) and Γ(3) the
spectral density must be computed with respect to the linear problem. By means of
Eq. (5.56) we easily find
〈|δx(ω)|2〉 = 2kBT Re[Γ
(1)
+ (ω)]∣∣∣−mω2 + iωΓ(1)+ (ω) + κ∣∣∣2 . (5.68)
Equivalent to what we found from a microscopic starting point in Sec. 3.1, the
friction memory kernel of the linearized equation of motion couples to the trap
stiffness κ of the external potential. Note that possible choices of Γ
(3)
+ are restricted
by its connection to the spectral density of the equilibrium noise in Eq. (5.65). As
a function of two independent arguments, Γ
(3)
+ is antisymmetric in the argument ω
but symmetric in ω1.
5.4.2 Particle in a nonequilibrium steady state
The linearization in the previous section is only strictly true in equilibrium as we
made use of the fluctuation-dissipation theorem in Eq. (5.57). In a nonequilibrium
situation there is no known universal analogue to this fundamental theorem of sta-
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tistical physics despite certain generalizations in particular cases [29–33]. We now
want to investigate the case where the colloidal particle is driven at a constant ve-
locity through the complex bath. In the experimental system of a wormlike micellar
bath the driving of the colloid is realized by setting the optical tweezer into motion.
The relative motion between tracer particle and bath can in principle be achieved by
two equivalent routes: i) the position of the laser spot which gives rise to the optical
trapping potential is moved at constant velocity, ii) the trap is hold in place and we
move the bath at constant relative velocity against the probe. In classical physics
the two scenarios are identical because of the invariance of Newton’s equation of
motion under the Galilean transformation that connects the two inertial frame of
references (the laboratory frame and the comoving frame of the probe).
As a starting point we use again the phenomenogical nonlinear Langevin equa-
tion (5.42). In the described nonequilibrium situation, the external force is an
explicit function of time and reads Fext = −κ(x − v0t), where v0 is the dragging
velocity of the harmonic potential. The nonlinearity of the friction force and noise
makes the transformation to the comoving frame and the linearization nontrivial.
We want to consider the system under stationary conditions, i.e. the motion of the
trap started at some time far in the past. In the steady state the bath exerts a
mean friction force on the probe particle which on average is balanced by the mean
optical force. The force balance under stationary conditions gives us information on
the mean position of the particle in the laboratory frame, i.e.
|〈Fγ〉| = |〈Fκ〉| ⇒ 〈x〉 − v0t = 〈ξ〉 =
〈Fγ〉
κ
= const. . (5.69)
Here we introduced the variable ξ = x− v0t which measures the particle position in
the coming frame with respect to the origin of the moving trap. The mean value 〈ξ〉
thus gives the mean displacement of the particle in this reference frame due to the
mean friction force 〈Fγ〉. It is convenient to introduce another coordinate system
that describes the fluctuations around the mean position 〈ξ〉 of the particle. The
transformation into this comoving frame that follows the zero-force point is given by
δx = ξ − 〈ξ〉 = x− v0t− 〈ξ〉 = x− 〈x〉 . (5.70)
In order to rewrite the equation of motion with respect to this coordinate system,
we need to correctly transform the velocity and the inertial term. By using the fact
that the stationary probability distribution is time-independent, we find
δẋ = ξ̇ = ẋ− 〈ẋ〉 = ẋ− v0, δẍ = ẍ− 〈ẍ〉 . (5.71)
Since in the nonequilibrium steady state the particle moves on average at the same
velocity as the trap, we used 〈ẋ〉 = v0. The transformation rules in Eqs. (5.70) and
(5.71) together with the condition of force balance (5.69) in the stationary state
allows us to rewrite Eq. (5.42) as
mδẍ(t) = Fγ(t)− 〈Fγ〉 − κδx(t) + f(t) . (5.72)
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This is the equation of motion in the comoving frame where the particle fluctuates
around the coordinate origin11. Note that the fluctuating part of the friction force
Fγ (i.e. the velocity-dependent part in Eq. (5.42)) appears in this reference frame.
We may compute the fluctuating force up to third order in velocity and find12









+ (t− s1, t− s2)(ẋ(s1)ẋ(s2)− 〈ẋ(s1)ẋ(s2)〉)
−
∫
ds1 ds2 ds3 Γ
(3)
+ (t− s1, t− s2,−t− s3)(ẋ(s1)ẋ(s2)ẋ(s3)− 〈ẋ(s1)ẋ(s2)ẋ(s3)〉) .
(5.73)
The transformation into the comoving frame yields a renormalization of memory
kernels Γ̃(1) and Γ̃(2). They become functions of dragging velocity v0 and read
Γ̃(1)(t) = Γ(1)(t) + 2v0Γ
(2)(t, 0) + 3v20Γ
(3)(t, 0, 0) , (5.74)
Γ̃(2)(t1, t2) = Γ
(2)(t1, t2) + 3v0Γ
(3)(t1, t2, 0) . (5.75)
Note that in this representation the argument zero in the bare memory kernels (the
one without the tilde) involves an integration over time (i.e. these arguments have
been Laplace transformed and are evaluated at s = 0). Recall that the equation
of motion (5.72) is from the perspective/frame of the probe particle being at rest
on average. Consequently, the relative motion of the bath is reflected in a velocity-
dependent friction kernel (and noise as we will see below). This is another kind
of renormalization in comparison to the one we found for the equilibrium case in
the previous section. There the renormalization of memory kernel and noise was of
thermal nature (cf. Eqs. (5.66) and (5.68)) obtained by a perturbative treatment of
the nonlinearity.
A similar analysis is feasible in the nonequilibrium steady state. Transformation of
the equation of motion (5.72) into Fourier space yields
χ−1x+M[xx− 〈xx〉] +N [xxx− 〈xxx〉] = f(ω) + Fpert(ω) . (5.76)
Here we included again a time-dependent external perturbation force Fpert that is
under our control. Furthermore, we defined the frequency-dependent function/linear
operators






dω2 δ(ω − ωσ)Γ̃(2)(ω1, ω2)iω1x(ω1)iω2x(ω2) , (5.78)
11The vanishing mean particle position, i.e. 〈δx〉 = 0, can be easily seen from Eq. (5.72) by taking
the average 〈 · 〉 with respect to the stationary distribution function.
12Note that we drop the extra δ from δẋ from now on to save space.
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× δ(ω − ωσ)Γ(3)(ω1, ω2, ω3)iω1x(ω1)iω2x(ω2)iω3x(ω3) .
(5.79)
In contrast to the equilibrium case, we use the rescaled memory kernels Γ̃(1) and Γ̃(2)
in these definitions. In order to find the linearized equation of motion, we now need
to compute the linear-response function around the nonequilibrium steady state. For
that purpose we introduce the average with respect to the perturbed distribution
〈 · 〉p. Application of this average with respect to Eq. (5.76) yields
χ−1〈x〉p +M[〈xx〉p − 〈xx〉] +N [〈xxx〉p − 〈xxx〉] = Fpert(ω) . (5.80)
Due to the external perturbation the particle’s mean position in the moving trap
changes and we can write
x = 〈x〉p + δx . (5.81)
The equation of motion can then be rewritten according to
χ−1〈x〉p +M[〈δxδx〉p − 〈δxδx〉 − 2〈δx〉〈x〉p]
+N [3(〈δxδx〉p − 〈δxδx〉)〈x〉p + 〈δxδxδx〉p − 〈δxδxδx〉 − 3〈δx〉〈x〉p〈x〉p] = Fpert(ω) .
(5.82)
Again we may assume that the perturbation was switched on at some time far
in the past, so that correlators in the operator M drop out13. Furthermore, we
aim at the perturbative equation to linear order in the nonlinear memory kernels.
Consequently, the averaging of arguments within the arguments of M and N can
be assumed Gaussian. Moreover, with 〈δx〉 = 〈x〉 − 〈x〉p we find
Fpert(ω) = χ
−1〈x〉p +M[−2(〈x〉 − 〈x〉p)〈x〉p]
+N [3(〈δxδx〉p − 〈δxδx〉)〈x〉p − 3(〈x〉 − 〈x〉p)〈δxδx〉 − 3(〈x〉 − 〈x〉p)〈x〉p〈x〉p] .
(5.83)







−mω2 + κ+ iωΓ̃(1)(ω) + 3N [〈δxδx〉]
)−1
= χ− 3χN [〈δxδx〉]χ .
(5.84)
Although the appearance of the result is identical to the case of equilibrium in
Eq. (5.60), we note that in χ (the response function of the linear problem) now
the renormalized memory kernel Γ̃(1)(t) occurs given in Eq. (5.74) (note the v0-
dependence). Another striking difference to the linear-response function around the
equilibrium state is the correlator 〈δxδx〉 which must be evaluated in Eq. (5.84)
13The same line of argumentation as in the equilibrium case holds for nonzero frequencies. At zero
frequency these terms must vanish as well which is a consequence of the isotropy of the system
(a property of Γ̃(2)).
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with respect to the stationary distribution function instead of the equilibrium dis-
tribution. Note that from the linear-response relation (5.84) we can read off the
renormalized memory kernel that appears in the linearized equation of motion in
the comoving frame. In contrast to the equilibrium case, it is obtained in a two step
renormalization (transformation into the comoving frame and subsequent lineariza-
tion in the nonlinear memory kernel) and takes on the form
Γ̄
(v0)








+ (ω1,−ω1, ω)ω21〈|δx(ω1)|2〉 . (5.85)
Unlike the equilibrium case, the linear memory kernel Γ̃
(1)
+ (ω) is already renormalized
via Eq. (5.74) and depends on velocity v0 of the trap. The expansion of the noise
correlator under stationary conditions to first order in the nonlinear memory kernels
follows the same computational steps as in Sec. 5.4.1. We only provide the final
result which for the spectral density of the noise reads
〈|f(ω)|2〉 = (χ−1 + 3N [〈δxδx〉])ω〈|δx(ω)|2〉((χ−1)∗ + 3N [〈δxδx〉]∗)ω (5.86)
We emphasize that the noise is now also a function of dragging velocity v0 of the trap
via the renormalized memory kernel in Eq. (5.74). In contrast to the equilibrium
case, we cannot invoke the fluctuation-dissipation theorem14 anymore to link this
correlator to the memory kernel. Note that in this case relation Eq. (5.86) is an
implicit equation of the noise correlator (recall that the position spectral density
of the linear generalized Langevin equation is proportional to the noise spectral
density). In principle, such an equation could be solve in an iterative fashion. The
linearized equation of motion in the comoving frame is then given in terms of the
renormalized memory kernel (Eq. (5.85)) and noise correlator (Eq. (5.86)) written




Γ̄(v0)(t− s)ẋ(s)− κx(t) + f (v0)(t) . (5.87)
Summarizing the results of the previous two sections about the phenomenogical non-
linear Langevin equation (5.42), we found that a perturbative analysis in equilibrium
leads to a thermal renormalization of the type of which we already worked out from
a microscopic starting point in Chapter 3. In particular, we observed a dependence
on the trap stiffness κ in the renormalized friction memory kernel (see Eq. (5.66)
and Eq. (5.68)) if the particle is confined by a harmonic trap. As stated before such
a dependence in a linearized equation appears to be quite general irrespective of
the actual type of the external potential. In nonequilibrium the situation is more
complex because of the nontrivial transformation into the comoving frame. While
this transformation itself leads to a renormalization, the subsequent thermal renor-
malization is then additive. The study of the phenomenogical nonlinear Langevin
equation and its dependencies in the linearized version will prove useful in the follow-
ing section where we resort to this model a model equation of the form of Eq. (5.87)
14Despite a universal nonequilibrium analogue to this fundamental theorem of statistical physics
has not been found yet, certain generalizations do exist in particular cases [29–33].
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6 Oscillating modes of overdamped
driven colloids
In this chapter, we revisit the experimental system of a colloidal particle in a worm-
like micellar solution already investigated in Chapter 3. Here we investigate the
case of nonequilibrium steady state dynamics and resort to the performed analysis
of nonlinear generalized Langevin equations in the previous chapter. In particular,
we study the case where the confining harmonic trap is dragged at constant velocity
v0 through the complex micellar bath. In the experimental system of a wormlike
micellar bath the driving of the colloid is realized by setting the optical tweezer into
motion. The relative motion between tracer particle and bath can in principle be
achieved by two equivalent routes: i) the position of the laser spot, which gives rise
to the optical trapping potential, is moved at constant velocity, ii) the trap is hold
in place and we move the bath at constant relative velocity against the probe. These
two scenarios are identical in classical physics because of the invariance of Newton’s
equation of motion under the Galilean transformation that connects the two inertial
frame of references (the laboratory frame and the comoving frame of the probe). The
study of fluctuations in the comoving frame of the experimental system will reveal
a new harmonic oscillator state with non-trivial fluctuations, which in overdamped
dynamics are strictly ruled out in equilibrium. The experimental observations are
conveniently described via a linear generalized Langevin equation of the form we
derived in the previous chapter. The results presented in this chapter are based to
a large extent on the findings published in Ref. [4]1.
6.1 State of the art
Driven colloidal particles suspended in purely viscous (Newtonian) solvents have
provided valuable insight in understanding nonequilibrium processes. Due to the
clear separation of time scales between the degrees of freedom of the tracer particle
and the bath degrees of freedom they can be described by Markovian Langevin
equations. In the Markovian limit any time scale associated with probe motion (the
1J. Berner, B. Müller, J. R. Gomez-Solano, M. Krüger, and C. Bechinger. Oscillating modes
of driven colloids in overdamped systems. Nat. Commun., 9(1):999, 2018. This article
is licensed under a Creative Commons Attribution 4.0 International License (see http:
//creativecommons.org/licenses/by/4.0/). Any reprint and/or adaptation of figures taken
from this reference will be indicated in the corresponding figure caption in this chapter.
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Brownian diffusion time and the time scale of driving) is well separated from the
relaxation time scale of the solvent. Consequently, the velocity distribution of the
bath molecules is unaffected by the driving of the particle. For that reason the
bath acts as a genuine equilibrium thermostat irrespective of how fast the particle is
dragged through the fluid. The ratio of the solvent relaxation time τS and Brownian
diffusion time τB defined as the parameter M in Eq. (2.4) is thus supposed to be
small in the given limit. Consequently, the memory kernel is presumed to be delta
correlated and in particular independent of velocity, i.e.
Γ(v0)(t)
M1
= 2γδ(t) . (6.1)
The noise is typically assumed to be Gaussian white and, by virtue of the fluctuation-
dissipation theorem, independent of the driving velocity as well. Indeed, many ex-
periments have confirmed that the Markovian assumption remains valid even in the
case of strong external driving forces (Ref. [39] provides an excellent overview over
this topic). On the theoretical side, the time scale separation and the postulation
of a weak coupling of colloidal particles to the thermal bath opens up a consistent
description in terms of stochastic thermodynamics [32, 39, 47]. In the Markovian
limit, the equation of motion in the comoving frame can be given by the linear
Langevin equation
mẍ(t) = −γẋ(t)− κx(t) + f(t) . (6.2)
Notably, this equation of motion only depends on the probe position at time t and
does not take into account the probe’s history. While this equation is expected to
hold for purely viscous solvents, i.e. Newtonian fluids, experimental measurements in
viscoelastic fluids like semi-dilute polymer solutions [129], micellar systems [53], or
dense colloidal suspensions [111] demonstrate that the theoretical description must
be necessarily a non-Markovian equation of motion, e.g., of the form Eq. (5.87).
Viscoelastic fluids exhibit a large structural relaxation time τS and the argument
of a separation of time scales between particle and bath degrees of freedom is no
longer applicable. As a consequence, when the particle is driven through such a fluid,
the bath can no longer be regarded to remain in equilibrium. Instead the particle
dynamics will be strongly affected by the deformation of the complex microstruc-
ture of the bath. Experimental studies reported the occurrence of unsteady particle
motion [130, 131], and in general showed a strong deviation from the behaviour
in simple Newtonian liquids [50, 52, 53, 111–113, 118, 129, 132, 133]. Note that
these findings are typically caused by nonlinear rheological properties of viscoelastic
fluids (e.g. the decay of viscosity commonly known as shear thinning with increas-
ing driving velocities), which can be observed in both micro- and macrorheological
experiments [18, 50, 52, 134].
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6.2 The regime of measurement
In contrast to previous studies, the experiments presented in this chapter are per-
formed in the regime of low driving velocities. A suitable dimensionless parameter
to distinguish the different regimes is given in terms of the Weissenberg number Wi
introduced in Eq. (2.3). It describes the ratio of the (structural) relaxation time
of the solvent and the time scale of driving. Here, we consider the regime of small
Weissenberg numbers, i.e. Wi < 1. Another distinct feature of the experimental
system in comparison to previous studies is the separation of length scales between
probe particle and bath. Since the radius of the probe particle is much larger than
the effective dimension of the bath particles there is no dependence on the size ratio
and we are in the asymptotic limit. Furthermore, we restrict ourselves to the case
of steady-state dynamics. In the steady state we can define a (micro-)viscosity by




The viscosity η is plotted in Fig. 6.1 as a function of velocity/Weissenberg number
for the wormlike micellar system. From the analysis in equilibrium and literature
[60, 61, 67, 114] we know that the so-called flow curve depends on the confinement
potential, i.e. in case of a harmonic potential the friction force acting upon the parti-
cle depends on the stiffness κ. In order to make the following analysis of the micellar
system comparable for different Weissenberg numbers the experimental trap stiffness
is fixed at κ = 2.81µN/m. There is another subtlety we want to comment on in the
flow curve in Fig. 6.1: While the values of viscosity for finite velocities were evalu-
ated via the relation (6.3), the relation is of no use for the experimental system in
the static limit v0 = 0. The reason for it is that for very small velocities v0 → 0 the
displacement 〈ξ〉 from the center of the trap decreases as well. Indeed, in the linear
response regime it must scale linearly in velocity so that the viscosity becomes inde-
pendent of v0. Experimentally these very small displacements are difficult to resolve
because of the limited spatial resolution. From linear response theory we obtained
in Eq. (4.11) that the friction coefficient in the limit v0 → 0 is simply given by the
s = 0 value of the Laplace transform of the friction memory kernel Γ. Extrapolation
of the numerical black curves in Fig. (3.12), that fitted the experimental equilibrium
data very well, yields the static values of viscosity in Fig. 6.1 for the three different
trap stiffnesses investigated in Sec. 3.3. For κ = 2.81µN/m this value is surprisingly
more than twice as large as the measured value for the smallest driving velocity
at Wi = 0.04. The static value describes the linear response regime of the system
and we expect a strong decrease in viscosity between Wi = 0 . . . 0.04 for this trap
stiffness. The resolution of this regime is currently under experimental investigation
and cannot yet be provided here. More importantly, we observe that the viscosity
appears to be independent of velocity not only in the linear-response regime of the
system but also in the regime Wi = 0.04 . . . 0.34 (cf. the blue curve in Fig. 6.1).
For even larger driving velocities than the ones illustrated in Fig. 6.1 we expect
the viscosity to fall of even further to finally reach the limiting plateau of the pure
81












 0  0.05  0.1  0.15  0.2  0.25  0.3  0.35






















Figure 6.1: Viscosity η obtained from the force balance of friction force and optical
force in Eq. (6.3) as a function of trap velocity v0 and corresponding Weissenberg
number. The values at Wi = 0 for finite trap stiffness κ are obtained from the linear-
response relation in Eq. (4.11). The static value in the absence of the trap is obtained
from the mean-squared displacement of a free diffusion measurement. Provision and
use of experimental data granted by Johannes Berner (Bechinger group, University
of Konstanz). Adapted and reprinted from Ref. [4].
solvent viscosity (i.e. excluding the contribution of the micellar particles). We thus
anticipate the full experimental flow curve to exhibit (at least) three plateaus: the
linear-response regime, an intermediate transient plateau for finite driving velocities,
and the final plateau of the solvent viscosity. Here we investigate the intermediate
transient plateau which shows a new harmonic oscillator state with non-trivial fluc-
tuations. This oscillator state is strictly ruled out in equilibrium systems for the
case of highly overdamped motion as will be proven below.
6.3 Experimental observations
The experimental system studied in this section is identical to the one for the equi-
librium case (for details see Sec. 3.3). We emphasize again that the measurements
are conducted under highly overdamped conditions with Reynolds numbers of the
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order of 10−9, so that inertial effects in the fluids are negligibly small. Figure 6.2
compares the particle motion in equilibrium (Wi = 0) and for nonequilibrium con-
ditions (Wi = 0.34). Recall that fluctuations of the particle in nonequilibrium are
recorded in the comoving frame around the particle’s mean position quantified by
x(t) = ξ(t) − 〈ξ(t)〉. As observed earlier the particle behaves as an almost ideal
random walker in equilibrium (see the upper panel in Fig. 6.2 and the distribution
function follows the Boltzmann distribution in that case (see Fig. 3.3). In contrast,
the nonequilibrium trajectory shown in the lower panel of Fig. 6.2 looks different
on both the qualitative and quantitative level. We observe strong differences in the
fluctuations around the mean particle position. In the driven state the fluctuations
appear to be more involved showing and the trajectories show an almost oscillatory-
like motion (if we would smoothen out the trajectory). On the other hand, the
particle reaches values of displacements that are highly unlikely in its equilibrium
counterpart. This fact is also reflected in the probability distribution of particle
positions that exhibits considerable deviations from the corresponding equilibrium
distribution as illustrated in Fig. 6.3. The unexpected behaviour in the regime of
finite but very small Wi is also corroborated by the corresponding mean-squared
displacements (MSDs), 〈(x(t)−x(0))2〉, which are shown in Fig. 6.4 for six different
Wi. In equilibrium, the MSD grows monotonically and reaches, in the limit of large
times t, a plateau value of 2kBT/κ (indicated by the horizontal black dashed line)
in accordance with the equipartition theorem. In contrast, the MSD curves at finite
driving velocities of the trap show a distinct behaviour reaching a maximum value
that considerably exceeds the equilibrium long-time value. This is clear indication
that the particle can explore a larger configurational space in a moving trap com-
pared to a static trap. Another striking feature of the nonequilibrium MSD curves is
the apparent nonmonoticity of the curves at larger times. Note that this behaviour
of MSD curves is strictly ruled out in equilibrium as we will show below.
The oscillatory-like behaviour of trajectories can be made even more evident by
considering the average particle position 〈x(t)〉x0 over time if the particle has been
released from a certain initial position x0. The so-called mean conditional displace-




dxP (x, t|x0, 0)x . (6.4)
P (x, t|x0, 0) is the probability to find the particle at position x at time t, provided
that it was at x0 at time t = 0. The previous formal definition applies to the







n(xi, x0, tn)xi . (6.5)
In the discrete case we replaced the conditional probability with the corresponding
statistical frequencies n(xi, x0, tn), i.e. the number of (random) occurrences xi at time
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Figure 6.2: Experimental trajectories of a harmonically confined particle for Wi =
0 and for finite Wi. The latter is measured in the comoving frame under stationary
conditions. In contrast to Newtonian fluids, we observe strong differences in the
fluctuations of the two states. Provision and use of experimental data granted by











































Figure 6.3: Probability distribution P (x) of particle positions in the comoving
frame in a wormlike micellar bath out of thermal equilibrium. For comparison we
included the Boltzmann distribution of the corresponding equilibrium measurement
from which we can extract the trap stiffness κ by using a parabolic fit (solid line) of




























Figure 6.4: Experimental mean-squared displacements in equilibrium and nonequi-
librium. In equilibrium the MSD is monotonic and saturates to 2kBT/κ (horizontal
dashed black line) according to the equipartition theorem. In contrast, in the case
of finite driving the MSDs grow much quicker and higher and appear to become
nonmonotic for large times. Provision and use of experimental raw data granted by
































Figure 6.5: Upper panel: The experimental MCDs are computed for various inter-
vals ∆x0 = 10 nm of initial conditions x0. Lower panel: After normalisation on x0
the curves collapse to a single line. Reprinted from Ref. [4].
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Figure 6.6: Oscillation amplitude and frequency of the MCD curves (shown in
Fig. 6.7) over Weissenberg number. The insets illustrate how these quantities are
derived from experimental data. Both curves decrease with decreasing Weissenberg
number, i.e. towards equilibrium. The decreasing frequency implies that the re-
laxation of the particle’s position is particularly slow at small Wi. We estimated
the frequency from the first half cycle of oscillations due to the limited length of
experimental trajectories. Reprinted from Ref. [4].
step tn if the initial position x0 was fixed at t0 = 0. It is normalized by n(x0), which
gives the number of (random) occurrences of equal initial displacements x(tn) = x0
in a given experimental trajectory. Notably, the sum in Eq. (6.5) runs over all
possible outcomes xi of the experiment. For decent statistics it is convenient to
collect the occurrences of initial points in intervals of ∆x0 = 10µm and average over
them. Furthermore, we note that when computing the MCD curves one should leave
out the values around zero that are within the experimental uncertainty of spatial
resolution.
The experimental MCD curves are computed from (long) trajectories for different
intervals ∆x0 of starting points. Note that the length of experimental trajectories
is limited not only by the length of the sample cell used in the experiment but also
by the arrangement of mirrors used to deflect the laser spot. The distance that can
be covered by the particle in the bulk medium is roughly 20µm. This restricts the
numerical analysis of observables to a certain point in time which decreases with
increasing Weissenberg number. It is important to emphasize that the MCD curves
scale linearly in the initial condition x0. This observation is verified in Fig. 6.5 where
we assembled the curves in intervals of ∆x0 = 10µm at Wi = 0.17. After normali-
sation on the respective initial condition x0 the curves collapse almost perfectly to
a single line (cf. lower panel in Fig. 6.5). Note that the linearity of MCDs in initial
condition x0 is also found for the other Weissenberg numbers as considered in this
chapter. The property is significant as it motivates the usage of a linear equation in
x of the form of Eq. (5.87). Moreover, it allows us to average over the normalised
curves with positive and negative initial condition x0 to improve overall statistics.
This procedure is performed for six different Weissenberg numbers and we illustrate
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Figure 6.7: Mean-conditional curves in equilibrium and at finite driving of the
trap. In equilibrium, the MCD relaxes exponentially, as expected for any complex
fluid under overdamped conditions. For finite driving, MCDs show pronounced os-
cillatory behaviour, which, especially for small Wi, drastically increases the system’s
correlation time (e.g., more than 150 s for Wi = 0.04). Provision and use of experi-
mental data granted by Johannes Berner (Bechinger group, University of Konstanz).
Adapted and reprinted from Ref. [4].
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of the particle in a static trap. As expected for a highly overdamped system the
MCD decays monotonically, exhibiting a rapid initial decay and a subsequent slower
exponential-like decay. This kind of two-step behaviour is intuitively clear: When
being released from its initial condition x0, the particle initially feels only the low
friction force induced by the solvent molecules but a strong restoring force due to
the optical trap. On a larger time scale, the particle is affected by the viscoelas-
ticy of the medium and the interaction with micellar particles increases the friction
force. Combined with the confined motion in the trap the particle position relaxes
monotonically to zero on a time scale roughly given by the ratio of the particle’s
friction and the trap stiffness κ. In equilibrium, this behaviour is expected as the
Smoluchowski operator, including interactions between the colloidal probe and the
surrounding micellar particles, has real negative eigenvalues. The MCD curve is thus
a sum of positive exponentially decaying functions as we will prove below. For finite
driving velocities, the MCD curves in Fig. 6.7 are qualitatively different. They do
not decay monotonically, but show oscillations whose amplitudes increase with Weis-
senberg number. Most interestingly, the oscillation period appears to be extremely
large for small driving velocities (about 100 s for Wi = 0.04, the slowest drive ac-
cessible in the experiments). In the regime of small driving velocities the particle
position relaxes much slower than in equilibrium. It is noteworthy to point out that
even in nonequilibrium the MCDs are symmetric and there is no difference whether
the particle is released from a positive or negative value of x0. In Figure 6.6, we
show the dependence of amplitude and frequency of oscillations over Weissenberg
numbers. Both quantities exhibit a gradual decrease as equilibrium (Wi = 0) is
approached.
6.4 Negative memory modes
How can we understand the origin of particle oscillations in an overdamped system?
In order to answer this question, we recall that on the Brownian diffusion time
scale, the particle’s motion is a balance of a frictional force, an optical force, and a
stochastic ‘noise’. For a viscoelastic bath, the frictional force at time t is in general
a nonlinear functional G{ẋ(t′) + v0}t′≤t of the past trajectory, and so is the noise. In
the previous section, we observed that the experimental MCD curves scale linearly
in initial position x0. This supports the idea of a linear equation of motion and
we may use the phenomenological Langevin equation derived in Eq. (5.87). In the
overdamped limit we may drop the inertial term and obtain the first-order differential
equation ∫ t
−∞
dsΓ(v0)(t− s)ẋ(s) = −κx(t) + f (v0)(t) . (6.6)
The phenomenological equation used here is in contrast to other approaches which
can be deployed to describe nonlinear stochastic systems [54, 100, 135–137]. For-
mally, the velocity-dependent memory kernel Γ(v0) is the functional derivative of the
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Wi κ γ∞ γ0 τ γ1 τ1 γ2 τ2
0 2.8 0.18 20.6 9.1 – – – –
0.04 2.3 0.19 6.8 25.0 -1135.1 27.0 – –
0.11 2.3 0.19 5.3 28.0 -204.5 17.8 109.3 10.0
0.17 2.6 0.18 6.5 28.0 -67.3 15.0 17.3 2.0
0.24 2.7 0.21 7.1 14.8 -126.4 11.0 23.0 2.1
0.34 2.7 0.18 6.0 16.0 -84.1 12.0 6.4 0.4
Table 6.1: Values of parameters as used in Fig. 6.4 and Fig. 6.7, respectively. The
trap stiffness κ is given in units of µN/m, friction coefficients γ are given in units of
µNs/m, and memory relaxation times τ in s.
average of G around the nonequilibrium steady state,





A similar formal definition is applicable to the noise f (v0), which is then independent
of ẋ and 〈f (v0)(t)〉 = 0. In Chapter 5, we approximated G by a series expansion in
orders of velocities ẋ(t) + v0 (see Sec. 5.3 and the initial equation (5.42) of the
phenomenological abstraction). The nonlinearity of G makes the transformation
into the comoving frame as well as the linearization nontrivial. As a consequence,
the memory kernel of the linearized equation in the comoving frame is a function of
the dragging velocity2. In this linearized phenomenological model, we can compute






with Laplace transforms ĥ(s) =
∫∞
0
dt e−sth(t) . It is noteworthy that velocities
average to zero for t < 0, e.g. by preparing the system at t = 0 in position x0 in the
nonequilibrium steady state. Equation (6.8) uniquely relates the MCD curve to the
nonequilibrium memory kernel Γ(v), i.e. knowledge of one of the quantities implies
knowledge of the other. On the other hand, this relation is independent of noise
f (v). An accurate description of the experimental MCD curves is thus reduced to
finding a suitable model of the nonequilibrium memory kernel Γ(v). In fact, solving
Eq. (6.8) for Γ(v) and a numerical Laplace transformation of the experimental MCD
curve reveals that the experimental memory kernel in nonequilibrium is no longer
positive for all times t as opposed to the equilibrium case.
In equilibrium, well-established models for the memory kernel Γ(0) have been de-
veloped by Maxwell [138] and Jeffreys [51, 139], which consider a memory time τ ,
2In a sense, this is the natural nonequilibrium extension to the statement that the memory kernel
depends on trap stiffness κ in the static case.
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Here, γ∞ and γ0 are friction coefficients at infinite and zero frequencies, respectively.
In this effective model one assumes a separation of time scales between interactions of
the probe particle with solvent molecules and with other Brownian particles. While
the former interactions form the Markovian part of the memory kernel and have only
an impact on the tracer particle at time t, the latter interactions are non-Markovian
and their history, characterized by the relaxation time τ , influences the future dy-
namical evolution of the probe. Note that the time integral over the memory kernel
equals γ0 which can be referred to as the zero-shear friction coefficient. The friction
coefficients and relaxation time of this model can now be adjusted in such manner
to obtain best agreement with the experimental data. The best fit result is shown in
Fig. 6.7 in the form of solid lines. As expected, after a rapid initial decay the MCD
decays monotonically to zero in accordance with the experimental curve. Note that
the parameters are provided in Table 6.1. The friction coefficient γ0 = 20.6µNs/m
can be recast in the corresponding zero-shear viscosity via η = γ0
6πR
= 0.8 Pa s which
is in good agreement with the value we found in Fig. 6.1 from the numerical ex-
trapolation of curves in Fig. 3.12. The relaxation time τ = 9.1 s is of the order of
seconds as expected for the micellar system.
The nonequilibrium MCD curves, however, cannot be grasped within the model
of Eq. (6.9). Such a model always leads to monotonically decaying MCD curves
in agreement with equilibrium statistical mechanics. In overdamped dynamics,
the Smoluchowski equation describes the time evolution of the probability function
P (X, t) of a interacting constituents in a system. We have already become familiar
with this important equation in Sec. 3.2.3 and here we want to exploit some general
properties of the Smoluchowski operator to prove the absence of oscillations in the
equilibrium MCDs. Recall that the adjoint of the Smoluchowski operator is Her-
mitian with respect to the weighted inner product (weighted with the equilibrium
probability distribution Peq) [18]











The eigenvalues of Ω† are thus real and the set of eigenfunctions Ω†φn = λnφn
for a orthogonal basis, i.e. for normalised functions fulfill 〈φ∗nφm〉eq = δnm. By
definition the microscopic diffusion matrices Dij are positive semi-definite [38], and
consequently we find Ω† to be negative semi-definite
〈g∗Ω†g〉eq ≤ 0 (6.11)
i.e. λn ≤ 0 for any n. All modes are strictly overdamped, and we can express









where we expanded the arbitrary phase space observable g =
∑
n cnφn in the eigen-







In time domain this relation translates into (we may use 〈x2〉eq = (βκ)−1 with
β = (kBT )
−1 the inverse temperature)
〈x(t)〉eqx0
x0
= βκ〈x(t)x(0)〉eq . (6.14)
Consequently, the equilibrium MCDs are strictly monotonic and show no oscillatory
behaviour in a complex suspension. A similar argumentation can be used to prove
that the equilibrium memory kernel is a positive function for all times t under
overdamped conditions. We recall that the fluctuation-dissipation theorem relates
the linear response function of a system to a small external perturbation to its
thermal equilibrium fluctuations. For the trapped Brownian particle we have
Γ(0)(|t|) = 〈f(t)f(0)〉eq. (6.15)
By virtue of the same arguments as before, Γ(0) is positive for all times t.
The correct description of the nonequilibrium MCD curves requires the memory
kernel to be negative in a certain regime of time. Aiming at a simple model, we
amend Eq. (6.9) by another generic exponential term to account for finite driving,
Γ(v0) = 2γ∞δ(t) +










Notably, the parameters of this kernel are now itself a function of dragging velocity v0
or Weissenberg number, respectively. Note we use τ1 > τ throughout the following
analysis3. Most importantly, the new coefficient γ1 is negative, so that Γ
(v)(t) is
negative for long times in contrast to the equilibrium kernel. The concept of negative
memory has been used in other fields of rheology as well, e.g. in the description of
so-called stress overshoots. These overshoots can occur when macroscopic shear is
applied abruptly to a system and the resulting stress encounters a maximum as
a function of time before the yield stress is finally overcome [134, 140–143]. The
phenomenon can be linked to the concept of negative memory as was demonstrated
in Refs. [134, 143] starting from a microscopic starting point.
3This condition ensures that the non-Markovian contribution of the memory kernel is positive at
t = 0 provided that γ0 > γ∞.
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Similar to the equilibrium case we can vary the parameters of the model in Eq. (6.16)
to find best agreement with the experimental curves. In the regime of small driving
velocities we assume the connection between the memory kernel and the viscosity




dtΓ(v)(t) ≈ 6πηR . (6.17)
This reduces the parameter space to the variation of four parameters. We also note
that for larger driving, above Wi = 0.11, we used one additional exponential term
in contrast to Eq. (6.9) to obtain quantitative agreement with the experimental
curve. The results with the extension of Jeffreys model are shown in Fig. 6.7. The
theoretical curves now show the oscillatory behaviour which was observed in the ex-
perimental MCDs and almost perfectly agree with their experimental counterparts.
Notably, the final relaxation in the theoretical MCD curves can be much larger than
the individual relaxation times given in Table 6.1. In contrast to the negative mem-
ory modes found in the above mentioned studies of macroscopic shear, we study the
interplay of frictional forces with optical restoring forces. Oscillations as observed
in the nonequilibrium MCDs are typically features of inertia, as second-differential
equations (Newton’s equation of motion) easily allow for sinusoidal solutions. The
notion of inertia allows a reconsideration of the overdamped generalized Langevin
equation (6.6). Indeed, we can mathematically recast the first-order overdamped
equation of motion into a second-order differential equation by partial integration.
We find ∫ t
−∞
dsM(v0)(t− s)ẍ(s) = −γ0ẋ(t)− κx(t) + f (v0)(t) . (6.18)
In this equation, the friction coefficient γ0 at zero frequency appears, and we identify
M(v0)(t − s) ≡ −
∫ s
−∞ dhΓ
(v0)(t − h) with the memory kernel of inertia. Notewor-
thy, the memory of the system is now related to inertial effects while the friction
coefficient is time-independent and reduces to the zero frequency contribution of
the memory kernel. The effective mass of the system may now be interpreted as
the zero-frequency contribution of M̃(v0)(ω) and by mimicking Newton’s equation




dtM(v0)(t) = − (γ0 − γ∞ − γ1) τ − γ1τ1 . (6.19)
In equilibrium, the memory kernel Γ(0) in Eq. (6.16) is necessarily a sum of positive
exponentially decaying functions and consequently m strictly takes a negative value.
In nonequilibrium, however, the defined mass m is positive if the amplitude γ1 is
negative and τ1 > τ . For instance, we find a mass of m = 2.1 g for the parameters
4Strictly speaking, this relation is only true in the linear-response regime and beyond it no ana-
lytical connection between the memory kernel Γ(v) and the (microrheological) viscosity can be
established. In the variation of parameters, we allowed γ0 to vary within the range of errorbars
of Fig. 6.1 which seems to be a reasonable approximation of the uncertainty of this parameter
beyond the actual linear-response regime.
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used for Wi = 0.04 in Table 6.1. This corresponds to an effective mass 1010 times
the actual (physical) mass of the particle. Due to the negative memory, the particle
thus behaves like a massive particle with inertia even in the overdamped limit.
With the given model of memory friction in Eq. (6.16) at hand, we observe that
Eq. (6.6) shows two distinct types of solutions of the MCD curves. Depending on
the exact parameter values, there are either purely exponential solutions, ∼ e−|ν|t or
damped oscillating modes, ∼ e−(|ν|+i|Ω|)t, characterized by a frequency Ω. In partic-
ular, oscillatory solutions only occur in a finite range of κ (with all other parameters
fixed). Beyond this narrow range of κ the MCD curves exhibit a purely exponential
decay. The necessity of resonant conditions provides a possible explanation why
such oscillations have not been observed in previous experiments in a viscoelastic
colloidal suspension [111]. Indeed, a variation of κ in the experiment at finite Wi
indicates that there is a resonant value of trap stiffness. In Fig. 6.7, we show the
experimental MCD curves at Wi = 0.24 for three different values of κ. Obviously,
the trap stiffness used in the creation of Fig. 6.7 shows a particularly large oscilla-
tion amplitude, while larger and smaller stiffnesses show less pronounced oscillatory










Here, we used the memory kernel in Eq. (6.16) and neglected the contribution of the
solvent (γ∞ = 0). The analytical form in Eq. (6.20) shows a critical point at |γ1| = 0,
from which κc grows as a square root in |γ1|. The upper limit corresponds to the
physical situation where the particle moves at constant velocity (constant strain rate
conditions). Oscillatory behaviour in the MCDs is not possible because the optical
restoring force is so strong that the particle cannot overshoot its mean position.
On the other hand, if the trap is too soft the particle dynamics becomes diffusive
and due to the very weak restoring force the particle slowly relaxes to its mean
position in the MCD. In both cases, oscillating modes are thus excluded. While the
principal behaviour of the MCD curves upon varying trap stiffness is captured by
Eq. (6.20), its predictive power in terms of a dynamical phase diagram [4] is limited.
The reason for it is that in a complex bath memory kernel is a function of κ itself
(recall the results from Sec. 3.2.3). In this way, Eq. (6.20) must be regarded as an
implicit function of κ. Due to the lack of knowledge of the exact κ-dependence of
the memory kernel, we do not provide a phase diagram here.
By virtue of the overdamped generalized Langevin equation (6.6), we can also com-
pute the mean-squared displacement. It can be computed as the inverse Fourier
transform of the spectral density








with Fourier transforms h̃(ω) =
∫∞
−∞ dt e
−iωth(t). The MSD involves the noise corre-
lator in contrast to the noise-free MCD curves in Eq. (6.8). In equilibrium, the sec-
93



























Figure 6.8: Variation of trap stiffness in the experimental mean-conditional dis-
placement. The curves are plotted at the same Weissenberg number Wi = 0.24.
The blue curve corresponds to the value of κ used in the creation of Fig. 6.7 and
seems to show a resonant-like behaviour. Provision and use of experimental data












































Figure 6.9: Solution of a (stochastic) underdamped harmonic oscillator of a massive
particle for Wi = 0.34. The main graph shows the MSD (compare Fig. 6.4 and note
the log scale), whereas the inset shows the corresponding MCD (compare Fig. 6.7
for the same Wi. Reprinted from Ref. [4].
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ond moment of the noise is linked to the friction memory kernel via the fluctuation-
dissipation theorem (see Eq. (3.25)). In nonequilibrium this relation no longer holds
in general. For small driving velocities, however, it seems to be a good approxima-
tion as is shown in Fig. 6.4 by the solid lines where we used the same parameters
as in the creation of the MCD curves and obtain remarkable agreement with the
experiment5.
Note that the onset of oscillations in the nonequilibrium steady state was also ob-
served in a semi-dilute polymer solution [4]. The observation of oscillations in two
independent systems suggests the effect to be generic for viscoelastic solvents with
large structural relaxation times.
We close this section by reproducing the experimental results at Wi = 0.34 with a
model system of a (stochastic) underdamped harmonic oscillator. This picks up on
the idea that the overdamped equation of motion (6.6) with negative memory modes
corresponds to an underdamped equation of motion (recall Eq. (6.18)) with (positive)
particle mass m. One can test this analogy quantitatively by using an underdamped
oscillator in an equilibrium bath. The underdamped equation of motion in the
Markovian limit is given by
mẍ(t) + γẋ(t) = −κx(t) + f(t) . (6.22)
The noise term is assumed white Gaussian, i.e. its statistical properties are fully
specified by its first two moments, 〈f(t)〉eq = 0 and 〈f(t)f(t′)〉eq = 2γkBTδ(t − t′).
As shown in Fig. 6.9, the results of this simple model are in excellent agreement with
the experimental MSD and MCD curve, respectively. The parameters used for the
solid lines in this figure are κ = 2.8µNm−1, m = 32 mg, and γ = 5µNsm−1. Note
that the value of the friction coefficient γ is of the order of the nonequilibrium zero-
frequency coefficient γ0 in Table 6.1. Since the short-time behaviour is fundamentally
different in this model, we shifted the theoretical curves by an offset time t0 = 3.0 s
into negative t-direction to map this behaviour accordingly. Strong effects of inertia
allow the particle to temporarily explore a larger part of phase space and we see
the typically overshoot behaviour in the MSD in the main graph of Fig. 6.9. For
very large times, the MSD of the massive particle converges to its equilibrium value
2kBT/κ. The behaviour of the complex nonequilibrium system is thus well described
by a single parameter, the effective mass. The notion of effective mass has proven
useful before, e.g., in the description of conduction electrons [144].
5We allowed a slight variation of κ which can be attributed to the enhanced nonequilibrium
fluctuations and/or a small anharmonicity of the potential shown in Fig. 6.3
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γ γb1 γb2 V0,1 V0,2 d0,1 d0,2
0.25 1 10 4 8 4 50
Table 6.2: Values of parameters as used in Fig. 6.11 and Fig. 6.12, respectively.
The potential barriers V0,i are given in units of kBT , and the interaction length scales





6.5 Stochastic Prandtl-Tomlinson model in
nonequilibrium
The stochastic PT model provided an accurate description of the measured experi-
mental observables as outlined in Sec. 3.5. Here, we want to revisit the model and
study its properties in the nonequilibrium steady state where the harmonic confine-
ment potential of the probe particle is dragged at constant velocity v0. Again, by










We expect γ(v0) to be a function of velocity as we now consider the full response
force beyond the linear-response regime. In the linear-response regime, v0 → 0, the
curves must converge to the s = 0 value of the corresponding Laplace-transformed
memory kernel, i.e. limv0→0 γ(v0) = Γ̂(s = 0) (cf. Eq. (4.11)). Indeed, this behaviour
is observed in Fig. 6.10 where we simulate the flow curve for values of κ spanning
five orders of magnitude. Note that the values of Γ̂(s = 0) obtained from Fig. 3.9 are
included as horizontal solid lines in the figure. Overall, the κ-dependence in absolute
numbers seems to be largest in the linear-response regime. For dragging velocities
beyond this regime, the effective friction experienced by the particle decreases over
velocity for any value of κ. The reason for it is that the impact of the coupled bath
particle becomes less significant if the tracer particle is strongly driven. Note that
in this case the time scale of driving τD ∼ v−10 and the Brownian diffusion time τB of
the bath particle are well separated. Ultimately, in the limit of very large velocities,
τD  τB, the curves collapse to a single line and reduce to the bare friction coefficient
of the probe particle, i.e. limv0→∞ γ(v0) = γ. In this regime, the bath particle is at
rest as seen from the perspective of the tracer particle. Notably, there is a point of
intersection between the curves roughly at v0 ≈ 2. This behaviour of the flow curve
is in contrast to the strict monotonicity of limv0→0 γ(v0) upon varying κ which we
illustrated in Fig. 4.2. In the nonlinear-response regime, there is the case that the
particle feels less friction in a stiffer trap than in a weaker one.
In the discussion of the experimental flow curve (see Fig. 6.1), we suspected the
regime of measurement to be a transient regime, where the viscosity is approximately
constant over velocity just as one would expect from the actual linear-response
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regime. Such a flow curve behaviour can be mimicked by the stochastic PT model if
one couples another bath particle to the confined tracer particle. The second bath
particle must exhibit a distinct length scale of interaction with the tracer particle as
compared to the scale of the first bath particle. The principal appearance of the flow
curve in such a three-particle model is shown in Fig. 6.11 (note the logscale) for a
set of model parameters given in Table 6.2. After a strong initial decay beyond the
linear-response regime, the flow curve exhibits a transient regime where the particle’s
friction remains virtually unchanged (see inset). For even larger trap velocities v0,
the friction coefficient decays further to finally reach the bare friction coefficient (set
to γ = 0.25). While these results are still preliminary, and the experimental system
is currently under investigation to resolve the flow curve for even smaller driving
velocities, the stochastic PT model with many particles might be a good candidate
to qualitatively and quantitatively describe the expected behaviour.
Not surprisingly, the stochastic PT model also exhibits oscillatory behaviour in the
MCD curves when the harmonic trap is dragged at finite velocity v0. Here, we use
again a three particle model with distinct interaction length scales. The MCD curves
in Fig. 6.12 are computed from simulated trajectories. The use of two bath particles
is convenient to separate the time scale of the equilibrium exponential decay from the
time scales of oscillations. On a qualitative level, the stochastic PT model shows
the same behaviour as the experimental system in Fig. 6.7. In equilibrium, the
particle position relaxes to zero in a monotonic way. It cannot escape the potential
well of the interaction potentials which is set to be much higher than the thermal
energy kBT of the particle (see Table 6.2). In nonequilibrium, the particle is actively
dragged through the sinusoidal interaction potential which is reflected by the onset
of oscillations in the nonequilibrium MCD curves. Note that the plots for the many
particle PT model are yet preliminary and allow only for a qualitative comparison
with the experimental results. We leave the discussion on a quantitative level for
future work. Nevertheless, it appears as if the stochastic PT model could be used
to also describe the nonequilibrium properties of the experiment in a convenient
fashion.
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Figure 6.10: Flow curve γ(v0) of the stochastic PT model in units of the probe’s
bare friction coefficient γ upon varying trap stiffness κ. The parameters are given in
the units discussed in Sec. 3.4.4. In the limit of small driving velocities v0, the curves
asymptotically approach their corresponding linear-response values (cf. Fig. 3.9). For
large driving velocities, v0  1, the curves collapse to a single line and reduce to
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Figure 6.11: Flow curve γ(v0) of the stochastic PT model with two coupled bath
particles whose interaction length scales are well separated (note the logscale). The
inset shows the magnification of the transient regime where the friction changes only
weakly.
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Figure 6.12: Mean-conditional curves in the stochastic PT model in equilibrium
and at finite driving of the trap. The harmonically confined tracer particle is coupled
to two bath particles with distinct length scale of interaction. In equilibrium, the
tracer’s position relaxes exponentially. For finite driving, we observe the onset of




In this thesis, we studied the behaviour of Brownian particles suspended in complex
baths. The complexity of the bath was introduced by considering fluids that go be-
yond a purely viscous impact on the Brownian particle as is commonly assumed for
the case of Newtonian solvents. Experimentally such baths are realized by viscoelas-
tic fluids that exhibit a complex microstructure of their own. The elastic properties
of these material result in large structural relaxation times that can become com-
parable to the time scale associated with colloidal probe motion on the mesoscopic
scale.
Even in equilibrium the theoretical description of the probe particle’s evolution equa-
tion must therefore be modified and memory effects need to be taken into account.
In equilibrium, well-known projection operator techniques allow to integrate out the
bath degrees of freedom. As a consequence, the effective evolution equation of the
probe degrees of freedom turn non-Markovian, i.e. dependent on all previous states
of the particle. A small time expansion of the friction memory kernel of this gener-
alized Langevin equation revealed that the underlying nonlinear interactions of an
equilibrium system are reflected in the linear coefficients of the effective evolution
equation. We attributed the intriguing interdependences, such as the dependence
of the memory kernel on the external trap stiffness κ, the particle’s mass m, or, in
the overdamped case, on its bare diffusivity, to a so-called fluctuation renormaliza-
tion. An investigation of the findings in the experimental system of a harmonically
confined colloidal particle suspended in a wormlike micellar bath confirmed the theo-
retically predicted dependence on the external trap stiffness. We developed a simple
model system of two nonlinearly coupled Brownian particles to mimick the interac-
tion between the colloidal particle and the bath. A stochastic Prandtl-Tomlinson
model accurately described the experimental results on a quantitative level with
insightful model parameters.
We then established a connection of these results to microrheological quantities,
such as the friction coefficient or the mobility of a particle. The dependence on the
external trap stiffness translated to these physically measurable quantities. This
observation as well as the investigation of the limiting cases of a very stiff exter-
nal confinement potential confirmed the results of previous related work by other
authors. In microrheology, the modes of constant velocity and constant force are
distinct due to the different origin of fluctuations in a mesoscopic system.
The application of a recently presented novel approach of nonlinear response the-
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ory based on path integral techniques allowed us to derive a nonlinear generalized
Langevin equation up to third order in probe displacement. While this equation
turned out to be exact up the given order, we used it to abstract a pheonomeno-
logical equation based on the underlying structure of the equation. A subsequent
linearization of the equation in both equilibrium and under nonequilibrium steady
state conditions revealed a renormalization of the memory kernel. In equilibrium, the
renormalization is of thermal nature and just like for the microscopic starting point
we find a dependence on the properties of the external potential. In nonequilibrium,
the situation is more complex and already the transformation into the comoving
frame is nontrivial. Besides the thermal renormalization of the memory kernel, we
found that it also becomes a function of the dragging velocity of the trap in the
comoving frame (and so does the noise).
The linearized generalized Langevin equation provided a suitable description of the
phenomenon of oscillating modes observed in the experimental system when the
trap is dragged at constant velocity through the micellar bath. Indeed, such un-
derdamped modes can be ruled out in an equilibrium overdamped system. In the
nonequilibrium case, they render the memory kernel partially negative (over time),
so that the overdamped equation of motion suddenly shows the property of an un-
derdamped harmonic oscillator with an effective mass. We closed by revisiting the
stochastic Prandtl-Tomlinson model under nonequilibrium steady state conditions.
The obtained flow curve and mean-conditional displacement curves appeared to be
qualitatively similar to the experimental ones. By extending this simple model sys-
tem in different ways (e.g. additional particles, a change of the interaction potential
between different particles), we believe that the stochastic Prandtl-Tomlinson model
might be a suitable candidate to describe the phenomena of complex particle-bath
systems both in equilibrium and nonequilibrium. While the resolution of the exper-
imental flow curve over a larger range of velocities is currently under investigation,
a modulation of trap stiffness might be useful to create stochastic resonances for the
oscillating modes found in the nonequilibrium steady state. We leave the study of
these effects to future work.
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Zusammenfassung
In der vorliegenden Arbeit wird das Verhalten von Brownschen Teilchen in kom-
plexen Flüssigkeiten untersucht. Die Komplexität der Flüssigkeit ist gegeben durch
eine zugrundeliegende nicht-triviale Mikrostruktur der Lösung. Diese erlaubt bei
der Bewegung eines Kolloids in der Flüssigkeit nicht nur die Dissipation von Ener-
gie, sondern besitzt auch eine elastische Komponente, in der Energie gespeichert
werden kann. In diesem Sinne unterscheiden sich komplexe Flüssigkeiten fundamen-
tal von einfachen, sogenannten Newtonschen Flüssigkeiten, die keinerlei elastische
Komponente aufweisen und deren Relaxationszeiten daher als verschwindend gering
angenommen werden können im Vergleich zu den Zeitskalen der Kolloidbewegung.
In experimentellen Systemen werden komplexe Flüssigkeiten durch den Einsatz so-
genannter viskoelastischer Flüssigkeiten umgesetzt. Viskoelastische Eigenschaften
spielen eine wichtige Rolle in der Natur sowie in industriellen Anwendungen und
finden sich in diversen physikalischen Systemen (z.B. in biologischen Flüssigkeiten,
semi-diluten Polymerlösungen, Mizellensystemen, oder in dichten kolloidalen Sus-
pensionen) wieder. Die elastische Komponente dieser Flüssigkeiten führt zu großen
strukturellen Relaxationszeiten der Freiheitsgrade des Bades, die oftmals in der Grö-
ßenordnung von Sekunden liegen und daher auf einfache Art und Weise in Experi-
menten beobachtet werden können. Wird das viskoelastische Bad zum Beispiel durch
die Bewegung des Kolloids gestört, so bewirkt die elastische Komponente des Bades
eine Rückkopplung auf das Teilchen, die sich in der zukünfigen Bewegung des Teil-
chens widerspiegelt. Die effektiven Gleichungen, mit denen die Bewegung von Teil-
chen in Flüssigkeiten typischerweise beschrieben werden, müssen aus diesem Grund
verändert werden. Diese Gleichungen müssen nunmehr das Erinnerungsvermögen
(
”
Gedächtnis“) des Systems sowie kinematische Details des Bades beinhalten.
Bereits in der Gleichgewichtsbeschreibung der Kolloidbewegung macht sich der Un-
terschied zu einer Newtonschen Flüssigkeit bemerkbar. Ausgehend von mikrosko-
pischen Bewegungsgleichungen, die alle Freiheitsgrade des Systems explizit berück-
sichtigen, kann mit bekannten Projektionsoperatorentechniken eine effektive verall-
gemeinerte, nicht-Markovsche Langevin Gleichung hergeleitet werden. Diese unter-
suchen wir für den Fall eines harmonisch gefangenen Kolloids. Dabei entwickeln
wir die Kernelfunktion der Reibungskraft für kleine Zeiten. Wir finden heraus, dass
diese Funktion im Falle einer nichtlinearen Teilchen-Bad Kopplung erstaunliche Ab-
hängigkeiten aufweist. So kann die Reibungskraft beispielsweise von der externen
Fallenstärke abhängen, von der Masse des Teilchens, oder im überdämpften Fall von
dem Reibungskoeffizient des Kolloids. Dieses Ergebnis widerspricht der intuitiven
Annahme, dass die Reibungskraft nur Eigenschaften des Bades beinhalten sollte.
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Zusammenfassung
Die gefundenen Abhängigkeiten der Kernelfunktion werden im Falle der Fallenstär-
ke durch die experimentellen Ergebnisse in einer wurmartigen Mizellenlösung bestä-
tigt. Um die experimentellen Ergebnisse quantitativ zu beschreiben, entwickeln wir
ein einfaches Modell zweier nichtlinearer gekoppelter Brownscher Teilchen. Während
sich das eine Teilchen in einer harmonischen Falle befindet, stellt das andere Teilchen
das komplexe Bad dar, das an das Teilchen gekoppelt ist. Durch die Variation des In-
teraktionspotentials dieser beiden Teilchen finden wir im Falle eines stochastischen
Prandtl-Tomlinson Modells eine geeignete Beschreibung, um die experimentellen
Messergebnisse zu reproduzieren. Die verwendeten Modellparameter liefern wichtige
Einsichten über die Längen- und Zeitskalen des experimentellen Systems.
Im nächsten Schritt verknüpfen wir die gewonnenen Erkenntnisse mit aus der Mi-
krorheologie bekannten Messgrößen. Auch in mikrorheologischen Größen taucht die
Abhängigkeit von der externen Fallenstärke auf, eine Tatsache, die bereits in früheren
Studien beobachtet wurde. Anhand der abgeleiteten Gleichungen diskutieren wir den
Fall einer besonders steifen Falle und einer besonders schwachen Falle im Rahmen
der linearen Antworttheorie. Es zeigt sich, dass in der mikrorheologischen Beschrei-
bung die beiden Modi, konstante Geschwindigkeit und konstante Kraft, grundlegend
verschieden sind. Diese Beobachtung ist darauf zurückzuführen, dass sich die Fluk-
tuationen des Systems in den beiden Modi unterschiedlich verhalten.
Auf dem Weg zu einer Beschreibung im Nichtgleichgewicht leiten wir eine exakte
nichtlineare Langevin Gleichung her, die bis zur dritten Ordnung in der Teilchen-
geschwindigkeit gültig ist. In der Herleitung der Gleichung verwenden wir einen
neuartigen Ansatz der nichtlinearen Antworttheorie, der auf Pfadintegralen basiert.
Die Struktur der exakten Gleichung erlaubt uns eine phänomenologische Modell-
gleichung abzuleiten. Die phänomenologische Gleichung wird anschließend sowohl
im Gleichgewicht als auch unter stationären Nichtgleichgewichtsbedingungen linea-
risiert. Im Zuge der Linearisierung wird die Kernelfunktion der Reibungskraft renor-
malisiert. Während wir im Gleichgewicht eine Renormalisierung thermischer Natur
finden, wie wir sie bereits im Falle der mikroskopischen Herleitung beobachtet hat-
ten, ist die Situation im stationären Nichtgleichgewicht komplexer. Hier sorgt bereits
die Tranformation in das mitbewegte Bezugssystem für eine Renormalisierung der
linearen Kernelfunktion. Wir finden heraus, dass diese Funktion (ebenso wie das
Rauschen) abhängig ist von der Geschwindigkeit der Falle, mit der das Teilchen
durch das Bad gezogen wird.
Die linearisierte Gleichung im mitbewegten Bezugssystem der Falle liefert eine geeig-
nete Beschreibung der oszillierenden Moden, die im experimentellen Mizellensystem
im stationären Nichtgleichgewichtszustand beobachtet werden. Diese oszillierenden
Moden sind für ein überdämpftes Gleichgewichtssystem strikt ausgeschlossen. Die
oszillierenden Moden im Nichtgleichgewicht sorgen dafür, dass die Kernelfunkti-
on in der effektiven Langevin Beschreibung für bestimmte Zeiten negativ wird. Es
kann gezeigt werden, dass die eigentlich überdämpfte Bewegungsgleichung in diesem
Fall einer unterdämpften Gleichung mit einer positiven effektiven Masse entspricht.
Abschließend greifen wir erneut das stochastische Prandtl-Tomlinson Modell auf
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und untersuchen seine Eigenschaften im Nichtgleichgewichtsfall. Insbesondere simu-
lieren wir den geschwindigkeitsabhängigen Reibungskoeffizienten und die mittlere
Teilchenposition bei gegebener Anfangsbedingung. Diese Kurven zeigen qualitative
Übereinstimmung mit den experimentellen Resultaten. Wir glauben daher, dass das
stochastische Prandtl-Tomlinson Modell unter der Einbeziehung möglicher Modifi-
kationen (z.B. zusätzliche Teilchen, Änderung der Interaktionspotenziale zwischen
den Teilchen) geeignet ist, die Phänomene komplexer Kolloid-Bad System im Gleich-
gewicht und Nichtgleichgewicht in geeigneter Weise zu beschreiben.
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A Nonlinear external potential in
overdamped dynamics
In this appendix, we want to derive the correction term in the memory kernel due
to the presence of an anharmonic external potential for the case of overdamped
dynamics. Notably, the projection operator technique presented in Sec. 3.1 is not
restricted to Hamilton dynamics and the Liouville equation, but applicable to any
linear operator equation of the form
∂
∂t
A(t) = T A(t) . (1.1)
In order to derive an evolution equation for the one dimensional correlator Cxx(t)




Cxx(t) = iΩCxx(t) +
∫ t
0
dt′M(t− t′)Cxx(t′) . (1.2)
In the following, we consider a single particle in an anharmonic external field, i.e. the
Hermitian adjoint of the Smoluchowski operator reads
Ω† = D(∂2x + βFext∂x) (1.3)
with diffusion coefficient D = kBT
γ













Cxx(t) = −κCxx(t) +
∫ t
0
dt′ Γ(t− t′)Cxx(t′) . (1.5)
For the computation of the memory kernel we require projected dynamics. With
the projector P (·) = 〈x · 〉〈x2〉x and P +Q = 1 we have





A Nonlinear external potential in overdamped dynamics
It is useful to separate the perturbative part of the evolution operator Ω† from the
linear part Ω†0
Ω† = Ω†0 −Dβbx3∂x , (1.7)
where we defined Ω†0 = D(∂
2
x − βax∂x). The linear contribution does not contribute
to the memory kernel since
QΩ†0x = 0 (1.8)
and we conclude that the leading-order term is at least of O(b2). On the other hand,
we have






≡ F . (1.9)
The defined function F is an eigenfunction of the operator QΩ†0 obeying
QΩ†0F = −3DβaF . (1.10)
The eigenvalue equation proves useful in the application of exponential operator in













γ/a +O(b3) . (1.11)












Even though the correction term looks very similar to the one in Eq. (4.44), they
are not identical due to their different origin in their corresponding equations of
motion/dynamics.
108
B Entropic and frenetic part – An
example
In this appendix, we exemplary derive the entropic and frenetic part, S and D,
respectively, for the case of overdamped diffusion by application of simple path
integral techniques [119, 145]. The overdamped equation of motion in the Itô calculus
is defined by
ẋs = χ(xs)f(xs) +∇D(xs) +
√
2D(xs)ξs . (2.1)
The mobility χ = βD(x) is proportional to the diffusion matrix D and fulfills the
Stokes-Einstein-Sutherland relation. The probe particle is in contact with a heat
bath specified by inverse temperature β. The system of equations is Markovian and
the noise is assumed to be Gaussian white, i.e.
〈ξis〉 = 0, 〈ξisξ
j
s′〉 = δijδ(s− s
′) . (2.2)
In equilibrium, the force f acting upon the particle is conservative and is character-
ized by a potential U(x). The system is perturbed by a small external potential at
time t = 0,
f(xt) = −∇U
perturb−→ f(xt) = −∇(U − εV ), t > 0 (2.3)
We assume that the diffusion matrix D is not influenced by this external perturba-
tion. In path integral formalism infinitely many paths exist (in contrast to classical
mechanics where the physical path is characterized by the extremal action) which
are taken into account with different weights. In Sec. 5.2, the perturbed dynamical
ensemble was described via an action Aε(ω) which can be written in terms of a
time-symmetric part D = Dθ and a time-antisymmetric part S = −Sθ upon time
reversal defined on paths ω = (xs, 0 ≤ s ≤ t) via (θω)s = πxt−s. The two parts can




(Aε(ω) +Aε(θω)) , (2.4)
S(ω) = Aε(θω)−Aε(ω) . (2.5)
In the Martin-Siggia-Rose formalism, and for a Markovian process with Gaussian
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ds (ξ2s − lim
ε→0




Note that we substracted the perturbation-independent term limε→0 ξ
2
s . In the last
step, we separated the action into D and S, respectively. From the equation of





D−1im ẋiẋm + 2βẋi∂iU −D−1im (ẋi∂lDml + ẋm∂kDik)
β2Dkl∂lU∂kU − 2β∂lDkl∂kU + D−1im ∂kDik∂lDml
ε
[






Note that we used Einstein’s summation convention, i.e. sums are indicated by
indices that appear twice in products. Applied to a specific trajectory ω(x, ẋ, s)
with 0 < s < t the time reversal operator θ implies
θω(x, ẋ, s) = ω(x,−ẋ, t− s) . (2.8)
By taking into account that velocities change sign under time reversal, and using


















Dij∂iV ∂jV , (2.10)
where we expanded D = εD′0 +
ε2
2
D′′0 in orders of perturbation. Note that the
Taylor coefficient D′0 can be rewritten in terms of the Hermitian conjugate of the
equilibrium Smoluchowski operator
Ω† = (∇− β∇U) ·D(xs) · ∇ . (2.11)
On the other hand, for the entropic part S = εS ′0 we find [119, 145]
S ′0 = β [V (xt)− V (x0)] . (2.12)
As expected for a potential perturbation there is no higher-order term than the
linear one in the expansion of the time-antisymmetric part of the action.
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[126] H. Soo and M. Krüger. Fluctuational electrodynamics for nonlinear media.
EPL, 115(4):41002, 2016.
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