This paper discuss the concept of dummy variables and its importance usge in statistical analysis by transforming the qualitative variables to measurable quantitative variables and applying it in analyzing the linear regression in both simple and multiple forms. A comparison has been made between using dummy variables and power transformation methodology. This comparison aims to show which one of the two methods is better in improving the linear regression model by applying them on the data of ratio of consumption to the national income in Iraq for the period of . Depending on the data available of that period the results showed that the dummy variables are more efficient than power transformation in improving the regression model of the consumption to national income. The dummy variables helped explaining almost 80% from the consumption ratio in the given period in Iraq by making the data to be more intelligible and more homogeneous in the model.
Introduction
Dummy variable regression (DVR) and analysis of covariance (ANCOVA) are methods of statistical analysis that combine analysis of variance and multiple regression. In ANOVA, there are several groups of scores defined by the levels on one or more factors, while in regression; each value of the response variable Y is associated with scores on one or more X variables (called covariates rather than predictors). ANCOVA is really a special case of DVR, with a certain specific goal [7] . One approach to regression models is simply to include dummy variables for all individuals in the sample. For linear models Poisson regression models [4] and negative binomial regression models [2] , this method works very well. For logistic regression, on the other hand, the inclusion of dummy variables for many individuals can lead to severe ''incidental parameters'' bais [6] .
When there are exactly two observations for each individuals, logistic regression coefficients will be twice as large as they should be [1] . The solution to the incidental parameters problem for regression is to do conditional maximum likelihood, conditioning on the number of 1's and 0's for each individual this removes the dummy variable coefficients from the likelihood function [5] .
This paper discuss the consumption ratio in Iraq for the period (1970-1994) with respect to national income in this period and it showed that Iraq has been throw abnormal situations between the normal conditions before the wars and into the Gulf war followed by economical sanctions which made the data incoherent and made it incapable of explaining the consumption ratio in a simple linear regression model. To solve this problem the dummy variables are used by dividing the studied period into three parts (70"s, 80"s and 90"s) this helped improving the model. A comparison has been made between using the dummy variables method and using the power transformation method where both aiming to improve the model by using the transformation on the response variable (consumption ratio).
The paper also viewed briefly the theoretical aspect of the dummy variables and its use in a linear regression model also the theoretical aspect of power transformation method. After that we use these two methods on the data to show which method represents the studied period. Draper & Smith method [9] has been used to estimate the power parameter λ for the response variable to have a maximum fitting in the model.
The Principles of Dummy Variables, [8]:
A dummy variable is an artificial variable created to represent an attribute with two or more distinct categories.
Regression analysis treats all independent (X) variables in the analysis as numerical. Numerical variables are interval or ratio scale variables whose values are directly comparable e.g. "10 is twice as much 5" or "3 minus 1 equal 2" often, however, you might want to include an attribute or nominal scale variable such as "product brand" or "type of defect" in your study. Say you have three types of defects, numbered "1", "2" and "3". In this case, "3 minus 1" doesn"t mean anything… you can"t subtracting defect 1 from defect 3. The numbers here are used to indicate or identify the levels of "Defect Types" and do not having intrinsic meaning of their own. Dummy variables are created in this situation to "trick" the regression algorithm into correctly analyzing variables.
The General Linear Model for Dummy Variables Regression DVR:
Dummy variables usually indicate the presence or observe of "quality" or an attribute, such as male or female, black or white. The general linear model for DVR includes terms for both the categorical variables of ANOVA and numerical variables of regression, [7] .
There is a way to circumvent the dummy variable trap (multicollinearity) by introducing as many dummy variables as the number of categories of that variable provided we do not introduce the intercept in such a model ............... (1) where i=1,2,…,n, n represents number of the observations of the variables, D i1 , D i2 and D i3 are dummy variables, β 1 , β 2 , and β 3 are unknown coefficients and represents the variable of random error.
We note that, running regression (1), there is no intercept option in regression package, with the intercept suppressed, and allowing a dummy variables for each category, we obtain directly the mean values of the various categories, [6] .
Also, we note that equation with an intercept is more convenient.
Whenever intercept is present, the estimated coefficients β 1 , β 2 , and β 3 attached to the various dummies D i1 , D i2 and D i3 are now differential intercepts, showing by how much the average value of (1) differs from that of the benchmark quarter. Put differently, the coefficients on the seasonal dummies will give the seasonal increase or decrease in the average value of Y relative to the base season, [7] .
Power Transforming of The Response
Variables:
In statistics, the power transform is a family of transformations that map data from one space to another using power functions. This is a useful for data processing technique used to reduce data variation, make the data more normal distribution-like, improve the correlation between variables and for other data stabilization procedures.
Power transformations are ubiquitously used in various fields. For example, multiresolution and wavelet analysis, statistical data analysis, medical research, modeling of physical processes … etc, [3] .
The Box-Cox transformation of the response variables Y is used to make the linear model more appropriate to the data. It can be used to attempt or impose linearity, reduce the skewness or stabilize the residual variance.
The Box-Cox transformation is defined as [9]:
............ (2) It is clear that for any λ, and the derivative with respect to Y exist for any λ.
The Box-Cox transformation is a power transformation, but done in such a way as to make it continues with the parameter λ at λ=0. This transformation has proved popular in regression analysis, including econometrics. Box and Cox also proposed a more general from of the transformation which incorporates a shift parameter α. This method is considered to be one of the oldest and simplest procedures to estimate the power transformation parameter in regression models whether it is applied on the predictor variable or the response variable.
This method is suggested a certain domain to the value of λ is to be chosen from and most of the cases the range of domain is (-2,2) and this domain can be modified to meet the requirement of the experiment 
The Applications Data:
In this section we used data from the consumption ratio and the national income in Iraq for the period . This data is not ready for statistical analysis because the period from (1970-1994) was abnormal, during that period Iraq was in very hard situations due to several wars and economical sanctions. The mentioned period is divided into three stages the first from (1970) (1971) (1972) (1973) (1974) (1975) (1976) (1977) (1978) (1979) (1980) Iraq was relatively in good conditions, the second (1980) (1981) (1982) (1983) (1984) (1985) (1986) (1987) (1988) was the Gulf war and the third (1988-1994) included the second Gulf war followed by sever economical sanctions. Table (1) shows the data used in the analysis. These data has been obtained from the annual statistical groups issued from the central institution for statistics and information technology Baghdad-Iraq. We note that all statistical experiments indicates that the simple linear regression model is not suitable to represent the data and this is normal because the data is considered inconsistent for some stages of the mentioned period due to the hard conditions in Iraq. We can see that the value of R 2 is small and equal to (21.9), Thus the predictor variable (national income) explains (21.9%) from the total variance of the consumption, the calculated value F indicates that the model is not significant.
Analyzing Data Using Dummy Variables:
After we have shown that the simple linear regression model does not represent the relation between national income and the ratio of consumption in a logical way we can use dummy variables to apply regression analysis on the qualitative variables and these are 1970"s, 1980"s and 1990"s and the data is divided according to these periods and represented by two dummy variables as follows:
Hence the regression model that describes the phenomena has become as follows:
Where α, β, X i , Y i and ε i defined similar to the previous and D i1 , D i2 represent the dummy variables. Table ( 2) represents the data of national income, the ratio of consumption and the suggested dummy variables for the three stages. From the results above it indicates that the multiple regression model represents the relation in a consistent way that R 2 = 80% which means that the variables (predictor and dummies) explains 80.1% from the variable in the consumption year, the increment of R 2 came from considering the abnormal conditions in Iraq which are represented by the dummy variables.
Analyzing Data Using Power
Transformation Method: After we have used the dummy variables in improving the simple linear regression model which represents the relation between the consumption ratio and the national income in Iraq for the period (1970-1994) the power transformation will be used to obtain better results and compare them with the ones that we obtained by using dummy variables where the transformation will be made on the response variable y i as shown in the following model:
The parameter λ is estimated by using Draper & Smith method which is introduced earlier in this paper and the possible value for R 2 obtained was (34.38) we got this value at λ equal to (-2.7) this shows that the best model we can have by using power transformation is the following:
We can see from the value of R 2 obtained after improving the model that it did not increase significantly and it was not effective unlike the dummy variables this shows that the dummy variables are more efficient than the power transformation in improving the model of consumption ratio to the national income in Iraq during the studied period.
Conclusions and Recommendations:
1. The Iraqi national income for the period does not give an accurate and logical explaining as a predictor variable for the consumption ratio for that period considering the consumption ratio as a response variable in the simple linear regression model because of the unstable situations in that period. 2. Using the dummy variables in dividing the period into three stages helped improving the regression model significantly which made the notional income explains almost 80% of the consumption ratio in that period. 3. Using the power transformation in improving the model did not help a lot in explaining a larger ratio of the results. 4. The results showed that using dummy variables is more efficient than power transformation in improving the linear regression model of the consumption ratio to the national income in Iraq for the period .
