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Speaker Verification By Partial AUC Optimization
Zhongxin Bai, Xiao-Lei Zhang, and Jingdong Chen
Abstract—Speaker verification systems usually work at dif-
ferent working points of its receiver operating characteristic
(ROC) curve for different applications, however, most research
inclines to use equal error rate (EER) as the major evaluation
metric. As a result, the system that reaches the minimum EER
may not be the best at other working points. To optimize the
performance at other interested working points, we propose
to optimize the parameters of a squared Mahalanobis distance
metric for maximizing the area under part of the ROC curve
where the working points locate (denoted as partial AUC or
pAUC for short). To improve the performance of the state-of-the-
art speaker verification systems by the proposed back-end, we
further propose two feature preprocessing techniques based on
length-normalization and probabilistic linear discriminant analy-
sis respectively. We evaluated the proposed systems on the major
languages of NIST SRE16 and core tasks of SITW. Experimental
results show that the proposed systems outperform the state-of-
the-art speaker verification systems by at least over 10% relative
EER reduction and over 9% relative pAUC improvement and
more than 20% relative AUC improvement.
Index Terms—pAUC, metric learning, squared Mahalanobis
distance, speaker verification.
I. INTRODUCTION
S
PEAKER verification aims to verify whether an utterance
is pronounced by a speaker based on his or her known
utterances. It can be text-dependent or text-independent. Text-
dependent speaker verification requires a speaker to pronounce
a predefined text, while text independent speaker verification
does not have such a requirement. This paper focuses on
text-independent speaker verification, which can be mainly
categorized to two classes of techniques. One class of methods
consists of front-end feature extractors and back-end classi-
fiers. while the other class of methods train end-to-end speaker
verification systems [1]–[4]. This paper focuses on exploring
a new back-end for the first class techniques. In the following,
we give a brief overview of the front-ends and back-ends of
the first class techniques respectively.
In the study of the front-ends, Gaussian mixture model
(GMM) based universal background model (UBM) [5] plus
identity vector (i-vector) [6] is commonly used. In this front-
end, a GMM-UBM is first trained to collect Baum-Welch
statistics which is formed as a supervector for each utterance.
Then, factor analysis is used to reduce the dimension of the
supervectors to low-dimensional i-vectors. Many extensions
of the GMM-UBM/ivector front-end have been proposed re-
cently, e.g. [7]. Later on, motivated by the paradigm shift
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of speech recognition from GMM-based acoustic modeling
to deep neural network (DNN) based one, a DNN-UBM/i-
vector front-end was developed [8]–[10]. It essentially uses
the DNN-based acoustic model trained for speech recognition
to generate the posterior probabilities instead of GMM-UBM.
Tan et al. further employed a denoising autoencoder to re-
place the DNN-based acoustic model for dealing with noisy
environments [11]. These approaches need the transcriptions
of the training data to train the acoustic models, which may
not be always available.
An emerging direction of the front-end research is deep
embedding. Deep embedding uses a DNN to distinguish the
training speakers in a closed set by a classification-based loss,
and takes the outputs of the hidden layers of the DNN for
verification. An early deep embedding front-end is d-vector
[12], [13], in which frame-level speaker features are extracted
from the top hidden layer, and then utterance-level speaker
features are derived as the average of the frame-level features.
However, the average of the frame level features does not
consider the dependency of the contextual frames. Several
works have been proposed to address the above problem [14]–
[17]. Specifically, in [14], [15], Snyder et al. inserted an
average pooling layer into DNN to handle variable-length seg-
ments. In [18], Gao et al. exploited a cross-convolutional-layer
pooling method to extract the first-order statistics of the input
segments. Attention mechanism was also employed to generate
utterance-level features [16], [17]. Another problem of the
deep embedding front-end is on the training loss function.
Because the classification-based loss is only a surrogate loss
function of the final evaluation metrics of speaker verification,
finding more effective loss functions is another active research
area. In [19], [20] the authors minimize the classification-based
loss and center loss together. In [21], Zhang et al. used a
triplet loss to minimize the equal error rate (EER). Although
employing the above training loss functions have improved
the performance, the extracted speaker features still have many
intra-class variations, which needs further processing by back-
ends.
In respect of the back-end, common back-end classifiers
include cosine similarity scoring [6], support vector machine
[22], and probabilistic linear discriminant analysis (PLDA)
[23]–[25]. DNNs have also been investigated [26], [27]. Inter-
session variability compensation is a main job of back-ends,
since the front-ends are inter-session- and speaker-dependent.
Linear compensation techniques include linear discriminant
analysis (LDA), within class covariance normalization [28],
etc. Recently, nonlinear compensation methods have been
studied as well. Cumani et al. [29], [30] proposed a nonlinear
transformation to i-vectors to make them more suitable for
PLDA [31]. Zheng et al. developed a DNN-based dimension-
ality reduction method as an alternative to LDA [32]. However,
2because the above back-ends do not optimize the evaluation
metrics of speaker verification, such as EER, their performance
may still be suboptimal. To optimize EER directly, in [33],
we proposed a linear cosine metric learning algorithm to
minimize the overlap region of decision scores. Similarly,
in [34], Novoselov et al. proposed a triplet-loss-based linear
cosine similarity metric learning back-end.
Although directly optimizing an evaluation metric of
speaker verification improves the performance, current meth-
ods focus mainly on optimizing EER, while a speaker verifi-
cation system usually performs the best at different working
points of its receiver operating characteristic (ROC) curve for
different applications. The working points may not be always
consistent with the one yielding the EER. To address the above
problem, this paper proposes a back-end to directly optimize
part of the area under the ROC curve (named partial AUC,
or pAUC for short). The main contributions of this paper are
summarized as follows:
• We propose a metric learning back-end to maximize
pAUC (pAUCMetric). pAUCMetric evaluates the simi-
larity of two speaker features by a squared Mahalanobis
distance, and optimizes the parameters of the distance
metric for maximizing the pAUC where the working
points of the speaker verification system locate. pAUC-
Metric is formulated as a convex optimization problem,
where the global optimum solution is guaranteed. We
further combine pAUCMetric with two feature prepro-
cessing techniques—(i) length-normalization and (ii) la-
tent variables of PLDA. Moreover, the AUC optimization,
such as [35], [36], can be viewed as a special case of
pAUC with α = 0 and β = 1.
• We propose an evaluation metric for speaker
verification—pAUC. pAUC represents partial area under
the ROC curve. It is designed to satisfy the evaluation
requirement of the real-world applications that do not
work at the EER points, such as bank security systems or
terrorist detection systems. It is a supplement evaluation
metric to existing metrics. As shown in Fig. 1, the pAUC
for a specific application is defined manually by two FPR
parameters: α and β.
We conducted an extensive experiment to evaluate the ef-
fectiveness of pAUCMetric. Specifically, we mainly compared
pAUCMetric with PLDA and cosine similarity scoring back-
ends that do not optimize evaluation metrics directly. For
each experiment, all back-ends use the same front-end, which
is either GMM/i-vector or x-vector. We trained the com-
parison methods on switchboard, NIST SRE04–SRE10 and
VoxCeleb datasets, and evaluated them on the major languages
of NIST SRE16 and core tasks of SITW. The evaluation
was conducted under the conditions of both noise-matching
and -mismatching, as well as both language-matching and -
mismatching. The experimental results show that pAUCMetric
outperforms PLDA by relatively 10%, 9% and 20% in terms
of EER, pAUC and AUC metrics respectively.
The rest of this paper is organized as follows: Section II
presents the motivations. Section III and V describe the pro-
posed algorithm. Section VI presents the experiment results.
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Fig. 1: Illustrations of the ROC curve, AUC, and pAUC.
Finally, we summarize this paper in section VII.
II. MOTIVATION
It is known that EER is the most common evaluation metric
for speaker verification. However, it does not always satisfy
real-world applications. For example, the false positive rate
(FPR) of a bank security system is controlled in an extremely
low range, e.g. lower than 0.01%. On the contrary, the terrorist
detection system of a public security department works at a
large recall rate range, such as higher 99%. Both of the speaker
verification systems do not work at the EER point as shown in
Fig.1. Therefore, it may be better to optimize the ROC curve
directly instead of optimizing a single EER point on the ROC
curve. A way of optimizing the ROC curve is to maximize
AUC. However, optimizing the whole ROC curve is costly
and in most cases needless, since a speaker verification system
usually works at part of the ROC curve. In this paper, we focus
on maximizing the pAUC where the working points locate as
shown in the shadow area of Fig.1. pAUC is defined by two
FPR values: α and β as shown in Fig.1.
To our knowledge, the state-of-the-art speaker verification
systems do not optimize the evaluation metrics directly. For
example, the end-to-end optimization methods learn a mapping
function from a trial of utterances to a decision score by
minimizing cross entropy [1]–[3]. Deep embedding models,
such as x-vector [15], minimize classification errors. Although
the common back-ends, e.g. PLDA, are designed subtly to
deal with speaker and channel variations, they are still not
optimized for the evaluation metrics as well. The proposed
pAUCMetric back-end is complement and compatible to the
state-of-the-art speaker verification systems on this problem.
III. PAUC METRIC LEARNING BACK-END
In this section, we first provide an overview to the speaker
verification system in Section III-A, and then present the
objective function and optimization algorithm of the proposed
back-end in Sections III-B and III-C respectively.
A. System overview
The diagram of the pAUCMetric based speaker verification
system is shown in Fig. 2. The front-end is used to extract
31x
pAUCMetric
Front-end feature extractor
t
M +1tM
*
M
1
1
0
0
FPR
T
P
R
1 2 1 2( ) ( )
T T
t
S = - -x x M x xScoring
Minimizing
Feature preprocessing
A pair of utterances
2x
£
pAUC
Best metric
Fig. 2: Diagram of the pAUCMetric based speaker verification
system.
speaker features from audio signals. We use i-vector [6] or
x-vector [15] as the front-end though other front-ends are also
applicable. After feature extraction by the front-end, we further
preprocess the features as described in Section V, and then use
the preprocessed feature as the input of pAUCMetric.
The job of pAUCMetric is to judge whether two prepro-
cessed features x1 and x2 belong to the same speaker based
on their similarity. The similarity is measured by the following
squared Mahanalobis distance:
S(x1,x2;M) = (x1 − x2)
TM(x1 − x2) (1)
where M is a symmetric positive semi-definite matrix, which
is to be learned by pAUCMetric. If the squared Mahanalobis
distance between x1 and x2 is smaller than a predefined
threshold θ∗, then x1 and x2 are regarded as from the
same speaker; otherwise, they are regarded as from different
speakers. We denote z = x1 − x2, and denote S(x1,x2;M)
as S(z;M) for simplicity.
B. Objective function
Given a training set with N speakers and Q identity vectors
X = {(xq, yq)}
Q
q=1, where yq = 1, . . . , N is the identity of
xq , we first construct a pairwise training set
T = {(zi, li)}
I
i=1 (2)
where zi = x1−x2 with 1 = 1, . . . , Q and 2 = 1, . . . , Q, I is
the size of T , and li is the ground-truth label of zi satisfying:
li =
{
1, if y1 = y2
−1, otherwise
(3)
We define the subset of the true samples of T as:
P = {(z+j , lj = 1)}
J
j=1 (4)
and the subset of the imposter samples of T as:
N = {(z−k , lk = −1)}
K
k=1 (5)
where J and K are the sizes of P and N respectively.
After the above preliminary setting, we derive the calcula-
tion of pAUC as follows. We define a subset of N that defines
the pAUC over the FPR range [α, β]:
N0 = {(z
−
r , lr = −1)}
R
r=1 (6)
where R ≤ K , and N0 is calculated as follows. Because the
imposter set N contains only a limited number of samples, we
first replace [α,β] by [kα/K, kβ/K] where kα = ⌈Kα⌉ + 1
and kβ = ⌊Kβ⌋ are two integers. Then, {S(z
−
k ;M)}z−
k
∈N
are sorted in ascending order. Finally, we pick the samples
ranked from the top kαth to kβth positions to form N0. The
calculation of pAUC is equivalent to that of the normalized
AUC over P and N0, which is computed as follows:
pAUC =1−
1
JR
J∑
j=1
R∑
r=1
[
I(S(z+j ;M) > S(z
−
r ;M))
+
1
2
I(S(z+j ;M) = S(z
−
r ;M)) ] (7)
where I(·) is an indicator function that returns 1 if the
statement is true, and 0 otherwise.
However, directly optimizing (7) is an NP-hard problem.
To circumvent this, let us relax (7) by replacing the indicator
function by a hinge loss function:
ℓhinge(S(z
+
j ;M) > S(z
−
r ;M)) =
max
[
0, δ −
(
S(z−r ;M)− S(z
+
j ;M)
)]
(8)
where δ > 0 is a tunable hyper-parameter control-
ling the distance margin between {S(z−r ;M)}z−r ∈N0 and
{S(z+j ;M)}z+
j
∈P
. Substituting (8) into (7) and further chang-
ing the maximization problem (7) into an equivalent minimiza-
tion one gives (9).
ℓ =
1
JR
J∑
j=1
R∑
r=1
max
(
0, δ − S(z−r ;M) + S(z
+
j ;M)
)
(9)
The proposed pAUCMetric minimizes (9) over P and N .
To prevent overfitting to the training data, we add a regular-
ization term λΩ(·) to the minimization problem according to
a plausible formulation in [37], which derives the objective
function of pAUCMetric as follows:
M∗ = argmin
M
ℓ(P ,N ;M) + λΩ(M), (10)
where λ is a regularization hyperparameter, and λΩ(·) is
defined as:
λΩ(M) =
γ
J
J∑
j=1
S(z+j ;M) + µ[tr(I
−1
0 M)− logdet(M)]
(11)
with γ and µ being two tunable hyper-parameters and I0
being an identity matrix. The first one 1J
∑J
j=1 S(z
+
j ;M),
which was first introduced in [38], aims to bound S(z+j ;M) in
(9). The second term tr(I−10 M)− logdet(M), named LogDet
4divergence [39], is used to improve the generalization ability
and further constrain M to be positive semi-definite.
We give another physical interpretation of (10) as follows:
Lemma 1. The maximization problem of pAUC (10) is a prob-
lem of enlarging a weighted margin between the positive and
negative samples while minimizing the within-class variances
of the two class samples simultaneously.
Proof. We define an index matrix Π ∈ {0, 1}J×R:
Π(j, r) =
{
1, if δ + S(z+j ;M) > S(z
−
r ;M)
0, otherwise
. (12)
and rewrite the loss function of (9) as:
ℓ =
δ
JR
J∑
j=1
R∑
r=1
Π(j, r) +
1
J
J∑
j=1
( 1
R
R∑
r=1
Π(j, r)
)
S(z+j ;M)
−
1
R
R∑
r=1
( 1
J
J∑
j=1
Π(j, r)
)
S(z−r ;M)
= c+
1
J
J∑
j=1
pjS(z
+
j ;M)−
1
R
R∑
r=1
prS(z
−
r ;M) (13)
where c = δJR
∑J
j=1
∑R
r=1Π(j, r) is a constant, pj =
1
R
∑R
r=1Π(j, r) and pr =
1
J
∑J
j=1Π(j, r) are the weights
of the positive and negative samples respectively. It is clear
that minimizing (13) is a problem of enlarging the weighted
margin between the positive and negative samples.
Because the regularization term γJ
∑J
j=1 S(z
+
j ;M) mini-
mizes the within-class variance, we see that the objective (10)
enlarges the between-class distance and minimizes the within-
class variance simultaneously, which is also the principle
of many well-known back-ends, such as LDA, WCCN, and
PLDA. The difference lies in that pAUCMetric works in the
squared Mahanalobis distance space and encodes the pAUC
information into the weights pj and pr.
C. Optimization algorithm
In order to solve the optimization problem in (6), we first
define an index matrix Π ∈ {0, 1}J×R:
Π(j, r) =
{
1, if δ + S(z+j ;M) > S(z
−
r ;M)
0, otherwise
. (14)
Substituting (14) into (10) gives
M∗ = argmin
M
〈P+γPP ,M〉F+µ
[
tr(I−10 M)− logdet(M)
]
,
(15)
where 〈·〉F denotes the Frobenius norm operator, and
PP =
1
J
J∑
j=1
z+j z
+T
j , (16)
P =
1
JR
J∑
j=1
R∑
r=1
Π(j, r)(z+j z
+T
j − z
−
r z
−T
r ). (17)
We employ the proximal point algorithm (PPA) [37] to op-
timize (15). The resulting algorithm, which is summarized
Algorithm 1: Mini-batch PPA [37] algorithm for pAUC-
Metric optimization.
Require:
Development set: X ;
False positive rate: α ≥ 0, β > 0;
Hyperparameter: δ ≥ 0, γ ≥ 0, µ ≥ 0;
Batch size: s;
Step size parameter: η > 0;
Initialize: t← 0, M0 = I0;
1 repeat
2 Construct a mini-batch subset of X by random
sampling;
3 Construct T from the subset of X by (2)
4 Compute P and N0 by (4) and (6);
5 Calculate Pt and PtP on P and N0 by (16) and (17);
6 Mt+1 ← φ
+
λ (Mt − η(P
t + γPtP + µI0)), where
λ = ηµ;
7 t← t+ 1.
8 until converged;
Output : Mt
in Algorithm 1, consists of the following three steps at each
iteration:
• The first step constructs the training set T from X .
However, if we consider all samples in X during the
construction of T , the size of T becomes enormous.
To prevent the overload of computing, we construct a
pairwise set T t at each iteration by a random sampling
strategy as follows. We first randomly select s speakers
from X , then randomly select two identity vectors from
each of the selected speakers, and finally construct T t by
a full permutation of the 2s identity vectors. T t contains
s true training trials and s(2s− 1))− s imposter training
trials.
• The second step calculates N t0 according to (6), and
calculates Pt and PtP according to (16) and (17) respec-
tively.
• The third step updates M by PPA [37], which first
applies eigenvalue decomposition to X = Mt −
η(Pt + γPtP + µI0), i.e. X = UVU
T where V =
diag([v1, v2, · · · , vd]) with v1 ≥ v2 ≥ · · · ≥ vd, and
then adopts the following updating equation:
φ+λ (x) = Udiag([φ
+
λ (v1), · · · , φ
+
λ (vd)])U
T , (18)
where φ+λ (v) =
[
(v2 + 4λ)1/2 + v
]
/2, and d is the
dimension of the input feature.
IV. COMPLEXITY ANALYSIS
Theorem 1. The computational complexity of pAUCMetric is:
O = O(d2(I+J+R))+O(JR)+O(d3)+O(Klog2K) (19)
where I , J , R, and K are the size of T , P , N0, and N ,
respectively, and d is the dimension of the input feature.
5Proof. According to Algorithm 1, the computational complex-
ity of pAUCMetric is composed of three parts:
The first part is the computation of P and N0. We first need
O(I) operations to separate the positive and negative samples
in T . Then, computing the squared Mahanalobis distances
between all training pairs according to (1) consumes O(d2I)
time. Finally, we need O(Klog2K) time to sort all scores of
N for N0. Thus, the total computational complexity of the
first part is:
O1 = O(I) +O(d
2I) +O(Klog2K). (20)
The second part is the computation of Pt and PtP . First,
computing Π(j, r) according to (14) costs O(JR). Then,
the computational complexities of PtP and P
t are O(d2J)
and O(d2J + d2R), respectively. The total computational
complexity of the second part is:
O2 = O(JR) +O(d
2J) +O(d2J + d2R). (21)
The third part is the computation ofMt. Both of the eigen-
value decomposition and the updating procedure consume
O(d3) time. Therefore, the third part has a complexity of:
O3 = O(d
3). (22)
Summing the above three parts obtains (19). Theorem 1 is
proved.
Because d is small, Theorem 1 shows that the computational
complexity is mainly on the calculation of Π(j, r) which is
quadratic with respect to the sizes of P , N0. Therefore, we
reduce the computational complexity ofΠ(j, r) by the random
sampling strategy described in Section III-C, which derives the
following corollary.
Corollary 1. Given the batch size s, the computational com-
plexity of pAUCMetric is reduced to
O(2cs3) (23)
where c is a coefficient related to the FPR range [α, β].
Proof. According to Section III-C, we have I = 2s2 − s,
J = s, K = 2s2 − 2s, and R = c(2s2 − 2s). Therefore, the
computational complexity is reduced to O(2cs3)+O(d3). Be-
cause the dimension d is small, the computational complexity
depends on s only.
Corollary 1 shows that the computational complexity is
cubic with respect to s. However, as will be shown in Section
VI-E3, pAUCMetric can achieve good performance with a
small s.
V. THE INPUT FEATURES OF PAUCMETRIC
After the feature extraction by a front-end, we need to
preprocess the features for boosting the performance of pAUC-
Metric as shown in Fig. 2. This section presents two prepro-
cessing techniques.
A. Length-normalization preprocessing
Given a speaker feature y from a front-end, we use the
length-normalized feature x as the input of pAUCMetric:
x =
y
‖y‖2
(24)
We explain the reasonableness of the preprocessing technique
as follows:
Learning a transform matrix in the cosine similarity scoring
framework has been studied extensively, e.g. [6]:
Scos(y1,y2;M) =
〈Ay1,Ay2〉
‖Ay1‖2‖Ay2‖2
. (25)
However, the learning problem is nonlinear and non-convex.
Existing methods either learn A independently by, e.g. LDA,
WCCN [6], or learn A in the above framework with a good
initialization [33]. Both of the methods are suboptimal. On
the other side, although the Euclidean distance scoring is
empirically inferior to the cosine similarity scoring when given
the same input y, they are equivalent theoretically in the
situation where the input of the Euclidean distance scoring
is the length-normalized feature x:
SEuc(x1,x2) = ‖x1‖
2
2 + ‖x2‖
2
2 − 2〈x1,x2〉
= 2− 2Scos(y1,y2). (26)
More importantly, learning A in the following Euclidean
distance scoring framework does not suffer the nonlinear and
non-convex weaknesses:
SEuc(x1,x2;A) = ‖Ax1 −Ax2‖
2
2
= (x1 − x2)
TM(x1 − x2)
= S(x1,x2;M) (27)
where M = ATA and S(·) is the scoring function of our
pAUCMetric.
B. PLDA-based preprocessing
Two kinds of PLDA algorithms have been widely adopted
in speaker verification—simplified PLDA [25] and two-
covariance based PLDA [40], [41]. We adopt the latent vari-
ables of the two-covariance based PLDA as the input features
of pAUCMetric. It generates a centralized feature x by first
generating a speaker center h according to:
h ∼ N (0,Φb) (28)
and then generating the observed data according to:
x ∼ N (h,Φw) (29)
where Φb is required to be positive semi-definite, and Φw is
required to be positive definite. The expectation maximization
algorithm is employed to estimate the parameters. Φb and Φw
can be simultaneously diagonalized by solving the following
generalized eigenproblem1:
Φbw = ψΦww (30)
1The diagonalization of Φb and Φw is described in the appendix.
6TABLE I: Parameter settings of front-ends. The terms “dim” and “mix” is short for dimensions and mixtures respectively. The
terms ∆ and ∆∆ denote the delta and delta-delta coefficients of MFCCs respectively.
Systems i-vector x-vector
8 kHZ system 20-dim MFCCs +∆ + ∆∆ / 2048-mix GMM / 600-dim i-vector 23-dim MFCCs / 512-dim x-vector
16 kHZ system 24-dim MFCCs +∆ + ∆∆ / 2048-mix GMM / 400-dim i-vector 30-dim MFCCs / 512-dim x-vector
TABLE II: Descriptions of training datasets.
SWBD SRE VoxCeleb
Languages English English (most) , others Multilingual
#Speakers 2,594 4,392 7,363
#Recordings 28,181 64,388 1,281,762
Data sources Telephone Telephone, microphone Multi-media
Environments Clean Clean Real world noise
TABLE III: Descriptions of evaluation datasets.
SRE16 SITW
Enrollment durations 60 ∼ 180 secs 6 ∼ 180 secs
Test durations 10 ∼ 60 secs 6 ∼ 180 secs
Data sources Telephone Multi-media
Evaluation kinds Cantonese / Tagalog Dev.Core / Eval.Core
#Evaluation trials 965,396 / 1,021,332 338,226 / 721,788
that is
WΦbW
T = Ψ (31)
WΦwW
T = I0 (32)
where W is a square matrix whose columns are the gener-
alized eigenvectors of (30), Ψ is a diagonal matrix whose
diagonal elements are the generalized eigenvalues of (30), and
I0 is an identity matrix.
Finally, the centralized feature is calculated by:
x =W−1u (33)
where u ∼ N (v, I0), and v ∼ N (v,Ψ). Here v represents
the speaker, and u represents an example of that speaker in
the latent space. Therefore, the example x in the original
space is related to its latent representation u via an invertible
transformation W. We take the latent variable u as input
features of pAUCMetric.2
VI. EXPERIMENTS
In this section, we first present the datasets and experimental
settings in Section VI-A and VI-B respectively. Then, we
present the main results in Sections VI-C and VI-D. At last,
we analyze the effects of the hyperparameters of pAUCMetric
in Section VI-E.
A. Datasets
1) Training datasets: The training data consists of Switch-
board (SWBD), NIST speaker recognition evaluation (SRE),
and VoxCeleb database. SWBD consists of Switchboard Cel-
lular 1 and 2 as well as Switchboard 2 Phase 1, 2, and
2Similar to the implementation of the two-covariance based PLDA in kaldi,
we normalize u to u×
√
d
uT (Ψ+I0)−1u
, where d is the dimension of u.
TABLE IV: Output dimensions of the LDA in the back-ends.
Systems i-vector x-vector
8 kHZ system 200 dim 150 dim
16 kHZ system 150 dim 128 dim
3. It contains 28, 181 English utterances from 2, 594 speak-
ers. The SRE database consists of NIST SREs from 2004
to 2010 along with Mixer 6. It contains 64, 388 telephone
and microphone recordings from 4, 392 speakers. Most of
the utterances are in English, while some utterances are in
Chinese, Russian, Arabic etc. VoxCeleb consists of VoxCeleb1
[42] and VoxCeleb2 [43], which contains over 1 million
recordings from 7,363 celebrities. It is collected from real
world noisy environments, therefore it contains background
chatter, laughter and overlapping speech etc. In addition, we
adopt the same data augmentation scheme as [15] to further
increase the amount and diversity of the training data. See
Table II for a summarization of the training data.
2) Evaluation datasets: The evaluation data include NIST
SRE 2016 (SRE16) [44] and the Speakers in the Wild
(SITW) [45] datasets. Specifically, SRE16 contains two major
languages—Cantonese and Tagalog. They are recorded in real-
world noisy environments. The Cantonese language contains
965, 393 trials. The Tagalog language contains 1, 021, 332 tri-
als. The enrollment segments vary from 60 to 180 seconds, and
the test utterances are about 10 to 180 seconds long. The SITW
is collected from open-source media which contains real-world
noise, reverberation, intra-speaker variability and compression
artifacts. It contains 299 speakers. Each recordings vary from
6 to 180 seconds. It has two evaluation tasks—Dev.Core which
consists of 338, 226 trials, and Eval.Core, which consists of
721, 788 trials. See Table III for a summarization of the
evaluation data.
B. Experimental settings
1) Training schemes: According to different collection
methods and sampling rates of the training data, we define
two kinds of systems:
• 8 kHZ system:We adopt the augmented SWBD and SRE
data, which include 220, 569 recordings in total, to train
front-end feature extractors. The back-ends are trained on
the augmented SRE data. The databases originally at 16
kHz are downsampled to 8 kHz.
• 16 kHZ system: We use the VoxCeleb data to train an i-
vector feature extractor, and use the augmented VoxCeleb
data to train an x-vector feature extractor. We randomly
select 200, 000 recordings from the augmented VoxCeleb
data to train the back-ends.
7TABLE V: Comparison results of pAUCMetric and PLDA in the E1 evaluation scheme.
i-vector x-vector
Back-ends EER(%) DCF10−2 pAUC[0,0.01] AUC EER(%) DCF10
−2 pAUC[0,0.01] ACU
Cantonese
PLDA 10.29 0.654 0.570 0.964 6.78 0.531 0.689 0.982
pAUCMetric 9.52 0.649 0.578 0.969 6.00 0.503 0.717 0.986
Tagalog
PLDA 21.39 0.985 0.178 0.864 18.34 0.977 0.218 0.894
pAUCMetric 21.85 0.985 0.175 0.860 18.52 0.980 0.218 0.894
TABLE VI: Comparison results of pAUCMetric and PLDA-adp in the E2 evaluation scheme.
i-vector x-vector
Back-ends EER(%) DCF10−2 pAUC[0,0.01] AUC EER(%) DCF10
−2 pAUC[0,0.01] AUC
Cantonese
PLDA-adp 8.91 0.597 0.625 0.970 4.80 0.400 0.800 0.990
pAUCMetric 7.93 0.577 0.646 0.977 4.19 0.379 0.818 0.993
Tagalog
PLDA-adp 19.85 0.892 0.313 0.885 12.27 0.753 0.499 0.948
pAUCMetric 19.11 0.896 0.315 0.892 11.97 0.754 0.503 0.951
2) Front-ends: We use the GMM-UBM/i-vector and x-
vector front-ends to extract speaker features. The front-ends
are implemented in Kaldi [46]. Their parameter settings are
also the same as in Kaldi, which are summarized in Table I.
Specifically, for the i-vector extractor, the frame length is
25ms, and the frame shift is 10ms. The frame-level acoustic
features of the 8 kHZ and 16 kHZ systems are 20- and 24-
dimensional MFCCs respectively, which are further mean-
normalized over a sliding window of up to 3 seconds. The
final acoustic features are a concatenation of the MFCCs and
their delta and delta-delta coefficients, which produces a total
of 60-dimensional acoustic feature for the 8 kHZ system and
72-dimensional acoustic feature for the 16 kHZ system. An
energy-based voice activity detector (VAD) is employed to
remove non-speech frames. The number of Gaussian mixtures
is set to 2048 for both the 8 kHZ and 16 kHZ systems. The
dimension of the i-vectors is set to 600 for the 8 kHZ system,
and 400 for the 16 kHZ system.
For the x-vector extractor, the frame-length is 25ms, and
the frame shift is 10ms. The acoustic features of the 8 kHZ
and 16 kHZ systems are 24- and 30-dimensional MFCCs,
respectively, which are further mean-normalized over a sliding
window of up to 3 seconds. The energy-based VAD is the
same as that in the i-vector extractor. The 8 kHZ x-vector
extractor is a pre-trained system provided at http://kaldi-
asr.org/models/m3. The 16 kHZ x-vector extractor is a newly
trained system by Kaldi. The dimensions of the x-vectors in
both the systems are set to 512.
3) Back-ends: We compare pAUCMetric with the state-of-
art PLDA back-end and a commonly used cosine similarity
scoring back-end. The parameter settings of the comparison
back-ends are summarized as follows:
• PLDA: We first reduce the speaker features into a low
dimensional vector by linear discriminant analysis (LDA).
Specifically, if the i-vector front-end is used, the LDA
dimension is set to 200 for the 8 kHZ system, and set
to 150 for the 16 kHZ system. If the x-vector front-end
is used, the LDA dimension is set to 150 and 128 in
the 8 kHZ system and 16 kHZ system, respectively. The
dimensions of LDA are summarized in Table IV. We use
the output of LDA as the input of PLDA to compute the
similarity scores.
• Cosine similarity scoring (Cosine): We adopt the same
dimension reduction as that in Table IV by LDA, and
then use the dimension-reduced feature as the input of
the cosine similarity scoring to make decisions.
• PLDA-adp: We conduct domain adaptation to the PLDA
back-end of the 8 kHZ system by using an unlabeled
major dataset in NIST 2016 SRE, which consists of 2, 272
utterances. The adaptation technique is implemented in
kaldi-master/egs/sre16 of Kaldi.
• pAUCMetric: We adopt the same dimension reduction
as that in Table IV by LDA. Then, the speaker features
are preprocessed according to Section V. At last, the
preprocessed features are taken as the input of pAUC-
Metric. The default hyperparameters of pAUCMetric are
as follows. α = 0, β = 0.01, µ = 10−3, η = 10, and
s = 500. γ is set to 0.5 for the x-vector front-end, and set
to γ = 0.1 for the i-vector front-end. As will be shown
in Section VI-E2, pAUCMetric performs robustly with a
wide range of hyperparameter settings.
We evaluate the comparison methods in terms of EER,
the minimum detection cost function with Ptarget = 10
−2
(DCF10−2), the normalized pAUC with α = 0, β = 0.01
(pAUC[0,0.01]), and AUC.
C. Results based on PLDA-based preprocessing
This section presents the main experimental results of the
pAUCMtric with the PLDA-based preprocessing technique.
We evaluate both the 8 kHZ and 16 kHZ systems on the
SRE16 and SITW datasets, which contains the following four
evaluation schemes:
• E1: This scheme conducts the comparison on language
mismatched conditions. The evaluation is carried out with
the 8 kHZ system on the SRE16 dataset. Most training
data of the 8 kHZ system are in English, while the SRE16
test data are in Cantonese and Tagalog languages.
8TABLE VII: Comparison results of pAUCMetric and PLDA in the E3 evaluation scheme.
i-vector x-vector
Back-ends EER(% DCF10−2 pAUC[0,0.01] AUC EER(%) DCF10
−2 pAUC[0,0.01] AUC
Dev.Core.
PLDA 9.20 0.619 0.590 0.972 6.85 0.513 0.697 0.985
pAUCMetric 8.73 0.605 0.600 0.974 5.91 0.500 0.724 0.988
Eval.Core.
PLDA 10.03 0.646 0.563 0.969 6.75 0.546 0.674 0.984
pAUCMetric 9.65 0.639 0.571 0.970 6.10 0.528 0.703 0.986
TABLE VIII: Comparison results of pAUCMetric and PLDA in the E4 evaluation scheme.
i-vector x-vector
Back-ends EER(%) DCF10−2 pAUC[0,0.01] AUC EER(%) DCF10
−2 pAUC[0,0.01] AUC
Dev.Core.
PLDA 5.30 0.418 0.772 0.989 2.96 0.301 0.868 0.996
pAUCMetric 4.93 0.420 0.776 0.990 2.58 0.289 0.880 0.997
Eval.Core.
PLDA 5.72 0.453 0.746 0.988 3.58 0.333 0.847 0.995
pAUCMetric 5.49 0.456 0.748 0.988 3.23 0.316 0.861 0.996
• E2: Contrary to E1, this scheme conducts the comparison
on language matched conditions. The evaluation is carried
out with the 8 kHZ system on the SRE16 dataset as
well, and furthermore, the domain adaptation technique is
adopted. The input features of pAUCMetric are the latent
variables of PLDA-adp.
• E3: This scheme makes an evaluation on channel and
noise mismatched conditions. We conducted the evalu-
ation with the 8 kHZ system on the SITW data. The
mismatched problem is caused by the fact that SITW
is collected from multi-media videos, while the training
data, i.e. SWBD and SRE, are collected from telephone
or meeting conditions.
• E4: Contrary to E3, this scheme makes an evaluation
on channel and noise matched conditions. Specifically,
we make the evaluation with the 16 kHZ system on the
SITW dataset. Both the SITW and VoxCeleb datasets are
collected from multi-media videos.
The experimental results of E1 are presented in Table V.
As shown in the table, pAUCMetric achieves obvious perfor-
mance improvement over PLDA on the Cantonese language.
Specifically, when the x-vector front-end is used, it obtains
11% relative EER reduction and 5% relative DCF10−2 reduc-
tion; it also achieves 9% relative pAUC[0,0.01] improvement
and 22% relative AUC improvement. When the i-vector front-
end is used, it obtains 7% relative EER reduction and 14%
relative AUC improvement. However, the experimental results
of PLDA and pAUCMetric on the Tagalog language are both
bad, which may be caused by the large mismatch between the
Tagalog and the languages of the training data.
The experimental results of E2 are presented in Table
VI. It is seen from the table that pAUCMetric yields better
performance than PLDA-adp, given both the i-vector and x-
vector front-ends. Specifically, when the x-vector front-end is
applied to the Cantonese language of SRE16, pAUCMetric
obtains 13% relative EER reduction and 5% relativeDCF10−2
reduction respectively; it also achieves 9% relative improve-
ment in terms of pAUC[0,0.01] and 30% relative improvement
in terms of AUC. When the i-vector front-end is applied
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Fig. 3: Relative EER reduction of pAUCMetric over PLDA.
The terms “Can”, “Dev”, and “Eva” denote the Cantonese
data of SRE16, the Dev.Core and Eval.Core. tasks of SITW,
respectively. The terms “E1”, “E2”, “E3”, and “E4” denote
the four evaluation schemes.
to the Cantonese language, pAUCMetric also obtains 11%
relative EER reduction and 23% relative AUC improvement,
respectively. pAUCMetric also achieves better performance
than PLDA-adp on the Tagalog language.
The experimental results of E3 are presented in Table
VII. One can see that pAUCMetric achieves better perfor-
mance than PLDA. Specifically, when the x-vector front-end
is used, pAUCMetric achieves 10% relative EER reduction,
3% relative DCF10−2 reduction, and more than 8% rela-
tive pAUC[0,0.01] improvement on both the Dev.Core and
Eval.Core tasks; it also obtains more than 20% and 12%
relative AUC improvement on the Dev.Core and Eval.Core
tasks, respectively. When the i-vector front-end is used, it also
achieves better performance than PLDA.
The experimental results of E4 are presented in Table VIII.
From this table, one can see that pAUCMetric also yields
better performance than PLDA. Specifically, when the x-
vector front-end is used, it obtains approximately 10% relative
EER reduction; it also obtains about 9% relative pAUC[0,0.01]
9TABLE IX: Comparison results of pAUCMetric and Cosine with the models of the 8 kHZ system.
i-vector x-vector
Back-ends EER(%) DCF10−2 pAUC[0,0.01] AUC EER(%) DCF10
−2 pAUC[0,0.01] AUC
Cantonese
Cosine 13.68 0.744 0.467 0.940 9.25 0.606 0.613 0.968
pAUCMetric 10.57 0.689 0.537 0.962 6.35 0.523 0.700 0.984
Dev.Core
Cosine 11.09 0.650 0.552 0.960 9.01 0.573 0.643 0.974
pAUCMetric 9.07 0.616 0.593 0.971 5.94 0.497 0.719 0.987
Eval.Core.
Cosine 11.86 0.684 0.519 0.956 8.53 0.600 0.617 0.974
pAUCMetric 10.00 0.668 0.553 0.966 6.40 0.539 0.689 0.985
TABLE X: Comparison results of pAUCMetric and Cosine with the models of the 16 kHZ system.
i-vector x-vector
Back-ends EER(%) DCF10−2 pAUC[0,0.01] AUC EER(%) DCF10
−2 pAUC[0,0.01] AUC
Dev.Core
Cosine 7.30 0.569 0.661 0.981 4.62 0.472 0.758 0.991
pAUCMetric 5.61 0.496 0.722 0.988 3.35 0.352 0.834 0.995
Eval.Core.
Cosine 7.45 0.606 0.616 0.979 5.41 0.465 0.744 0.989
pAUCMetric 5.96 0.547 0.679 0.986 3.80 0.374 0.825 0.994
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Fig. 4: DET curves of the comparison methods with the x-
vector front-end on the Cantonese data of SRE16 in the E1
evaluation scheme.
improvement, and more than 20% relative AUC improvement.
When the i-vector front-end is used, a similar experimental
phenomenon is observed as well.
To summarize, when the x-vector front-end is used, pAUC-
Metric obtains about 10% relative EER reduction, 9% rela-
tive pAUC[0,0.01] improvement, and more than 20% relative
AUC improvement over the state-of-the-art PLDA, except the
Eval.Core task of the SITW dataset in the E3 evaluation
scheme. Although the performance improvement with the i-
vector front-end is not so significant as that with the x-vector
front-end, the trends are consistent. For clarity, the relative
EER improvement of pAUCMetric over PLDA in different
evaluation schemes is summarized in Fig. 3.
Figure 4 plots the DET curves of the comparison methods
with the x-vector front-end in the SRE16 Cantonese of the E1
evaluation scheme. It is seen from the figure that pAUCMetric
yields a better DET curve than PLDA.
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Fig. 5: Relative EER reduction of pAUCMetric over Cosine.
The terms “Can”, “Dev”, and “Eva” denote the Cantonese
data of SRE16, the Dev.Core and Eval.Core. tasks of SITW,
respectively. The terms “8kHZ” and “16kHZ” denote the 8
kHZ system and 16 kHZ system respectively.
D. Results based on length-normalization preprocessing
This section presents the main experimental results of
the pAUCMetric with the length-normalization preprocessing
technique. We compare it with the Cosine back-end.
Specifically, we first evaluate the 8 kHZ system on the
Cantonese data of SRE16 and the Dev.Core and Eval.Core
tasks of SITW. The experimental results are summarized
in Table IX. As shown in the table, pAUCMetric achieves
significant performance improvement over the Cosine back-
end. When the i-vector front-end is used, it obtains about
16% to 23% relative EER reduction, and about 2% to 7%
DCF10−2 reduction respectively; it also obtains about 7%
to 13% relative improvement in terms of pAUC[0,0.01], and
about 23% to 37% relative improvement in terms of AUC.
When the x-vector front-end is used, pAUCMetric obtains
more than 25% relative EER reduction; moreover, it obtains
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TABLE XI: EER results of the comparison back-ends with different input feature dimensions. The term “length-normalization”
denotes the length normalization preprocessing. The term “PLDA-based” denotes the PLDA-based preprocessing.
Back-ends 50 dim 100 dim 150 dim 200 dim 250 dim 300 dim 350 dim 400 dim
Length-normalization
Cosine 9.14 8.51 9.25 9.93 10.91 11.78 12.55 13.23
pAUCMetric 8.80 6.85 6.35 6.50 6.62 6.90 7.17 7.43
PLDA-based
PLDA 8.36 6.72 6.82 7.50 8.13 8.77 9.26 9.67
pAUCMetric 8.02 6.19 6.05 6.54 7.08 7.67 7.89 8.18
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Fig. 6: DET curves of the comparison methods with the x-
vector front-end of the 8 kHZ system on the Cantonese data
of SRE16.
about 20% relative pAUC[0,0.01] improvement and more than
40% relative AUC improvement.
Then, we evaluate the 16 kHZ system on the Dev.Core
and Eval.Core tasks of SITW. The experimental results are
summarized in Table X. One can see that pAUCMetric also
yields significant performance improvement over the Cosine
back-end. For example, when the x-vector front-end is used, it
obtains 27% and 30% relative EER reduction on the Dev.Core
task and Eval.Core task respectively. It also obtains more than
40% relative AUC improvement on both of the tasks. The
performance trend with the i-vector front-end is consistent
with the trend with the x-vector front-end.
To summarize, when the length-normalization is adopted
to preprocess the speaker features, pAUCMetric achieves
significant performance improvement over the Cosine back-
end. For clarity, the relative EER improvement on different
evaluation dataset is summarized in Fig. 5. Furthermore, the
relative improvement of the pAUCMetric over PLDA with the
x-vector front-end behaves better than that with the i-vector
front-end.
Figure 6 plots the DET curves of the comparison methods
with the x-vector front-end on the SRE16 Cantonese data. It
is seen from the figure that pAUCMetric yields a better DET
curve than Cosine.
E. Discussion
In this section, we first discuss the effect of the input feature
dimension of pAUCMetric on performance, then analyze the
TABLE XII: Relative EER reduction of pAUCMetric over
PLDA with respect to γ and µ.
γ
µ
0 10−7 10−6 10−5 10−4 10−3 10−2 10−1
0 7.5 7.4 7.8 6.8 6.5 7.6 1.2 -5.9
0.01 7.8 8.8 7.8 7.5 7.6 7.6 1.7 -6.2
0.05 8.4 9.2 8.4 9.5 9.0 10.3 2.0 -6.1
0.10 9.4 7.4 9.4 9.1 9.3 10.2 1.7 -6.0
0.50 9.6 9.5 9.6 10.8 10.5 11.0 1.9 -6.2
1.00 8.0 10.6 8.0 9.5 8.5 10.9 2.1 -6.0
1.50 6.9 5.5 6.8 8.7 8.4 8.6 2.7 -5.8
3.00 -1.4 -3.3 -1.3 -3.6 -0.2 1.0 1.1 -5.6
TABLE XIII: Relative pAUC[0,0.01] reduction of pAUCMetric
over PLDA with respect to γ and µ.
γ
µ
0 10−7 10−6 10−5 10−4 10−3 10−2 10−1
0 5.0 4.6 4.9 4.2 4.1 4.3 -0.6 -6.2
0.01 5.2 5.4 5.2 5.4 4.9 4.8 -0.6 -6.3
0.05 5.6 6.1 5.6 6.2 5.8 6.6 -0.1 -6.1
0.10 6.9 5.4 6.9 6.6 6.6 7.1 -0.1 -6.1
0.50 7.3 7.4 7.3 7.3 7.4 8.0 -0.2 -6.1
1.00 6.1 7.3 6.1 6.6 4.9 7.5 0.4 -6.1
1.50 4.6 3.8 4.6 2.9 6.0 5.6 1.5 -5.9
3.00 -3.5 -4.4 -1.8 -2.6 -3.2 -0.3 -0.7 -6.1
effects of its hyperparameters, and at last discuss the compu-
tational complexity and performance with respect to the batch
size s.
All discussions use the x-vector front-end of the 8 kHZ
system to extract speaker features, and compare PLDA with
the pAUCMetric that adopts the PLDA-based preprocessing
on the Cantonese data of SRE16. No domain adaptation is
adopted in the discussions.
1) Effect of the input feature dimension on performance:
We set the dimensions of the input features of the comparison
back-ends from 50 to 400 with a step size of 50, where the
features are produced from LDA. The experimental results are
summarized in Table XI. From this table, one can see that
pAUCMetric obtains lower EER scores and smaller perfor-
mance variances than the comparison back-ends in all cases.
It reaches the lowest EER when the input feature dimension
is set to 150.
2) Effects of the hyperparameters of pAUCMetric: pAUC-
Metric has five hyperparameters α, β, δ, γ, and µ. The reason
why we set α = 0 and β = 0.01 is that the number of the
imposter trials is much larger than the number of the true trials,
hence restricting the working area [α, β] to a FPR range of
close to zero makes the algorithm focus on discriminating the
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Fig. 8: Training time of pAUCMetric at each iteration with
different batch sizes.
difficult trials.
We study the effects of δ, γ, and µ by grid search. We
first search δ in [0, 10] with the other hyperparameters set to
their default values. Figure 7 shows the relative performance
improvement of pAUCMetric over PLDA. From the figure, we
find that pAUCMetric is robust in a wide range of δ with the
best δ being around 1.5. We search γ and µ in grid jointly as
listed in Tables XII and XIII with the other hyperparameters
set to their default values. It is observed that the stable
working region is µ ∈ [0, 10−3] ∩ γ ∈ [0, 1.5]. Interestingly,
pAUCMetric still works well even without regularization, i.e.
µ = 0 and γ = 0. The above observation is consistent
across all training scenarios of this paper. To summarize,
pAUCMetric is insensitive to the 3 hyperparameters.
3) Complexity analysis: In Section VI-E3, we have proved
that the computational complexity is cubic with respect to
the batch size s. This section further discusses the effects
of s on the computational complexity and performance of
pAUCMetric.
Figure 8 shows the training time of the pAUCMetric at each
iteration with respect to the batch size s. From the figure,
one can see that the training time increases sharply with the
increase of s, which is consistent with the theoretical analysis
160 400 1000 2000
Batch size
6
6.5
7
7.5
8
8.5
9
9.5
Eq
ua
l e
rro
r r
at
e 
(%
)
Length-norm+pAUCMetric
PLDA-based+pAUCMetric
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Fig. 10: Convergence analysis of pAUCMetric with different
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in Section VI-E3. Note that, when s is less than 160, the
fluctuation of the training time is caused by some random
factors.
Figure 9 shows the EER results of pAUCMetric with
different s. From the figure, one can see that, s cannot be
too small, e.g. smaller than 160. On the contrary, increasing
the batch size does not always improve the performance. In
practice, we only need a small suitable batch size, such as our
default s = 500.
Figure 10 displays the convergence rate with respect to s.
From the figure, we see that, when s is larger than a reasonable
small value, the convergence rate of pAUCMetric does not get
improved anymore. In other words, although the computational
complexity of pAUCMetric is theoretically cubic with respect
to s, setting s to a small reasonable value not only guarantees
good performance but also is efficient.
Finally, we have evaluated the proposed pAUCMetric in
other test scenarios beyond the scenario in this subsection and
with the length-normalization preprocessing technique as well.
The experimental conclusions are consistent with those in this
subsection. Due to the length limitation of this paper, we will
not report the tedious results anymore.
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VII. CONCLUSIONS
In this paper, we present a speaker verification back-end
based on the squared Mahanalobis distance, named pAUCMet-
ric, to maximize pAUC. Because directly optimizing pAUC is
an NP-hard problem, we first relax the optimization problem
to a polynomial-time solvable one, and then adopt a random
sampling strategy to reduce the computational complexity. Fur-
thermore, we prove that the pAUC optimization is a problem of
enlarging the weighted margin between the positive and neg-
ative samples, where the information of pAUC is encoded in
the weights of the samples. In order to boost the performance
of pAUCMetric, we further propose the length-normalization
preprocessing and the PLDA-based preprocessing techniques.
Experimental results on the NIST 2016 SRE and SITW
demonstrate the effectiveness of pAUCMetric. The results also
show that pAUCMetric is insensitive to the hyperparameter
settings in all evaluation scenarios.
APPENDIX
Φb and Φw can be simultaneously diagonalized by solving
the following generalized eigenproblem:
Φbw = ψΦww (34)
where ψ is the generalized eigenvalue, and w represents the
generalized eigenvector.
Because Φw is positive definite, we can make eigenvalue
decomposition to Φw:
Φw = UΛwU
T = [Λ1/2w U
T ]T [Λ1/2w U
T ] (35)
For clarity, we define P = Λ
1/2
w U
T . Then, the generalized
eigenproblem of (34) becomes:
[
(
P−1
)T
ΦbP
−1] (Pw) = ψ (Pw) (36)
Furthermore, we define S =
(
P−1
)T
ΦbP
−1 and w˜ = Pw.
Then, we have:
Sw˜ = ψw˜ (37)
Making eigenvalue decomposition to S gets:
S = W˜ΨW˜T (38)
whereΨ is a diagonal matrix whose diagonal elements are the
eigenvalues of S, and the columns of W˜ are the eigenvectors
of S. Because w˜ = Pw, the generalized eigenvector matrix
of (34) becomes:
W = P−1W˜ (39)
Obviously,WTΦbW = Ψ, and W
TΦwW = I0.
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