Introduction
Parkinson's disease (PD) is a common age-related neurological disease. The classical symptoms include rigidity, bradykinesia, resting tremor, and cognitive symptoms (Lindgren and Dunnett, 2012) . The hallmark of PD is progressive degeneration of dopamine (DA) neurons (Hornykiewicz, 2001; Dauer and Przedborski, 2003) . Gross motor symptoms may be interpreted as disinhibition of the indirect striatal pathway caused by reduced tonic activation of D 2 -like receptors (Albin et al., 1989) . However, symptoms of PD seem absent until substantial loss has occurred, and in patients with early PD, D 2 receptor binding measured with PET does not correlate with disease duration or severity of symptoms (Brooks et al., 1992; Knudsen et al., 2004) . These clinical observations are paralleled in animal studies. Here, on one hand, DA depletion often exceeds 80% before significant changes in tonic DA levels can be observed (Castañeda et al., 1990) . On the other hand, substantial changes in postsynaptic D 1 and D 2 receptor signaling cascades require less denervation (Gerfen, 2000; Strömberg et al., 2000; Cai et al., 2002; Gerfen, 2003; Prieto et al., 2009; Sun et al., 2010) . Currently, no fully consistent theory can account for progression, symptoms, and medication during all stages of PD. The problem is complicated because the exact delineation between biophysical, physiological, and compensatory changes in the DA signal is unknown.
Here I conduct a theoretical analysis of DA signals in denervated striatum based on a volume transmission model of DA signaling. The model predicts that reduced DA levels occur late in disease when innervation loses spatial coherence. In stages where remaining DA innervation is coherent, the DA tone is maintained, but translation of phasic DA cell firing is reduced. However, when denervation reaches 50%, a mismatch between time scales of DA dynamics and bursts and pauses in firing patterns arises (Grace and Bunney, 1984b) . This phenomenon appears with moderate denervation (50 -80%), and affects mainly signaling by high-affinity DA receptors (e.g., high-affinity D 2 -and D 3 -type receptors). I argue below that in animal models with unilateral denervation, this pathology may lead to contraversive rotations in rodents with unilateral lesions when challenged with low doses of DA uptake inhibitors (Robinson et al., 1994; Labandeira-Garcia et al., 1996; Paquette et al., 2009 ). Denervation above 80% compromises the signal-to-noise ratio in the DA signal. In combination with adaptive postsynaptic pathways, this leads to a persistent pathological signal, in particular, in pathways regulated by high-affinity receptors. In the model, this persistent signal is reduced by L-dopa. The two mechanisms described above appear at stages of denervation where tonic DA levels and tonic receptor occupancy appear normal. However, with sufficient denervation, some areas may end up fully depleted, causing permanent low extracellular DA. DA levels inside voids are increased by L-dopa therapy.
The analysis is compatible with clinical observations such as normal D 2 binding in early-stage patients and late onset of symptoms. Furthermore, it accounts for L-dopa therapy including side effects. Finally, the model suggests unexplored features that may aid diagnosis of premotor PD.
Materials and Methods
Micro-scale model. For partial denervation, the modeling was performed using essentially the same methods used by Dreyer and Hounsgaard (2013) . Physiological parameters are mainly determined from rodent studies.
In brief, the micro-scale model simulates DA signals in a cubic 20 m subvolume innervated by an ensemble of DA neurons. In the simulation, DA is calculated at two levels: striatal DA concentration is used to determine postsynaptic effects of DA signals driven by the firing rate of DA neurons; somatodendritic release is used to determine autoreceptor feedback on the DA firing rate.
Striatal DA signaling is modeled from first principles beginning with action potential-dependent vesicular release from distinct release sites. DA signaling is mediated by extracellular volume transmission. When simulating the intact striatum, the micro-volume was filled by 1500 terminals from N ϭ 100 DA neurons, giving a terminal density ϭ 0.1 terminals/m 3 (Doucet et al., 1986; Dreyer et al., 2010) . Reuptake is mediated by DA transporters (DATs) located at release sites (Dreyer and Hounsgaard, 2013) . Partial denervation was modeled by reducing N, which results in simultaneous reduction of DA release and reuptake (Bergstrom and Garris, 2003) . The vesicular release probability was regulated independently for each terminal between 2 and 15% by autoreceptors sensitive to recent DA concentrations in the neighborhood of the terminal (Dreyer and Hounsgaard, 2013) .
The input to the model is the firing rate of DA neurons. Tonic firing was produced by independent Poisson processes of the same constant intensity in each neuron. Phasic signaling was produced by a repeated pattern of high-intensity Poisson firing and pauses (Grace and Bunney, 1984a, b) or a random phasic firing pattern described below. The effective firing rate of DA neurons in the model was determined by the input rate minus a term accounting for somatodendritic autoinhibition (Dreyer and Hounsgaard, 2013) . Therefore, the effective firing rate changes when simulating different pharmacological treatments and with denervation. Input firing rates were tuned to produce the effective average firing rate around 4 Hz in both tonic and phasic firing in simulation of intact and untreated animals.
The core of the micro-scale simulation is a numerical solution to
Here C(x,t) is concentration of DA at spatial coordinate x ϭ (x,y,z) and at time t in a small representative volume of striatum. The first term on the right expresses spike-driven DA release. Here release is summed over j ϭ 1,…, N neurons. The set of spike arrival times for each neuron, {t jk }, is determined by an independent Poisson process with common intensity for all neurons given by the firing rate v(t). At time points where neuron j has a spike, the dopamine concentration is raised by ⌬C j (x,t), the spatiotemporal vesicular release pattern for each neuron. The release pattern incorporates the location of fixed release sites (hence, the dependence on x) and terminal autoreceptor feedback of release probability at each release site (hence, the dependence on t). The second term in Equation 1 represents diffusion in the extracellular space. The diffusion constant, D* ϭ 322 m 2 /s, includes a correction for tortuosity of extracellular space (Syková and Nicholson, 2008) . The third term represents DATmediated uptake. Here uptake is shown explicitly as a sum of contributions of different neurons, with V max j ͑x) representing a spatial pattern of DAT expression that coincides with the release sites of neuron j. Thus, DAT-mediated uptake is present at release sites only (hence, dependence on x). K app is the apparent Michaelis-Menten constant. In drug-free conditions, K app is equal to the Michaelis-Menten constant K m ϭ 0.16 M. When simulating competitive DAT inhibition, K app is set higher than K m . Details of the autoreceptor feedback, spatial-dependent V max , and relationship between K app and DAT inhibition is given by Dreyer and Hounsgaard (2013) and references therein. The fourth term is a firstorder process representing enzymatic degradation and nonspecific uptake of DA, which is further discussed below. Simulations were performed on a 24 ϫ 24 ϫ 24 m spatial grid with 0.6 m resolution and with a 0.16 ms time step.
In this study, the most important control parameter is the number of neurons, N, which appears as the top limit in the summations of Equation 1. In normal conditions, N ϭ 100 (Dreyer et al., 2010) and lower when simulating a denervated area. The value of N has influence on the number of release sites in the simulation volume and, therefore, also affects uptake. Note that the micro-scale model is only valid if at least one neuron remains in the simulation volume.
The difference between the micro-scale model used here and in previous work (Dreyer and Hounsgaard, 2013 ) is a first-order process reflecting nonspecific uptake by norepinephrine transporters and enzymatic degradation, for example, by monoamine oxidase B (MAO-B). Above, the combined effect of these factors is implemented as a spatially independent first-order decay (in striatum, k 0 ϭ 0.04 s Ϫ1 ; Budygin et al., 2002) . A similar first-order process, k 0 soma ϭ 0.007 s Ϫ1 (Cragg et al., 2001) , was introduced in the calculation of somatodendritic DA used to determine feedback by somatodendritic autoreceptors (Dreyer and Hounsgaard, 2013) . In the intact condition, reduction of DA levels by nonspecific DA removal is vanishing in both dorsal striatum (DS) and somatodendritic areas. However, since k 0 is independent of DA innervations, this term will play an increasing role with progressive denervation and has been hypothesized to be the cause of low DA levels at high denervation (Reed et al., 2009 ). Because of the slightly lower ratio between k 0 soma and V max soma , the effect of the first-order decay becomes first apparent in somatodendritic areas and later in striatal areas. However, as shown in the present study, nonspecific uptake does not lead to aberrant signaling for any value of N Ն 1.
Generation of double-stochastic firing patterns. A random phasic firing pattern was generated using a mother train of spikes with interspike intervals after a gamma distribution (coefficient of variation ϭ 1.0; ϭ 5 Hz). The spike arrival times of the mother train were binned at the time resolution of the simulation. The histogram was then smoothed using a Gaussian kernel with half-width 100 ms. This produced a smooth random time-varying firing rate (t) with bursts up to 20 Hz and pauses up to 1 s.
The resulting firing rate (t) was subjected to somatodendritic feedback and used as intensity in the Poisson process generating {t jk }, the spike input to the model. In the intact case, the average effective firing rate was 4.3 Hz; on average, neurons had 47% spikes in bursts according to the 80 -160 ms criterion (Grace and Bunney, 1984b) , and the coefficient of variation of the interspike intervals was 120%.
Simulation of DA uptake inhibition. Investigations of the effect of DA uptake inhibition was performed using the same methods as described by Dreyer and Hounsgaard (2013) . In short, competitive uptake inhibition was modeled by increasing K app , the apparent Michaelis-Menten uptake constant in both terminal and somatodendritic regions. The value of K app was interpreted as an equivalent dose of intraperitoneal cocaine administered 20 min earlier. For example, K app ϭ 0.160 M corresponds to 0 mg/kg cocaine and K app ϭ 1.0 M to 15 mg/kg, i.p. cocaine.
Continuum model for DA release with voids. Since the size of fully depleted striatal areas may be on the order of 1 mm, similar to the macroscopic size of DA arbors (Matsuda et al., 2009), the micro-scale model is not suitable. Therefore, calculation of tonic DA levels in the presence of voids uses a continuum model based on the same physiological parameters as the micro-scale model. In the continuum model, vesicular release from single distinct terminals is replaced by spatial average controlled by a terminal density parameter, , and discrete action potentials were replaced by a constant firing rate, 0 . Also, the continuum model does not include autoreceptors explicitly. Rather, the firing rate and release probability were determined using the micro-scale model described above.
A DA void was modeled as a spherical region of radius R void (Fig. 1G ). The terminal density was 0 inside the void and 0 outside. In other words, the terminal density is defined as follows:
In the present study, I used 0 ϭ 0.1 terminals/m 3 as terminal density for intact striatum (Doucet et al., 1986 ) and a 90% denervation thereof ( 0 ϭ 0.01 terminals/m 3 ). With these assumptions, the DA concentration, C, can be fully described as a function of distance from the void center, r, and time t. Expressed in spherical coordinates, the modeled equation for DA levels becomes the following:
The first term in Equation 3 describes DA release and is given by the following:
where P r is the vesicular release probability, n 0 is the number of molecules released per vesicle fusion [n 0 ϭ 3000 and 9000 in simulation of L-dopa therapy (Pothos et al., 1998) ], ␣ is the extracellular volume fraction (Syková and Nicholson, 2008) 
Here I DA DAN represents DA release from DA terminals and is determined using Equation 4 with parameters and the firing rate relevant for L-dopa therapy as described above. The second term, I DA 5HT , represents DA release from serotonergic terminals. This term was estimated using ϭ 0.0026 m Ϫ3 (Soghomonian et al., 1987) and firing rate v 0 ϭ 1 Hz (Aghajanian et al., 1978) . The release probability was assumed to be 10%, and the number of DA molecules per vesicle was assumed to 300, 10% of vesicular contents for DA neurons (Pothos et al., 1998) . V max was determined using Equation 5 and scaled with DA innervation. Solving Equation 6 for steady state yields a quadratic polynomial in C, the solution to which gives the steady-state DA level as follows:
where:
Note that in Equation 6, both V max and I DA DAN are affected by denervation, whereas I DA 5HT is not.
Estimation of rate of second-messenger production in postsynaptic medium spiny neurons
Experimental studies have shown that in striatal medium spiny neurons (MSNs), the number of DA receptors, their G-proteins, and expression of adenylyl cyclase (AC) is affected by denervation (Strömberg et al., 2000; Cai et al., 2002; Gerfen, 2003; Prieto et al., 2009; Sun et al., 2010) . Here my aim is to develop a generic scheme relating the number of functional D 1 and D 2 signaling units, N D1 and N D2 , to the production of second messenger (SM) molecules such as cAMP in postsynaptic direct and indirect MSNs. Here a postsynaptic signaling unit is defined as the whole chain leading to production of SM molecules, e.g., a D 1 -regulated signaling unit may comprise D 1 receptor, G-protein, and substrate. The number of activated D 1 signaling units at time t is given by the product of N D1 and D1(t), where D1(t) is the activated fraction of D 1 receptors. I assumed that the rate of D 1 -regulated SM production is proportional to the number of activated low-affinity D 1 -like receptor units [EC 50 
Here ⌬SM D1 (t) is the rate of D 1 -activated SM production at time t. The net SM production is balanced by the mean receptor activation of tonic firing, ͗D1͘ tonic , and is kept positive by the step function ⌰͑ x͒͑⌰͑ x͒ ϭ 0 when x Ͻ 0 and ⌰(x) ϭ 1 when x Ն 0). Note that, by definition of the signaling unit, increasing N D1 implicitly implies that the substrate is upregulated concurrently (Rangel-Barajas et al., 2011) .
Activation of high-affinity D 2 -like receptors is assumed to inhibit second-messenger production [EC 50 ϭ 10 nM (May, 1992) ]. The rate of D 2 -related SM production, ⌬SM D2 , is assumed to be proportional to the number of disinhibited signaling units, which may be expressed as follows:
(10)
As in Equation 9, increasing the constant of proportionality, N D2 , implicitly assumes that the number of inhibited substrates is also increased. The absolute number of signaling units, N Dx (x ϭ 1,2), is not of interest here. They are set to 1 for intact striatum, and only relative changes therein are reported. The postsynaptic signal described here is only one of many possible schemes that meets two fundamental requirements: SM production is reduced by tonic DA firing, and the sensitivity to phasic signals can be regulated via the number of signaling units.
As a general rule, I assume that the rate of SM production provides negative feedback to N Dx , thereby controlling the sensitivity of the signaling cascade (Barton and Sibley, 1990) . This feedback was implemented as follows:
and likewise for N D2 . In Equation 11, ͗(D1(t) Ϫ ͗D1͘ tonic ) ⅐ ⌰ (D1(t) Ϫ ͗D1͘ tonic )͘ intact is the mean D 1 signal in intact striatum, and
Consequently, a long-term reduction of phasic DA signaling will lead to an increased number of signaling units and, hence, increased sensitivity of the regulatory pathway; increased phasic signaling will reduce sensitivity of signaling pathways. I calculated N Dx using a 120 s double-stochastic phasic firing pattern. Inhibition of adenylate cyclase may be taken as an example of the D 2 -like receptor action modeled by Equations 10 and 11. However, this is only one of several known actions of postsynaptic D 2 -like receptors (Bonci and Hopf, 2005; Beaulieu and Gainetdinov, 2011) . However, the results derived here do not depend on precise workings of the receptor and are fully generalizable. The only control parameter used here is the EC 50 of activation/inhibition.
Results
Here I will analyze the degree to which DA neurons can transmit signals to their postsynaptic targets at different degrees of denervation. I will focus on how denervation affects activation of lowaffinity D 1 -like receptors (EC 50 ϭ 1000 nM) and high-affinity members of the D 2 -like family [EC 50 ϭ 10 nM (May, 1992) ]. D 2 and D 3 receptors are targets of medication and, therefore, of particular interest for PD (Hobson et al., 1999) . For simplicity of the present analysis, both are denoted as D 2 and are assumed to have a similar affinity for DA.
Anatomy of DA denervation may lead to distinct pathologies DA denervation causes multiple and complex changes in striatum. My efforts to capture a wide range of denervation patterns require different computational methods for modeling the different pathologies that may arise. To substantiate and qualify the discussion below, I first start by a qualitative analysis of DA innervation at different stages of denervation.
Nigrostriatal DA neurons form widely branched axonal arbors in striatum. In rats, a single neuronal arbor may cover 0.5-5% of the total striatal volume, and neurons overlap considerably so that a single postsynaptic neuron may receive signals from 100 to 200 presynaptic DA neurons (Matsuda et al., 2009) . Therefore, loss of a single DA neuron merely reduces the innervation density in a particular subvolume (Fig. 1A) . As increasingly more DA neurons are lost, more areas become affected causing a heterogeneous spatial innervation pattern (Fig. 1B) . At early stages of the denervation process, the innervation remains coherent, as it is unlikely that some area will end up completely without DA innervation. However, the probability that fully depleted areas appear increases with every neuron lost. Eventually, voids in DA innervation may occur (Fig. 1C) . If the degeneration of neurons is random, the appearance of voids will be variable in time and space. Nonrandom mechanisms may cause voids to form more readily in particular anatomical areas (Kish et al., 1988) . Once voids are nucleated, however, further neuronal loss may increase the number or volume of voids until only isolated innervated areas remain (Fig. 1D) . The progression described here may be compared with the quantification of postmortem DAT immunoreactivity in putamen recently described by Kordower et al. (2013) .
The analysis above indicates that different types of signals may be expected depending on the topology of remaining innerva-tion. I will start by quantifying DA signals with in coherent partial denervation. Signaling in this regime is investigated using a computational model that addresses striatal DA signaling at the micro-scale, and denervation is modeled by varying the density of DA release sites ( Fig. 1 E, F ) . The micro-scale model may approximate the case of homogeneous denervation assuming that a large area is consisting of identical micro-volumes.
Then, I will ask how DA signals in homogeneous denervation lead to adaptation of postsynaptic signaling cascades, and, in particular, whether there are aspects of the DA signal in the denervated state that evades compensation.
I will then investigate tonic DA levels around a fully depleted void using a macro-scale model. This model represents a spatial and temporal continuum representation of the micro-scale model (Fig. 1G ).
Constant DA tone but reduced phasic DA signals in partial homogeneous denervation
Experimental studies with partial denervation show that tonic DA levels are unchanged (Castañeda et al., 1990) , but phasic signaling, evoked or spontaneous, has reduced amplitude (Sandberg and Phillips, 2009; Howard et al., 2011 Howard et al., , 2013 . Bergstrom and Garris (2003) noted that constant DA levels may be a consequence of concurrent loss of release and uptake; an effect termed "passive stabilization." However, previous theoretical considerations assume ideal "well-mixed" extracellular compartments and speculate that nonspecific uptake eventually reduces DA levels at sufficient denervation (Bergstrom and Garris, 2003; Reed et al., 2009 ). The 3D volume transmission model accounts for terminal release and uptake explicitly and is, therefore, well suited for testing this assumption. Consequently, I characterized tonic and phasic DA signals and asked whether the model reproduces experimental data and whether low DA levels occur with high denervation.
When the number of DA neurons is reduced, there is a change in fundamental physiological parameters of the striatum and substantia nigra. In particular, the density of DA terminals, the sites for DA release and uptake, has primary influence on the lifetime of striatal extracellular DA. The biophysical model used here allows us to investigate how this change in the physiological makeup affects the translation of DA neuronal firing to activation postsynaptic target receptors. As a test pattern, I applied 4 Hz, nonsynchronized tonic firing, which shifts to a burst firing pattern consisting of brief episodes of 20 Hz firing (on average, four spikes) followed by a 0.8 s pause ( Fig. 2A ; spikes of 15 neurons are indicated as dots, transition from tonic to phasic occurs at t ϭ 6 s). The combination of these firing patterns represents typical firing behavior of DA neurons (Grace and Bunney, 1984a, b).
I first investigated the effect of denervation on DA levels from tonic activity of DA neurons (Fig. 2 A, C,E ; blue, intact; green, 50% denervated; red, 98% denervated). As in previous simulation studies (Dreyer et al., 2010; Dreyer and Hounsgaard, 2013) , tonic firing of DA neurons resulted in striatal extracellular DA concentrations around 50 nM. Random fluctuations in firing rate and vesicular release lead to a typical SD of 10 nM. However, with denervation, the mean and SD of the DA concentration remained approximately the same (Fig. 2A , compare blue, green, and red; see also Fig. 2B , solid blue line). Different competing mechanisms provided slight influence on tonic DA levels at high denervation. On one hand, denervation lead to slightly lower inhibitory feedback on the firing rate, which tended to increase DA levels. On the other hand, fewer vesicular release events lead to less saturation of terminal DATs. This effect led to a slightly lower DA level. However, these mechanisms provided only subtle perturbations of little functional relevance. Even in the extreme case with terminal density representing a single DA axon (99% denervation), DA levels were 44 nM, well within the random fluctuations of DA levels in the intact striatum (Fig. 2B, inset, blue) . Even when nonspecific uptake was increased to 0.4 s Ϫ1 , 10 times the experimental value (Budygin et al., 2002) , 99% denervation gave a DA level of 20 nM, well above the EC 50 of high-affinity receptors (Fig.  2B , inset, green; the red bar shows the 10 nM level). Thus, according to the present model of DA signaling, tonic DA is virtually unchanged in areas with any remaining innervation. In these areas, uptake via the remaining DATs is the dominant source of removal of DA compared with other sources.
In the model, the tonic firing led to constant activation of postsynaptic receptors. D 1 had activation between 4 and 6% (Fig.  2C, t Ͻ 6 s, D, solid blue line), and D 2 had activation around 80% (Fig. 2E, t Ͻ 6 s, F, solid blue line) . This baseline activation of receptors did not change even up to 99% denervation.
Bursts and pauses of phasic DA firing patterns provide a temporal signal (Grace and Bunney, 1984b; Schultz, 1998) . The computational model used here predicts that in the intact striatum, phasic signals are efficiently decoded by postsynaptic receptors, where D 1 receptors are particularly sensitive to high DA levels from bursts and D 2 receptors are sensitive to low DA levels during pauses (Dreyer et al., 2010; Dreyer and Hounsgaard, 2013 ; and see also experimental study by Porter-Stransky et al., 2013) .
In the intact striatum, DA levels fluctuated in the range from 0 to 300 nM during phasic firing ( Fig. 2A , t Ͼ 6 s, blue). As innervation was reduced, the amplitude of the phasic DA signal declined ( Fig. 2A , t Ͼ 6 s, compare blue, green, and red; Fig. 2B , blue dashed lines show minimum and maximum of phasic DA as a function of denervation). The decline of the phasic peaks and troughs in DA concentration affected both D 1 and D 2 receptor activation (Fig. 2C ,D, green and red, E, F, dashed blue). Highaffinity receptors were increasingly locked in a saturated state, whereas low-affinity receptors remained steadily activated at a low level.
Thus, the micro-scale model used here reproduces the passive stabilization of DA levels observed experimentally. However, no reduction of DA tone occurs even with terminal densities as low as 1% of the intact. The ability of bursts or pauses to affect the DA signal depends on factors that are proportional to the density of terminals (V max and DA release). Thus, in the present model, the phasic signal declines linearly with the number of remaining DA neurons innervating the area.
On the other hand, the variability of tonic DA depends on opposing factors that nearly cancel: encoding the signal in fewer neurons increases noise, but the longer lifetime of released DA acts like a low-pass filter reducing the variability of the DA level. Thus; noise approximately remains constant (Fig. 2B , blue shade shows SD from 30 s tonic firing). The overall result is a reduced signal-to-noise ratio between tonic and phasic signals when innervation is low. In other words, denervation weakens the functional difference between tonic levels and phasic signaling and reduces the amplitude of dynamical responses of postsynaptic receptors.
Supersensitive postsynaptic signaling partially compensates loss of phasic DA signals
A number of studies show that the expression of postsynaptic D 1 and D 2 receptors, their G-proteins, and intracellular partners such as AC are affected by denervation (Cai et al., 2002; Gerfen, 2003; Sun et al., 2010; Rangel-Barajas et al., 2011) . Increased sensitivity of DA receptors occurs at early stages of denervation (Labandeira-Garcia et al., 1996; Gerfen, 2000) where no reduction in DA seems to occur (Castañeda et al., 1990) . In light of the results above, an immediate question is whether supersensitivity results from loss of phasic signaling. I therefore asked to which degree varying the sensitivity of postsynaptic signals would compensate loss of phasic DA signaling in partial denervation. Activation or inhibition of adenylyl cyclase (AC) by D 1 -like and D 2 -like receptors may be considered an example of this. However, the adaptation is described as a general process and may also apply to other pathways regulated by these receptors (Bonci and Hopf, 2005; Beaulieu and Gainetdinov, 2011) . D 1 -regulated production of SM molecules was assumed to be activated by D 1 binding and proportional to N D1 , the total number of D 1 receptor signaling units (Eq. 9; a signaling unit comprising the receptor, G-protein, and substrate, such as AC). The rate of D 2 -regulated SM production was inhibited by activation of D 2 receptors and the rate proportional to N D2 , the total number of D 2 signaling units (Eq. 10). In both cascades, SM production was balanced by the occupancy at tonic firing, and the production was taken to be only positive. With this assumption, the D 1 receptor-regulated cascades responded when DA was higher than tonic, and D 2 cascades responded when DA was lower than tonic. In principle, SM production is 0 in both pathways when subjected to tonic firing. However, since the stochastic elements of the model produce random fluctuations in tonic DA levels, a residual production of second messengers from tonic firing is expected.
I used a double stochastic phasic firing pattern as input to the model and investigated the effect of denervation on the number of signaling units. Again, the average DA level was not affected by denervation, but the phasic response diminished. At very high denervation, the functional difference between tonic and phasic DA cell firing was almost gone ( Fig. 3A ; tonic firing, t Ͻ 120 s; phasic firing, t Ͼ 120 s; three examples shown at 0, 75, and 97% denervation). In the intact striatum, the production of SMs in postsynaptic D 1 -and D 2 -regulated pathways was low with tonic cell firing and high with phasic signaling. Thus, the cumulative production rose slowly under tonic firing but fast under phasic firing. In the absence of adaptation, the rate of production would decline with increasing denervation (Fig. 3B , cumulative SM production in arbitrary units; tonic firing, t Ͻ 120 s; phasic firing, t Ͼ 120 s; blue, intact; green 75% denervated; red, 97% denervation).
However, postsynaptic signaling cascades may adapt to reduced postsynaptic activity. A biologically plausible scheme is to let the rate of SM production provide negative feedback on the signaling cascade (Barton and Sibley, 1990). Thus, elevated DA signaling production will attenuate the pathway, and reduced DA signals will slowly upregulate pathways. To implement this, I regulated the number of D 1 and D 2 signaling units, N D1 and N D2 , inversely proportional to the phasic DA signals acting on D 1 and D 2 receptors (Eq. 11).
This scheme led to low D 1 adaptation at moderate denervation (e.g., N D1 increased by 27% with 75% denervation, Fig. 3D , blue), but increasing at high denervation (N D1 increased 85% with 94% denervation, Fig. 3D , blue). For D 2 receptors, the predicted adaptation was qualitatively similar, but the absolute magnitude was higher (e.g., N D2 increased by 100% with 75% denervation and by 400% at 92% denervation, Fig. 3E, blue) . With high denervation, however, large variation occurred in ⌬SM D1 and ⌬SM D2 as these were increasingly dominated by few large episodes and long periods of no activity (Fig. 3 D, E , blue shades indicate SE of N D1 and N D2 from N ϭ 4 simulations).
Supersensitive postsynaptic signaling leads to aberrant signals
With 75% denervation, the resulting D 1 -regulated postsynaptic signal was qualitatively similar to the intact (Fig. 4A , compare top and middle traces). For D 2 receptors, the postsynaptic response to small pauses was undercompensated, whereas the response for large signals was overcompensated (Fig.  4B , middle trace has jagged amplitude for t Ͼ 120 s compared with top trace). With 97% denervation, the postsynaptic signals missed many small phasic events (Fig.  4 A, B , compare top and bottom traces for t Ͼ 120 s).
However, the most striking effect of denervation occurred in the residual ⌬SM under tonic firing patterns (Fig. 4 A, B ; t Ͻ 120 s). Normally, the tonic firing pattern leads to low production of second messengers. For example, the predicted residual production of D 1 -regulated pathways was 28% of the production under the phasic firing pattern, and the D 2 -regulated production was 13% of the production with phasic firing (Fig. 4 A, B , top trace; compare t Ͻ 120 s with t Ͼ 120 s). However, the adaptive response to reduced phasic signaling also increased the residual production by tonic firing. With high denervation, a persistent aberrant signal occurred (Fig. 4 A, B , compare bottom and top traces for t Ͻ 120 s). For D 1 receptors, the aberrant signal was around a factor of 2 at 92% denervation and above (Fig. 4, blue) . At high denervation, the aberrant D 1 signal reached ϳ50% of the phasic D 1 signal (Fig. 4 E, F , black dashed lines indicate ⌬SM D1 for the phasic firing pattern and intact striatum). The increase was most prominent for the D 2 cascade, with a twofold increase occurring around 80% denervation and ϳ10 times increase above 96% denervation (Fig. 4F, blue) . At high denervation, the aberrant D 2 signal was as high as the phasic signal. The variability in the aberrant signals increased at high denervation (Fig. 4 E, F , blue shaded areas indicate standard error from N ϭ 4 independent trials).
In summary, a simple adaptive scheme based on negative feedback on postsynaptic signaling cascades may compensate reduced phasic signaling under moderate denervation. However, the resulting postsynaptic signal will deviate in several ways from that of the intact. The first deviation, overcompensation and undercompensation for D 2 receptor-mediated dynamical signals, is a result of a mismatch between two fundamental time scales in the system. At high denervation, this shift in time scales is less of a concern because the combination of random fluctuations in the tonic DA level and adaptive postsynaptic pathways play the dominant role as a cause of error in the signal.
Time scale mismatch renders D 2 receptor signals hypersensitive to DA uptake inhibitors
Experimentally, PD is often investigated in rotation models in rodents where DA signals are manipulated by DA uptake inhibitors (Ungerstedt and Arbuthnott, 1970) . In animal models of early PD, this experimental paradigm sometimes leads to counterintuitive behavior (Paquette et al., 2009) . I therefore analyzed how blocking DA uptake would affect tonic and phasic DA signals in partial denervation.
The inhibitor was modeled by increasing K app , the apparent Michaelis-Menten constant for DAT-mediated uptake. Note that changing K app has effects in both terminal and somatodendritic areas and, therefore, also alters firing rate of neurons in the model. Since K app is modeled as a constant, the results presented here apply to a steady-state concentration of a competitive uptake inhibitor. For easier comparison with in vivo data, I interpret the state of the uptake system as an equivalent intraperitoneal dose of cocaine administered 20 min earlier (Dreyer and Hounsgaard, 2013) .
A full account of computational modeling of DAT inhibition in dorsal striatum and nucleus accumbens is given by Dreyer and Hounsgaard (2013) . In brief, tonic DA levels are increased by steady-state DAT inhibition with only a slight change in phasic D 1 signals. Whereas the model predicts that activation of the D 2 receptor by tonic firing is unchanged by DAT inhibition, the downward phasic D 2 receptor signal is quenched by saturation in a dose-dependent manner.
Similar effects were also observed when modeling uptake inhibition in the denervated striatum [ Fig. 5A , effect of DAT inhibition in intact; dark red, 0 mg/kg; bright red, 6 mg/kg; orange, 15 mg/kg; Fig. 5B , effect of DAT inhibition in 50% denervation, C, summary of tonic (solid lines) and maximum and minimum (dashed lines) as a function of a simulated dose of cocaine for 3 degrees of denervation; blue, intact; green, 50% denervated; red, 85% denervated]. DAT inhibition lead to a uniform increase in tonic DA, but the influence of denervation was minor (Fig. 5 A, B , compare DA levels for tonic firing, t Ͻ 2s; summarized in Fig. 5C , blue, green, and red solid lines showing tonic DA nearly coinciding). The upward phasic amplitude was not changed by DAT inhibition but uniformly reduced by denervation (Fig. 5 A, B , t Ͼ 2s, C, top dashed lines) and thus did not influence model predic- tions regarding phasic signaling of D 1 receptors. However, the reduction in downward phasic amplitude by denervation was strongly amplified by uptake inhibition (Fig. 5C, bottom dashed  lines) , and the predicted temporal signals on the D 2 receptor were strongly affected by uptake inhibition (Fig. 5G,H, t Ͼ 2 s, I , bottom dashed lines).
Focusing on the loss of phasic D 2 signals, I calculated the predicted dose of intraperitoneal cocaine at which the phasic amplitude was reduced by 50%. In the intact striatum, 50% reduction occurred when K app ϭ 0.72 M, which is equivalent to a dose of 10 mg/kg, i.p., cocaine. However, at 50% denervation, saturation occurred when K app ϭ 0.40 M, which is equivalent to a dose of 4.2 mg/kg, i.p., cocaine, less than half the saturating dose in the intact case. The equivalent dose for saturation declined linearly with denervation until 80% denervation. When denervation was higher than 80%, the phasic signal was so low that no further effect of uptake inhibition was observed. This analysis predicts a window with modest denervation in which D 2 receptors are more likely to saturate by uptake inhibition. In rats with mild unilateral lesions, this D 2 receptor this will lead to contraversive rotations when challenged with low doses of DA uptake inhibition (Robinson et al., 1994; Labandeira-Garcia et al., 1996; Paquette et al., 2009) . Note that this dynamical effect requires a relatively low degree of denervation where DAT remains the major source for removing extracellular DA. In this regime, nonspecific uptake plays a vanishing role in the model. Consequently, MAO-B inhibitors, also used in PD therapy (Caslake et al., 2009), will not cause the above saturation of D 2 -like receptors.
Macroscopic voids in innervation lead
to regions with tonic low DA I have so far identified two mechanisms by which a pathological signal may arise. Both occur under conditions where DA tone is not reduced relative to the presymptomatic level. However, the micro-scale model only represents DA signaling if denervation occurs homogenously. However, such homogeneous denervation is unlikely in advanced idiopathic PD. Random loss of DA neurons will increase heterogeneity, and localized areas may eventually become completely void of DA innervation (Fig. 1C) . Such regions may play a role in the pathological DA signal at advanced stages of PD (Kordower et al., 2013) .
Given that the anatomical extent of DA axonal arbors may reach 1 mm, I investigated how a DA void influences DA levels on a large spatial scale. Here the microscale model becomes intractable, and I therefore resort to a continuum model in simplified geometry where DA concentration is a function of a single spatial coordinate, r, indicating the distance from the center of the void (Eq. 3). DA release and DAT uptake is controlled by a continuous terminal density, (r) (Eqs. 4, 5), and a spherical DA void was implemented by setting (r) ϭ 0 for r Յ R void and (r) ϭ 0 for r Յ R void (Fig. 1G and Eq. 2) . Thus, innervated tissue with release and DAT-mediated uptake is located at r Ͼ R void , whereas at r Յ R void , only first-order nonspecific uptake contributes to removal of DA. The dynamics and steady state of the system was determined numerically.
The simulation was initiated with a DA concentration equal to 0 everywhere. As the DA level was iterated, the concentration would increase at a time scale similar to the dynamical time scale ϭ K M /V max . Thus, in the innervated region far from the void, the DA level equilibrated fast. However, inside and near the edge, the time scale was reduced. The time for DA in the center to reach 50% of the steady-state level, T 1/2 , increased linearly for large voids (Fig. 6A) . When the void radius was 150 m, T 1/2 was 10 s; when the void radius was 500 m, corresponding to the size of an axonal arbor (Matsuda et al., 2009) , T 1/2 was nearly 1 min. Thus, DA levels inside voids are essentially constant as phasic fluctuations in DA levels, which occur on a subsecond time scale, do not penetrate into the central regions of the void. Furthermore, the response to long-term changes in DA levels outside (both up and down) will be significantly delayed in large voids.
The steady-state DA concentration was low in the center and increased toward the edge (Fig. 6B, solid lines) . The effect of 90% exterior denervation was relatively small on the interior DA level (Fig.  6B , dashed lines) and mainly affected DA levels at the boundary (Fig. 6B, inset) . The central concentration of DA in the void center was dependent on void radius: for R void Ͻ 100 m, the DA level would remain above 30 nM in the center, whereas for R void Ͼ 400 m, the DA level was Ͻ5 nM in the center (Fig. 6C , solid blue). DA levels in the center were only little affected by exterior denervation (Fig. 6C, dashed blue) .
Finally, I asked how big a striatal volume would be affected by a critically low DA concentration Ͻ 10 nM as function of void size. Regions with critically low DA first appeared for voids larger than 300 m. For larger voids, the affected volume grew fast (Fig. 6D) .
Thus, in the models presented here, developed according to the biophysical and physiological constraints of DA signaling, constant low DA levels occur exclusively in fully depleted striatal areas (voids) of a size of larger than 100 m. The occurrence of such voids seems likely at advanced stages of denervation given the anatomical structure of localized, overlapping DA axons (Fig.  1A-D) and by certain experimental procedures such as intrastriatal injection of 6-OHDA (Labandeira-Garcia et al., 1996) . L-Dopa reduces aberrant D 2 signaling and volume of critically low DA The gold-standard treatment of PD is administration of the dopamine precursor L-dopa. The therapeutic effect of L-dopa therapy is presumably due to increased intracellular stores of DA and thereby increased vesicular quantal release (Pothos et al., 1998; de la Fuente-Fernández et al., 2004) . L-Dopa has beneficial effects in the beginning of the therapy, but eventually fluctuating response and dyskinesia develop. I asked whether the pathological signals described above are alleviated or further distorted when simulating the effect of L-dopa therapy. Here I modeled the effect of L-dopa administration as a threefold increase in DA vesicle contents assuming equal effects for somatodendritic and terminal release.
L-Dopa increases DA levels and evokes response by DA autoreceptors
To investigate the effect of L-dopa on DA levels and to determine the compensatory effects by DA autoreceptors, I first modeled the effect of L-dopa therapy using the micrometer-scale model (Fig.  1 E, F, Fig. 2, black) . I found L-dopa therapy was counteracted by autoreceptors at two levels: the strongest by somatodendritic autoreceptors in substantia nigra where tonic the firing rate was reduced from 4.1 Hz to 2.3 Hz. In striatum, the vesicular release probability was reduced from 8% to 7%.
Because of these adaptations, the effect of L-dopa administration on tonic DA levels was blunted. In the intact striatum, DA levels went from 50 to 70 nM with tonic firing of DA neurons (Fig.  2 A, B, black) . With a high degree of denervation, DA levels from tonic firing reached 100 nM (Fig. 2B, inset, black) . This was mediated by reduced somatodendritic autoreceptor feedback (tonic firing rate was 3.6 Hz at 99% denervation when simulating L-dopa therapy). The increase in DA levels during simulated L-dopa therapy was stronger with phasic signaling of DA neurons. Here time-averaged DA levels increased to 170 nM compared with 70 nM in absence of L-dopa. In the simulation, L-dopa therapy also increased the amplitude of DA transients from bursts. In the intact striatum, the increase in phasic amplitude was more than twofold, and with 75% denervation, the burst amplitude was approximately equal to the intact (Fig. 2A , compare black and blue at t Ͼ 6 s). L-Dopa therapy essentially restored D 1 receptor sensitivity to burst firing (Fig. 2C,D) but did not improve phasic signaling for D 2 receptors (Fig. 2 E, F ) . . An immediate increase in vesicle content gave a strong increase in postsynaptic D 1 signaling from a tonic firing pattern. The increase was sixfold for denervation around 75% and Ͼ20-fold for denervation above 95% (Fig. 4E,  inset, red) .
The immediate response to L-dopa therapy was a strong reduction in residual D 2 signals from the tonic firing pattern to levels even lower than intact (compare Fig. 4D , red traces, with Fig. 4B , blue traces, for t Ͻ 120 s).
However, the adaptive postsynaptic signals of the present model also act to compensate the effect of L-dopa. For D 1 receptor-mediated signals, L-dopa lead to reduction of postsynaptic signaling units as expressed in N D1 . The reduction was present at all stages of denervation (Fig. 3D, black) . In the D 2 system, the effect of L-dopa on N D2 was much less (Fig. 3E, (Fig. 4E , compare black and blue shades).
Thus, according to the theoretical analysis, L-dopa therapy provides a temporal benefit for persistent aberrant signals in the passive stabilized phase. The effect, however, is only beneficial as long as adaptation to overload in D 1 signals is fast while at the same time adaptation to lower-than-normal D 2 signals is slow.
L-Dopa increases penetration of DA to voids
A prediction of the present analysis is that voids in DA innervation occurring late in disease progression will result in low DA levels. I therefore also investigated the effect of L-dopa therapy in DA levels in the presence of voids. Compensation of L-dopa therapy by autoreceptors was included implicitly by reducing release probability from 8% to 7% and by reducing the tonic firing rate from 4 Hz to 3 Hz, reflecting results from the micro-scale model. With these adjustments, simulation L-dopa therapy gave an approximately twofold increase in extracellular DA concentration in innervated areas. Thereby DA levels in the center of the voids also increased (Fig. 6C, black) , and, in particular, the volume affected by critically low DA was completely ablated for small voids and reduced for large voids (Fig. 6D,  black) .
Effect of DA corelease from serotonergic terminals
A number of studies have suggested that high doses of L-dopa may also cause DA corelease from striatal serotonergic terminals and have shown that this may play a role in dyskinesia (Carta et al., 2008) . Here I will provide a brief estimate of the impact of DA corelease from serotonin terminals and ask under which conditions this may be a relevant contribution.
The density of serotonin terminals in striatum is 0.0026 m Ϫ3 , around 2% of intact DA innervation (Doucet et al., 1986; Soghomonian et al., 1987) , and the spontaneous firing rate of serotonergic neurons is ϳ1 Hz (Aghajanian et al., 1978) . With these parameters, the contribution of DA corelease is vanishing in the presence of DA innervation. Taking the extreme case, with 1% remaining DA innervation, nominal DA release alone generates 60 nM under L-dopa (using same parameters as above). If we include additional serotonergic mediated DA release (300 DA molecules per vesicle, ϳ10% of typical vesicle contents), the total DA level becomes 64 nM. Thus, with homogeneous denervation, the extra contribution from serotonergic corelease is Ͻ10%. If nent that is enhanced by L-dopa (Fig. 4E , compare black shade, L-dopa, and blue shade, control). The increased variability has a double effect. First, changes in D 1 signals mediated by variations in tonic DA will have an increasingly long time to compensate. However, long-lived random fluctuations it may in itself create false signals even under ideal steady state conditions (Fig. 4E , black shade exceeds intact phasic signals, black dashed).
These observations are in agreement with studies showing that more precise delivery of L-dopa and control of serotonergic neurons retards the onset of dyskinesia (Obeso et al., 1994; Carta et al., 2008) . However, according to the present model, the root cause of dyskinesia is not fluctuations in DA levels themselves, but rather the lack of subsecond temporal DA signals. With the assumption of negative feedback regulating postsynaptic pathways, strategies aimed at maintaining constant DA levels will only postpone dyskinesia. In the long run, the adaptation will catch up, and dyskinesia will return. In the present analysis I used L-dopa as a typical medication for PD. However DA agonists acting on different combinations of D1, D2, and D3 receptors are also used, often in the early stage of the disease where some DA innervation may be remaining. Precise predictions of the combined effect of medication and remaining DA are not within scope of the present model. However, if agonist concentrations are essentially tonic, their effects may eventually be reduced by compensation (in Eqs. 9 and 10, tonic D1 and D2 occupancies are subtracted). Therefore, according to this model, DA agonists may face the same challenge as L-dopa: that their effect can be reduced by adaptive mechanisms.
In summary, this theoretical analysis of the biophysics of DA signaling at different stages of denervation paints a more faceted picture of PD than usually proposed. Low tonic DA is only one cause of pathological signaling and the one that occurs in advanced stages of PD. I identified two additional mechanisms by which DA denervation leads to deficits. These other mechanisms appear earlier in disease progression where tonic DA levels and D 2 receptor occupancy appear normal. One is linked to mismatch between time scales, and the other results in the combination of reduced signal-to-noise ratio and supersensitive postsynaptic signals and is alleviated by L-dopa.
