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SUMMARY
In this dissertation, we reformulate various learning problems by leveraging the optimiza-
tion with integral operators in the infinite-dimensional space view. Based on such a new
understanding, we propose a unified framework for machine learning, which covers plenty
of learning problems. It can potentially lead to better algorithms that bypass the difficul-
ties and drawbacks in existing algorithms for these problems. Particularly, this dissertation
will demonstrate the benefits of the framework for three learning problems, each of which
contributes to one of the representative topics in machine learning community:
• Learning over Functions Being motivated from scaling up the kernel machines, we
reformulate the learning problems for most of the kernel machine as a special case of
the proposed framework, i.e., optimization over function inputs. The new formulation
avoids the operations on kernel matrices and leads to a scalable algorithm for many
kernel methods. We provide the sample complexity and convergence analysis for the
algorithm and justify its empirical performance on extensive experiments.
• Learning over Distributions Targeting on the provable algorithm for the Bayesian
inference, we recast the Bayesian inference as a special case of the proposed frame-
work, i.e., optimization over distributions in the density space. It leads to a flexible
and efficient inference algorithm for graphical models. We provide the convergence
guarantee for the proposed algorithm and evaluate its performance for several proba-
bilistic models on large-scale datasets.
• Learning over Dynamics We abstract a generic class of learning problems from
many machine learning tasks, e.g., invariance learning and reinforcement learning, as
an important instance of the proposed framework. It learns a function with condi-
tional distributions or dynamics as inputs. We derive a new min-max reformulation
xvi
for such problems, leading to the novel algorithm which can be tailored to many par-
ticular tasks. We provide both theoretical and empirical justification of the proposed
algorithms.
Besides these concrete examples, the proposed framework can also shed light on many
other learning problems, e.g., undirected graphical model learning, meta learning, and so
on. The optimization with the integral operator in function space view offers us a principled
way to develop flexible models, design efficient algorithms, and provide rigorous guarantees.
We believe it will benefit wider spectrum of machine learning applications.
Keywords: Nonparametric method, Stochastic optimization, Reproducing kernel Hilbert
space (RKHS), Functional gradient, Bayesian inference, Monte-Carlo approximation, Fenchel’s





The learning objectives, model representations and learning algorithms are important com-
ponents of machine learning methods. Most machine learning methods are constructed by
composing these three components appropriately. The learning objective is usually designed
for particular tasks, e.g., evidence lower bound in Bayesian inference [1] and the temporal-
difference error in reinforcement learning [2]. The representation of the model is decided by
the assumptions on the hypothesis space with the mechanisms to handle the structures in
inputs, e.g., the latent Dirichlet allocations model for text data [3], the RKHS functions
for distributional data [4, 5], the convolution neural networks (CNN) [6] and residual net-
works [7] for 2D images, and the recurrent neural networks for sequential data [8]. Finally,
the development for efficient and scalable learning algorithms usually depends on the choice
of both the learning objectives and the function representations, e.g., the sequential min-
imal optimization for SVM [9] and the back-propagation for CNN [10]. As we can see, to
construct successful machine learning methods that are naturally fit to different problems
with different targets and inputs, one should consider these three components together in
a principled way.
This dissertation aims for developing a unified learning framework for such purpose. The
heart of this framework is the optimization with integral operators in infinite-dimensional
spaces. Such an integral operator representation view in the proposed framework provides
us an abstract tool for considering these three components together for plenty of machine
learning tasks and will lead to efficient algorithms equipped with flexible representations
achieving better approximation ability, scalability and statistical properties.
We mainly investigate several motivated machine learning problems, i.e., kernel method-
s [11], Bayesian inference [12], invariance learning, policy evaluation and policy optimization
in reinforcement learning [13, 14], as the special cases of the proposed framework with d-
ifferent instantiations of the integral operator. These instantiations result in the learning
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problems with inputs as functions, distributions, and dynamics. The corresponding algo-
rithms are derived to handle the particular integral operators via efficient and provable
stochastic approximation by exploiting the particular structure properties in the operators.
The proposed framework and the derived algorithms are deeply rooted in functional analy-
sis, stochastic optimization, nonparametric method, and Monte Carlo approximation, and
contributed to several sub-fields in machine learning community, including kernel methods,
Bayesian inference, and reinforcement learning.
We believe the proposed framework is a valuable tool for developing machine learning
methods in a principled way and can be potentially applied to many other scenarios, e.g.,
kernel exponential families estimation and meta-learning.
1.1 Thesis Structure
The rest of this dissertation is organized into six chapters.
Chapter 2: A Unified Learning Framework We first provide the background knowl-
edge, including the Hilbert space and its properties, that is needed for establishing the whole
framework. Next, we introduce the learning framework based on the optimization with in-
tegral operators in infinite-dimension function spaces perspective. The framework unifies
many representative machine learning problems, e.g., kernel methods, Bayesian inference,
and reinforcement learning, into one complete picture, while it also preserves the useful
properties for us to design better algorithms in terms of approximation ability, statistical,
computational and memory complexity for particular problems.
Chapter 3: Doubly Stochastic Gradient Descent in RKHS In this chapter, we
specialize the kernel methods from the framework with a novel representation, so that we
can scale up the kernel machines to millions of samples. The bottleneck of kernel machines
for large-scale datasets is the computation and memory cost of the kernel matrix. By
reformulating the learning of kernel machines as an optimization in the dual function space
of the corresponding RKHS through the framework, we can avoid the explicit operations on
kernel matrices, and thus, bypass the well-known bottleneck. The resulted doubly stochastic
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functional gradient algorithm approximates the functional gradient stochastically from two
randomness sources, i.e., the training data and the dual random features associated with
the kernel. We prove that the proposed algorithm converges in the optimal rate and conduct
extensive empirical experiments, demonstrating the scalability of the proposed algorithm
for kernel machines on millions of samples.
Chapter 4: Particle Mirror Descent in Density Space In this chapter, we dis-
cuss the Bayesian inference problem, which can be recast as another special case of the
proposed framework, i.e., optimization in the density space over distribution inputs. By
such a reformulation, we propose a simple yet provable algorithm, particle mirror descent,
to iteratively approximate the posterior density. The proposed algorithm incorporates the
particles to represent the density nonparametrically in the stochastic functional mirror de-
scent updates, and thus, bypasses the restrictions in the approximation ability in vanilla
variational inference algorithms due to the prefixed parametrization. We provide the con-
vergence guarantee of the proposed algorithm and demonstrate its empirical performances
in several probabilistic models on large-scale datasets.
Chapter 5: Dual Embedding for Conditional Integral Operator In this chapter,
we investigate the learning over dynamics inputs problem, which can be derived from the
proposed framework by plugging the conditional integral operator. This problem is mo-
tivated from invariance learning, policy evaluation in Markov decision processes (MDPs),
and events prediction problems. We propose the dual embedding to bypass the difficulty in
estimating the conditional expectation when we only have limited samples or in the extreme
case only one sample for each conditional distribution in the dynamics. We design an effi-
cient learning algorithm, Embedding-SGD, with convergence guarantees for such problems.
Finally, our numerical experiments on both synthetic and real-world datasets show that
the proposed approach can significantly improve over the existing algorithms on invariance
learning and policy evaluation in MDPs.
Chapter 6: Dual Embedding for Smoothed Bellman Error In this chapter, moti-
vated by policy optimization in MDPs, we mainly discuss a difficult generalization of the
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optimization problem in Chapter 5. By the property of the smoothed Bellman optimality
equation, we derive a specific surrogate loss for policy optimization, which can be reduced
to the learning problem in the framework with the conditional integral operator. We apply
the dual embedding technique for a new reinforcement learning algorithm. The proposed
algorithm is proved convergent, even with nonlinear function approximation on off-policy
samples. We compare the proposed algorithm with the current existing reinforcement learn-
ing algorithms on the benchmarks, and demonstrate its convergence and sample efficiency.
Conclusion We summarize the achievements in this thesis. We also discuss some poten-
tial future directions to further complete the proposed unified learning framework, including
undirected graphical model learning and meta-learning.
1.2 Thesis Contribution
This dissertation includes the conceptual, algorithmic and theoretical contributions:
1. A unified framework for machine learning from the integral operator view, which
unifies several representative learning problems as special cases.
2. A scalable algorithm, doubly stochastic gradient descent, for general kernel methods.
3. A provable algorithm, particle mirror descent, for approximate Bayesian inference on
probabilistic models.
4. An efficient algorithm, embedding-SGD, for learning over dynamics problems, e.g.,
invariant learning, policy evaluation and so on.
5. A convergent algorithm, smoothed Bellman error embedding, for off-policy reinforce-
ment learning with nonlinear function approximation.
6. Theoretical analysis for characterizing the behaviors of the proposed algorithms.
These contributions demonstrate the importance of the proposed framework as a prin-
cipled way for machine learning method design. Besides deriving useful algorithms for con-
crete problems, the theoretical analysis is also of independent interest which is potentially
applicable for justifying the other existing related algorithms.
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CHAPTER 2
A UNIFIED LEARNING FRAMEWORK
In this chapter, we will first introduce the necessary background of the framework. Then,
we present our unified learning framework, which is based on optimization with integral
operators in infinite-dimension spaces, and discuss the important special cases of the frame-
work, including kernel methods, Bayesian inference, invariance learning and reinforcement
learning with the inputs as functions, distributions, and dynamics, respectively.
2.1 Preliminary
The proposed framework is built up based on the integral operator view of learning prob-
lems. In this section, we mainly discuss the Hilbert space and its properties, which will be
important for developing the framework.
2.1.1 Hilbert Space
We introduce the Hilbert space starting from the definition of the inner product space,
Definition 1 (Inner product) Let Ξ denotes a vector space, an inner product on Ξ is a
function 〈·, ·〉 : Ξ×Ξ→ R that satisfies following three axioms for x, y, z ∈ Ξ and α, β ∈ R:
• linearity 〈αx+ βy, z〉 = α 〈x, z〉+ β 〈y, z〉.
• symmetry 〈x, y〉 = 〈y, x〉.
• positive-definiteness 〈x, x〉 > 0 and 〈x, x〉 = 0 if and only if x = 0.
The inner product space is a vector space with inner product. In fact, the inner product
space is also a normed space, i.e.,
Theorem 2 Let (Ξ, 〈·, ·〉) be an inner product space and ‖x‖ :=
√
〈x, x〉, then, ‖·‖ is a
norm on Ξ and (Ξ, ‖·‖) is a normed space.
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Based on the understanding of the inner product space and the induced norm, the
Hilbert space is defined below
Definition 3 (Hilbert space) Let (Ξ, 〈·, ·〉) be an inner product space, (Ξ, 〈·, ·〉) is a Hilbert
space if the space is complete w.r.t. the metric generated by the norm induced by the inner
product.
One of the important examples of Hilbert spaces is L2 (X , µ), which is the space of square
Lebesgue integrable functions Ξ = {f : X → R} with the inner product defined as 〈f, g〉 :=∫
Ξ f(x)g(x)dµ (x). Another important class of Hilbert spaces is the reproducing kernel
Hilbert space as introduced in next section.
2.1.2 Reproducing Kernel Hilbert Space
The reproducing kernel Hilbert space (RKHS) is a special Hilbert space. The theory was
developed by [15] and introduced to machine learning community by [16, 17]. It is formally
defined below,
Definition 4 (Reproducing kernel Hilbert space [16, 17]) Let H be a Hilbert space
of functions f : X → R, then H is a reproducing kernel Hilbert space endowed with the
inner product 〈·, ·〉H if there exists a function k : X × X → R such that
• membership for every x ∈ X , the function k(x, ·) ∈ H.
• reproducing property for ∀f ∈ H and ∀x ∈ X , we have f(x) = 〈f, k(x, ·)〉H.
In L2 space, we have f(x) =
∫
f(x′)δ (x− x′) dµ (x′). However, the L2 is not a RKHS since
δ-function does not belong to L2 space. The kernel function is analogues of δ-function, but
itself belongs to H.
By the definition, the RKHS is simply a Hilbert space of functions spanned by k(·, ·),
i.e., H = span {k(x, ·)|x ∈ X}. We can derive some basic properties straightforwardly,




2 If H is a RKHS, then the convergence in H w.r.t. ‖·‖H implies pointwise convergence.
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There is an one-to-one correspondence between k and its RKHS H, i.e.,
Theorem 6 (Moore-Aronszajn [18]) Given a positive definite function k : X ×X → R
we can construct a unique RKHS with k as its reproducing kernel, and vice versa.
Due to the positive definiteness of the kernel function k, we can decompose the kernel
function via eigenfunctions justified by the following theorem,










where {ψi}∞i=1 are orthonormal and λi > 0.
Instead of the Mercer’s decomposition, we can also decompose the kernel in alternative
ways,
Theorem 8 (e.g.,[20]; [21]) If k(x, x′) is a positive definite (PD) kernel, then there exists





It should be mentioned that the (φω, ρ) may not be unique.
Both the Mercer decomposition and the expectation decomposition of the kernel func-
tion, in Theorem 7 and Theorem 8, respectively, can be used for representing the functions
in H as we will introduce in next section.
2.1.3 Integral Operator
In this section, we will use the integral operator to derive the representation of the functions
f ∈ H. The integral operator is a useful tool for studying the properties of RKHS [22, 23].





Since Kf is a linear combination of kernel functions k(x′, ·), Kf ∈ H.
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Self-adjoint square root of K When the H is dense in L2 (µ), the unique positive self-
adjoint square root of K, denoted as K
1
2 , is a bijection from L2 (µ) to H [24, 23]. Therefore,
for ∀h ∈ H, ∃f ∈ L2 (µ), we can represent h = K
1












By Theorem 7 and the fact H is dense in L2 (µ), the λi i = 1, . . . ,∞ are strict positive.





















Since Q is a linear operator, it defines a bijection between the orthogonal of its null s-
pace, Ker (Q)⊥, to its image, Im (Q), which implies the inverse operator Q−1 : Im (Q)→
Ker (Q)⊥. As shown in [25, 23], Im (Q) is exact the RKHS H with kernel k (x, x′) =∫
ω φω (x)φω (x
′) dρ(ω). Then, ∀f ∈ H, it can be represented as f = Qh for some h ∈






, ‖f‖H = ‖h‖2 .
We can also check the decomposition K = QQ∗ by simply applying the Fubini’s theorem.




The first-order algorithms in the function space is one key component for deriving the
algorithm from the framework. We briefly introduce the functional gradient on which the
first-order algorithms is built.
The functional gradient relates a change in terms of the functional to a change in function
on which the functional depends. Denote the functional as L (f), the functional gradient
∇L(f) is defined as the linear term in the change of the objective after we perturb f by ε
in the direction of g, i.e.,
L(f + εg) = L(f) + ε 〈∇L(f), g〉+O(ε2). (2.2)
where 〈·, ·〉 can be adapted with different definitions in different function spaces. For in-
stance, in RKHS where we have inner product 〈·, ·〉H, applying the above definition, we
have ∇f(x) = ∇〈f, k(x, ·)〉H = k(x, ·) and ∇‖f‖
2
H = ∇〈f, f〉H = 2f .
Given the definition of the functional gradient, we can generalize the first-order op-
timization method and its stochastic version to function spaces, e.g., stochastic gradient
descent and stochastic mirror descent, while still keep the convergence guarantees. We will
see in the following chapters how to apply these generalized algorithms in function spaces
for particular learning problems instantiated from the proposed framework.
2.2 Learning as Optimization with Integral Operator
With the introduced background knowledge, we present our unified framework built on the
integral operator view. By instantiating different integral operators in the framework, we
recast various machine learning problems into the unified view, which will help us to design
novel algorithms bypassing the drawbacks in existing algorithms.
In general, we consider the learning tasks as searching for an element in a Hilbert space
F , e.g., RKHS, density space, L2 space and so on, by minimizing a functional L (·) : F → R.
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Specifically, we have the optimization as
min
f∈F
L (f) := Es [J (T f, s)] + νG(f), (2.3)
where T : F → G denotes some integral operator that maps functions in F to another
space G, Es [·] denotes the expectation over some measure p(s), J (·, ·) : F ×S → Y denotes
the loss function which is convex w.r.t. the first argument and G (·) denotes an optional
convex regularization, ν > 0 is the regularization parameter. The framework covers various
machine learning models by adapting different integral operators T , ranging from kernel
methods, Bayesian inference, invariance learning, to reinforcement learning with inputs as
functions, distributions, and dynamics, respectively.
2.2.1 Learning Over Functions
If we instantiate the integral operator T in Eq (2.3) as Q : L2 (ρ)→ H defined in Section 2.1
and G (·) as ‖·‖H, we obtain
min
g∈L2(ρ)




Eω∼ρ(ω) [φω (x) g (ω)] , y
)]
+ ν ‖g‖22 . (2.4)
where `
(
Eω∼ρ(ω) [φω (x) g (ω)] , y
)
:= J (Qg, (x, y)) : R × R → Y denotes a convex loss and
Ex,y [·] denotes the expectation over distribution p(x, y). By such a representation, we can
understand the learning problems corresponding to Eq (2.4) as learning a function g (ω) with
the inputs as functions φω (x) over Ω. Therefore, we refer to the learning problem (2.4) as
learning over functions.
Recall that the integral operator Q induces a mapping from L2 (ρ) to RKHS H, i.e.,
Qg ∈ H for g ∈ L2 (ρ) as we introduced in Section 2.1.3, the optimization (2.4) represents a
wide range of kernel methods, including kernel ridge regression, kernel SVM, kernel logistic
regression, kernel density ratio estimation and so on, as a special case of the proposed
framework with different J(·, ·).
This integral operator view of kernel methods in Eq (2.4) derived from the proposed
framework avoids the explicit operations on the kernel and leads to a novel algorithm,
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which is able to scale up a general class of kernel machines to millions of data. The pro-
posed algorithm achieves a delicate balance between computational, memory and statistical
complexity. We will discuss the details in Chapter 3.
2.2.2 Learning Over Distributions
If we instantiate the integral operator in Eq (2.3) as (T q) (x) := 〈log p (x|θ) , q (θ)〉 : P → R
where 〈·, ·〉 denotes the inner product in L2 space, log p (x|θ) denotes the log-likelihood,




with p(θ) as prior, ν = 1N , and J (T q, x) := − (T q) (x) as
the linear loss, we obtain
min
q∈P
−Êx [(T q) (x)] +
1
N













where Êx [·] denotes the empirical expectation over the training dataset D = {xi}Ni=1. It has
been shown that the solution to Eq (2.5), denoted as q∗ (θ), is exactly the posterior from











i=1 p(xi|θ)dθ. Therefore, we can reformulate the Bayesian inference
as a special case of the proposed framework. With such instantiation, the learning prob-
lem corresponding to Bayesian inference can be understood as learning a density with the
inputs as distributions p(x|θ). Therefore, we refer the optimization (2.5) as learning over
distributions.
By the optimization view of Bayesian inference in Eq (2.5) specialized from the general
framework, we can bypass the notorious difficulty in Bayesian inference, i.e., the intractabil-
ity of the partition function Z in Eq (2.6). We propose a novel algorithm for Bayesian
inference, which is flexible to approximate arbitrary smooth posteriors and still guaranteed
convergence with finite-step rate. We will discuss the details in Chapter 4.
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2.2.3 Learning Over Dynamics
We can induce even richer structure into the integral operator to achieve a sub-class of
learning problems which includes invariance learning, reinforcement learning and events
prediction as special cases. Specifically, we instantiate the integral operator in Eq (2.3) as
(T f) (x) := 〈p(z|x), f(z, x)〉 = Ez|x [f(x, z)] : F (X × Z)→ F ,
where Ez|x [·] denotes the conditional expectation, and G (·) as some norms, which will be







Ez|x [f(·, z)] , (x, y)
)]
+ νG (f) . (2.7)
By such representation, we can understand the learning problems corresponding to Eq (2.7)
as learning a function with the inputs as conditional distribution p(z|x). Since the condi-
tional distribution fully characterizes the transition of a dynamics, we refer to the learning
problem in (2.7) as learning over dynamics.
The problem of learning over dynamics appears in many different tasks. For example,
the goal of invariance learning is to estimate a function which minimizes the expected risk
while at the same time preserving consistency over a group of operations g = {gj}∞j=1. [27]
shows that this can be accomplished by solving the following optimization problem,
min
f∈H
Ex,y[`(Ez|x∼µ(g(x))[f(z)], y)] + ν‖f‖2H (2.8)
where H is the RKHS and `(Ez|x∼µ(g(x))[f(z)], y) := J ((T f) , (x, y)) : R×R→ Y denotes a
convex loss. The optimization is clearly a special case of Eq (2.7). The policy evaluation is
another example. Given a policy π(a|s) which is a distribution over action space condition
on current state s, the goal is to estimate the value function V π(·) over the state space by







R(s, a) + γV π(s′)− V π(s)
])2]
+ ν ‖V ‖2H , (2.9)
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where Es [·] denote the expectation over p0(s), Es′,a|s denote the conditional expectation
over p (s′|a, s)π (a|s) and R(s, a) : S ×A → R is a reward function with S and A denoting
the state and action space, respectively, and γ ∈ (0, 1) is the discount factor. It is a special
case of the Eq (2.7) by setting (x, y) = s, z = (s′, a), f(s, a, s′) = R(s, a)+γV π (s′)−V π (s),
J (·, ·) as square loss, and G (·) as ‖V ‖2H.
These learning problems become very challenging when we only have limited samples
or in the extreme case only one sample from each conditional distribution. Based on the
saddle-point formulation from the optimization view, we design a novel algorithm, which is
efficient to address this sampling challenge. The proposed algorithm can be tailored to the
invariance learning, policy evaluation, and other special cases. The details are explained
in Chapter 5.
Motivated by policy optimization in reinforcement learning, we are also interested in a
difficult generalization of the learning over dynamics problem, i.e., estimating optimal value









R(s, a) + γV (s′)− V (s)
])2]
. (2.10)
The operator in Eq (2.10) now involves a max-operator over policies which are distribution-
s, which induces extra complicatedness. We derive a surrogate of Eq (2.10), which can be
reduced to the optimization (2.7), by exploiting the property of smoothed Bellman error.
Based on the technique developed in Chapter 5, we propose a new reinforcement learning
algorithm which is proved convergent on off-policy samples with nonlinear function approx-
imation. We will discuss the details in Chapter 6.
2.3 Summary
To conclude this chapter, we remark that many machine learning methods have been pro-
posed for different learning tasks. The major differences of different methods lie in three
aspects: i), the learning target; ii), the representation of the functions and the input forms;
iii), the algorithms for optimizing the objectives. In fact, to design a successful machine
learning method for a particular problem, we should consider these three components to-
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gether to achieve the best theoretical property and empirical performance.
By exploiting the optimization with the integral operator view, we propose a framework
integrating these three components as a whole. It is relatively abstract to contain many
representative learning methods, e.g., kernel methods, Bayesian inference, invariance learn-
ing and reinforcement learning, as special cases, while still preserves necessary structures in
integral operators which will be important for designing practical algorithms. The remain-
der of the dissertation will be separated into three parts, each of which corresponds to one
of the representative problems in following chapters.
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PART I: LEARNING OVER FUNCTIONS
As we show in Section 2, due to the expectation decomposition of kernel function in The-
orem 8 and the equivalence of the RKHS and image of the square root of integral operator








Eω∼ρ(ω) [φω (x) g (ω)] , y
)]
+ ν ‖g‖22 . (2.11)
The optimization can be understood as treating the inputs as φω (x) ∈ L2 (Ω, ρ) and search-
ing for a linear function g (ω) ∈ L2 (Ω, ρ). In other words, most of the kernel methods, e.g.,
kernel support vector machines, kernel logistic regression, kernel ridge regression, kernel
quantile regression, kernel novelty detection [30], kernel density ratio estimation [31], and
so on, can be recast as learning over functions from the proposed framework with the special
integral operator.
The most significant advantage of such a representation of kernel methods is that we can
bypass the explicit computation and memory cost of kernel, which is the major bottleneck
to apply the kernel methods to millions of training data. Therefore, we design an efficient
algorithm, doubly stochastic gradient descent, to scale up the kernel methods through the
integral operator view in Chapter 3.
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CHAPTER 3
DOUBLY STOCHASTIC GRADIENT DESCENT IN RKHS
Kernel methods are nonparametric methods which provide a flexible modeling tool that cap-
tures complex dependencies and structures automatically without task-dependent design.
They have demonstrated empirical success in many medium scale applications, including
regression, classification, dimension reduction, visualization and dynamic systems [32, 33,
34, 35, 36, 37, 38, 39, 40, 41, 42, 16, 43, 44, 45, 46, 47, 48, 49]. Moreover, the most attractive
benefit of kernel methods are their nice theoretical properties: since the learning procedures
of most kernel methods can be formulated as convex optimizations, we can achieve the glob-
al optima, and thus, statistical convergence guarantees can be provided [50, 51, 52, 53, 54].
However, scaling up kernel methods to large-scale datasets with millions of data is very
challenging: kernel methods typically work with the kernel matrices which are quadratic in
the number of samples and imposing huge burden in both computation and storage.








Eω∼ρ(ω) [φω (x) g (ω)] , y
)]
+ ν ‖g‖22 , (3.1)
we eliminate the existence of the kernel, providing the opportunity to scale up the kernel
methods. The reformulation inspires the doubly stochastic gradient descent algorithm. The
algorithm makes two folds stochastic approximations to the functional gradient, one using
random training points and another using random features, i.e., φω (·), associated with the
operator, and then descending using this noisy functional gradient. The resulted algorithm
is simple and flexible, and can be applied in the streaming setting. We show that a function
learned by this procedure after t iterations converges to the optimal function in the original
RKHS in rate O(1/t) with O(1/
√
t) generalization error. In both synthetic and real-world
datasets, the proposed algorithm compares favorably to the other existing algorithms for
kernel methods in terms of accuracy and computational and memory cost.
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3.1 Introduction
The general perception is that kernel methods are not scalable. When it comes to large-scale
nonlinear learning problems, the methods of choice so far are neural nets where theoretical
understanding remains incomplete. The bottleneck in scaling up kernel methods is the
storage and computation of the kernel matrix, K, which is usually dense. Storing the
matrix requires O(n2) space, and computing it takes O(n2d) operations, where n is the
number of data points and d is the dimension. There have been many great attempts to
scale up kernel methods, including efforts from numerical linear algebra, functional analysis,
and numerical optimization perspectives.
A common numerical linear algebra approach is to approximate the kernel matrix using
low-rank factors, K ≈ A>A, with A ∈ Rr×n and rank r 6 n. This low-rank approximation
usually requires O(nr2 + nrd) operations, and then subsequent kernel algorithms can di-
rectly operate on A. Many works, such as greedy basis selection techniques [55], Nyström
approximation [56] and incomplete Cholesky decomposition [57], all followed this strategy.
In practice, one observes that kernel methods with approximated kernel matrices often re-
sult in a few percentage of losses in performance. In fact, without further assumption on
the regularity of the kernel matrix, the generalization ability after low-rank approximation




n) [58, 59], which implies that the rank needs to be
nearly linear in the number of data points! Recently, the leverage score sampling has been
introduced to reduce the error in the low-rank approximation of the kernel matrix [60, 61].
However, extra computation will be needed for obtaining the leverage score. The computa-
tional cost for the exact leverage score is in the same order as solving the original problem,
therefore, we need one more approximation stage for large-scale problems! Moreover, the
theoretical analysis in [60, 61] is only valid for kernel ridge regression. The theoretical prop-
erty of this approximation for the kernel machines with other losses is not clear. In sum,
for general kernel machines with arbitrary loss functions as we discussed in Section 3.3, in
order for kernel methods to achieve the best generalization ability, the low-rank approxima-
tion based approaches quickly become impractical for big datasets due to their O(n3 +n2d)
preprocessing time and O(n2) memory requirement.
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Random feature approximation is another popular approach for scaling up kernel meth-
ods [62, 63]. Instead of approximating the kernel matrix, the method directly approximates
the kernel function using explicit feature maps. The advantage of this approach is that the
random feature matrix for n data points can be computed in time O(nrd) using O(nr) mem-
ory, where r is the number of random features. Subsequent algorithms then only operate
on an O(nr) matrix. Similar to low-rank kernel matrix approximation approach, the gener-




n) [64, 65], which
implies that the number of random features also needs to be O(n). The approximation
error can be reduced by adapting the sampling distribution over the random features theo-
retically [23]. However, the specific non-uniform distribution proposed in [23] is intractable
in general, therefore, difficult to be applied in practice. Another common drawback of these
two approaches is that it is not easy to adapt the solution from a small r to a large r′.
Often one is interested in increasing the kernel matrix approximation rank or the number
of random features to obtain a better generalization ability. Then special procedures need
to be designed to reuse the solution obtained from a small r, which is not straightforward.
Another approach that addresses the scalability issue rises from optimization perspec-
tive. One general strategy is to solve the dual forms of kernel methods using coordinate
or block-coordinate descent (e.g., [9, 66, 67]). By doing so, each iteration of the algorithm
only incurs O(nrd) computation and O(nr) memory, where r is the size of the parameter
block. A second strategy is to perform functional gradient descent by looking at a batch
of data points at a time (e.g., [68, 69]). Thus, the computation and memory requirements
are also O(nrd) and O(nr) respectively in each iteration, where r is the batch size. These
approaches can easily change to a different r without restarting the optimization and has no
loss in generalization ability since they do not approximate the kernel matrix or function.
However, a serious drawback of these approaches is that, without further approximation,
all support vectors need to be kept for testing, which can be as big as the entire training
set! (e.g., kernel ridge regression and non-separable nonlinear classification problems.)
In summary, there exists a delicate trade-off between computation, memory and statis-
tics if one wants to scale up kernel methods. Inspired by the integral operator view of kernel
methods, we propose a simple yet general strategy to scale up many kernel methods using
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a novel concept called “doubly stochastic functional gradients”. Our method relies on the
fact that most kernel methods can be expressed as convex optimization problems over func-
tions in reproducing kernel Hilbert spaces in the form of integral operator representation
and can be solved via functional gradient descent. Our algorithm proceeds by making two
stochastic approximations to the functional gradient, one using random training points and
the other one using random features associated with the kernel. The key intuitions behind
our algorithm originate from
(i) the property of stochastic gradient descent algorithm that as long as the bias of
stochastic gradient estimator is comparable with the variance, the convergence of the
algorithm is guaranteed; and
(ii) the property of pseudo-random number generators that the random samples can in
fact be completely determined by an initial value (a seed).
We exploit these properties and enable kernel methods to achieve better balances between
computation, memory and statistics.
3.1.1 Contributions
Our method interestingly combines kernel methods, functional analysis, stochastic opti-
mization and algorithmic trick, and it possesses a number of desiderata:
Generality and simplicity Our approach applies to many kernel methods, such as k-
ernel ridge regression, support vector machines, logistic regression, two-sample test, and
many different types of kernels, such as shift-invariant kernels, polynomial kernels, general
inner product kernels, and so on. The algorithm can be summarized in just a few lines of
codes (Algorithm 1). For a different problem and kernel, we just need to adapt the loss
function and the random feature generator.
Flexibility Different from previous uses of random features which typically prefix the
number of features and then optimize over the feature weightings, our approach allows the
number of random features, and hence the flexibility of the function class, to grow with the
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number of data points. This allows our method to be applicable to data streaming setting,
which is not possible for previous random feature approach, and achieve the full potential
of nonparametric methods.
Efficient computation The key computation of our method is evaluating the doubly
stochastic functional gradient, which involves the generation of the random features with
specific random seeds and the evaluation of these random features on the small batch of
data points. For iteration t, the computational complexity is O(td).
Small memory The doubly stochasticity also allows us to avoid keeping the support
vectors which becomes prohibitive in large-scale streaming setting. Instead, we just need
to keep a small program for regenerating the random features, and sample previously used
random feature according to pre-specified random seeds. For iteration t, the memory needed
is O(t) independent of the dimension of the data.
Theoretical guarantees We provide a novel and nontrivial analysis involving Hilbert
space martingale and a newly proved recurrence relation, and show that the estimator
produced by our algorithm, which might be outside of the RKHS, converges to the optimal
RKHS function. More specifically, both in expectation and with high probability, our
algorithm can estimate the optimal function in the RKHS in the rate of O(1/t), which are
indeed optimal [70], and achieve a generalization bound of O(1/
√
t). The variance of the
random features, introduced during our second approximation to the functional gradient,
only contributes additively to the constant in the final convergence rate. These results are
the first of the kind in kernel method literature, which can be of independent interest.
Strong empirical performance Our algorithm can readily scale kernel methods up to
the regimes which are previously dominated by neural networks. We show that our method
compares favorably to other scalable kernel methods in medium scale datasets, and to neural
networks in big datasets such as 8 million handwritten digits from MNIST, 2.3 million
materials from MolecularSpace, and 1 million photos from ImageNet using convolution
features. Our results suggest that kernel methods, theoretically well-grounded methods, can
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potentially replace neural nets in many large scale real-world problems where nonparametric
estimation are needed.
In the remainder, we will first discuss the details of the expectation decomposition of
kernels for implementing the integral operator representation of RKHS function f = Qg
concretely. We will then describe our algorithm and provide both theoretical and empirical
supports.
3.2 Duality between Kernels and Random Processes
In this section, we mainly provide detailed explanation to the expectation decomposition
of the symmetric positive definite kernel function for constructing Q concretely. As we will
see, such a decomposition is not only the abstract tool to reformulate the kernel meth-
ods as a special case to our framework, but also the key component to form the scalable
algorithm Algorithm 1.
There is an intriguing duality between kernels and stochastic processes as we introduced
in Theorem 8. We restated as below,
Theorem 8 If k(x, x′) is a positive definite (PD) kernel, then there exists a set Ω, a
measure ρ(ω) on Ω, and random feature φω(x) : X 7→ R from L2(Ω, ρ), such that k(x, x′) =∫
Ω φω(x)φω(x
′) dρ(ω).
Essentially, the integral representation relates the kernel function to a random process
ω with measure dρ(ω). Note that the integral representation may not be unique, i.e., there
may multiple operator Q for one kernel. For some kernels, we can construct the expecta-
tion explicitly, therefore, obtain a concrete Q. Specifically, if the kernel is also continuous
and shift invariant, i.e., k(x, x′) = k(x − x′) for x ∈ Rd, then the integral representation
specializes into a form characterized by inverse Fourier transformation (e.g., [76, Theorem
6.6]),
Theorem 9 (Bochner) A continuous, real-valued, symmetric and shift-invariant function







































































































































































































































































































































































































































































































































































































































































































































































































































































































>(x−x′) dρ(ω) = 2
∫
Rd×[0,2π]
cos(ω>x+ b) cos(ω>x′ + b) d (ρ(ω)× ρ(b)) ,
where ρ(b) is a uniform distribution on [0, 2π] and φω(x) =
√
2 cos(ω>x+ b).
For Gaussian RBF kernel, k(x−x′) = exp(−‖x−x′‖2/2σ2), this yields a Gaussian distribu-
tion ρ(ω) with density proportional to exp(−σ2‖ω‖2/2); for the Laplace kernel, this yields
a Cauchy distribution; and for the Martern kernel, this yields the convolutions of the unit
ball [16].
Similar representation where the explicit form of φω(x) and ρ(ω) are known can also
be derived for rotation invariant kernel, k(x, x′) = k(〈x, x′〉), using Fourier transformation
on sphere [16]. For polynomial kernels, k(x, x′) = (〈x, x′〉+ c)p, a random tensor sketching
approach can also be used [72]. Explicit random features have been designed for many
other kernels, such as dot product kernel [71], additive/multiplicative class of homogeneous
kernels [73], e.g., Hellinger’s, χ2, Jensen-Shannon’s and Intersection kernel, as well as kernels
on Abelian semigroups [74]. We summarized these kernels with their explicit features and
associated densities in Table 3.1.
Instead of finding the expectation decomposition for a given kernel to construct Q,
one can go the reverse direction, and construct kernels from the operator Q, i.e., random
processes dρ (ω) and basis functions φω (·) (e.g., [76]).




′) dρ(ω) for a nonnegative measure ρ(ω) on Ω
and φω(x) : X 7→ Rr, each component from L2(Ω, ρ), then k(x, x′) is a PD kernel.
For instance, we can defineQ via Eq (2.1) by φω(x) = cos(ω>ψθ(x)+b), where ψθ(x) can be a
random convolution of the input x parametrized by θ, or φω(x) = [φω1(x), φω2(x), . . . , φωr(x)],
where φω1(x) denote the random feature for kernel k1(x, x
′). The former Q with random
features define a hierarchical kernel [75], and the latter one induce a linear combination of
multiple kernels. It is worth to note that the Hellinger’s, χ2, Jensen-Shannon’s and Inter-
section kernels in [73] are special cases of multiple kernels combination. For simplicity, we
assume φw(x) ∈ R following, and our algorithm is still applicable to φw(x) ∈ Rr.
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In fact, Theorem 8 and Theorem 10 are just the concrete explanations to the equiv-
alence between RKHS induced by k(·, ·) and the image of integral operator Q defined by
random features φω (·) and ρ (ω). For simplicity and convenience, in the following sections,
we will derive the practical Algorithm 1 and 2 for optimization (2.4) from approximating
the gradients w.r.t. the RKHS functions, i.e., f = Qg, with particular random feature rep-
resentation, instead of the derivation based on functional gradient w.r.t. g. We emphasize
that we can derive the same algorithm following the latter view too, while the theoretical
analysis from the former view is relatively more clear.
3.3 Doubly Stochastic Functional Gradients
As we discussed in Chapter 2, by setting T as Q associated with a RKHS H and a PD
kernel k(x, x′), denote f = Qg ∈ H, we can reformulate many kernel methods as finding a
function f∗ ∈ H via solving the optimization problem (2.4), i.e.,
argmin
f∈H






where ν > 0 is a regularization parameter, B(ν) is a non-increasing function of ν, and the
data (x, y) follow a distribution p(x, y).
Stochastic functional gradient Given a data point (x, y) ∼ p(x, y) and f ∈ H, following
the definition of functional gradient in Section 2.1, the stochastic functional gradient of
E(x,y)[`(f(x), y)] with respect to f ∈ H is
ξ(·) := `′(f(x), y)k(x, ·), (3.3)
which is essentially a single data point approximation to the true functional gradient. Fur-
thermore, we can represent the function k (x, ·) = Qg := Eω [φω (·) g (ω)] with g (ω) = φω(x).
Therefore, we can make an additional approximation to the stochastic functional gradient
using a random feature φω(x) sampled according to ρ(ω). More specifically,
Doubly stochastic functional gradient Let ω ∼ ρ(ω), then the doubly stochastic gra-
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dient of E(x,y)[`(f(x), y)] with respect to f ∈ H is
ζ(·) := `′(f(x), y)φω(x)φω(·). (3.4)
Figure 3.1: ϑ is the angle betwen ξ(·) and ζ(·), ζ(·) may be outside of H.
Note that the stochastic functional gradient ξ(·) is in RKHS H but ζ(·) may be outside
H, since φω(·) may be outside the RKHS. For instance, for the Gaussian RBF kernel, the
random feature φω(x) =
√
2 cos(ω>x+ b) can be outside of the RKHS associated with the
kernel function.
These functional gradients are related by ξ(·) = Eω [ζ(·)], which lead to unbiased esti-
mators of the original functional gradient, i.e.,
∇R(f) = E(x,y) [ξ(·)] + vf(·), (3.5)
and ∇R(f) = E(x,y)Eω [ζ(·)] + vf(·). (3.6)
The unbiasedness of the gradient estimator Eq (3.5) relies on the fact we use the same
f ∈ H to evaluate the `′ (f (x) , y). Once we update the f with the doubly stochastic gradi-
ent, since we use Monte-Carlo approximation on random features through Qg to evaluate f ,
it will introduce extra error in f , the gradient estimator Eq (3.5) will be no longer unbiased
due to the error introduced by calculating `′ (f (x) , y). However, as we will prove later
in Section 3.4, as long as the bias is comparable with the variance, the stochastic gradient
descent still converges.
We emphasize that the source of randomness associated with the random feature is not
present in the data, but artificially introduced by us. This is crucial for the development of
our scalable algorithm in the next section. Meanwhile, it also creates additional challenges
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in the analysis of the algorithm which we will deal with carefully.
3.3.1 Doubly Stochastic Kernel Machines
Algorithm 1 {αi}ti=1 = Train(p(x, y))
1: Input: ρ(ω), φω(x), `(f(x), y), ν.
2: for i = 1, . . . , t do
3: Sample (xi, yi) ∼ p(x, y).
4: Sample ωi ∼ ρ(ω) with seed i.
5: f(xi) = Predict(xi, {αj}i−1j=1).
6: αi = −γi`′(f(xi), yi)φωi(xi).
7: αj = (1− γiν)αj for j = 1, . . . , i− 1.
8: end for
Algorithm 2 f(x) = Predict(x, {αi}ti=1)
1: Input: ρ(ω), φω(x).
2: Set f(x) = 0.
3: for i = 1, . . . , t do
4: Sample ωi ∼ ρ(ω) with seed i.
5: f(x) = f(x) + αiφωi(x).
6: end for
The first key intuition behind our algorithm originates from the property of stochastic
gradient descent algorithm that as long as the bias of the stochastic gradient is controllable,
i.e., the bias and variance of the stochastic gradient are balanced, the convergence of the
algorithm will still be guaranteed. In our algorithm, we will exploit this property and
introduce two sources of randomness, one from data and another artificial, to scale up
kernel methods.
The second key intuition behind our algorithm is that the random features used in the
doubly stochastic functional gradients will be sampled according to pseudo-random number
generators, where the sequences of apparently random samples can in fact be completely
determined by an initial value (a seed). Although these random samples are not the “true”
random sample in the purest sense of the word, however they suffice for our task in practice.
More specifically, our algorithm proceeds by making two stochastic approximation to
the functional gradient in each iteration, and then descending using this noisy functional
gradient. The overall algorithms for training and prediction is summarized in Algorith-
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m 1. The training algorithm essentially just performs random feature sampling and doubly
stochastic gradient evaluation, and maintains a collection of real number {αi}, which is
computationally efficient and memory friendly. A crucial step in the algorithm is to sample
the random features with “seed i”. The seeds have to be aligned between training and
prediction, and with the corresponding αi obtained from each iteration. The learning rate
γt in the algorithm needs to be chosen as O(1/t), as shown by our later analysis to achieve
the best rate of convergence. For now, we assume that we have access to the data gen-
erating distribution p(x, y). This can be modified to sample uniformly randomly from a
fixed dataset, without affecting the algorithm and the later convergence analysis. Let the
sampled data and random feature parameters be Dt := {(xi, yi)}ti=1 and ωt := {ωi}
t
i=1 re-
spectively after t iteration, the function obtained by Algorithm 1 is a simple additive form
of the doubly stochastic functional gradients
ft+1(·) = ft(·)− γt(ζt(·) + νft(·)) =
∑t
i=1
aitζi(·), ∀t > 1, and f1(·) = 0, (3.7)
where ait = −γi
∏t
j=i+1(1− γjν) are deterministic values depending on the step sizes γj(i 6
j 6 t) and regularization parameter ν. This simple form makes it easy for us to analyze its
convergence.
Remark: We emphasize that the updates Eq (3.7) can also be derived directly from
applying gradient descent to optimization (2.4), i.e.,




Eω∼ρ(ω) [φω (x) g (ω)] , y
)]
+ ν ‖g‖22 .








+ νg (·) , Then, by
taking two stochastic approximation to Ex,y [·] and the random feature ω in φ· (x), we can
achieve the same updates as Eq (3.7). Indeed, from such perspective, the doubly stochastic
gradient descent algorithm can be viewed as the infinite-dimension generalization of the
stochastic coordinate descent algorithm.
We note that our algorithm can also take a mini-batch of points and random features at
each step, and estimate an empirical covariance for preconditioning to achieve potentially
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better performance.
Our algorithm is general and can be applied to most of the kernel machines which are
formulated in the convex optimization (3.2) in a RKHS H associated with given kernel
k(x, x′). We will instantiate the doubly stochastic gradients algorithms for a few commonly
used kernel machines for different tasks and loss functions, e.g., regression, classification,
quantile regression, novelty detection and estimating divergence functionals/likelihood ra-
tio. Interestingly, the Gaussian process regression, which is a Bayesian model, can also be
reformulated as the solution to particular convex optimizations in RKHS, and therefore, be
approximated by the proposed algorithm.
Kernel Support Vector Machine (SVM) Hinge loss is used in kernel SVM where
`(u, y) = max{0, 1 − uy} with y ∈ {−1, 1}. We have `′(u, y) =

0 if yu > 1
−y if yu < 1
and the
step 5 in Algorithm 1 becomes
αi =

0 if yif(xi) > 1
γiyiφωi(xi) if yif(xi) < 1
.
Remark: [77] used squared hinge loss, `(u, y) = 12 max{0, 1− uy}
2, in `2-SVM. With this
loss function, we have `′(u, y) =

0 if yu > 1
u− y if yu < 1
and the step 5 in Algorithm 1 becomes
αi =

0 if yif(xi) > 1
γi(yi − f(xi))φωi(xi) if yif(xi) < 1
.
Kernel Logistic Regression Log-loss is used in kernel logistic regression for binary
classification where `(u, y) = log(1 + exp(−yu)) with y ∈ {−1, 1}. We have `′(u, y) =






For the multi-class kernel logistic regression, the








where C is the number of categories, u ∈ RC×1, y ∈ {1, . . . , C} and δc(y) = 1 only if y = c,
otherwise δc(y) = 0. In such scenario, we denote f(xi) = [f
1(xi), . . . , f
C(xi)], and therefore,








φωi(xi), ∀c = 1, . . . , C,
αcj = (1− γiν)αcj , ∀j < i,∀c = 1, . . . , C.
Kernel Ridge Regression Square loss is used in kernel ridge regression where `(u, y) =
1
2(u− y)
2. We have `′(u, y) = (u− y) and the step 5 in Algorithm 1 becomes
αi = −γi(f(xi)− yi)φωi(xi).





2 if |u− y| 6 1
|u− y| − 12 if |u− y| > 1
.
We have `′(u, y) =

(u− y) if |u− y| 6 1
sign(u− y) if |u− y| > 1
and the step 5 in Algorithm 1 becomes
αi =

−γi(f(xi)− yi)φωi(xi) if |f(xi)− yi| 6 1
−γi sign(f(xi)− yi)φωi(xi) if |f(xi)− yi| > 1
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Kernel Support Vector Regression (SVR) ε-insensitive loss function is used in kernel
SVR where `(u, y) = max{0, |u− y| − ε}. We have
`′(u, y) =

0 if |u− y| 6 ε
sign(u− y) if |u− y| > ε
,
and the step 5 in Algorithm 1 becomes
αi =

0 if |f(xi)− yi| 6 ε
−γi sign(f(xi)− yi)φωi(xi) if |f(xi)− yi| > ε
.
Remark: Note that if we set ε = 0, the ε-insensitive loss function will become absolute
deviation, i.e., `(u, y) = |u−y|. Therefore, we have the updates for kernel least absolute
deviation regression.
Kernel Quantile Regression The loss function for quantile regression is `(u, y) =
max{τ(y − u), (1− τ)(u− y)}. We have `′(u, y) =

1− τ if u > y
−τ if u < y




γi(τ − 1)φωi(xi) if f(xi) > yi
γiτφωi(xi) if f(xi) < yi
.
Kernel Novelty Detection The loss function `(u, τ) = max{0, τ−u} [30] is proposed for
novelty detection. Since τ is also a variable which needs to be optimized, the optimization













0 if u > τ






0 if u > τ
1 if u < τ
.
The step 5 in Algorithm 1 becomes
αi =

0 if f(xi) > τi−1
γiφωi(xi) if f(xi) < τi−1
, τi =

τi−1 + γiν if f(xi) > τi−1
τi−1 − γi(1− ν) if f(xi) < τi−1
.





, where r : R+ → R is a convex function with r(1) = 0, [31] proposed a
nonparametric estimator for the logarithm of the density ratio, log qp , which is the solution
of following convex optimization,
min
f∈H




where r∗ denotes the Legendre-Fenchel dual of r, r(τ) := supχ χτ − r∗(χ). In Kullback-
Leibler (KL) divergence, the rKL(τ) = − log(τ). Its Legendre-Fenchel dual is
r∗KL(τ) =

∞ if τ > 0
−1− log(−τ) if τ < 0
Specifically, the optimization becomes
min
f∈H












where z ∼ Bernoulli(0.5). Denote `(ux, uy, z) = δ1(z) exp(uy)− δ0(z)ux, we have
`′(ux, uy, z) = δ1(z) exp(uy)− δ0(z)
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and the the step 5 in Algorithm 1 becomes
αi = −2γi(δ1(zi) exp(f(yi))φωi(yi)− δ0(zi)φωi(xi)), zi ∼ Bernoulli(0.5).
In particular, the xi and yi are not sampled in pair, they are sampled independently from
p(x) and q(x) respectively.
[31] proposed another convex optimization based on rKL(τ) whose solution is a nonpara-
metric estimator for the density ratio. [78] designed rnv(τ) = max(0, ρ− log τ) for novelty
detection. Similarly, the doubly stochastic gradients algorithm is also applicable to these
loss functions.
Gaussian Process Regression The doubly stochastic gradients can be used for approxi-
mating the posterior of Gaussian process regression by reformulating the mean and variance
of the predictive distribution as the solutions to the convex optimizations with particular
loss functions. Let y = f(x) + ε where ε ∼ N (0, σ2) and f(x) ∼ GP(0, k(x, x′)), given the
dataset {xi, yi}ni=1, the posterior distribution of the function at the test point x∗ can be
derived as













where K ∈ Rn×n, Kij = K(xi, xj), k∗ = [k(x∗, x1), . . . , k(x∗, xn)]> and I ∈ Rn×n is the
identity matrix.
Obviously, the posterior mean of the Gaussian process for regression can be thought as
the solution to optimization problem (3.2) with square loss and setting ν = 2σ2. Therefore,
the update rule for approximating the posterior mean will be the same as kernel ridge
regression.





lowing, we will introduce two different optimizations whose solutions can be used for eval-
uating the quantity.
32







































k(xi, ·)⊗ k(xi, ·). (3.10)












where ‖·‖HS is the Hilbert-Schmidt norm of the operator. We can achieve the optimum
by ∇R = 0, which is equivalent to Eq (3.10).
Based on this optimization, we approximate the Σt using
∑t
i6j,i=1 θijφωi(·) ⊗ φωj (·)












θijφω′j (xt)φω′t(xt), ∀i < t
θtt = γtφωt(xt)φω′t(xt).
Please refer to Appendix A.4 for the details of the derivation.
2. Assume that the testing points, {x∗i }mi=1, are given beforehand, instead of approx-
imating the operator Σ, we target on functions F ∗ = [f∗1 , . . . , f
∗
m]







k(·) = [k(x1, ·), . . . , k(x2, ·)],
k∗i = [k(x
∗




Estimating f∗i (·) can be accomplished by solving the optimization problem (3.2) with
square loss and setting yj = k(x
∗
i , xj),∀j = 1, . . . , n, ν = 2σ2, leading to the same
update rule as kernel ridge regression.
After we obtain these estimators, we can calculate the predictive variance on x∗i by
either k(x∗i , x
∗
i ) − σ(x∗i , x∗i ) or k(x∗i , x∗i ) − f∗i (x∗i ). We conduct experiments to justify the
novel formulations for approximating both the mean and variance of posterior of Gaussian
processes for regression, and the doubly stochastic update rule in Section.(3.6).
Note that, to approximate the operator Σ, doubly stochastic gradient requires O(t2)
memory. Although we do not need to save the whole training dataset, which saves O(dt)
memory cost, this is still computationally expensive. When the m testing data are given,
we estimate m functions and each of them requires O(t) memory cost, the total cost will
be O(tm) by the second algorithm.
3.4 Theoretical Analysis
In this section, we will show that, both in expectation and with high probability, our al-
gorithm can estimate the optimal function in the RKHS with rate O(1/t), and achieve
a generalization bound of O(1/
√
t). The analysis for our algorithm relies on the explicit
expectation representation of the Qg with random features and has a new twist compared
to previous analysis of stochastic gradient descent algorithms, since the random feature
approximation results in an estimator which is outside the RKHS. Besides the analysis
for stochastic functional gradient descent, we need to use martingales and the correspond-
ing concentration inequalities to prove that the sequence of estimators, ft+1, outside the
RKHS converge to the optimal function, f∗, in the RKHS. We make the following standard
assumptions ahead for later references:
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Assumption 1 There exists an optimal solution, denoted as f∗, to the problem of our
interest (3.2).
Assumption 2 Loss function `(u, y) : R × R → R and its first-order derivative is L-
Lipschitz continous in terms of the first argument.
Assumption 3 For any data {(xi, yi)}ti=1 and any trajectory {fi(·)}ti=1, there exists M >
0, such that |`′(fi(xi), yi)| 6M .
Note in our situation M exists and M < ∞ since we assume bounded domain and the
functions ft we generate are always bounded as well.
Assumption 4 There exists κ > 0 and φ > 0, such that k(x, x′) 6 κ, |φω(x)φω(x′)| 6
φ,∀x, x′ ∈ X , ω ∈ Ω.
For example, when k(·, ·) is the Gaussian RBF kernel, we have κ = 1, φ = 2.
We now present our main theorems as below. We will only provide a short sketch of
proofs here. The full proofs for the these theorems are given in the Appendix A.1-A.3.
Theorem 11 (Convergence in expectation) When γt =
θ
t with θ > 0 such that θν ∈








, for any x ∈ X
where Q1 = max
{
‖f∗‖H , (Q0 +
√
Q20 + (2θν − 1)(1 + θν)2θ2κM2)/(2νθ − 1)
}
, with Q0 =
2
√
2κ1/2(κ+ φ)LMθ2, and C2 = 4(κ+ φ)2M2θ2.
Theorem 12 (Convergence with high probability) When γt =
θ
t with θ > 0 such










where C is as above and Q2 = max
{
‖f∗‖H , Q0 +
√
Q20 + κM





2κ1/2Mθ(8 + (κ+ φ)θL).
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Figure 3.2: e1 stands the error due to random features, and e2 stands for the error due to
random data.
Proof sketch: We focus on the convergence in expectation; the high probability bound
can be established in a similar fashion. The main technical difficulty is that ft+1 may not
be in the RKHS H. The key of the proof is then to construct an intermediate function ht+1,
such that the difference between ft+1 and ht+1 and the difference between ht+1 and f
∗ can
be bounded. More specifically,
ht+1(·) = ht(·)− γt(ξt(·) + νht(·)) =
∑t
i=1
aitξi(·), ∀t > 1, and h1(·) = 0, (3.11)
where ξt(·) = Eωt [ζt(·)]. Then for any x, the error can be decomposed as two terms
|ft+1(x)− f∗(x)|2 6 2 |ft+1(x)− ht+1(x)|2︸ ︷︷ ︸
error due to random features
+ 2κ ‖ht+1 − f∗‖2H︸ ︷︷ ︸
error due to random data
For the error term due to random features, ht+1 is constructed such that ft+1 − ht+1 is
a martingale, and the stepsizes are chosen such that |ait| 6 θt , which allows us to bound
the martingale. In other words, the choices of the stepsizes keep ft+1 close to the RKHS.
For the error term due to random data, since ht+1 ∈ H, we can now apply the stan-
dard arguments for stochastic approximation in the RKHS. Due to the additional random-













et+1 = EDt,ωt [‖ht+1 − f∗‖2H], and β1 and β2 depends on the related parameters. Solving
this recursion then leads to a bound for the second error term.
Theorem 13 (Generalization bound) Let the true risk be Rtrue(f) = E(x,y) [`(f(x), y)].
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Proof By the Lipschitz continuity of `(·, y) and Jensen’s Inequality, we have
Rtrue(ft+1)−Rtrue(f∗) 6 LEx|ft+1(x)−f∗(x)| 6 L
√
Ex|ft+1(x)− f∗(x)|2 = L‖ft+1−f∗‖2.





which can be bounded similarly as in Theorem 12 (see Corollary 36 in the appendix).
Remarks: The overall rate of convergence in expectation, which is O(1/t), is indeed opti-
mal. Classical complexity theory (see, e.g. reference in [70]) shows that to obtain ε-accuracy
solution, the number of iterations needed for the stochastic approximation is Ω(1/ε) for
strongly convex case and Ω(1/ε2) for general convex case. Different from the classical
setting of stochastic approximation, our case imposes not one but two sources of random-
ness/stochasticity in the gradient, which intuitively speaking, might require higher order
number of iterations for general convex case. However, the variance of the random features
only contributes additively to the constant in the final convergence rate. Therefore, our
method is still able to achieve the same rate as in the classical setting. Notice that these
bounds are achieved by adopting the classical stochastic gradient algorithm, and they may
be further refined with more sophisticated techniques and analysis. For example, techniques
for reducing variance of SGD proposed in [79], mini-batch and preconditioning [80, 81] can
be used to reduce the constant factors in the bound significantly. Theorem 11 also reveals
bounds in L∞ and L2 sense as in Appendix A.2. The choices of stepsizes γt and the tuning
parameters given in these bounds are only for sufficient conditions and simple analysis;
other choices can also lead to bounds in the same order.
3.5 Computation, Memory and Statistics Trade-off
To investigate the computation, memory and statistics trade-off, we will fix the desired L2
error in the function estimation to ε, i.e., ‖f − f∗‖22 6 ε, and work out the dependency of
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other quantities on ε. These other quantities include the preprocessing time, the number of
samples and random features (or rank), the number of iterations of each algorithm, and the
computational cost and memory requirement for learning and prediction. We assume that
the number of samples, n, needed to achieve the prescribed error ε is of the order O(1/ε), the
same for all methods. Furthermore, we make no other regularity assumption about margin
properties or the kernel matrix such as fast spectrum decay. Thus the required number of
random feature (or ranks), r, will be of the order O(n) = O(1/ε) [58, 59, 64, 65].
We will pick a few representative algorithms for comparison, namely, (i) NORMA [68]:
kernel methods trained with stochastic functional gradients; (ii) k-SDCA [67]: kernelized
version of stochastic dual coordinate ascend; (iii) r-SDCA: first approximate the kernel
function with random features, and then run stochastic dual coordinate ascend; (iv) n-
SDCA: first approximate the kernel matrix using Nyström’s method, and then run stochas-
tic dual coordinate ascend; similarly we will combine Pegasos algorithm [82], stochastic
block mirror descent (SBMD) [83], and random block coordinate descent (RBCD) [84] with
random features and Nyström’s method, and obtain (v) r-Pegasos, (vi) n-Pegasos, (vii)
r-SBMD, (viii) n-SBMD, (ix) r-RBCD, and (x) n-RBCD, respectively. The comparisons
are summarized below in Table. 3.21
From Table 3.2, one can see that our method, r-SDCA, r-Pegasos, r-SBMD and r-RBCD
achieve the best dependency on the dimension, d, of the data up to a log factor. However,
often one is interested in increasing the number of random features as more data points are
observed to obtain a better generalization ability, e.g., in streaming setting. Then special
procedures need to be designed for updating the r-SDCA, r-Pegasos, r-SBMD and r-RBCD
solutions, which is not clear how to do easily and efficiently with theoretical guarantees.
As a more refined comparison, our algorithm is also the cheapest in terms of per training
iteration computation and memory requirement. We list the computational and memory
requirements at a particular iteration t < n for these five algorithms to achieve ε error in
Table 3.3.
1We only considered general kernel algorithms in this section. For some specific loss functions, e.g.,
hinge-loss, there are algorithms proposed to achieve better memory saving with extra training cost, such as
support vector reduction technique [85].
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Table 3.2: Comparison of computation and memory requirements of existing algorithms for
kernel machines
Algorithms Preprocessing Total Computation Cost Total Memory Cost
Computation Training Prediction Training Prediction
Doubly SGD O(1) O(d/ε2) O(d/ε) O(1/ε) O(1/ε)
NORMA O(1) O(d/ε2) O(d/ε) O(d/ε) O(d/ε)
k-SDCA O(1) O(d/ε2 log(1ε )) O(d/ε) O(d/ε) O(d/ε)
r-SDCA O(1) O(d/ε2 log(1ε )) O(d/ε) O(1/ε) O(1/ε)
n-SDCA O(1/ε3) O(d/ε2 log(1ε )) O(d/ε) O(1/ε) O(1/ε)
r-Pegasos O(1) O(d/ε2) O(d/ε) O(1/ε) O(1/ε)
n-Pegasos O(1/ε3) O(d/ε2) O(d/ε) O(1/ε) O(1/ε)
r-SBMD O(1) O(d/ε2) O(d/ε) O(1/ε) O(1/ε)
n-SBMD O(1/ε3) O(d/ε2) O(d/ε) O(1/ε) O(1/ε)
r-RBCD O(1) O(d/ε2 log(1ε )) O(d/ε) O(1/ε) O(1/ε)
n-RBCD O(1/ε3) O(d/ε2 log(1ε )) O(d/ε) O(1/ε) O(1/ε)
Table 3.3: Comparison of computation and memory requirements per iteration of existing
algorithms for kernel machines, where b denotes the block size in algorithms SBMD and
RBCD.
Algorithms Computation per Iteration Memory per Iteration Iteration #
Doubly SGD Θ(dt+ t+ t) Θ(t) O(1/ε)
r-SDCA Θ(dn+ n+ n) Θ(n) O(1/ε log(1ε ))
r-Pegasos Θ(dn+ n+ n) Θ(n) O(1/ε)
r-SBMD Θ(dn+ n+ n/b) Θ(n) O(b/ε)
r-RBCD Θ(dn2 + n2 + n/b) Θ(n) O(log(1/ε))
3.6 Experiments
We show that our method compares favorably to other scalable kernel methods in medium
scale datasets, and neural nets in large scale datasets. Below is a summary of the datasets
used. A “yes” for the last column means that virtual examples (random cropping and mirror
imaging of the original pictures) are generated for training. K-ridge stands for kernel ridge
regression; GPR stands for Gaussian processes regression; K-SVM stands for kernel SVM;
K-logistic stands for kernel logistic regression.
Experiment settings We first justify the doubly stochastic algorithm for Gaussian pro-
cesses regression on dataset (1), comparing with NORMA. The dataset is medium size, so
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Table 3.4: Details of the tasks for evaluating doubly SGD
Name Model # of samples Input dim Output range Virtual
(1) Synthetic GPR 211 2 [−1, 1.3] no
(2) Synthetic K-ridge 220 2 [−1, 1.3] no
(3) Adult K-SVM 32K 123 {−1, 1} no
(4) MNIST 8M 8 vs. 6 K-SVM 1.6M 784 {−1, 1} yes
(5) Forest K-SVM 0.5M 54 {−1, 1} no
(6) MNIST 8M K-logistic 8M 1568 {0, . . . , 9} yes
(7) CIFAR 10 K-logistic 60K 2304 {0, . . . , 9} yes
(8) ImageNet K-logistic 1.3M 9216 {0, . . . , 999} yes
(9) QuantumMachine K-ridge 6K 276 [−800,−2000] yes
(10) MolecularSpace K-ridge 2.3M 2850 [0, 13] no
that the closed-form for posterior is tractable. For the large-scale datasets (2) — (5), we
compare with the first seven algorithms for solving kernel methods discussed in Table 3.2.
For the algorithms based on low rank kernel matrix approximation and random features,
i.e., pegasos and SDCA, we set the rank r or number of random features r to be 28. We
use the same batch size for both our algorithms and the competitors. We adopted two
stopping criteria for different purposes. We first stopped the algorithms when they pass
through the entire dataset once (SC1). This stopping criterion is designed for justifying our
motivation. By investigating the performances of these algorithms with different levels of
random feature approximations but the same number of training samples, we could identify
that the bottleneck of the performances of the vanilla methods with explicit feature will
be their approximation ability. To further demonstrate the advantages of the proposed
algorithm in computational cost, we also conduct experiments on datasets (3) – (5) running
the competitors within the same time budget as the proposed algorithm (SC2). We do not
count the preprocessing time of Nyström’s method for n-Pegasos and n-SDCA, though it
takes substantial amount of time. The algorithms are executed on the machine with AMD
16 2.4GHz Opteron CPUs and 200G memory. It should be noticed that this gives advantage
to NORMA and k-SDCA which could save all the data in the memory. For fairness, we
also record as many random features as the memory allowed. For datasets (6) — (8), we
compare with neural nets for images (“jointly-trained”). In order to directly compare the
performance of nonlinear classifiers rather than feature learning abilities, we also use the
convolution layers of a trained neural net to extract features, then apply our algorithm and
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(3) Doubly Stochastic Kernel with Fixed Nets
Figure 3.3: Illustration of the neural nets structure in our experiments. The first several
red layers are convolutions with max pooling layers. The following blue layers are fully
connected layes. The green layer is the output layer which is multiclass logistic regression
model.
a nonlinear neural net on top to learn classifiers (“fixed”). The structures of these neural
nets in Figure 3.3. For datasets (9) and (10), we compare with the neural net described
in [86] and use exactly the same input. In all the experiments, we select the batch size so
























































(1) 2D Synthetic Dataset (2) Convergence Rate (3) Accuracy vs. Time
Figure 3.4: Experimental results for kernel ridge regression on synthetic dataset.
3.6.1 Kernel Ridge Regression
In this section, we compare our approach with alternative algorithms for kernel ridge re-
gression on 2D synthetic dataset. The data are generated by
y = cos(0.5π‖x‖2) exp(−0.1π‖x‖2) + 0.1e
where x ∈ [−5, 5]2 and e ∼ N (0, 1). We use Gaussian RBF kernel with kernel bandwidth σ
chosen to be 0.1 times the median of pairwise distances between data points (median trick).
The regularization parameter ν is set to be 10−6. The batch size and feature block are set
to be 210.
The results are shown in Figure 3.4. In Figure 3.4(1), we plot the optimal functions
generating the data. We justify our proof of the convergence rate in Figure 3.4(2). The
blue dotted line is a convergence rate of 1/t as a guide. f̂t denotes the average solution after




i=1 fi(x). It could be seen that our algorithm indeed converges
in the rate of O(1/t). In Figure 3.4 (3), we compare the first seven algorithms listed in the
Table 3.2 for solving the kernel ridge regression.
The comparison on synthetic dataset demonstrates the advantages of our algorithm
clearly. Our algorithm achieves comparable performance with NORMA, which uses full
kernel, in similar time but less memory cost. The pegasos and SDCA using 28 random or






















































(1) Posterior Mean Convergence (2) Posterior Variance Convergence
Figure 3.5: Experimental results for Gaussian processes regression.
3.6.2 Gaussian Processes Regression
As we introduced in Section. (3.3.1), the mean and variance of posterior of Gaussian pro-
cesses for regression problem can be formulated as solutions to some convex optimization
problems. We conduct experiments on synthetic dataset for justification. Since the task is
computing the posterior, we evaluate the performances by comparing the solutions to the
posterior mean and variance, denoted as fgp and σ
2
gp, obtained by closed-form (3.9). We
select 211 data from the same model in previous section for training and 210 data for testing,
so that the closed-form of posterior is tractable. We use Gaussian RBF kernel with kernel
bandwidth σ chosen by median trick. The noise level σ2 is set to be 0.1. The batch size is
set to be 64 and feature block is set to be 512.
We compared the doubly stochastic algorithm with NORMA. The results are shown in
Figure 3.5. Both the doubly stochastic algorithm and NORMA converge to the posterior,
and our algorithm achieves comparable performance with NORMA in approximating both
the mean and variance.
3.6.3 Kernel Support Vector Machine
We evaluate our algorithm solving kernel SVM on three datasets (3)–(5) comparing with
other several algorithms listed in Table 3.2 using stopping criteria SC1 and SC2.
Adult We use Gaussian RBF kernel with kernel bandwidth obtained by median trick. The


















































































































SC2: (4) Adult (5)MNIST 8M 8 vs. 6 (6) Forest.
Figure 3.6: Comparison with other kernel SVM solvers on datasets (3) – (5) with two
different stopping criteria.
We set the batch size to be 26 and feature block to be 25. After going through the whole
dataset one pass, the best error rate is achieved by NORMA and k-SDCA which is 15%
while our algorithm achieves comparable result 15.3%. The performances are illustrated
in Figure 3.6(1). Under the same time budget, all the algorithms perform similarly in
Figure 3.6(4). The reason of flat region of r-pegasos, NORMA and the proposed method
on this dataset is that Adult dataset is unbalanced. There are about 24% positive samples
while 76% negative samples.
MNIST 8M 8 vs. 6 We first reduce the dimension to 50 by PCA and use Gaussian
RBF kernel with kernel bandwidth σ = 9.03 obtained by median trick. The regularization
parameter ν is set to be 1/n where n is the number of training samples. We set the batch
size to be 210 and feature block to be 28. The results are shown in Figure 3.6(2) and (5)
under SC1 and SC2 respectively. Under both these two stopping criteria, our algorithm
achieves the best test error 0.26% using similar training time.
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Forest We use Gaussian RBF kernel with kernel bandwidth obtained by median trick.
The regularization parameter ν is set to be 1/n where n is the number of training samples.
We set the batch size to be 210 and feature block to be 28. In Figure 3.6(3), we shows the
performances of all algorithms using SC1. NORMA and k-SDCA achieve the best error
rate, which is 10%, while our algorithm achieves around 15%, but still much better than
the pegasos and SDCA with 28 features. In the same time budget, the proposed algorithm
performs better than all the alternatives except NORMA in Figure 3.6(6).
As seen from the performance of pegasos and SDCA on Adult and MNIST, using fewer
features does not deteriorate the classification error. This might be because there are cluster
structures in these two binary classification datasets. Thus, they prefer low rank approx-
imation rather than full kernel. Different from these two datasets, in the forest dataset,
algorithms with full kernel, i.e., NORMA and k-SDCA, achieve best performance, which
indicates that there might not be low-rank structure in the kernel matrix. Therefore, the
low-rank approximation obtained by the Nyström’s method will lead to large approxima-
tion error. Indeed, [87] investigated the spectral structure of Gaussian kernel matrix on
the forest dataset and justified our conclusion empirically. With more random features,
our algorithm performs much better than pegasos and SDCA under both SC1 and SC2.
Our algorithm is preferable for this scenario, i.e., huge dataset with sophisticated decision
boundary in the RKHS induced by high-rank kernels. Although utilizing full kernel could
achieve better performance, the computation and memory requirement for the kernel on
huge dataset are costly. To learn the sophisticated boundary in RKHS without low-rank
kernel structure while still considering the computational and memory cost, we need to effi-
ciently approximate the kernel in O(1ε ) with O(n) random features at least. Our algorithm
could handle so many random features efficiently in both computation and memory cost,
while for pegasos and SDCA such operation is prohibitive.
3.6.4 Classification Comparisons to Convolution Neural Networks
We also compare our algorithm with the state-of-the-art neural network. In these experi-
ments, the block size is set to be O(104). Compared to the number of samples, O(108), this

































































































(4) QuantumMachine (5) MolecularSpace.
Figure 3.7: Comparison with neural networks on datasets (6) – (10).
MNIST 8M In this experiment, we compare to a variant of LeNet-5 [88], where all tanh
units are replaced with rectified linear units. We also use more convolution filters and
a larger fully connected layer. Specifically, the first two convolutions layers have 16 and
32 filters, respectively, and the fully connected layer contains 128 neurons. We use kernel
logistic regression for the task. We extract features from the last max-pooling layer with
dimension 1568, and use Gaussian RBF kernel with kernel bandwidth σ equaling to four
times the median pairwise distance. The regularization parameter ν is set to be 0.0005.
The result is shown in Figure 3.7(1). As expected, the neural net with pre-learned
features is faster to train than the jointly-trained one. However, our method is much faster
compared to both methods. In addition, it achieves a lower error rate (0.5%) compared to
the 0.6% error provided by the neural nets.
CIFAR 10 In this experiment, we compare to a neural net with two convolution layers
(after contrast normalization and max-pooling layers) and two local layers that achieves
11% test error on CIFAR 10 [89]. The features are extracted from the top max-pooling
layer from a trained neural net with 2304 dimension. We use kernel logistic regression for
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this problem. The kernel bandwidth σ for Gaussian RBF kernel is again four times the
median pairwise distance. The regularization parameter ν is set to be 0.0005. We also
perform a PCA (without centering) to reduce the dimension to 256 before feeding to our
method.
The result is shown in Figure 3.7(2). The test error for our method drops significantly
faster in the earlier phase, then gradually converges to that achieved by the neural nets.
Our method is able to produce the same performance within a much restricted time budget.
ImageNet In this experiment, we compare our algorithm with the neural nets on the
ImageNet 2012 dataset, which contains 1.3 million color images from 1000 classes. Each
image is of size 256 × 256, and we randomly crop a 240 × 240 region with random horizontal
flipping. The jointly-trained neural net is Alex-net [90]. The 9216 dimension features for our
classifier and fixed neural net are from the last pooling layer of the jointly-trained neural
net. The kernel bandwidth σ for Gaussian RBF kernel is again four times the median
pairwise distance. The regularization parameter ν is set to be 0.0005.
Test error comparisons are shown in Figure 3.7(3). Our method achieves a test error of
44.5% by further max-voting of 10 transformations of the test set while the jointly-trained
neural net arrives at 42% (without variations in color and illumination). At the same time,
fixed neural net can only produce an error rate of 46% with max-voting. There may be
some advantages to train the network jointly such that the layers work together to achieve a
better objective. Although there is still a gap to the best performance by the jointly-trained
neural net, our method comes very close with much faster convergence rate. Moreover, it
achieves superior performance than the neural net trained with pre-learned features, both
in accuracy and speed.
3.6.5 Regression Comparisons to Neural Networks
We test our algorithm for kernel ridge regression with neural network proposed in [86]
on two large-scale real-world regression datasets, (9) and (10) in Table 3.4. To our best
knowledge, this is the first comparison between kernel ridge regression and neural network
on the dataset MolecularSpace.
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Molecular property prediction 
From molecular structure to molecular property 
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Coulomb matrix:  𝐶𝑖𝑖 = 𝑍𝑖0.45  











Figure 3.8: The computational procedure for predicting molecular property from molecular
structure.
QuantumMachine In this experiment, we use the same binary representations converted
based on random Coulomb matrices as in [86]. We first generate a set of randomly sorted
coulomb matrices for each molecule. And then, we break each dimension of the Coulomb
matrix apart into steps and convert them to the binary predicates. Predictions are made by
taking average of all prediction made on various Coulomb matrices of the same molecule.
The procedure is illustrated in Figure. 3.8. For this experiment, 40 sets of randomly per-
muted matrices are generated for each training example and 20 for each test example. We
use Gaussian kernel with kernel bandwidth σ = 60 obtained by median trick. The batch
size is set to be 50000 and the feature block is 211. The total dimension of random features
is 220.
The results are shown in Figure 3.7(4). In QuantumMachine dataset, our method
achieves Mean Absolute Error (MAE) of 2.97 kcal/mole, outperforming neural nets re-
sults, 3.51 kcal/mole. Note that this result is already close to the 1 kcal/mole required for
chemical accuracy.
MolecularSpace In this experiment, the task is to predict the power conversion efficien-
cy (PCE) of the molecule. This dataset of 2.3 million molecular motifs is obtained from
the Clean Energy Project Database. We use the same feature representation as for “Quan-
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tumMachine” dataset [86]. We set the kernel bandwidth of Gaussian RBF kernel to be 290
by median trick. The batch size is set to be 25000 and the feature block is 211. The total
dimension of random features is 220.
The results are shown in Figure 3.7(5). It can be seen that our method is comparable
with neural network on this 2.3 million dataset.
3.7 Summary
The integral operator view of RKHS functions provides us a new representation by which
we can recast most of the kernel methods as the special case of the unified framework, i.e.,
learning over functions problems.
From such a new perspective, we derive algorithm which avoids the explicit compu-
tation and storage of the kernel matrices, so that we make kernel methods scalable for
large-scale datasets. Specifically, by introducing artificial randomness associated with k-
ernels besides the random data samples, we propose doubly stochastic functional gradient
for kernel machines which makes the kernel machines efficient in both computation and
memory requirement. Our algorithm successfully reduces the memory requirement of ker-
nel machines from O(dn) to O(n). Meanwhile, we also show that our algorithm achieves
the optimal rate of convergence, O(1/t), for strongly convex stochastic optimization. We
compare our algorithm on both classification and regression problems with the state-of-
the-art neural networks as well as some other competing algorithms for kernel methods on
several large-scale datasets. With our efficient algorithm, kernel methods could perform
comparable to sophisticated-designed neural network empirically.
The theoretical analysis, which provides the rate of convergence independent to the
dimension, is also highly non-trivial. It twists martingale techniques and the vanilla analysis
for stochastic gradient descent and provides a new tool for analyzing optimization in infinite-
dimensional spaces, which could be of independent interest.
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PART II: LEARNING OVER DISTRIBUTIONS
As we show in Section 2, when we instantiate the operator T := 〈log p (x|θ) , ·〉, G (q) as
KL-divergence regularization, and restrict the feasible domain as the density space, with















The above optimization can be understood as treating the inputs as p (x|θ) and searching
for a density q (θ). Therefore, Bayesian inference can be recast as learning over distributions
from the proposed integral operator framework.
Such a novel view replaces the intractable integral in Bayes’ rule by an optimization,
and thus, will lead to the particle mirror descent algorithm in Chapter 4, which is rooted in
functional analysis, stochastic optimization and Monte-Carlo approximation. The proposed
algorithm can tackle the notorious difficulty in Bayesian inference for the integral calculation
when Bayes’ rule does not result in a tractable closed-form, while most existing approximate
inference algorithms lack either scalability or rigorous guarantees.
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CHAPTER 4
PARTICLE MIRROR DESCENT IN DENSITY SPACE
Bayesian methods are attractive because of their ability in modeling complex data and
capturing uncertainty in parameters. The crux of Bayesian inference is to compute the
posterior distribution, p(θ|X) ∝ p(θ)
∏N
n=1 p(xn|θ), of a parameter θ ∈ Rd given a set
of N data points X = {xn}Nn=1 from RD, with a prior distribution p(θ) and a model of
data likelihood p(x|θ). For many non-trivial models from real-world applications, the prior
might not be conjugate to the likelihood or might contain hierarchical structure. Therefore,
computing the posterior often results in intractable integration and poses computational
challenges.
Recall that as introduced in Chapter 2, the posterior from the Bayes’ rule can be rewrit-















we can avoid the general intractable integral in Bayes’ rule and target on solving the op-
timization. We propose particle mirror descent algorithm which exploits the stochastic
functional mirror descent where one descends in the density space using a small batch of
data points at each iteration, and particle filtering where one uses samples to approximate
a function. We prove result that, with m particles, the proposed algorithm provides a pos-
terior density estimator that converges in terms of KL-divergence to the true posterior in
rate O(1/
√
m). We demonstrate competitive empirical performances of the proposed al-
gorithm compared to several approximate inference algorithms in mixture models, logistic
regression, sparse Gaussian processes and latent Dirichlet allocation on large-scale datasets.
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4.1 Introduction
Two longstanding challenges in approximate Bayesian inference are i) provable convergence
and ii) data-intensive computation at each iteration. MCMC is a general algorithm known
to generate samples from distribution that converges to the true posterior. However, in or-
der to generate a single sample at every iteration, it requires a complete scan of the dataset
and evaluation of the likelihood at each data point, which is computationally expensive. To
address this issue, approximate sampling algorithms have been proposed which use only a
small batch of data points at each iteration [e.g. 91, 92, 93, 94]. [91, 92] extend the sequen-
tial Monte Carlo (SMC) to Bayesian inference on static models. However, these algorithms
rely on Gaussian distribution or kernel density estimator as transition kernel for efficiency,
which breaks down the convergence guarantee of SMC. On the other hand, the stochastic
Langevin dynamics algorithm (SGLD) [93] and its derivatives [95, 96, 97] combine ideas
from stochastic optimization and Hamiltonian Monte Carlo, and are proven to converge in
terms of integral approximation, as recently shown in [98, 99]. Still, it is unclear whether
the dependent samples generated reflects convergence to the true posterior. FireflyMC [94],
which is a special case in pseudo-marginal Metropolis-Hastings (MH) family [100], intro-
duces auxiliary variables to switch on and off data points to save computation for likelihood
evaluations, but this algorithm requires the knowledge of lower bounds of likelihood that
is model-specific and may be hard to calculate. The Austerity MCMC [101, 100] exploits
the stochastic estimation of the acceptance ratio in the MH step with carefully designed
statistical testing to balance the bias induced by sub-sampling. The algorithm performs
well in practical for large-scale Bayesian inference, however, their theoretical analysis re-
lies on strong assumptions on the distribution of the average log-likelihoods difference for
designing the statistics, which might not generally hold.
In another line of research, the variational inference algorithms [102, 103, 104] attempt
to approximate the entire posterior density by optimizing information divergence [105].
The recent derivatives [106] avoid examination of all the data in each update. However, the
major issue for these algorithms is the absence of theoretical guarantees. This is due largely
to the fact that variational inference algorithms typically choose a parametric family to
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approximate the posterior density, which can be far from the true posterior, and require to
solve a highly non-convex optimization problem. In most cases, these algorithms optimize
over simple exponential family for tractability. More flexible variational families have been
explored but largely restricted to mixture models [107, 108]. In these cases, it is often difficult
to quantify the approximation and optimization error at each iteration, and analyze how
the error accumulates across the iterations. Therefore, a provably convergent variational
inference algorithm is still needed.
4.1.1 Contributions
In this chapter, we present such a simple and provable nonparametric inference algorithm,
particle mirror descent (PMD), to iteratively approximate the posterior density. PMD relies
on the connection that Bayes’ rule can be expressed as the solution to a convex optimization
problem over the density space [26, 1, 109]. However, directly solving the optimization will
lead to both computational and representational issues: one scan over the entire dataset
at each iteration is needed, and the exact function update has no closed-form. To address
these issues, we draw inspiration from two sources: (i) stochastic mirror descent, where one
can instead descend in the density space using a small batch of data points at each iteration;
and (ii) particle filtering and kernel density estimation, where one can maintain a tractable
approximate representation of the density using samples. In summary, PMD possesses a
number of desiderata:
Simplicity PMD applies to many probabilistic models, even with non-conjugate priors.
The algorithm is summarized in just a few lines of codes, and only requires the value of
likelihood and prior, unlike other approximate inference techniques [93, 108, 110, 106, e.g.],
which typically require their first and/or second-order derivatives.
Flexibility Different from other variational inference algorithms, which sacrifice the model
flexibility for tractability, our method approximates the posterior by particles or kernel
density estimator. The flexibility of nonparametric model enables PMD to capture multi-
modal in posterior.
Stochasticity At iteration t, PMD only visits a mini-batch of data to compute the s-
tochastic functional gradient, and samples O(t) points from the solution. Hence, it avoids
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scanning over the whole dataset in each update.
Theoretical guarantees We show the density estimator provided by PMD converges in
terms of both integral approximation and KL-divergence to the true posterior density in
rate O(1/
√
m) with m particles. To our best knowledge, these results are the first of the
kind in Bayesian inference for estimating posterior.
In the remainder, we will introduce the optimization view of Bayes’ rule before presenting
our algorithm, and then we provide both theoretical and empirical supports of PMD.
Throughout this section, we denoteKL as the Kullback-Leibler divergence, function q(θ)





f(θ)dθ without ambiguity, 〈·, ·〉L2 as the L2 inner product,
and ‖ · ‖p as the Lp norm for 1 6 p 6∞.
4.2 Optimization View of Bayesian Inference
Our algorithm stems from the connection between Bayes’ rule and the optimization frame-










n=1 p(xn|θ)dθ, can be obtained by solving the speical case of the







q(θ) log p(xn|θ) dθ
]
+KL(q(θ) || p(θ)), (4.2)
where P is the valid density space. The objective, L(q), is continuously differentiable with
respect to q ∈ P and one can further show that
Lemma 14 Objective function L(q) defined on q(θ) ∈ P is 1-strongly convex w.r.t. KL-
divergence.
Despite of the closed-form representation of the optimal solution, it can be challenging






n=1 p(xn|θ)dθ, involves high dimensional integral and typ-
ically does not admit tractable closed-form computation. Meanwhile, the product in the
numerator could be arbitrarily complicated, making it difficult to represent and sample
from. However, such an optimization with integral operator perspective provides us a way
to tackle these challenges by leveraging recent advances from optimization algorithms.
4.2.1 Stochastic Mirror Descent in Density Space
We will resort to stochastic optimization to avoid scanning the entire dataset for each
gradient evaluation. The stochastic mirror descent [70] expands the usual stochastic gradient
descent scheme to problems with non-Euclidean geometries, by applying unbiased stochastic
subgradients and Bregman distances as prox-map functions. We now explain in details, the
stochastic mirror descent algorithm in the context of Bayesian inference.
At t-th iteration, given a data point xt drawn randomly from the dataset, the stochastic
functional gradient of L(q) with respect to q(θ) ∈ L2 is gt(θ) = log(q(θ)) − log(p(θ)) −
N log p(xt|θ). The stochastic mirror descent iterates over the prox-mapping step qt+1 =
Pqt(γtgt), where γt > 0 is the stepsize and
Pq(g) := argminq̂(θ)∈P {〈q̂, g〉L2 +KL(q̂‖q)}.
Since the domain is density space, KL-divergence is a natural choice for the prox-function.
The prox-mapping therefore admits the closed-form





qt(θ) exp(−γtgt(θ)) dθ is the normalization. This update is similar the Bayes’
rule. However, an important difference here is that the posterior is updated using the
fractional power of the previous solution, the prior and the likelihood. Still computing
qt+1(θ) can be intractable due to the normalization Z.
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4.2.2 Error Tolerant Stochastic Mirror Descent
To handle the intractable integral normalization at each prox-mapping step, we will consider
a modified version of the stochastic mirror descent algorithm which can tolerate additional
error in the prox-mapping step. Given ε > 0 and g ∈ L2, we define the ε-prox-mapping of
q as the set
Pεq(g) :=
{
q̂ ∈ P : 〈g + log q̂ − log q, q̂ − q′〉L2 6 ε, ∀q′ ∈ P
}
(4.4)
and consider the update q̃t+1(θ) ∈ Pεtq̃t(γtgt). When εt = 0,∀t, this reduces to the usual
stochastic mirror descent algorithm. The classical results regarding the convergence rate
can also be extended as below
Theorem 15 Let q∗ = argminq∈P L(q), stochastic mirror descent with inexact prox-mapping
after T steps gives the recurrence:
E[KL(q∗||q̃t+1)] 6 εt + (1− γt)E[KL(q∗||q̃t)] +
γ2t
2
E‖gt‖2∞, ∀t 6 T.
Remark: As shown in the classical analysis of stochastic mirror descent, we could also
provide a non-asymptotic convergence results in terms of objective error at average solutions,




t=1 γt in Appendix B.2.
Remark: For simplicity, we present the algorithm with stochastic gradient estimated by a
single data point. The mini-batch trick is also applicable to reduce the variance of stochastic
gradient, and convergence remains the same order but with an improved constant.
Allowing error in each step gives us room to design more flexible algorithms. Essentially,
this implies that we can approximate the intermediate density by some tractable representa-
tion. As long as the approximation error is not too large, the algorithm will still converge;
and if the approximation does not involve costly computation, the overall algorithm will still
be efficient. Indeed, we propose two approximations as the solution to the ε-prox-mapping
Pεq(g) in following section.
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4.3 Particle Mirror Descent Algorithm
We introduce two efficient approximations to Eq (4.3), which performs as the solution
to the ε-prox-mappings Pεq(g), one based on weighted particles and the other based on
weighted kernel density estimator. The first strategy is designed for the situation when the
prior is a “good” guess of the true posterior, while the second strategy works for general
situations. Interestingly, these two methods resemble particle reweighting and rejuvenation
respectively in sequential Monte Carlo yet with notable differences. We will characterize
the errors induced by these approximations in Section 4.4.
4.3.1 Posterior Approximation Using Weighted Particle
We first consider the situation when we are given a “good” prior, such that p(θ) has the
same support as the true posterior q∗(θ), i.e., 0 6 q∗(θ)/p(θ) 6 C. We will simply maintain
a set of samples (or particles) from p(θ), and utlize them to estimate the intermediate prox-
mappings. Let {θi}mi=1 ∼ p(θ) be a set of fixed i.i.d. samples. We approximate qt+1(θ) as a












The update is derived from the closed-form solution to the exact prox-mapping step (4.3).
Since the normalization is a constant common to all components, one can simply update
the set of working variable αi as






We show that the one step approximation (4.5) incurs the error when estimating the inte-
gration of a function.
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Theorem 16 For any bounded and integrable function f ,
E
[∣∣∣∣∫ q̃t(θ)f(θ)dθ − ∫ qt(θ)f(θ)dθ∣∣∣∣] 6 2C‖f‖∞√m .
Remark: Please refer to the Appendix B.3 for details. When the model has several
latent variables θ = (ξ, ζ) and some parts of the variables have closed-form update in (4.3).
e.g., sparse GPs and LDA (refer to Appendix B.6), we could incorporate such structure
information into algorithm by decomposing the posterior q(θ) = q(ξ)q(ζ|ξ). When p(ξ)
satisfies the condition, we could sample {ξi}mi=1 ∼ p(ξ) and approximate the posterior with
summation of several functions, i.e., in the form of q(θ) ≈
∑
αiq(ζ|ξi).
4.3.2 Posterior Approximation Using Weighted Kernel Density Estimator
In general, sampling from prior p(θ) that are not so “good” will lead to particle depletion
and inaccurate estimation of the posterior. To alleviate particle degeneracy, we propose to
estimate the prox-mappings via weighted kernel density estimator (KDE). The weighted
KDE prevents particles from dying out, in a similar fashion as kernel smoothing variant
SMC [111] and one-pass SMC [92], but with guarantees.










where h > 0 is the bandwidth parameter and Kh(θ) :=
1
hd
K(θ/h) is a smoothing ker-
nel. The update serves as an ε-prox-mapping (4.4) based on the closed-form solution
to the exact prox-mapping step (4.3). Unlike the first strategy, the particle location in
this case is sampled from the previous solution q̃t(θ). The idea here is that q̃
+
t (θ) =
q̃t(θ) exp(−γtgt(θ))/Z can be viewed as an importance weighted version of q̃t(θ) with weights
equal to exp(−γtgt(θ))/Z. If we want to approximate q̃+t (θ), we can sample m locations
from q̃t(θ) and associate each location the normalized weight αi. To obtain a density for re-
sampling in the next iteration, we place a kernel function Kh(θ) on each sampled location.
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Since αi is a ratio, we can avoid evaluating the normalization factor Z when computing αi.
In summary, we can simply update the set of working variable αi as





Intuitively, the sampling procedure gradually adjusts the support of the intermediate dis-
tribution towards that of the true posterior, which is similar to “rejuvenation” step. The
reweighting procedure gradually adjusts the shape of the intermediate distribution on the
support. Same as the mechanism in [111, 92], the weighted KDE could avoid particle
depletion.
We demonstrate that the estimator in (4.7) in one step possesses similar estimation
properties as standard KDE for densities (for details, refer to the Appendix B.4).
Theorem 17 Let qt be a (β;L)-Hölder density function, and K be a β-valid density kernel,
and the kernel bandwidth chosen as h = O(m
− 1
d+2β ). Then, under some mild conditions,
E ‖q̃t(θ)− qt(θ)‖1 = O(m
− β
d+2β ).
We specify the definition of (β;L)-Hölder family in the Appendix B.4. A kernel function
K(·) is called β-valid, if
∫
zsK(z)dz = 0 holds true for any s = (s1, . . . , sd) ∈ Nd with |s| 6
bβc. Notice that all spherically symmetric and product kernels satisfy the condition. For
instance, the Gaussian kernel K(θ) = (2π)−d/2 exp(−‖θ‖2 /2) satisfies the condition with
β = 1, and it is used throughout our experiments. Theorem 17 implies that the weighted
KDE achieves the minmax rate for density estimation in (β;L)-Hölder function class [112],
where β stands for the smoothness parameter and L is the corresponding Lipschitz constant.
With further assumption on the smoothness of the density, the weighted KDE can achieve
even better rate. For instance, if β scales linearly with dimension, the error of weighted
KDE can achieve a rate independent of the dimension.
Essentially, the weighted KDE step provides an ε-prox-mapping Pεtq̃t(γtgt) (4.4) in density
space as we will discuss in Section 4.4.2. The inexactness is therefore determined by the
number of samples mt and kernel bandwidth ht used in the weighted KDE.
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4.3.3 Overall Algorithm
We present the overall algorithm, particle mirror descent (PMD), in Algorithm 3. The
algorithm is based on stochastic mirror descent incorporated with two strategies from sec-
tion 4.3.1 and 4.3.2 to compute prox-mapping. PMD takes as input N samples X =
{xn}Nn=1, a prior p(θ) over the model parameter and the likelihood p(x|θ), and output-
s the posterior density estimator q̃T (θ) after T iterations. At each iteration, PMD takes
the stochastic functional gradient information and computes an inexact prox-mapping q̃t(θ)
through either weighted particles or weighted kernel density estimator. Note that as dis-
cussed in Section 4.4, we can also take a batch of points at each iteration to compute the
stochastic gradient in order to reduce variance.
Algorithm 3 Particle Mirror Descent Algorithm
1: Input: Data set X = {xn}Nn=1, prior p(θ)
2: Output: posterior density estimator q̃T (θ)
3: Initialize q̃1(θ) = p(θ)
4: for t = 1, 2, . . . , T − 1 do
5: xt
unif.∼ X
6: if Good p(θ) is provided then
7: {θi}mti=1
i.i.d.∼ p(θ) when t = 1
8: αi ← α1−γti p(xt|θi)Nγt ,∀i









13: αi ← q̃t(θi)−γtp(θi)γtp(xt|θi)Nγt ,∀i





i=1 αiKht (θ − θi)
16: end if
17: end for
In Section 4.4, we will show that, with proper setting of stepsize γ, Algorithm 3 con-
verges in rate O(1/
√
m) using m particles, in terms of either integral approximation or
KL-divergence, to the true posterior.
In practice, we could combine the proposed two algorithms to reduce the computation
cost. In the beginning stage, we adopt the second strategy. The computation cost is
affordable for small number of particles. After we achieve a reasonably good estimator of
60
the posterior, we could switch to the first strategy using large size particles to get better
rate.
4.4 Theoretical Analysis
In this section, we show that PMD algorithm (i) given good prior p(θ), achieves a sublinear
rate of convergence in terms of integral approximation; and (ii) in general cases, achieves a
dimension dependent, sublinear rate of convergence in terms of KL-divergence with proper
choices of stepsizes.
4.4.1 Weak Convergence of PMD
The weighted particles approximation, q̃t(θ) =
∑m
i=1 αi δ(θi), returned by Algorithm 3 can





i=1 αif(θi). We will analyze its ability in approximating integral,
which is commonly used in sequential Monte Carlo for dynamic models [113] and stochastic





of the fact that q̃t(θ) is not exactly a density here. We show a sublinear rate of convergence
in terms of integral approximation.
Theorem 18 (Integral approximation) Assume p(θ) has the same support as the true
posterior q∗(θ), i.e., 0 6 q∗(θ)/p(θ) 6 C. Assume further model ‖p(x|θ)N‖∞ 6 ρ,∀x. Then
∀f(θ) bounded and integrable, the T -step PMD algorithm with stepsize γt = ηt returns m
weighted particles such that
E











where M := maxt=1,...,T ‖gt‖∞.
Remark: The condition for the models, ‖p(x|θ)N‖∞ 6 ρ, ∀x, is mild, and there are plenty
of models satisfying the requirement. For examples, in binary/multi-class logistic regression,
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probit regression, as well as latent Dirichlet analysis, ρ 6 1. Please refer to details in
Appendix B.3. It should be pointed out that the constant C can indirectly depends on the
dimension of θ. The concrete dependence between C and d is related to the property of
particular models and out of the scope of this thesis. The proof combines the results of the
weighted particles for integration, and convergence analysis of mirror descent. One can see
that the error consists of two terms, one from integration approximation and the other from
optimization error. To achieve the best rate of convergence, we need to balance the two
terms. That is, when the number particles, m, scales linearly with the number of iterations,
we obtain an overall convergence rate of O( 1√
T
). In other words, if the number of particles
is fixed to m, we could achieve the convergence rate O( 1√
m
) with T = O(m) iterations.
4.4.2 Strong Convergence of PMD
In general, when the weighted kernel density approximation scheme is used, we show that
PMD enjoys a much stronger convergence, i.e., the KL-divergence between the generated
density and the true posterior converges sublinearly. Throughout this section, we merely
assume that
Assumption 5 The prior and likelihood are bounded and belong to (β;L)-Hölder class.
Assumption 6 Kernel K(·) is a β-valid density kernel with a compact support and there
exists Ck, µ, ν > 0 such that ‖K(·)‖∞ 6 Ck,
∫
K(z)2 dz 6 µ2,
∫
‖z‖β|K(z)|dz 6 ν.
Assumption 7 There exists a bounded support Ω such that the log function is ∆-Lipschitz
continuous.
Note that the above assumptions are more of a brief characteristics of the commonly
used kernels and inferences problems in practice rather than an exception. The first con-
dition clearly holds true when the logarithmic of the prior and likelihood belongs to C∞
with bounded derivatives of all orders, as assumed in several literature [98, 99]. The third
condition is for characterizing the estimator over its support. These assumptions auto-
matically validate all the conditions required to apply Theorem 17 and the corresponding
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high probability bounds (stated in Corollary 50 in appendix). Let the kernel bandwidth
ht = m
−1/(d+2β)
t , we immediately have that with high probability,
‖q̃t+1 −Pq̃t(γtgt)‖1 6 O(m
−β/(d+2β)
t ).
Directly applying Theorem 15, and solving the recursion following [70], we establish the
convergence results in terms of KL-divergence.

























where M := maxt=1,...,T ‖gt‖∞, D1 = KL(q∗||q̃1), C1 := O(1)∆Ck (νL+ µ), and C2 :=
O(1)(µ+ νL) with O(1) being a constant.
Remark: Unlike Theorem 18, the convergence results are established in terms of the
KL-divergence, which is a stronger criterion and can be used to derive the convergence
under other divergences [114]. To our best knowledge, these results are the first of its kind
for estimating posterior densities in literature. One can immediately see that the final
accuracy is essentially determined by two sources of errors, one from noise in applying
stochastic gradient, the other from applying weighted kernel density estimator. For the last
iterate, an overall O( 1T ) convergence rate can be achieved when mt = O(t
2+d/β). There is
an explicit trade-off between the overall rate and the total number of particles: the more
particles we use at each iteration, the faster algorithm converges. One should also note that
in our analysis, we explicitly characterize the effect of the smoothness of model controlled
by β, which is assumed to be infinite in existing analysis of SGLD. When the smoothness
parameter β >> d, the number of particles no longer depends on the dimension. That
means, with memory budget O(dm), i.e., the number of particles is set to be O(m), we




Table 4.1: Summary of the related approximate inference methods
Methods Provable Convergence Convergence Cost Black
Criterion Rate Computation Memory Box
per Iteration
SVI No − − Ω(d) O(d) No
NPV No − − Ω(dm2N + d2N) O(dm) No
Static SMC No − − Ω(dm) O(dm) Yes
SGLD Yes |〈q − q∗, f〉| O(m−
1
3 ) Ω(d) O(dm) Yes
PMD Yes |〈q − q∗, f〉| O(m−
1
2 ) Ω(dm) O(dm) Yes
KL(q∗||q) O(m−
1
2 ) Ω(dm2) O(dm)
4.5 Connections to Other Approaches
PMD connects stochastic optimization, Monte Carlo approximation and functional analysis
to Bayesian inference. Therefore, it is closely related to two different paradigms of inference
algorithms derived based on either optimization or Monte Carlo approximation.
Relation to SVI From the optimization point of view, the proposed algorithm shares
some similarities to stochastic variational inference (SVI) [106]–both algorithms utilize s-
tochastic gradients to update the solution. However, SVI optimizes a surrogate of the objec-
tive, the evidence lower bound (ELBO), with respect to a restricted parametric distribution1;
while the PMD directly optimizes the objective over all valid densities in a nonparametric
form. Our flexibility in density space eliminates the bias and leads to favorable convergence
results.
Relation to SMC From the sampling point of view, PMD and the particle filtering/sequential
Monte Carlo (SMC) [111] both rely on importance sampling. In the framework of SMC
sampler [115], the static SMC variants proposed in [91, 92] bares some resemblances to the
proposed PMD. However, their updates come from completely different origins: the static
SMC update is based on Monte Carlo approximation of Bayes’ rule, while the PMD update
based on inexact prox-mappings. On the algorithmic side, (i) the static SMC re-weights the
particles with likelihood while the PMD re-weights based on functional gradient, which can
be fractional power of the likelihood; and (ii) the static SMC only utilizes each datum once
1Even in [108], “nonparametric variational inference” (NPV) uses the mixture of Gaussians as variational
family which is still parametric.
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while the PMD allows multiple pass of the datasets. Most importantly, on the theoretical
side, PMD is guaranteed with convergence in terms of both KL-divergence and integral
approximation for static model, while SMC is only rigoriously justified for dynamic models.
It is unclear whether the convergence still holds for these extensions.
Summary of the comparison We summarize the comparison between PMD and static
SMC, SGLD, SVI and NPV in Table 4.1. For the connections to other inference algorithm-
s, including Annealed IS [116], general SMC sampler [115], stochastic gradient dynamics
family [93, 95, 97, 96], nonparametric variational inference [117, 118, 119, 108, 120], as well
as one following work of our PMD algorithm [121], please refer to Appendix B.7. Given
dataset {xi}Ni=1, the model p(x|θ), θ ∈ Rd and prior p(θ), whose value and gradient could
be computed, we set PMD, static SMC, SGLD and NPV to keep m samples/components,
so that they have the same memory cost and comparable convergence rate in terms of m.
Therefore, SGLD runs O(m) iterations. Meanwhile, by balancing the optimization error
and approximation in PMD, we have PMD running O(m) for integal approximation and
O(
√
m) for KL-divergence. For static SMC, the number of iteration is O(N). From Ta-
ble 4.1, we can see that there exists a delicate trade-off between computation, memory cost
and convergence rate for the approximate inference methods.
1. The static SMC uses simple normal distribution [91] or kernel density estimation [92]
for rejuvenation. However, such a moving kernel is purely heuristic and it is unclear
whether the convergence rate of SMC for dynamic system [113, 122] still holds for
static models. To ensure the convergence of static SMC, MCMC is needed in the
rejuvenation step. The MCMC step requires to browse all the previously visited data,
leading to extra computation cost Ω(dmt) and memory cost O(dt), and hence violating
the memory budget requirement. We emphasize that even using MCMC in static SMC
for rejuvenation, the conditions required for static SMC is more restricted. We discuss
the conditions for convergence of SMC and PMD using particles approximation in
Appendix B.3.
2. Comparing with SGLD, the cost of PMD at each iteration is higher. However, PMD
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converges in rate of O(m−
1
2 ), faster than SGLD, O(m−
1
3 ), in terms of integral approx-
imation and KL-divergence which is more stringent if all the orders of derivatives of
stochastic gradient is bounded. Moreover, even for the integral approximation, SGLD
converges only when f having weak Taylor series expansion, while for PMD, f is only
required to be bounded. The SGLD also requires the stochastic gradient satisfying
several extra conditions to form a Lyapunov system, while such conditions are not
needed in PMD.
4.6 Experiments
We conduct experiments on mixture models, logistic regression, sparse Gaussian processes
and latent Dirichlet allocation to demonstrate the advantages of PMD in capturing multiple
modes, dealing with non-conjugate and hierarchical models, respectively.
Competing algorithms For the mixture model and logistic regression, we compare our
algorithm with five general approximate Bayesian inference methods, including three sam-
pling algorithms, i.e., one-pass sequential Monte Carlo (one-pass SMC) [92] which is an
improved version of the SMC for Bayesian inference [91], stochastic gradient Langevin dy-
namics (SGD Langevin) [93] and Gibbs sampling, and two variational inference methods,
i.e., stochastic variational inference (SVI) [106] and stochastic variant of nonparametric
variational inference (SGD NPV) [108]. For sparse GP and LDA, we compare with the
existing large-scale inference algorithms designed specifically for the models.
Evaluation criterion For the synthetic data generated by mixture model, we could cal-
culate the true posterior, Therefore, we evaluate the performance directly through total
variation and KL-divergence (cross entropy). For the experiments on logistic regression, s-
parse GP and LDA on real-world datasets, we use indirect criteria which are widely used [96,
97, 123, 124, 106] because of the intractability of the posterior. We keep the same memo-
ry budget for Monte Carlo based algorithms if their computational cost is acceptable. To
demonstrate the efficiency of each algorithm in utilizing data, we use the number of data
visited cumulatively as x-axis.
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For additional results and algorithm derivations for sparse GP and LDA, please refer to
the Appendix B.8.
4.6.1 Mixture Models
We conduct comparison on a simple yet interesting mixture model [93], the observations
xi ∼ pN (θ1, σ2x) + (1− p)N (θ1 + θ2, σ2x) and θ1 ∼ N (0, σ21), θ2 ∼ N (0, σ22), where (σ1, σ2) =
(1, 1), σx = 2.5 and p = 0.5. The means of two Gaussians are tied together making θ1 and θ2
correlated in the posterior. We generate 1000 data from the model with (θ1, θ2) = (1,−2).
This is one mode of the posterior, there is another equivalent mode at (θ1, θ2) = (−1, 2).
We initialize all algorithms with prior on (θ1, θ2). We use the normalized Gaussian kernel
in this experiment. For one-pass SMC, we use the suggested kernel bandwidth in [92]. For
our method, since we increase the samples, the kernel bandwidth is shrunk in rate ofO(m−
1
2 )
as the theorem suggested. The batch size for stochastic algorithms and one-pass SMC is
set to be 10. The total number of particles for the Monte Carlo based competitors, i.e.,
SMC, SGD Langevin, Gibbs sampling, and our method is 1500 in total. We also keep 1500
Gaussian components in SGD NPV. The burn-in period for Gibbs sampling and stochastic
Langevin dynamics are 50 and 1000 respectively. We repeat the experiments 10 times and
report the average results. We keep the same memory for all except SVI.
To compare these different kinds of algorithms in a fair way, we evaluate their perfor-
mances using total variation and cross entropy of the solution against the true potential
functions versus the number of observations visited. In order to evaluate the total variation
and the cross entropy between the true posterior and the estimated one, we use both ker-
nel density estimation and Gaussian estimation to approximate the posterior density and
report the better one for Gibbs sampling and stochastic Langevin dynamics. The kernel
bandwidth is set to be 0.1 times the median of pairwise distances between data points
(median trick). PMD achieves the best performance in terms of total variation and cross
entropy as shown in Figure 4.1 (1)(2). The one-pass SMC performs similar to our algo-
rithm at beginning. However, it cannot utilize the dataset effectively, therefore, it stopped
with high error. It should be noticed that the one-pass SMC starts with more particles
while our algorithm only requires the same number of particles at final stage. The reason
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(1) Total Variation (2) Cross Entropy (3) True Posterior
 
 
























































(4) PMD (5) SGD NPV (6) One-pass SMC
 
 































































(7) Gibbs Sampling (8) SGD Langevin (9) SVI
Figure 4.1: Experimental results for mixture model on synthetic dataset. Figure (1) (2)
shows the comparison between PMD and the competitors using total variation and cross
entropy, respectively. Figures (3)–(9) are the visualization of posteriors of mixture model
on synthetic dataset obtained by several inference methods.
that Gibbs sampling and the stochastic gradient Langevin dynamics perform worse is that
they stuck in one mode. It is reasonable that Gibbs sampling fits the single mode better
than stochastic gradient Langevin dynamics since it generates one new sample by scanning
the whole dataset. For the stochastic nonparametric variational inference, it could locate
both modes, however, it optimizes a non-convex objective which makes its variance much
larger than our algorithm. The stochastic variational inference fails because of the highly
dependent variables and multimodality in posterior.
The true posterior is illustrated in Figure 4.1 (3) and the results generated by PMD
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(1) Logistic regression on MNIST (2) Sparse GP on music data (3) LDA on wikipedia data
Figure 4.2: Experimental results on several different models for real-world datasets.
and the competitors are illustrated in Figure 4.1 (4)–(9). From these figures, we could have
a direct understand about the behaviors for each competitors. PMD fits both modes well
and recovers nicely the posterior while other algorithms either miss a mode or fail to fit
the multimodal density. The Gibbs sampling and stochastic gradient Langevin dynamics
sampling stuck in one local mode in each run. Gibbs sampler could fit one of the contour
quite well, better than the stochastic Langevin dynamics. It should be noticed that this is
the average solution, the two contours in the result of stochastic gradient Langevin dynamics
did not mean it finds both modes simultaneously. The one-pass sequential Monte Carlo
and stochastic nonparametric variational inference are able to location multiple modes.
However, their shapes are not as good as ours. Because of the multiple modes and the
highly dependent variables in posterior, the stochastic variational inference fails to converge
to the correct modes.
This experiment clearly indicates our algorithm is able to take advantages of nonpara-
metric model to capture multiple modes.
4.6.2 Bayesian Logistic Regression
We test our algorithm on logistic regression with non-conjugate prior for handwritten digits
classification on the MNIST8M 8 vs. 6 dataset. The likelihood function in logistic regression
is p(y|x,w) = 1
1+exp(−yw>x) with w as the latent variables. We use Gaussian prior for w
with identity covariance matrix.
The dataset contains about 1.6M training samples and 1932 testing samples. We first
reduce the dimension to 50 by PCA. The batch size is set to be 100 and the step size is
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. We initialize all algorithms with same prior and terminate the stochastic
algorithms after 5 passes through the dataset. The burn-in period for stochastic Langevin
dynamic is set to be 1000. We rerun the experiments 10 times. We keep 1000 samples for
Monte Carlo based algorithms, except Gibbs sampling whose computation cost is unafford-
able. We repeat the experiments 10 times and the results are reported in Figure 4.2(1).
Obviously, Gibbs sampling [125], which needs to scan the whole dataset, is not suitable
for large-scale problem. In this experiment, SVI performs best at first, which is expectable
because learning in the Gaussian family is simpler comparing to nonparametric density
family. Our algorithm achieves comparable performance in nonparametric form after fed
with enough data, 98.8%, to SVI which relies on carefully designed lower bound of the log-
likelihood [126]. SGD NPV is flexible with mixture models family. Although the stochastic
variant of nonparametric variational inference performs comparable to our algorithm with
fewer components, its speed is bottleneck when applied to large-scale problems. The gain
from using stochastic gradient is dragged down by using L-BFGS to optimize the second-
order approximation of the evidence lower bound.
4.6.3 Sparse Gaussian Processes
We first tested the PMD on sparse GP on 1D synthetic data which is illustrated in Ap-
pendix B.8. We use sparse GPs models to predict the year of songs [127]. In this task, we
compare to the SVI for sparse GPs [106, 123]and one-pass SMC. We also included subset of
data approximation (SoD) [128] as baseline. We randomly selected 463, 715 songs to train
the model and test on 5, 163 songs, each represented by 90-dimension features. As in [127],
the year values are linearly mapped into [0, 1]. The data is standardized before regression.
Gaussian RBF kernel is used in the model. Since we are comparing the inference algorithms,
for fairness, we fixed the model hyperparameters for all the inference algorithms, i.e., the
kernel bandwidth is set to be the median of pairwise distances between data points and
the observations precision β−1 = 0.01. We set the number of inducing inputs to be 210





To demonstrate the advantages of PMD comparing to SMC, we initialize PMD with prior
while SMC with the SoD solution. We terminate the stochastic algorithms after 2 passes
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of dataset. We use 16 particles in both SMC and PMD. We run experiments 10 times
and results are reported in Figure. 4.2(2). Our algorithm achieves the best RMSE 0.027,
significantly better than one-pass SMC and SVI.
4.6.4 Latent Dirichlet Allocation
We compare to SVI [106], stochastic gradient Riemannian Langevin dynamic (SGRLD) [124],
and SMC specially designed for LDA [129] on Wikipedia dataset [124]. The dataset con-
tains 0.15M documents, about 2M words and 8000 vocabulary. Since we evaluate their
performances in terms of perplexity, which is integral over posterior, we do not need to
recover the posterior, and therefore, we follow the same setting in [130, 131], where one
particle is used in SMC and PMD to save the cost. We set topic number to 100 and fix
other hyperparameters α = 0.1 and β = 0.01 to be fair to all algorithms. The batchsize is
set to be 100. We use stepsize ηn0+tκ for PMD, stochastic variational inference and stochas-
tic Riemannian Langevin dynamic. For each algorithm a grid-search was run on step-size
parameters and the best performance is reported. We stop the stochastic algorithms after
they pass through the whole dataset 5 times. The results are reported in Figure 4.2(3). The
top words from several topics found by our algorithm are illustrated in Appendix B.8. Our
algorithm achieves the best perplexity, significantly better than SGRLD and SVI. In this
experiment, SMC performs well at the beginning since it treats each documents equally and
updates with full likelihood. However, SMC only uses each datum once, while the stochastic
algorithms, e.g., SGRLD, SVI and our PMD, could further refine the solution by running
the dataset multiple times.
4.7 Summary
The integral operator view of Bayes’ rule recasts Bayesian inference as the special case of the
unified framework, i.e., learning over distributions problems. From such a new perspective,
we can avoid the general intractable integral by an optimization, so that we leverage the
advances from optimization algorithms and sampling technique towards achieving better
trade-off between efficiency, flexibility and provability in approximate Bayesian inference.
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The proposed particle mirror descent algorithm successfully combines stochastic mirror
descent and nonparametric density approximation. Theoretically, the algorithm enjoys a
rate O(1/
√
m) in terms of both integral approximation and KL-divergence, with O(m)
particles. Practically, the algorithm achieves competitive performance to existing state-of-
the-art inference algorithms in mixture models, logistic regression, sparse Gaussian processes
and latent Dirichlet analysis on several large-scale datasets.
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PART III: PART III: LEARNING OVER DYNAMICS
In this part, we will discuss the problem that each sample x itself is associated with
a conditional distribution p(z|x) represented by samples {zi}Mi=1, and the goal is to learn
a function f that links these conditional distributions to target values y. In fact, this
problem is also a special case of the proposed framework (2.3). Specifically, we instantiate
the Eq (2.3) with conditional integral operator, define as
(T f) (x) := 〈p(z|x), f(z, x)〉 : F (X × Z)→ F







Ez|x [f(·, z)] , (x, y)
)]
+ νG (f) . (4.9)
In dynamics learning settings, e.g., reinforcement learning and time series, the inputs, i.e.,
p(z|x), fully characterize the transition of the dynamics, therefore, such a problem can be
understood as learning over dynamics.
This learning problem appears in many tasks, e.g., invaraince learning, policy evalua-
tion in reinforcement learning, events prediction in stochastic processes, and so on. The
integral operator view provides us a unified view connecting the tasks which are investi-
gated separately before, and thus, enables us to develop a general and efficient algorithm,
embedding-SGD, which can be applied to these tasks in Chapter 5.
We further discuss the policy optimization problem in Chapter 6, which is a difficult
generalization of the optimization with the conditional integral operator (4.9), by applying
the dual embedding technique to the mean squared consistency Bellman error. We obtain
a novel off-policy reinforcement learning which demonstrates state-of-the-art performance
empirically and can be proved convergent with nonlinear function approximation.
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CHAPTER 5
DUAL EMBEDDING FOR CONDITIONAL INTEGRAL OPERATOR
The invarance learning [27], policy evaluation in reinforcement learning [28, 29], as well
as several other tasks [132, 133] are imporant machine learning problems, which have been
investigated separately for decades. With the proposed framework, we can unify these prob-







Ez|x [f(z, x)] , y
)]
+ νG (f) (5.1)
where ` : Y × Y → R is a convex loss function. Such an abstract view unifies these tasks,
and thus, inspires the general dual embedding technique which can be applied to multiple
applications. The learning problem become very challenging when we only have limited
samples or in the extreme case only one sample from each conditional distribution, e.g.,
reinforcement learning. The proposed dual embedding technique successfully address the
sampling challenge by employing a new min-max reformulation of Eq (5.1). It leads to the
embedding-SGD algorithm which only needs to deal with the joint distribution p(z, x). We
provide the theoretical analysis for the proposed general algorithm, and test the algorithm
on several applications, including invariance learning and policy evaluation, demonstrating
the advantages of the proposed algorithm.
5.1 Introduction
We address the problem of learning with dynamics (5.1), in which the goal is to learn a
function that links conditional distributions, which fully characterize the transition of a
dynamics, to target variables. Specifically, we are provided input samples {xi}Ni=1 ∈ XN
and their corresponding responses {yi}Ni=1 ∈ YN . For each x ∈ X , there is an associat-
ed conditional distribution p(z|x) : Z × X → R. However, we cannot access the entire
conditional distributions {p(z|xi)}Ni=1 directly; rather, we only observe a limited number of
samples or in the extreme case only one sample from each conditional distribution p(z|x).
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The function space F can be very general, but we focus on the case when F is constructed
by a RKHS (partially) in main text, namely, F = {f : Z × X → R | f(z, x) = 〈f, ψ(z, x)〉}
or Fg = {g + f : Z × X → R | f(z, x) = 〈f, ψ(z, x)〉} where ψ(z, x) is a suitably chosen
(nonlinear) feature map. It can be extended to arbitrary function approximators, e.g., ran-
dom features and neural networks, in Appendix C.5. The problem of optimization with
conditional integral operator in (5.1) appears in many different tasks. For example:
• Learning with invariance Incorporating priors on invariance into the learning proce-
dure is crucial for computer vision [134], speech recognition [135] and many other ap-
plications. The goal of invariance learning is to estimate a function which minimizes
the expected risk while at the same time preserving consistency over a group of oper-




Ex,y[`(Ez|x∼µ(g(x))[〈f, ψ(z)〉H̃], y)] + (ν/2)‖f‖
2
H̃ (5.2)
where H̃ is the RKHS corresponding to kernel k̃ with implicit feature map ψ(·), ν > 0
is the regularization parameter. Obviously, the above optimization (5.2) is a special case
of (5.1). In this case, z stands for possible variations of data x through conditional
probability given by some normalized Haar measure µ(g(x)). Due to computation and
memory constraints, one can only afford to generate a few virtual samples from each data
point x.
• Policy evaluation in reinforcement learning Policy evaluation is a fundamental task
in reinforcement learning. Given a policy π(a|s) which is a distribution over action space
condition on current state s, the goal is to estimate the value function V π(·) over the
state space. V π(s) is the fixed point of the Bellman equation
V π(s) = Es′,a|s[R(s, a) + γV π(s′)],
where R(s, a) : S×A → R is a reward function with S andA denoting the state and action
space, respectively, γ ∈ (0, 1) is the discount factor, and Es′,a|s′ denotes the expectation
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w.r.t. p (s′|s, a)π (a|s). Therefore, the value function can be estimated from data by







R(s, a) + γV π(s′)− V π(s)
])2]
+ ν ‖V π‖2H . (5.3)
Restrict the policy to lie in some RKHS H, this optimization is clearly a special case
of (5.1) by viewing (s, 0, (s′, a)) as (x, y, z) and f (s, a, s′) = R(s, a) + γV π(s′) − V π(s)
in (5.1). Here, given state s and the the action a ∼ π(a|s), the successor state s′ comes
from the transition probability p(s′|a, s). Due to the online nature of MDPs, we usually
observe only one successor state s′ for each action a given s, i.e., only one sample from
the conditional distribution given s.
• Optimal control in linearly-solvable MDP The optimal control in a certain class of
MDP, i.e., linearly-solvable MDP, can be achieved by solving the linear Bellman equa-
tion [132, 133]





where R(s) denotes the immediate cost and p(s′|s) denotes the passive dynamics with-













z(s)− exp (−R(s)) z(s′)
])2]
+ ν ‖z‖2H . (5.5)
Restricting function z(·) to lie in some RKHSH, this optimization is a special case of (5.1)
by viewing (s, 0, s′) as (x, y, z) in (5.1). Here given a state s, the successor state s′ comes
from the passive dynamics. Similar as policy evaluation, we usually observe only one
successor state s′ given s, i.e., only one sample from the conditional distribution given s.
• Hitting time and stationary distribution in stochastic process Estimating the
hitting time and stationary distribution of stochastic process are both important problems
in social network application and MCMC sampling technique. Denote the transition
probability as p(s′|s). The hitting time of sj starting from si is defined as H(si, sj) =
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inf {n > 0;Sn = sj , S0 = si}. Hence, the expected hitting time h(·, ·) satisfies
h(si, sj) =

1 + Esk∼p(s|si),sk 6=sj [h(sk, sj)] if i 6= j
1 + Esk∼p(s|si) [h(sk, si)] if i = j
. (5.6)











h(s, t)− h(s′, t)
])2]
+ ν ‖h‖2H , (5.7)
where p̃(s′|s, t) = p(s′|s) if s = t, otherwise p̃(s′|s, t) ∝

p(s′|s) if s′ 6= t
0 if s′ = t
. Similarly,
when restricting the expected hitting time to lie in some RKHS H, this optimization is a
special case of (5.1) by viewing ((s, t), 1, s′) as (x, y, z) in (5.1). Due to the stochasticity
of the process, we only obtain one successor state s′ from current state (s, t), i.e., only
one sample from the conditional distribution given (s, t).
Challenges Despite the prevalence of learning problems in the form of (5.1), solving such
problems remain very challenging for two reasons: (i) we often have limited samples or
in the extreme case only one sample from each conditional distribution p(z|x), making it
difficult to accurately estimate the conditional expectation. (ii) the conditional expectation
is nested inside the loss function, making the problem quite different from the traditional
stochastic optimization setting. This type of problem is called compositional stochastic
programming, and very few results have been established in this domain.
5.1.1 Related Work













f(zij , xi), yi
+ νG (f) ,
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where {(xi, yi)}Ni=1 ∼ p(x, y), and {zij}Mj=1 ∼ p(z|xi) for each xi. To ensure an excess risk of
ε, both N and M need be at least as large as O(1/ε2), making the overall sample required
to be O(1/ε4); see [70, 136] and references therein. Hence, when M is small, SAA would
provide poor results.
A second option is to resort to stochastic gradient methods (SGD). One can construct
a biased stochastic estimate of the gradient using ∇fL = ∇`(〈f, ψ̃(x)〉, y)ψ̃(x) + ν∇fG (f) ,
where ψ̃(x) is an estimate of Ez|x[ψ(z, x)] for any x. To ensure convergence, the bias of
the stochastic gradient must be small, i.e., a large amount of samples from the conditional
distribution is needed.
Another commonly used approach is to first represent the conditional distributions as
the so-called kernel conditional embedding, and then perform a supervised learning step on
the embedded conditional distributions [137, 138]. This two-step procedure suffers from poor
statistical sample complexity and computational cost. The kernel conditional embedding
estimation costs O(N3), where N is number of pair of samples (x, z). To achieve ε error in
the conditional kernel embedding estimation, N needs to be O(1/ε4)1.




L(f) = Ey [`(Ez[f(z)], y)] + νG (f) . (5.8)
Despite the different objectives, the algorithm proposed in [136] cannot directly handle
random variable z with infinite support. Hence, such an algorithm does not apply to the
more general and difficult situation that we consider in this chapter.
5.1.2 Contributions
To address the above challenges, we propose a novel approach called dual embedding. The
key idea is to reformulate (5.1) into a min-max or saddle point problem by utilizing the
Fenchel duality of the loss function. We observe that with smooth loss function and con-
tinuous conditional distributions, the dual variables form a continuous function of x and y.
Therefore, we can parameterize it as a function in some RKHS induced by any universal
1With appropriate assumptions on joint distribution p(x, z), a better rate can be obtained [138]. However,
for fair comparison, we did not introduce such extra assumptions.
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kernel, where the information about the marginal distribution p(x) and conditional distri-
bution p(z|x) can be aggregated via a kernel embedding of the joint distribution p(x, z).
Furthermore, we propose an efficient algorithm based on stochastic approximation to solve
the resulting saddle point problem over RKHS spaces, and establish finite-sample analysis
of the generic learning over dynamics problems.
Compared to previous applicable approaches, an advantage of the proposed method is
that it requires only one sample from each conditional distribution. Under mild conditions,
the overall sample complexity reduces to O(1/ε2) in contrast to the O(1/ε4) complexity
required by SAA or kernel conditional embedding. As a by-product, even in the degenerate
case (5.8), this implies an O(1/ε2) sample complexity when inner function is linear, which
already surpasses the result obtained in [136] and is known to be unimprovable. Further-
more, our algorithm is generic for the family of problems of learning with dynamics, and
can be adapted to problems with different loss functions and hypothesis function spaces.
Our proposed method also offers some new insights into several related applications. In
reinforcement learning settings, our method provides the first algorithm that truly mini-
mizes the mean-square Bellman error (MSBE) with both theoretical guarantees and sample
efficiency. We show that the existing gradient-TD2 algorithm by [139, 140], is a special case
of our algorithm, and the residual gradient algorithm [28] is derived by optimizing an upper
bound of MSBE. In the invariance learning setting, our method also provides a unified view
of several existing methods for encoding invariance. Finally, numerical experiments on both
synthetic and real-world datasets show that our method can significantly improve over the
previous state-of-the-art performances.
5.2 Preliminaries
We first introduce our notations on Fenchel duality, kernel and kernel embedding. Let
X ⊂ Rd be some input space and k : X ×X → R be a positive definite kernel function. For
notation simplicity, we denote the feature map of kernel k or k̃ as
φ(x) := k(x, ·), ψ(z) := k̃(z, ·),
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and use k(x, ·) and φ(x), or k̃(z, ·) and ψ(z) interchangeably. We denote all continuous
functions on X as C(X ) and ‖ · ‖∞ as the maximum norm. We call k a universal kernel if
H is dense in C(Ω′) for any compact set Ω′ ⊆ X , i.e., for any ε > 0 and u ∈ C(Ω′), there
exists h ∈ H, such that ‖u − h‖∞ 6 ε. Examples of universal kernel include the Gaussian












, and so on.





When ` is proper, convex and lower semicontinuous for any u, its conjugate function is
also proper, convex and lower semicontinuous. More improtantly, the (`, `∗) are dual to
each other, i.e., (`∗)∗ = `, which is known as Fenchel duality [141, 142]. Therefore, we can




It can be shown that the supremum achieves if v ∈ ∂`∗(u), or equivalently u ∈ ∂`(v).
Function approximation using RKHS Let Hδ := {h ∈ H : ‖h‖2H 6 δ} be a bounded
ball in the RKHS, and we define the approximation error of the RKHS Hδ as the error from
approximating continuous functions in C(X ) by a function h ∈ Hδ, i.e., [25, 53]
E(δ) := supu∈C(X ) infh∈Hδ ‖u− h‖∞. (5.9)
One can immediately see that E(δ) decreases as δ increases and vanishes to zero as δ goes to
infinity. If C(X ) is restricted to the set of uniformly bounded continuous functions, then E(δ)
is also bounded. The approximation property, i.e., dependence on δ remains an open ques-
tion for general RKHS, but has been carefully established for special kernels. For example,
with the kernel k(x, x′) = 1/(1 + exp(〈x, x′〉)) induced by the sigmoidal activation function,
we have E(δ) = O(δ−2/(d+1) log(δ)) for Lipschitz continuous function space C(X ) [25].2
2The rate is also known to be unimprovable by [143].
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Hilbert space embedding of distributions Hilbert space embeddings of distribution-
s [47] are mappings of distributions into potentially infinite dimensional feature spaces,
µx := Ex [φ(x)] =
∫
X
φ(x)p(x)dx : P 7→ H (5.10)
where the distribution is mapped to its expected feature map, i.e., to a point in a feature
space. Kernel embedding of distributions has rich representational power. Some feature
map can make the mapping injective [144], meaning that if two distributions are different,
they are mapped to two distinct points in the feature space. For instance, when X ⊆ Rd,
the feature spaces of many commonly used kernels, such as the Gaussian RBF kernel, will
generate injective embedding. We can also embed the joint distribution p(x, y) over a pair
of variables using two kernels k(x, x) = 〈φ(x), φ(x′)〉H and k̃(z, z′) = 〈ψ(z), ψ(z′)〉G as




ψ(z)⊗ φ(x)p(z, x)dzdx : P 7→ H ⊗ G,
where the joint distribution is mapped to a point in a tensor product feature space. Based
on embedding of joint distributions, kernel embedding of conditional distributions can be
defined as Cz|x := CzxC−1xx as an operator H 7→ G [137]. With Cz|x, we can obtain the
expectations easily, i.e.,
Ez|x [g(z)] = 〈g, 〈Cz|x, φ(x)〉H〉G . (5.11)
Both the joint distribution embedding, Czx, and the conditional distribution embedding,





ΨΥ>, and Ĉz|x = Ψ(K + λI)−1Υ>,
where Ψ = (ψ(z1), . . . , ψ(zN )), Υ = (φ(x1), . . . , φ(xN )), and K = Υ
>Υ. Due to the inverse
of K + λI, the kernel conditional embedding estimation requires O(N3) cost.
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5.3 Dual Embedding Framework
In this section, we propose a novel and sample-efficient framework to solve problem (5.1).
Our framework leverages Fenchel duality and feature space embedding technique to bypass
the difficulties of nested expectation and the need for overwhelmingly large sample from
conditional distributions. We start by introducing the interchangeability principle, which
plays a fundamental role in our method.
Lemma 20 (interchangeability principle) Let ξ be a random variable on Ξ and assume




g(u, ξ)] = max
u(·)∈G(Ξ)
Eξ[g(u(ξ), ξ)].
where G(Ξ) = {u(·) : Ξ→ R} is the entire space of functions defined on support Ξ.
The result implies that one can replace the expected value of point-wise optima by the opti-
mum value over a function space. For the proof of lemma 20, please refer to Appendix C.1.
More general results of interchange between maximization and integration can be found in
[145, Chapter 14] and [146, Chapter 7].
5.3.1 Saddle Point Reformulation
Let the loss function `y(·) := `(·, y) in (5.1) be a proper, convex and lower semicontinuous
for any y. For the clarity, we set ν = 0 in the following discussion. However, it can easily
generalized to the case ν > 0 without any effect. We denote `∗y(·) as the convex conjugate;
hence `y(v) = maxu{uv − `∗y(u)}, which is also a proper, convex and lower semicontinuous








Ez|x[f(z, x)] · u− `∗y(u)
]]
, (5.12)
3We say g(·, ξ) is proper when {u ∈ R : g(u, ξ) <∞} is non-empty and g(u, ξ) > −∞ for ∀u.
4We say g(·, ξ) is upper semicontinuous when {u ∈ R : g(u, ξ) < α} is an open set for ∀α ∈ R. Similarly,
we say g(·, ξ) is lower semicontinuous when {u ∈ R : g(u, ξ) > α} is an open set for ∀α ∈ R.
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Note that by the concavity and upper-semicontinuity of −`∗y(·), for any given pair (x, y),
the corresponding maximizer of the inner function always exists. Based on the interchange-





Φ(f, u) := Ezxy[f(z, x) · u(x, y)]− Exy[`∗y(u(x, y))], (5.13)
where Ξ = X × Y and G(Ξ) = {u(·) : Ξ → R} is the entire function space on Ξ. We
emphasize that the max-operator in (5.12) and (5.13) have different meanings: the one
in (5.12) is taking over a single variable, while the other one in (5.13) is over all possible
function u(·) ∈ G(Ξ).
Now that we have eliminated the nested expectation in the problem of interest, and
converted it into a stochastic saddle point problem with an additional dual function space
to optimize over. By definition, Φ(f, u) is always concave in u for any fixed f . Since
f(z, x) = 〈f, ψ(z, x)〉, Φ(f, u) is also convex in f for any fixed u. Our reformulation (5.13)
is indeed a convex-concave saddle point problem.
5.3.2 Dual Continuation
Although the reformulation in (5.13) gives us more structure of the problem, it is not yet
tractable in general. This is because the dual function u(·) can be an arbitrary function
which we do not know how to represent. In the following, we will introduce a tractable
representation for (5.13).
First, we will define the function u∗(·) : Ξ = X ×Y → R as the optimal dual function if
for any pair (x, y) ∈ Ξ,
u∗(x, y) ∈ argmaxu∈R
{
u · Ez|x[f(z, x)]− `∗y(u)
}
.
Note the optimal dual function is well-defined since the optimal set is nonempty. Fur-
thermore, u∗(x, y) is related to the conditional distribution via u∗(x, y) ∈ ∂`y(Ez|x[f(z, x)]).
This can be simply derived from convexity of loss function and Fenchel’s inequality; see [141]
for a more formal argument. Depending on the property of the loss function `y(v), we can
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further derive that (see proofs in Appendix C.1):
Proposition 21 Suppose both f(z, x) and p(z|x) are continuous in x for any z,
(1) (Discrete case) If the loss function `y(v) is continuously differentiable in v for any
y ∈ Y, then u∗(x, y) is unique and continuous in x for any y ∈ Y;
(2) (Continuous case) If the loss function `y(v) is continuously differentiable in (v, y),
then u∗(x, y) is unique and continuous in (x, y) on X × Y.
This assumption is satisfied widely in real-world applications. For instance, when it comes to
the policy evaluation problem in 5.3, the corresponding optimal dual function is continuous
as long as the reward function is continuous, which is true for many reinforcement learning
tasks.
The fact that the optimal dual function is a continuous function has interesting conse-
quences. As we mentioned earlier, the space of dual functions can be arbitrary and difficult
to represent. Now we can simply restrict the parametrization to the space of continuous
functions, which is tractable and still contains the global optimum of the optimization prob-
lem in (5.13). This also provides us the basis for using an RKHS to approximate these dual
functions, and simply optimizing over the RKHS.
5.3.3 Feature Space Embedding
In the rest of this chapter, we assume conditions described in Proposition 21 always hold.
For the sake of simplicity, we focus only on the case when Y is a continuous set. Hence,
from Proposition 21, the optimal dual function is indeed continuous in (x, y) ∈ Ξ = X ×
Y. As an immediate consequence, we lose nothing by restricting the dual function space
G(Ξ) to be continuous function space on Ξ. Recall that with the universal kernel, we can
approximate any continuous function with arbitrarily small error. Thus we approximate the
dual space G(Ξ) by the bounded RKHS Hδ induced by a universal kernel k((x, y), (x′, y′)) =
〈φ(x, y), φ(x′, y′)〉H where φ(·) is the implicit feature map, i.e., u(x, y) = 〈u, φ(x, y)〉H. The
universal kernel on Ξ = X × Y can be easily obtained by k((x, y), (x′, y′)) := kX (x, x′) ⊗
kY (y, y
′) as long as kX (x, x
′) and kY (y, y
′) are universal and X and Y are local compact
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Polish spaces5, as proved in Theorem 5 in [147]. Note thatHδ is a subspace of the continuous
function space, and hence is a subspace of the dual space G(Ξ).
To distinguish inner product between the primal function space F and the dual RKHS






Φ(f, u) = Exyz
[
〈f, ψ(z, x)〉F · 〈u, φ(x, y)〉H−`∗y(〈u, φ(x, y)〉H)
]
= f>Czxyu− Exy[`∗y(〈u, φ(x, y)〉H)], (5.14)
where f(z, x) = 〈f, ψ(z, x)〉F by the definition of F , and Czxy = Ezxy[ψ(z, x)⊗φ(x, y)] is the
joint embedding of p(z, x, y) over F ×H. The new saddle point approximation (5.14) based
on dual kernel embedding allows us to efficient represent the dual function and get away
from the fundamental difficulty with insufficient sampling from the conditional distribution.
There is no need to access either the conditional distribution p(z|x), the conditional expec-
tation Ez|x [·], or the conditional embedding operator Cz|x anymore, therefore, reducing both
the statistical and computational complexity.
Specifically, given a pair of sample (x, y, z), where (x, y) ∼ p(x, y) and z ∼ p(z|x), we
can now easily construct an unbiased stochastic estimate for the gradient, namely,
∇f Φ̂x,y,z(f, u) = ψ(z, x)u(x, y),





= ∇Φ(f, u), respectively. For simplicity of notation, we use ∇ to
denote the subgradient as well as the gradient. With the unbiased stochastic gradient, we
are now able to solve the approximation problem (5.14) by resorting to the powerful mirror
descent stochastic approximation framework [70].
Put every component together, the algorithm is summarized in Algorithm 4. At each
iteration, the algorithm performs a projected gradient step both for the primal variable f
and dual variable u based on the unbiased stochastic gradient. The proposed algorithm
5A topological space is called Polish if it is complete, separable and metrizable, e.g., Rd.
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Algorithm 4 Embedding-SGD for Optimization (5.14)
Input: p(x, y), p(z|x), ψ(z, x), φ(x, y), {γi > 0}ti=1
1: for i = 1, . . . , t do
2: Sample (xi, yi) ∼ p(x, y) and zi ∼ p(z|x).
3: fi+1 = ΠF (fi − γiψ(zi, xi)ui(xi, yi)).















































(a) 0-th Iteration (b) 50-th Iteration (c) 150-th Iteration






























(a) 400-th Iteration (b) 1000-th Iteration (c) 2000-th Iteration
Figure 5.1: Toy example with f∗ sampled from a Gaussian processes. The y at position
x is obtained by smoothing f∗ with a Gaussian distribution condition on location x, i.e.,
y = Ez|x [f∗(z)] where z ∼ p(z|x) = N (x, 0.3). Given samples {x, y}, the task is to recover
f∗(·). The blue dash curve is the ground-truth f∗(·). The cyan curve is the observed
noisy y. The red curve is the recovered signal f(·) and the green curve denotes the dual
function u(·, y) with the observed y plugged for each corresponding position x. Indeed,
the dual function u(·, y) emphasizes the difference between y and Ez|x [f(z)] on every x.
The interaction between primal f(·) and dual u(·, y) results in the recovery of the denoised
signal.
avoids the need for overwhelmingly large sample sizes from the conditional distributions
when estimating the gradient. At each iteration, only one sample from the conditional
distribution is required in our algorithm!
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An example Let us illustrate this through a concrete example. Let f∗(·) ∈ F be the
true function, and output y = Ez|x [f∗(z)] given x. We can recover the true function f∗(·)








y − Ez|x [f(z)]
)2]
.
In this example, `y(v) =
1
2(y − v)
2 and `∗y(u) = uy +
1
2u
2. Invoking the saddle point













where the dual function u(x, y) fits the discrepancy between y and Ez|x [f(z)], and thus,
promotes the performance of primal function by emphasizing the different positions. See
Figure 5.1 for the illustration of the interaction between the primal and dual functions in
the proposed Embedding-SGD algorithm.
5.4 Theoretical Analysis
In this section, we provide the convergence rate and sample complexity of the embedding-
SGD algorithm. Throughout our discussion, we make the following standard assumptions:
Assumption 8 There exists constant scalars CF , MF , and c`, such that for any f ∈ F , u ∈
Hδ,
Ez,x[‖f(z, x)‖22] 6MF , Ez,x[‖ψ(z, x)‖2F ] 6 CF , Ey[‖∇`∗y(u)‖22] 6 c`.
Assumption 9 There exists constant κ > 0 such that k(w,w′) 6 κ for any w,w′ ∈ X .
Assumption 8 and 9 basically suggest that the variance of our stochastic gradient estimate
is always bounded. Note that we do not assume any strongly convexity or concavity of the
saddle point problem, or Lipschitz smoothness. Hence, we set the output as the average of
intermediate solutions weighted by the learning rates {γi}, as often used in the literature,
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to ensure the convergence of the algorithm.
Define the accuracy of any candidate solution (f̄ , ū) to the saddle point problem as





We have the following convergence result,
Theorem 22 Under Assumptions 8 and 9, the solution (f̄t, ūt) after t steps of the algorithm
with step-sizes being γt =
γ√
t
(γ > 0) satisfies:








2 and C(δ, κ) = κ(5MF + c`) + 18(δ + κ)
2CF .
The above theorem implies that our algorithm achieves an overall O(1/
√
t) convergence
rate, which is known to be unimprovable already for traditional stochastic optimization
with general convex loss function [70]. We further observe that
Proposition 23 If f(z, x) is uniformly bounded by C and `∗y(v) is uniformly K-Lipschitz
continuous in v for any y, then Φ(f, u) is (C+K)-Lipschitz continuous on G(Ξ) with respect
to ‖ · ‖∞, i.e.
|Φ(f, u1)− Φ(f, u2)| 6 (C +K)‖u1 − u2‖∞, ∀u1, u2 ∈ G(Ξ).
Let f∗ be the optimal solution to (5.1). Invoking the Lipschitz continuity of Φ and using
standard arguments of decomposing the objective, we have
L(f̄t)− L(f∗) 6 εgap(f̄t, ūt) + 2(C +K)E(δ).
Combining Proposition 23 and Theorem 22, we finally conclude that under the conditions
therein,








There is clearly a delicate trade-off between the optimization error and approximation
error. Using large δ will increase the optimization error but decrease the approximation
error. When δ is moderately large (which is expected in the situation when the optimal
dual function has small magnitude), our dual embedding algorithm can achieve an overall
O(1/ε2) sample complexity when solving learning problems in the form of (5.1). For the
analysis details, please refer to Appendix C.3.
5.5 Practical Applications
In this section, we discuss in details how the dual kernel embedding can be applied to solve
several important learning problems in machine learning, e.g., learning with invariance and
reinforcement learning, which are the special cases of the optimization (5.1). By simple
verification, these examples satisify our assumptions for the convergence of algorithm. We
tailor the proposed algorithm for the respective learning scenarios and unify several existing
algorithms for each learning problem into our framework. We only focus on algorithms with
kernel embedding. Extended algorithms with random feature, doubly SGD, neural networks
as well as their hybrids can be found in Appendix C.5.1, C.5.2 and C.5.3.
5.5.1 Learning with Invariant Representations
Invariance learning The goal is to solve the optimization (5.2), which learns a function








〈f, ψ(z)〉H̃ · u(x, y)
]




where H is the dual RKHS with the universal kernel introduced in our method.
Remark: The proposed algorithm bears some similarities to virtual sample techniques [134,
148] in the sense that they both create examples with prior knowledge to incorporate in-
variance. In fact, the virtual sample technique can be viewed as optimizing an upper





, where the inequality comes from convexity of
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`(y, ·).
Remark: The learning problem (5.2) can be understood as learning with RKHS Ĥ with
Haar-Integral kernel k̂ which is generated by k̃ as
k̂(x, x′) = 〈Ep(z|x)[ψ(z)],Ep(z′|x′)[ψ(z′)]〉H̃,
with implicit feature map Ep(z|x)[ψ(z)]. If f ∈ H̃, then, f(x) = Ez|x[〈f, ψ(z)〉H̃] = 〈f,Ez|x[ψ(z)]〉 ∈
Ĥ. The Haar-Integral kernel can be viewed as a special case of Hilbertian metric on proba-
bility measures on which the output of function should be invariant [149]. Therefore, other
kernels defined for distributions, e.g., the probability product kernel [150], can be also used
in incorporating invariance.
Remark: Robust learning with contamined samples can also be viewed as incorporat-
ing invariance prior with respect to the perturbation distribution into learning procedure.
Therefore, rather than resorting to robust optimization techniques [151, 152], the proposed
algorithm for learning with invariance serves as a viable alternative for robust learning.
5.5.2 Policy Evaluation in Reinforcement Learning
Policy evaluation The goal is to estimate the value function V π(·) of a given policy
π(a|s) by minimizing the mean-square Bellman error (MSBE) (5.3). With V π ∈ H̃ with















Remark: The algorithm can be extended to off-policy setting. Let πb be the behavior










R(s, a)− 〈V π, ψ(s)− γψ(s′)〉H̃
)])2]
where the successor state s′ ∼ P (s′|s, a) and actions a ∼ πb(a|s) from behavior policy. With
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the dual kernel embedding, we can derive similar algorithm for off-policy setting, with extra
importance weight $(a|s) to adjust the sample distribution.
Remark: We used different RKHSs for primal and dual functions. If we use the same finite
basis functions to parametrize both the value function and the dual function, i.e., V π(s) =
θTψ(s) and u(s) = ηTψ(s), where ψ(s) = [ψi(s)]
d
i=1 ∈ Rd, θ, η ∈ Rd, our saddle point
problem (5.18) reduces to minθ
∥∥Es,a,s′ [∆θ(s, a, s′)ψ]∥∥2E[ψψ>]−1 , where ∆θ(s, a, s′) = R(s, a)+
γV π(s′) − V π(s). This is exactly the same as the objective proposed in [139] of gradient-
TD2. Moreover, the update rules in gradient-TD2 can also be derived by conducting the
proposed Embedding-SGD with such parametrizations. For details of the derivation, please
refer to Appendix C.4.
From this perspective, gradient-TD2 is simply a special case of the proposed Embedding-
SGD applied to policy evaluation with particular parametrization. However, in the view of
our framework, there is really no need to, and should not, restrict to the same finite para-
metric model for the value and dual functions. As further demonstrated in our experiments,
with different nonparametric models, the performances can be improved significantly. See
details in Section 5.6.2.
The residual gradient (RG) [28] is trying to apply stochastic gradient descent directly



















Due to the inside conditional expectation in gradient expression, to obtain an unbiased
estimator of the gradient, it requires two independent samples of s′ given s, which is not
practical. To avoid the double-sampling issue, [28] suggests to use an estimator of the






, which is an upper bound of MSBE (5.3) because of the convexity of
square loss.
Our algorithm is also fundamentally different from the TD algorithm even in the finite
state case. The TD algorithm updates the state-value function directly by an estimate of
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the temporal difference based on one pair of samples, while our algorithm updates the state-
value function based on accumulated estimate of the temporal difference, which intuitively
is more robust.
Optimal control The goal is to estiamte the z(·) function by minimizing the error in
linear Bellamn equation (5.5). With z ∈ H̃ with feature map ψ(·), we apply the dual kernel





Φ(z, u) := Es′,s
[










5.5.3 Events Prediction in Stochastic Processes
Expected Hitting Time The goal is to estimate the expected hitting time h(·, ·) which
minimizes the recursive error (5.7). With h ∈ H̃ with feature map ψ(·, ·), we apply the dual






Φ(h, u) := Es,tEs′|s,t
[(











Remark: With the proposed algorithm, we can estimate h(s, t), the expected hitting time
starting from state s and hitting state t, even without observing the hitting events actually
happen. We only need to collect the trajectory of the stochastic processes, or just the
one-step transition, to feed to the algorithm, therefore, utilize the data more efficietly.
5.6 Experiments
We test the proposed algorithm for two applications, i.e., learning with invariant represen-
tation and policy evaluation. In all experiemnts, we conduct comparison on algorithms to
optimize the objective with regularization on both primal and dual functions. Since the
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target is evaluating the performance of algorithms on the same problem, we fix the weights
of the regularization term for the proposed algorithm and the competitors for fairness. The
other paramters of models and algorithms, e.g., step size, mini-batch size, kernel parameters
and so on, are set according to different tasks.
5.6.1 Invariance Learning
To justify the algorithm for learning with invariance, we test the algorithm on two tasks. We
first apply the algorithm to robust learning problem where the inputs are contaminated, and
then, we conduct comparison on molecular eneretics prediction problem [86]. We compare
the proposed algorithm with SGD with virtual samples technique [134, 148] and SGD with
finite sample average for inner expectation (SGD-SAA). We use Gaussian kernel in all tasks.
To demonstrate the sample-efficiency of our algorithm, 10 virtual samples are generated for
each datum in training phase. The algorithms are terminated after going through 10 rounds
of training data. We emphasize that the SGD with virtual samples is optimizing an upper
bound of the objective, and thus, it is predictable that our algorithm can achieve better
performance. We plot its result with dot line instead.
Noisy measurement We generate a synthetic dataset by
x̄ ∼ Unif([−0.5, 0.5]), x = x̄+ 0.05e,
y = (sin(3.53πx̄) + cos(7.7πx̄)) exp(−1.6π|x̄|) + 3x̄2 + 0.01e,
where the contamination e ∼ N (0, 1). Only (x, y) are provided to learning methods,
while x̄ is unknown. We select the best η ∈ {0.1, 1, 10} and n0 ∈ {1, 10, 100}. We use
Gaussian kernel for both primal and dual function, whose bandwidth σ are selected from
{0.05, 0.1, 0.15, 0.2}. We set the batch size to be 50. The virtual samples are sampled from
z ∼ N (x, 0.052) for each observation. In testing phase, the observation is noisyless. The 10
runs average results are illustrated in Figure 5.2(a). The proposed algorithm achieves aver-
age MSE as low as 0.0029 after visit 0.1M data, significantly better than the alternatives.
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(a) Robust Learning (b) QuantumMachine
Figure 5.2: Empirical comparison of the Embedding-SGD on learning with invariance task.
QuantumMachine We test the proposed algorithm for learning with invariance task
on QuantumMachine 5-fold dataset for atomization energy prediction. We selected the
stepsize parameters η ∈ {0.1, 0.5, 1} and n0 ∈ {100, 1000}. We adopted Gaussian kernel
whose bandwidth is selected by median trick with coeffcient in {0.1, 0.25, 0.5, 1}. The batch
size is set to be 1000. We follow [86] that the data points are represented by Coulomb
matrices, and the virtual samples are generated by random permutation. To illustrate the
benefits of sample efficiency, we generated 10 virtual samples in training phase and 20 in
testing phase. Notice that the number of virtual samples in this experiment is fewer than
the one used in [11], therefore, the results are not directly comparable.
The average results are shown in Figure 5.2(b). The proposed algorithm achieves a
significant better solution, while SGD-SAA and SGD with virtual samples stuck in infe-
rior solutions due to the inaccurate inner expectation estimation and optimizing indirect
objective, respectively.
5.6.2 Policy Evaluation
We compare the proposed algorithm to several prevailing algorithms for policy evaluation,
including gradient-TD2 (GTD2) [139, 140], residual gradient (RG) [28] and kernel MD-
P [153] in terms of mean square Bellman error [154]. It should point out that kernel MDP
is not an online algorithm, since it requires to visit the entire dataset when estimating the
embedding and inner expectation in each iteration. We conduct experiments for policy
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(a) Navigation (b) Cart-Pole (c) PUMA-560
Figure 5.3: Empirical comparison of the Embedding-SGD on policy evaluation on several
benchmarks.
evaluation on several benchmark datasets, including navigation, cart-pole swing up and
PUMA-560 manipulation. We use Gaussian kernel in the nonparametric algorithms, i.e.,
kernel MDP and Embedding SGD, while we test random Fourier features [62] for the para-
metric competitors, i.e., GTD2 and RG. In order to demonstrate the sample efficiency
of our method, we only use one sample from the conditional distribution in the training
phase, therefore, cross-validation based on Bellman error is not appropriate. We perform a
parameter sweep to select the hyper-parameters as [155]. We evaluated all the algorithms
in terms of mean square Bellman error on the testing states. On each state s, the mean
square Bellman error is estimated with 100 next states s′ samples. We set the number of
the basis functions in GTD2 and RG to be 28. To achieve the convergence property based




in the proposed algorithm and GTD2, ηn0+t
in Kernel MDP and RG. Results are averaged over 10 independent trials.
Navigation The navigation in an unbounded room task extending the discretized MDP
in [153] to continuous-state continuous-action MDP. Specifically, the reward is R(s) =
exp(−100‖s‖2) centered in the middle of the room and s ∼ N (0, 0.2I). We evaluate the
deterministic policy policy π(s) = −0.2sR(s), following the gradient of the reward function.
The transition distribution follows Gaussian distribution, p(s′|a, s) = N (s + a, 0.1I). The
batch size is set to be 20. {η, n0} ∈ {0.1, 1, 10}. We adopted Gaussian kernel and select the
best primal and dual kernel bandwidth in range {0.01, 0.05, 0.1, 0.15, 0.2}. The γ in MDP
is set to be 0.9. Results are reported in Figure 5.3(a).
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Cart-pole swing up The cart-pole system consists of a cart and a pendulum. It is
an under-actuated system with only one control act on the cart. The goal is to swing-up





s23 + 5(s4 − π)2) where the states s1, s2, s3, s4 are the cart position, cart velocity, pendulum
velocity and pendulum angular position, and it will be maximum if the pendulum is swing
up to π angle with zero velocity. We evaluate the linear policy π(s) = As+b where A ∈ R1×4
and b ∈ R1×1. The batch size is set to be 20. The stepsize parameters are chosen in range
{η, n0} ∈ {0.05, 0.2, 1, 10, 50, 100}. We adopted Gaussian kernel and the primal and dual
kernel bandwidth are se lected by median trick with coeffcient in {0.5, 1, 5, 10}. The γ is
set to be 0.96. Results are reported in Figure 5.3(b).
PUMA-560 manipulation PUMA-560 is a robotic arm that has 6 degrees of freedom
with 6 actuators on each joint. The task is to steer the end-effector to the desired position














i ) where s1, . . . , s6 and s7, . . . , s12 are joint angles and velocities, respectively,
and it will be maximum if the arm is located to the desired position. We evaluate the linear
policy π(s) = As + b where A ∈ R6×12 and b ∈ R6×1. The batch size is set to be 20. The
stepsize parameters are chosen in range {η, n0} ∈ {0.05, 0.1, 5, 10, 100, 500}. We adopted
Gaussian kernel and the primal and dual kernel bandwidth are selected by median trick with
coeffcient in {0.5, 1, 5, 10}. The γ is set to be 0.9. Results are reported in Figure 5.3(c).
In all experiments, the proposed algorithm performs consistently better than the com-
petitors. The advantages of proposed algorithm mainly come from three aspects: i), it
utilizes more flexible dual function space, rather than the constrained space in GTD2; ii),
it directly optimizes the MSBE, rather than its surrogate as in GTD2 and RG; iii), it di-
rectly targets on value function estimation and forms an one-shot algorithm, rather than a




The optimization view with the conditional integral operator provides us a unified frame-
work for learning over dynamics problem, which includes learning with invaraince, policy
evaluation, events prediction in stochastic processes, and so on.
We propose a novel sample-efficient algorithm, Embedding-SGD, which benefits from a
fresh employ of saddle point by dual embedding technique, to mitigate the difficulty with
limited samples from conditional distribution as well as the presence of nested expectations.
To our best knowledge, among all existing algorithms able to solve such problems, this is
the first algorithm that allows to take only one sample at a time from the conditional dis-
tribution and comes with provable theoretical guarantee. The proposed algorithm achieves
the state-of-the-art performances on the tasks of learning with invariance and policy eval-
uation in reinforcement learning comparing to the existing algorithms. As we discussed in
Appendix C.6, the algorithm is also applicable to actor-critic framework for policy opti-
mization.
In addition to its wide applicability, our algorithm is also very versatile and amenable
for all kinds of enhancement. The algorithm can be easily extended with random feature
approximation or doubly stochastic gradient trick. Moreover, we can extend the framework
by learning neural network embedding in Appendix C.5.3. It should be emphasized that
since the primal and dual function spaces are designed for different purposes, although we
use both RKHS in main text for simplicity, we can also use different function approximators
separately for primal and dual functions.
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CHAPTER 6
DUAL EMBEDDING FOR SMOOTHED BELLMAN ERROR
In reinforcement learning (RL), the goal of an agent is to learn a policy that maximizes
long-term returns by sequentially interacting with an unknown environment [2]. Within the
Markov decision processes assumption, the optimal policy can be obtained by matching the
Bellman optimality equation. When function approximation is used, solving the Bellman
optimality equation with stability guarantees has remained a major open problem in rein-
forcement learning for decades. The fundamental difficulty is that the Bellman operator
may become an expansion in general, resulting in oscillating and even divergent behavior
of popular algorithms like Q-learning.
Different from the policy evaluation problem, due to the max-operator in the Bellman
optimality equation, the mean-square error for Bellman optimality equation is not a special
case of the optimization with the conditional integral operator. Directly applying the dual
embedding technique will lead to unstable performance due to the max-operator in practice.
We revisit the Bellman optimality equation by Nesterov’s smoothing technique. By
exploiting the property in the smoothed Bellman equation, we obtain a surrogate loss which
can be reduced to the optimization with the conditional integral operator we discussed
in Chapter 5. We then develop a new algorithm, called Smoothed Bellman Error Embedding,
to solve this optimization problem where any differentiable function class may be used. We
provide what we believe to be the first convergence guarantee for general nonlinear function
approximation, and rigoriously analyze the sample complexity and extra induced error of
the algorithm. Empirically, our algorithm compares favorably to state-of-the-art baselines
in several benchmark control problems.
6.1 Introduction
In the Markov decision process, the optimal value function are characterized as a fixed point
of the Bellman operator. A fundamental result for MDP is that the Bellman operator is a
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contraction in the value-function space, so the optimal value function is the unique fixed
point. Furthermore, starting from any initial value function, iterative applications of the
Bellman operator ensure convergence to the fixed point. Interested readers are referred to
the textbook of [156] for details.
Many of the most effective RL algorithms have their root in such a fixed-point view.
The most prominent family of algorithms is perhaps the temporal-difference algorithms,
including TD(λ) [157], Q-learning [158], SARSA [159, 160], and numerous variants such as
the empirically very successful DQN [161] and A3C [162] implementations. Compared to
direct policy search/gradient algorithms like REINFORCE [163], these fixed-point methods
make learning more efficient by bootstrapping (a sample-based version of Bellman operator).
When the Bellman operator can be computed exactly (even on average), such as when
the MDP has finite state/actions, convergence is guaranteed thanks to the contraction
property [164]. Unfortunately, when function approximatiors are used, such fixed-point
methods easily become unstable or even divergent [165, 28, 166], except in a few special
cases. For example,
• for some rather restrictive function classes, such as those with a non-expansion prop-
erty, some of the finite-state MDP theory continues to apply with modifications [167,
168, 169];
• when linear value function approximation in certain cases, convergence is guaranteed:
for evaluating a fixed policy from on-policy samples [166], for evaluating the policy
using a closed-form solution from off-policy samples [170, 171], or for optimizing a
policy using samples collected by a stationary policy [172].
In recent years, a few authors have made important progress toward finding scalable, conver-
gent TD algorithms, by designing proper objective functions and using stochastic gradient
descent (SGD) to optimize them [139, 173]. Later on, it was realized that several of these
gradient-based algorithms can be interpreted as solving a primal-dual problem [174, 140,
175, 13]. This insight has led to novel, faster, and more robust algorithms by adopting so-
phisticated optimization techniques [176]. Unfortunately, to the best of our knowledge, all
existing works either assume linear function approximation or are designed for policy evalu-
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ation. It remains a major open problem how to find the optimal policy reliably with general
nonlinear function approximators such as neural networks, especially in the presence of
off-policy data.
6.1.1 Contributions
In this work, we take a substantial step towards solving this decades-long open problem,
leveraging the proposed framework with conditional integral operator, to derive a new al-
gorithm called Smoothed Bellman Error Embedding (SBEED) algorithm. Our development
hinges upon a novel view of a smoothed Bellman optimality equation, which is a special
case of the optimization (5.1), then transformed to the final primal-dual optimization prob-
lem. SBEED learns the optimal value function and a stochstic policy in the primal, and
the Bellman error (also known as Bellman residual) in the dual. By doing so, it avoids the
non-smooth max-operator in the Bellman operator, as well as the double-sample challenge
that has plagued RL algorithm designs [28]. More specifically,
• SBEED is stable for a broad class of nonlinear function approximators including neural
networks, and provably converges to a solution with vanishing gradient. This holds
even in the more challenging off-policy case;
• it uses bootstrapping to yield high sample efficiency, as in TD-style methods, and is
also generalized to cases of multi-step bootstrapping and eligibility traces;
• it avoids the double-sample issue and directly optimizes the squared Bellman error
based on sample trajectories;
• it uses stochastic gradient descent to optimize the objective, thus very efficient and
scalable.
Furthermore, the algorithm handles both the optimal value function estimation and policy
optimization in a unified way, and readily applies to both continuous and discrete action
spaces. We compare the algorithm with state-of-the-art baselines on several continuous
control benchmarks, and obtain excellent results.
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6.2 Preliminary
In this section, we introduce notation and technical background that is needed. Since we
will apply the dual embedding technique to the particular policy optimization problem in
Markov decision process (MDP), we will provide a brief introduction to the MDP. To make
the thesis consistent with the common notations in MDP community, we denote a MDP
as M = (S,A, P,R, γ), where S is a (possible infinite) state space, A is an action space,
P (·|s, a) the transition probability defining the distribution over next states upon taking
action a on state s, R(s, a) the average immediate reward by taking action a in state s, and
γ ∈ (0, 1) a discount factor. Given an MDP, we wish to find a possibly stochastic policy
π : S → PA to maximize the expected discounted cumulative reward starting from any




∣∣∣s0 = s, π], where PA denotes all probability measures over
A. The set of all policies is denoted by P := (PA)S .
Define V ∗(s) := maxπ(·|s) E
[∑∞
t=0 γ
tR(st, at)|s0 = s, π
]
to be the optimal value function.
It is known that V ∗ is the unique fixed point of the Bellman operator TB, or equivalently,
the unique solution to the Bellman optimality equation (Bellman equation, for short) [156]:
V (s) = (TBV )(s) := max
a














It should be noted that in practice, for convenience we often work on the Q-function instead
of the state-value function V ∗. In this section, it suffices to use the simpler V ∗ function.
6.3 A Primal-Dual View of Bellman Equation
In this section, we introduce a novel view of Bellman equation that enables the development
of the new algorithm in Section 6.4. After reviewing the Bellman equation and the challenges
to solve it, we describe the two key technical ingredients that lead to our primal-dual
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reformulation.
We start with another version of Bellman equation that is equivalent to Eq (6.1) (see,
e.g., [156]):









Eq (6.2) makes the role of a policy explicit. Naturally, one may try to jointly optimize over
V and π to minimize the discrepancy between the two sides of (6.2). For concreteness, we
focus on the square distance in this dissertation, but our results can be extended to other
convex loss functions. Let µ be some given state distribution so that µ(s) > 0 for all s ∈ S.
















While natural, this approach has several major difficulties when it comes to optimization,
which are to be dealt with in the following subsections:
• The max operator over PA introduces non-smoothness to the objective function. A
slight change in V may cause large differences in the RHS of Eq (6.2).
• The conditional expectation, Es′|s,a [·], composed within the square loss, requires dou-
ble samples [28] to obtain unbiased gradients, which is often impractical in most but
simulated environments.
6.3.1 Smoothed Bellman Equation
To avoid the instability and discontinuity caused by the max operator, we use the smooth-
ing technique of [177] to smooth the Bellman operator TB. Since policies are conditional














where H(π, s) := −
∑
a∈A π(a|s) log π(a|s), and λ > 0 controls the degree of smoothing.
Note that with λ = 0, we obtain the standard Bellman equation. Moreover, the regulariza-
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tion may be viewed a shaping reward added to the reward function of an induced, equivalent
MDP; see Appendix D.3.2 for more details.
Since negative entropy is the conjugate of the log-sum-exp function [178, Example 3.25],
Eq (6.4) can be written equivalently as









where the log-sum-exp is an effective smoothing approximation of the max-operator.
Remark: While Eqns (6.4) and (6.5) are inspired by Nestorov smoothing technique, they
can also be derived from other principles [179, 180, 181, 182, 183]. For example, [182] uses
entropy regularization in the policy space to encourage exploration, but arrives at the same
smoothed form; the smoothed operator Tλ is called “Mellowmax” by [183], which is obtained
as a particular instantiation of the quasi-arithmetic mean. In the rest of the subsection, we
review the properties of Tλ, although some of the results have appeared in the literature in
slightly different forms. Proofs are deferred to Appendix D.1.
First, we show Tλ is also a contraction, as with the standard Bellman operator [180,
183]:
Proposition 24 (Contraction) Tλ is a γ-contraction. Consequently, the corresponding
smoothed Bellman equation (6.4), or equivalently (6.5), has a unique solution V ∗λ .
Second, we show that while in general V ∗ 6= V ∗λ , their difference is controlled by λ. To
do so, define H∗ := maxs∈S,π(·|s)∈PA H(π, s). For finite action spaces, we immediately have
H∗ = log(|A|).
Proposition 25 (Smoothing bias) Let V ∗ and V ∗λ be fixed points of (6.2) and (6.4),
respectively. Then,




Consequently, as λ→ 0, V ∗λ converges to V ∗ pointwisely.
Finally, the smoothed Bellman operator has the very nice property of temporal consis-
tency [179, 182]:
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Proposition 26 (Temporal consistency) Assume λ > 0. Let V ∗λ be the fixed point
of (6.4) and π∗λ the corresponding policy that attains the maximum on the RHS of (6.4).
Then, (V ∗λ , π
∗
λ) is the unique (V, π) pair that satisfies the following equality for all (s, a) ∈
S ×A:




− λ log π(a|s) . (6.6)
In other words, Eq (6.6) provides an easy-to-check condition to characterize the optimal
value function and optimal policy on arbitrary pair of (s, a), therefore, which is easy to
incorporate off-policy data. It can also be extended to the multi-step or eligibility-traces
cases (Appendix D.3; see also [2, Chapter 7]). Later, this condition will be one of the critical
foundations to develop our new algorithm.
6.3.2 Bellman Error Embedding




`(V, π) := Es,a
[(




− λ log π(a|s)− V (s)
)2]
, (6.7)
where Es,a[·] is shorthand for Es∼µ(·),a∼πb(·|s)[·]. With finite S and A, the optimization (6.7)
provides exact solution to the temporal condition (6.6), while with infinite S or A, such
an objective converts the point-wise equivalence in the temporal consistency (6.6) to the
equivalence in L2-space implicitly. Due to the inner conditional expectation, it would require
two independent sample of s′ (starting from the same (s, a)) to obtain an unbiased estimate
of gradient of f , a problem known as the double-sample issue [28], the same as we discussed
in Chapter 5. In practice, however, one can rarely obtain two independent samples except
in simulated environments.
Recall the optimization (6.7) is a speical case of the conditional integral operator as we
discussed in Chapter 5, we can use the dual embedding techinque, i.e., using of the conju-




, as well as the interchangeability
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where F (S ×A) is the set of real-valued functions on S × A and Es,a,s′ [·] is shorthand for
Es∼µ(·),a∼πb(·|s),s′∼P (·|s,a)[·]. However, different from the optimizations in Chapter 5, (6.8) is
not a standard convex-concave saddle-point problem: the objective is convex in V for any
fixed (π, ν), and concave in ν for any fixed (V, π), but not necessarily convex in π ∈ P for
any fixed (V, ν). Therefore, although the Embedding-SGD is applicable, the convergence
property may not hold. We design new algorithm, which still preserve the convergence,
in Section 6.4.
Remark: In contrast to our min-max formulation (6.8), [182] get around the double-
sample obstacle by minimizing an upper bound of `(V, π):
˜̀(V, π) := Es,a,s′
[(
R(s, a) + γV (s′)− λ log π(a|s)− V (s)
)2]
.
As is known [28], the gradient of ˜̀ is different from that of f , as it has a conditional
variance term coming from the stochastic outcome s′. In problems where this variance is
highly heterogeneous across different (s, a) pairs, impact of such a bias can be substantial.
Finally, reparametrizing the dual function ν(s, a) = ς(s, a)− V (s) and substituting into





L1(V, π; ς) := Es,a,s′
[(
δ(s, a, s′)− V (s)
)2]− Es,a,s′ [(δ(s, a, s′)− ς(s, a))2] ,(6.9)
where δ(s, a, s′) := R(s, a) + γV (s′)− λ log π(a|s). Note that the first term is ˜̀(V, π), and
the second term will cancel the extra variance term (see Proposition 55 in Appendix D.2).
The use of an auxiliary function to cancel the variance is also observed by [169]. On the other
hand, when function approximation is used, extra bias will also be introduced. We note
that such a min-max view of debiasing the extra variance term leads to a useful mechanism
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for better bias-variance trade-offs, leading to the final primal-dual formulation we aim to











(δ(s, a, s′)−ς(s, a))2
]
, (6.10)
where η ∈ [0, 1] is a hyper-parameter controlling the trade-off. When η = 1, this reduces to
the original min-max formulation (6.8). When η = 0, this reduces to the surrogate objective
considered by [182].
6.4 Smoothed Bellman Error Embedding
In this section, we derive the Smoothed Bellman Error EmbeDding (SBEED) algorithm,
based on stochastic mirror descent [70], to solve the smoothed Bellman equation. For
simplicity of exposition, we mainly discuss the one-step optimization (6.10), although it
is possible to generalize the algorithm to the multi-step and eligibility-traces settings; see
Appendices D.3.2 and D.3.3 for details.
Due to the curse of dimensionality, the quantities (V, π, ς) are often represented by
compact, parametric functions in practice. Denote these parameters by w = (wV , wπ, wς).
Abusing notation a little bit, we now write the objective function Lη(V, π; ς) as Lη(wV , wπ;wς).
First, we note that the inner (dual) problem is standard least-squares regression with
parameter wς , so can be solved using a variety of algorithms [184]; in the presence of special
structures like convexity, global optima can be found efficiently [178]. The more involved
part is to optimize the primal (wV , wπ), whose gradients are given by the following theorem.
Theorem 27 (Primal gradient) Denote ¯̀η(wV , wπ) := Lη(wV , wπ;w
∗
ς ) as well as w
∗
ς =
arg maxwς Lη(wV , wπ;wς), let δs,a,s′ be a shorthand for δ(s, a, s
′), and ς̂ be dual parameter-
ized by w∗ς . Then,
∇wV ¯̀η =2Es,a,s′
[(













∇wπ ¯̀η =− 2λEs,a,s′
[ (
(1− η)δs,a,s′ + ης̂(s, a)− V (s)
)




With gradients given above, we may apply stochastic mirror descent to update wV and wπ;
that is, given a stochastic gradient direction (for either wV or wπ), we solve the following
prox-mapping in each iteration,
PzV (g) = argmin
wV




where zV and zπ can be viewed the current weight, and DV (w, z) and Dπ(w, z) are Bregman
divergences. We can use Euclidean metric for both wV and wπ, and possibly KL-divergence
for wπ. The per-iteration computation complexity is therefore very low, and the algorithm
can be scaled up to complex nonlinear approximations.
Algorithm 5 illustrates SBEED, combined with experience replay [185] for greater data
efficiency, in an online RL setting. New samples are added to the experience replay buffer D
at the beginning of each episode (Lines 3–5) with a behavior policy. Lines 6–11 correspond
to the stochastic mirror descent updates on the primal parameters. Line 12 sets the behavior
policy to be the current policy estimate, although other choices may be used. For example,
πb can be a fixed policy [169], which is the case we will analyze in the next section.





(R(s, a) + γV (s′)− λ log π(a|s)− ς(s, a))2
]
.
The solution to this optimization problem is




− λ log π(a|s) .
Therefore, the dual variables try to approximate the one-step smoothed Bellman backup
values, given a (V, π) pair. Similarly, in the equivalent (6.8), the optimal dual variable
ν(s, a) is to fit the one-step smoothed Bellman error. Therefore, each iteration of SBEED
could be understood as first fitting a parametric model to the one-step Bellman backups
(or equivalently, the one-step Bellman error), and then applying stochastic mirror descent
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Algorithm 5 Online SBEED learning with experience replay
1: Initialize w = (wV , wπ, wς) and πb randomly, set ε.
2: for episode i = 1, . . . , T do
3: for size k = 1, . . . ,K do
4: Add new transition (s, a, r, s′) into D by executing behavior policy πb.
5: end for
6: for iteration j = 1, . . . , N do





δ(s, a, s′)− ς(s, a)
)2]
.
8: Decay the stepsize ζj in rate O(1/j).
9: Compute the stochastic gradients w.r.t. wV and wπ as ∇̂wV ¯̀(V, π) and ∇̂wπ ¯̀(V, π).
10: Update the parameters of primal function by solving the prox-mappings, i.e.,
update V : wjV = Pwj−1V
(ζj∇̂wV ¯̀(V, π))
update π: wjπ = Pwj−1π (ζj∇̂wπ
¯̀(V, π))
11: end for
12: Update behavior policy πb = π
N .
13: end for
to adjust V and π.
Remark (Connection to TRPO and NPG): The update of wπ is related to trust
region policy optimization (TRPO) [186] and natural policy gradient (NPG) [187, 188]
when Dπ is the KL-divergence. Specifically, in [187] and [188], wπ is updated by setting
as argminwπ E
[〈
wπ,∇wπ log πt(a|s)A(a, s)
〉]
+ 1η KL(πwπ ||πwoldπ ), which is similar to Pwj−1π
with the difference in replacing the log πt(a|s)A(a, s) with our gradient. In [186], a related
optimization with hard constraints is used for policy updates: minwπ E [π(a|s)A(a, s)], such
that KL(πwπ ||πwoldπ ) 6 η. Although these operations are similar to Pwj−1π , we emphasize that
the estimation of the advantage function, A(s, a), and the update of policy are separated in
NPG and TRPO. Arbitrary policy evaluation algorithm can be adopted for estimating the
value function for current policy. While in our algorithm, (1− η)δ(s, a) + ης∗(s, a)− V (s)
is different from the vanilla advantage function, which is designed appropriate for off-policy
particularly, and the estimation of ς(s, a) and V (s) is also integrated as the whole part.
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6.5 Theoretical Analysis
In this section, we give a theoretical analysis for our algorithm in the same setting of [169]
where samples are prefixed and from one single β-mixing off-policy sample path. For sim-
plicity, we consider the case that applying the algorithm for η = 1 with the equivalent
optimization (6.8). The analysis is applicable to (6.9) directly. There are three groups
of results. First, in Section 6.5.1, we show that under appropriate choices of stepsize and
prox-mapping, SBEED converges to a stationary point of the finite-sample approximation
(i.e., empirical risk) of the optimization (6.8). Second, in Section 6.5.2, we analyze general-
ization error of SBEED. Finally, in Section 6.5.3, we give an overall performance bound for
the algorithm, by combining four sources of errors: (i) optimization error, (ii) generalization
error, (iii) bias induced by Nesterov smoothing, and (iv) approximation error induced by
using function approximation.
Table 6.1: The notations for different objectives in the analysis of SBEED algorithm
minimax obj. primal obj. optimum
original L(V, π; ν) `(V, π) (V ∗λ , π
∗
λ)





empirical L̂T (Vw, πw; νw) ̂̀T (Vw, πw) (V̂ ∗w , π̂∗w)
Notations Denote by Vw, Pw andHw the parametric function classes of value function V ,
policy π, and dual variable ν, respectively. Denote the total number of steps in the given off-
policy trajectory as T . We summarize the notations for the objectives after parametrization
and finite-sample approximation and their corresponding optimal solutions in Table 6.1 for
reference.
Denote the L2 norm of a function f w.r.t. µ(s)πb(a|s) by ‖f‖2 :=
∫
f(s, a)2µ(s)πb(a|s)dsda.
We introduce a scaled norm : ‖V ‖2µπb =
∫ (
γEs′|s,a [V (s′)]− V (s)
)2
µ(s)πb(a|s)dsda; for val-
ue function; this is indeed a well-defined norm since ‖V ‖2µπb = ‖(γP − I)V ‖
2




It is well-known that for convex-concave saddle point problems, applying stochastic mir-
ror descent ensures global convergence in a sublinear rate [70]. However, this no longer
holds for problems without convex-concavity. Our SBEED algorithm, on the other hand,
can be regarded as a special case of the stochastic mirror descent algorithm for solving
the non-convex primal minimization problem minVw,πw
̂̀
T (Vw, πw). The latter was proven
to converge sublinearly to a stationary point when stepsize is diminishing and Euclidean
distance is used for the prox-mapping [189]. For completeness, we list the result below.
Theorem 28 (Convergence, [189]) Consider the case when Euclidean distance is used
in the algorithm. Assume that the parametrized objective ̂̀T (Vw, πw) is K-Lipschitz and
variance of its stochastic gradient is bounded by σ2. Let the algorithm run for N itera-





} for some D′ > 0 and output w1, . . . , wN . Setting
the candidate solution to be (V̂ Nw , π̂
N
w ) with w randomly chosen from w
1, . . . , wN such that
P (w = wj) =
2ζj−Kζ2j∑N
j=1(2ζj−Kζ2j )
, then it holds that E
[∥∥∥∇̂̀T (V̂ Nw , π̂Nw )∥∥∥2] 6 KD2N +(D′+ DD′ ) σ√N
where D :=
√
2(̂̀T (V 1w , π1w)−min ̂̀T (Vw, πw))/K represents the distance of the initial solu-
tion to the optimal solution.
The above result implies that the algorithm converges sublinearly to a stationary point,
whose rate will depend on the smoothing parameter.
In practice, once we parametrize the dual function, ν or ς, with neural networks, we
cannot achieve the optimal parameters. However, we can still achieve convergence by apply-
ing the stochastic gradient descent to a (statistical) local Nash equilibrium asymptotically
under mild conditions. We provided the detailed Algorithm 12 and the convergence analysis
in Appendix D.4.3.
6.5.2 Statistical Error









w), induced by learning with finite samples. We first make the following standard
assumptions about the MDPs:
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Assumption 10 (MDP regularity) Assume ‖R(s, a)‖∞ 6 CR and that there exists an
optimal policy, π∗λ(a|s), such that ‖log π∗λ(a|s)‖∞ 6 Cπ.
Assumption 11 (Sample path property, [169]) Denote µ(s) as the stationary distri-
bution of behavior policy πb over the MDP. We assume πb(a|s) > 0, ∀ (s, a) ∈ S × A, and
the corresponding Markov process P πb(s′|s) is ergodic. We further assume that {si}Ti=1 is
strictly stationary and exponentially β-mixing with a rate defined by the parameters (b, κ)1.
Assumption 10 ensures the solvability of the MDP and boundedness of the optimal value
functions, V ∗ and V ∗λ . Assumption 11 ensures β-mixing property of the samples {(si, ai, Ri)}
T
i=1
(see e.g., Proposition 4 in [190]) and is often necessary to prove large deviation bounds.
Invoking a generalized version of Pollard’s tail inequality to β-mixing sequences and
prior results in [169] and [191], we show that
Theorem 29 (Statistical error) Under Assumption 2, it holds with at least probability
1− δ,
εstat(T ) 6 2
√
M (max (M/b, 1))1/κ
C2T
,
where M,C2 are some constants.
Detailed proof can be found in Appendix D.4.2.
6.5.3 Error Decomposition
As one shall see, the error between (V̂ Nw , ŵ
N ) (optimal solution to the finite sample problem)
and the true optimal (V ∗, π∗) to the Bellman equation consists three parts: i) the error in-
troduced by smoothing, which has been characterized in Section 6.3.1, ii) the approximation
error, which is tied to the flexibility of the parametrized function classes Vw, Pw, Hw, and
iii) the statistical error. More specifically, we arrive at the following explicit decomposition:
Denote επapp := supπ∈P infπ′∈Pw ‖π − π′‖∞ as the function approximation error between
Pw and P. Denote εVapp and ενapp as approximation errors for V and ν, accordingly. More
specifically, we arrive at
1A β-mixing process is said to mix at an exponential rate with parameter b, κ > 0 if βm =
O(exp(−bm−κ)).
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Theorem 30 Under Assumptions 1 and 2, it holds that
















∥∥∥V̂ Nw − V̂ ∗w∥∥∥2
µπb
,





and Cν = maxν∈Hw ‖ν‖2.
Detailed proof can be found in Appendix D.4.1. Ignoring the constant factors, the above
results can be simplified as
∥∥∥V̂ Nw − V ∗∥∥∥2
µπb
6 εapp(λ) + εsm(λ) + εstat(T ) + εopt,
where εapp(λ) := O(ενapp + εVapp(λ) + επapp(λ)) corresponds to the approximation error,
εsm(λ) := O(λ2) corresponds to the bias induced by smoothing, and εstat(T ) := O(1/
√
T )
corresponds to the statistical error.
There exists a delicate trade-off between the smoothing bias and approximation error.
Using large λ increases the smoothing bias but decreases the approximation error since
the solution function space is better behaved. The concrete correspondence between λ and
εapp(λ) depends on the specific form of the function approximators, which is beyond the
scope of this thesis. Finally, when the approximation is good enough (i.e., zero approxima-
tion error and full column rank of feature matrices), then our algorithm will converge to
the optimal value function V ∗ as λ→ 0, N,T →∞.
6.6 Connections to Other Approaches
One of our main contributions is a provably convergent algorithm when nonlinear approxi-
mation is used in the off-policy control case. Convergence guarantees exist in the literature
for a few rather special cases, as reviewed in the introduction [165, 167, 166, 168, 169, 192].
Of particular interest is the Greedy-GQ algorithm [172], who uses two time-scale analysis
to shown asymptotic convergence only for linear function approximation in the controlled
case. However, it does not take the true gradient estimator in the algorithm, and the update
of policy may become intractable when the action space is continuous.
Algorithmically, our method is most related to RL algorithms with entropy-regularized
policies. Different from the motivation in our method where the entropy regularization is in-
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troduced in dual form for smoothing [177], the entropy-regularized MDP has been proposed
for exploration [193, 194], taming noise in observations [195, 180], and ensuring tractabili-
ty [132]. Specifically, [180] proposed soft Q-learning for the tabular case, but its extension
to the function approximation case is hard, as the summation operation in log-sum-exp of
the update rule becomes a computationally expensive integration. To avoid such a difficul-
ty, [194] approximate the integral via Monte-Carlo method with Stein variational gradient
descent sampler, but limited theory is provided. Another related algorithm is developed
by [183] for the tabular case, which resembles SARSA with a particular policy; also see
[196] for a Bayesian variant. Observing the duality connection between soft Q-learning and
maximum entropy policy optimization, [181] and [197] investigate the equivalence between
these two types of algorithms.
Besides the difficulty to generalize these algorithms to multi-step trajectories in off-
policy setting, the major drawback of these algorithms is the lack of theoretical guarantees
when accompanying with function approximators. It is not clear whether the algorithms
converge or not, do not even mention the quality of the stationary points. That said, [182,
198] also exploit the consistency condition in Theorem 26 and propose the PCL algorithm
which optimizes the upper bound of the mean squared consistency Bellman error (6.7).
The same consistency condition is also discovered in [179], and the proposed Φ-learning
algorithm can be viewed as fix-point iteration version of the the unified PCL with tabular
Q-function. However, as we discussed in Section 6.3, the PCL algorithms becomes biased
in stochastic environment, which may lead to inferior solutions [28].
Several recent works [199, 200, 201] have also considered saddle-point formulations of
Bellman equations, but these formulations are fundamentally different from ours. These
saddle point problems are derived from the Lagrangian dual of the linear programming
formulation of Bellman equations [202, 203]. In contrast, our formulation is derived from
the Bellman equation directly using Fenchel duality/transformation. It would be interesting
to investigate the connection between these two saddle-point formulations in future work.
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6.7 Experiments
The goal of our experimental evalation is two folds: i), to better understand of the effect
of each algorithmic component in the proposed algorithm, and ii), to demonstrate the
stability and efficiency of SBEED in both off-policy and on-policy settings. Therefore, we
conducted an ablation study on SBEED, and a comprehensive comparison to state-of-the-
art reinforcement learning algorithms. While we derive and present SBEED for single-
step Bellman error case, it can be extended to multi-step cases (Appendix D.3.2). In our
experiment, we used this multi-step version.
6.7.1 Experimental Details
Policy and value function parametrization The choices of the parametrization of pol-
icy are largely based on the recent paper by [188], which shows the natural policy gradient
with RBF neural network achieves the state-of-the-art performances of TRPO on MuJoCo.
For the policy distribution, we parametrize it as πθπ(a|s) = N (µθπ(s),Σθπ), where µθπ(s) is
a two-layer neural nets with the random features of RBF kernel as the hidden layer and the
Σθπ is a diagonal matrix. The RBF kernel bandwidth is chosen via median trick [11, 188].
Same as [188], we use 100 hidden nodes in InvertedDoublePendulum, Swimmer, Hopper,
and use 500 hidden nodes in HalfCheetah. This parametrization was used in all on-policy
and off-policy algorithms for their policy functions. We adapted the linear parametrization
for control variable in TRPO and Dual-AC following [201]. In DDPG and our algorithm S-
BEED, we need the parametrization for V and ς (or Q) as fully connected neural networks
with two tanh hidden layers with 64 units each.
In the implementation of SBEED, we use the Euclidean distance for wV and the KL-
divergence for wπ in the experiments. We emphasize that other Bregman divergences are
also applicable.
Training hyperparameters For all algorithms, we set γ = 0.995. All V and ς (or
Q) functions of SBEED and DDPG were optimized with ADAM. The learning rates were
chosen with a grid search over {0.1, 0.01, 0.001, 0.001}. For the SBEED, a stepsize of 0.005
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(a) λ for entropy (b) η for dual (c) k for steps
Figure 6.1: The ablation study of the SBEED on Swimmer-v1. We varied λ, η, and k to
justify the effect of each component in the algorithm.
was used. For DDPG, an ADAM optimizer was also used to optimize the policy function.
The learning rate is set to be 1e− 4 was used. For SBEED, η was set from a grid search of
{0.004, 0, 01, 0.04, 0.1, 0.04} and λ from a grid search in {0.001, 0.01, 0.1}. The number of
the rollout steps, k was chosen by grid search from {1, 10, 20, 100}. For off-policy SBEED,
a training frequency was chosen from {1, 2, 3} × 103 steps. A batch size was tuned from
{10000, 20000, 40000}. DDPG updated it’s values every iteration and trained with a batch
size tuned from (32, 64, 128). For DDPG, τ was set to 1e− 3, reward scaling was set to 1,
and the O-U noise σ was set to 0.3.
6.7.2 Ablation Study
To get a better understanding of the trade-off between the variance and bias, including both
the bias from the smoothing technique and the introduction of the function approximator,
we performed ablation study in the Swimmer-v1 environment with stochastic transition by
varying the coefficient for entropic regularization λ and the coefficient of the dual function
η in the optimization (6.10), as well as the number of the rollout steps, k.
The effect of smoothing We introduced the entropy regularization to avoid non-smoothness
in Bellman error objective. However, as we discussed, it also introduces bias. We varied
λ and evaluated the performance of SBEED. The results in Figure 6.1(a) are as expected:
there is indeed an intermediate value for λ that gives the best bias/smoothness balance.
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(a) Pendulum (b) InvertedDoublePendulum








































































(c) HalfCheetah (d) Swimmer (e) Hopper
Figure 6.2: The results of SBEED against TRPO, Dual AC and DDPG. Each plot shows
average reward during training across 5 random runs, with 50% confidence interval. The
x-axis is the number of training iterations. SBEED achieves significant better performance
than the competitors on all tasks.
The effect of dual function One of the important components in our algorithm is the
dual function, which cancels the variance. The effect of such a cancellation is controlled
by η ∈ [0, 1], and we expected an intermediate value gives the best performance. This is
verified by the experiment of varying η, as shown in Figure 6.1(b).
The effect of multi-step SBEED can be easily extended to the multi-step version.
However, increasing the length of steps will also increase the variance. We tested the
performance of the algorithm with different k values. The results shown in Figure 6.1(c)
confirms that an intermediate value for k yields the best result.
6.7.3 Comparison in Continuous Control Tasks
We tested SBEED across multiple continuous control tasks from the OpenAI Gym [204]
using the MuJoCo simulator [205], including Pendulum-v0, InvertedDoublePendulum-v1,
HalfCheetah-v1, Swimmer-v1, and Hopper-v1. For fairness, we follows the default setting of
the MuJoCo simulator in each task in this section. These tasks have dynamics of different
natures, so are helpful for evaluating the behavior of the proposed SBEED in different
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scenarios. We compared SBEED with several state-of-the-art algorithms, including two
on-policy algorithms, trust region policy optimization (TRPO) [186] dual actor-critic (Dual
AC) [201], and one off-policy algorithm, deep deterministic policy gradient (DDPG) [206].
We did not include PCL [182] as it is a special case of our algorithm by setting η = 0, i.e.,
ignoring the updates for dual function. Since TRPO and Dual-AC are only applicable for
on-policy setting, for fairness, we also conducted the comparison with these two algorithm
in on-policy setting. The results can be found in Appendix D.5.
We ran the algorithm with 5 random seeds and reported the average rewards with 50%
confidence intervals. The results are shown in Figure 6.2. We can see that our SBEED
algorithm achieves significantly better performance than all other algorithms across the
board. These results suggest that the SBEED can exploit the off-policy samples efficiently
and stably, and achieve a good trade-off between bias and variance.
It should be emphasized that the stability of algorithm is an important issue in reinforce-
ment learning. As we can see from the results, although DDPG can also exploit the off-policy
sample, which promotes its efficiency in stable environments, e.g., HalfCheetah-v1 and
Swimmer-v1, it may fail to learn in unstable environments, e.g., InvertedDoublePendulum-
v1 and Hopper-v1, which was observed by [207] and [208]. In contrast, SBEED is consistently
reliable and effective in different tasks.
6.8 Summary
We reduce the policy optimizaton in MDPs to optimization with the conditional integral
operator by exploiting the Nesterov’s smoothing technique to Bellman optimality equation.
Based on the new perspective, we develop the SBEED algorithm for policy optimization in
reinforcement learning utlizing the dual embedding technique proposed in Chapter 5. The
algorithm is provably convergent even when nonlinear function approximation is used on
off-policy samples. We also provide PAC bound to characterize the sample complexity based
on one single off-policy sample path collected by a fixed behavior policy. Empirical study
shows the proposed algorithm achieves superior performance across the board, compared
to state-of-the-art baselines on several MuJoCo control tasks.
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CONCLUSION
In this dissertation, we propose a unified framework from the optimization with integral
operators view. By considering different integral operators in the proposed framework,
we obtain new perspectives for the motivated learning problems, i.e., kernel methods [11],
Bayesian inference [12], policy evaluation [13], and policy optimization [14], which can be
categorized as learning over functions, distributions, and dynamics, respectively. Such repre-
sentations of the learning problems lead to a series of novel algorithms for the corresponding
problems via stochastic optimization that bypass the difficulties and drawbacks in existing
algorithms:
• Learning over functions We reformulate most of the kernel methods as an opti-
mization with functions as inputs through the integral operator view. Such a novel
view of kernel methods avoids the explicit usage of the kernel matrices and paves the
path for us to design the algorithm, which scales up the kernel machines to millions
of data empirically, while still enjoys the nice theoretical properties.
• Learning over distributions We reformulate the Bayesian inference as an optimiza-
tion with distributions as inputs on the density space through the integral operator
view. Such a new view of Bayesian inference inspires us to exploit the recent advanced
optimization algorithm to bypass the intractable integral in the posterior calculation.
We justify the algorithm both empirically and theoretically, demonstrating the ad-
vantages of the proposed algorithm.
• Learning over dynamics The learning over dynamics problems is a generic class of
learning problems, including invariance learning and reinforcement learning. We re-
formulate the problems as optimization with the conditional integral operator. With
the min-max saddle-point formulation of the optimization, we design the stochastic
algorithm which only needs the sample from joint distribution and avoids the diffi-
culty in estimating the conditional integral due to lack of samples. We provide the
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theoretical analysis of the algorithm and apply the algorithm for invariance learning,
policy evaluation. We then investigate the policy optimization with the developed
technique, resulted a provably convergent algorithm even when nonlinear function
approximation is used on off-policy samples, what we believe to be the first.
As we demonstrated in the thesis, the proposed framework provides us the relatively
abstract perspective to unify the learning problems, while still preserves the useful properties
through the structure of the integral operator for the algorithm design. For the future work,
our research will continue to explore other important learning problems via the integral
operator view for better algorithms. For instance:
Undirected graphical model and exponential families The infinite dimensional
exponential families [209] is defined as, p (x) = p0 (x) exp (f (x)−A (f)), within F :=
{f ∈ H : exp (A (f)) <∞}, A (f) := log
∫
X exp (f (x)) p0 (x) dx andH denotes some RKHS.
Since the integral in A (f) is intractable in maximum-likelihood (MLE), [209] introduce the
score matching to fit f , which is not scalable due to the computation and storage of the
kernel matrices and its derivatives.
Based on the integral operator view of MLE, we can easily obtain a scalable algorithm
for general exponential families estimation by combining doubly stochastic gradients and
dual embedding. Specifically, by dual embedding, we can reformulate the objective of MLE,





Êx [(Qg) (x)]− Ex∼q(x) [(Qg) (x)] +KL (q||p0) , (6.11)
where the f ∈ H is represented by Qg for scalability. The optimization (6.11) is convex-
concave w.r.t. f and q. Then, we can apply the doubly stochastic gradient descent to the
above optimization (6.11).
What follows naturally and logically is to extend this view to design algorithms for
exponential families estimation with structures in potential functions, e.g., f (x) can be
decomposed into cliques or f (x) =
∫
h (x, z) dz. Due to the importance and generality of the
exponential families, such a problem is significant in machine learning. In this scenario, the
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first question is how to represent the structure information in the dual parametrization, i.e.,
q ∈ P. The second question is once the convexity-concavity structure in the optimization
does no longer hold due to the structure constraints introduced, how to perform learning
while still keep the desired properties. It is also interesting to address the connections
between the algorithm and GANs [210] and contrastive divergence [211].
Meta-learning The meta-learning problems focus on learning the components to design
algorithms, e.g., the update rules [212, 213, 214] and the initialization [215], which can
be applied to downstream learning tasks. The integral operator view unifies the meta-
learning problems as learning over algorithms. Specifically, denote the initialization as f
and the algorithm update as U , then, after t-iteration, the algorithm outputs U tf where
U t := U ◦ U ◦ . . . ◦ U︸ ︷︷ ︸
t









+ νG (U , f) , (6.12)
where D denotes the tasks and J can be the evaluation criteria for the algorithm. Actually,
the optimization (6.12) can be applied for learning to sample [216] with U as the transition
kernel and f as the proposal distribution. J (·, ·) can be designed to match the target
distribution and U tf and to accelerate the convergence of the sampling algorithm.
The difficulty of the optimization (6.12) lies on both theoretical and practical aspects.
Theoretically, the objective (6.12) is not convex w.r.t. (U , f) jointly. The parametriza-
tion of U and f will introduce extra non-convexity. What guarantee we can obtain about
(U , f), and how its performance compared with the hand-designed algorithm theoretically
are interesting. Practically, how to implement the stochastic optimization in operator and
function space should be carefully designed to achieve scalability and efficiency. In our
future study, we would like to address these issues and make the algorithm practical.
Given the successes of the framework, we believe the proposed unified framework pro-
vides new directions for machine learning research and can be potentially useful to design
new algorithms for many other scenarios beyond the representative learning problems dis-





PROOF DETAILS IN CHAPTER 3
A.1 Convergence Rate
We first provide specific bounds and detailed proofs for the two error terms appeared in
Theorem 11 and Theorem 12.
A.1.1 Error due to random features
Lemma 31 We have
(i) For any x ∈ X , EDt,ωt [|ft+1(x)− ht+1(x)|2] 6 B21,t+1 := 4M2(κ+ φ)2
∑t
i=1 |ait|2.
(ii) For any x ∈ X , with probability at least 1− δ over (Dt,ωt),
























we have that {Vi(x)} is a martingal difference sequence. Further note that
|Vi(x)| 6 ci = 2M(φ+ κ)|ait|.

































































i=1 Vi(x), we immediately obtain the two parts of the lemma.
Lemma 32 Suppose γi =
θ
i (1 6 i 6 t) and θν ∈ (1, 2) ∪ Z+. Then we have













t , if θν ∈ [1, 2),
θ2
t , if θν ∈ [2,+∞) ∩ Z+
.









| · |ai+1t | = |
i+ 1− νθ
i
| · |ai+1t |.
When νθ ∈ (1, 2), i− 1 < i+ 1− νθ < i for any i > 1, so |ait| < |ai+1t | 6 θt . When νθ ∈ Z+,
if i > νθ − 1, then |ait| < |ai+1t | 6 θt ; if i 6 νθ − 1, then |a
i








· i+ 1− θν
i+ 1




























· i+ 1− θν
i+ 1





















A.1.2 Error due to random data
Lemma 33 Assume `′(u, y) is L-Lipschitz continous in terms of u ∈ R. Let f∗ be the
optimal solution to our target problem. Then
(i) If we set γt =
θ






























(ii) If we set γt =
θ
t with θ such that θν ∈ Z+ and t > θν, then with probability at least
1− 2δ over (Dt,ωt),









‖f∗‖H , Q0 +
√
Q20 + κM





2κ1/2Mθ(8 + (κ+ φ)θL).








Proof For the sake of simple notations, let us first denote the following three different
gradient terms, which are
gt = ξt + νht = `
′(ft(xt), yt)k(xt, ·) + νht,
ĝt = ξ̂t + νht = `
′(ht(xt), yt)k(xt, ·) + νht,






Note that by our previous definition, we have ht+1 = ht − γtgt, ∀t > 1.
Denote At = ‖ht − f∗‖2H. Then we have
At+1 = ‖ht − f∗ − γtgt‖2H




H − 2γt〈ht − f
∗, gt〉H




H − 2γt〈ht − f
∗, ḡt〉H + 2γt〈ht − f∗, ḡt − ĝt〉H + 2γt〈ht − f∗, ĝt − gt〉H
Because of the strongly convexity of (3.2) and optimality condition, we have
〈ht − f∗, ḡt〉H > ν ‖ht − f∗‖2H
Hence, we have
At+1 6 (1−2γtν)At+γ2t ‖gt‖
2
H+2γt〈ht−f
∗, ḡt− ĝt〉H+2γt〈ht−f∗, ĝt−gt〉H, ∀t > 1 (A.1)
Proof for (i): Let us denoteMt = ‖gt‖2H, Nt = 〈ht−f∗, ḡt−ĝt〉H, Rt = 〈ht−f∗, ĝt−gt〉H.
We first show that Mt,Nt,Rt are bounded. Specifically, we have for t > 1,
(1) Mt 6 κM2(1 + νct)2, where ct =
√∑t−1
i,j=1 |ait−1| · |a
j
t−1| for t > 2 and c1 = 0;
(2) EDt,ωt [Nt] = 0;
(3) EDt,ωt [Rt] 6 κ1/2LB1,t
√
EDt−1,ωt−1 [At], where B21,t := 4M2(κ + φ)2
∑t−1
i=1 |ait−1|2 for
t > 2 and B1,1 = 0;
We prove these results separately in Lemma 34 below. Let us denote et = EDt−1,ωt−1 [At],
given the above bounds, we arrive at the following recursion,
et+1 6 (1− 2γtν)et + κM2γ2t (1 + νct)2 + 2κ1/2LγtB1,t
√
et. (A.2)
When γt = θ/t with θ such that θν ∈ (1, 2)∪Z+, from Lemma 32, we have |ait| 6 θt , ∀1 6
i 6 t. Consequently, ct 6 θ and B21,t 6 4M
2(κ+φ) θ
2
t−1 . Applying these bounds leads to the
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where β1 = 4
√
2κ1/2LM(k + φ)θ2 and β2 = κM
2(1 + νθ)2θ2. Invoking Lemma 38 with













, and Q0 = 2
√
2κ1/2(κ+ φ)LMθ2.























Let us denote bit = γi
∏t
















We first show that









































Again, the proofs of these results are given separately in Lemma 34. Applying the above



























with probability 1 − 2δ. When γt = θ/t with θ such that θν ∈ Z+, with similar reasons
in Lemma 32, we have |bit| 6 θt , 1 6 i 6 t and also we have
∏t







i )(1 − 2
θν































where β1 = κM
2(1 + νθ)2θ2, β2 = 2
√
2κ1/2LM(κ+ φ)θ2, β3 = 16κ
1/2Mθ, β4 = 16κM
2(1 +






with the specified Q2.
Lemma 34 In this lemma, we prove the inequalities (1)–(5) in Lemma 33.
Proof Given the definitions of Mt,Nt,Rt in Lemma 33, we have
(1) Mt 6 κM2(1 + ν
√∑t−1





Mt = ‖gt‖2H = ‖ξt + νht‖2H 6 (‖ξt‖H + ν‖ht‖H)2.
We have




















(2) EDt,ωt [Nt] = 0;
This is because Nt = 〈ht − f∗, ḡt − ĝt〉H,




〈ht − f∗, ḡt − ĝt〉H|Dt−1,ωt
]]
= EDt−1,ωt [〈ht − f∗,EDt [ḡt − ĝt]〉H]
= 0.
(3) EDt,ωt [Rt] 6 κ1/2LB1,t
√




This is because Rt = 〈ht − f∗, ĝt − gt〉H,
EDt,ωt [Rt] = EDt,ωt [〈ht − f∗, ĝt − gt〉H]
= EDt,ωt
[




|`′(ft(xt), yt)− `′(ht(xt), yt)| · ‖k(xt, ·)‖H · ‖ht − f
∗‖H
]









where the first and third inequalities are due to Cauchy–Schwarz Inequality and the
second inequality is due to L-Lipschitz continuity of `′(·, ·) in the first parameter, and
the last step is due to Lemma 31 and the definition of At.



















This result follows directly from Lemma 3 in [217]. Let us define di = di(Di,ωi) :=
bitNi = bit〈hi − f∗, ḡi − ĝi〉H, 1 6 i 6 t, we have





• |di| 6 maxi |bit| · C0, with C0 =
4 max16i6tMi
ν , ∀1 6 i 6 t.
• V ar(di|Di−1,ωi−1) 6 4κM2|bit|2Ai, ∀1 6 i 6 t.
Plugging in these specific bounds in Lemma 3 in [Alexander et.al., 2012], which is,
Pr
(∑t









i=1 V ari−1(di) and dmax = max16i6t |di|, we immediately obtain the
above inequality as desired.
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This is because, for any 1 6 i 6 t, recall that from analysis in (3), we have Ri 6
κ1/2L|ft(xt)− ht(xt)| · ‖ht − f∗‖H, therefore from Lemma 33,
Pr(bitRi 6 κ1/2L|bit|B̂2,i
√
Ai) > Pr(|fi(xi)− hi(xi)|2 6 B̂22,i) > 1− δ/t.









Ai) > 1− δ.
Applying these lemmas immediately gives us Theorem 11 and Theorem 12, which implies
pointwise distance between the solution ft+1(·) and f∗(·). Now we prove similar bounds in
the sense of L∞ and L2 distance.
A.2 L∞ distance, L2 distance, and generalization bound
Corollary 35 (L∞ distance) Theorem 11 also implies a bound in L∞ sense, namely,




Consequently, for the average solution f̂t+1(·) := 1t
∑t
i=1 fi(·), we also have
EDt,ωt‖f̂t+1 − f∗‖2∞ 6




This is because ‖ft+1 − f∗‖∞ = maxx∈X |ft+1(x) − f∗(x)| = |ft+1(x∗) − f∗(x∗)|, where
x∗ ∈ X always exists since X is closed and bounded. Note that the result for average
solution can be improved without log factor using more sophisticated analysis (see also
reference in [217]).
Corollary 36 (L2 distance) With the choices of γt in Lemma 33, we have
(i) EDt,ωt‖ft+1 − f∗‖22 6
2C2+2κQ21
t ,





t , with probability at least 1 − 3δ over
(Dt,ωt).
Proof (i) follows directly from Theorem 11. (ii) can be proved as follows. First, we have
‖ft+1 − f∗‖22 = Ex|ft+1(x)− f∗(x)|2 6 2Ex|ft+1(x)− ht+1(x)|2 + 2κ‖ht+1 − f∗‖H.
From Lemma 33, with probability at least 1− 2δ, we have




















































From the analysis in Lemma 31, we also have that |ft+1(x) − ht+1(x)| 6 C2. Therefore,






















Summing up equation (A.6) and (A.5), we have
‖ft+1 − f∗‖22 6
C2 ln(8
√




From the bound on L2 distance, we can immediately get the generalization bound.
Theorem 13 (Generalization bound) Let the true risk be Rtrue(f) = E(x,y) [`(f(x), y)].













Proof By the Lipschitz continuity of `(·, y) and Jensen’s Inequality, we have
Rtrue(ft+1)−Rtrue(f∗) 6 LEx|ft+1(x)−f∗(x)| 6 L
√
Ex|ft+1(x)− f∗(x)|2 = L‖ft+1−f∗‖2.
Then the theorem follows from Corollary 36.
A.3 Suboptimality
For comprehensive purposes, we also provide the O(1/t) bound for suboptimality.
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Corollary 37 If we set γt =
θ










where Q = (4κM2 + 2
√
2κ1/2LM(κ+ φ)Q1)/ν, with Q1 defined as in Lemma 33.
Proof From the anallysis in Lemma 33,we have






At+1 + γtMt +Nt +Rt
Invoking strongly convexity of R(f), we have 〈ht − f∗, ḡt〉 > R(ht)−R(f∗) + ν2‖ht − f
∗‖2H.
Taking expectaion on both size and use the bounds in last lemma, we have















t with θ =
1

























































By convexity, we have EDt,ωt [R(ĥt+1)−R(f∗)] 6
Q(ln(t)+1)
t . The corollary then follows from
the fact that EDt,ωt [f̂t+1] = EDt,ωt [ĥt+1] and R(EDt,ωt [ĥt+1]) 6 EDt,ωt [R(ĥt+1)].
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A.3.1 Technical lemma for recursion bounds





























β21 + 4(η − 1)β2
2(η − 1)
.
Proof The proof follows by induction. When t = 1, it always holds true by the definition













































where the last step can be verified as follows.
(η − 1)R− β1
√




















− β2 > 0
where the last step follows from the defintion of R0.




































2β3)2 + β1 + β4.
Proof The proof follows by induction. When j = 1 it is trivial. Let us assume it holds



















































































































A.4 Doubly Stochastic Gradient Algorithm for Posterior Variance Operator
in Gaussian Process Regression
As we show in Section 3.3.1, the estimation of the variance of the predictive distribution
of Gaussian process for regression problem could be recast as estimating the operator Σ













where ‖ · ‖HS is the Hilbert-Schmidt norm of the operator. The gradient of R(Σ) with



















Set ∇R(Σ) = 0, we could obtain the optimal solution, C
(
C + σ2n I
)−1
, exactly the same as
(3.10).
To derive the doubly stochastic gradient update for Σ, we start with stochastic functional
gradient of R(Σ). Given xi ∼ p(x), the stochastic functional gradient of R(Σ) is








where Ĉ = k(xi, ·)⊗ k(xi, ·) which leads to update
















ij k(xi, ·) ⊗ k(xj , ·) by
induction. Let Σ1 = 0, then, Σ2 = γ1k(x1, ·) ⊗ k(x1, ·). Assume at t-th iteration, Σt =∑t−1
i=1,j>i β
t
ijk(xi, ·)⊗ k(xj , ·), and notice that







k(xi, ·)⊗ k(xt, ·),
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βtijk(xj , xt), ∀i < t
βt+1tt = γt
Recall
Ĉt = Eω[φω(xt)φω(·)]⊗ Eω′ [φω′(xt)φω′(·)] = Eω,ω′ [φω(xt)φω′(xt)φω(·)⊗ φω′(·)],
where ω, ω′ are independently sampled from ρ(ω), we could approximate the Ĉt with ran-
dom features, Ĉω,ω
′
t = φωt(xt)φω′t(xt)φωt(·) ⊗ φω′t(·). Plug random feature approximation



































PROOF DETAILS AND EXTENSION OF PARTICLE MIRROR DESCENT
IN CHAPTER 4
B.1 Strong convexity
As we discussed, the posterior from Bayes’s rule could be viewed as the optimal of an opti-
mization problem in Eq (4.2). We will show that the objective function is strongly convex
w.r.t KL-divergence.
Proof for Lemma B.1 The lemma directly results from the generalized Pythagaras the-
orem for Bregman divergence. Particularly, for KL-divergence, we have
KL(q1||q) = KL(q1||q2) +KL(q2||q)− 〈q1 − q2,∇φ(q)−∇φ(q2)〉2
where φ(q) is the entropy of q.
Notice that L(q) = KL(q||q∗)− logZ, where q∗ = p(θ)Π
N
i p(xi|θ)




KL(q1||q∗)−KL(q2||q∗)− 〈q1 − q2,∇φ(q2)−∇φ(q∗)〉2 = KL(q1||q2)
⇒ KL(q1||q∗)−KL(q2||q∗)− 〈q1 − q2, log q2 − log q∗〉2 = KL(q1||q2)




〉2 + 〈q1 − q2, logZ〉2︸ ︷︷ ︸
0
= KL(q1||q2)
⇒ L(q1)− L(q2)− 〈q1 − q2,∇L(q2)〉2 = KL(q1||q2)

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B.2 Finite Convergence of Stochastic Mirror Descent with Inexact Prox-Mapping
in Density Space
Since the prox-mapping of stochastic mirror descent is intractable when directly being
applied to the optimization problem (4.2), we propose the ε-inexact prox-mapping within
the stochastic mirror descent framework in Section 4.3. Instead of solving the prox-mapping
exactly, we approximate the solution with ε error. In this section, we will show as long as
the approximation error is tolerate, the stochastic mirror descent algorithm still converges.
Theorem 15 Denote q∗ = argminq∈P L(q), the stochastic mirror descent with inexact
prox-mapping after T steps gives


















t=1 γt and D1 = KL(q
∗||q̃1) and M2 := max16t6T E‖gt‖2∞.
Remark: Based on [70], one can immediately see that, to guarantee the usual rate of
convergence, the error εt can be of order O(γ
2
t ). The first recurrence implies an overall
O(1/T ) rate of convergence for the KL-divergence when the stepsize γt is as small as
O(1/t) and error εt is as small as O(1/t
2). The second result implies an overall O(1/
√
T )
rate of convergence for objective function when larger stepsize γt = O(1/
√
T ) and larger
error εt = O(1/t) are adopted.
Proof (a) Due to the fact that q̃t+1(θ) ∈ Pεtq̃t(γtgt), i.e.,
〈γtgt + log(q̃t+1)− log(q̃t), q̃t+1 − q〉L2 6 εt, ∀q ∈ P,
we have
〈γtgt, q̃t+1 − q〉2 6 〈log(q̃t)− log(q̃t+1), q̃t+1 − q〉2 + εt
= KL(q||q̃t)−KL(q||q̃t+1)−KL(q̃t+1||q̃t) + εt
Hence,
〈γtgt, q̃t − q〉2 6 KL(q||q̃t)−KL(q||q̃t+1)−KL(q̃t+1||q̃t) + 〈γtgt, q̃t − q̃t+1〉2 + εt. (B.1)
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By Young’s inequality, we have
〈γtgt, q̃t − q̃t+1〉2 6
1
2








‖q̃t − q̃t+1‖21. (B.3)
Therefore, combining (B.1), (B.2), and (B.3), we have ∀q ∈ P




Plugging q∗ and taking expectation on both sides, the LHS becomes
Ex
[




〈q̃t − q∗, γtE[gt]〉




〈q̃t − q∗, γt∇L(q̃t)〉
]












Because the objective function is 1-strongly convex w.r.t. KL-divergence,
〈q′ − q,∇L(q′)−∇L(q)〉 = KL(q′||q) +KL(q||q′),
and the optimality condition, we have
〈q̃t − q∗,∇L(q̃t)〉 > KL(q∗||q̃t)
we obtain the recursion with inexact prox-mapping,





(b) Summing over t = 1, . . . , T of equation (B.4), we get
T∑
t=1
































Furthermore, combined with the 1-strongly-convexity, it immediately follows that











B.3 Convergence Analysis for Integral Approximation
In this section, we provide the details of the convergence analysis of the proposed algorithm
in terms of integral approximation w.r.t. the true posterior using a good initialization.
Assume that the prior p(θ) has support Ω cover true posterior distribution q∗(θ), then,
we could represent




α(θ)p(θ)dθ = 1, 0 6 α(θ) 6 C
}
.
Therefore, one can show




, such that ∀f(θ) : Rd → R bounded and integrable,
E

























































































By Jensen’s inequality, we have
Eθ

































































Then, we have achieve our conclusion that
Eθ
[∣∣∣∣ ∫ q̃(θ)f(θ)dθ − ∫ q(θ)f(θ)dθ∣∣∣∣]
6 Eθ






With the knowledge of p(θ) and q(θ), we set qt(θ) = αt(θ)p(θ), the PMD algorithm will
reduce to adjust α(θi) for samples {θi}mi=1 ∼ π(θ) according to the stochastic gradient. Plug










Z . Since Z is constant, ignoring it will not effect the multi-
plicative update.
Given the fact that the objective function, L(q), is 1-strongly convex w.r.t. the KL-
divergence, we can immediately arrive at the following convergence results as appeared
in [70], if we are able to compute the prox-mapping in Eq.(4.3) exactly.
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Lemma 41 One prox-mapping step Eq.(4.3) reduces the error by




With stepsize γt =
η
t , it implies








Proof We could obtain the recursion directly from Theorem 15 by setting ε = 0, which
means solving the prox-mapping exactly, and the rate of convergence rate could be obtained
by solving the recursion as stated in [70].
Lemma 42 Let qt is the exact solution of the prox-mapping at t-step, then ∀f(θ) : Rd → R,
which is bounded and integrable, we have
E







[∣∣∣∣ ∫ qt(θ)f(θ)dθ − ∫ q∗(θ)f(θ)dθ∣∣∣∣] = E‖〈qt(θ)− q∗(θ) , f(θ)〉L2‖2














The second last inequality comes from Pinsker’s inequality.
Theorem 18 Assume the particle proposal prior p(θ) has the same support as the true poste-
rior q∗(θ), i.e., 0 6 q∗(θ)/p(θ) 6 C. With further condition about the model ‖p(x|θ)N‖∞ 6
ρ, ∀x, then ∀f(θ) : Rd → R bounded and integrable, with stepsize γt = ηt , the PMD algorithm
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return m weighted particles after T iteration such that
E














Proof We first decompose the error into optimization error and finite approximation error.
E
[∣∣∣∣∫ q̃t(θ)f(θ)dθ − ∫ q∗(θ)f(θ)dθ∣∣∣∣]
6 E
[∣∣∣∣∫ q̃t(θ)f(θ)dθ − ∫ qt(θ)f(θ)dθ∣∣∣∣]︸ ︷︷ ︸
finite approximation error ε1
+E
[∣∣∣∣∫ qt(θ)f(θ)dθ − ∫ q∗(θ)f(θ)dθ∣∣∣∣]︸ ︷︷ ︸
optimization error ε2





























Z . Notice Z =
∫
qt(θ) exp(−γtgt(θ))dθ,
we have exp(−γt‖gt(θ)‖∞) 6 Z 6 exp(γt‖gt(θ)‖∞). By induction, it can be show that








Combine ε1 and ε2, we achieve the conclusion.
Remark: Simply induction without the assumption from the update of αt(θ) will result the
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upper bound of sequence ‖αt‖∞ growing. The growth of sequence ‖αt‖∞ is also observed
in the proof [113] for sequential Monte Carlo on dynamic models. To achieve the uniform
convergence rate for SMC of inference on dynamic system, [113, 122] require the models
should satisfy i), εν(θi) 6 p(xi|θi)p(θi|θi−1) 6 ε−1ν(θi), ∀x where ν(θ) is a positive measure,
and ii), supθ p(x|θ)infµ∈P 〈µ(θ)p(·|θ)p(x|·)〉 6 ρ. Such a rate is only for SMC on dynamic system. For static
model, the trandistiion distribution is unknown, and therefore, no guarantee is provided yet.
With much simpler and more generalized condition on the model, i.e., ‖p(x|θ)N‖∞ 6 ρ, we
also achieve the uniform convergence rate for static model. There are plenties of models
satisfying this condition. We list several such models below.
1. logistic regression, p(y|x,w) = 1
1+exp(−yw>x) , and ‖p(y|x,w)‖∞ 6 1.
2. probit regression, p(y = 1|x,w) = Φ(w>x) where Φ(·) is the cumulative distribution
function of normal distribution. ‖p(y|x,w)‖∞ 6 1.






, and ‖p(y|x,W )‖∞ 6
1.
















and ‖p(xd|θd,Φ)‖∞ 6 maxzd ‖p(xd|zd,Φ)‖∞ 6 1.




exp(−(y−w>x)2/2σ2), and ‖p(y|w, x)‖∞ 6 1σ√2π .












B.4 Error Bound of Weighted Kernel Density Estimator
Before we start to prove the finite convergence in general case, we need to characterize the
error induced by weighted kernel density estimator. In this section, we analyze the error
in terms of both L1 and L2 norm, which are used for convergence analysis measured by
KL-divergence in Appendix B.5 .
B.4.1 L1-Error Bound of Weighted Kernel Density Estimator
We approximate the density function q(θ) using the weighted kernel density estimator q̃(θ)
and would like to bound the L1 error, i.e. ‖q̃(θ) − q(θ)‖1 both in expectation and with








Note that E[%m(θ)] = Eθi [ω(θi)Kh(θ, θi)] = q ? Kh. Then the error can be decomposed into
three terms as
ε := E ‖q̃(θ)− q(θ)‖1 6 E ‖q̃(θ)− %m(θ)‖1︸ ︷︷ ︸
normalization error
+E ‖%m(θ)− E %m(θ)‖1︸ ︷︷ ︸
sampling error (variance)
+ ‖E %m(θ)− q(θ)‖1︸ ︷︷ ︸
approximation error (bias)
We now present the proof for each of these error bounds.
To formally show that, we begin by giving the definition of a special class of kernels and
Hölder classes of densities that we consider.
Definition 43 ((β;µ, ν, δ)-valid density kernel) We say a kernel function K(·) is a (β;µ, ν)-







|K(z)|rdz 6∞ for any r > 1, particularly,
∫
K(z)2 dz 6 µ2 for some µ > 0.
(iii)
∫
zsK(z)dz = 0, for any s = (s1, . . . , sd) ∈ Nd such that 1 6 |s| 6 bβc. In addition,∫
‖z‖β|K(z)|dz 6 ν for some ν > 0.
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For simplicity, we sometimes call K(·) as a β-valid density kernel if the constants µ and ν
are not specifically given. Notice that all spherically symmetric compactly supported prob-
ability density and product kernels based on compactly supported symmetric univariate
densities satisfy the conditions. For instance, the kernel K(θ) = (2π)−d/2 exp(−‖θ‖2 /2)
satisfies the conditions with β = ∞, and it is used through out our experiments. Further-
more, we will focus on a class of smooth densities
Definition 44 ((β;L)-Hölder density function) We say a density function q(·) is a
(β;L)-Hölder density function if function q(·) is bβc-times continuously differentiable on
its support Ω and satisfies
(i) for any z0, there exists L(z0) > 0 such that











(ii) in addition, the integral
∫
L(z)dz 6 L.
f ∈ CβL(Ω) means f is (β;L)-Hölder density function.
Then given the above setting for the kernel function and the smooth densities, we can
characterize the error of the weighted kernel density estimator as follows.
KDE error due to bias
Lemma 45 (Bias) If q(·) ∈ CβL(Ω) and K is a (β;µ, ν)-valid density kernel, then
‖q(θ)− E[%m(θ)]‖1 6 νLh
β.
148
Proof The proof of this lemma follows directly from Chapter 4.3 in [218].
















)[q(θ + z)− q(θ)]dz
=
∫
K(z)[q(θ + hz)− q(θ)]dz
6
∣∣∣∣∫ K(z)[q(θ + hz)− q(β)θ (θ + hz)]dz∣∣∣∣
+




∣∣∣∣∫ K(z)[q(β)θ (θ + hz)− q(θ)]dz∣∣∣∣
Note that q
(β)
θ (θ + hz) − q(θ) is a polynomial of degree at most bβc with no constant, by
the definition of (β;µ, ν)-valid density kernel, the second term is zero. Hence, we have
|E[%m(θ)]− q(θ)| 6 νL(θ)hβ, and therefore
‖E[%m(θ)]− q(θ)‖1 6 νhβ
∫
L(θ)dθ 6 νLhβ.
KDE error due to variance
The variance term can be bounded using similar techniques as in [219].
Lemma 46 (Variance) Assume ω
√
p ∈ L1 with bounded support, then













Proof For any θ, we have














K(θ)2 dθ and kernel K+(θ) = K
2(θ)
µ(K)2
, then µ(K) 6 µ,
∫

























Note that σ(θ) =
√



































√∫ ∣∣(ω2p) ? K+h − ω2p∣∣ dθ]
From Theorem 2.1 in [219], we have
∫ ∣∣(ω2p) ? K+h − ω2p∣∣ dθ = o(1). Therefore, we conclude
that







KDE error due to normalization
The normalization error term can be easily derived based on the variance.
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Lemma 47 (Normalization error) Assume ω
√
p ∈ L2







Proof Denote ωi := ω(θi), then E[ωi] =
∫
ω(θ)p(θ) dθ = 1 and E[ω2i ] =
∫
ω2(θ)p(θ) dθ, for










Recall that q̃(θ) = 1∑m
i=1 ωi
∑m





































K(θ) dθ = 1, we have








KDE error in expectation and with high probability
Based on the above there lemmas, namely, Lemma 45 - 47, we can immediately arrive at
the bound of the L1 error in expectation as stated in Theorem 17. We now provide the
proof for the high probability bound as stated below.
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Corollary 48 (Overall error in high probability) Besides the above assumption, let
us also assume that ω(θ) is bounded, i.e. there exists 0 < B1 6 B2 < ∞ such that B1 6
ω(θ) 6 B2, ∀θ. Then, with probability at least 1− δ,
















Proof We use McDiarmid’s inequality to show that the function f(Θ) = ‖q̃(θ)− q(θ)‖1,
defined on the random data Θ = (θ1, . . . , θm), is concentrated on the mean. Let Θ̃ =
(θ1, . . . , θ̃j , . . . , θm). We denote
ω = (ω(θ1), . . . , ω(θm)), ω̃ = (ω(θ1), . . . , ω(θ̃j), . . . , ω(θm)).
Denote k = (Kh(θ, θ1), . . . ,Kh(θ, θm)) and k̃ = (Kh(θ, θ1), . . . ,Kh(θ, θ
′
j), . . . ,Kh(θ, θm)).
We first show that |f(Θ)− f(Θ′)| is bounded.
|f(Θ)− f(Θ′)
=



















i=1 ωi)(ω̃ik̃i − ωjkj)
(
∑m






















Invoking the McDiamid’s inequality, we have










which implies the corollary.
B.4.2 L2-Error Bound of Weighted Kernel Density Estimator
Following same argument yields also similar L2-error bound of the weighted kernel density
estimator, i.e. ‖q̃(θ) − q(θ)‖2. For completeness and also for future reference, we provide
the exact statement of the bound below in line with Theorem 17 and Corollary 48.
Theorem 49 (L2-error in expectation) Let q = ωp ∈ CβL(Ω) and K be a (β;µ, ν)-valid
density kernel. Assume that ω2p ∈ L2 and has bounded support. Then





Proof The square L2-error can also be decomposed into three terms.
E ‖q̃(θ)− q(θ)‖22 6 4E ‖q̃(θ)− %m(θ)‖2︸ ︷︷ ︸
normalization error
+4E ‖%m(θ)− E %m(θ)‖22︸ ︷︷ ︸
sampling error (variance)
+2 ‖E %m(θ)− q(θ)‖22︸ ︷︷ ︸
approximation error (bias)
This uses the inequality (a+ b+ c)2 6 2a2 + 4b2 + 4c2 for any a, b, c. From Lemma 45, we
already have |E[%m(θ)]− q(θ)| 6 L(θ)
∫
|K(z)‖hz‖βdz,∀θ. Hence,
‖E[%m(θ)]− q(θ)‖22 6 ν2h2β
∫
L2(θ)dθ 6 (νhβL)2. (B.5)
From proof for Lemma 46, we have
E ‖%m(θ)− E[%m(θ)]‖22 =
∫












‖ω√p‖22 + o((mhd)−1) (B.7)
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In addition, we have for the normalization error term,
E ‖q̃(θ)− %m(θ)‖22 6 E
∥∥∥(1− ∑mi=1 ωim ) ∑mi=1 ωiKh(θ,θi)∑mi=1 ωi ∥∥∥22 (B.8)
6 E
∣∣∣1− ∑mi=1 ωim ∣∣∣2 · ‖Kh‖22 6 µ2mhd ‖ω√p‖22
Combining equation (B.5) , (B.6) and (B.8), it follows that





Corollary 50 (L2-error in high probability) Besides the above assumption, let us also
assume that ω(θ) is bounded, i.e. there exists 0 < B1 6 B2 < ∞ such that B1 6 ω(θ) 6
B2,∀θ. Then, with probability at least 1− δ,
‖q̃(θ)− q(θ)‖22 6 2(νhβL)2 +
8µ2
mhd






Proof Use McDiarmid’s inequality similar as proof for Corollary 48.
B.5 Convergence Analysis for Density Approximation
In this section, we consider the rate of convergence for the entire density measured by
KL-divergence. We start with the following lemma that show the renormalization does
not effect the optimization in the sense of optimal, and we show the importance weight
ωt(θ) =
exp(−γtgt(θ))
Z at each step are bounded under proper assumptions. Moreover, the
error of the prox-mapping at each step incurred by the weighted density kernel density
estimation is bounded.
Lemma 51 Let ζ =
∫
\Ω q̃tdθ, q̂t =
q̃t




t , where q̃
+
t :=
argminq∈P(Ω) Ft(q; q̃t), q̂
+
t := argminq∈P(Ω) Ft(q; q̂t), and Ft(q; q
′) := 〈q, γtg〉L2 +KL(q‖q
′).
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Proof The minima of prox-mapping is not effected by the renormalization. Indeed, such
a fact can be verified by comparing to q̃+t = argminFt(q; q̃t) and q̂
+















Due to the fact, we use q̃+t following for consistency. Although the algorithm updates
based on q̃t, it is implicitly doing renoramlization after each update. We will show that q̂t+1
is an ε-inexact prox-mapping.
Lemma 52 Assume for all mini-batch of examples ‖gt(θ)‖2∞ 6M2, then we have





(b) ‖∇Ft(q̃+t ; q̂t)‖∞ 6 3γtM.
Proof Let Z :=
∫
qt(θ) exp(−γtgt(θ))dθ. We have exp(−γtM) 6 Z 6 exp(γtM).
(a) Since ‖gt(θ)‖2∞ 6M2, we have







(b) Also, because ∇Ft(q+t ) = γtgt + log
q̃+t
q̂t
= γtgt + log(ωt), it immediately follows
‖∇Ft(q̃+t ; q̂t)‖∞ = ‖γtgt + log(ωt)‖∞ 6 γt‖gt‖∞ + ‖ log(ωt)‖∞ 6 γtM + (2γtM) = 3γtM.
Lemma 53 Let εt := 〈γtgt + log(q̂t+1) − log(q̂t), q̂t+1 − q〉, which implies q̂t+1 ∈ P εtq̃t (γtgt).





one can guarantee that




In addition, with probability at least 1− δ in θt|x[t−1], θ[t−1], we have












where O(1) is some constant.
Proof Note that since q̃+t (θ) = q̃t(θ) exp(−γtgt(θ))/Z, where q̃t(θ) =
∑mt
i=1 αiKht(θ − θi),
and gt(θ) = log(q̃t)− log(p)−N log(p(xt|θ)). By our assumption, we have q̃t ∈ CβL(Ω) and





εt := 〈γtgt + log(q̂t+1)− log(q̂t), q̂t+1 − q〉
= 〈γtgt + log(q̂+t )− log(q̂t), q̂t+1 − q〉+ 〈log (q̂t+1)− log(q̃
+
t ), q̂t+1 − q〉
6 ∆
∥∥q̂t+1 − q̃+t ∥∥1 ‖q̂t+1 − q‖∞
6 ∆
∥∥q̂t+1 − q̃+t ∥∥1 (‖q̂t+1‖∞ + ‖q‖∞)
6 ∆ (‖q̂t+1‖∞ + C∞)
∥∥q̂t+1 − q̃+t ∥∥1 .
Based on the definition of q̂t+1, we have
‖q̃+t − q̂t+1‖1 =












‖q̃t+1 − q̃+t ‖1 +
ζ
1− ζ





‖q̃+t − q̂t+1‖2 =










6 (1 + ζ)‖q̃t+1 − q̃+t ‖2 + ζ‖q̃
+
t ‖2 + o(ζ‖q̃
+
t ‖2 + ζ‖q̃t+1 − q̃
+
t ‖2).
Recall ζ = 1−
∫
Ω q̃t+1 = 〈1, q̃
+
t − q̃t+1〉 6 ‖q̃t+1− q̃
+
t ‖1, we can simplify the L1 and L2 error
as
‖q̂t+1 − q̃+t ‖1 = 2‖q̃t+1 − q̃
+
t ‖1 + o(‖q̃t+1 − q̃
+
t ‖1),
‖q̃+t − q̂t+1‖2 6 ‖q̃t+1 − q̃
+
t ‖2 + ‖q̃
+
t ‖2‖q̃t+1 − q̃
+
t ‖1
+o(‖q̃t+1 − q̃+t ‖2 + ‖q̃
+
t ‖2‖q̃t+1 − q̃
+
t ‖1).





‖q̃t+1‖∞ 6 (1 + ζ) ‖q̃t+1‖∞ + o (ζ ‖q̃t+1‖∞)












6 exp (2γtM)Ck‖αt+1‖∞ + o (‖q̃t+1‖∞) 6 exp (2γtM)Ck + o (exp (2γtM)Ck) .
Therefore, we have
εt 6 2∆ (exp (2γtM)CK + C∞ + o (exp (2γtM)CK))
∥∥q̃t+1 − q̃+t ∥∥1 + o (∥∥q̃t+1 − q̃+t ∥∥1) .
157







































Under the Assumptions, we already proved that |ωt|∞ 6 exp(2γtM), hence, ‖ωt
√
q̃t‖22 6
exp(4γtM). Without loss of generality, we can assume
∫ √
q̃t(θ)dθ 6 O(1) and γtM 6 O(1)
for all t, then we can simply write ‖ωt
√
q̃t‖1 6 O(1) and ‖ωt
√
q̃t‖22 6 O(1).
When ht = O(1)m
−1/(d+2β)
t , the above result can be simplified as




Similarly, combining the results of Corollary 50, we have with probability at least 1− δ,










































which leads to the lemma.
Our main Theorem 19 follows immediately by applying the results in the above lemma
to Theorem 15.
Proof of Theorem 19 We first notice that












































= E [〈q∗,− log(1− ζT )]
= E[− log(1− ζT )] 6 ζT + o(ζT )
6 E‖q̃T − q̃+T−1‖1 + o(E‖q̃T − q̃
+
T−1‖1)
By Theorem 17 and setting ht = O(1)m
−1/(d+2β)












where C2 := O(1)(µ+ νL).
Meanwhile, from Lemma 53, we have
Eθ[εt|x[t−1], θ[t−1]] 6 C1m
−β/(d+2β)
t ,
where C1 := O(1)∆Ck (νL+ µ). Expanding the result from Theorem 15, it follows that






by setting γt =
2







































Remark: The convergence in terms of KL-divergence is measuring the entire density and
much more stringent compared to integral approximation. For the last iterate, an overall
159
O( 1T ) convergence rate can be achieved when mt = O(t
2+d/β). Similar to Lemma 42, with
Pinsker’s inequality, we could easily obtain the the rate of convergence in terms of integral
approximation from Theorem 19. After T steps, in general cases, the PMD algorithm
converges in terms of integral approximation in rate O(1/
√




B.6 Derivation Details for Sparse Gaussian Processes and Latent Dirichlet
Allocation
We apply the Particle Mirror Descent algorithm to sparse Gaussian processes and latent
Dirichlet allocation. For these two models, we decompose the latent variables and incor-
porate the structure of posterior into the algorithm. The derivation details are presented
below.
B.6.1 Sparse Gaussian Processes
Given data X = {xi}ni=1, xi ∈ Rd×1 and y = {yi}ni=1. The sparse GP introduce a set of
inducing variables, Z = {zi}mi=1, zi ∈ Rd×1 and the model is specified as
p(yn|u, Z) = N (yn|KnmK−1mmu, K̃)
p(u|Z) = N (u|0,Kmm).
whereKmm = [k(zi, zj)]i,j=1,...,m, Knm = [k(xi, zj)]i=1,...,n;j=1,...,m. For different K̃, there are
different sparse approximations for GPs. Please refer [128] for details. We test algorithms
on the sparse GP model with K̃ = β−1I. We modify the stochastic variational inference for
Gaussian processes [123] for this model. We also apply our algorithm on the same model.
However, it should be noticed that our algorithm could be easily extended to other sparse
approximations [128].
We treat the inducing variables as the latent variables with uniform prior in sparse













q(Z,u) log p(yi|xi,u, Z)dudZ (B.9)






log p(Z)p(u)− log p(yi|xi,u, Z)









q(Z,u) log p(yi|xi,u, Z)dudZ






















We update qt+1(u|Z) to be the optimal of L(q(u|Z)) as
qt+1(u|Z) ∝ qt(u|Z)1−γt/np(u|Z)γt/np(yi|xi,u, Z)γt
= N (u|mt, δ−1t )1−γt/nN (u|0,Kmm)γt/nN (yi|KimK−1mmu,Γ)γt
= N (u|mt+1, δ−1t+1)
where Γ = diag(K̃ii −Qii) + β−1I, Qii = KimK−1mmKmi,





(1− γt/n)δ−1t mt + γt/nK−1mmm0 + γtK−1mmKmiΓ−1y
)
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− γt log p(yi|xi,u, Z)
]
du







N (u|mt, δ−1t )1−γt/nN (u|0,Kmm)γt/nN (yi|KimK−1mmu,Γ)γtdu
= N (yi|KimK−1mmc,Σ)
where
δ̄t+1 = (1− γt/n)δt + γt/nK−1mm
c = δ̄−1t+1
(





















q(Z) log p̃(yi|xi, Z)dZ
will result the update rule for q(Z),
qt+1(Z) ∝ qt(Z)1−γt/np(Z)γt/np̃(yi|xi, Z)
We approximate the q(Z) with particles, i.e., q(Z) =
∑l
j=1w





t ) + γt/n log p(Z





t ) + γt/n log p(Z
j) + log p̃(yi|xi, Zj))
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B.6.2 Latent Dirichlet Allocations
In LDA, the topics Φ ∈ RK×W are K distributions on the words W in the text corpora.
The text corpora contains D documents, the length of the d-th document is Nd. The
document is modeled by a mixture of topics, with the mixing proportion θd ∈ R1×K .
The words generating process for Xd is following: first drawing a topic assignment zdn,
which is 1-by-K indicator vector, i.i.d.from θd for word xdn which is 1-by-W indicator
vector, and then drawing the word xdn from the corresponding topic Φzdn . We denote
zd = {zdn}Ndn=1 ∈ RNd×K , xd = {xdn}
Nd
n=1 ∈ RNd×W and X = {xd}Dd=1,Z = {Zd}Dd=1 .
Specifically, the joint probability is


























wk , both are Dirichlet distributions.
We incorporate the special structure into the proposed algorithm. Instead of modeling
the p(Φ) solely, we model the Z = {Z}Dd=1 and Φ together as q(Z,Φ). Based on the model,
given Z, the q(Φ|Z) will be Dirichlet distribution and could be obtained in closed-form.






























We approximate the q(Z) ≈
∑m
i=1w





where P (Φ|Zi) is the Dirichlet distribution as we discussed. It should be noticed that from
the objective function, we do not need to instantiate the zd until we visit the xd. By this
property, we could first construct the particles {Zi}mi=1 ‘conceptually’ and assign the value






log p(Φ)p(Z)− Ex[log p(xd|Φ, zd)]











log qt(Z,Φ)/D − log p(Φ)p(Z)/D − log p(xd|Φ, zd)
]
dZdΦ


































The stochastic functional gradient update for q(Φ|Zi) is
qt+1(Φ|Zi) ∝ qt(Φ|Zi)1−γt/Dp(Φ)γt/Dp(xd|Φ, zd)γt













where γ̃t = γt/D and
[βit+1]kw = (1− γ̃t)[βit]kw + γ̃tβ0 +Dγ̃t
Nd∑
n
δ(zdnk = 1, xdnw = 1).
In mini-batch setting, the updating will be








δ(zdnk = 1, xdnw = 1).








−Dγ̃t log p(xd|Φ, zd)
]
dΦ
= − log p̃(xd|zd, Z)
where p̃(xd|zd, Zi) =
∫
Φ qt(Φ|Z










































































log p(Zi|α) + log p̃(xd|zd, Zi)
)
If we set α = 1, p(Zi) will be uniformly distributed which has no effect to the update. For
general setting, to compute log p(Zi|α), we need prefix all the {zid}Dd=1. However, when D
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is huge, the second term will be small and we could ignore it approximately.
Till now, we almost complete the algorithm except the how to assign zd when we visit xd.
We could assign the zd randomly. However, considering the requirement for the z
i
d assign-
ment that the q(zid|Zi\d) > 0, which means the assignment should be consistent, an better








B.7 More Related Work
Besides the most related two inference algorithms we discussed in Section (4.5), i.e., stochas-
tic variational inference [106] and static sequential Monte Carlo [91, 92], there are several
other inference algorithms connect to the PMD from algorithm, stochastic approximation,
or representation aspects, respectively.
From algorithmic aspect, our algorithm scheme shares some similarities to annealed
importance sampling (AIS) [116] in the sense that both algorithms are sampling from a
series of densities and reweighting the samples to approximate the target distribution. The
most important difference is the way to construct the intermediate densities. In AIS, the
density at each iteration is a weighted product of the joint distribution of all the data and a
fixed proposal distribution, while the densities in PMD are a weighted product of previous
step solution and the stochastic functional gradient on partial data. Moreover, the choice
of the temperature parameter (fractional power) in AIS is heuristic, while in our algorithm,
we have a principle way to select the stepsize with quantitative analysis. The difference
in intermediate densities results the sampling step in these two algorithms is also different:
the AIS might need MCMC to generate samples from the intermediate densities, while we
only samples from a KDE which is more efficient. These differences make our method could
handle large-scale dataset while AIS cannot.
Sequential Monte-Carlo sampler [115] provides a unified view of SMC in Bayesian in-
ference by adopting different forward/backward kernels, including the variants proposed
in [91, 92] as special cases. There are subtle and important differences between the PMD
and the SMC samplers. In the SMC samplers, the introduced finite forward/backward
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Markov kernels are used to construct a distribution over the auxiliary variables. To make
the SMC samplers valid, it is required that the marginal distribution of the constructed
density by integrating out the auxiliary variables must be the exact posterior. However,
there is no such requirement in PMD. In fact, the PMD algorithm only approaches the
posterior with controllable error by iterating the dataset many times. Therefore, although
the proposed PMD and the SMC sampler bare some similarities operationally, they are
essentially different algorithms.
Stochastic approximation becomes a popular trick in extending the classic Bayesian in-
ference methods to large-scale datasets recently. Besides stochastic variational inference,
which incorporates stochastic gradient descent into variational inference, the stochastic gra-
dient Langevin dynamics (SGLD) [93] and its derivatives [95, 96, 97] combine ideas from
stochastic optimization and Hamiltonian Monte Carlo sampling. Although both PMD and
the SGLD use the stochastic gradient information to guide next step sampling, the opti-
mization variable in these two algorithms are different which results the completely different
updates and properties. In PMD, we directly update the density utilizing functional gradi-
ent in density space, while the SGLD perturbs the stochastic gradient in parameter space.
Because of the difference in optimization variables, the mechanism of these algorithms are
totally different. The SGLD generates a trajectory of dependent samples whose stationary
distribution approximates the posterior, the PMD keeps an approximation of the posterior
represented by independent particles or their weighted kernel density estimator. In fact,
their different properties we discussed in Table 4.1 solely due to this essential difference.
After the PMD has been developed, the Stein variational gradient descent (SVGD) [121,
220] extends the functional gradient technique to the optimization problem (4.2) for the
posterior family which is constructed by flows transformed through RKHS functions, re-
sulting an interactive sampling algorithm. [220] justifies the SVGD as gradient flows and
characterizes its asymptotic property, however, the convergence rate of SVGD is not clear
yet. Algorithmically, comparing to PMD which can increase the sample size arbitrarily, the
SVGD needs to fix the sample size at first step and cannot be changed during the whole
algorithm.
A number of generalized variational inference approaches are proposed trying to relax
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the constraints on the density space with flexible densities. Nonparametric density family
is a natural choice1. [119] and [118, 120] extend the belief propagation algorithm with
nonparametric models by kernel embedding and particle approximation, respectively. The
most important difference between these algorithms and PMD is that they originate from
different sources and are designed for different settings. Both the kernel BP [119] and
particle BP [118, 120] are based on belief propagation optimizing local objective and designed
for the problem with one sample X in which observations are highly dependent, while the
PMD is optimizing the global objective, therefore, more similar to mean-field inference, for
the inference problems with many i.i.d. samples.
After the comprehensive review about the similarities and differences between PMD and
the existing related approximate Bayesian inference methods from algorithm, stochastic
approximation and representation perspectives, we can see the position of the proposed
PMD clearly. The PMD connects variation inference and Monte Carlo approximation,
which seem two orthogonal paradigms in approximate Bayesian inference, and achieves a
balance in trade-off between efficiency, flexibility and provability.
B.8 Additional Experiments
B.8.1 Sparse Gaussian Processes
1D Synthetic Dataset
We test the proposed algorithm on 1D synthetic data. The data are generated by
y = 3x2 + (sin(3.53πx) + cos(7.7πx)) exp(−1.6π|x|) + 0.1e
where x ∈ [−0.5, 0.5] and e ∼ N (0, 1). The dataset contains 2048 observations which is small
enough to run the exact GP regression. We use Gaussian RBF kernel in Gaussian processes
and sparse Gaussian processes. Since we are comparing different inference algorithms on the
same model, we use the same hyperparameters for all the inference algorithms. We set the
kernel bandwidth σ to be 0.1 times the median of pairwise distances between data points
1Although [117, 108] named their methods as “nonparametric” belief propagation and “nonparametric”
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Figure B.1: Visualization of posterior prediction distribution. The red curve is the mean
function and the pale red region is the variance of the posterior. The cyan curve is the
ground truth. The last figure shows convergence of the posterior mean to the ground truth.





and SVI and the batch size to be 128. Figure. B.1 illustrates the evolving of the posterior
provided by PMD with 16 particles and 128 inducing variables when the algorithms visit
more and more data. To illustrate the convergence of the posterior provided by PMD, we
initialize the u = 0 in PMD. Later, we will see we could make the samples in PMD more
efficient.
B.8.2 Latent Dirichlet Allocation
The log-perplexity was estimated using the methods discussed in [124] on a separate holdout
set with 1000 documents. For a document xd in holdout set, the perplexity is computed by














Figure B.2: Several topics learnd by LDA with PMD.
We separate the documents in testing set into two non-overlapped parts, xestimationd and
xevaluationd . We first evaluate the θd based on the x
estimation
d . For different inference methods,
we use the corresponding strategies in learning algorithm to obtain the distribution of θd
based on xestimationd . We evaluate p(xdn|X,α, β) on xevaluationd with the obtained distribution
of θd. Specifically,









dnk = 1) + α
N estimationd +Kα
For stochastic variational inference, q(θd) is updated as in the learning procedure.
We illustrate several topics learned by LDA with our algorithm in Figure.B.2.
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APPENDIX C
PROOF DETAILS AND EXTENSION OF DUAL EMBEDDING
IN CHAPTER 5
C.1 Interchangeability Principle and Dual Continuity
Lemma 20 Let ξ be a random variable on Ξ and assume for any ξ ∈ Ξ, function g(·, ξ) :
R→ (−∞,+∞) is a proper and upper semicontinuous concave function. Then
Eξ[max
u∈R
g(u, ξ)] = max
u(·)∈G(Ξ)
Eξ[g(u(ξ), ξ)].
where G(Ξ) = {u(·) : Ξ→ R} is the entire space of functions defined on support Ξ.
Proof First of all, by assumption of concavity and upper-semicontinuity, we know that for
any ξ ∈ Ξ, there exists a maximizer for maxu g(u, ξ); let us denote as u∗ξ . We can therefore
define a function u∗(·) : X → R such that u∗(ξ) = u∗ξ , and thus, u∗(·) ∈ G(Ξ). Hence,
Eξ[max
u∈R
g(u, ξ)] = Eξ[g(u∗(ξ), ξ)] 6 max
u(·)∈G(X )
Eξ[g(u(ξ), ξ)].
On the other hand, clearly, for any u(·) ∈ G(Ξ) and ξ ∈ Ξ, gξ(u(ξ), ξ) 6 maxu∈R g(u, ξ).
Hence, Eξ[g(u(ξ), ξ)] 6 Eξ[maxu∈R g(u, ξ)], for any u(·) ∈ G(Ξ). This further implies that
max
u(·)∈G(Ξ)
Eξ[g(u(ξ), ξ)] 6 Eξ[max
u∈R
g(u, ξ)].
Combining these two facts leads to the statement in the lemma.
Proposition 21 Suppose both f(z, x) and p(z|x) are continuous in x for any z,
(1) (Discrete case) If the loss function `y(v) is continuously differentiable in v for any
y ∈ Y, then u∗(x, y) is unique and continuous in x for any y ∈ Y;
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(2) (Continuous case) If the loss function `y(v) is continuously differentiable in (v, y),
then u∗(x, y) is unique and continuous in (x, y) on X × Y.
Proof The continuity properties of optimal dual function follows directly from the fact
that u∗(x, y) ∈ ∂`y(Ez|x[f(z, x)]). In both cases, for any y ∈ Y, `y(·) is differentiable. Hence
u∗(x, y) = `′y(
∫
f(z, x)p(z|x)dz) is unique. Since f(z, x) and p(z|x) is continuous in x for
any z, then Ez|x[f(z, x)] is continuous in x. Since for any y ∈ Y, `′y(·) is continuous, the
composition u∗(x, y) is therefore continuous in x as well. Moreover, if `′y(·) is also continu-
ous in y ∈ Y, then the composition u∗(x, y) is continuous in (x, y).
Indeed, suppose `y(·) is uniformly L-Lipschitz differentiable for any y ∈ Y, f(z, x) is u-
niformly Mf -Lipschitz continuous in x for any z, p(z|x) is Mp-Lipschitz continuous in x.
Then
|u∗(x1, y)− u∗(x2, y)| =
∣∣∣∣`′y (∫ f(z, x1)p(z|x1)dz)− `′y (∫ f(z, x2)p(z|x2)dz) ∣∣∣∣
6 L
∫
|f(z, x1)p(z|x1)− f(z, x2)p(z|x2)|dz
6 L
∫
|f(z, x1)− f(z, x2)|p(z|x1)dz
+ L
∫
|f(z, x2)| · |p(z|x1)− p(z|x2)|dz




If for any f(z, x) is Lebesgue integrable and
∫
|f(z, x)|dz is uniformly bounded, then u∗(x, y)
is also Lipschitz-continuous for any y ∈ Y. Moreover, if in addition, `y(v) is also Lipschitz
differentiable in (v, y), then u∗(x, y) is also Lipschitz continuous on X × Y.
C.2 Stochastic Approximation for Saddle Point Problems





Φ(x, y) = E[F (x, y, ξ)]
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where the expected value function f(x, y) is convex in x and concave in y, and domains
X,Y are convex closed. Let z = [x, y] and G(z, ξ) = [∇Fx(x, y, ξ);−∇Fy(x, y, ξ)] be the
stochastic gradient for any input point z and sample ξ. Let ‖ · ‖ be a norm defined on the
embedding Hilbert space of Z = X × Y , and D(z, z′) := w(z) − w(z′) − ∇w(z′)′(z − z′)
be a Bregman distance on Z defined by a 1-strongly convex (w.r.t. the norm ‖ · ‖) and
continuously differentiable function w(z). For instance, when w(z) = 12‖z‖
2, the Bregman
distance becomes D(z, z′) = 12‖z − z
′‖2.
Mirror descent SA The mirror descent stochastic approximation [70] works as follows:
zi = argmin
z∈Z
{D(z, zi) + γiG(zi, ξi)}, i = 1, . . . , t.
The quality of an approximate solution z̄ = (x̄, ȳ) is defined by the error
εgap(x̄, ȳ) := max
y∈Y
Φ(x̄, y)− Φ∗ + Φ∗ −min
x∈X









, the convergence properties of this
weighted averaging solution is as follows.
Lemma 54 [70] Suppose E[‖G(zi, ξi)‖2∗] 6M2, ∀i, we have
E[εgap(x̄t, ȳt)] 6










In particular, when γi =
γ√
t
, ∀i = 1, . . . , t, we have









Moreover, suppose D2 = maxz∈Z D(z, z1) and M














gence rate (also known to be unimprovable [70]). Our Embedding-SGD algorithm 4 builds
upon on this framework to solve the saddle point approximation problem (5.14).
C.3 Convergence Analysis for Embedding-SGD
C.3.1 Decomposition of generalization error
Let f∗ be the optimal solution to our objective. Denote L̂(f) = maxu∈Hδ φ(f, u). Invoking
the Lipschitz continuity of Φ , L(f)− L̂(f) 6 (K + C)E(δ),∀f . Therefore,
L(f̄t)− L(f∗) =L(f̄t)− L̂(f̄t) + L̂(f̄t)− L̂(f∗) + L̂(f∗)− L(f∗)
6 εgap(f̄t, ūt) + 2(K + C)E(δ).
C.3.2 Optimization error
Proof of Theorem 22 Our proof builds on results of stochastic approximation discussed
in the previous section. Let M1 and M2 be such that for any f ∈ {fi}ti=1 and u ∈ {ui}ti=1,
Ex,y,z[‖∇f Φ̂x,y,z(f, u)‖2F ] 6M21
Ex,y,z[‖∇uΦ̂x,y,z(f, u)‖2H] 6M22



























H 6 2δ. It remains to find
upper bounds for M1 and M2. Note that since ‖k(w,w′)‖∞ 6 κ for any w and w′,
E[‖∇uΦ̂x,y,z(f, u)‖2H] 6 κE[‖f(z, x)−∇`∗y(u(x))‖2] 6 2κ(MF + c`).
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2(δ + κ), for any w ∈ X .













C.4 Gradient-TD2 As Special Case of Embedding-SGD
Follow the notation in section 5.5, with the parameterization that V π(s) = θTψ(s) and
u(s) = ηTψ(s), where ψ(s) = [ψi(z)]
d













where ∆θ(s, a, s
′) = R(s, a) + γθ>ψ(s′)− θ>ψ(s). For arbitrary θ, we have the closed form
of η(θ)∗ which achieves the maximum of Φ̂(θ, η). Specifically, we first take derivative of
Φ̂(θ, η) w.r.t. η,







































which is exactly the objective of gradient-TD2 [139, 140]. Plug the parametrization into the
proposed embedding-SGD, we will achieve the update rules in i-th iteration proposed in
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gradient-TD2 for θ and η as
ηi+1 = ηi + γi[∆θ(s, a, s
′)− ui(s)]ψ(s),
θi+1 = θi − γiui(s)(γψ(s′)− ψ(s)).
Therefore, from this perspective, gradient-TD2 is simply a special case of the proposed
Embedding-SGD applied to policy evalution with particular parametrization.
C.5 Dual Embedding with Arbitrary Funtion Approximator
In the main text, we only focus on using different RKHSs as the primal and dual function
spaces. As we introduce in section 5.1, the proposed algorithm is versatile and can be
conducted with arbitrary function space for the primal or dual functions. In this section,
we demonstrate applying the algorithm to random feature represented functions [62] and
neural networks. For simplicity, we specify the algorithms with either kernel, random fea-
ture representation or neural networks for both primal and dual functions. It should be
emphasized that in fact the parametrization choice of the dual function is independent to
the form of the primal function. Therefore, the algorithm can also be conducted in hybrid
setting where the primal function uses one form of function approximator, while the dual
function use another form of function approximator.
Instead of solving (5.14), in this section, we consider the alternative reformulation by
penalizing the norm of the dual function, which has been widely used as an alternative to
the constrained problem in machine learning literatures, and is proven to be more robust












It is well-known that there is a one-to-one relation between δF , δ and λ1, λ2, respectively,
such that the optimal solutions to (5.14) and (C.6) are the same. The objective can also
be regarded as a smoothed approximation to the original problem of our interest, see [177].
Problem (C.6) can be solved efficiently via our Algorithm 4 by simply revoking the projection
operators.
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C.5.1 Dual Random Feature Embeddings
In this section, we specify the proposed algorithm leveraging random feature to approximate
kernel function discussed in Chapter 3. For arbitrary positive definite kernel, k(x, x), there
exists a measure ρ (ω) on Ω, such that k(x, x′) =
∫
φ̂w(x)φ̂w(x
′)dρ(w) [20, 21], where random
feature φ̂w(x) : X → R from L2(X , ρ). Therefore, we can approximate the function f ∈ H
with Monte-Carlo approximation f̂ ∈ Ĥm = {
∑m
i=1 βiφ̂ωi(·)|‖β‖2 6 C} where {wi}mi=1
sampled from ρ(ω) [64]. With such an approximation, we obtain the corresponding dual
random feature embeddings variants.
Denote the random feature for k̃(·, ·) and k(·, ·) as ψ̂w(·) and φ̂w(·) with respect to
distribution ρ̃(ω) and ρ(ω), respectively, we approximate the f(·) and u(·) by f̂(·) = θ>ψ̂(·)
and û(·) = η>φ̂(·), where θ ∈ Rm×1, η ∈ Rp×1, ψ̂(·) = [ψ̂w̃1(·), ψ̂w̃2(·), . . . , ψ̂w̃m(·)]> with
{w̃i}mi=1 ∼ ρ̃(ω) and φ̂(·) = [φ̂w1(·), φ̂w2(·), . . . , φ̂wm(·)]> with {wi}
p
i=1 ∼ ρ(ω). Then, we





Φ̂(θ, η) := Ex,yEz|x
[








Apply the proposed algorithm to (C.7), we obtain the update rule in i-th iteration,
θi+1 = (1− γiλ1)θi − γiû(xi, yi)ψ̂(zi, xi),
ηi+1 = (1− γiλ1)ηi + γi
[
f̂i(zi, xi)−∇`∗yi(û(xi, yi))]φ̂(xi, yi).
We emphasize that with the random feature representation will introduce an extra
approximation error term in the order of O(1/
√
m). To balance the approximate error and
the statistical generalization error, we must use m sufficiently large.
C.5.2 Extension to Embedding Doubly-SGD
To alleviate the approximation error introduced by random feature representation, we can
further generalize the algorithmic technique about doubly stochastic gradient in Chapter 3
to the saddle point problem (C.6), which can be viewed as setting m to be infinite concep-
tually, therefore, eliminate the approximation error due to random feature representation.
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The embedding doubly-SGD is illustrated in Algorithm 6,
Algorithm 6 Embedding-Doubly SGD for (C.6)
1: Input: p(x, y), p(z|x), ρ̃ (ω) , ρ(ω), {γi > 0}ti=1
2: for i = 1, . . . , t do
3: Sample xi, yi ∼ p(x, y).
4: Sample zi ∼ p(z|xi).
5: Sample ωi ∼ ρ(ω) with seed i
6: Sample ω̃i ∼ ρ̃(ω) with seed ĩ
7: Compute fi = Predict(zi, xi, {αj}ij=1)
8: Compute ui = Predict(xi, yi, {βj}ij=1)
9: αi+1 = γiui(xi, yi)ψ̂ω̃i(zi, xi).
10: βi+1 = γi[fi(zi, xi)−∇`∗yi(ui(xi, yi))]φ̂ωi(xi, yi).
11: for j = 1, . . . , i
αj = (1− γiλ1)αj , βj = (1− γiλ2)βj
12: end for
Algorithm 7 u = Predict(x, y, {βi}ti=1)
1: Input: ρ(ω), φ̂ω(x, y).
2: Set u = 0.
3: for i = 1, . . . , t do
4: Sample ωi ∼ ρ(ω) with seed i.
5: u = u+ βiφ̂ωi(x, y).
6: end for
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Algorithm 8 f = Predict(z, x, {αi}ti=1)
1: Input: ρ̃(ω), ψ̂ω(z, x).
2: Set f = 0.
3: for i = 1, . . . , t do
4: Sample ω̃i ∼ ρ̃(ω) with seed ĩ.
5: f = f + αiψ̂ω̃i(z, , x).
6: end for
C.5.3 Dual Neural Networks Embeddings
To achieve better performance with fewer basis functions, we can also learn the basis func-
tions ψ̂(·) and φ̂(·) jointly with θ and η by back-propagation. Specifically, denote the
parameters in ψ̂(·) = [ψ̂w̃1(·), ψ̂w̃2(·), . . . , ψ̂w̃m(·)]> and φ̂(·) = [φ̂w1(·), φ̂w2(·), . . . , φ̂wm(·)]>
explicitly as W̃ = [w̃i]
m
i=1 and W = [wi]
m
i=1, we also include W̃ and W into optimiza-




















Apply the proposed algorithm to (C.8), we obtain the update rule for all the parameters,
{θ, η, W̃ ,W}, in i-th iteration,
θi+1 = (1− γiλ1)θi − γiη>i φ̂Wi(xi, yi)ψ̂W̃i(zi, xi),









W̃i+1 = W̃i − γiη>i φ̂Wi(xi, yi)θ>i ∇W̃ ψ̂W̃ (zi, xi),








η>i ∇W φ̂W (xi, yi).
Here we only demonstrate the back-propagation algorithm applies to one-layer basis func-
tions, in fact, it can be extended to the deep basis functions, i.e., hierarchical composition
functions, straight-forwardly if necessary. With such deep neural networks as function ap-
proximator in our algorithm, we achieve the dual neural networks embeddings.
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C.6 Actor-Critic Algorithm with Dual Embedding
We can extend the same technique to control problem. Different from the policy evaluation
in which the policy is provided, the control problem is trying to learn the optimal policy in
terms of reward, i.e., the policy which can achieve the maximum reward.
We define the action-value function Qπ(s, a) : S ×A → R, which evaluates the value of
taking action a in state s with policy π for future actions,




∣∣∣∣s0 = s,A0 = a, π].
Based on the definition of the Qπ function, we have the Bellman equation as
Qπ(s, a) = R(s) + γEs′∼P (s′|s,a),a′∼π(a|s′)[Qπ(s′, a′)|s, a], (C.9)





Es′,a′|s[R(s) + γQ(s′, a′)]−Q(s, a)
)2]
(C.10)












which can be solved efficiently. Recall the definition of Q function, our framework can








With the proposed Q–function learning procedure, we can achieve the control target by
policy iteration in Algorithm 9. The convergence of this procedure can be proved by taking
the approximate error from Q function into account in the policy iteration convergence rate.
[221, 222] already provides a framework for the analysis and we omit the details here.
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Algorithm 9 Policy Iteration with Q-Dual Kernel Embedding
1: Initialize Q(s, a) randomly
2: for i = 1, . . . , t do
3: update πi(a|s) as ε-greedy policy from Qi(s, a)
4: for j = 1, . . . , n do
5: sample s ∼ µ(s), a ∼ πi(a|s), s′ ∼ p(s′|s, a) and a′ ∼ πi(a|s′)
6: update Qji by applying Algorithm 4 to (C.11)
7: end for




C.7 Policy Evaluation with Dynamics Kernel and Random Feature Condition-
al Embeddings
In the policy evaluation experiment section, we compared the proposed algorithm with
the MDPs embedding using kernels. [153] introduces the RKHS embedding of transition
dynamics in MDPs utilizing kernel conditional embedding [137]. With the nonparametric
representation of the transition, the expectation can be computed easily and accurately by
linear operatior, and thus, promoting the performance of policy evaluation and control task.
For self-containing, we specify the details of MDPs embeddings with kernel and the random
feature extension in this section. Moreover, to utilize data sequantially, we propose the
algorithm for policy evaluation utilizing (functional) stochastic gradient with both kernel
and random feature conditional embeddings, which is different from the value iteration
algorithm with kernel embedded MDP in [153].
C.7.1 Dynamics RKHS Embeddings
In MDPs, the transition dynamics, p(s′|a, s), plays a vital. Many methods for solving
MDPs requires the computation with respect to the dynamics, i.e., Es′∼p(s′|a,s)[f(s′)]. By
the kernel conditional embedding estimation [137], the expectation can be estimated from
data. Specifically, given data {(si, ai, s′i)}mi=1, kernel k : (X × A) × (X × A) → R and
k̃ : X × X → R, the expectation for ∀f ∈ H̃ can be approximated by 〈τ((s, a), ·), f〉 with
τ((s, a), ·) ∈ H̃ as
τ(s,a) = α(s, a)
>K̃(S′, ·), (C.12)
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where K̃(S′, ·) = [k̃(s′1, ·), k̃(s′2, ·), . . . , k̃(s′m, ·)]>, α(s, a) = (K + λmI)−1K((S,A), (s, a)),
K((S,A), (s, a)) = [k((s1, a1), (s, a)), k((s2, a2), (s, a)), . . . , k((sm, am), (s, a))]
> and K =
[k((si, ai), (sj , aj))]
m
i,j=1, λ is a regularization parameter.
With the RKHS embedded transition dynamics, we can compute the expectation
Es′∼p(s′|a,s)[f(s′)] ≈ 〈τ(s,a), f〉.
The theoretical property of the estimator is analyzed in [137, 138].
C.7.2 Dynamics Random Feature Embeddings
We can also leverage the random feature to approximate the kernel function in kernel con-
ditional embedding, which will result the random feature embedding for memory efficiency.
With the same notations, we denote the random features for k̃ and k are ψ̂w(·) and φ̂w(·)
with respect to ρ̃(ω) and ρ(ω) respectively, we can approximate the kernel conditional em-
bedding (C.12) by
τ̂(s,a) = φ̂(s, a)
>(Φ̂Φ̂> + λmI)−1Φ̂Ψ̂>, (C.13)
where
φ̂(s, a) = [φ̂w1(s, a), φ̂w2(s, a), . . . , φ̂wp(s, a)]
> ∈ Rp×1,
ψ̂(s) = [ψ̂w̃1(s), ψ̂w̃2(s), . . . , ψ̂w̃p(s)] ∈ Rp×1,
Φ̂ = [φ̂(s1, a1), φ̂(s2, a2), . . . , φ̂(sm, am)] ∈ Rp×m
and
Ψ̂ = [ψ̂(s′1), ψ̂(s
′
2), . . . , ψ̂(s
′
m)] ∈ Rp×m.
Then, with random feature represented f(s′) = θ>ψ̂(s′), the expectation Es′∼p(s′|a,s)[f(s′)]
can be approximated by τ̂(s,a)θ.
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C.7.3 Policy Evaluation with Dynamics Embeddings
As we introduced, with the kernel and random feature embedded transition dynamics, the
expectation can be estimated with linear operator. Instead of plugging the embedded MDP
into value iteration for policy evaluation in [153], which is not suitable for dynamics random
feature embeddings, we propose new algorithms by applying the (functional) stochastic
gradient algorithm to optimize mean-square Bellman error with respect to V (·) in kernel
representation or θ in random feature representation, we have
∇V (·)L = $(a|s)(V (s)− (R(s, a) + γ〈τ(s, a), V 〉))(k̃(s, ·)− γEs′|a,s[k̃(s′, ·)])(C.14)
∇θL = $(a|s)(θ>ψ̂(s)− (R(s, a) + γτ̂(s, a)θ))(ψ̂(s)− γτ̂(s, a)>) (C.15)
where Es′|a,s[k̃(s′, ·)] can be approximated by τ(a, s) [137]. Therefore, plugging the gra-
dient estimator into SGD results the following two algorithms for kernel/random feature
embedded dynamics.
Algorithm 10 SGD with MDP kernel embedding
Input: π(·), µ.
1: compute τ = (K + λmI)−1
2: for i = 1, . . . , t do
3: Sample s ∼ µ(s), a ∼ πb(a|s), s′ ∼ p(s′|s, a).
4: v̄ = K((S,A), (s, a))>τVi(S
′).
5: k̄(·) = K((S,A), (s, a))>τK̃(S′, ·)
6: Vi+1 = (1− γiλ1)Vi − γi$(a|s)(V (s′)− (R(s) + γv̄)(k̃(s, ·)− γk̄(·)).
7: end for
183
Algorithm 11 SGD with MDP random feature embedding
Input: π(·), µ, φ̂(·), ψ̂(·).





2: for i = 1, . . . , t do
3: Sample s ∼ µ(s), a ∼ πb(a|s), s′ ∼ p(s′|s, a).




PROOF DETAILS AND EXTENSION OF SBEED IN CHAPTER 6
D.1 Properties of Smoothed Bellman Operator
After applying the smoothing technique [177], we obtain a new Bellman operator, T̃ , which
is contractive. By such a property, we can guarantee the uniqueness of the solution; a
similar result is also presented in [180, 183].
Proposition 24 (Contraction) Tλ is a γ-contraction. Consequently, the corresponding
smoothed Bellman equation (6.4), or equivalently (6.5), has a unique solution V ∗λ .
Proof For any V1, V2 : S → R, we have


































π, γEs′|s,a [V1(s′)− V2(s′)]
〉∥∥∥
∞
6 γ ‖V1 − V2‖∞ .
Tλ is therefore a γ-contraction and, by the Banach fixed point theorem, admits a unique
fixed point.
Moreover, we may characterize the bias introduced by the entropic smoothing, similar
to the simulation lemma (see, e.g., [223] and [224]):
Proposition 25 (Smoothing bias) Let V ∗ and V ∗λ be the fixed points of (6.2) and (6.4),
respectively. It holds that




As λ→ 0, V ∗λ converges to V ∗ pointwisely.
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Proof Using the triangle inequality and the contraction property of Tλ, we have
‖V ∗ − V ∗λ ‖∞ = ‖TBV
∗ − TλV ∗λ ‖∞
= ‖V ∗ − TλV ∗ + TλV ∗ − TλV ∗λ ‖∞
6 ‖V ∗ − TλV ∗‖∞ + ‖TλV
∗ − TλV ∗λ ‖∞
6 λH∗ + γ ‖V ∗ − V ∗λ ‖∞ ,
which immediately implies the desired bound.
The smoothed Bellman equation involves a log-sum-exp operator to approximate the
max-operator, which increases the nonlinearity of the equation. We further characterize the
solution of the smoothed Bellman equation, by the temporal consistency conditions.
Theorem 26 (Temporal consistency) Assume λ > 0. Let V ∗λ be the fixed point of (6.4)
and π∗λ the corresponding policy that attains the maximum on the RHS of (6.4). Then,
(V, π) = (V ∗λ , π
∗
λ) if and only if (V, π) satisfies the following equality for all (s, a) ∈ S ×A:




− λ log π(a|s) . (7)
Proof The proof has two parts.
(Necessity) We need to show (V ∗λ , π
∗
λ) is a solution to (6.6). Simple calculations give the
closed form of π∗λ:
π∗λ(a|s) = Z(s)−1 exp
(












is a state-dependent normalization con-
186
stant. Therefore, for any a ∈ A,





− λ log π∗λ(a|s)











= λ logZ(s) = V ∗λ (s) ,
where the last step is from (6.5). Therefore, (V ∗λ , π
∗
λ) satisfies (6.6).
(Sufficiency) Assume V̄ and π̄ satisfies (6.6), then we have for all (s, a) ∈ S ×A that




− λ log π̄(a|s)
π(a|s) = exp
(
















































= TλV̄ (s) .
The last equation holds for all s ∈ S, so V̄ is a fixed point of T̃ . It then follows from Propo-
sition 24 that V̄ = V ∗λ . Finally, π̄ = π
∗
λ due to strong concavity of the entropy function
The same conditions have been re-discovered several times, e.g., [179, 182], from a
completely different point of views.
D.2 Variance Cancellation via the Min-Max Formulation
The second term in the min-max formulation (6.9) will cancel the variance Vs,a,s′ [γV (s′)].
Formally,
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δ(s, a, s′)− ς(s, a)
)2]]
.
Clearly, the minimizing function ς∗ may be determined for each (s, a) entry separately.
Fix any (s, a) ∈ S × A, and define a function on R as q(x) := Es′|s,a
[
(δ(s, a, s′)− x)2
]
.
Obviously, this convex function is minimized at the stationary point x∗ = Es′|s,a [δ(s, a, s′)].




































where the second last step is due to the fact that, conditioned on s and a, the only random
variable in δ(s, a, s′) is V (s′).
D.3 Details of SBEED
In this section, we provide further details of the SBEED algorithms, including its gradient
derivation and multi-step/eligibility-trace extension.
D.3.1 Unbiasedness of Gradient Estimator
In this subsection, we compute the gradient with respect to the primal variables. Let
(wV , wπ) be the parameters of the primal (V, π), and wς the parameters of the dual ς. Abus-
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ing notation a little bit, we now write the objective function Lη(V, π; ς) as Lη(wV , wπ;wς).
Recall the quantity δ(s, a, s′) from (6.9).
Theorem 27 (Gradient derivation) Define ¯̀η(wV , wπ) := Lη(wV , wπ;w
∗
ς ), where w
∗
ς =
arg maxwς Lη(wV , wπ;wς). Let δs,a,s′ be a shorthand for δ(s, a, s
′), and ς̂ be dual parameter-
ized by w∗ς . Then,
∇wV ¯̀η =2Es,a,s′
[(













∇wπ ¯̀η =− 2λEs,a,s′
[ (
(1− η)δs,a,s′ + ης̂(s, a)− V (s)
)
· ∇wπ log π(a|s)
]
.
Proof First, note that w∗ς is an implicit function of (wV , wπ). Therefore, we must use the
chain rule to compute the gradient:
∇wV ¯̀η = 2Es,a,s′
[(
δs,a,s′ − V (s;wV )
) (
γ∇wV V (s


















We next show that the last term is zero:
Es,a,s′
[(


















δs,a,s′ − ς(s, a;w∗ς )
)




ς · 0 = 0 ,
where the first step is the chain rule; the second is due to the fact that ∇wV w∗ς is not
a function of (s, a, s′), so can be moved outside of the expectation; the third step is due
to the optimality of w∗ς . The gradient w.r.t. wV is thus derived. The case for wπ is similar.
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D.3.2 Multi-step Extension
One way to interpret the smoothed Bellman equation (6.4) is to treat each π(·|s) as a
(mixture) action; in other words, the action space is now the simplex PA. With this
interpretation, the introduced entropy regularization may be viewed as a shaping reward:
given a mixture action π(·|s), its immediate reward is given by
R̃(s, π(·|s)) := Ea∼π(·|s) [R(s, a)] + λH(π, s) .
The transition probabilities can also be adapted accordingly as follows





It can be verified that the above constructions induce a well-defined MDP M̃ = 〈S,PA, P̃ , R̃, γ〉,
whose standard Bellman equation is exactly (6.4).
With this interpretation, the proposed framework and algorithm can be easily applied
to multi-step and eligibility-traces extensions. Specifically, one can show that (V ∗λ , π
∗
λ) is
the unique solution that satisfies the multi-step expansion of (6.6): for any k > 1 and any




γtEst|s0,a0:t−1 [R(st, at)− λ log π(at|st)] + γ
kEsk|s0,a0:k−1 [V (sk)] . (D.2)
Clearly, when k = 1 (the single-step bootstrapping case), the above equation reduces to
(6.6).






γtEst|s0,a0:t−1 [R(st, at)− λ log π(at|st)] + γ
kEsk|s0,a0:k−1 [V (sk)]− V (s0)
)2 .
Applying the Legendre-Fenchel transformation and the interchangeability principle, we
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γtEst|s0,a0:k−1 [R(st, at)− λ log π(at|st)]


















γt (R(st, at)− λ log π(at|st))














γt (R(st, at)− λ log π(at|st)) + γkV (sk) .






L(V, π; ς) := Es0:k,a0:k−1
[
(δ(s0:k, a0:k−1)− V (s0))2 − η (δ(s0:k, a0:k−1)− ς(s0, a0:k−1))2
]
(D.3)
where the dual function now is ς(s0, a0:k−1), a function on S × Ak, and η > 0 is again a
parameter used to balance between bias and variance. It is straightforward to generalize
Theorem 27 to the multi-step setting, and to adapt SBEED accordingly,
D.3.3 Eligibility-trace Extension
Eligibility traces can be viewed as an approach to aggregating multi-step bootstraps for
k ∈ {1, 2, · · · }; see [2] for more discussions. The same can be applied to the multi-step
consistency condition (D.2), using an exponential weighting parameterized by ζ ∈ [0, 1).
Specifically, for all (s0, a0:k−1) ∈ S ×Ak, we have


























ζk−1δ(s0:k, a0:k−1)− ς(s0, a0:∞)
)2 . (D.5)
In practice, ς(s0, a0:∞) can be parametrized by neural networks with finite length of actions
as input as an approximation.
D.4 Proof Details of the Theoretical Analysis
In this section, we provide the details of the analysis in Theorems 29 and 30. We start
with the boundedness of V ∗ and V ∗λ under Assumption 10. Given any measure on the state
space S,
‖V ∗‖µ 6 ‖V
∗‖∞ 6 (1 + γ + γ




A similar argument may be used on V ∗λ to get





It should be emphasized that although Assumption 10 ensures boundedness of V ∗ and
log π∗(a|s), it does not imply the continuity and smoothness. In fact, as we will see later, λ
controls the trade-off between approximation error (due to parameterization) and bias (due
to smoothing) in the solution of the smoothed Bellman equation.
D.4.1 Error Decomposition
Recall that
• (V ∗, π∗) corresponds to the optimal value function and optimal policy to the original
Bellman equation, namely, they are solutions to the optimization problem (6.3);
• (V ∗λ , π∗λ) corresponds to the optimal value function and optimal policy to the smoothed
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Bellman equation, namely, they are solutions to the optimization problem (6.7) with
objective `(V, π);
• (V ∗w , π∗w) correponds to the optimal solution to the optimization problem (6.7) under
nonlinear function approximation, with objective `w(Vw, πw);
• (V̂ ∗w , π̂∗w) stands for the optimal solution to the finite sample approximation of (6.7)
under nonlinear function approximation, with objective ̂̀T (Vw, πw).






λ) under the ‖·‖µπb
norm.
∥∥∥V̂ ∗w − V ∗∥∥∥2
µπb
6 2
∥∥∥V̂ ∗w − V ∗λ ∥∥∥2
µπb




We first look at the second term from smoothing error, which can be similarly bounded,
as shown in Proposition 25.
Lemma 56 (Smoothing bias) ‖V ∗λ − V ∗‖
2
µπb

















V ∗(s′)− V ∗λ (s′)
]




∥∥Es′|s,a [V ∗(s′)− V ∗λ (s′)]∥∥2∞ + 2 ‖V ∗(s)− V ∗λ (s)‖∞









where the final inequality is because Lemma 25.
We now look at the first term and show that
Lemma 57




`(V̂ ∗w , π̂
∗
w)− `(V ∗λ , π∗λ)
)
+ 4λ2 ‖log π̂∗w(a|s)− log π̂∗w(a|s)‖
2
2




Proof Specifically, due to the strongly convexity of square function, we have
`(V̂ ∗w , π̂
∗































∥∥∥∆̄V̂ ∗w ,π̂∗w(s, a)− ∆̄V ∗λ ,π∗λ(s, a)∥∥∥22 ,
where ∆(s, a, s′) = R(s, a) + γV (s′)− λ log π(a|s)− V (s) and the second inequality is be-
cause the optimality of V ∗λ and π
∗
λ. Therefore, we have
√
`(V̂ ∗w , π̂
∗
w)− `(V ∗λ , π∗λ) >
∥∥∥∆̄V̂ ∗w ,π̂∗w(s, a)− ∆̄V ∗λ ,π∗λ(s, a)∥∥∥2
>
∣∣∣∥∥∥γEs′|s,a [V̂ ∗w(s′)− V ∗λ (s′)]− (V̂ ∗w(s)− V ∗λ (s))∥∥∥
2
− λ ‖log π̂∗w(a|s)− log π∗λ(a|s)‖2
∣∣∣
=
∣∣∣∣∥∥∥V̂ ∗w − V ∗λ ∥∥∥µπb − λ ‖log π̂∗w(a|s)− log π∗λ(a|s)‖2
∣∣∣∣
which implies




`(V̂ ∗w , π̂
∗
w)− `(V ∗λ , π∗λ)
)





`(V̂ ∗w , π̂
∗
w)− `(V ∗λ , π∗λ)
)
+ 4λ2 ‖log π̂∗w(a|s)− log π∗w(a|s)‖
2
2
+4λ2 ‖log π∗w(a|s)− log π∗λ(a|s)‖
2
2 .
In regular MDP with Assumption 10, with appropriate C, this constraint does not
introduce any loss. We denote the family of value functions and policies by parametrization





and the square loss is uniformly K-Lipschitz continuous, by Proposition 23, we have
Corollary 58 `(V, π)−`w(V, π) 6 (K+C∞)ενapp where εapp = supν∈C infh∈H ‖ν − h‖∞ with
C denoting the Lipschitz continuous function space and H denoting the hypothesis space.
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, we have φ(V, π, ν) is (K +C∞)-Lipschitz continuous w.r.t. ‖·‖∞. Denote
ν∗V,π = argmaxν φ(V, π, ν), ν
H
V,π = argmaxν∈H φ(V, π, ν), and ν̂V,π = minν∈H
∥∥∥ν − ν∗V,π∥∥∥∞
`(V, π)− `w(V, π) = φ(V, π, ν∗V,π)− φ(V, π, νHV,π)
6 φ(V, π, ν∗V,π)− φ(V, π, ν̂V,π) 6 (K + C∞)ενapp.
For the third term in Lemma 57, we have
λ ‖log π∗w(a|s)− log π∗λ(a|s)‖
2
2 6 ` (V, π
∗
w)− ` (V, π∗λ) (D.7)
= `w (V, π
∗
w)− `w (V, π∗λ) + (` (V, π∗w)− `w (V, π∗w))
− (` (V, π∗λ)− `w (V, π∗λ))
6 Cν inf
πw





app(λ) + 2(K + C∞)ε
ν
app
where Cν = maxν∈Hw ‖ν‖2. The first inequality comes from the strongly convexity of
` (V, π) w.r.t. λ log π, the second inequality comes from Section 5 in [25] and Corollary 58
with επapp(λ) := supπ∈Pλ infπw∈Pw ‖λ log πw − λ log π‖∞ with
Pλ :=
{





, ‖Q‖2 6 CV
}
.
Based on the derivation of Pλ, with continuous A, it can be seen that as λ→ 0,
P0 =
{
π ∈ P, π(a|s) = δamax(s)(a)
}
,
which results επapp(λ) → ∞, and as λ increasing as finite, the policy becomes smoother,
resulting smaller approximate error in general. With discrete A, although the επapp(0) is
bounded, the approximate error still decreases as λ increases. The similar correspondence
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also applies to εVapp(λ). The concrete correspondence between λ and εapp(λ) depends on the
specific form of the function approximators, which is an open problem and out of the scope
of this dissertation.
For the second term in 57,
λ ‖log π̂∗w(a|s)− log π∗w(a|s)‖2 6 λ ‖log π̂
∗
w(a|s)‖2 + λ ‖log π
∗
w(a|s)‖2 6 2λCπ. (D.8)
For the first term, we have
`(V̂ ∗w , π̂
∗
w)− `(V ∗λ , π∗λ) (D.9)
= `(V̂ ∗w , π̂
∗
w)− `w(V̂ ∗w , π̂∗w) + `w(V̂ ∗w , π̂∗w)− `w(V ∗λ , π∗λ) + `w(V ∗λ , π∗λ)− `(V ∗λ , π∗λ)






w)− `w(V ∗λ , π∗λ)






w)− `w(V ∗w , π∗w) + `w(V ∗w , π∗w)− `w(V ∗λ , π∗λ)












w)− `w(V ∗w , π∗w).





w)− `w(V ∗λ , π∗λ) = inf
Vw,πw
`w(Vw, πw)− `w(V ∗λ , π∗λ)
6 Cν inf
Vw,πw










where the second inequality comes from Section 5 in [25].
Combine (D.7), (D.8) and (D.9) into Lemma 57 and Lemma 56 together with (D.6), we
achieve
Lemma 59 (Error decomposition)




































We can see that the bound includes the errors from three aspects: i), the approximation
error induced by parametrization of V , π, and ν; ii), the bias induced by smoothing tech-
nique; iii), the statistical error. As we can see from Lemma 59, λ plays an important role
in balance the approximation error and smoothing bias.
D.4.2 Statistical Error
In this section, we analyze the generalization error. For simplicity, we denote the T finite-
sample approximation of


























R(si, ai) + γV (s
′





where the samples {(si, ai, s′i, Ri)}
T
i=0 are sampled i.i.d. or from β-mixing stochastic process.









































− Lw (V ∗w , π̂∗w, νw)
6 2 sup
V,π,ν∈Fw×Pw×Hw
∣∣∣L̂T (V, π, ν)− Lw (V, π, ν)∣∣∣
where νw = maxν∈Hw Lw
(





The latter can be bounded by covering number or Rademacher complexity on hypothesis
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with high probability if the samples are i.i.d.
or from β-mixing stochastic processes [169].
We will use a generalized version of Pollard’s tail inequality to β-mixing sequences, i.e.,
Lemma 60 [Lemma 5, [169]] Suppose that z1, . . . , ZN ∈ Z is a stationary β-mixing process

























where the “ghost” samples Z ′i ∈ Z and H = ∪
mN
j=1Hi which are defined as the blocks in the
sampling path.
The covering number is highly related to pseudo-dimension, i.e.,
Lemma 61 [Corollary 3, [191]] For any set X , any points x1:N ∈ XN , any class F of










Once we have the covering number of Φ(V, π, ν), plug it into lemma 60, we will achieve the
statistical error,





w)− `w(V ∗w , π∗w) 6 2
√
M (max (M/b, 1))1/κ
C2T
,










Proof We use lemma 60 with Z = S×A×R×S and G = φFw×Pw×Hw . For ∀Φ(V, π, ν) ∈ G,
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(s, a, s′, R)i
)



















+ 2mTβkT . (D.11)


























12Cε′,G, (Z ′i; i ∈ H)
)
6 N (ε′,Fw, (Z ′i; i ∈ H))N (ε′,Pw, (Z ′i; i ∈ H))N (ε′,Hw, (Z ′i; i ∈ H))
with λ ∈ (0, 2]. To bound these factors, we apply lemma 61. We denote the psuedo-
dimension of Fw, Pw, and Hw as DV , Dπ, and Dν , respectively. Thus,
N
(
12Cε′,G, (Z ′i; i ∈ H)
)










,G, (Z ′i; i ∈ H)
)











where C1 = e




and D = DV + Dπ + Dν , i.e., the
“effective” psuedo-dimension.
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(s, a, s′, R)i
)



















































With the statistical error bound provided in Theorem 29 for solving the derived min-
max problem with arbitrary learnable nonlinear approximators using off-policy samples, we
can achieve the analysis of the total error, i.e.,
Theorem 30 Let V̂ Tw be a candidate solution output from the proposed algorithm based
on off-policy samples, with at least probability 1− δ, we have























bias due to smoothing
+ 4
√








where M is defined as above.
This theorem can be proved by combining Theorem 29 into Lemma 59.
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D.4.3 Convergence Analysis
As we discussed in Section 6.5.1, the SBEED algorithm converges to a stationary point if we
can achieve the optimal solution to the dual functions. However, in general, such conditions
restrict the parametrization of the dual functions. In this section, we first provide the
proof for Theorem 28. Then, we provide a variant of the SBEED in Algorithm 12, which
still achieve the asymptotic convergence with arbitrary function approximation for the dual
function, including neural networks with smooth activation functions.
Theorem 28[Convergence, [189]] Consider the case when Euclidean distance is used
in the algorithm. Assume that the parametrized objective ̂̀T (Vw, πw) is K-Lipschitz and
variance of its stochastic gradient is bounded by σ2. Let the algorithm run for N itera-





} for some D′ > 0 and output w1, . . . , wN . Setting
the candidate solution to be (V̂ Nw , π̂
N
w ) with w randomly chosen from w
1, . . . , wN such that
P (w = wj) =
2ζj−Kζ2j∑N
j=1(2ζj−Kζ2j )
, then it holds that E
[∥∥∥∇̂̀T (V̂ Nw , π̂Nw )∥∥∥2] 6 KD2N +(D′+ DD′ ) σ√N
where D :=
√
2(̂̀T (V 1w , π1w)−min ̂̀T (Vw, πw))/K represents the distance of the initial solu-
tion to the optimal solution.
The Theorem 28 straightforwardly generalizes the convergence result in [189] to min-max
optimization.
Proof As we discussed, given the empirical off-policy samples, the proposed algorithm
can be understood as solving minVw,πw
̂̀





arg maxνw L̂T (Vw, πw; νw).
Following the Theorem 2.1 in [189], as long as the gradients
[
∇Vw ̂̀T (Vw, πw), ∇πw ̂̀T (Vw, πw)]
are unbiased, under the provided conditions, the finite-step convergence rate can be ob-
tained. The unbiasedness of the gradient estimator is already proved in Theorem 27.
Next, we will show that in the setting that off-policy samples are given, under some
mild conditions on the neural networks parametrization, the Algorithm 12 will achieve a










Algorithm 12 A variant of SBEED learning
1: Initialize w = (wV , wπ, wς) and πb randomly, set ε.
2: for episode i = 1, . . . , T do
3: for size k = 1, . . . ,K do
4: Add new transition (s, a, r, s′) into D by executing behavior policy πb.
5: end for
6: for iteration j = 1, . . . , N do
7: Sample mini-batch {s, a, s′}m ∼ D.
8: Compute the stochastic gradient w.r.t. wς as Gς =
− 1m
∑
{s,a,s′}∼D (δ(s, a, s
′)− ς(s, a))∇wς ς(s, a)
9: Compute the stochastic gradients w.r.t. wV and wπ as (27) with w
t
ς , denoted as
GV and Gπ, respectively.
10: Decay the stepsize ξj and ζj .
11: Update the parameters of primal function by solving the prox-mappings, i.e.,
update ς: wjς = Pwj−1ς (−ξjGς)
update V : wjV = Pwj−1V
(ζjGV )
update π: wjπ = Pwj−1π (ζjGπ)
12: end for





















In fact, by applying different decay rate of the stepsizes appropriately for the primal and dual
variables in the two time scales updates, the asymptotic convergence of the Algorithm 12
to local Nash equilibrium can be easily obtained by applying the Theorem 1 in [225], which
is original provided by [226]. We omit the proof which is not the major contribution of this
thesis. Please refer to [225, 226] for further details.
D.5 Additional Experiments
D.5.1 On-policy Comparison in Continuous Control Tasks
We compared the SBEED to TRPO and Dual-AC in on-policy setting. We followed the same
experimental set up as it is in off-policy setting. We ran the algorithm with 5 random seeds
and reported the average rewards with 50% confidence intervals. The empirical comparison
results are illustrated in Figure D.1. We can see that in all these tasks, the proposed
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(c) HalfCheetah (d) Swimmer (e) Hopper
Figure D.1: The results of SBEED against TRPO and Dual-AC in the on-policy setting.
Each plot shows average reward during training across 5 random runs, with 50% confi-
dence interval. The x-axis is the number of training iterations. SBEED achieves better or
comparable performance than TRPO and Dual-AC on all tasks.
SBEED achieves significantly better performance than the other algorithms. This can be
thought as another ablation study that we switch off the “off-policy” in our algorithm. The
empirical results demonstrate that the proposed algorithm is more flexible to way of the
data sampled.
We set the step size to be 0.01 and the batch size to be 52 trajectories in each iteration
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E. Wiewiora, “Fast gradient-descent methods for temporal-difference learning with
linear function approximation,” in Proceedings of the 26th Annual International Con-
ference on Machine Learning, ACM, 2009, pp. 993–1000.
[140] B. Liu, J. Liu, M. Ghavamzadeh, S. Mahadevan, and M. Petrik, “Finite-sample
analysis of proximal gradient td algorithms,” in Uncertainty in Artificial Intelligence
(UAI), AUAI Press, 2015.
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[147] Z. Szabó and B. K. Sriperumbudur, “Characteristic and universal tensor product
kernels,” arXiv preprint arXiv:1708.08157, 2017.
[148] G. Loosli, S. Canu, and L. Bottou, “Training invariant support vector machines
with selective sampling,” in Large Scale Kernel Machines, L. Bottou, O. Chapelle,
D. DeCoste, and J. Weston, Eds., MIT Press, 2007, pp. 301–320.
214
[149] M. Hein and O. Bousquet, “Hilbertian metrics and positive definite kernels on prob-
ability measures,” in Proc. of AI & Statistics, Z. Ghahramani and R. Cowell, Eds.,
vol. 10, 2005, pp. 136–143.
[150] T. Jebara, R. Kondor, and A. Howard, “Probability product kernels,” J. Mach.
Learn. Res., vol. 5, pp. 819–844, 2004.
[151] C. Bhattacharyya, K. S. Pannagadatta, and A. J. Smola, “A second order cone
programming formulation for classifying missing data,” in Advances in Neural Infor-
mation Processing Systems 17, L. K. Saul, Y. Weiss, and L. Bottou, Eds., Cambridge,
MA: MIT Press, 2005, pp. 153–160.
[152] A. Ben-Tal, L. E. Ghaoui, and A. Nemirovski, Robust Optimization. Princeton, NJ:
Princeton University Press, 2008.
[153] S. Grunewalder, G. Lever, L. Baldassarre, M. Pontil, and A. Gretton, “Modeling
transition dynamics in MDPs with RKHS embeddings,” in ICML, 2012.
[154] C. Dann, G. Neumann, and J. Peters, “Policy evaluation with temporal differences:
a survey and comparison.,” Journal of Machine Learning Research, vol. 15, no. 1,
pp. 809–883, 2014.
[155] D. Silver, G. Lever, N. Heess, T. Degris, D. Wierstra, and M. Riedmiller, “Deter-
ministic policy gradient algorithms,” in ICML, 2014.
[156] M. L. Puterman, Markov decision processes: discrete stochastic dynamic program-
ming. John Wiley & Sons, 2014.
[157] R. S. Sutton, “Learning to predict by the methods of temporal differences,” Machine
Learning, vol. 3, no. 1, pp. 9–44, 1988.
[158] C. J. Watkins, “Learning from delayed rewards,” PhD thesis, King’s College, Uni-
versity of Cambridge, UK, 1989.
[159] G. A. Rummery and M. Niranjan, “On-line Q-learning using connectionist systems,”
Cambridge University Engineering Department, Tech. Rep. CUED/F-INFENG/TR
166, 1994.
[160] R. S. Sutton, “Generalization in reinforcement learning: successful examples using
sparse coarse coding,” in NIPS, 1996, pp. 1038–1044.
[161] V. Mnih, K. Kavukcuoglu, D. Silver, A. A. Rusu, J. Veness, M. G. Bellemare, A.
Graves, M. Riedmiller, A. K. Fidjeland, G. Ostrovski, S. Petersen, C. Beattie, A.
Sadik, I. Antonoglou, H. King, D. Kumaran, D. Wierstra, S. Legg, and D. Hass-
abis, “Human-level control through deep reinforcement learning,” Nature, vol. 518,
pp. 529–533, 2015.
215
[162] V. Mnih, A. P. Badia, M. Mirza, A. Graves, T. P. Lillicrap, T. Harley, D. Silver,
and K. Kavukcuoglu, “Asynchronous methods for deep reinforcement learning,” in
ICML, 2016, pp. 1928–1937.
[163] R. J. Williams, “Simple statistical gradient-following algorithms for connectionist
reinforcement learning,” Machine Learning, vol. 8, pp. 229–256, 1992.
[164] D. P. Bertsekas and J. N. Tsitsiklis, Neuro-Dynamic Programming. Athena Scientific,
1996, isbn: 1-886529-10-8.
[165] J. A. Boyan and A. W. Moore, “Generalization in reinforcement learning: safely
approximating the value function,” in NIPS, 1995, pp. 369–376.
[166] J. N. Tsitsiklis and B. Van Roy, “An analysis of temporal-difference learning with
function approximation,” IEEE Transactions on Automatic Control, vol. 42, pp. 674–
690, 1997.
[167] G. J. Gordon, “Stable function approximation in dynamic programming,” in ICML,
1995, pp. 261–268.
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