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INTRODUCTION
The error component model is one of the earliest econometric models developed to enable the use of pooled time-series and cross-section data. Studies like those of Balestra and Nerlove [5] , Wallace and Hussain [20] , Amemiya [1] are just a few references that deal with single-equation error component models. Avery [2] went a step further by combining error components and seemingly unrelated equations, and Magnus [12] offered a complete analysis of estimation by maximum likelihood of multivariate error component models, linear and nonlinear, under various assumptions on the errors. Recently, the error component structure was extended to a system of simultaneous equations by Baltagi [7] , Varadharajan [19] , and Prucha [18] . In this paper we develop full-information methods for estimating the parameters of a system of simultaneous equations with error components structure and establish relationships between the various structural estimators available. Prucha's article, which appeared as the final version of this paper was submitted for printing, also deals with the full information maximum likelihood (FIML) estimation of a system of simultaneous equations with error component structure. He follows an approach similar to that of Hendry [11] to generate a class of instrumental variable (IV) estimators based on the IV representation of the normal equations of the FIML procedure. We follow a different approach, similar to that of Pollock [161, and derive the limiting distributions of both the coefficient estimators and covariance estimators of the FIML method, whereas Prucha gives the limiting distribution of the coefficient estimators only.
Our paper is organized as follows. Section 1 presents the model and spec-224 P. BALESTRA and J. VARADHARAJAN-KRISHNAKUMAR ifies the notations. In Section 2, maximum likelihood estimation of the reduced form is described and the limiting distribution of the resulting estimators is shown to be the same as that of covariance estimators. In Section 3, alternative specifications of 2SLS and 3SLS, namely "generalized" 2SLS and "generalized" 3SLS, are presented. It is also shown that the "generalized" 2SLS and the indirect least squares (ILS) estimators of the coefficients of a just-identified structural equation have the same limiting distribution and that when the whole system is just-identified, "generalized" 3SLS and "generalized" 2SLS estimators are identical and are both asymptotically equivalent to ILS estimators. Section 4 derives the full information maximum likelihood (FIML) estimates of structural parameters and proves the asymptotic equivalence of the FIML estimators and the "generalized" 3SLS estimators. Finally, conclusions are drawn in Section 5.
The Model
We consider a system of M simultaneous equations in M current endogenous variables and K exogenous variables, written as: S being a positive definite matrix and Q being equal to M4 as defined previously. However, some precaution must be taken when the model contains a constant term. In this case, the matrix X'QX is necessarily singular for any sample size and therefore its limit cannot be positive definite. Hence, we shall assume that either there is no constant term in the equations (and all the following results hold as such) or that the data are centered (and the results concern only the slope coefficients). It is worth noting that, with the covariance structure adopted in this paper, it is always possible to center the data before applying the GLS or the maximum likelihood principle, without modifying the results for the slope parameters. Let us add that our feasible GLS estimator is the same as the second one given in Baltagi [6] , i.e., the one that uses covariance residuals for estimating the variance components. Avery [2] uses OLS residuals and this method also leads to an asymptotically efficient estimator of coefficients, as pointed out by Prucha [17] .
We now proceed to develop the maximum likelihood estimator. The log likelihood, apart from an irrelevant constant, is The asymptotic equivalence between vec HML, vec Icov, and vec HfGLS is thus proved.
"GENERALIZED" THREE-STAGE LEAST SQUARES
In this section we consider different structural estimation methods. Before discussing what we call "generalized" 3SLS (G3SLS) which is a fullinformation system method, a single equation method, namely, "generalized" 2SLS (G2SLS) is presented and these estimators are compared with the estimators obtained by indirect estimation when the structural equation in question is just-identified. Then the generalized 3SLS is presented as a direct extension of the generalized 2SLS and the asymptotic properties of the G3SLS are derived. Finally, it is shown that G3SLS reduces to G2SLS in the case of a just-identified system.
Generalized Two-Stage Least Squares
Let us consider the first structural equation and premultiply it by X'F* where F* is an NT x NT matrix to be determined:
X'F*yl = X'F*Zl61 + X'F*ul. In addition, when the equation is just-identified, the ILS estimator of 61 derived using flcov is equal to the 2SLS covariance estimator and the one derived using either IIcov or f1fGLS has the same limiting distribution as that of the feasible G2SLS estimator.
Generalized Three-Stage Least Squares
The extension from G2SLS to G3SLS is made in an analogous manner to that from classical 2SLS to 3SLS. Let 
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When the whole system is just-identified, the feasible G3SLS estimator of the coefficients of any structural equation is exactly equal to the corresponding feasible G2SLS estimator if we estimate its covariance matrix by the same method in both cases and their common limiting distribution is the same as that of the ILS estimator.
FULL INFORMATION MAXIMUM LIKELIHOOD ESTIMATION OF THE STRUCTURAL FORM
In this section we shall discuss the ML estimation of the constrained structural form. Again it is extremely difficult to get analytical results since the Again, it can be verified that the first-order conditions for maximization automatically satisfy the symmetry conditions. These can therefore be neglected for this purpose, but they will be important for the computation of the information matrix.
We 2. See Magnus [12] for the use of the differential technique. 3. In the case of only individual effects, we will have a zigzag iterative procedure whose convergence to a solution of the ML first-order conditions may be proved using similar assumptions as in [15] and [9] . However, in the presence of both effects, the iterative procedure suggested here, as well as the one proposed later for the FIML estimation of the structural form, are of a more complex nature, as direct maximization of the log-likelihood function with respect to the covariance parameters given the coefficient parameters is not possible. In this case, the problem of convergence needs further investigation and the authors are currently examining it in greater detail. 
