Some forty years ago my wife Christine and I considered the problems in this article, which involves a fair amount of computation. Computing facilities were not good then, so we considered instead the problems in [1] in which we showed, without using computers, that there were 64703 ways to make up £1 using coins; this was before the introduction of the 20p and £1 coins, and the p coin was in circulation. If Christine were still with us, this would have been another piece of joint work. I therefore dedicate this article to her memory. 1 2
Introduction
The design of a coinage system depends on considerations we give to various criteria: for example, the number of denominations for the coins, the maximum number of coins required to deliver any given amount in a range, or the required number of coins averaged over the range; see also §3.
Consider our current system of 1p, 2p, 5p, 10p, 20p and 50p, besides the £1 and £2 coins, which will not concern us here. For , denote by the least number of coins required to deliver pence. It can be verified that , with equality if, and only if, , 89, 98, 99, and that 0 ≤ n ≤ 99 r (n) n r (n) ≤ 6 n = 88 r (0) + r (1) + … + r (99) = 340, which shows that the average number of coins needed to deliver pence is . Is there a system, still with six coins of different values, which requires fewer than six coins to represent every , and perhaps fewer than three coins on average? The answer is: Yes! n 3. 4 n It was reported that the previous Chancellor (George Osborne) wanted to have the 1p coin abolished, but the suggestion was vetoed by the then Prime Minister (David Cameron); if the proposal had been accepted, then the amounts 1p and 3p could not be delivered, of course. In a general setting, however, the mathematical problems associated with similar proposals can become seriously difficult.
I started preparing this article after receiving the invitation from the British Congress of Mathematics Education (BCME 9) to give a presentation, and I wrote programs in Python for the required computations. It then occurred to me that there might be published articles on similar problems, and indeed there are. Thus, much of what I consider here is in the interesting article [2] by Jeffrey Shallit.
Notation
We assume that the range concerned is , and that there is a coin with unit value, so that can be represented. We denote a system with coins having the values by the vector 
the number of coins used is then the sum of the components of , that is
The assumption that ensures that there is always at least one admissible choice, namely , with the largest equal to .
our task is to determine, for each with , the least corresponding among all choices that deliver , that is the number
It would be unreasonable to expect an explicit formula for , but there should be a (simple) procedure to find the choice that delivers . We now set
so that is the average number of coins used to represent in the range.
A / 100 n Finally, for a fixed , the optimal coinage problem is to find the system which minimises the sum , that is
The greedy algorithm
For a general system , with no longer small and a long range for , the task of finding the optimal choice for can be formidable. To bypass the difficulty, one approach is to make the simple, and easy to apply, choice by always taking the largest number of the largest denomination coin to reduce the current value before making use of the next smaller value coin.
Thus, for such a choice
we first set
where is the greatest integer not exceeding the fraction , and then set
Take, for example, in the British system. Applying the procedure we first take 50p, leaving 43p, so we take two 20p pieces next, leaving 3p, for which we use a 2p coin and then a 1p. Thus , and
. We call this the greedy algorithm to arrive at . It turns out that, for this system, the greedy algorithm always delivers the optimal choice, that is for .
n = 93
As we know from life, being greedy in a situation may not be the correct strategy to arrive at a desired optimal solution. Thus, there are systems for which the greedy algorithm fails to deliver the optimal choices. A simple counterexample is with ; the greedy algorithm then gives , with , whereas the optimal choice is with . It may be argued that the applicability of the greedy algorithm to deliver the optimal solution is also important for choosing a coinage system. Anyway, using to indicate that the minimisation process is restricted to applying the greedy algorithm, we now define
where
r′ (n) .
A variety of systems
The decimal notation being almost universal, most countries have adopted systems , with , and , the proper divisors of 100, and for some . There are only four systems for if exactly one member from each of the pairs and is taken. For such systems, the greedy algorithm always delivers the optimal solution, that is .
c i ∈ {2, 4, 5, 10, 20, 25, 50}
The Azerbaijani system is , and one may question the wisdom of taking , which does not divide 100. Actually, divisibility has little to do with the operation of the system, because the problem is the partitioning of numbers in the range, so that addition is of paramount importance. Indeed, the Azerbaijani system is essentially the same as the British system in that holds for both systems; the two values for are slightly different for some , of course.
We list most of the systems mentioned here in Table 1 , including the Azerbaijani system. The number in the fourth column is the largest number of coins required, and the last column gives the numbers for which coins are required. Although has the least , and with only three requiring six coins, I am not aware that it has been adopted by any country. (1, 2, 4, 10 In Table 2 , we remove the restriction that has to divide 100, apply the greedy algorithm to each system , listing those with the least . Thus, and are achieved by four systems . An asterisk denotes a system for which the greedy algorithm delivers the optimal solution with .
r′ (n) = r (n) Are there systems for which ? The answer is 'yes', there are in fact many, and even one with ; we explain how they can be found in the next section.
A < 300 J = 4
Computing the optimal choice
Let be a system, and . The following is the procedure for finding . We have , for , of course, and, for convenience, we also set if . Suppose that have been computed for all . Then can be computed by the following reduction formula:
To see that the formula is valid, let us first consider a target . If the minimum here is attained at , then the formula delivers , and the representation takes the form ; in other words, making use of the known optimal representation for , we need only insert one more coin, namely , to deliver . This value for is correct because a smaller value would imply that was not optimal. The case when is the same, except that we may ignore the terms if .
For , 6, we apply the optimisation process to each system , giving the results for the least in Table 3 . There are 7429 systems with , including with ; the 28 numbers requiring four coins are: 
The Frobenius Problem
The general representation problem becomes fraught with difficulty when there is no coin of unit value. Consider first the following related question: What is the largest number of chicken nuggets that cannot be purchased if such nuggets are sold only in packs of 6, 9, 20? The answer is 43.
Proof: Since (mod 3), and (mod 3), we need at least two packs of 20 in order to deliver any (mod 3), from which it follows that 43 is not representable as a non-negative linear combination of 6, 9, 20. Moreover, it can be readily verified that the next six consecutive numbers are representable as such. Now we are done because if then there is a suitable such that is one of these six numbers. , with . Find a formula for, or a method to compute, the largest integer not representable as
Note that if then numbers not divisible by cannot be represented. In 1882 J. J. Sylvester gave the solution to the case ; we use and instead of and when . This is impossible, so is not representable. A bit more work on the same idea shows that every is representable; the detail, and some related problems, are given in [3] .
M m > M
The special case and is the chicken nuggets problem, which has the solution . Formulae for that cover all cases of have very recently been given by A. Tripathi [4] . For a fixed , R. Kannan [5] has given a method to determine , but the implementation of the process is complicated, even for . Moreover, it has been shown by J. L. Ramírez-Alfonsín [6] that, for a general , the Frobenius Problem is 'NP-hard under Turing reduction'; we do not explain such terms here, except to say that the hardness is similar, or equivalent, to that for the notorious Travelling Salesman Problem. 
