Morpheus IS specm-purpose programming
Note that automatically supplying code constrains the programmer in that it preempts design choices, reducing certain design options to a single '"option" for which Morpheus can supply the code. The obvious benefit is that the programmer doesn't have to write that code. The less obvious benefit IS that in these cases, the pro,qzrnmer catf 't nlake a bad desig}? chmce.
Object-Based Design
Morpheus represents the fundamental protocol abstractions as objects. Morpheus pre-defines a collection of base classes, and the programmer implements a protocol by refining these base classes to produce subclasses that are appropriate to the specltic protocol, as illustrated in Figure 1 . An instance of a protocol is made up of objects which are instances of the subclasses specific to that protocol. Representing protocol abstractions this way not only achieves our goal of making the fundamental abstractions expliclt m the language, but it also supports our second goal by prowdmg a language-level mechanism-rnherrfa}tce-for supplying pre-defined code and data structures. this infrastructure revokes the corresponding internal opemtions.
It is the internal operations that the protocol programmer must Implement. There are several reasons for the distinction between internal and external operations. First, some external operations translate into a combination of several internal operations. Second, the infrastructure in some cases perfomm significant work itself. Finally, objects cannot directly invoke Internal operations on objects belonging to other protocols because this would entail the ability to refer to those objects, violating a valuable protocol-granularity encapsulation.
The object operations are summarized m Table 1 
Inheritance
We 
Example
The code in Figure 7 Certainly, more complex protocols require more code than these examples. The essential point of the examples is not that they are short, but rather that they don't require expression of the "routine" code that is common to all protocols of a the corresponding shape, and this is equally true for more involved protocols.
Performance Optimization
This section identifies some domain-specific optimizations available to a Morpheus compiler, and reports experimental results based on performing these optimization by hand.
General Strategy
Morpheus optimization techniques are based on the common patterns of protocol execution. Consider the characteristics of the send opemtion; deliver behaves similarly. Send takes a message as its argument; hence there are in effect two arguments, the message and the OverSession object. The typical send does some computation, accessing the object fcw state and other information, and using the built-in utilities to manipulate messages, hash tables, and timers; prepends a header to the message; and ends by passing the message to the next lower layer via the send operation of another OverSession. This is repeated as the message passes through "many" layers. Morpheus optimizes for this common case.
Morpheus optimization are targeted primarily at minimizing per-layer costs. The main strategies are streamlining procedure linkage (since control is transferred between layers by procedure call) and factoring out computations that are repeated in multiple layers. In the best case, per-layer overhead can be reduced to two assembler jump instruction, one at the sender and one at the receiver.
Because Morpheus is intended to implement only the protocol subsystem of an operating system, the generated object code must interoperate with the operating system's object code. In particular, procedure calls in either direction between Morpheusgenerated machine code and "foretgn" machine code adhere to the calling conventions of the foreign code.
Morpheus' optimizations cannot be duplicated by interprocedural optimization of a general purpose language. Morpheus optimization are subject to two major constraints not usudlY encountered in general purpose optimization.
First, it is not determined until runtime which protocol will be layered on top of which other protocol: it is unknown at compile time which callee procedure corresponds to a call site. 
Specific Techniques
We now identify five optimization techniques employed by the Morpheus compiler. For clarity, the techniques are described m terms of send; they apply equally to deliver.
Dedicated Message Registers
Consider send's message parameter, which fits in a register because It M implemented as a pointer. If send calls any procedures (other than those which take the message as an argument, in the same order in the argument list), the message has to be saved so that another argument can be passed in the argumentpassing registers. Ultimately it must be restored to its original argument-passmg register to be passed to the next layer's send. All these implementation details are concealed from the Morpheus programmer, who sees only operations on a Message object.
Inline Substitution of Support Routines
Morpheus provides built-in utilities for manipulating messages, mapping identifiers, and setting timers. Morpheus optimizes for their frequent use by substituting their code inline. The benefit of irdining is that procedure linkage code is eliminated and more context N exposed for conventional optimization. The costs of inline substitution are increased compile time and increased object code size. These costs are held to reasonable limits in Morpheus because the set of relined procedures is fixed and small, and there is only one level of inlining-a procedure is never irdined into another procedure that is itself inhned.
Eliminating Header Bounds Checking
The most frequent utility operations are pushing (prepending) and popping (stripping) headers. Although pushing a header usually amounts to incrementing a pointer, it can involve considerable bounds checking even in the case where no bounds are exceeded. Morpheus optimizes this away by allocating sufficient header space to each message as it is created, thereby ensuring that the header will not overflow. This is possible because the runtime system can determine the largest combined header that can possibly to prepended to a message based on the headers declared by the protocols in the current protocol graph.
Short-Circuit Return
Most often, the last action taken in a send is to invoke the next layer's send. When the lower send returns, the original send is done and also returns. call is in some inlined utility code in a branch that is known to be infrequently taken. Instructions to manage the return address and stack pointer registers-i.e., a "lazy stack''-iire inserted just in that infrequent branch, so that they are executed only if necessary.
Procedure Cloning
Send almost always accesses instance variables in ils OverSession objects since these hold connection state information and other information such as the appropriate lower level OverSession object. It also frequently accesses instance variables of the Sap and Protocol objects to which the Session object belongs.
Morpheus optimizes for this by generating a customized version of the send object code for each OverSession. At compile time, Morpheus generates a template for each protocol's send.
When an OverSession object is created at runtime, a copy of the template is created and filled in-i.e. object code is modifiedusing the addresses of the Session, Sap, and Protocol objects and the valum ot' those stak varl~bles thtit tire known to be conskmt. The end result of the technique is that constants are hardwired into the code (the constants are different for each clone, hence they can't be hardwired mto an uncloned procedure).
Most inherited
This reduces the number of instructions executed for each clone. More importantly, it eliminates the memory accessesdisproportionately costly on a RISC machine-that would otherwise be necessary to read these constants.
This technique is a form of procedujr c[0171/t(q [3] . A procedure can be cloned to partition calls to It based on interprocedural constants information, or more generally, the solution to any forward mte~rocedural data-flow problem [7] . Instead of a single procedure that must satisfy all calls, each clone is specialized to more efficiently handle its subset of the calls. While conventional procedure cloning takes place entirely at compile time, in Morpheus the necessary information-the Session object for which the procedure is being cloned-is not available until runtlme. Thus Morpheus' technique could also be classified as runtime code generation. The Synthesis kernel [13 ] achieves exceptional performance using a similar techmque. Note also that each clone uses less space than an uncloned version of a procedure because of the simplifications enabled by the clomng, and because some of the context-state is hardwlred into the code. The increase m code space can be bounded by simply ceasing cloning once a code space threshold has been reached, as proposed in [7] Th[s would require keeping one uncloned version of each send procedure to operate on any OverSessions that weren't allocated them own clones.
Increased object code size due to inlining (not clomng) seems to have little effect on caching and virtual memory. [4] found no obvious evidence of either thrashing or mstructlon cache overflow, and cited previous reports of similar results. While these studies involved inllning, they suggest that Increased object code size due to cloning would likewise be free of significant performance penalties.
Experimental Results
To study the Impact of Morpheus' optimizations, we handoptimized MIPS assembler code that was obtained from a prototype implementation of Morpheus' objects.
The prototype was nnplemented in C and compiled using the GNU C com- Clomng send elimmates another seven instructions. Several pointer indirection are short-cn-culted, and one less parameter is passed to the next send (i.e., its OverSession).
Cloning and dedicated registers also each owe some of their benefit in this case to reducing by one the number of callee save registers needed.
Short-circuiting the return from the subsequent send results m the elimination of five more mstructlons. Short-circuiting the return makes IL unnecesswy to save the return address. which in tum makes it unnecessary to zllocatc stack storage.
The fully optinuzed Sequencer send consists of seven minstructions: one to increment the hetider pointer, five to do "the real work", and one to jump to the next layer. But not all assembler instructions m-e equal. Loads and stores can take much more than the single cycle used by other instructions, Just how much time being determined by the current state of the cache.
The gap between processor speed and memory speed can only be expected to widen in the future, makmg memory accesses an even more dominating factor in performance. The original, unoptimized version of Sequencer's send includes 12 loads and seven store$: the optimized version has one load and two stores, all in "the real work". This reduction in the number of loads and stores is roughly proportionate to the ovemll reduction in the number of instructions, a factor of about six.
Timing Measurements
We also compared the performance of an implementation of UDP in the .~-kernel with an equwalent protocol stack m Morpheus. Because UDP cannot be implemented in Morpheus-it performs functions belonging to two different shapes-the Morpheus equivalent consists of two protocols: a multiplexer performmg first-come-first-serve multiplexing, and a worker that records in the message header the length of a sent message and trims each received message to the length recorded in its header.
Omission of the checksumming function is discussed below.
The purpose of this experiment was to verify whether Morpheus' purported performance advantages would result in measumbly high performance. The .~-kernel was used as the standard for comparison because we could obtain timing measurements for the .\-kernel's UDP on the same processor (Decstation 5000/200), and because the .v-kemel is known to support high performance protocol implementations [10] . UDP was used as the basi> for comparison because, while faniy simple, it qualifies as a "real protocol," and because it has a clear Morpheus equivalent.
We measured the end-to-end latency of our two versions of UDP-the time it takes one message to be sent and received, independent of all other protocols. The measurement was taken by sending and receiving ten mdlion, I-word messages. and dividing the elapsed time by ten million. In this experiment, latency was independent of message size because the optional UDP checksum was not performed. neither system copies a message to pass it between layers, and messages were not actually transmitted over a network. Second. the figure quoted for the .vkernel is not strictly latency but also includes the time to return control through the protocol graph on both the receiving and sending sides. This returning of control would normally occur either in parallel with messtige tmnsmlssion. or after the messuge has been received.
but took place serially in our experiment because source and destin~tion shared the same processor. 
Discussion
There are two conclusions to draw from these experimental results. The tirst is that by using optimization techniques available to a special purpose language. a Morpheus compiler can generate very fast object code.
The second conclusion is that per-layer overhead in Morpheus is negligible. By "per-layer overhead" we mean the additional end-to-end latency of a protocol that is due to implementing it as a distinct protocol instead of incorporating it in another protocol. Sequencer's overhead M four instructions: two from send and two from deliver. Protocols more complex than Sequencer entail more overhead (because they need stacks and tempomry registers and so on), but the overhead at each end is still less than a procedure calt.
An argument could be made that combining multiple functions in a single protocol layer still results in less overhead. It is true that the relative overhead-the ratio of overhead to "real we introduce are not specific to any one protocol stack suck as TCP/IP; hence we obtain both a significant performance benefit for prwtacols of any functionality, and evidence bearing on the claim that protocol Iarency in genera~need not be a performance bottleneck. This paper emphasizes per-layer latency in particular to support our thesis that highly layered architectures need not entail any significant latency penalty over architectures with few layers.
Concluding Remarks
Morpheus is a special-purpose programming language that facilitates the implementation of efficient communication protocols.
In the context of implementing network software, our objective is to explore the design space that lies between implementing protocols by hand in the host operating system, and automatically generating network software from formal specifications.
The key to Morpheus is that it constrains the protocol programmer. Morpheus' constraints enforce a good design discipline, relieve the programmer of many low-level design and implementation tasks, and admit optimization for high performance.
A powerful constraint unique to Morpheus M that of protocol shape.
