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The effect of equations of state on the performances of compositional 
grading models. 
Abstract 
The effect of equations of state on the performance of compositional grading 
models to accurately predict compositional variation with depth in petroleum 
reservoir has been presented. Compositional grading models considered are 
isothermal model, zero thermal diffusion model, Haase’s thermal diffusion 
model, and Kempers thermal diffusion model. The performances of these models 
was simulated based on tuned equations of state. The simulation results were 
validated with experimental data and the associated error computed as percentage 
average absolute deviation. The results suggest that selection of a suitable 
equations of state has significant influence on the performances of the applied 
compositional grading models.  
Keywords: compositional grading; isothermal model; non-isothermal models; 
equations of state; simulation 
Introduction 
An equation of state (EOS) is a semi-empirical relationship of pressure, volume, and 
temperature which describe the phase behaviour of pure substances. The application of 
EOS to multicomponent systems such as hydrocarbon mixtures requires an extra 
variable – composition, and a suitable mixing rule (Danesh 1998). Mixing rules enable 
the description of the prevailing forces between molecules of different substances in the 
mixture (Danesh 1998). Despite the fact that equilibrium conditions can be scrupulously 
determined thermodynamically, the accuracy of phase equilibrium prediction depends 
mainly on the capability of the EOS and the concomitant mixing rule (Danesh 1998). 
Most of the phase equilibrium calculations implemented for hydrocarbon mixtures 
were based on cubic EOS which dates back to the renowned work of van der Waals 
(vdW) in 1873 (Pederson and Christensen 2007). Redlich and Kwong (RK) EOS was 
the first cubic EOS to gain extensive application in 1949 (Redlich and Kwong 1949; 
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Pederson and Christensen 2007). They introduced a temperature dependency to the 
attraction parameter “α” of the vdW EOS. Several other modifications of the vdW EOS 
have been reported in the literature (Thiele 1963; Carnahan and Starling 1972; Chien, 
Greenkorn and Chao 1983; Adachi and Lu 1984; Watson et al. 1986; Lin et al. 1985; 
Wei and Sadus 2000; Span et al. 2001; Tian and Gui 2003). The RK EOS was further 
modified by Soave, and Peng and Robinson (Soave 1972; Peng and Robinson 1976; 
Robinson and Peng 1978). Soave modified the RK EOS by replacing the temperature 
dependency of the attractive term in RK EOS with Pitzer’s acentric factor to develop 
the original Soave-Redlich-Kwong (SRK) equation of state (Zudkevitch, and Joffe, 
1970; Joffe, et al., 1970; Soave 1972). The acentric factor was introduced to enable 
prediction of hydrocarbon vapour pressure. Grabowski and Daubert also modified the 
original SRK EOS by formulating a new expression for the constant "α" (Grabowski 
and Daubert 1978). This new modification is known as SRK (G&D) EOS. Peng and 
Robinson (PR) modified the RK EOS by proposing an improved expression for the 
attractive term primarily to improve liquid density prediction (Zudkevitch, and Joffe, 
1970; Joffe, et al., 1970; McCain, 1990). PR EOS shows performance analogous to 
SRK EOS, although, it is usually superior in calculating liquid densities of particularly 
nonpolar substances (Danesh 1998). Several other modifications mainly aimed at 
improving performances of the various cubic EOSs have been reported in the literature 
(Harmens and Knapp 1980; Schmidt and Wenzel 1980; Patel and Teja 1982; Péneloux, 
Rauzy and Fréze 1982; Mathias 1983; Yu and Lu 1987; Valderrama 1990; Twu et al. 
1991; Tsai and Chen 1998; Ahlers and Gmehling 2001; Cismondi and Mollerup 2005; 
Haghtalabet al. 2010; Abudour et al. 2012; Burgess et al. 2013; Mahmoodi 2016; Privat 
et al. 2016). 
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While an EOS mainly generates volumetric data, its main application in engineering 
is through its coupling with thermodynamic models in estimating phase behaviour and 
physical properties of fluids (Danesh 1998). Compositional grading (CG) models are 
typical examples of such thermodynamic relations which are usually coupled with EOS 
to predict hydrocarbon compositional variation and physical properties variation with 
depth in oil and gas reservoirs. These CG models are classified as either isothermal 
model or non-isothermal models. The effect of gravity on hydrocarbon component 
gradation is modeled based on isothermal CG model (Sage and Lacey 1939; Schulte 
1980; Whitson and Belery 1994; Boukadi, Bemani and Rumhy 1999; Høier and 
Whitson 2000; Pedersen and Hjermstad 2006) while the effects of thermal diffusion and 
temperature gradient are modeled based on various non-isothermal CG models 
(Dougherty and Drickamer 1955; Belery and da Silva 1990; Chaback 1992; Whitson 
and Belery 1994; Høier and Whitson 2000; Nikpoor, Kharrat and Chen 2011: Pedersen 
and Hjermstad 2015). Comparison of the performances of isothermal model and non-
isothermal models – zero thermal diffusion model; Haase thermal diffusion model; and 
Kemper’s thermal diffusion model, based on a single EOS, have been presented in the 
literature (Høier and Whitson 2000). Uninformed Selection of a suitable EOS for 
appropriate reservoir fluid characterization can lead to significant errors in estimated 
fluid compositional gradient, reservoir pressure gradient, and saturation pressure 
gradient, which would, in turn, result in poor economic and field development 
decisions. 
Therefore, the aim of this work is to simulate the influence of different EOSs on the 
performances of CG models to accurately predict compositional variation with depth in 
petroleum reservoir. This will ensure that suitable EOS is selected for a particular CG 
model. CG models evaluated include isothermal model, zero (passive) thermal diffusion 
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model, Haase’s thermal diffusion model, and Kempers thermal diffusion model. Other 
non-isothermal CG models such as Doughtery-Drickamer (Berlary-da silva 
modification) model and Firoozabadi-Ghorayeb model were not considered in this study 
because they are not supported by the applied CMG WinProp simulator. To include 
these two models in this study would require developing separate solution algorithms 
for each of them and the related EOSs which is beyond the scope of this study.  
More so, in an exceptional case where all the above mentioned CG models have been 
used for analysis by Høier and Whitson (2000), the authors were not directly 
responsible for the results obtained by the application of Firoozabadi-Ghorayeb model. 
Høier and Whitson (2000) reported that the result presented from application of 
Firoozabadi-Ghorayeb model was provided by a third party. This suggest that no single 
research effort has been able to apply all the various CG models. The list of available 
non-isothermal CG models is rather extensive. For example, Esposito et al. (2017) 
presented CG calculations based on non-isothermal models other than the above 
mentioned models. The non-isothermal models applied by Espsito et al. (2017) include 
Pederson and Linderloff (2003) model, Pedersen and Hjermstad (2006) model, and 
Ghorayeb et al. (2003) model. Hence, the scope of this current study is limited to 
isothermal model, passive thermal diffusion model and static thermal diffusion models 
(Haase’s model and Kempers model).   
Theory 
The mathematical framework for the estimation of compositional variation with depth 
in petroleum reservoirs under the influence of chemical potential, gravitational force, 
and thermal diffusion were presented by Montel and Gouel (1985); Montel (1993); 
Faissat et al. (1994); Høier and Whitson (2000). The one-dimensional zero-mass-flow 
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stationary state model proposed by Høier and Whitson (2000) can be written as shown 
in Eq. (1) for the combined effects of gravity and thermal diffusion: 
 i Gi TiJ J T Tµ∇ = − ∇    (1) 
In Eq. (1), iµ  is the chemical potential of component 𝑖𝑖, T∇   is the temperature 
gradient, T is the system temperature, h is the depth of interest, 𝐽𝐽𝐺𝐺𝐺𝐺  accounts for the 
effect of  gravity, and 𝐽𝐽𝑇𝑇𝐺𝐺 denotes thermal diffusion factor. The term 𝐽𝐽𝐺𝐺𝐺𝐺 is expressed 
thus: 
 ( )Gi i iJ M V gρ= −  (2) 
where 𝑀𝑀𝐺𝐺 is the molecular weight of component 𝑖𝑖, Vi is the partial molar volume of 
component 𝑖𝑖, ρ is mass density, and g  is acceleration due to gravity.                 
One necessary constraint to the application of Eq. (1) either in the form of isothermal 
model or non-isothermal models is that the sum of the molar compositions of all fluid 
components at a given depth along the hydrocarbon column must add up to one (unity). 
That is: 
 ∑
=
=
n
i
i hz
1
1)(  (3)                                
where n is the number of components and 𝑧𝑧𝐺𝐺 is the overall composition of component 𝑖𝑖. 
Hence, there are n+1 variables at any given depth along the hydrocarbon column. To 
determine the pressure and molar compositions at any depth will consequently require 
solving n+1 equations consisting n+1 variables, with suitable EOS. Eq. (1) is the 
compositional grading model used in this work.  
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Isothermal CG model 
Isothermal CG model assumes thermodynamic equilibrium conditions in the reservoir. 
It neglects the effect of thermal gradient and thermal diffusion (𝐽𝐽𝑇𝑇𝐺𝐺= 0). Thus, gravity 
force is the only factor responsible for the distribution of fluid compositions in the 
reservoir, causing lighter components like methane to migrate towards the top of the 
reservoir and heavier components to move towards the bottom section. Eq. (1) can be 
mathematically transformed to an isothermal model by expressing it in terms of 
component fugacity as follows: 
 
(( ) ( ) exp 1,2,...,
o
o i
i i
M g h h
f h f h i n
RT
 −
= − = 
 
 (4) 
The fugacity of component 𝑖𝑖 can be estimated based on the overall composition of the 
species, thus: 
 i i i if p zϕ=  (5) 
Therefore, Eq. (4) can be rewritten thus: 
 ( ) ( ) (exp 1,2,...,o o o
o
h h h h h h i
i i i i i i
M g h hz p z p i n
RT
ϕ ϕ
 −
= − = 
 
 (6) 
In Eq. (4) – (6), 𝑓𝑓𝐺𝐺  is the fugacity of component 𝑖𝑖, ℎ𝑜𝑜 is the reference depth, ℎ is the 
depth of interest, 𝑅𝑅 is the acceleration due to gravity, 𝑝𝑝𝐺𝐺 is the pressure of component 𝑖𝑖,  
𝜑𝜑𝐺𝐺  is the fugacity coefficient of component 𝑖𝑖, and all other terms are as defined in Eq. 
(1). Eq. (6) is the isothermal CG model applied in this work to simulate compositional 
variation with depth.  
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Non-isothermal models 
Thermodynamic equilibrium conditions are seldom the case in most petroleum 
reservoirs. Petroleum reservoirs with a characteristic temperature gradient are referred 
to as non-isothermal reservoirs and will not be at thermodynamic equilibrium. The 
presence of temperature gradient in the reservoir will lead to the migration of heavier 
components to the top of the reservoir and lighter fluid components to the hot bottom 
zone. Therefore, thermal diffusion opposes the effect of gravity.  
Non-isothermal models considered in this work are the zero thermal diffusion model, 
Haase’s thermal diffusion model, and Kempers thermal diffusion model. Zero (passive) 
thermal diffusion model is a hypothetical model in which the thermal diffusion factor (𝐽𝐽𝑇𝑇𝐺𝐺) in Eq. (1) is assumed to be negligible even though thermal gradient exist in the 
system (𝐽𝐽𝑇𝑇𝐺𝐺= 0, T∇  ≠ 0). The temperature, T, at a depth (h) is estimated from the 
knowledge of temperature gradient ( T∇ ). By assuming 𝐽𝐽𝑇𝑇𝐺𝐺 = 0 but accounting for 
thermal gradient, Eq. (1) is solved by integrating with depth discretization using applied 
computer simulator. 
The basic difference between the various thermal diffusion models is in the method 
applied in estimating the thermal diffusion coefficient (𝐽𝐽𝑇𝑇𝐺𝐺) in Eq. (1). Haase’s thermal 
diffusion model relied on the centre of mass assumption to estimate the thermal 
diffusion coefficient as follows: 
 1 .( )Ti i i m m iJ M M H M H= −  (7) 
Where  
 ∑=
i
iim MxM   (8) 
 ∑=
i
iim HxH  (9) 
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𝑀𝑀𝑚𝑚 is the molecular weight of the mixture, 𝐻𝐻𝑚𝑚 is the molar enthalpy of the mixture, 𝑀𝑀𝐺𝐺 
is the molecular weight of component 𝑖𝑖 in the mixture, 𝐻𝐻𝐺𝐺 is the partial molar enthalpy 
of component 𝑖𝑖 in the mixture, xi is the mole fraction of component 𝑖𝑖. 
Kempers thermal diffusion model depends on the centre of volume assumption for 
thermal diffusion coefficient prediction. It is expressed thus: 
 1 .( )Ti i i m m iJ V V H V H= −   (10) 
where 
 ∑=
i
iim VxV   (11) 
In Eq. (10) and (11), 𝑉𝑉𝑚𝑚 is the molar volume of the mixture, 𝑉𝑉𝐺𝐺 is the partial molar 
volume of component 𝑖𝑖 in the mixture. 
Experimental data  
Experimental data comprising gas condensate reservoir fluid composition and related 
reservoir properties at a reference depth as reported by Pedersen and Hjermstad (2015) 
have been analysed. The reservoir fluid composition and properties at a reference 
(sample) depth of 175 m are presented in Table 1 while Table 2 shows the measured 
(experimental) C1 and C10+ mole % at different depths in the study reservoir. 
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Table 1. Reservoir fluid composition at a reference depth of 175 m (Pedersen and 
Hjermstad 2015) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 2. Measured (experimental) C1 and C10+ mole % at different depths in the 
reservoir (Pedersen and Hjermstad 2015) 
  Depth (m) 
 0 175 204 228 327 
Components mole % 
C1 75.66 50.04 49.88 48.89 45.66 
C10+ 1.57 15.88 16.11 16.70 17.66 
Simulation procedure  
Modeling the influence of EOSs on the performances of isothermal and non-isothermal 
CG models is performed in WinProp 2017 version. WinProp is the Computer Modeling 
Group’s (CMG’s) EOS multiphase equilibrium property simulator. The modeling 
process starts with the selection of EOS, specification of unit and feed (mole or mass). 
The four EOSs considered are the PR 1976 EOS with 1976 expression for the constant 
“α”, PR 1978 EOS with 1978 expression for the constant “α”, the original SRK EOS, 
and SRK EOS with the constant "α" proposed by Grabowski and Daubert (SRK 
Component Mole % 
N2 0.42 
CO2 0.69 
C1 50.04 
C2 7.85 
C3 6.77 
iC4 1.04 
nC4 3.2 
iC5 1.16 
nC5 1.55 
C6 1.88 
C7 3.5 
C8 3.75 
C9 2.28 
C10+ 15.88 
C10+ molecular weight (MW) 196 
C10+  specific gravity 0.85 
Reservoir pressure (kPa) 28400 
Reservoir temperature (oC) 93 
Saturation pressure (kPa) 27200 
Depth to top of reservoir (m) 0 
Depth to bottom of reservoir (m) 327 
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(G&D)). These EOSs were selected for the following reasons: they are the only EOSs 
available in the applied commercial simulator – CMG WinProp; and they are the most 
commonly used EOSs in the petroleum industry due to their applicability to 
multicomponent systems (Firoozabadi 1988; Esmaeilzadeh et al. 2005; Ashouri et al. 
2011). The next step in the simulation process involves selection of the reservoir fluid 
components and estimation of their respective physical and critical properties. The 
decane plus fraction (C10+) was defined using its molecular weight and specific gravity.  
Thereafter, the composition of each fluid component either in mole fraction or 
percentage, are specified. During this step, the model constraint stated in Eq. (3), is 
complied with by ensuring that the sum of the mole fraction of all fluid components 
equals unity or 100 %. Regression (tuning) of the EOSs parameters is implemented 
subsequently. The objective of regression is to minimize the square error between EOS 
predicted results and the experimental values. WinProp uses the Agarwal et al. (1990) 
regression procedure to tune the EOSs. This procedure ensures that the most sensitive 
parameter amongst selected parameters is regressed first. Regression parameters used 
include the critical pressure and temperature of C10+, acentric factor of C10+, molecular 
weight of C10+, hydrocarbon interaction coefficient exponent, and the interaction 
coefficient between C10+ and CO2. The simulator default convergence tolerance of 1E-
06 and 99 maximum number of iterations were adopted.  
Parameters required for the calculation of saturation pressure, liquid densities, and 
phase stability were then specified. These parameters include the temperature at which 
the saturation pressure is to be calculated, initial saturation pressure estimate, and 
experimental value of the saturation pressure that can be matched by tuning. The final 
step in the modeling process is the coupling of selected CG models (isothermal model, 
zero thermal diffusion model, Haase’s thermal diffusion model, and Kempers thermal 
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diffusion model) with the EOS model and specification of values for the various 
parameters in the CG models presented in Eq. (1) – (11). A vertical temperature 
gradient of 0.025 oC/m which was proposed by Pedersen and Hjermstad (2015) was 
applied to the non-isothermal models. At this juncture, the coupled models are executed 
separately and the simulation results recorded.  
Statistical analysis of the results based on percentage average absolute deviation (% 
AAD) was performed to determine the error between simulation results and the 
experimental (measured) values. The lower the calculated % AAD, the less the 
calculated error, hence, the more suitable the related EOS is to the applied CG model. 
The mathematical expression of the % AAD is presented in Eq. (12): 
 
( )(mod ) (exp) (exp)
1
( )
% 100*
N
i el i i
i
n n n
AAD ABS
N
=
 
− 
 =
 
  
∑
    (12) 
Where (mod )i eln is the model predicted mole fraction of component i with respect to 
depth, (exp)in is the experimental (measured) mole fraction of component i with respect 
to depth, and N is the number of sample points (observations). 
Results and Discussion 
Although, the applied reservoir fluid composition consists of fourteen (14) fluid 
components, only C1 and C10+ were selected as the key components to investigate the 
influence of the various EOSs on the performances of the applied CG models. This is 
because C1 and C10+ represents the most dominant lighter and heavier components, 
respectively.  
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The effect of EOSs on the performance of isothermal CG model to accurately predict 
C1 and C10+ variation with depth are presented in Figures 1 and 2, respectively. Figure 1 
shows that there are marginal differences in the trends indicated by the various EOSs 
within the top zone of the reservoir. The various EOS models exhibited similarity in C1 
trends towards the bottom section of the reservoir with no significant difference. The 
calculated % AAD (statistical analysis) between the experimental values of C1 mole % 
at different depth and the values predicted by the different EOSs based CG models are 
presented in Table 3. 
The calculated % AAD with respect to Figure 2 is presented in Table 3. Table 3 
shows that PR 1976 EOS generated the least % AAD for both C1 and C10+ gradations. 
These results suggest that in order to accurately predict CG using isothermal CG model, 
the most realistic EOS model for fluid characterization is PR 1976. 
 
Figure 1. Comparison of the effect of different EOSs on the performance of isothermal 
CG model to accurately predict C1 variation with depth 
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Figure 2. Comparison of the effect of different EOSs on the performance of isothermal 
CG model to accurately predict C10+ variation with depth 
Table 3. Comparison of % AAD predicted by various EOSs based isothermal CG model 
EOS % AAD for C1 % AAD for C10+ 
PR 1976 1.84 10.75 
PR 1978 1.90 11.15 
SRK 2.19 13.27 
SRK (G&D) 2.22 13.20 
 
Figures 3 and 4 presents the effect of EOSs on the performance of zero thermal 
diffusion CG model to accurately predict C1 and C10+ variation with depth, respectively. 
PR 1976 and PR 1978 predicted the most accurate C1 gradation at the reservoir top 
while at the bottom, all the EOS models overestimated C1 gradation as can be seen in 
Figure 3. Figure 4 shows that at both the top and bottom sections of the reservoir, the 
C10+ gradation predicted by the various EOS models were all in significant agreement 
with the measured trend. However, statistical analysis of Figures 3 and 4 presented in 
Table 4 confirmed that each EOS predicted results generated different values of %AAD 
with PR 1976 EOS estimating the least % AAD. Hence, PR 1976 is also the most 
suitable EOS for zero thermal diffusion CG model. 
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Figure 3. Comparison of the effect of different EOSs on the performance of zero 
thermal diffusion CG model to accurately predict C1 variation with depth 
 
Figure 4. Comparison of the effect of different EOSs on the performance of zero 
thermal diffusion CG model to accurately predict C10+ variation with depth 
Table 4. Comparison of % AAD predicted by various EOSs based zero thermal 
diffusion CG model 
EOS % AAD for C1 % AAD for C10+ 
PR 1976 1.82 10.62 
PR 1978 1.89 10.92 
SRK 2.17 15.54 
SRK (G&D) 2.20 13.22 
 
The performances of various EOSs based Haase’s thermal diffusion CG model to 
accurately predict C1 and C10+ variation with depth are presented in Figures 5 and 6, 
respectively. It is evident from Figure 5 that at the top of the reservoir, SRK and SRK 
(G&D) predicted similar CI gradation trends that is somewhat less accurate than the 
trends exhibited by PR 1976 and PR 1978. Towards the bottom section of the reservoir, 
all the EOS models predicted C1 gradation with significantly similar degree of accuracy. 
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The simulated gradation of C10+ illustrated in Figure 6 suggest similarity in the trends 
predicted by the various EOS models at both the top and bottom sections of the 
reservoir. Despite the observed similarities, statistical analysis of Figures 5 and 6 
presented in Table 5 inveterate significant difference in the values of calculated % AAD 
and shows that PR 1987 is the most suited EOS for Haase’s thermal diffusion CG 
model. 
  
Figure 5. Comparison of the effect of different EOSs on the performance of Haase’s 
thermal diffusion CG model to accurately predict C1 variation with depth  
 
 
Figure 6. Comparison of the effect of different EOSs on the performance of Haase’s 
thermal diffusion CG model to accurately predict C10+ variation with depth 
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Table 5. Comparison of % AAD predicted by various EOSs based Haase’s thermal 
diffusion CG model 
EOS % AAD for C1 % AAD for C10+ 
PR 1976 2.08 19.89 
PR 1978 1.97 19.61 
SRK 2.04 20.31 
SRK (G&D) 2.04 20.22 
 
The simulated results of the effect of the applied EOSs on the performance of 
Kempers thermal diffusion CG model are presented in Figures 7 and 8. The C1 and C10+ 
gradations are compared with the measured values as shown in Figures 7 and 8, 
respectively. Figures 7 and 8 shows that the C1 and C10+ gradation trends predicted by 
the various EOS models exhibited analogous trends to the trends presented in Figures 5 
and 6 (Haase’s thermal diffusion CG model) but with distinct % AAD values. The 
computed % AAD of the various EOSs are presented in Table 6. Table 6 shows that PR 
1976 EOS with the least % AAD, is the most suitable EOS for Kemper’s thermal 
diffusion CG model. 
 
Figure 7. Comparison of the effect of different EOSs on the performance of Kempers 
thermal diffusion CG model to accurately predict C1 variation 
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Figure 8. Comparison of the effect of different EOSs on the performance of Kempers 
thermal diffusion CG model to accurately predict C10+ variation with depth 
Table 6. Comparison of % AAD predicted by various EOSs based Kempers thermal 
diffusion CG model 
EOS % AAD for C1 % AAD for C10+ 
PR 1976 1.01 13.34 
PR 1978 1.04 13.40 
SRK 1.26 15.23 
SRK (G&D) 1.28 15.16 
Conclusion  
Simulation results from the applied CG models (isothermal model, zero thermal 
diffusion model, Haase’s thermal diffusion model, and Kempers thermal diffusion 
model) and statistical analysis of the results (%AAD) corroborated the fact that 
selection of a suitable EOS has significant effect on the performances of the applied CG 
models. Coupling PR 1976 EOS with isothermal model, zero thermal diffusion model, 
and Kempers thermal diffusion model, respectively, resulted to superior performance of 
the models. Amongst the applied EOSs for Haase’s thermal diffusion model, PR 1978 
EOS simulated the most accurate compositional grading with respect to experimental 
values. 
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