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ON SPARSITY AND POWER-LAW PROPERTIES OF GRAPHS BASED ON EXCHANGEABLE
POINT PROCESSES
FRANC¸OIS CARON AND JUDITH ROUSSEAU
ABSTRACT. This paper investigates properties of the class of graphs based on exchangeable point processes. We provide
asymptotic expressions for the number of edges, number of nodes and degree distributions, identifying four regimes: a
dense regime, a sparse, almost dense regime, a sparse regime with power-law behavior, and an almost extremely sparse
regime. Our results allow us to derive a consistent estimator for the scalar parameter tuning the sparsity of the graph. We
also propose a class of models within this framework where one can separately control the local, latent structure and the
global sparsity/power-law properties of the graph.
1. INTRODUCTION
The ubiquitous availability of large, structured network data in various scientific areas ranging from biology to
social sciences has been a driving force in the development of statistical network models (Kolaczyk, 2009; New-
man, 2010). Vertex-exchangeable random graphs, also known as W -random graphs or graphon models (Hoover,
1979; Aldous, 1981; Lova´sz and Szegedy, 2006; Diaconis and Janson, 2008) offer in particular a flexible and
tractable class of random graph models. It includes many models, such as the stochastic block-model (Nowicki
and Snijders, 2001), as special cases. Various parametric and nonparametric model-based approaches (Palla et al.,
2010; Lloyd et al., 2012; Latouche and Robin, 2016), or nonparametric estimation procedures (Wolfe and Olhede,
2013; Chatterjee, 2015; Gao et al., 2015) have been developed within this framework. Although very flexible, it
is known that vertex-exchangeable random graphs are necessarily dense (Lova´sz and Szegedy, 2006; Orbanz and
Roy, 2015), that is the number of edges scales quadratically with the number of nodes; this property is considered
unrealistic for many real-world networks.
Recently, a line of work (Caron and Fox, 2017; Veitch and Roy, 2015; Borgs et al., 2016) showed that, by
modeling the graph as an exchangeable point process, the classical vertex-exchangeable/graphon framework can
be naturally extended to the sparse regime, while preserving its flexibility and tractability. In such a representation,
introduced by Caron and Fox (2017), nodes are embedded at some location θi ∈ R+, and the set of edges is
represented by a point process on the plane
(1)
∑
i,j
Zijδ(θi,θj)
where Zij = Zji is a binary variable indicating if there is an edge between node i and node j. The parameter θi
may be interpreted as the time-arrival of node i, and finite-size graphs are obtained by restricting the point process
(1) to points (θi, θj) such that θi, θj ≤ α, with α a positive parameter controlling the size of the graph. Focusing on
a particular construction as a case study, Caron and Fox (2017) showed that one can obtain sparse and exchangeable
graphs within this framework; they also pointed out that exchangeable random measures admit a representation
theorem due to Kallenberg (1990), giving a general construction for such graph models. Herlau et al. (2016),
Todeschini and Caron (2016) developed sparse graph models with (overlapping) community structure within this
framework. Veitch and Roy (2015), Borgs et al. (2016) showed how such construction naturally generalizes the
dense exchangeable graphon framework to the sparse regime, and analysed some of the properties of the associated
class of random graphs (see also Janson (2016, 2017b) and Veitch and Roy (2016)). Following the notations of
Veitch and Roy (2015), the graph is parameterized by a symmetric measurable function
(2) W : R2+ → [0, 1],
and, for each i ≤ j,
(3) Zij | (θk, ϑk)k=1,2,... ∼ Bernoulli{W (ϑi, ϑj)}
where (θk, ϑk)k=1,2,... is a unit-rate Poisson process on R2+. See Figure 1 for an illustration of the model construc-
tion. The function W is a natural generalisation of the graphon for dense exchangeable graphs (Veitch and Roy,
2015; Borgs et al., 2016) and we refer to it as the graphon function.
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2FIGURE 1. Illustration of the graph model based on exchangeable point processes. (left) A unit-
rate Poisson process (θi, ϑi), i ∈ N on (0, α]×R+. (right) For each pair i ≤ j, setZij = Zji = 1
with probability W (ϑi, ϑj). Here, W is indicated by the red shading (darker shading indicates
higher value). Similar to Figure 5 in (Caron and Fox, 2017).
This paper investigates asymptotic properties of the general class of graphs based on exchangeable point pro-
cesses. In particular, we relate the sparsity and power-law properties of the graph to the tail behaviour of the
graphon function W . We show that the sparsity and power-law exponents directly relate to the tail decay of the
functionW , identifying four regimes: a dense regime, a sparse (almost dense) regime without power-law behavior,
a sparse regime with power-law behavior, and an almost extremely sparse regime. These results have strong sta-
tistical implications as discussed in Section 3. We also introduce a parametrisation that allows to model separately
the global sparsity structure and other local properties such as community structure. Such a framework allows to
sparsify any dense graphon model, and to characterize its sparsity properties. Additionally, our results allow to
derive the sparsity and power-law properties of a large number of sparse and dense vertex-exchangeable models,
including the models of Caron and Fox (2017), Herlau et al. (2016), Todeschini and Caron (2016).
The paper is organized as follows. In Section 2 we review the notations and assumptions. In Section 3 we
give the main results on the sparsity and power-law properties of the random graphs. Section 4 provides numerous
examples for a variety of sparsity regimes, and Section 5 describes the global-local parametrisation. All proofs are
presented in the supplementary material.
Throughout the document, we use the notations Xα ∼ Yα and Xα = o(Yα) respectively for Xα/Yα → 1
and Xα/Yα → 0. Both notations Xα . Yα and Xα = O(Yα) are used for lim supXα/Yα < ∞. The notation
Xα  Yα means both Xα . Yα and Yα . Xα hold. All unspecified limits are when α tends to infinity. When Xα
and/or Yα are random quantities, the asymptotic relation is meant to hold almost surely.
2. NOTATIONS AND ASSUMPTIONS
Let M =
∑
i δ(θi,ϑi) be a unit-rate Poisson random measure on (0,+∞)2 and W : [0,+∞)2 → [0, 1] a
symmetric measurable function such that
(4) 0 < W =
∫
R2+
W (x, y)dxdy <∞,
∫ ∞
0
W (x, x)dx <∞.
Let (Uij)i,j∈N2 be a symmetric array of independent random variables, that isUij ∼ U(0, 1) if i ≤ j andUij = Uji
for i > j. Let Zij = 1Uij≤W (ϑi,ϑj) be a binary random variable indicating if there is a link between node i and
node j, where 1A denotes the indicator function.
For α > 0, restricting the point process M to (0, α] × (0,+∞) yields a graph with a finite number of edges
almost surely, and α tunes the size of the graph. Let Dα,i =
∑
k Zik1θk≤α be the degree of node i in a network of
size α. Let Nα be the number of nodes in the network of size α
(5) Nα =
∑
i
1θi≤α1Dα,i≥1
and Nα,j be the number of nodes of degree j
(6) Nα,j =
∑
i
1θi≤α1Dα,i=j .
3Let
(7) N (e)α =
1
2
∑
i 6=j
Zij1θi≤α1θj≤α +
∑
i
Zii1θi≤α
be the number of edges. Following the notations of Veitch and Roy (2015), define
(8) µ(x) =
∫ ∞
0
W (x, y)dy.
We also define
ν(x, y) =
∫ ∞
0
W (x, z)W (y, z)dz.
We will make use of the following assumptions.
Assumption 1. Assume µ is non-increasing, with generalized inverse µ−1(x) = inf{y > 0 | µ(y) ≤ x}, such
that
(9) µ−1(x) ∼ `(1/x)x−σ as x→ 0
where σ ∈ [0, 1] and ` is a slowly varying function at infinity, that is such that
lim
t→∞
`(ct)
`(t)
= 1
for all c > 0.
In Assumption 1, we can differentiate four cases.
• Dense case : σ = 0 and limt→∞ `(t) < ∞. In this case, limx→0 µ−1(x) < ∞, hence µ and W have
compact support.
The following three cases are all sparse cases.
• Almost dense case: σ = 0 and limt→∞ `(t) = ∞. In this case µ and W have full support. µ has
super-polynomially decaying tails.
• Sparse case with power law : σ ∈ (0, 1). In this case µ and W have full support. µ has polynomially
decaying tails.
• Very sparse case: σ = 1. In this case µ and W have full support and µ has very light tails. In order for
µ−1 (and hence W ) to be integrable, we need ` to go to zero sufficiently fast.
The following assumption is needed in order to obtain the almost sure results.
Assumption 2. Assume that there exists a > 12 , C1 > 0 and x0, y0 > 0 such that for all x > x0 and y > y0
ν(x, y) ≤ C1µ(x)aµ(y)a.
Remark 1. Assumption 2 is trivially satisfied when the function W is separable
W (x, y) = µ(x)µ(y)/W.
Assumptions 1 and 2 are satisfied if
(10) W (x, y) = 1− e−f(x)f(y)/f
for some positive, non-increasing, measurable function f with f =
∫∞
0
f(x)dx <∞ and generalized inverse f−1
verifying f−1(x) ∼ `(1/x)x−σ as x tends to 0. In this case, µ is monotone non-increasing. We have
µ{f−1(x)} =
∫ ∞
0
{1− e−xf(y)/f¯}dy = x
∫ ∞
0
e−xu/f¯f−1(u)/f¯du ∼ x
as x tends to 0 by dominated convergence. Hence f{µ−1(x)} ∼ x as x tends to 0 and f−1[f{µ−1(x)}] ∼
`(1/x)x−σ . Assumption 2 follows from the inequality W (x, y) ≤ f(x)f(y)/f .
3. MAIN RESULTS
In this section we characterize the almost sure behaviour, and in expectation of Nα, N
(e)
α , Nα,j . The first
proposition states the asymptotic growth of the number of edges.
Proposition 2 (Number of edges). As α goes to infinity, almost surely
N (e)α ∼ α2W/2, E(N (e)α ) ∼ α2W/2.
The asymptotic growth of the mean number of edges has been shown by Veitch and Roy (2015). An alternative
proof for the almost sure result, based on reverse martingales, has been suggested by Janson (2017a).
4Theorem 3. Let `1(t) =
∫∞
t
y−1`(y)dy for t > 0 and `σ(t) = `(t)Γ(1− σ) for σ < 1; then under Assumption 1,
for all σ ∈ [0, 1],
E(Nα) ∼ α1+σ`σ(α).
Moreover, for j ≥ 1, if σ = 0 then E(Nα,j) = o{α`(α)}, if 0 < σ < 1 then
E(Nα,j) ∼ σΓ(j − σ)
j!
α1+σ`(α)
and if σ = 1, E(Nα,1) ∼ α2`1(α) and for all j ≥ 2
E(Nα,j) ∼ 1
j(j − 1)α
2`(α)
as α goes to infinity.
The following theorem states almost sure asymptotic results.
Theorem 4. Under Assumptions 1 and 2, we have almost surely as α tends to infinity
Nα ∼ E(Nα),
∑
k≥j
Nα,k ∼ E
∑
k≥j
Nα,k
 for j ≥ 1.
For all σ ∈ [0, 1],
Nα ∼ α1+σ`σ(α).
Moreover, for j ≥ 1, if σ = 0 then Nα,j = o{α`(α)}, while if 0 < σ < 1
Nα,j ∼ σΓ(j − σ)
j!
α1+σ`(α)
almost surely. If σ = 1, Nα,1 ∼ α2`1(α) and for all j ≥ 2 we also have,
Nα,j = o{α2`1(α)}
almost surely.
The following result is a corollary of Theorem 4 which shows how the parameter σ relates to the sparsity and
power-law properties of the graphs.
Corollary 5 (Sparsity and degree distribution). Assume Assumptions 1 and 2. The graph is dense if σ = 0 and
limt→∞ `(t) = C <∞, as
N
(e)
α
N2α
→ C
2W
2
almost surely. Otherwise, if σ > 0 or σ = 0 and limt `(t) =∞, the graph is sparse, as
N
(e)
α
N2α
→ 0
almost surely. Additionally, for σ ∈ [0, 1), for any j = 1, 2, . . .,
Nα,j
Nα
→ σΓ(j − σ)
j!Γ(1− σ)
almost surely. If σ > 0, this corresponds to a degree distribution with a power-law behavior as, for j large
σΓ(j − σ)
j!Γ(1− σ) ∼
σ
Γ(1− σ)j1+σ .
For σ = 1,
Nα,1
Nα
→ 1, Nα,j
Nα
→ 0 for j ≥ 2
almost surely, hence the nodes of degree 1 dominate in the graph.
Remark 6. If σ = 0 and limt `(t) =∞, the graph is almost dense, that is
N
(e)
α
N2α
→ 0 and N
(e)
α
N2−α
→∞
for any  > 0. If σ = 1, the graph is almost extremely sparse (Bolloba´s and Riordan, 2009), as
N
(e)
α
Nα
→∞ and N
(e)
α
N1+α
→ 0
5for any  > 0.
The following corollary characterizes the asymptotic growth of the number of edges with respect to the number
of nodes. The result follows from Theorem 4 and inversion formulas for regularly varying functions, see (Bingham
et al., 1987, Proposition 1.5.15) or (Gnedin et al., 2007, Lemma 22). We note `# the de Bruijn conjugate (see
definition in the supplementary material) of the slowly varying function `.
Corollary 7. Assume Assumptions 1 and 2. For σ ∈ [0, 1],
N (e)α ∼
W
2
N2/(1+σ)α `
∗
σ(Nα)
almost surely as α tends to infinity where `∗σ is a slowly varying function defined as
`∗σ(y) =
[{
`1/(1+σ)σ (y
1/1+σ)
}#]2
.
The above results are important in terms of modelling aspects, since they allow a precise description of the
degrees and number of edges as a function of the number of nodes. They can also be used to conduct inference
on the parameters of the graph in a statistical model. In particular, we can construct the following estimator of the
sparsity parameter σ
σˆ =
2 logNα
logN
(e)
α
− 1.
Then, from the above results and for all functions W verifying assumptions 1 and 2, σˆ is a consistent estimator
of the parameter σ. We will show in the following section that these results can be useful to construct in a simple
manner graphs with different sparsity behaviour.
4. EXAMPLES OF SPARSE AND DENSE MODELS
We provide here some examples of the four different cases: dense, almost dense, sparse and almost extremely
sparse. We also show how the particular model studied by Caron and Fox (2017) fits in this framework.
4.1. Dense graphs. Consider the function
W (x, y) = (1− x)(1− y) 1x≤1 1y≤1.
The function has compact support. We have
µ(x) =
(1− x)
2
1x≤1
and µ−1(x) = `(1/x) where `(1/x) = (1 − 2x) · 1x≤1/2. ` is slowly varying with `(1/x) → 1. Assumptions 1
and 2 are satisfied, hence applying Theorem 4 and Corollary 7
Nα ∼ α, N (e)α ∼ α2/8, N (e)α ∼ N2α/8,
Nα,j
Nα
→ 0 j ≥ 1
almost surely as α→∞.
4.2. Sparse, almost dense graphs without power-law. Consider the function
W (x, y) = e−x−y.
Then µ(x) = e−x and µ−1(x) = `(1/x) = log(1/x)10<x<1 which is slowly varying. We have `∗0(x) =
1/ log(x)2. Assumptions 1 and 2 are satisfied and
Nα ∼ log(α), N (e)α ∼ α2/2, N (e)α ∼
N2α
2 log(Nα)2
,
Nα,j
Nα
→ 0 for all j = 1, 2, . . .
almost surely as α→∞.
64.3. Sparse graphs with power-law. We consider two examples here, a separable and a non-separable one. First,
consider the function
W (x, y) = (x+ 1)−1/σ(y + 1)−1/σ
with σ ∈ (0, 1). We have
µ(x) =
σ(x+ 1)−1/σ
(1− σ) , µ
−1(x) = x−σ(1/σ − 1)−σ − 1,
`(t) ∼ (1/σ − 1)−σ, `∗σ(t) ∼
{
(1/σ − 1)−σΓ(1− σ)}−2/(1+σ) .
Assumptions 1 and 2 are satisfied. We have
Nα ∼ α1+σΓ(1− σ)(1/σ − 1)−σ, N (e)α ∼ α2
σ2
2(1− σ)2
N (e)α ∼
σ2
2(1− σ)2
{
Γ(1− σ)(1/σ − 1)−σ}−2/(1+σ)N2/(1+σ)α , Nα,jNα → σΓ(j − σ)j!Γ(1− σ) , j ≥ 1
almost surely as α→∞.
Consider now the non-separable function with σ ∈ (0, 1),
W (x, y) = (x+ y + 1)−1/σ−1
We have
µ(x) = σ(x+ 1)−1/σ, µ−1(x) = σσx−σ − 1, `(t) ∼ σσ, `∗σ(t) ∼ {σσΓ(1− σ)}−2/(1+σ) .
Assumptions 1 and 2 are satisfied as for all (x, y) ∈ R2+
W (x, y) ≤ (x+ 1)−1/(2σ)−1/2(y + 1)−1/(2σ)−1/2 = σ−1−σµ(x) 1+σ2 µ(y) 1+σ2 .
We have
Nα ∼ α1+σΓ(1− σ)σσ, N (e)α ∼ α2
σ2
2(1− σ)
N (e)α ∼
σ2
2(1− σ) [Γ(1− σ)σ
σ]
−2/(1+σ)
N2/(1+σ)α ,
Nα,j
Nα
→ σΓ(j − σ)
j!Γ(1− σ) , j ≥ 1
almost surely as α→∞.
4.4. Almost extremely sparse graph. Consider the function
W (x, y) =
1
(x+ 1)(1 + log(1 + x))2
1
(y + 1)(1 + log(1 + y))2
.
We have W = 1 and µ(x) = (x + 1)−1(1 + log(1 + x))−2 and, using properties of inverse of regularly varying
functions,
µ−1(x) ∼ x−1`(1/x)
as x→ 0, where `(t) = log(t)−2 is slowly varying.
We have, for t > 1,
`1(t) =
∫ ∞
t
x−1`(x)dx = 1/ log(t)
and `∗1(t) ∼ log(t)/2. Assumptions 1 and 2 are satisfied, and almost surely
N (e)α ∼ α2/2, Nα ∼
α2
log(α)
, N (e)α ∼
1
4
Nα log(Nα),
Nα,1
Nα
→ 1, Nα,j
Nα
→ 0 for all j ≥ 2.
74.5. Model of Caron and Fox (2017). Let ρ be a Le´vy measure on (0,+∞) and ρ(x) = ∫∞
x
ρ(dw) the tail Le´vy
intensity with generalized inverse ρ−1(x) = inf{u > 0|ρ(u) < x}. Caron and Fox (2017) analysed the sparsity
properties of the model defined by
W (x, y) =
{
1− e−2ρ−1(x)ρ−1(y) x 6= y
1− e−{ρ−1(x)}2 x = y .
Assume mρ =
∫∞
0
wρ(dw) <∞ and ρ(x) ∼ x−σ ˜`(1/x) for some σ ∈ [0, 1] and some slowly varying function ˜`.
Ignoring self-edges, the model is of the form (10) with f(x) = 2mρρ−1(x) hence µ−1(x) ∼ f(x) ∼ x−σ`(1/x)
with `(1/x) = (2mρ)σ ˜`(1/x). The sparsity results developed in this paper therefore extend the sparsity results of
Caron and Fox (2017) for this particular model, and demonstrate its power-law properties. For example, let ρ be
the mean measure of a generalized gamma process
(11) ρ(dw) = 1/Γ(1− σ0)w−1−σ0e−τ0wdw
with τ0 > 0 and σ0 ∈ (−∞, 1). Then for σ0 ∈ (0, 1) (sparse with power-law)
N (e)α  N2/(1+σ0)α ,
Nα,j
Nα
→ σ0Γ(j − σ0)
j!Γ(1− σ0) , j ≥ 1
For σ0 = 0 (sparse, almost dense)
N (e)α 
N2α
log(Nα)2
,
Nα,j
Nα
→ 0, j ≥ 1
and for σ0 < 0 (dense)
N (e)α  N2α,
Nα,j
Nα
→ 0, j ≥ 1
almost surely as α tends to infinity. The constants in the asymptotic results are omitted for simplicity of exposure
but can be obtained as well from the results of Section 3.
5. SPARSE AND DENSE MODELS WITH LOCAL STRUCTURE
In this section, we develop a class of models that allows to control separately the local structure and global
sparsity/power-law properties. The class of models introduced can be used as a way of sparsifying any dense
graphon model.
Although, from Kallenberg’s representation theorem, any exchangeable point process can be represented by
Equations (2) and (3), it may be more suitable to use a different formulation where the function W can be defined
on a general space, not necessarily R2+, as discussed by Borgs et al. (2016). Such a construction may lead to
more interpretable parameters and easier inference methods; indeed, a few sparse vertex-exchangeable models,
such as the models of Herlau et al. (2016) or Todeschini and Caron (2016) are written in a way such that it is not
straightforward to express them in the form given by (2) and (3) and thus to study the tail behaviour of the function
W associated to such graphs.
In this section we show that the above results easily extend to models expressed in the following way. Consider
models expressed as in (1) with
Zi,j | (θk, ϑk)k=1,2,... ∼ Bernoulli{W (ϑi, ϑj)}, ϑi ∈ R+ × F,(12)
where F is a probability space, W : (R+ × F )2 → [0, 1] and (θk, ϑk)k=1,2,∞ are the points of a Poisson point
process with mean measure dθξ(dϑ) on R+ × (R+ × F ). Writing ϑ = (u, v) ∈ R+ × F , let ξ(dϑ) = duG(dv)
where G is some probability distribution on F . Assume additionally that W factorizes as
(13) W ((ui, vi), (uj , vj)) = ω(vi, vj)η(ui, uj).
where ω : F × F → [0, 1] and η : R+ × R+ → [0, 1]. Assume that η is integrable. In this model ω can
capture the local structure, as in the classical dense graphon, and η the sparsity behaviour of the graph. Let
µη(u) =
∫∞
0
η(u, u′)du′, µω(v) =
∫
F
ω(v, v′)G(dv′) and νη(x, y) =
∫
R2+
η(x, z)η(y, z)dz. The results presented
in Section 3 hold when µη and νη satisfy Assumptions 1 and 2.
Proposition 8. Consider the model defined by Equations (12) and (13) and assume that the functions µη and νη
satisfy assumptions 1 and 2. Then the conclusions of Proposition 2 hold and so do the conclusions of Theorems 3
and 4 with `(α) and `1(α) replaced respectively by
˜`(α) = `(α)
∫
F
µω(v)
σG(dv), ˜`1(α) = `1(α)
∫
F
µω(v)
σG(dv).
Consider for example the following class of models for sparse and dense stochastic block-models.
8(a) Function ω (b) Function η
(c) Sampled graph (d) Empirical degree distribution of the sampled graph
FIGURE 2. Illustration of a sparse stochastic block-model with three communities. (a) Fonction
ω, that controls the local community structure. Lighter color represents a higher value. (b)
Function η, that controls the sparsity. (c) Graph sampled from the sparse stochastic block-model
using α = 50. The size and shading of each node are proportional to its degree. (d) Empirical
degree distribution of the sampled graph.
Example 9 (Dense and Sparse stochastic block-models). Consider F = [0, 1] and G the uniform distribution on
[0, 1]. We choose for ω the graphon function associated to the (dense) stochastic block-model. For some partition
A1, . . . , Ap of [0, 1], and any v, v′ ∈ [0, 1], let
(14) ω(v, v′) = Bk,`
with v ∈ Ak, v′ ∈ A` and B is a p × p matrix where Bk,` ∈ [0, 1] denotes the probability that a node
in community k forms a link with a node in community `. ω defines the community structure of the graph, and
η will tune its sparsity properties. Choosing η(x, y) = 1x≤11y≤1 yields the dense, standard stochastic block-
model. Choosing η(x, y) = exp(−x− y) yields a sparse stochastic block-model without power-law behavior, etc.
An illustration of this model to obtain sparse stochastic block-models with power-law behavior, generalizing the
model of Section 4.3, is given in Figure 2. The function ω is defined by:
A1 = [0, 0.5), A2 = [0.5, 0.8), A3 = [0.8, 1], B =
 0.7 0.1 0.10.1 0.5 0.05
0.1 0.05 0.9
 ,
and η(x, y) = (1 + x)−1/σ(1 + y)−1/σ , with σ = 0.8.
More generally, one can build on the large literature on (dense) graphon/exchangeable graph models, and com-
bine these models with a function η satisfying Assumptions 1 and 2, such as those described in the previous section,
in order to sparsify a dense graphon and control its sparsity/power-law properties.
9Remark 10. We can also obtain asymptotic results for functions W that do not satisfy the separability condi-
tion (13). Let µ(u, v) =
∫
R+×F W ((u, v), (u
′, v′))du′dv′. Assume that, for each fixed v, there exists u0(v) > 0
such that for u > u0
(15) C3µ˜η(u)µ˜ω(v) ≤ µ(u, v) ≤ C4µ˜η(u)µ˜ω(v)
where µ˜ω : F → R+, µ˜η : R+ → R+ with µ˜η(u) =
∫∞
0
η˜(u, u′)du′ for some positive function η˜, and C3 > 0
and C4 > 0. Assume that µ˜η and ν˜η verify Assumptions 1 and 2. Then the results of Theorems 3 and 4, Corollary
7 hold up to a constant. For example, we have for σ ∈ [0, 1],
N (e)α  N2/(1+σ)α `∗σ(Nα)
almost surely as α tends to infinity. Inequality (15) is in particular satisfied if
(16) W ((ui, vi), (uj , vj)) = 1− e−ω˜(vi,vj)η˜(ui,uj).
The models developed by Herlau et al. (2016) and Todeschini and Caron (2016) for capturing (overlapping com-
munities) fit in this framework. Ignoring self-edges, both models can be written under the form (16) with
η˜(u, u′) = 2ρ−1(u)ρ−1(u′)
where ρ be a Le´vy measure on (0,+∞) and ρ(x) = ∫∞
x
ρ(dw) the tail Le´vy intensity with generalized inverse
ρ−1(x). ω˜ is the (dense) stochastic blockmodel graphon (14) in Herlau et al. (2016) and ω˜(vi, vj) = vTi vj with
vi ∈ Rp in Todeschini and Caron (2016). For instance, let ρ be the mean measure (11) of a generalized gamma
process with parameter τ0 > 0 and σ0 ∈ (−∞, 1). Then for σ0 ∈ (0, 1) (sparse regime with power-law)
N (e)α  N2/(1+σ0)α ,
C3
C4
σ0Γ(j − σ0)
j!Γ(1− σ0) ≤ limα→∞
Nα,j
Nα
≤ C4
C3
σ0Γ(j − σ0)
j!Γ(1− σ0) , j ≥ 1
For σ0 = 0 (sparse, almost dense regime)
N (e)α 
N2α
log(Nα)2
,
Nα,j
Nα
→ 0, j ≥ 1
and for σ0 < 0 (dense regime)
N (e)α  N2α,
Nα,j
Nα
→ 0, j ≥ 1
almost surely as α tends to infinity.
SUPPLEMENTARY MATERIAL
The supplementary material contains the proofs of Proposition 2, Theorems 3, 4 and Proposition 8, as well as
background material on regular variation.
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Supplementary material for
On sparsity and power-law properties of graphs based on exchangeable point processes
A. PROOFS OF THE MAIN THEOREMS
A.1. Proof of Proposition 2. Note that a direct application of the extended Slivnyak-Mecke/Palm theorem (see
e.g. (Moller and Waagepetersen, 2003, Theorem 3.3)) yields, as shown by Veitch and Roy (2015)
E(N (e)α ) =
α2
2
∫
R2+
W (x, y)dxdy + α
∫
R+
W (x, x)dx ∼ α
2
2
∫
R2+
W (x, y)dxdy,
as α tends to infinity. We have also
E
(
N (e)α
2 |M
)
=
1
4
∑
i6=j
∑
k 6=`
1θi≤α1θj≤αW (ϑi, ϑj)1θk≤α1θ`≤αW (ϑk, ϑ`)
+
∑
i 6=j
∑
k
1θi≤α1θj≤αW (ϑi, ϑj)1θk≤αW (ϑk, ϑk) +
∑
i
∑
j
1θi≤α1θj≤αW (ϑi, ϑi)W (ϑj , ϑj).
Using the extended Slinyak-Mecke Theorem
E
(
N (e)α
2
)
=
α4
4
∫
W (x, y)W (z, v)dxdydzdv
+ α3
∫
W (x, y)W (x, v)dxdydv + α3
∫
W (x, y)W (z, z)dxdydz
+ 2α2
∫
W (x, y)W (x, x)dxdy +
α2
2
∫
W (x, y)2dxdy
+ α2
∫
W (x, x)W (y, y)dxdy + α
∫
W (x, x)dx
= E(N (e)α )
2 +O(α3).
Hence var(N (e)α ) = O(α3) and var(N
(e)
α )/E(N
(e)
α )2 = O(α−1). We conclude using Lemma B.1.
A.2. Proof of Theorem 3. The expression for the expectation of the number of nodes has been given by Veitch
and Roy (2015), but for completeness, we give a proof here.
E(Nα) = E{E(Nα|M)} = E
∑
i
1θi≤αpr
∑
j
1θj≤α1Ui,j≤W (ϑi,ϑj) ≥ 1 |M


= E
∑
i
1θi≤α
1−∏
j
{1−W (ϑi, ϑj)}1θj≤α
 = E [∑
i
1θi≤α
{
1− e−M(gα,ϑi )
}]
where
gα,x(θ, ϑ) = − log{1−W (x, ϑ)}1θ≤α
and M(f) =
∫
R2+
f(θ, ϑ)M(dθ, dϑ) =
∑
j f(θj , ϑj). Using the Palm formula, we obtain
E(Nα) =
∫
R2+
E
{(
1− e−M(gα,ϑ)−gα,ϑ(θ,ϑ)
)}
1θ≤αdθdϑ
= α
∫
R+
[
1− {1−W (ϑ, ϑ)}E
{
e−M(gα,ϑ)
}]
dϑ.
By Campbell’s theorem,
E
{
e−M(gα,x)
}
= e
− ∫R2
+
{1−e−gα,x(θ,ϑ)}dθdϑ
= e
−α ∫R+ W (x,ϑ)dϑ = e−αµ(x).
Hence we obtain for the expectation
E(Nα) = α
∫
R+
[1− {1−W (x, x)}e−αµ(x)]dx = α
∫
R+
{1− e−αµ(x)}dx+ α
∫
R+
W (x, x)e−αµ(x)dx.
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By dominated convergence, we have α
∫
R+ W (x, x)e
−αµ(x)dx = o(α). We have, using Lemma B.2, for σ ∈
[0, 1), as α goes to infinity ∫
R+
(1− e−αµ(x))dx ∼ ασ`(α)Γ(1− σ),
and for σ = 1 ∫
R+
{1− e−αµ(x)}dx ∼ α`1(α).
It follows that, as α goes to infinity
E(Nα) ∼
{
ασ+1`(α)Γ(1− σ) if σ ∈ [0, 1)
α2`1(α) if σ = 1
.
For the expected number of nodes of degree j, we have
E(Nα,j) = E{E(Nα,j |M)} = E
{∑
i
1θi≤αpr
(∑
k
1θk≤α1Ui,k≤W (ϑi,ϑk) = j |M
)}
= E
∑
i
1θi≤α
1
j!
∑
i1 6=i2 6=...6=ij
{
j∏
`=1
W (ϑi, ϑi`)1θi`≤α
}
e
−∑k 6=i1,...,ij gα,ϑi (θk,ϑk)

= E
∑
i
1θi≤α
1
j!
∑
i1 6=i2 6=...6=ij 6=i
{
j∏
`=1
W (ϑi, ϑi`)1θi`≤α
}
e
−∑k 6=i1,...,ij ,i gα,ϑi (θk,ϑk)−gα,ϑi (θi,ϑi)

+ E
∑
i
1θi≤αW (ϑi, ϑi)
1
j − 1!
∑
i1 6=i2 6=... 6=ij−1 6=i
j−1∏
`=1
W (ϑi, ϑi`)1θi`≤αe
−∑k 6=i1,...,ij ,i gα,ϑi (θk,ϑk)

=
αj+1
j!
∫
Rj+1+
e−αµ(ϑ)(1−W (ϑ, ϑ))
j∏
`=1
W (ϑ, ϑ`)dϑdϑ1 . . . dϑj
+
αj
j − 1!
∫
Rj+
e−αµ(ϑ)W (ϑ, ϑ)
j−1∏
`=1
W (ϑ, ϑ`)dϑdϑ1 . . . dϑj−1
=
αj+1
j!
∫
R+
e−αµ(ϑ)µ(ϑ)jdϑ− α
j+1
j!
∫
R+
W (ϑ, ϑ)e−αµ(ϑ)µ(ϑ)jdϑ
+
αj
j − 1!
∫
R+
e−αµ(ϑ)W (ϑ, ϑ)µ(ϑ)j−1dϑ
Using Lemma B.3, we have
−α
j+1
j!
∫
R+
W (ϑ, ϑ)e−αµ(ϑ)µ(ϑ)jdϑ+
αj
j − 1!
∫
R+
e−αµ(ϑ)W (ϑ, ϑ)µ(ϑ)j−1dϑ = o(α)
and using Lemma B.2, we have, for σ ∈ [0, 1)
αj+1
j!
∫
R+
e−αµ(ϑ)µ(ϑ)jdϑ ∼ σΓ(j − σ)
j!
α1+σ`(α)
For σ = 1, we have α2
∫
R+ e
−αµ(ϑ)µ(ϑ)dϑ ∼ α2`1(α) and for j ≥ 2
αj+1
j!
∫
R+
e−αµ(ϑ)µ(ϑ)jdϑ ∼ 1
j(j − 1)α
2`(α).
Thus we finally obtain, for σ ∈ [0, 1)
E(Nα,j) ∼ σΓ(j − σ)
j!
α1+σ`(α),
and for σ = 1,
E(Nα,1) ∼ α2`1(α), E(Nα,j) ∼ α
2
j(j − 1)`(α), j ≥ 2.
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A.3. Proof of Theorem 4.
Proposition A.1. Let Nα be the number of nodes. We have
var(Nα) = E(Nα) + 2α
2
∫
R+
µ(x){1−W (x, x)}e−αµ(x)dx
+ α2
∫
R2+
{1−W (x, y)}{1−W (x, x)}{1−W (y, y)}
{
eαν(x,y) − 1 +W (x, y)
}
e−αµ(x)−αµ(y)dxdy.
Under Assumptions 1 and 2, with σ ∈ [0, 1], we have
var(Nα) = O{α2+2σ−κ}
for some κ > 0.
The proof of Proposition A.1 is deferred to the next section. Nα is a positive, monotone increasing stochastic
process. From Theorem 3, E(Nα) is regularly varying with index 1 + σ and Proposition A.1 implies that
var(Nα) = O{α−κ/2E(Nα)2}
as α tends to∞. Using Lemma B.1, we obtain that Nα ∼ E(Nα) almost surely as α tends to∞.
Proposition A.2. Let Nα,j be the number of nodes of degree j. Then, under Assumptions 1 and 2, with σ ∈ [0, 1],
var(Nα,j) = O{α2σ+2−τ}
for some τ > 0.
The proof of Proposition A.2 is deferred to the next section. Define N˜α,j =
∑
k≥j Nα,k, the number of nodes
of degree at least j. Note that N˜α,j is a positive, monotone increasing stochastic process in α, with N˜α,j =
Nα −
∑j−1
k=1Nα,k. We then have that, using Cauchy-Schwarz and Jensen’s inequalities
E(N˜α,j) = E(Nα)−
j−1∑
k=1
E(Nα,k), var(N˜α,j) ≤ j
{
var(Nα) +
j−1∑
k=1
var(Nα,k)
}
Consider first the case σ ∈ [0, 1). Since Theorem 3 implies, for j ≥ 2
α1+σ`(α) . E(N˜α,j)
as α goes to infinity, using Propositions A.1 and A.2, we obtain
var(N˜α,j) = O{α−τ/2E(N˜α,j)2},
which combined with Lemma B.1 leads to N˜α,j ∼ E(N˜α,j) almost surely as α goes to infinity.
The almost sure results then follow from the fact that, for all j ≥ 2, E(N˜α,j)  E(Nα) if σ ∈ (0, 1),
E(N˜α,j) ∼ E(Nα) if σ = 0 and E(N˜α,j) = o{E(Nα)} if σ = 1.
A.4. Proof of Proposition 8. The proofs of Proposition 2 and Theorems 3 and 4 hold with x replaced by (u, v) ∈
R+ × F , dx = duG(dv) and µ(x) = µη(u)µω(v). We thus need only prove that if η verifies Assumptions 1 and
2 then Lemmas B.2, B.3 and B.4 hold. Recall that µ(x) = µη(u)µω(v), for x = (u, v). Then for all v such that
µω(v) > 0 we apply Lemma B.2 to
g0(t) =
∫ ∞
0
(1− e−tµη(u))du, gr(t) =
∫ ∞
0
µη(u)
re−tµη(u)du, t = αµω(v).
This leads to, for all v such that µω(v) > 0∫ ∞
0
(1− e−αµω(v)µη(u))du = Γ(1− σ)ασ`(α)µω(v)σ `{αµω(v)}
`(α)
{1 + o(1)}
= Γ(1− σ)ασ`(α)µω(v)σ{1 + o(1)}.
To prove that there is convergence in L1(G), note that if µω(v) > 0 and since µω ≤ 1,∫ ∞
0
(1− e−αµω(v)µη(u))du =
∫ ∞
0
µ−1η
{
z
αµω(v)
}
e−zdz ≤
∫ ∞
0
µ−1η
( z
α
)
e−zdz.
Moreover
sup
α≥1
1
ασ`(α)
∫ ∞
0
µ−1η
( z
α
)
e−zdz < +∞,
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thus the Lebesgue dominated convergence Theorem implies∫
F
∫ ∞
0
(1− e−αµω(v)µη(u))duG(dv) ∼ Γ(1− σ)ασ`(α)
∫
F
µω(v)
σG(dv)
when σ < 1 and when σ = 1,∫
F
∫ ∞
0
(1− e−αµω(v)µη(u))duG(dv) ∼ α`1(α)
∫
F
µω(v)G(dv).
The same reasoning is applied to the integrals∫
F
µω(v)
r
∫ ∞
0
µη(u)
re−αµω(v)µη(u))duG(dv).
To verify Lemma B.3, note that
h0(α) =
∫
F
ω(v, v)
∫ ∞
0
η(u, u)(1− e−αµω(v)µη(u))duG(dv),
hr(α) =
∫
F
ω(v, v)µω(v)
r
∫ ∞
0
η(u, u)µη(u)
re−αµω(v)µη(u)duG(dv)
so that the Lebesgue dominated convergence Theorem also leads to
h0(α) ∼
∫
F
ω(v, v)
∫ ∞
0
η(u, u)duG(dv), hr(α) = o(α
−r)
and the control of the integrals
∫
R+×F {tµ(u, v)}e−tµ(u,v)duG(dv) as in Lemma B.4.
B. PROOFS OF SECONDARY PROPOSITIONS
B.1. Proof of Proposition A.1 on var(Nα). Note that
N2α = Nα +
∑
i1 6=i2
1θi1≤α1
∑
j 1θj≤α1Ui1,j≤W (ϑi1 ,ϑj)
≥11θi2≤α1
∑
j 1θj≤α1Ui2,j≤W (ϑi2 ,ϑj)
≥1.
It implies
E(N2α |M)− E(Nα |M)
=
∑
i1 6=i2
1θi1≤α1θi2≤αpr
∑
j
1θj≤α1Ui1,j≤W (ϑi1 ,ϑj) ≥ 1 and
∑
j
1θj≤α1Ui2,j≤W (ϑi2 ,ϑj) ≥ 1

=
∑
i1 6=i2
1θi1≤α1θi2≤α
1− ∞∏
j=1
{1−W (ϑi1 , ϑj)}1θj≤α −
∞∏
j=1
{1−W (ϑi2 , ϑj)}1θj≤α
+{1−W (ϑi1 , ϑi2)}−1
∞∏
j=1
[{1−W (ϑi1 , ϑj)}{1−W (ϑi2 , ϑj)}]1θj≤α

=
∑
i1 6=i2
1θi1≤α1θi2≤α
[
1− e
∑∞
j=1 log{1−W (ϑi1 ,ϑj)}1θj≤α − e
∑∞
j=1 log{1−W (ϑi2 ,ϑj)}1θj≤α
+e
∑∞
j=1 log{1−W (ϑi1 ,ϑj)}1θj≤α+
∑∞
j=1 log{1−W (ϑi2 ,ϑj)}1θj≤α−log{1−W (ϑi1 ,ϑi2 )}
]
=
∑
i1 6=i2
1θi1≤α1θi2≤α
{
1− e−M
(
gα,ϑi1
)
− e−M
(
gα,ϑi2
)
+ e
−M
(
gα,ϑi1
)
−M
(
gα,ϑi2
)
+gα,ϑi1
(θi2 ,ϑi2 )
}
.
Applying the extended Slivnyak-Mecke theorem, we obtain
E(N2α)− E(Nα)
= α2
∫
R2+
E
[
1− {1−W (x, y)}{1−W (x, x)}e−M(gα,x) − {1−W (y, x)}{1−W (y, y)}e−M(gα,y)
+ {1−W (x, y)}{1−W (x, x)}{1−W (y, y)}e−M(gα,x)−M(gα,y)
]
dxdy.
By Campbell’s theorem,
E
{
e−M(gα,x)−M(gα,y)
}
= e−αµ(x)−αµ(y)+αν(x,y).
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It then follows
E(N2α)− E(Nα)
= α2
∫
R2+
[
1− {1−W (x, y)}{1−W (x, x)}e−αµ(x) − {1−W (y, x)}{1−W (y, y)}e−αµ(y)
+{1−W (x, y)}{1−W (x, x)}{1−W (y, y)}e−αµ(x)−αµ(y)+αν(x,y)
]
dxdy
= α2
∫
R2+
[1− {1−W (x, x)}e−αµ(x)][1− {1−W (y, y)}e−αµ(y)]dxdy
+ 2α2
∫
R2+
W (x, y){1−W (x, x)}e−αµ(x)dxdy
− α2
∫
R2+
{1−W (x, y)− e+αν(x,y)}{1−W (x, x)}{1−W (y, y)}{1−W (x, y)}e−αµ(x)−αµ(y)dxdy
= E(Nα)
2 + 2α2
∫
R+
µ(x){1−W (x, x)}e−αµ(x)dx
− α2
∫
R2+
{1−W (x, y)− e+αν(x,y)}{1−W (x, x)}{1−W (y, y)}{1−W (x, y)}e−αµ(x)−αµ(y)dxdy
Hence, using the inequality ex − 1 ≤ xex,
var(Nα) ≤ E(Nα) + 2α2
∫
R+
µ(x)e−αµ(x)dx+ α2
∫
R2+
e−αµ(x)−αµ(y)
{
eαν(x,y) − 1 +W (x, y)
}
dxdy
≤ E(Nα) + 2α2
∫
R+
µ(x)e−αµ(x)dx+ α2
∫
R2+
e−αµ(x)−αµ(y)
{
αν(x, y)eαν(x,y) +W (x, y)
}
dxdy
Now, using Lemma B.2,∫
R2+
W (x, y)e−αµ(x)−αµ(y)dxdy ≤
∫
R+
µ(x)e−αµ(x)dx . ασ−1`(α).
Using ν(x, u) ≤√µ(x)µ(y) ≤ (µ(x) + µ(y))/2, Assumption 2 and Lemma B.4∫
R2+
ν(x, y)e−αµ(x)−αµ(y)+αν(x,y)dxdy ≤
∫
R2+
ν(x, y)e−αµ(x)/2−αµ(y)/2dxdy
.
∫
R+
µ(x)ae−αµ(x)/2dx
∫
R+
µ(y)ae−αµ(y)/2dy = O{α2σ−2a`2(α)}
where a > 1/2 and `2 is a slowly varying function. It follows that there exists κ ∈ (0, 2a− 1) such that
var(Nα) = O(α
2+2σ−κ).
B.2. Proof of proposition A.2 on var(Nα,j). We have,
E(N2α,j |M)− E(Nα,j |M)
=
∑
i1 6=i2
1θi1≤α1θi2≤αpr
{∑
k
1θk≤αZi1k = j and
∑
k
1θk≤αZi2,k = j |M
}
.
=
j∑
j1=0
∑
i1 6=i2
1θi1≤α1θi2≤α
× pr
{∑
k
1θk≤αZi1k = j and
∑
k
1θk≤αZi2,k = j and
∑
k
1θk≤αZi1kZi2k = j − j1 |M
}
=
∑
b∈{0,1}3
j∑
j1=0
∑
i1 6=i2
1θi1≤α1θi2≤α
× pr
{∑
k
1θk≤αZi1k = j and
∑
k
1θk≤αZi2,k = j and
∑
k
1θk≤αZi1kZi2k = j − j1
and Zi1i1 = b11, Zi1i2 = b12, Zi2i2 = b22 |M}
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where b = (b11, b12, b22) ∈ {0, 1}3. Let A1, A2, A12 be disjoint subsets of N\{i1, i2} such that |A12| + b12 =
j − j1, |A1| + |A1,2| + b11 + b12 = |A2| + |A1,2| + b22 + b12 = j respectively corresponding to the indices of
nodes only connected to node i1, only to node i2, or to both nodes (i1, i2). Let A = {i1, i2} ∪A1 ∪A2 ∪A12. We
have
pr
{∑
k
1θk≤αZi1k = j,
∑
k
1θk≤αZi2,k = j,
∑
k
1θk≤αZi1kZi2k = j − j1, (Zi1i1 , Zi1i2 , Zi2i2) = b |M
}
=
∑
A1,A2,A12
1
(j − j1 − b12)!(j1 − b11)!(j1 − b22)!1θi1≤α1θi2≤αW (ϑi1 , ϑi1)
b11W (ϑi2 , ϑi2)
b22W (ϑi1 , ϑi2)
b12
× {1−W (ϑi1 , ϑi1)}1−b11{1−W (ϑi2 , ϑi2)}1−b22{1−W (ϑi1 , ϑi2)}1−b12
×
[ ∏
k∈A1
1θk≤αW (ϑi1 , ϑik){1−W (ϑi2 , ϑik)}
][ ∏
k∈A2
1θk≤α{1−W (ϑi1 , ϑik)}W (ϑi2 , ϑik)
]
[ ∏
k∈A12
1θk≤αW (ϑi1 , ϑik)W (ϑi2 , ϑik)
]
exp
− ∑
k∈N\A
{gα,ϑi1 (θk, ϑk) + gα,ϑi2 (θk, ϑk)}

Using the extended Slivnyak-Mecke theorem,
E(N2α,j)− E(Nα,j)
=
∑
b∈{0,1}3
j∑
j1=0
α2+j+j1−b11−b12−b22
(j − j1 − b12)!(j1 − b11)!(j1 − b22)!1j1≥b111j1≥b221j1≤j−b12
×
∫
R2+
{µ(x)− ν(x, y)}j1−b11{µ(y)− ν(x, y)}j1−b22ν(x, y)j−j1−b12e−αµ(x)−αµ(y)+αν(x,y)
×W (x, x)b11W (y, y)b22W (x, y)b12{1−W (x, x)}1−b11{1−W (y, y)}1−b22{1−W (x, y)}1−b12dxdy
≤
∑
b∈{0,1}3
j∑
j1=0
α2+j+j1−b11−b12−b22
(j − j1 − b12)!(j1 − b11)!(j1 − b22)!1j1≥b111j1≥b221j1≤j−b12
×
∫
R2+
µ(x)j1−b11µ(y)j1−b22ν(x, y)j−j1−b12e−αµ(x)−αµ(y)+αν(x,y)
×W (x, x)b11W (y, y)b22W (x, y)b12{1−W (x, x)}1−b11{1−W (y, y)}1−b22{1−W (x, y)}1−b12dxdy
Let r ≥ 1 j1, j2 ≥ 0, since ν(x, y) ≤
√
µ(x)µ(y), we have, using Assumption 2, that
Ir =
∫
R2
[αµ(x)]j1 [αµ(y)]j2(αν(x, y))re−αµ(x)−αµ(y)+αν(x,y)dxdy
≤ αr
∫
R2+
[αµ(x)]j1 [αµ(y)]j2ν(x, y)re−α{µ(x)+µ(y)}/2dxdy
. αr−2ar
(∫
R+
(αµ(x))j1+are−αµ(x)/2dx
)(∫
R+
(αµ(x))j2+are−αµ(x)/2dx
)
.
Assumption 1 and Lemma B.4 imply that Ir . αr−2ar+2σ`2(α) for all r ≥ 1 and some slowly varying function
`2. It follows
E(N2α,j)− E(Nα,j)
.
∑
b∈{0,1}3
α2+2j−b11−b22−2b12
(j − b12 − b11)!(j − b12 − b22)!1j≥b11+b121j≥b22+b12
×
∫
R2+
µ(x)j−b12−b11µ(y)j−b12−b22e−αµ(x)−αµ(y)+αν(x,y)
×W (x, x)b11W (y, y)b22W (x, y)b12{1−W (x, x)}1−b11{1−W (y, y)}1−b22{1−W (x, y)}1−b12dxdy
+O{α2+2σ+1−2a`2(α)}.
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Let V0 and V1 respectively denote the sum of terms such that b12 = 0 and b12 = 1 in the above sum. Using the
inequality ex ≤ 1 + xex,
V0 =
∑
b11,b22∈{0,1}2
α2+2j−b11−b22
(j − b11)!(j − b22)!
∫
R2+
µ(x)j−b11µ(y)j−b12e−αµ(x)−αµ(y)+αν(x,y)
×W (x, x)b11W (y, y)b22{1−W (x, x)}1−b11{1−W (y, y)}1−b22{1−W (x, y)}dxdy
≤
∑
b11,b22
α2+2j−b11−b22
(j − b11)!(j − b22)!
∫
R2+
µ(x)j−b11µ(y)j−b12e−αµ(x)−αµ(y)
×W (x, x)b11W (y, y)b22{1−W (x, x)}1−b11{1−W (y, y)}1−b22dxdy
+
∑
b11,b22
α3+2j−b11−b22
(j − b11)!(j − b22)!
∫
R2+
µ(x)j−b11µ(y)j−b12ν(x, y)e−αµ(x)−αµ(y)+αν(x,y)dxdy
=
∑
b11,b22
{
α1+j−b11
(j − b11)!
∫
R+
µ(x)j−b11W (x, x)b11{1−W (x, x)}1−b11e−µ(x)dx
}
×
{
α1+j−b22
(j − b22)!
∫
R+
µ(y)j−b22W (y, y)b22{1−W (y, y)}1−b22e−µ(y)dy
}
+O{α2+2σ+1−2a`2(α)}
= E(Nα,j)
2 +O{α2+2σ+1−2a`2(α)}
Similarly,
V1 ≤
∑
b11,b22
α2j−b11−b221j≥1+b111j≥1+b22
(j − 1− b11)!(j − 1− b22)!
∫
R2+
µ(x)j−1−b11µ(y)j−1−b12e−αµ(x)−αµ(y)+αν(x,y)W (x, y)dxdy
≤
∑
b11,b22
α2j−b11−b221j≥1+b111j≥1+b22
(j − 1− b11)!(j − 1− b22)!
∫
R2+
µ(x)j−1−b11µ(y)j−1−b12e−αµ(x)−αµ(y)W (x, y)dxdy
+O{α2+2σ+1−2a`2(α)}
For j1 ≥ 1 and j2 ≥ 1, using Cauchy-Schwarz and Lemma B.4,∫
W (x, y)µ(x)j1µ(y)j2e−αµ(x)−αµ(y)dxdy ≤
∫
R+
µ(x)j1e−αµ(x)
{∫
W (x, y)µ(y)2j2e−2αµ(y)dy
}1/2
µ(x)1/2dx
≤
{∫
µ(x)j1+1/2e−αµ(x)dx
}{∫
µ(y)2j2e−2αµ(y)dy
}1/2
= O
{
α3σ/2−j1−j2−1/2`2(α)3/2
}
and for j1 ≥ 0∫
R2+
µ(x)j1e−αµ(x)−αµ(y)W (x, y)dxdy ≤
∫
R2+
µ(x)j1e−αµ(x)W (x, y)dxdy
=
∫
R+
µ(x)j1+1e−αµ(x)dx = O
{
ασ−j1−1`2(α)
}
It follows that V1 = O{α2+3σ/2−1/2`2(α)3/2}+O{α1+σ`2(α)}+O{α2+2σ+1−2a`2(α)}. Combining the upper
bounds on V0 and V1, we obtain that there exists some τ > 0 such that
var(Nα,j) = O(α
2+2σ−τ )
and this terminates the proof.
B.3. Technical Lemma.
Lemma B.1. Let (Xt)t≥0 be some positive monotone increasing stochastic process with finite first moment
E(Xt) ∈ RVγ where γ ≥ 0. Assume
var(Xt) = O{t−aE(Xt)2}
for some a > 0. Then
Xt
E(Xt)
→ 1 almost surely as t→∞.
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Proof. The proof follows similarly to Gnedin et al. (2007). There exists a > 0, C > 0 and t0 ≥ 0 such that, for all
t > t0,
var(Xt)
E(Xt)2
≤ C
ta
Let tm = m2/a. Using Chebyshev inequality, for tm > t0,
pr
(∣∣∣∣ XtmE (Xtm) − 1
∣∣∣∣ > ε) ≤ var(Xtm)ε2E(Xtm)2
≤ C
ε2tam
≤ C
ε2m2
and by the Borel-Cantelli lemma, XtmE(Xtm ) → 1 a.s. as m→∞. Xt is monotone increasing, hence
Xtm
E(Xtm+1)
≤ Xt
E(Xt)
≤ Xtm+1
E(Xtm)
Using Proposition C.4, tm ∼ tm+1 impliesE(Xtm)/E(Xtm+1)→ 1. By sandwiching,Xt/E(Xt)→ 1 almost
surely as t→∞. 
The following lemma is obtained from Propositions 17, 18 and 19 in Gnedin et al. (2007), using Tauberian
arguments.
Lemma B.2. Let f : R+ → R+ be a positive, right-continuous and monotone decreasing function with
∫∞
0
f(x)dx <
∞ and generalized inverse f−1(x) = inf{y > 0 | f(y) ≤ x} verifying
(17) f−1(x) = x−σ`(1/x)
where σ ∈ [0, 1] and ` is a slowly varying function. Consider
g0(t) =
∫ ∞
0
(1− e−tf(x))dx
and for r = 1, 2, . . .
gr(t) =
∫ ∞
0
e−tf(x)f(x)rdx
Then, for any σ ∈ [0, 1)
g0(t) ∼ Γ(1− σ)tσ`(t) as t→∞
and, for r = 1, 2, . . ., {
gr(t) ∼ tσ−r`(t)σΓ(r − σ) if σ ∈ (0, 1)
gr(t) = o{tσ−r`(t)} if σ = 0
as t→∞. For σ = 1,
g0(t) ∼ t`1(t)
g1(t) ∼ `1(t)
and
gr(t) ∼ t1−r`(t)Γ(r − 1)
for all r ≥ 2 as t→∞, where `1(t) =
∫∞
t
x−1`(x)dx. Note that `(t) = o(`1(t)) hence gr(t) = o{t1−r`1(t)}.
Lemma B.3. Let f : R+ → R+ be a positive function, and W : R2+ → [0, 1] a positive and integrable function
with
∫∞
0
W (x, x)dx <∞. Consider
h0(t) =
∫ ∞
0
W (x, x)(1− e−tf(x))dx
and for r = 1, 2, . . .
hr(t) =
∫ ∞
0
W (x, x)e−tf(x)f(x)rdx
Then
h0(t) ∼
∫ ∞
0
W (x, x)dx
and, for r = 1, 2, . . .,
hr(t) = o(t
−r)
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as t→∞.
Proof. h0(t)→
∫∞
0
W (x, x)dx by dominated convergence. Using Proposition C.5,
th1(t)∫∞
0
W (x, x)dx
→ 0
Proceed by induction for the final result. 
Lemma B.4. Let µ be a non-negative, non-increasing function on R+, with
∫∞
0
µ(x)dx < ∞ and such that its
generalized inverse µ−1 verifies µ−1(x) ∼ x−σ`(1/x) as x → 0 with σ ∈ [0, 1] and ` a slowly varying function.
Then as t→∞ ∫
R+
{tµ(x)}re−tµ(x)dx =
{
O{tσ`(t)} ∀r > σ
O(t) If r = σ = 1.
Proof. Consider first the case σ = r = 1. We have∫ ∞
0
tµ(x)e−tµ(x)dx ≤ t
∫ ∞
0
µ(x)dx.
Consider now r > σ. Let U(y) = µ−1(1/y). U is non-negative, non-decreasing, with U(y) ∼ yσ`(y) as
y →∞. Consider the change of variable x = U(y), one obtains∫ ∞
0
{µ(x)}re−tµ(x)dx =
∫ ∞
0
y−re−t/ydU(y)
We follow part of the proof in (Bingham et al., 1987, p.37). Note that y → y−r exp(−t/y) is monotone
increasing on [0, t/r] and monotone decreasing on [t/r,∞).∫ ∞
0
y−re−t/ydU(y) =
{∫ t/r
0
+
∞∑
n=1
∫ 2nt/r
2n−1t/r
}
y−re−t/ydU(y)
≤ t−re−rrrU(t/r) + t−rrr
∞∑
n=1
2−r(n−1)U (2nt/r)
≤ 2tσ−re−rrr`(t/r) + 2t−rrr
∞∑
n=1
2−r(n−1)(2nt/r)σ` (2nt/r)
≤ 2tσ−re−rrr`(t/r) + 2r+1tσ−rrr−σ
∞∑
n=1
2−n(r−σ)` (2nt/r)
for t large, using the regular variation property of U . Using Potter’s bound (Bingham et al., 1987, Theorem
1.5.6), we have, for any δ > 0 and for t large
`(2nt/r) ≤ 2`(t) max(1, 2nδ/rδ).
Hence, for t large, ∫ ∞
0
y−re−t/ydU(y) . tσ−r`(t)
(
1 +
∞∑
n=1
2−n(r−σ) max(rδ, 2nδ)
)
Taking 0 < δ < r−σ2 , the series in the right handside converges.

C. BACKGROUND ON REGULAR VARIATION AND SOME TECHNICAL LEMMAS ABOUT REGULARLY VARYING
FUNCTIONS
Definition C.1. A measurable function U : R+ → R+ is regularly varying at∞ with index ρ ∈ R if for x > 0,
lim
t→∞
U(tx)
U(t)
= xρ
We note U ∈ RVρ. If ρ = 0, we call U slowly varying.
Proposition C.2. If U ∈ RVρ, then there exists a slowly varying function ` ∈ RV0 such that
(18) U(x) = xρ`(x)
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Definition C.3. The de Bruijn conjugate `# of the slowly varying function `, which always exists, is uniquely
defined up to asymptotic equivalence (Bingham et al., 1987, Theorem 1.5.13) by
`(x)`#{x`(x)} → 1, `#(x)`{x`#(x)} → 1
as x→∞. Then (`#)# ∼ `. For example, (loga x)# ∼ log−a x for a 6= 0 and `#(x) ∼ 1/c if `(x) ∼ c.
Proposition C.4. (Resnick, 1987, Proposition 0.8, Chapter 0) If U ∈ RVρ, ρ ∈ R, and the sequences (an) and
(a′n) satisfy 0 < an →∞, 0 < a′n →∞ and an ∼ ca′n for some 0 < c <∞, then
U(an) ∼ cρU(a′n) as n→∞.
Proposition C.5. Let U : R+ → R+ absolutely continuous with density u. If U ∈ RVρ, ρ ∈ R and u is monotone,
then (Resnick, 1987, Proposition 0.7 p.21)
lim
x→∞
xu(x)
U(x)
= ρ
and if ρ 6= 0, then sign(ρ)u(x) ∈ RVρ−1. Similarly, let G : R+ → R+ absolutely continuous with density g if
G(x) = xρ`(1/x), ρ ∈ R and g monotone, then
lim
x→0
xg(x)
G(x)
= ρ
Proof. For the second part of the proposition: Let G(x) = U(1/x) where U(t) ∈ RVρ, with density g(x) =
−x−2u(1/x). Then limx→0 xg(x)G(x) = limx→0−x
−1u(1/x)
U(1/x) = limt→∞− tu(t)U(t) = ρ. 
