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Abstract—A powerful hybrid FDTD–TDDFT method is used to
study the interaction between classical plasmons of a gold bowtie
nanoantenna and quantum plasmons of graphene nanoflakes
(GNFs) placed in the narrow gap of the nanoantenna. Due
to the hot-spot plasmon of the bowtie nanoantenna, the local-
field intensity in the gap increases significantly, so that the
optical response of the GNF is dramatically enhanced. To study
this interaction between classical and quantum plasmons, we
decompose this multiscale and multiphysics system into two
computational regions, a classical and a quantum one. In the
quantum region, the quantum plasmons of the GNF are studied
using the TDDFT method, whereas the FDTD method is used
to investigate the classical plasmons of the bowtie nanoantenna.
Our analysis shows that in this hybrid system the quantum
plasmon response of a molecular-scale GNF can be enhanced
by more than two orders of magnitude, when the frequencies of
the quantum and classical plasmons are the same. This finding
can be particularly useful for applications to molecular sensors
and quantum optics.
Index Terms—Classical plasmon, quantum plasmon, multi-
physics computation, FDTD, TDDFT.
I. INTRODUCTION
THE interaction of light with metallic nanoparticles hasbeen a central theme in plasmonics [1]–[3] ever since
the beginnings of this discipline. In particular, electromagnetic
waves can induce collective oscillations of free electrons in
metals, giving rise to so-called plasmon modes. In recent
years, plasmons in two-dimensional (2D) materials, such as
graphene, have attracted increasing research interest, primar-
ily because of the new rich physics characterizing these
materials. For instance, since plasmons are confined in a
very small region, the induced optical near-field in these
low-dimensional materials can be enhanced and localized in
extreme-subwavelength regions [3], [4], which can be used,
e. g. to plasmon-enhanced spectroscopy [5] and light con-
centration beyond diffraction limit [6], [7]. Moreover, these
properties are dependent on the material structure and geo-
metrical configuration of the plasmonic system, its size, and
the electromagnetic properties of the surrounding medium [8],
[9], thus they can be readily tuned. As a result, plasmonic
effects have found a plethora of applications, including the
design of highly integrated nanophotonic systems [4], [6],
[10], [11], nanophotonic lasers and amplifiers [7], [12], new
optical metamaterials [13], nanoantennas [5], [14], single-
molecule spectroscopy [15], photovoltaic devices [16], [17],
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surface-enhanced Raman scattering [5], [18], higher-harmonic
light generation [19]–[22], catalytic monitoring of reactant
adsorption [23], sensing of electron charge-transfer events
[24], and biosensing [25], [26].
When the geometrical size of plasmonic nanoparticles is less
than about 10 nm, the description of their optical properties
becomes more challenging because quantum effects begin to
play an important role. At this scale, plasmon resonances
become more sensitive to the quantum nature of the conduction
electrons [9], thus the theoretical predictions of approaches
based entirely on the Maxwell equations are less successful in
describing experimental results [27], [28]. The shortcomings
of the classical theory stem chiefly from neglecting three
quantum effects: i) spill-out of electrons at medium bound-
aries [29], [30], ii) surface-enabled electron-hole pair creation
[31]–[33], and iii) nonlocal effects of electron wavefunction
[34], [35]. These quantum effects can significantly change
the features of plasmon spectra predicted by the classical
theory [36]–[38]. For example, the spill-out effect results in an
inhomogeneous permittivity around the nanoparticle boundary,
a phenomenon responsible for the size-dependent frequency
shift of plasmon resonances [3], [9], [28], [39]. In order to
overcome these shortcomings of the classical theory, a new
research area that combines plasmonics with quantum mechan-
ics, known as quantum plasmonics, has recently emerged [3],
[7], [29], [39].
Theoretical and experimental advances in plasmonics have
been greatly facilitated by the development of efficient numer-
ical methods. In the classical regime, the physical properties
of plasmonic nanostructures can be modeled numerically by
solving the Maxwell equations using specific computational
electromagnetic methods, such as the finite-difference time-
domain (FDTD) method [40]. In these computational methods,
the classical plasmon features are mainly derived from the
specific geometrical configuration of the plasmonic system and
the distribution of the (local) dielectric function. As long as the
size of a plasmonic system is large enough, its electromagnetic
response is very well described by this computational classical
approach. However, if the size of nanoparticles is smaller
than about 10 nm, quantum effects must be included in the
computational description of plasmonic nanostructures. One
such numerical method, widely used in quantum plasmonics,
is the time-dependent density functional theory (TDDFT) [41],
[42]. In particular, it has been used to describe the dynamic
response of plasmonic systems and the corresponding optical
spectra [37], [43]. However, TDDFT calculations are very
time and memory consuming, thus most TDDFT simulations
are limited to small nanoparticles (generally, less than a few
hundreds atoms) [44], [45].
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Driven by the need to describe the physical regime in which
classical and quantum effects play comparable roles, there has
recently been growing interest in developing classical-quantum
hybrid methods that can address this regime. For example, sev-
eral numerical methods that aim to describe strongly-coupled
classical-quantum hybrid systems were proposed [46]–[50]
and used to investigate phenomena such as super-radiance,
Rabi splitting, and nonlinear harmonic generation. However,
in order to optimize the computational costs and simplify the
numerical analysis, some recent works [51]–[53] demonstrated
that in specific situations it is enough to only consider the
direct coupling of the classical system to the quantum one
and neglect the back coupling (the so-called weak-coupling
regime). Here, we should note such decoupled analysis as-
sumption is only applicable in the weak-coupling regime. In
the strong-coupling regime, full-quantum methods or two-
way-coupling classical-quantum simulations should be used.
One such physical system is studied in our paper, namely
we apply an FDTD–TDDFT hybrid numerical method [51] to
study the classical-quantum plasmon interaction in the weak-
coupling regime. In particular, we investigate the interaction
between a classical plasmon of a bowtie nanoantenna and a
quantum plasmon of a graphene nanoflake (GNF) in the weak-
coupling limit. In this multiphysics and multiscale approach,
the classical optical response of the bowtie nanoantenna is
computed using the FDTD method, whereas the quantum
optical properties of the molecular-scale GNF are determined
using the TDDFT. Importantly, we employ the local field
calculated with the FDTD method as excitation field used
in the quantum mechanical calculations, thus bridging the
descriptions of the classical and quantum components of the
hybrid plasmonic nanosystem.
The remainder of this paper is organized as follows. In
Sec. II, we present the multiphysical system investigated in
this study, and the corresponding computational methods are
presented as well. In Sec. III, we first describe the optical prop-
erties of the plasmons of the GNF and bowtie nanoantenna,
respectively, and then the main features of the interaction
between these two types of plasmons is presented. Finally,
the main conclusions are summarized in the last section.
II. MULTIPHYSICAL SYSTEM AND COMPUTATIONAL
METHODS
The physical system used to illustrate the main features
of our numerical method is shown in Fig. 1. It consists of
a gold bowtie nanoantenna placed on a silica substrate and
a molecular-scale GNF located in the narrow gap of the
nanoantenna. The nanoantenna is made of two triangular gold
plates with angle, α, length, L, and thickness, t, the separation
distance between the tips of the gold plates being ∆. By
properly choosing the computational grid, we made sure that
the edges of the two triangular gold plates were flat. In all our
simulations α = 12◦, ∆ = 10 nm, and t = 30 nm, but L will
be varied. Moreover, we assume that the GNF has a triangular
shape, too, with side length, a = 1.23 nm, namely there are
six carbon atoms along each side of the triangle. It should be
noted that triangular GNFs is one of the stable configurations
GNF
Quantum	Plasmonx
y
SiO2
AuL α
Einc
Δ
Fig. 1: Multiphysical system of a classical and quantum hybrid
plasmon model, where the quantum plasmon of a graphene
nanoflake interacts with the classical plasmon of a gold bowtie
nanoantenna via the optical near-field.
in which they exist [54]. The GNF is positioned in such a way
that its symmetry axis coincides with the longitudinal axis of
the nanoantenna.
The bowtie nanoantenna has plasmon resonances associated
with the triangular plates and strongly localized (hot-spot)
plasmons generated in the narrow gap of the nanoantenna.
Given the size of the bowtie nanoantenna, the spectral char-
acteristics of these plasmons can be determined by solving
the Maxwell equations. The physics of the molecular-scale
GNF, on the other hand, must be described using quantum
mechanics based numerical methods. Due to the large size
difference between the two plasmonics systems, there is a very
large mismatch between the computational grids on which
the classical and quantum dynamics are resolved, as well
as the corresponding time scales. Before we describe the
hybrid numerical method that allows one to overcome these
difficulties, we will briefly present the FDTD and TDDFT
methods used in the classical and quantum computations,
respectively.
In order to numerically solve Maxwell’s equations using the
FDTD method [40], one should discretize them on the Yee
grid. As a result of this procedure, one obtains the following
system of iterative equations:
Ed|n+1i,j,k = α1 Ed|ni,j,k + α2
(
∆ld−1H¯d−1
∣∣n+ 12
i,j,k
− ∆ld+1H¯d+1
∣∣n+ 12
i,j,k
− ∆sdJs,d|n+
1
2
i,j,k
) (1)
Hd|n+
1
2
i,j,k = β1 Hd|
n− 12
i,j,k + β2
(
∆ld+1E¯d+1
∣∣n
i,j,k
− ∆ld−1E¯d−1
∣∣n
i,j,k
− ∆sdMs,d|ni,j,k
) (2)
Here, the subscripts i, j, and k indicate the grid points on the
Yee grid, and d = x, y, and z indicates the field component.
The subscript d is used in a circular way, i.e. if d = x, then
d − 1 = z and d + 1 = y. The area of each face of the Yee
grid is calculated as ∆sd = ∆ld−1∆ld+1, where ∆ld is the
length of the corresponding edge. Moreover, the time step is
indicated by an integer n, and the spatial difference operator
is represented by E¯ and H¯ , which are defined as follows:
E¯d±1
∣∣n
i,j,k
= Ed±1|n〈i,j,k〉d∓1+1 − Ed±1|
n
i,j,k (3)
H¯d±1
∣∣n
i,j,k
= Hd±1|n〈i,j,k〉d∓1+1 − Hd±1|
n
i,j,k (4)
Here, the notation < i, j, k >d±1 +1 indicates a shift of
the grid index (i,j,k) with respect to the subscript d± 1. For
instance, when d = x, we have d − 1 = z, thus the notation
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< i, j, k >d−1 +1 =< i, j, k >z +1 = (i, j, k+1). Moreover,
the iteration coefficients in Eqs. (1) and (2) are
α1 = (2ε− σe∆t)/(2ε+ σe∆t) (5)
α2 = 2∆t/[(2ε+ σe∆t)∆s] (6)
β1 = (2µ− σm∆t)/(2µ+ σm∆t) (7)
β2 = 2∆t/[(2µ+ σm∆t)∆s] (8)
where ∆t is the time step, ε is the electric permittivity, µ is
the magnetic permeability, σe is the electric conductivity, σm
is the equivalent magnetic loss.
Based on the formalism described above, an FDTD iteration
is performed by repeating the following three steps until a
preset convergence criterion is satisfied [55]: In Step 1, using
the spatial distribution of the fields H and E at the time steps
n− 12 and n, respectively, one updates the H field at the time
step n+ 12 via Eq. (2). In Step 2, using the spatial distribution of
the fields H and E at the time steps n+ 12 and n, respectively,
one updates the E field at the time step n + 1 via Eq. (1).
Finally, at Step 3, one sets n = n + 1 in Step 1 and repeats
Step 1 through Step 3. At the end of each iteration one verifies
whether the preset convergence criterion is satisfied.
The quantum mechanical calculations are based on the
TDDFT method, which we briefly present in what follows.
One starts from the Schro¨dinger equation,
ih¯
∂
∂t
|Ψ(t)〉 = Hˆ |Ψ(t)〉 , (9)
where Hˆ is the Hamiltonian of the system, |Ψ(t)〉 is the many-
body wavefunction, and h¯ is the reduced Planck constant. In
the general case, the Hamiltonian of the system can be written
as:
Hˆ = Tˆn + Tˆe + Vˆnn + Vˆee + Vˆne + Vˆs, (10)
where Tˆn and Tˆe are the kinetic energy of the nuclei and
electrons, respectively, Vˆnn and Vˆee are the nuclei-nuclei and
electron-electron Coulomb interactions, respectively, Vˆne is the
nuclei-electron potential, and Vˆs is the external potential, e.g.
the interaction potential with an applied external electric field
(for more details, see [41], [42]).
For a general many-body system, the complexity of Eq. (9)
makes it very challenging to solve it directly, especially for
systems with large number of electrons. In order to overcome
this challenge, one usually employs two approximations: i)
One assumes that the properties of atoms are mainly de-
termined by the valence electrons, and ii) the ionic cores
are assumed to be fixed. Moreover, using the Hohenberg-
Kohn [56] and Runge-Grosss [57] theorems, the many-body
wavefunction is expressed as a Slater determinant formed with
single-particle orbitals of a noninteracting system, ψi(r, t),
whose dynamics are determined by the effective Kohn-Sham
Hamiltonian, HˆKS :
ih¯
∂
∂t
ψi(r, t) = HˆKS(r, t)ψi(r, t). (11)
In this formalism, the effective Kohn-Sham Hamiltonian is
expressed as follows:
HˆKS(r, t) =Tˆe(r, t) + VˆH [ρ(r, t)] + Vˆxc[ρ(r, t)]
+ Vˆne(r, t) + Vˆs(r, t), (12)
where the Hartree potential, VˆH [ρ(r, t)], which represents
the classical Coulomb electron-electron interaction and the
exchange-correlation potential, Vˆxc[ρ(r, t)], are functionals
that depend on the electron charge density,
ρ(r, t) =
∑
i
|ψi(r, t)|2 (13)
It should be noted that the exchange-correlation potential
Vxc[ρ(r, t)] is generally unknown, so that in practice several
approximations of various degrees of sophistication are used,
including the local density approximation [58] and the gener-
alized gradient approximation [59].
In summary, a self-consistent TDDFT iteration consists of
four steps. Step 1: The ground-state wavefunction is calculated
using the DFT method and then is used to construct the
initial electron density, ρ(r, tk). Step 2: The Hamiltonian HˆKS
defined by Eq. (12), corresponding to the time step tk, is
constructed using the electron density ρ(r, tk). Step 3: Using
the Hamiltonian HˆKS and Kohn-Sham orbitals ψi calculated
at tk, the orbitals ψi and the electron charge density ρ(r, tk+1)
at the time step tk+1 are calculated using a proper time
propagator [60]. Step 4: test the convergence criterion. If
convergence is reached, the iteration is stopped, otherwise the
iteration is repeated from Step 2.
The two computational methods, FDTD and TDDFT, are
decoupled and can be used independently of each other.
There is, however, a way to use them together when one
aims to describe physical systems that contain both classical
and quantum components. We illustrate this approach on our
plasmonic system. Thus, we use first an FDTD simulation to
determine the optical spectrum of the gold bowtie nanoantenna
and the time dependence of the electric field at the location of
the GNF. Then, in a subsequent simulation, this electric field
is used as excitation field (external potential) in an TDDFT
simulation and the corresponding optical spectra of the GNF
are computed. This hybrid computational approach rigourously
takes into account the influence of the classical plasmon of the
bowtie nanoantenna on the quantum plasmon of the GNF and
the accompanying field enhancement effects, but it does not
incorporate the back-coupling effect of the quantum plasmon
on the classical one. It is expected that this effect is very
small considering the size mismatch between the classical and
quantum objects, which would mean that our method provides
reliable predictions.
In order to validate this key assumption, we have calculated
the absorption spectra of an isolated gold bowtie nanoantenna,
an isolated GNF, and a bowtie-GNF classical system, with
the results of this analysis being presented in Fig. 2. In these
calculations, the length of bowtie antenna was L = 280 nm
and the side length of triangular GNF was 1 nm, whereas
the dielectric constant of the GNF was described by a model
presented in [61]. In order to make the GNF system share
the same resonance frequency as the bowtie antenna system.
The Fermi energy of graphene is chosen as 0.52 eV, relaxation
time of 0.1 ps, and temperature of 300 K. Fig. 2(a) show the
absorption of an isolated GNF, an isolated bowtie antenna, and
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Fig. 2: Classical simulation. (a) Absorption of an isolated
GNF, an isolated bowtie antenna, GNF in a bowtie-GNF
hybrid system, and bowtie in a bowtie-GNF hybrid system.
The absorption in the bowtie nanoantenna corresponds to
the domains shown in the right panels and not the entire
nanoantenna. (b), (c), (d) Field-distributions of an isolated
bowtie nanoantenna, an isolated GNF, and a bowtie-GNF
hybrid system, respectively.
the GNF and bowtie in the bowtie-GNF hybrid system. More-
over, the corresponding field distributions of these systems at
the resonance frequency in Fig. 2(a) are given in Figs. 2(c)-
2(d).
These results clearly validate our premise, namely that the
influence of the GNF on the bowtie nanoantenna is negligible.
Thus, Fig. 2(a) shows that there is practically a complete
overlap between the absorption spectrum of the isolated bowtie
and that of the bowtie in the bowtie-GNF hybrid system,
which proves that the presence of the GNF does not affect
the bowtie nanoantenna. Moreover, the field profiles show
that, at resonance, the electric field created inside the bowtie
nanoantenna gap is up to 1000× larger than the field around
an isolated GNF. In addition, the field profiles in Figs. 2(b) and
2(d) suggest that the fields in the isolated bowtie nanoantenna
and the bowtie-GNF hybrid system are practically identical.
This demonstrates that the scattering field of the GNF is
negligible as compared to the field in the bowtie-GNF system.
III. RESULTS AND DISCUSSION
A. Quantum plasmons of graphene nanoflakes
We considered first the GNFs described in the preceding
section and used the TDDFT method to investigate their op-
tical spectra. More specifically, we used the Octopus-TDDFT
code package [62], and employed the generalized gradient
approximation with the Perdew-Burke-Ernzerhof parametriza-
tion [63]. The GNF is freestanding and it only interacts
with an external time-dependent and spatially constant electric
field. We assumed that the time dependence of the field was
described by a delta-function and it was x-polarized. We have
performed these calculations for an undoped GNF and for
GNFs with charge doping concentrations of 7 % and 15 %.
Here, the charge doping concentration is defined as the ratio
of the number of excess charges to the number of carbon atoms
in the GNF. The computations were performed on a computer
platform containing Intel R© Xeon R© E5-2640v3 CPUs and 4
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Fig. 3: Quantum simulation: Absorption spectra of a graphene
nanoflake calculated for several values of the charge doping
concentration. In inset, the charge distribution determined at
the plasmon resonance frequency.
cores (4 GB RAM per core) were used in a generic simulation.
Each TDDFT simulation required 1.04 GB of memory and was
performed in about 50 hours.
The quantum response of the GNF is quantified by the
dipole strength function,
Sij(ω) = 2ωIm[αij(ω)]/pi (14)
where the polarizability αij(ω) is defined as:
αij(ω) =
1
|Ej |
∫
[pi(t)− pi(0)]e−iωtdt, (15)
where i, j = x, y, z and |Ej | is the amplitude of the jth com-
ponent of the external electric field. Moreover, the dynamical
dipole moment pi(t) is evaluated as:
pi(t) =
∫
ρ(r, t)ridr. (16)
This approach has been used to calculate the absorption
spectrum of the triangular GNF, the corresponding results
being presented in Fig. 3. It can be seen in this figure that
the main resonance peak of the undoped GNF is located
in the ultraviolet region, whereas when the charge doping
concentration is increased to 15 % another resonance peak is
formed in the infra-red region. Moreover, the spectra presented
in Fig. 3 show that the plasmon frequency decreases as the
charge doping concentration increases, whereas the amplitude
of the peaks increases with the increase of the doping concen-
tration. More importantly, new resonance peaks emerge when
the charge doping concentration increases. In order to gain
more physical insights into the nature of these resonances, we
have calculated the distribution of the net charge density at
the resonance frequencies, as compared to that in the ground
state. In the inset of Fig. 3, we plot the corresponding results,
determined for the GNF with 15 % doping concentration. The
blue and red colors correspond to the negative and positive
net charge density, respectively. This net charge distribution
does prove that this resonance peak corresponds to collective
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Fig. 4: (a) Configuration of a gold bowtie nanoantenna and the
locations where the optical near-field is probed. (b) The optical
spectra corresponding to the locations indicated in panel (a).
The insets show the profiles of the amplitude of the electric
field, calculated at the resonances R1, R2, and R3.
electron density oscillations, i.e. it can be viewed as a quantum
plasmon.
B. Classical plasmons of gold bowtie
The second part of our study consists of the calculation
of the optical spectra of the gold bowtie nanoantenna, which
is schematically illustrated in Fig. 4(a). The nanoantenna
is illuminated by a normally incident plane wave with the
frequency ranging from 50 THz to 300 THz and the electric
field is polarized along the x-axis. In order to determine the
optical spectrum of the nanoantenna, we computed the electric
field at certain locations in the gap using the FDTD method
and then Fourier transformed it to the frequency domain. The
computations were performed on a desktop computer with a
quad-core Intel R© Core
TM
i7-4790 CPU with 8 GB RAM per
core. One such simulation required about 110 MB of memory
and was performed in about 42 minutes.
The results of these calculations, determined for a nanoan-
tenna with L = 500 nm, are summarized in Fig. 4(b). For a
better comparison among the spectra, we have normalized the
spectra |E(ω)| to the amplitude of the incident electric field.
The spectra presented in Fig. 4(b) reveal several important
features. First, all spectra possess a series of resonances, the
corresponding resonance frequencies being the same for all
spectra. Second, the amplitude of the optical near-field is
enhanced by more than two orders of magnitude at some
particular resonance frequencies, with the enhancement factor
varying with the probing point.
In order to gain more physical insights into the charac-
teristics of these resonances, we have calculated the electric
field profiles corresponding to the frequencies of the main
spectral peaks. The resulting plots, shown as insets in Fig. 4(b),
reveal several important findings: the resonance marked with
R1 represents the fundamental plasmon of the entire bowtie
QP
hot‐spot	plasmon
Fig. 5: Dispersion map of the field enhancement spectra of the
gold bowtie nanoantenna, calculated at the probe position “1”
shown in Fig. 4(a).
nanoantenna, the resonance R2 corresponds to a strongly local-
ized plasmon formed in the narrow gap of the nanoantenna (a
so-called hot-spot plasmon), and the resonance R3 represents
the second-order plasmon of the bowtie nanoantenna. Note that
the resonance wavelength of the hot-spot plasmon depends
only on the shape of the plasmonic cavity and dielectric
environment of the plasmonic cavity. Moreover, particularly
relevant to our study is the fact that the hot-spot plasmon is
strongly confined in the gap of the bowtie nanoantenna, which
would lead to a strong field overlap and implicitly enhanced
interaction with the quantum plasmon of a GNF placed in the
gap.
An enhanced interaction between the quantum plasmon of
the GNF and the hot-spot plasmon of the bowtie nanoantenna
is achieved if these two plasmons have the same frequency.
Therefore, in order to reach this strongly enhanced interaction
regime, we optimized the geometric structure of the nanoan-
tenna by varying the length L so that the frequencies of these
two resonances coincide. More specifically, we scanned L
from 100 nm to 1000 nm while keeping constant the values
of all the other simulation parameters. The dispersion map of
the corresponding field enhancement spectra, calculated at the
probe position ”1” in Fig. 4(a), is given in Fig. 5.
The dispersion map of the field enhancement possesses a
series of bands, which correspond to different plasmons of
the system. Of all these bands, two are particularly important
for our study. The first is the plasmon band whose corre-
sponding plasmon frequency does not depend on L. This band
corresponds to the hot-spot plasmon as the frequency of this
plasmon depends only on the electromagnetic environment
around the narrow gap of the bowtie nanoantenna. Moreover,
there is a second plasmon band whose plasmon frequency
varies with L. This band corresponds to the fundamental
plasmon of the nanoantenna. Moreover, the hot-spot plasmon
band and the fundamental plasmon band cross at L = 280 nm,
the corresponding frequency being 159 THz. Importantly, this
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Fig. 6: Spectra of the bowtie nanoantenna with L = 280 nm
(black line) and GNF with a doping concentration of 15 %
(red line). In insets, the profile of the optical near-field of the
hot-spot plasmon and the charge distribution of the quantum
plasmon, calculated at the resonance frequency.
frequency is equal to the frequency of the quantum plasmon of
the GNF with 15 % doping concentration. This means that for
L = 280 nm the quantum plasmon of the GNF, the hot-spot
plasmon, and the fundamental plasmon of the nanoantenna
have practically the same frequency. We expect, therefore, to
observe an enhanced interaction among these plasmons for this
configuration of the hybrid plasmonic system.
C. Interaction between classical and quantum plasmons
The interaction between the classical and quantum plas-
mons can be characterized quantitatively by analyzing the
combined hybrid plasmonic system. In order to illustrate the
fact that the two types of plasmons have the same frequency
when L = 280 nm, we present in Fig. 6 the corresponding
spectrum of the bowtie nanoantenna and the spectrum of the
GNF corresponding to a doping concentration of 15 %. These
spectra clearly show that the two plasmon resonances are
located at the same frequency of 159 THz. In addition, the
profile of the optical near-field of the hot-spot plasmon and
the charge distribution of the quantum plasmon, calculated at
the resonance frequency, further support the plasmonic nature
of these resonances. Importantly, the spectrum of the bowtie
nanoantenna suggests that at the resonance frequency the field
amplitude in the gap of the nanoantenna can be enhanced by
more than two orders of magnitude.
In order to assess the influence of this remarkable field
enhancement effect induced by the hot-spot plasmon resonance
of bowtie nanoantenna on the quantum plasmon of the GNF,
we place such a GNF at the center of the gap of the optimized
bowtie nanoantenna, as illustrated in Fig. 7(a). Then, using the
hybrid FDTD–TDDFT method, we determined the spectrum
of the GNF. As discussed, this is performed in two steps.
First, we run an FDTD computation to determine the time-
dependent electric field at the location of the GNF under a
pulsed plane wave excitation whose frequency ranges from
100 THz to 300 THz. Then, in the second step, we used
this field as external excitation of the GNF in an TDDFT
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Fig. 7: (a), (b) Schematics of a GNF placed in the gap of a gold
bowtie nanoantenna and of an isolated GNF, respectively. (c)
Spectra of the dipole moments |pa| and |pb| corresponding to
the configurations shown in panels Fig.6(a) and 6(b), respec-
tively, and calculated under the same plane wave excitation
conditions. In inset, the spectrum on the enhancement of the
quantum plasmon response defined as the ratio |pa|/|pb|.
simulation. For reference, we also calculated the spectrum of
the GNF without the nanoantenna but under the same pulsed
plane wave excitation conditions, as depicted in Fig. 7(b). The
computations were performed on a computer platform contain-
ing Intel R© Xeon R© E5-2640v3 CPUs and 4 cores (4 GB RAM
per core) were used in a generic simulation. One such FDTD–
TDDFT simulation of the classical-quantum hybrid system
shown in Fig. 7(a) required about 1.16 GB of memory and
wall-clock time of 23.5 days, whereas a TDDFT simulation
of the quantum system presented in Fig. 7(b) required 1.04 GB
of memory and 6.8 days wall-clock time.
The results of this computational analysis are summarized
in Fig. 7. In Figs. 7(a) and 7(b), we present the two system
configurations, whereas in Fig. 7(c) we show the spectra of the
amplitude of the dipole moments, |pa| and |pb|, corresponding
to the two systems. For a better comparison, we plot in the
inset of Fig. 7(c) the ratio |pa|/|pb|, which can be viewed
as the parameter that best quantifies the enhancement of the
quantum plasmon excitation. The two spectra suggest that the
frequency of the quantum plasmon of the GNF is not affected
by the excitation of the hot-spot plasmon, which means that, as
expected, the effects of the quantum plasmon on the classical
one are negligible. More importantly, however, it can be seen
that the response of the quantum plasmon of the GNF can
be enhanced by more than two orders of magnitude upon
interaction with the hot-spot plasmon of a specially designed
gold bowtie nanoantenna.
IV. CONCLUSIONS
In summary, we have applied a hybrid FDTD–TDDFT ap-
proach to study the interaction between classical and quantum
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plasmons of a multiscale and multiphysical system, where
a molecular-scale graphene nanoflake is placed in the gap
of a gold bowtie nanoantenna. The TDDFT simulation of
the graphene nanoflake shows that it possesses a quantum
plasmon in the infrared regime if the graphene is doped with
some excess charges. We also demonstrated that the excitation
of this quantum plasmon can be significantly enhanced if
the graphene nanoflake is placed inside the narrow gap of
a specially designed gold bowtie nanoantenna that possesses
a hot-spot gap plasmon resonance at the same frequency as
that of the quantum plasmon of the graphene nanoflake. In
particular, by combining FDTD simulations of the bowtie
nanoantenna and TDDFT calculations of the optical response
of the graphene nanoflake, we show that in the presence of
the bowtie nanoantenna the quantum plasmon response of the
graphene nanoflake can be enhanced by more than two orders
of magnitude.
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