This paper is devoted to the study of properties of the kernel and the cokernel of singular integral operators with almost periodic coefficients and a Carleman shift. In particular, the dimensions of their kernels and cokernels are obtained. This is done by considering appropriate properties of the related almost periodic elements and, in special, the partial indices of some of their relevant factorizations.
Introduction
The theory of singular integral operators with shifts exhibits strong consequences in a wide range of different areas. This is due to its high importance in the modelling of a large variety of applied problems. In this way, it is not surprising that their Fredholm theory -and, if possible, detailed information about the dimensions of their kernel and cokernel -is highly desirable for the understanding of the solvability of corresponding integral equations characterized by such kind of operators.
In view of this, it is significant to mention that although several characterizations for the Fredholm property are presently known for different classes of singular integral operators with shift (see, for instance, Karapetiants and Samko [17] and Litvinchuk [21] ) not as much defect numbers characterizations are known for the same operators. Here, it is also relevant to notice that singular integral operators with shift are related with classes of boundary value problems in a natural way. For instance, the study of singular integral operators with conjugation may be considered to have begun more than half century ago with the investigation of boundary value problems for analytic functions with conjugation, namely by Markushevich (1946), Vekua (1952) and Boiarskii (1952) . In particular, Vekua's paper [25] is recognized as the first one in which singular integral equations with shift were considered. The classical monographs of F.D. Gakhov [16] , N. Karapetiants and S. Samko [17] , V.G. Kravchenko and G.S. Litvinchuk [20] , G.S. Litvinchuk [21] , S.G. Mikhlin and S. Prössdorf [22] describe the advances in this field of research in a very detailed way. For some more recent work within this scope we would like to refer to [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] 18, 19, 23, 24, 26, 27] . In the present work, we are concerned with singular integral operators of the form (1.1) where the coefficient A is a functional operator of the type A = φ 1 I + φ 2 J , (1.2) with almost periodic elements φ 1 and φ 2 , I denotes the identity operator and J is the reflection operator given by the rule J f (x) = f (x) = f (−x), x ∈ R. Moreover, L 2 (R) stands for the usual Lebesgue space of measurable functions φ on R with
where the integral is understood in the sense of principal value. Since S 2 = I , the operator S generates two complementary projections denominated by Riesz projections and defined by
which are being used in (1.1).
The Hardy space may be now quickly defined by H
In a parallel way to (1.2), we will be also using the auxiliary operator
2 be the operator given in the form of a 2 × 2 matrix by
Then,
is a (pure) singular integral operator. Namely
with 2 × 2 matrix coefficients given by
(1.5) 6) then, it is relevant to observe that B = w Aw.
The identity (1.4) allows us to define the map
for operators (1.1), where the functional operator A is given by (1.2). The relation between A and A is established in (1.4) and (1.5) . The values of Φ are (two by two matrix) singular integral operators without shift and with almost periodic coefficients.
The knowledge about the properties of singular integral operators without shift is much more developed than the one about corresponding operators with shift. Thus, using the map (1.7) (with the operator relation (1.4)), we would like to obtain a factorization of singular integral operator with shift T A,I and then, to derive some of its properties, in particular, the dimensions of its kernel and cokernel. In the present work, this will be done considering φ 1 and φ 2 in the class of almost periodic functions AP by using some of their specific properties (and, consequently, A, B ∈ AP 2×2 ).
In the next section we will present all the necessary background. After that, we will obtain several relations between different special factorizations which will be helpful later on. Section 4 is devoted to the construction of an operator equivalence relation between the initial operator and a new operator which will be simpler to analyse. Moreover, the structure and the "representatives" of this last operator will be described. In the last section, we use the previous material to deduce our final main result where a defect numbers description of the operator in study is finally obtained.
The Besicovitch space, almost periodic matrix functions and their generalized factorization
The smallest closed subalgebra of L ∞ (R) that contains all the functions e λ (λ ∈ R), where e λ (x) = e iλx , x ∈ R, is denoted by AP and called the algebra of almost periodic functions: AP := alg L ∞ (R) {e λ : λ ∈ R}.
An almost periodic polynomial is a function f : R → C which can be represented as a finite sum of the form f = λ f λ e λ , with f λ ∈ C and λ ∈ R. The set of all almost periodic polynomials will be denoted by AP 
, and moreover, AP is a dense subset of B 2 .
The mean value
exists and is finite for every f ∈ B 2 . The set 
B ∞ is the C * -algebra of all essentially bounded and μ-measurable functions on R B and its norm is given by 
The Bohr-Fourier transform F B :
, which sends a function f ∈ 2 (R) with a finite support to the function
can be extended by continuity to all 2 (R). The operator F B is an isometric isomorphism and its inverse acts by the rule
The Fredholm characteristics of a singular integral operator with bounded measurable coefficients in [L
(R)]
N×N can be obtained through certain factorizations of the involved symbols, in particular, the so-called generalized right AP factorization.
Here, P is the projection P :
N ) (with χ + being the characteristic function of R + ).
Special matrix AP factorizations
Let us denote by AP 
where 
Proof. Suppose that the matrix function M (3.1) admits a special factorization in AP
w , and set 4) where the last equality follows from the definition of U , i.e., R −1 w Rw = U −1 ⇔ w Rw = RU −1 .
Thus, we obtain
Suppose now that the matrix function Ψ admits the representation (3.3), with 
Operator equivalence relation between T A,I and a new simpler operator
In this section we will start by analyzing several factorization properties which at the end of the first subsection will help us to find an equivalence relation [1] between T A,I and a new operator -in a sense simpler than the first one. Then, in the second subsection we will look for simple forms of the representatives associated to the last mentioned operator. 
Operator equivalence relation
2×2 . Then the outer factors of the factorization of Ψ satisfy:
where
N×N such that
with det H = −1. Moreover,
then H is a lower triangular matrix of the form
where ε ∈ {−1, 1} and p is an entire function such that 
where (H ± ) jk ( j, k ∈ {1, 2}) is the jk entry of H ± .
If λ j λ k , then the element in the left-hand side of (4.6) is in the class B 
Therefore, c jk = c jk e i(λ j −λ k )x . Thus, if λ j > λ k , we obtain that c jk = 0 and in the case λ j = λ k , we conclude that c jk are constants. We have proved that
Assume now that λ j < λ k . We will rewrite equality (4.6) in the following way 
Additionally, from (4.9), we obtain that
Thus, (4.1) holds true. 
and (4.2) is verified.
From the above relation, we conclude that if λ 1 = λ 2 then H is a constant non-singular matrix such that H = H −1 (recall that the constants c jk obviously satisfy c jk = c jk ). In the case λ 1 > λ 2 , we have that To draw the other conclusions in the proposition we now use the fact that the shift operator J has one fixed point
From (4.1), we have H = Ψ + wΨ − and it follows that 
where:
2×2 is given by X − = Ψ − F −1 , and with F chosen as follows: 
where the matrix H is defined in Proposition 4.
To proceed, we consider two cases, depending on whether the partial indices of Ψ are equal or not.
(i) If λ 1 = λ 2 , then according to Proposition 4, H is a constant matrix such that H = H −1 . Thus, we have
Since det H = −1, the matrices w and H are similar. Therefore, there exists a constant non-singular matrix F such that
iλ 1 x I , we have
(ii) If λ 1 > λ 2 , then from Proposition 4, we know that H is a lower triangular matrix function of the form (4.3). Introducing the matrix functions
and using the property (4.4) of the function p, we obtain that We have just collected results which permit us to achieve the desired equivalence operator relation for the singular integral operator T A,I . Proof. Let S A,B = Φ(T A,I ) with B = w A w and set M = diag{A, B}. Suppose that the matrix function Ψ admits a generalized right AP factorization. Then, from Proposition 6, M admits a special factorization
Since the product of a singular integral operator with equal coefficients by an arbitrary singular integral operator is again a singular integral operator and the product of an arbitrary singular integral operator by a singular integral operator of the
2×2 is again a singular integral operator, it follows that S A,B admits the factorization
where each operator on the right-hand side belongs to the image of the map Φ, and moreover, the outer operators are invertible. Consequently, setting
we have (4.12) where the outer operators on the right-hand side are invertible. 2
On the structure of the representatives
We know already from Theorem 7 that if the matrix Ψ = B −1 A admits a generalized right AP factorization then T A,I is equivalent to an operator T A 0 ,B 0 such that
for R a representative of D w , with D w given in Theorem 5. In view of this, our present goal is to obtain a simpler representative which depends on the parameters ε, λ 1 and λ 2 . 
Lemma 8. Let D be a diagonal matrix function such that
D w = Dw ∈ AP 2×2 w with representative R. Then R 0 = R diag e −i λ 2 2 x , e −i λ 1 2 x is a representative of D 0 w = D 0 w with D 0 = diag{e −iλ 1 x , e −iλ 2 x }D, for λ 1 , λ 2 ∈ R.w R 0 −1 wR 0 = w diag e −i λ 2 2 x , e −i λ 1 2 x R −1 wR diag e −i λ 2 2 x , e −i λ 1 2 x = w diag e −i λ 2 2 x , e −i λ 1 2 x wDw diag e −i λ 2 2 x , e −i λ 1 2 x = w diag e −iλ 2 x , e −iλ 1 x wDw = diag e −iλ 1 x , e −iλ 2 x Dw = D 0 w = D 0 w . Thus, R 0 is a representative of D 0 w , with D 0 = diag{e −iλ 1 x , e −
The defect numbers of T A,I
In this last section, we are now in a position to obtain the defect numbers of T A,I upon the above considered factorizations and operator relations. We recall, from Theorem 7, that the operator T A,I is equivalent to the simpler operator T A 0 ,B 0 such that 
Let us fix some notation. For σ ∈ {−1, 1}, introduce the operator
which is a projection operator in L 2 (R), having P −σ as complementary projection. With this notation, we have
This implies that the operator T A 0 ,B 0 is a direct sum of two corresponding operators:
where I ± are the identity operators on im P and im Q , respectively. Additionally, note that J B 0 J = P −ε g. Hence, (for some λ ∈ R) and define the operator 
Since φ + = J φ − , we conclude that, in this case, dim ker V σ ,h = ∞.
Now we turn to the analysis of the properties associated with the image of V σ ,h . For this purpose, consider the adjoint operator V * σ ,h , which can be viewed as an operator from im P σ into L 2 (R). Since P * = P , J * = J and P * σ = P σ , it follows that
Suppose that ψ ∈ ker V * σ ,h , i.e., ψ ∈ im P σ ∩ AP and P hψ = 0. Then the function Ψ − = hψ ∈ im Q , in particular Ψ − ∈ AP − .
Since ψ ∈ im P σ , we have that σ ψ = ψ . Taking into account (5.2), it follows that h = e −iλx h. Therefore, we obtain hψ = σ e −iλx h ψ. In the other case, taking into account the direct sum decompositions (5.4), we have dim ker T A 0 ,B 0 = dim ker V ε, f + dim ker V −ε,g , (5.8) codim im T A 0 ,B 0 = codim im V ε, f + codim im V −ε,g , (5.9) where ε is the parameter arising in the characterization obtained in Proposition 4 and f and g are given in (4.14). Addi- 
