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Resumen Se presenta un me´todo para determinar la denominacio´n de
origen de vinos chilenos basado en su concentracio´n de metales. Se em-
plea un repositorio de 77 muestras de vinos y sus correspondientes con-
centraciones de metales. Se aplican dos funciones Kernel junto a clasi-
ﬁcadores basados en Ma´quinas de Soporte Vectorial. Se comparan tres
metaheur´ısticas para encontrar los hiperpara´metros o´ptimos de los clasi-
ﬁcadores. Para entrenarlos se aplica Validacio´n Cruzada Dejando Uno
Fuera. Los resultados se calculan en base al error promedio de las clasi-
ﬁcaciones. Los porcentajes de error se estiman no superiores al 15 %,
destacando la combinacio´n de Recocido Simulado y Kernel Lineal como
la ma´s o´ptima.
Palabras Claves: Denominacio´n de Origen, Concentracio´n de Metales, Ma´quinas de
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1 Introduccio´n
En la investigacio´n cient´ıﬁca se ha aplicado la clasiﬁcacio´n de datos para solucionar
problemas, adquirir conocimientos y automatizar procesos, logrando resultados cada
vez ma´s precisos. Un campo de estudio que ha ganado auge es la industria del vino,
dada su importancia como bien econo´mico, clasiﬁca´ndose a trave´s de su semilla [1],
color [2, 3] y presencia de qu´ımicos [4]. Adema´s, se establecen experimentos para de-
terminar su denominacio´n de origen tanto en Latinoame´rica [5] como en el mundo
[6], [7], [8]. En este contexto surgen las Ma´quinas de Soporte Vectorial (SVM) para
clasiﬁcar datos complejos, unie´ndose a otras te´cnicas para mejorar sus resultados ([9]),
aunque requieren conﬁgurar sus datos de entrada e hiperpara´metros. Para obtener val-
ores o´ptimos se han revisado las te´cnicas aplicadas [10], mejorado las existentes [11]
y aplicado ideas nuevas [12], [13], destacando a las metaheur´ısticas, que registran un
espacio de bu´squeda en un tiempo razonable y hallan buenas soluciones [14–20].
En este paper se desarrolla una comparativa de tres metaheur´ısticas para deﬁnir hiper-
para´metros o´ptimos aplicados en clasiﬁcadores basados en SVM y determinar la de-
nominacio´n de origen de vinos chilenos segu´n sus ı´ndices de concentracio´n de metales.
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Responder a esta interrogante causar´ıa un impacto en la industria del vino chileno, su
elaboracio´n, transacciones comerciales y aumentando su calidad y prestigio.
2 Materiales y Me´todos
2.1 Descriptores para la denominacio´n de origen
El repositorio de datos consiste en caracter´ısticas para 77 muestras de vinos chilenos
que incluye los niveles de concentracio´n de Sodio, Potasio, Magnesio, Calcio, Hierro y
Zinc.
2.2 Estructura del clasiﬁcador
Los experimentos emplean 77 SVM de salida binaria para cada denominacio´n de origen.
Para optimizar los hiperpara´metros, e´stas se ejecutan bajo Kernel Lineal y Funcio´n de
Base Radial (RBF). Esto se repite para cada metaheur´ıstica, siendo ejecutado seis
veces. Como espacio de bu´squeda se tiene una grilla de valores entre [−5, 5].
Fig. 1. Estructura del clasiﬁcador para cada caracter´ıstica y en forma general.
2.3 Entrenamiento de SVM y obtencio´n de los resultados
Existen 539 conjuntos de entrenamiento para cada experimento. Las clases asignadas
a los datos son (1) para la denominacio´n de origen de un vino y (−1) para el resto.
Se aplica Validacio´n Cruzada Dejando Uno Fuera (LOOCV). Para cada iteracio´n se
genera un error que es el promedio de los errores particulares. El Error General se
obtiene al detectar la iteracio´n que ha generado el mı´nimo error promedio. Las salidas
se calculan en base al Porcentaje de Error en la clasiﬁcacio´n en vez del Porcentaje de
Acierto.
2.4 Mediciones y experimentaciones realizadas
Se llevan a cabo seis experimentos: uso de Recocido Simulado con Kernel Lineal y
RBF; uso de Algoritmos Gene´ticos con Kernel Lineal y RBF; uso de Optimizacio´n por
Enjambre de Part´ıculas con Kernel Lineal y RBF.
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3 Resultados
Con Recocido Simulado y Kernel Lineal los porcentajes de error no superan el 10
%, llegando al 9.46 %; en RBF los niveles de error superan el 12 %. Con Algoritmos
Gene´ticos y Kernel Lineal oscilan alrededor del 11 % de error y un experimento llega al 9
%; en RBF se observan niveles que llegan al 15 % de error promedio. Con Optimizacio´n
por Enjambre de Part´ıculas y Kernel Lineal se aprecian valores similares, entre [10.5, 12]
%; en RBF el error promedio es el mismo para todos los experimentos, un 12.06 %.
Tabla 1. Errores promedio obtenidos tras los experimentos de optimizacio´n y clasiﬁ-
cacio´n realizados.
SA-SVM GA-SVM PSO-SVM
Kernel Lineal RBF Kernel Lineal RBF Kernel Lineal RBF
0.102 0.1205 0.0909 0.128 0.1076 0.1206
0.102 0.1206 0.1095 0.1169 0.1206 0.1206
0.0965 0.1187 0.1113 0.1169 0.1057 0.1206
0.0946 0.115 0.1484 0.1243 0.1094 0.1206
0.0946 0.115 0.1169 0.1187 0.1206 0.1206
0.1039 0.1224 0.1169 0.1336 0.1169 0.1206
0.1039 0.1206 0.1169 0.1224 0.1169 0.1206
0.102 0.1206 0.1058 0.1206 0.1113 0.1206
0.102 0.1169 0.1076 0.1317 0.1113 0.1206
4 Conclusiones
Se presento´ una comparativa de tres metaheur´ısticas para obtener valores o´ptimos en
la clasiﬁcacio´n de vinos chilenos segu´n su denominacio´n de origen, usando sus ı´ndices
de concentracio´n de metales. Se implementaron 77 SVM de salida binaria aplicadas
en tres metaheur´ısticas, usando tanto Kernel Lineal como RBF. El entrenamiento se
realizo´ mediante LOOCV. Los resultados se obtuvieron en base al error promedio para
cada clasiﬁcacio´n. Estos permiten obervar la eﬁciencia del Recocido Simulado, con
porcentajes oscilando alrededor del 10 % al combinarlo con Kernel Lineal. Los errores
alcanzados por Algoritmos Gene´ticos llegan casi al 15 %, y en Enjambre de Part´ıculas
alrededor del 12 %. Se observa la posible separabilidad lineal de los datos al obtener
mejores resultados empleando Kernel Lineal en los tres algoritmos.
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