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Abstract
Underspeciﬁcation, which is essential for speciﬁcation formalisms, is usually expressed by equiv-
alences, simulations, or logic approaches. We introduce underspeciﬁed transition systems (UTSs)
as general model general model for underspeciﬁcation, where, e.g., transitions point to sets of
states. We argue for the generality of the UTSs by showing that the class of all UTSs is strictly
more expressive than the standard equivalences and simulation approaches, in the sense that more
sets of transition systems can be expressed. Additionally, a characteristic formula in terms of the
µ-calculus is presented for every ﬁnite state UTS. Furthermore, we show that UTSs can ﬁnitely
describe sets of transition systems, whenever they can be described ﬁnitely by the other standard
approaches except for trace-set extension or µ-calculus descriptions.
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1 Introduction
Speciﬁcation languages abstract away from program details and describe pro-
grams on an abstract level. Hence, underspeciﬁcation is an important feature
of speciﬁcation languages. For instance, program are often speciﬁed by pre-
and post conditions, which usually allow diﬀerent possible implementations,
in other words, underspeciﬁcation is used.
Action based systems are typically speciﬁed by temporal logics, like the µ-
calculus [10], or by using more operational approaches, like labeled transition
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systems [9]. In logical approaches, underspeciﬁcation appears naturally, as
usually not the system is speciﬁed in all detail. In labeled transition systems,
on the other hand, equivalence or simulation relations are usually used to
achieve underspeciﬁcation. Unfortunately, approaches based standard equiv-
alence or simulation relations are insuﬃcient to describe relevant underspeci-
ﬁcation appearing in practice, since they can either describe safety or liveness
properties but no combinations of these properties. For example, specifying
that action a must be possible, action b may be possible and no other action is
allowed 1 cannot be done by standard equivalences or simulation approaches 2 .
Therefore, a more expressive operational based formalism is needed in order
to handle more practically relevant underspeciﬁcation. Such formalisms are
also suitable as semantic domains for modeling languages like UML [19,20].
Therefore, we introduce an extended version of labeled transition systems,
called underspeciﬁed transition systems or UTSs for short. They already were
investigated in diﬀerent context under the name of disjunctive modal tran-
sition systems [13] and they are a generalization of Larsen and Thomsen’s
modal transition systems [11,12]. In other words we have must transition
that must be matched by the implementation and we have may transition
that can be matched by the implementation (but it is not necessary to match
them). Furthermore, the implementation may not do more as the must and
may transition allow. Our generalization of this approach is that (must/may)
transitions of a UTS points from a state to a set of combinations of actions and
states. The meaning is that one, but not necessarily all of the action/state
combination (a, s′) of the set of a transition from s has to be matched in the
implementation. This generalization is necessary to model underspeciﬁcation
that appear, for example, in speciﬁcation given by pre- and postconditions
where we know that one action speciﬁed by the pre- and postcondition has to
be possible but not necessarily all of them.
In this paper, we examine the expressive power of the class of all UTSs in
the sense that we compare the sets of transition systems describable by UTSs
using U-bisimulation with the standard equivalence and simulation techniques
and with the µ-calculus. Note that U-bisimulation denotes our exact deﬁnition
that an implementation in terms of transition systems satisfy the speciﬁcation
in terms of UTSs. For reason of simplicity, we do not consider weak versions,
i.e., we do not abstract away from internal execution. In particular, we show
1 For example the implementation that only allow a and the implementation that only
allow a and b satisfy this speciﬁcation.
2 This simple example can be speciﬁed by using two diﬀerent speciﬁcation one for safety and
one for liveness. Nevertheless, if speciﬁcation with a more complicated branching structure
are considered, simulation techniques are not suﬃcient, e.g., bisimulation is diﬀerent from
simulation-equivalence [4].
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Fig. 1. Some Transition Systems
that UTSs are strictly more expressive than transition systems compared by
trace inclusion, trace-set extension, bisimulation or simulation. Moreover, we
show that the UTS can be chosen to be ﬁnite, whenever the transition system
of the trace inclusion, bisimulation or simulations speciﬁcation is ﬁnite. This
is in general not the case for trace-set extension. Furthermore, we show that
every set of transition systems describable by a ﬁnite UTS can be described by
a µ-calculus formula. This is done by deﬁning characteristic formulas for ﬁnite
UTSs. On the other hand, we show that not every set of transition systems
describable by a µ-calculus formula can be described by a ﬁnite UTS.
In outline, the paper is organized as follows: Section 2 introduces transi-
tion systems together with the concepts of trace-inclusion, trace-set extension,
bisimulation, and simulation. Underspeciﬁed transition systems together with
a corresponding notion of bisimulation, called U-bisimulation, are presented
in Section 3. This section also compares UTSs with the concepts presented in
Section 2 wrt. their expressive power. After a short review of the µ-calculus
in Section 4, the characteristic formula of a UTS is given in Section 5, where
we also show that not all µ-calculus formulas can be described by ﬁnite UTSs.
Section 6 concludes the paper, discussing related and future work.
2 Transition Systems
Labeled transition system [9] are deﬁned as follows:
Deﬁnition 2.1 A (labeled) transition system (TS) is a tuple (S,L,−→, s)
where S is the set of states, L the set of labels, −→⊆ S × L × S is the
transition relation, and s ∈ S is the root state.
A TS is ﬁnite if both the set of states and the sets of labels are ﬁnite.
Some transition systems are illustrated in Figure 1. Transition systems are
used for underspeciﬁcation, i.e., they can describe sets of transition systems
via equivalence and simulation relations. Standard representatives of these
approaches are given in the next subsections.
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2.1 Traces
The typical equivalence notion in non-branching systems is trace equivalence:
Deﬁnition 2.2 The set of traces of a transition system T = (S,L,−→, s) is
deﬁned by
Tr(T ) = {(a1, ..., an) ∈ L
 | ∃s0, ..., sn : s0 = s ∧ ∀i < n : si
ai+1
−→ si+1}.
The transition systems T1 and T2 are called trace equivalent if Tr(T1) = Tr(T2).
The transition systems Ta,b and Tdet of Figure 1 are trace equivalent. In
the context of trace semantics, a TS is used for underspeciﬁcation in that it is
meant to describe the set of all TS trace equivalent to it. Speciﬁcation based
on equivalence is not always enough, since it does not allow less (respectively
more) behavior: all traces have to be matched. For example, we cannot specify
that the system has at least trace a or that the system cannot have more traces
as trace a and the empty trace. To gain more ﬂexibility, trace set inclusion
has been considered:
Deﬁnition 2.3 Let Ti = (Si,L,−→i, si) with i ∈ {1, 2} be two TS over the
same set of labels. Then T1 is trace included in T2 (and T2 is trace-set extended
from T1) if Tr(T1) ⊆ Tr(T2).
Now, the set of all TSs that only allow the execution of actions a and b is
obtained by taking all TS that are trace included in Ta,b of Figure 1. On the
other hand, the set of all TS that are trace-set extended from Ta,b are those
TS exhibiting at least all traces generated from actions a and b.
2.2 Bisimulation
Traces as speciﬁcation capture the linear behavior of a system and are too
abstract when the branching structure is of import. The fundamental notion
of equivalence in branching systems is bisimulation [16,21]:
Deﬁnition 2.4 Let Ti = (Si,L,−→i, si) with i ∈ {1, 2} be two TS over the
same set of labels. A bisimulation between T1 and T2 is a relation R˜ ⊆ S1×S2
such that (s1, s2) ∈ R˜, and for all pairs (s1, s2) ∈ R˜ and labels a ∈ L we have
• if s1
a
−→ s′1, then s2
a
−→ s′2 and (s
′
1, s
′
2) ∈ R˜ for some s
′
2, and conversely,
• if s2
a
−→ s′2, then s1
a
−→ s′1 and (s
′
1, s
′
2) ∈ R˜ for some s
′
1.
Two transition systems are called bisimilar or bisimulation equivalent, if there
exists a bisimulation relating them.
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A TS is used for speciﬁcation in the sense that it describes the set of all
TS that are bisimilar to it. The standard technique in branching systems to
allow less (respectively more) behavior is simulation:
2.3 Simulation
Bisimulation can be seen as a symmetric variant of the notion of simulation,
which was introduced in [15]:
Deﬁnition 2.5 Let Ti = (Si,L,−→i, si) with i ∈ {1, 2} be two TS over the
same set of labels. A simulation from T1 to T2 is a relation R̂ ⊆ S1 × S2 such
that (s1, s2) ∈ R̂, and for all pairs (s1, s2) ∈ R̂ and labels a ∈ L we have
if s1
a
−→ s′1, then s2
a
−→ s′2 and (s
′
1, s
′
2) ∈ R̂, for some s
′
2 .
T2 liveness-simulates T1 (and T1 safety-simulates T2) if there exists a simula-
tion from T1 to T2, relating their root states.
For example, the set of all TSs that safety-simulate Tdet of Figure 1 are
those TSs that and after an a-action, and not both a and b are possible. In
particular, Ta,b of Figure 1 is not included. Note that transitions system in
simulation relation with Tdet must have exactly a and b as set of labels. The
set of all TS that liveness-simulates Ta,b are those TSs where at every reachable
state both actions a and b are possible, e.g., Tdet is not included.
Relating systems by simulation for underspeciﬁcation is still too coarse,
since all behavior of the speciﬁcation can be neglected when the safety-simulation
is used, respectively arbitrary behavior can be added in the case of liveness-
simulation. In other words, only safety or liveness properties can be speciﬁed
but no combinations of them. 3 In particular the following example cannot be
speciﬁed using simulations.
Example 2.6 Consider the set of all TS where at the beginning action a has
to be possible, action b is allowed but no further actions are allowed at the
beginning.
That the set of TS described by this example cannot be described by trace
inclusion, trace-set extension or simulations can be seen as follows: If trace
inclusion or safety-simulation is used, then no a is necessary. If trace-set
extension or liveness-simulation is used, then also action c is allowed.
3 Using two diﬀerent speciﬁcations for safety and liveness properties will not be suﬃcient if
systems with complicated branching structures are considered, e.g., bisimulation is diﬀerent
from simulation-equivalence [4].
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3 Underspeciﬁed Transition Systems
To handle situations of underspeciﬁcation as given in Example 2.6, one can
use transition systems with two diﬀerent kinds of transitions. One to denote
the steps mandatory for the implementation, called must transitions, and a
second transition relation to indicate steps which may occur, but that are
not necessary for the implementation, called may transitions. Such transition
systems are called modal transition systems [11]. Modal transition systems,
however, are not suﬃcient to model all behaviors that appear in practice:
Consider, for example, a system required to send a value v, denoted by the
action send(v). If this value v is speciﬁed by a pre- and postcondition, e.g., it
should be between 4 and 6, then one action of send(4), send(5), or , send(6)},
possibly leading to diﬀerent states, has to be allowed but not necessarily all
of them. This cannot be speciﬁed by the modal transition systems, since if
no must transition exists, then no sending has to be present, but if a must
transition with label send(i) is used, then exactly this action send(i) has to
be present, which does not reﬂect the speciﬁcation.
In order to solve this problem, we generalize transitions from a relation
between states, labels, and states to a relation between states and sets of
combinations of labels and states. This idea is formalized in the following
deﬁnition, where the special element  is contained in the set of combinations
of labels and states iﬀ this transition encodes a may transition.
Deﬁnition 3.1 [UTS] An underspeciﬁed transition system (UTS) is a tuple
(U,L, −→, U), where U is the set of states, L the set of labels, −→ ⊆ U ×(
P((L×U)∪ {}) \ {∅}
)
is the underspeciﬁed transition relation, where P( )
denotes the power set construction and \ denotes the element removal
function, and U ⊆ U is the set of root states.
A transition u −→ M is called must transition, if /∈ M and may transition,
if ∈ M .
A UTS is ﬁnite if its set of states and its set of labels are ﬁnite. A UTS is fully
determined, if it does not have may transitions and if the right-hand side of
every must transition and as well as the set of root states contain exactly one
element.
Underspeciﬁed transition system were also investigated under the name of
disjunctive modal transition systems in [13] and they are further considered
in the context of abstraction techniques in [22,3]. The intuitive meaning of a
UTS is made clear by deﬁning the set of TS that satisfy a UTS. This will be
done in the next subsection, where it is also explained why the empty set is
not allowed in the underspeciﬁed transition relation. A graphical notation of
UTSs is given by dividing the head of an arrow such that the heads pointing
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Fig. 2. Two Underspeciﬁed Transition Systems
to the target states and such that the labels are drawn behind the division
(we use set of labels when the arrows corresponding to these labels pointing
to the same state). Furthermore, the beginning of an arrow is decorated by
the symbol  if the arrow corresponds to a may transition. The UTSs
U (1) =
({
0, 1
}
,L,
{
(0, {(a, 1)}), (0, {(b, 1),}), (1, {}∪ (L × {1}))
}
, 0
)
U (2) =
({
0, 1, 2, 3
}
,L,
{
(0, {(a, 1), (b, 2)}), (1, {(a, 3), (b, 2), (b, 3),})
}
, 0
)
are drawn in Figure 2, where a, b ∈ L.
Proposition 3.2 The class of all fully determined UTSs corresponds to the
class of all TS. Furthermore, the isomorphism ιb is obtained by mapping the
transition system (S,L,−→, s) to (S,L, {(s, {(a, s′)}) | s
a
−→ s′}, {s}).
3.1 Underspeciﬁed Bisimulation
Next we formalize when an implementation given as TSsatisﬁes a speciﬁcation
deﬁned as UTS.
Deﬁnition 3.3 [U-bisimulation] Let T = (S,L,−→, s) be a TS and U =
(U,L, −→, U) be a UTS over the same set of labels. An underspeciﬁed bisim-
ulation or U-bisimulation for short, between T and U is a relation R ⊆ S ×U
such that ∃u ∈ U : (s, u) ∈ R and for all (s, u) ∈ R we have
• s
a
−→ s′ ⇒ ∃M ′ : u −→ M ′ ∧ ∃u′ : (a, u′) ∈ M ′ ∧ (s′, u′) ∈ R, and
• (u −→ M ′∧ /∈ M ′) ⇒ ∃(a, u′) ∈ M ′ : ∃s′ : s
a
−→ s′ ∧ (s′, u′) ∈ R.
T and U are called underspeciﬁed bisimilar (U-bisimilar) if there exists a U-
bisimulation between them.
The ﬁrst equation in the above deﬁnition ensures that every state s′ in the
implementation that can be reached by an execution s
a
−→ s′ has an equivalent
counterpart u′ in the speciﬁcation that is not forbidden to be reached with an
a-action (∃M ′ : u −→ M ′ ∧ ∃u′ : (a, u′) ∈ M ′). On the other hand, for every
must step of the speciﬁcation (u −→ M ′∧ /∈ M ′) there is an element in the
right hand side ((a, u′) ∈ M ′) such that its state has an equivalent counterpart
s′ which can be reached by an a-step (s
a
−→ s′). This makes clear that
underspeciﬁed transitions of form u −→ ∅ are useless, and therefore forbidden,
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Fig. 3. Transition System U-bisimilar to the UTS of Figure 2
since they cannot be matched by any implementation. Note that may steps
of the speciﬁcation do not have to be matched by the implementation, but
can be used to match steps of the implementation. Obviously, transitions of
the form u −→ {} are redundant and can be omitted. Transition systems
that are U-bisimilar to U (2) of Figure 2 are presented in Figure 3. On the
other hand, the transition system that only consists of state 0 and possesses
no transitions is not U-bisimilar to U (2).
Furthermore, the set of all TS described in Example 2.6 is the set of all
TS that are U-bisimilar to T (1) of Figure 2. Note that it would be suﬃcient
to restrict may transitions to singleton sets, i.e., may transitions be elements
of U × L × U . We decided to take the more general approach in order to
simplify the notations (must and may transitions are encoded within the same
relation).
Proposition 3.4 U-bisimilarity is closed under bisimilarity, i.e., if T1 is bisim-
ilar to T2 and T2 is U-bisimilar to U then T1 is U-bisimilar to U .
For each UTS, there always exists a U-bisimilar TS. More precisely, the
transition system obtained by removing all may transitions and by choosing
an element from every must transition yields a U-bisimilar one. Formally:
Proposition 3.5 Let U = (U,L, −→, U) be a UTS and f be a function from
−→ ∩(U × P((L × U))) to L × U with ∀(u,M) ∈ (−→ ∩(U × P((L ×
U)))) : f((u,M)) ∈ M . Then the transition system (U,L, {(u, a, u′) | ∃M :
f((u,M)) = (a, u′)}, u) is U-bisimilar to U whenever u ∈ U .
The following proposition gives the justiﬁcation to call the relation of Def-
inition 3.3 U-bisimulation, even if it is not an equivalence relation.
Proposition 3.6 Let Ti = (Si,L,−→i, si) with i ∈ {1, 2} be two TS. Then T1
is bisimilar to T2 iﬀ T1 is U-bisimilar to ι
b(T2), with ι
b as given in Proposition
3.2.
Weak versions of bisimulation, like weak bisimulation, delay bisimulation,
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η-bisimulation and branching bisimulation (see, e.g., [5]), can be analogously
deﬁned for U-bisimulation.
3.2 UTS versus Simulation
¿From Proposition 3.6, we obtain that every set of transition systems derived
from bisimulation equivalence can also be described by U-bisimulation such
that ﬁniteness of the speciﬁcation is preserved, i.e., the UTS can be chosen
to be ﬁnite whenever the used TS is ﬁnite. Furthermore, simulations can
also be described by U-bisimulation such that ﬁniteness of the speciﬁcation is
preserved, which is stated in the following propositions.
Proposition 3.7 Let Ti = (Si,L,−→i, si) with i ∈ {1, 2} be two TS. Then
T1 safety-simulates T2 iﬀ T1 is U-bisimilar to ι
s(T2), where ι
s is obtained by
mapping the transition system (S,L,−→, s) to (S,L, {(s, {(a, s′),}) | s
a
−→
s′}, {s}).
Proposition 3.8 Let Ti = (Si,L,−→i, si) with i ∈ {1, 2} be two TS. Then
T1 liveness-simulate T2 iﬀ T1 is U-bisimilar to ι
g(T2), where ι
g is obtained
by mapping the transition system (S,L,−→, s) to (S,L, {(s, {(a, s′)}) | s
a
−→
s′} ∪ {(s, {(a, utrue),}) | a ∈ L ∧ s ∈ S ∪ {utrue}}, {s}).
3.3 UTS versus Traces
Trace inclusion can be approximated by safety-simulation (and consequently
by U-bisimulation) such that ﬁniteness of the speciﬁcation is preserved:
Proposition 3.9 Let Ti = (Si,L,−→i, si) with i ∈ {1, 2} be two TS. Then T1
is trace included in T2 iﬀ T1 is U-bisimilar to ι
ts(T2), where ι
ts is obtained by
mapping the transition system (S,L,−→, s) to(
P(S),L,
{
(S˜, {(a, S˜ ′),}) | ∅ = S˜ ′ ∧ S˜ ′ = {s′ | ∃s ∈ S˜ : s
a
−→ s′}
}
, {s}
)
.
Obviously, every set of TSs obtained by trace-set extension can be de-
scribed by UTS, since every set of TSs closed under bisimulation can be de-
scribed by an UTS. This can be done by taking the disjoint union of their
states and their ‘transition’ and take the root state set as the collection of
their roots. But this technique in general yields an inﬁnite UTS. Nevertheless,
is it possible to characterize sets of TSs obtained by trace-set-extension from
ﬁnite TSs by ﬁnite UTSs? The following proposition gives a negative answer
to this question:
Proposition 3.10 The set of all TSs that are trace-set extended from Ta of
Figure 1 cannot be described by a ﬁnite UTS using U-bisimulation.
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¿From these propositions, we obtain that the class of all UTSs with U-
bisimulation is strictly more expressive (in the sense that more sets of transi-
tion systems are describable) than by trace-inclusion, bisimulation, and simu-
lation, since the set of transition systems described in Example 2.6 cannot be
described by these approaches.
4 µ-Calculus
In this section, we represent the well-known µ-calculus [10,2]: Let Varµ be
a set of logical variables. The formulas of the µ-calculus are given by the
following grammar:
φ ::= true | false | X | 〈a〉φ | [a]φ | φ ∧ φ | φ ∨ φ | µX.φ | νX.φ,
where X ∈ Varµ and a ∈ L. The set of all formulas is denoted by F . A
formula is closed, if every occurrence of a variable X occurs inside a formula
of form µX.φ or νX.φ. The semantics of the µ-calculus is given as follows:
Deﬁnition 4.1 Let T = (S,L,−→, s) be a TS. Then the interpretation func-
tion [[ ]]T : F × (Var
µ → P(S)) → P(S) is deﬁned as:
[[false]]ρT = ∅
[[true]]ρT =S
[[X]]ρT = ρ(X)
[[〈a〉φ]]ρT = {s ∈ S | ∃s
′ ∈ [[φ]]ρT : s
a
−→ s′}
[[[a]φ]]ρT = {s ∈ S | ∀s
′ ∈ S : s
a
−→ s′ ⇒ s′ ∈ [[φ]]ρT}
[[φ1 ∧ φ2]]
ρ
T = [[φ1]]
ρ
T ∩ [[φ2]]
ρ
T
[[φ1 ∨ φ2]]
ρ
T = [[φ1]]
ρ
T ∪ [[φ2]]
ρ
T
[[µX.φ]]ρT =
⋂
{M ∈ P(S) | [[φ]]
ρ[X →M ]
T ⊆ M}
[[νX.φ]]ρT =
⋃
{M ∈ P(S) | [[φ]]
ρ[X →M ]
T ⊇ M}
where ρ[X → M ] denotes the function equals ρ except on X where it is equal
to M .
A transition system T = (S,L,−→, s) satisﬁes a closed µ-calculus formula
φ, written as T |= φ, if s ∈ [[φ]]ρT for some ρ.
5 The Characteristic µ-Calculus Formula of a UTS
To illustrate that the µ-calculus is more expressive than UTSs, we deﬁne char-
acteristic µ-calculus formulas for UTSs:
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Deﬁnition 5.1 Let U = (U,L, −→, U) be a ﬁnite UTS. The transformation
function ΥU : P(U)× U → F (where we assume that U ⊂ Var
µ) is given by
ΥU(V, u) = u if u ∈ V
ΥU(V, u) = νu.
⎛
⎝ ∧
M :u −→M∧/∈M
⎛
⎝ ∨
(a,u′)∈M
〈a〉ΥU(V ∪ {u}, u
′)
⎞
⎠∧
∧
a∈L
[a]
⎛
⎝ ∨
u′:∃M :u −→(M∪(a,u′))
ΥU(V ∪ {u}, u
′)
⎞
⎠
⎞
⎠ if u /∈ V
The characteristic formula of U is given by φU =
∨
u∈U ΥU(∅, u).
The characteristic formula is well-deﬁned, since |U | < ∞ and |L| < ∞. It
is also easily seen that the characteristic formula is closed. The characteristic
formula of T (1) of Figure 2 is:
νX0.
(
〈a〉φ
(1)
1
)
∧
(
[a]φ
(1)
1
)
∧
(
[b]φ
(1)
1
)
∧
∧
c∈L\{a,b}
[c]false,
which is equivalent to 〈a〉true∧
∧
c∈L\{a,b} [c]false, and where state i is denoted
by Xi and φ
(1)
1 = νX1.
∧
c∈L [c]X1). The characteristic formula of T
(2) of Figure
2 is
νX0.
((
(〈a〉φ
(2)
1 ) ∨ (〈b〉φ
(2)
2 )
)
∧ ([a]φ
(2)
1 ) ∧ ([b]φ
(2)
2 ) ∧
∧
c∈L\{a,b}
[c]false
)
with
φ
(2)
1 = νX1.
(
([a]φ
(2)
3 ) ∧ ([b](φ
(2)
3 ∨ φ
(2)
2 )) ∧
∧
c∈L\{a,b}
false
)
φ
(2)
2 = νX2.
∧
c∈L
[c]false φ
(2)
3 = νX3.
∧
c∈L
[c]false.
Theorem 5.2 For all transition systems T = (S,L,−→, s) and for all ﬁnite
underspeciﬁed transition systems U = (U,L, −→, U) we have
T is U-bisimilar to U iﬀ T |= φU
Note that not all sets of TSs describable by inﬁnite UTSs can be described
by a µ-calculus formula. This follows immediately from the fact that a set of
bisimilar TSs that do not have a ﬁnite representation cannot be characterized
by a µ-calculus formula, as shown in [18]. Furthermore, the µ-calculus can
describe sets of TSs that cannot be described by ﬁnite UTSs:
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Proposition 5.3 The set of all TSs that satisfy the µ-calculus formula
φ̂ = µX.
(
(〈a〉X) ∨ (〈b〉true)
)
cannot be described by a ﬁnite UTS using U-bisimulation.
6 Conclusion and Related Work
We examined the expressive power of UTSs with respect to the set of tran-
sition system describable by them. We showed that they are strictly more
expressive than speciﬁcations based on trace inclusion, bisimulation, and sim-
ulation. Therefore, UTSs yield a nice speciﬁcation formalism, since it allows
standard underspeciﬁcation techniques in a single setting and allow even more
detailed speciﬁcations. Furthermore, we showed that there are sets of TSs ob-
tained from a ﬁnite transition system using trace-set extension that can only
be described by inﬁnite UTSs. We presented characteristic µ-calculus formu-
las for UTS s and showed that not all µ-calculus formulas can be represented
by ﬁnite UTSs. We do not consider UTSs with propositions, but they can be
straightforwardly extended to deal with them.
In Section 3, we already discussed the modal transition systems of [11]. A
process algebra that deals with underspeciﬁcation is introduced in [25] (see
also [14]). Their process algebra has, in particular, an alternative operator,
where exactly one of its argument has to be implemented. This is contrary to
our approach where we also allow that more than one alternative is provided
by the implementation. Another form of underspeciﬁcation is the usage of
orders on actions [24], where the implementation may have a better action as
the recommended one. Our approach is more ﬂexible, since it can use diﬀerent
orders at every state.
By Hennessy and Milner [7], bisimilarity of (image-ﬁnite) processes can be
characterized by sets of µ-calculus formulas that does not contain recursion.
The characterization of bisimilarity for ﬁnite CCS processes [17] by a single
formula was investigated in [6]. This was generalized in [23] to a construction
of a characteristic formula for ﬁnite-state processes. The direct derivation of
characteristic formulas from classic greatest ﬁxpoint characterization of bisim-
ulation is presented in [18].
Future work is to examine weak versions of U-bisimulation. Another future
direction is to investigate a modiﬁed version of UTSs where the transitions
are interpreted such that exactly one instead of at least one element of the
right hand side of the transitions must (respectively may) be used for the
implementation. Further investigation of algebraic formalisms like process
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algebras [17,8], that can handle underspeciﬁcation, is also of interest. In our
opinion, the class of all UTSs yields an appropriate semantical language for
such kinds of formalisms.
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