Abstract: This study examines the factors affecting word recognition in a language with a consistent system to map letters into sounds; Spanish. The influence of semantics on the recognition of words in languages with inconsistent mappings, such as English, is well documented. Not much is known for other languages. A lexical decision task and two category verification tasks with varying levels of semantic complexity were used. In contrast to English, none of the semantic variables entered into the analyses had a significant impact on lexical decision latencies or errors. Imageability showed an influence on responses to both category verification tasks while the effect of connectivity was marginally significant in the category verification task with the greatest semantic complexity. Results indicate that word recognition decisions can be made without the involvement of central components of the semantic system. The role of semantics in word recognition in languages with consistent spelling systems will be discussed.
processing increases when the non-words look like words in the lexical decision environment. James (1975) , for example, found a concreteness effect for low frequency words but only when pronounceable non-words were interspersed with the words in the lexical decision task. However, differences in the concrete-abstract dimension did not affect decision times when unpronounceable non-words were used. This was taken as an indication that the semantic system is consulted before reaching a decision when words and non-words are very similar but not when they are dissimilar.
The majority of subsequent studies using the lexical decision task have been conducted under this general assumption; the task is semantically resolved if the non-words look and sound sufficiently like words (Azuma & Van Orden, 1997; Borowsky & Masson, 1996; Bourassa & Besner, 1998; Forster & Hector, 2002; Morita & Tamaoka, 2002; Plaut & Booth, 2000) . However, as seen in James ' (1975) seminal study, imageability only affected the recognition of low frequency words, indicating that the influence of this semantic variable might also depend on key characteristics of the words.
Other studies have shown that consistency, a phonological characteristic of words, also modulates the speed of response in lexical decision tasks (Lacruz & Folk, 2004; Stone, Vanhoy, & Van Orden, 1997) . Consistent words or those whose body has a single pronunciation across the language (e.g., 'late' is consistent, as its ending, '-ate', holds the same pronunciation in all other words with the same ending as in, plate, bate, cate, date, etc.) , are recognised more rapidly than inconsistent words (e.g., vase, case, base ). However, very few studies have investigated the combined influence of phonology, as shown by consistency effects, and semantics, as revealed by imageability effects, in word identification. This might be due to the general accepted assumption that only meaning can cue the distinction between words and nonwords that highly resemble words such as 'moker', 'durse ', or 'puler'. However, the semantic involvement when making lexical decision might deserve further research. If the presence of an imageability effect is taken as an indication of the involvement of the semantic system in word recognition, the absence of such an effect might imply a lack of involvement of the same system. If this is the case, we need to consider whether the recognition of frequent and/or consistent words is semantically driven. A review of the literature shows that effects of imageability in the lexical decision task have been reported with some consistency (e.g. Balota et al., 2004; Cortese & Khanna, 2007; Morrison & Ellis, 2000) . However, the majority of these studies have employed the regression analysis technique where interactions between imageability, frequency and/or consistency are rarely examined. From a factorial perspective, a number of studies have explored the relationship between frequency and imageability or frequency and some other semantic measure finding larger influences of imageability over low frequency words (Groot, 1989; James, 1975; Kroll & Merves, 1986; Lupker & Pexman, 2010) .
Importantly, as mentioned above few researchers have considered the impact of consistency on the semantic dimension of the lexical decision response. Consistent words are those words that share the same final letters and are pronounced the same (e.g. finger, ginger, linger, singer and winger); while inconsistent words are those that share their letter ending but are pronounced differently (e.g. pear, bear and wear are inconsistent with dear, fear, hear, near, rear, sear and year) . The English language is largely inconsistent or irregular, particularly when one moves away from monosyllabic to bi-syllabic words. This generates significant difficulties when studying factors that affect the recognition of these words; to start with, the researcher has a limited amount of words for selection (i.e. only consistent words) and then an ever growing number of factors to control for (Cutler, 1981; Van Casteren & Davis, 2007) .
The limited vocabulary of consistent words in English (reduced to monosyllabic rhyming words) might explain the scarcity of studies looking at the influence of consistency on the semantic dimension of the lexical decision task. However, from the few studies available consistency seems to have an impact in lexical decision times in the English language (Lacruz & Folk, 2004; Melvin & Balota, 2009; Stone, Vanhoy, & Van Orden, 1997) . The influence of a phonological factor such as consistency in word recognition might not seem a priori, a sensible prediction to make as the task can be completed with exclusive reliance on orthographic and semantic systems. However, the process of learning to recognise printed words is heavily influenced by phonology. Hence, it is conceivable to think that the early intervention of phonology when learning to read remains as a natural mediating process each time a word needs to be identified. A review of the literature offers partial support to this prediction as the influence of consistency in recognition times in English has almost exclusively being explored with monosyllabic words and for that group of words it shows to be limited to low frequency, abstract or late acquired words (Lacurz & Folk, 2004; Melvin & Balota, 2009) .
One way of investigating the relationship between consistency and semantics in word recognition is examining lexical decision performance in languages with consistent mappings between orthography and phonology. Interestingly, two studies published on languages with consistent spelling systems, Spanish and Dutch, have found no effects of imageability on lexical decision times and ERPs (Alija & Cuetos, 2006; Brysbaert, Lange, & Van Wijnendaele, 2000; Cuetos, Barbón, Urrutia, & Dominguez, A., 2009) . These findings are, however, problematic since other studies have shown an effect of imageability in lexical decision times and ERPs in transparent languages such as Spanish (Dominguez, de Vega & Cuetos, 1997; González-Nosti, Barbón, Rodríguez-Ferreiro & Cuetos, 2014; Wilson, Cuetos, Davies, & Burani, 2013) . In addition inferring from a lack of imageability effect that there is no semantic involvement in the recognition of words in transparent languages might seem as an excessive assumption, in particular because imageability is not the only factor that reveals properties of the semantic system.
In addition to imageability, the quality and quantity of semantic information embedded in a word has been measured in a number of other ways such as: counting the number of meanings, the number of senses, the number of features, the number of associates, the ease with which the human body can interact with the words referent, the number of synonyms, etc., and all these measures have been shown to affect one way or another English word recognition times (Grondin, Lupker, & McRae, 2009; Hino & Lupker, 1996; Pecher, 2001; Pexman, Holyk, & Monfils, 2003; Yap, Pexman, Wellsby, Hargreaves, & Huff, 2012) . Balota et al. (2004) in their influential study of word recognition of monosyllabic English words considered, for example, the number of associates, meaningfulness, connectivity and imageability as a set of semantic factors with which to explore the role of meaning in word recognition. All the semantic variables considered influenced lexical decision times in young adults and all but one (i.e. meaningfulness) affected lexical decision times in old adults. English is, however, a highly inconsistent language, a feature that adds an extra difficulty when decoding printed words. The irregular letterto-sound correspondences present in the English language have already been thought to cause a semantic mediation in reading (Shibahara, Zorzi, Hill, Wydell, & Butterworth, 2003; Strain, Patterson, & Seidenberg, 1995) and these irregularities might explain as well some of the differences found in lexical decision responses (e.g. James, 1975) .
The goal of the present study is to provide a detailed examination of the extent to which meaning is consulted when recognising words in a consistent language such as Spanish. The semantic factors considered were those that showed an effect across age groups in Balota et al.'s (2004) study. That is: the number of word associates, connectivity and imageability.
In addition, the degree of semantic implication in word recognition in Spanish was investigated using a lexical decision task and two category verification tasks. The lexical decision task was employed as the 'purest' measure of lexical access (although we are aware that the suitability of the task as reflecting lexical access exclusively has been questioned (see Balota & Chumbley, 1984; Diependaele, Brysbaert, & Neri, 2012) ). The two category verification tasks were selected as varying in the level of semantic information required to complete them; from a mere distinction between proper and common nouns to a more involved discrimination between objects that have hair, skin or feathers and objects that do not.
Assuming that lexical access in languages with consistent mappings can take place without a core intervention of the semantic system we did not expect to see influences of imageability, the number of associates or connectivity in the lexical decision task. However, we might be able to observe an influence in lexical decision of factors that are likely to lie halfway between the lexical and the semantic system such as familiarity and age of acquisition. As an indication of this, Alija and Cuetos (2006) and found effects of age of acquisition in the lexical decision responses made in Spanish and Dutch. Age of acquisition is a factor highly related to semantic information. The high correlations observed between age of acquisition and imageability, among other findings, led Brysbaert and his group to propose that age of acquisition is a property of the semantic system (Brysbaert & Ghyselink, 2006; Brysbaert, Van Wijnendaele, & De Deyne, 2000) . A similar account of age of acquisition was also made by Steyvers and Tenenbaum (2005) . However, the idea of age of acquisition as a property of the semantic system has been questioned (Izura & Ellis, 2002; and it has been suggested that age of acquisition does not characterize the semantic system itself but the connections formed between the meaning and word forms (Ellis & Lambon Ralph, 2000; Lambon Ralph & Ehsan, 2006) .
Early visual word recognition accounts explained the identification of words as a two-stage sequential process in which lexical access occurred first and only then semantic information was reached (Foster, 1976) . More recent theories explain word recognition as one interactive and cascade process in which lexical and semantic information is accessed in a cascade manner and where information feeds forward and backwards from the lexical to the semantic system and vice versa until recognition takes place (Pecher, 2001; Van Orden & Goldinger, 1994) . According to these latest accounts, factors such as age of acquisition or familiarity are expected to affect lexical decision responses since these factors are thought to modulate the connections via which the information flows forward and backwards from the lexical to the semantic system.
The two semantic verification tasks were devised as requiring more semantic information than the lexical decision task if they were to be completed accurately. The tasks varied in semantic complexity; from a more superficial distinction between common and proper names to a deeper semantic analysis needed to determine whether a word's referent is made or covered by hair, skin or feathers. The distinction between common and proper names and objects made of hair, skin or feathers places less emphasis in the lexical characteristics of the word and more in its meaning therefore, we predicted that pure lexical factors such as number of letters might not have an impact in semantic verification responses but that all of the semantic factors considered will emerge as significant predictors of responses to these two tasks.
Method

Participants
A total of eighty Spanish native speakers participated in the three tasks. Twenty-four of them, 21 females and 3 males, with a mean age of 20 years (age range 18 -24) volunteered to participate in the lexical decision task. Another thirty, 19 females and 11 males, with a mean age of 20 years (age range 18 -32) participated in the first category verification task to discriminate between common and proper names. Finally, another twenty-six Spanish native speakers, 23 females and 3 males, with a mean age of 21 years (age range 18 -47), participated in the second category verification task to decide whether the word's referents could be considered to be covered by skin, hair or feathers. At the time of testing, all participants had normal or corrected-to-normal vision and reported not to have reading problems. All gave their written informed consent. The experiment was approved by the Ethical Committee of the Department of Psychology at Swansea University.
Stimuli
One hundred and fifty Spanish words were selected from eight different categories: food and drink, animals, countryside, intelligence, transport, furniture, body parts and items of clothing. Words were selected from NIPE (Alonso, Fernández, Díez, & Beato, 2004) and used with permission from Angel Fernández and Emilio Alonso, http://www.campus.usal.es/~gimc/nipe/').
For the purpose of the lexical decision task, 150 pseudowords were selected from Algarabel (1996) . The pseudowords were originally created by changing one letter from a real word in a way that the pseudoword remained orthographically and phonologically legal in the Spanish language. Pseudowords derived from original words different from the selected experimental words. Words and pseudowords were matched in word length. The number of letters in the words had a range of 3 to 15 letters and a mean of 6.1 letters.
Pseudowords ranged from 3 to 12 letters and had an average of 6.7 letters1.
An additional set of 150 words were selected for the common/proper names categorization task. This new set of words comprised of proper nouns that belonged to three different categories: names of people, names of counties and names of rivers or mountains. The mean length of the proper name words (6.11) closely matched the mean length of the common words (6.1). The selection of ambiguous nouns such as rosa (rose) or margarita (daisy) that can act as both proper and common nouns was carefully avoided. A close inspection of the experimental list of common nouns revealed the presence of one ambiguous noun in the Spanish language. The word was león that in Spanish refers to 'lion' the animal and to the Spanish region León. This word was not considered in the analyses of common/ proper names categorization results.
The covered by hair, skin or feathers categorization task comprised of 150 words and were used in the lexical decision task. Here, the meaning referents of 70 words were estimated to be covered by hair, skin or feathers while the meaning of the remaining 80 words was not considered to be wrapped up with hair, skin or feathers.
Predictor variables for the regression analyses
The criteria followed in the selection of the predictor variables was either a reliable evidence of their influence in visual word recognition or their reported relevance as measures of semantic knowledge. Normative data for age of acquisition, imageability, number of word associates and connectivity were collected for the present study as such values were unavailable. All the predictor variables studied here are described below in alphabetical order.
Age of acquisition ratings were gathered for the 150 words selected. Forty Spanish native speakers with a mean age of 19 years (age range 18 -23) generated the ratings. None of the raters participated in the lexical decision or categorization tasks. They were asked to rate the 150 words according to when they believed they first learned those words. The words were rated on a seven-point scale ranging from 1 = learned between birth and 2 years of age, through 2 = learned between 3 and 4 years of age, to 7 = learned at the age of 13 years or later. In addition, participants were provided with two extreme examples (i.e. fairy as an early learned word vs compassion as a late learned word) to illustrate the nature of the ratings.
When inspecting the ratings, the experimenter realized that ten words had been missed by more than half of the raters. These words were discarded when the ratings on the 1 to 7 scale were averaged. The remaining 140 words obtained a mean value of 2.94 which corresponds approximately to five years of age. Ratings fluctuated between a minimum of 1.25 (i.e. about two years old) and a maximum of 5.73 (i.e. about eleven years old). AoA ratings might seem too subjective but have shown high correlations with objective measures of AoA (Carroll & White, 1973; Gilhooly & Gilhooly, 1980; Pérez, 2007) . The inter-rater reliability coefficient (Cronbach's alpha) was 0.98.
Connectivity was calculated following Balota et al.'s (2004) procedure such as it is described in Hernández & Izura (2011) . Hence, the number of different responses produced for a given stimulus word was counted and then added to the number of times the given word appeared as a response to any of the rest of the stimulus words in the list. The logarithm of the resulting value was the connectivity measure for that particular word. For example, the stimulus word 'fuente' (fountain) generated three different responses: 'agua' (water), 'fresca' (fresh) and 'rio' (river). In addition, 'fuente' was produced twice as a response to the stimulus word 'arroyo' (stream). Therefore, the connectivity of 'fuente' was the logarithm of 5. Connectivity and number of word associations' calculations of connectivity and number of word associations were based in the results of a discrete word association task.
One hundred and fourteen native Spanish speakers took part voluntarily in the discrete word association task. However, only one hundred and six (40 males and 66 females) completed it. All the participants had normal or corrected-to-normal vision and none of them reported having reading problems. They had a mean age of 31 years (age range 18 -59). The questionnaire took two forms: a pen and paper version and an online version. Sixty-four (29 males and 35 females, mean age 33 years (age range 19 -59)) completed the task in its pen and paper format and fifty individuals took part in the task as it appeared online but only forty-two completed it (11 males and 31 females, mean age 31 years (age range 18 -52)).
The questionnaire consisted of a page of instructions where participants were informed that they were about to start a word association task. They were told that they will see lists of words (25 per page (on paper or online)) and that their task was to write down or type the first word that came into their mind when they read each of the stimulus words in the list. Only one response was allowed. They were advised to work as fast as possible and they were assured that any and all responses provided would be considered correct.
Familiarity ratings were taken from Algarabel's (1996) database. The database comprised of 1,917 words. Familiarity ratings were a measure of how frequently each word was used in everyday language. In this context, familiarity could also be considered as a measure of subjective or rated frequency.
Imageability ratings were collected for all the 150 words selected for Experiment 1. Forty Spanish native speakers with a mean age of 20 years (age range 18 -45) rated the list of 150 words. None of the participants were involved in the lexical decision, categorization tasks or rated any other variable. Participants were asked to estimate the ease with which each of the words in the list evoked a mental image. The words were rated in a seven-point scale with 1 meaning 'evokes a mental image immediately', 2 meaning 'evokes a mental image easily', and so on until 7 meaning 'evoking a mental image with extreme difficulty'. In addition, participants were provided with two extreme examples (i.e. apple as an easy to imagine word vs option as a difficult to imagine word) to illustrate the nature of the ratings.
Ratings were averaged across participants for each word. Overall, the 150 words obtained a mean imageability value of 5.4 which corresponded to words labelled as 'easy to be imagined'. Ratings ranged from 1.21 (i.e. extremely difficult to imagine) to 6.96 (i.e. evokes a mental image immediately). The interrater reliability coefficient (Cronbach's alpha) was 0.96.
Levenshtein distance was taken from the EsPal database (Duchón, Perea, Sebastian-Gallés, Martí, and Carreiras, 2013). The Levenshtein distance is a measure of orthographic similarity. It computes the minimum number of letter changes needed to transform the target word into 20 other words.
Number of letters was calculated by counting the number of letters in each word. Number of orthographic neighbours refers to the number of words that can be formed by changing one letter from the target word while keeping constant the position of the remaining letters (Coltheart, Davelaar, Jonasson, & Besner, 1977) . The number of orthographic neighbours was obtained from Pérez, Alameda and Cuetos' (2003) database, which is based on all the Spanish words from 3 to 16 letters available in the dictionary of the Spanish language (DLE, RAE, 1992) .
Number of word associations was estimated by counting the number of different responses produced for each stimulus word by more than two individuals. This is the same procedure followed by Nelson, McEvoy and Schreiber (1998) when measuring cue set size.
Spoken word frequency measures were taken from the Subtlex-Esp database (Cuetos, Glez-Nosti, Barbón, & Brysbaert, 2011) . The Subtlex-Esp database in based on a corpus of 41 million words extracted from Spanish subtitles of contemporary movies and TV series. Although subtitles are based on written scripts, these scripts are thought to mimic the spoken language.
Apparatus
The presentation of stimulus was controlled by a portable computer P4, 1.66GHz cpu, 512mb RAM and an 80GB hard drive. Response times were collected by the computer via the keyboard to the nearest millisecond. Stimulus presentation and recording of reaction times was controlled via SuperLab Pro (version 2.0.4, Cedrus Corporation, 1996) . Responses were collected using a standard computer keyboard.
Procedure
Lexical decision task
All the individuals participating in any of the tasks were tested individually in a quiet room where they were seated at a comfortable distance from the computer screen (60cm approximately). In the lexical decision task, participants were asked to distinguish between real and invented words as quickly and as accurately as possible. When the participants considered that the stimulus was a word they had to press the 'Q' key. When the participants considered that the stimulus was a non-word they had to press the 'P' key. Participants had twenty trials for practice at the beginning of the experiment (10 words and 10 nonwords). Trials began with a fixation asterisk presented for 1000ms. This was followed by a letter string that appeared in the middle of the screen. Stimuli were presented in black lower case letters using Times New Roman font and a 42-point size. The letter string remained on the screen until the participant made a response. Each experimental session lasted about 13 minutes, and comprised of three hundred trials in total. Words and non-words were randomized for each participant.
Common/proper names categorization task
Participants were asked to distinguish between common and proper nouns as quickly and as accurately as possible. When the stimulus was considered to be a common noun, participants had to press the 'Q' key. When the stimulus was considered to be a proper noun, participants had to press the 'P' key. Participants had twenty trials for practice at the beginning of the experiment (10 common nouns and 10 proper nouns). Trials began with a fixation asterisk presented for 1000ms. This was followed by a word (common name or proper noun) that appeared in the middle of the screen. Stimuli were presented in black ink using Times New Roman font and a 42-point size. The first letter of each word was written in uppercase. The rest of the letters in each word were printed in lowercase. The word remained on the screen until the participant made a response and the presentation of words was randomized for each participant.
Covered by hair, skin or feathers categorization task
Participants were asked to distinguish between words whose referent is normally covered by hair, skin or feathers and words whose meaning does not imply a living or non-living object covered by hair, skin or feathers. Half of the participants were asked to press the 'Q' key when the stimulus was considered to be referring to someone or something covered by hair, skin or feathers and to press the 'P' key when not. The response keys 'Q' or 'P' were reversed across the two categories for the other half of the participants. Participants had ten trials for practice at the beginning of the experiment (five words referring to things made of or covered by hair, skin or feathers: brush, teddy, rat, parrot and broom and five words referring to something else: rolling pin, bucket, cupboard, paper and chimney). Trials began with a fixation asterisk presented for 1000ms. This was followed by a word that appeared in the middle of the screen. Stimuli were presented in black ink using Times New Roman font and a 42-point size. The word remained on the screen until the participant made a response and the presentation of words was randomized for each participant.
Results
Descriptive statistics for each of the variables considered in the present study are presented in Table 1 .
Only responses to the 150 experimental words were analysed. To mitigate the impact of outliers, reaction time data was averaged using the harmonic mean. The correlation matrix for all the predictor variables considered as well as the dependent measures is shown in Table 1 . To ensure that the significance of the correlations reported was meaningful and valid, data was appropriately transformed to deal with skewed distributions. Thus, a logarithm transformation was applied to the number of letters and reaction time latencies. One unit was added before the logarithm transformation was applied to the number of orthographic neighbours, spoken frequency (from Cuetos et al., 2011) and the number of errors. Age of acquisition ratings, number of associates and connectivity were normally distributed. Interestingly, all the variables selected as predictors, apart from the number of associates, showed a significant correlation with lexical decision times. These correlations were positive for the number of letters and age of acquisition and negative for the rest of the selected variables. This means that faster lexical decision responses tended to be: short, frequent, imageable, familiar, acquired early, highly connected in associative networks and with many orthographic neighbours. Participants' latencies when categorising words as common or proper names correlate with the number of letters, frequency, age of acquisition, familiarity and only one of the three semantic variables under study; connectivity. Therefore, faster responses were generated by short, frequent, familiar, early acquired words that show a high connectivity in associative networks. It is also interesting to note that reaction times to the categorization task in which participants distinguished between items being covered by hair, skin or feathers only correlated with two semantic variables; imageability and connectivity. The number of lexical decision errors did not correlate with any of the semantic variables under consideration. However, it showed a significant relationship with the remaining factors implying that unfamiliar and low frequency words acquired late induced more errors. In relation to the semantic variables considered in this study, imageability had a particularly high correlation with AoA in the habitual direction; that is, early acquired words were also high in imageability. In addition, imageability also correlated with the number of associates (i.e. imageable words generate few associations) as well as with two lexical factors: the number of letters and the number of orthographic neighbours. The number of associations did not correlate with any of the dependent variables. However, it showed a significant relationship with the other two semantic variables under study (i.e. connectivity and imageability) as well as with word frequency so more associations were produced in response to high frequency words. The last semantic factor, connectivity, was associated to lexical decision latencies and number of associations. In addition, it also correlated with the number of letters, the number of orthographic neighbours, age of acquisition, word frequency and familiarity. The number of orthographic neighbours (N) and the number of letters correlate in a familiar manner suggesting that words with many orthographic neighbours have a tendency to be short. N and the number of letters also correlated with age of acquisition, imageability and connectivity showing that short words with many neighbours are often early acquired, imageable and highly connected in associative networks. The spoken word frequency and age of acquisition also correlated in the usual manner (i.e. high frequency words being predominantly early acquired). In addition, word frequency and age of acquisition correlated with the number of letters, familiarity, the number of associations and connectivity. Finally, familiarity showed positive correlations with frequency, number of associates and connectivity and negative correlations with age of acquisition indicating that familiar words have a tendency to produce a high number of associates while being well connected in associative networks, frequent and early acquired.
Multiple Regression analyses
Reaction Times
A series of simultaneous multiple regression analyses were carried out using either mean item response times or number of errors as dependent variables. Incorrect responses to the lexical decision task (1.36%), to the common/proper names categorization task (3.82%) and to the covered by hair, skin or feathers categorization task (25.1%) were excluded from the latency analyses. Further, from the original set of 150 words, data from nine words with an accuracy of less than 70 per cent in the covered by hair, skin or feathers categorization task were removed from further analysis. These words were: ministro (minister), nervio (nerve), ojo (eye), pantalón (trousers), sabio (wise person), garbanzo (chickpea), fotógrafo (photographer), guardia (guard) and estómago (stomach). Also, as mentioned above, the word 'lion' is ambiguous in relation to its status as a proper or common name and was therefore excluded from analyses of the second categorization task. Mean reaction times and errors for the three tasks are presented in Table 2 . To assess the unique contribution of the semantic factors considered in the study, a two-step hierarchical approach was used. In the first step, five lexical variables (i.e. number of orthographic neighbours, word frequency, familiarity, age of acquisition and number of letters) were entered into the analyses. In the second step, the semantic variables (imageability, number of associates and connectivity) were included. Table 3 shows the results of the regression analyses carried out on the mean response times from the lexical decision and the two categorization tasks. Adjusted R2 estimates are reported as they are less biased than the R2. Unlike R2, the adjusted R2 increases only if the new terms entered improve the model more than would be expected by chance (Cohen, Cohen, West, & Aiken, 2003) . The examination of the results from the first step of the analysis shows that the variables considered predicted more of the variance related to the lexical decision (.53) than the variance produced in the categorization task related to common and proper names (.18). Interestingly, the same variables entered in the first step did not predict any of the variance related to the un/covered by hair, skin or feathers categorization task (.05). In addition, the number of letters only predicted lexical decision times while age of acquisition had a significant influence on lexical decision and common/proper names categorization times. The spoken word frequency affected the response times in the three tasks. Turning to the results from the two categorization tasks in step two, the semantic variables accounted for a significant proportion of more variance than that explained by the lexical variables entered in the first step. In order to calculate the proportion of unique variance accounted for in the second step of the analysis the adjusted R2s were subtracted. We noted that the proportion of unique variance accounted for in the second step of the analysis was greater in the un/covered by hair, skin or feathers categorization task (.07) than in the common/ proper names categorization task (.05). The semantic variables as a group only explain a mere .01 of the variance in the second than in the first step of the analysis of lexical decision times and none of them predicted lexical decision times when taken individually. However, imageability had an effect in the responses to the two categorization tasks. In addition, the influence of connectivity approached significance in the un/covered by hair, skin or feathers categorization task. 
Accuracy
The analyses of errors were based in the same items and factors as the analyses of reaction times. The results are shown in Table 4 . As shown, the lexical variables considered in step one explained a significant proportion of the error variance associated to the three tasks. In addition, spoken frequency had a significant influence on categorization accuracy. Familiarity affected common/proper name categorization accuracy and age of acquisition influenced the un/covered hair, skin or feathers categorization task. The semantic variables considered in the second step of the analyses also accounted for a significant proportion of the accuracy variance in the three tasks. At the individual level, only imageability showed a significant influence on the common/proper names categorization accuracy. .546*** .232*** .124* Note: †p < 0.1; * p <.05; ** p < .01; *** p < .001. 
General Discussion
This study is a first examination of the degree to which the semantic system is consulted when recognizing words in a language with consistent mappings between orthography and phonology. Nine variables were under scrutiny; six of them were lexical measures (i.e. number of letters, number of orthographic neighbours, word frequency, word familiarity, order of word learning or age of acquisition and the Levenshtein distance) and three were measures of meaning (i.e. imageability, number of associates and connectivity). The inter-correlations between the semantic variables considered in the study, or lack of, are of interest because they indicate that the semantic factors selected measured different aspects or properties of the semantic system. Imageability, for example, did not correlate with connectivity and its significant correlation with the number of associates was of r = -0.2. This showed that highly imageable words tend to generate less of a number of associates in discrete word association tasks as has also been found previously (Groot, 1989) . Connectivity had a positive relationship with the number of associates (r = 0.2) suggesting that words that are highly connected generate more associates. Interestingly, all the variables selected correlated with lexical decision times apart from the number of associates. The number of significant correlations between predictor variables and response times decreased in the two categorization tasks indicating important differences across tasks. Distinguishing between proper and common names correlated with the number of letters, frequency, age of acquisition, familiarity and connectivity; while distinguishing objects made or covered by hair, skin or feathers only correlated with age of acquisition and imageability. It is noteworthy that among the predictor variables, age of acquisition showed the highest correlation with two out of the three semantic variables considered: imageability and connectivity. This is in line with the latest theories of age of acquisition that consider it to be a property of the semantic system itself (Ghyselink, Custers, & Brysbaert, 2004) , a modulator of the strength of connections between meaning and form (Ellis & Lambon Ralph, 2000) or the result of the number of connections developed as a result of semantic growth (Steyvers & Tenenbaum, 2005) .
It is interesting that none of the semantic variables considered had an impact on the lexical decision responses. These results replicate previous findings where a semantic factor such as imageability failed to influence lexical decision latencies in English consistent words (James, 1975) , in Spanish words (Alija & Cuetos, 2006) and Dutch words (Brysbaert, Lange, & Van Wijnendaele, 2000) .
The fact that none of the semantic measures considered predicted response latency in the lexical decision task does not imply the semantic system was completely disengaged. Age of acquisition, for example, is a variable strongly related to meaning. In the present study, the AoA showed the highest correlations with imageability and connectivity and it has been proposed to be a factor whose influence lays halfway between the semantics and lexical units, as a property of the mappings between meanings and word forms (Ellis & Lambon Ralph, 2000) . Age of acquisition was a significant predictor of lexical decision speed suggesting that semantic information played a role on the lexical decision response. We would argue that the intervention of the semantic system when individuals discriminated between Spanish words and non-words is limited to the effect that meaning had when feedback information was transmitted to the lexical units via the links generated when the words were learned. This influence was reflected in the observed age of acquisition effect. However, the semantic mediation was of a very different nature to the semantic intervention observed in the two category-verification tasks. These tasks were purposely devised as reaching different levels of complexity within the semantic system and in contrast to the lexical decision task imageability had an influence in both of them. In fact a number of remarkable differences were observed between the results of the lexical decision and the two categorization tasks. Firstly, as predicted, the number of letters did not influence responses to any of the two classification tasks; possibly because the information related to the length of words was trivial to the completion of the tasks. Secondly, the age of acquisition influenced the times to make lexical decisions and to categorize words as proper names or common nouns but it did not influence the time taken to categorize words as referring to objects made of hair, skin or feathers. Thirdly, as mentioned above, imageability had a significant influence in the response times to the two categorization tasks but not in the lexical decision task. Fourthly, connectivity showed a marginally significant influence in the time to categorize items as being made or covered by hair, skin or feathers. Finally, the number of word associates failed to predict any responses. The different ways in which the semantic factors considered in this study influenced the recognition of words is probably related to the intrinsic differences among these factors. Thus, while imageability is a measure of a characteristic of the concept itself, number of associates and connectivity are measures of the knowledge we associate to the concept. According to De Deyne, Simon, Navarro and Storms (2012) the fact that number of associates did not influence word recognition in any task might have two origins: 1) the restricted ratio of participants and associative responses provided (114:1); 2) the simplicity of the measure itself. Richer and more complex measures such as centrality seem to define the associative network better. An indication that this might be the case is that connectivity, a measure that describes the characteristics of the associative network in more detail because comprises information of the word as a cue and as a response, showed a marginal influence in the categorization task where participants had to decide if the word's referent was made or covered by hair, skin or feathers. In general, the results showed that all the factors considered accounted for a significant proportion of the response variance in the three tasks. Some factors influenced responses in one of the tasks (e.g. number of letters), others affected the results of more than one task (e.g. age of acquisition) and only spoken frequency had some influence in all the tasks. This indicates the existence of overlapping processes across tasks but also some task-specific mechanisms that tap into slightly different aspects of visual word recognition. Task-specificity effects have also been observed in English word recognition (Yap et al., 2012) .
The results presented here differ, however, from those reported by Yap et al. (2012) . They looked at the effect of five measures of semantic richness on five word recognition tasks and found, for example, that imageability and also a number of features influenced responses to all tasks: the lexical decision task, the go/no-go lexical decision task, the progressive demasking task, the semantic classification task and the naming task. Two important differences between the present study and Yap et al.'s (2012) to be highlighted are the different languages used and the lack of control for AoA in Yap et al.'s study. We explored the latter possibility running a multiple regression analysis with the translations equivalents of the words used in this study. We found values for AoA (from Kuperman, Stadthagen-Gonzalez, & Brysbaert, 2012) , imageability (from the MRC database, Coltheart, 1981) , word frequency, Levensthein distance, and number of orthographic neighbours (from the English Lexicon Project, Balota, Yap, Cortese, Hutchison, Loftis, Neely, Nelson, Simpson, & Treiman, 2007) , and number of letters for 122 out of the 150 words used in the present study. A multiple regression analysis was run with lexical decision times (from the English Lexicon Project (ELP) Balota et al., 2007) as the dependent variable. Although these results need to be taken with caution, we observed that age of acquisition , number of letters and word frequency were the only significant predictors of lexical decision times (see Table 6 ). This indicates that the influence of imageability in English might have been confounded with age of acquisition, an issue that deserves further investigation. 
Adjusted R2
.372*** Note: †p < 0.1; * p <.05; ** p < .01; *** p < .001.
The lack of influence of imageability, the number of associates or connectivity in lexical decision latencies observed in the present study might indicate that word recognition decisions in a language with a consistent spelling system can be made without the involvement of central components of the semantic system. This might also apply to languages such as English, or at least to specific words within the language (e.g., high frequency words) as pointed out by James (1975) and hinted in the results shown in Table 6 (the frequency of the translation equivalents had a medium range of 5 to 9 occurrences in the corpus). A number of mega studies have recently provided invaluable information about the properties of words and characteristics of word processing (e.g., Kuperman et al., 2012 : Balota et al., 2007 . The large number of items considered in these studies (i.e., over 40,000 words in the ELP, Balota et al., 2007) ensures good reliability at the time of testing. In contrast, the study of 150 words might seem, at least at first sight, too low to be reliable. Thus, the non-significant influence of imageability on lexical decision times could have been due to the relatively small number of words (Onwuegbuzie & Leech, 2004) . A post-hoc statistical power analysis showed, however, an adequate statistical power of .99. In addition, we believe there is a need for both type of studies. In large samples small differences are likely to be detected as significant, meaning that a real difference or relationships exists. However, the importance of this difference also needs to be addressed (e.g., what would it be the importance of a significant difference of 5 ms between conditions?). It is, therefore, vital to maintain the examination of smaller samples to assess the strength of these effects.
We would finally like to make a note about an important characteristic of the participants in the present study: the majority were females. Recent evidence suggests that although the brain structures subservicing language in males and females are the same the two genders differ in the relative weight placed on components of the language system. Thus, while females show an enhanced performance when accessing and/or retrieving knowledge from the declarative memory system males excel in the use of the procedural memory system. The declarative memory system is thought to encapsulate lexical knowledge in terms of word forms and meanings while procedural memory shows specialisation on rules and sequences. Ullman et al., (2008) suggested that males are more likely to rely on the grammatical rules of the language to compose complex word forms (e.g., walk + ed) while females have a greater tendency to use a whole-word stored representation (i.e., walked). It is important to note that Ullman et al., did not proposed categorical gender differences but probabilistic variations within a continuum where the two genders are expected to overlap. The words used in the present study were mainly base words were gender differences might not be as apparent as with complex words. Nevertheless, gender is a factor that should be taken into consideration in future studies.
We have provided evidence that in order to observe the influence of semantic factors when individuals process consistent words, a different type of task is required; one that urges participants to make decisions (reach responses) based on semantic information. The data presented here deserves further investigation and points to the need of reflecting on the actual processes engaged in word recognition in languages such as Spanish, with regular mappings between orthography and phonology.
