Abstract. In this paper, a brief review of Digital Image Analysis techniques employed in Fluid Mechanics for the study of turbulent flows is given. Particularly the focus is on the techniques developed by the research teams the Author worked in, that can be considered relatively "low cost" techniques. Digital Image Analysis techniques have the advantage, when compared to the traditional techniques employing physical point probes, to be non-intrusive and quasi-continuous in space, as every pixel on the camera sensor works as a single probe: consequently, they allow to obtain two-dimensional or three-dimensional fields of the measured quantity in less time. Traditionally, the disadvantages are related to the frequency of acquisition, but modern high-speed cameras are typically able to acquire at frequencies from the order of 1 KHz to the order of 1 MHz. Digital Image Analysis techniques can be employed to measure concentration, temperature, position, displacement, velocity, acceleration and pressure fields with similar equipment and setups, and can be consequently considered as a flexible and powerful tool for measurements on turbulent flows.
Introduction: Image Analysis
Turbulence is present in almost every field of the human life and, consequently, it has many practical applications in Engineering, Medicine, Geophysics, etc. For instance, turbulent flows play a huge role in the motion of air around and behind cars, airplanes, boats, and other moving objects, because of drag and wake; in the reduction of the concentration of pollutants released in the atmosphere or in the sea (Ferrari and Querzoli, 2010 [1] ) by human activities; in the weather forecasts, in the study of the motion of hurricanes, water and air masses in the ocean and in the atmosphere; in the optimization of mixing and combustion and in flow control (Rossi et al 2009 [2] ) in engines and chemical reactors; in biological flows such as the air flowing through the lungs (Ramuzat and Riethmuller, 2001 [3] ) or the blood motion in the aorta (Elkins et al., 2005 [4] ) or downstream a stenosis (Zhu et al., 2011 [5] ). The scalar quantity transport by turbulent flows plays a relevant role in many environmental phenomena, such as particle transport in geophysical flows (Boffetta et al., 2000 [6] ). Following Meng et al (2016 [7] ), turbulence is also one of the key phenomena in the study of the process of flotation for the separation of minerals. Moreover, the turbulent flow conditions caused by the motion of a swimmer in water are studied to predict the hydrodynamic forces and the swimmer's potential speeds (Takagi et al 2016 [8] ). Turbulence plays also a fundamental role in the air quality and human comfort in built environment (Blocken et al, 2016 [9] , Fu et al 2015 [10] ).
Even if the computational capabilities of modern computers are always improving, the direct numerical simulation of high Reynolds number turbulent flows is still very difficult. Consequently, the role of experimental measures in the laboratory are at this stage still essential. Traditional systems to perform measures in the laboratory are the single point probes, such as resistive probes to measure concentrations or Laser-Doppler Velocimetry (LDV, also known as Laser Doppler Anemometry LDA), Pitot tubes, Hot Wire Anemometer (HWA), Hot-film Anemometer (HFA) and Pulsed Wire Anemometer (PWA) to get the time history of velocity in a single point of space. They have the advantage of a high acquisition frequency (order of 10 5 Hz) but in order to obtain a field of the measured quantity, a number of probes high enough must be used or, when the experiment is repeatable, at the end of each run they can be moved to another position and the experiment repeated many times. On one hand, as the single point probes are intrusive (i.e. they alter the flow they should measure), it is nearly impossible to sample simultaneously many points in the flow, particularly if they are close to each other. On the other hand, the repetition of an experiment for as many times as the number of points needed to well define in space the investigation area can be very time-consuming. Moreover, a hot probe induces thermal convection on the flow, causing another local perturbation. A non-intrusive technique is the Laser Doppler Anemometry (LDA) that is still a point-wise technology. All these techniques perform measures in a fixed point in space, so they allow to obtain only Eulerian information. As stated by Cao et al (2014 [11] ), to obtain accurate and detailed measures of the global turbulent airflow field by means of pointwise velocimetry is still excessively difficult and timeconsuming.
For this reason, optical techniques, such as Digital Image Analysis (DIA) one, have gradually become alternative tools for measuring turbulent flow quantities. In this techniques, a camera with one or more sensors (CCD -Charge-Coupled Device or CMOS -(Complementary Metal-Oxide-Semiconductor) shoots images of the flow, previously seeded with non-buoyant particles or dyes and lighted by a light source, at a given frequency. The first advantages of DIA techniques are that they are non-intrusive, quasi-continuous in space (as every pixel on the camera sensor works as a single probe): consequently, they allow to obtain twodimensional or three-dimensional fields of the measured quantity in less time, if compared with single point probes. Moreover, even if the directly measured quantity is the light intensity, many quantities can be measured indirectly, such as the position or the size of objects in the investigation area, concentration of substances, temperature, or, when comparing two consecutive images, the displacement, velocity and acceleration of moving objects. Moreover, the pressure on solid interface or in the flow filed can be measured as well.
Another advantage of DIA techniques is that some of them give access to Lagrangian information. Moreover, they can be performed employing relatively low cost equipment. Traditionally, the disadvantages of DIA techniques are related to the frequency of acquisition, but modern high-speed cameras are typically able to acquire at frequencies from the order of 1 KHz to the order of 1 MHz. A disadvantage that, on the contrary, cannot be overtaken is that an optical access to the region of interest is needed, so transparent materials must be employed. Moreover, a certain care must be given to the index of refraction, in particular with curve surfaces.
In the following chapters, a brief review of Digital Image Analysis techniques employed to measure various quantities relevant for the study of turbulent flows is given, with a particular focus on the techniques developed by the research teams the Author worked in, that can be considered relatively "low cost" techniques.
Concentration
DIA techniques to measure the concentration of a certain substance in a flow is based on the characteristic of some dyes, in given quantities, to absorb or radiate light. In the first case, we have Light attenuation (LA), in the second case Light/Laser Induced Fluorescence (LIF).
Light Attenuation
The Light Attenuation (LA) technique has been used since the 1990s and it is based on the fact that the light from the back-lighting is attenuated (absorbed) by the dye as it passes through the flow, so the light source is typically opposite to the camera. Allgayer and Hunt (2012 [12] ) has described the application of LA, focusing on the selection of chemical dye, dye concentration, illumination and optics. A typical dye for LA is the methylene blue. Anyway, a suitable dyeing agent for LA has to be a strongly light-absorbing substance (even at low concentrations) which does not react with the fluid in which it is dissolved. As the light is passing throw the flow, the measured concentration is usually the integral of the concentration in the direction of the light.
Hacker et al (1996 [13] ) employed LA to determine the mixing of fluid properties transported by gravity currents.
Choi et a. (2016 [14] ) has studied with this technique the layer-averaged concentration fields in of an inclined buoyant jet discharged into a co-flowing current
Laser Induced Fluorescence
The Light/Laser Induced Fluorescence (LIF or PLIF, i.e. Planar LIF) has been employed since the 1970s to measure concentration of certain substances in fluid flows (e.g., Stewart and Judeikis, 1974 [15] ). The principle is the flow is seeded with a dye (such as Fluorescein or Rhodamine, see Melton and Lipp -2003 [16] -for a review of the techniques, dyes and criteria for quantitative PLIF measures) that, when meet an incident light at a certain frequency, radiates light at a different frequency. Provided the density of the substance is in the correct range, a linear relation between the intensity of the emitted light and the concentration of the dye holds. The dye concentration has usually to be very low, in order to avoid nonlinearity between light intensity and dye concentration and to minimize the light attenuation (Sutton et al. 2008 [17] ). So in LIF a light/laser sheet illuminates the region of interest (typically, a plane section of the flow) perpendicularly to the camera, in order that the flow itself results on the image as a light flow on a dark background. When a laser light is not available, the light sheet can be generated employing one or more slide projectors, each one equipped with a black slide with narrow, vertical slit at its centre and focused in the observational area (see Ferrari and Querzoli -2010 [1]-for more details): in this way, a very inexpensive set-up to perform quantitative measurements of flow density can be obtained. A reference image of the lighted background has to be acquired to measure the distribution of the light intensity in the observational area: in this way, the intensity of the fluorescent light varies only because of the incident light. Filters on the camera lens can be employed to filter out all the frequencies but the one coming from the dye, even if this reduces the amount of light recorded by the camera sensors.
Ferrari and Querzoli (2010 [1] ) employed this set-up to measure the dilution of the salt (directly proportional to the fractional volume of the fluorescein) in a negatively buoyant jet released in a stagnant environment.
A similar set-up was then employed to measure the same phenomenon released in a wavy environment (Ferrari and Querzoli 2015 [18] ).
Bouche et al (2012 [19] ) studied the mixing in a swarm of bubbles rising in a confined cell using a PLIF employing two different dyes.
Techniques that couple LIF and Particle Image Velocimetry (PIV, see hereafter), allowing to obtain simultaneous measures of concentration and velocity, have been developed (e.g., Charogiannis et al 2015 [20] ) using a two-cameras set-up.
Temperature
A typical DIA technique to measure the temperature in a flow is the use of temperature sensitive particles (TSPs), able to change colour with temperature, to put them into the flow and to record the flow with a camera. This allows the simultaneous and non-intrusive measurement of temperature and velocity (e.g. Moreover, thermal camera con be used, as done by Sagaidachnyi et al (2016 [24] ), who employed cooled thermal imaging cameras to estimate the blood flow oscillations at the surface of living body
Position
If the flow is seeded with an emitting light dye, in addition to concentration, the position of a lighted fluid or particle on a dark flow or background can be detected with a DIA technique. For instance, Ferrari et al (2016 [25] ), evaluated the wave motion transformations above a breakwater, both submerged and emerged, with a DIA technique. The fluid was seeded with a fluorescent dye, and the free surface was identified with a robust algorithm, that showed to properly work also in prohibitive situations for traditional resistive probes (e.g., very shallow waters and/or breaking waves) and to be able to measure the free surface all over the investigation field in a non-intrusive way.
Mendez et al (2016 [26] ) measured in a similar way the thickness of a vertical falling liquid film, as well as the wave celerity and the wave profile.
Brady et al (2009 [27] ) gave a review of different methods for particle image sizing, with a particular regard to the improvement of accuracy and robustness. This measure is quite relevant in multi-phase flows, that can be encountered in various industrial applications (e.g., the atomization of droplets in sprays, particulate flows, powders, fluidization, bubbly flows, flotation, etc.), where the features of the flow can be determined by the particle distribution and by the interaction of them with the fluid.
Displacement
If the position of an object, such a particle, can be spotted in an image, its displacement between two images taken at different times can be measured and, consequently, the trajectory of the object in time can be reconstructed. Moreover, dividing the displacement by the interval time, an indirect measure of the velocity can be attained. If the measure is good enough, the object acceleration can be measured as well.
Velocity
DIA techniques suitable for velocity measurement can be basically classified as Particle Streak Velocimetry (PSV), Particle Tracking velocimetry (PTV), Particle Image Velocimetry (PIV) and Feature Tracking (FT). All these techniques evaluate the velocity measuring the distance covered by a feature (a particle or a marker for PSV, PIV and PTV, a point of high gradient of the intensity for FT) on the images in a given time.
These DIA techniques for velocimetry give measures all over the investigation field (or at least where particles/features are found), do not need a probe (so they are essentially not invasive, at least if the particles are non-buoyant) and do not need any particular calibration (as the relation between the measured quantity, a displacement, and the required one, a velocity, is linear).
In all these techniques, the set-up consists of a fluid seeded with neutrally buoyant particles, illuminated with a light source and of one or more cameras shooting pictures at known temporal frequency.
The relevant scientific and technical progress attained in the last years in lasers, cameras, postprocessing, velocimetry codes and computer capabilities has led to the widespread diffusion of DIA velocimetry techniques.
Particle Streaks Velocimetry
In Particle Streak Velocimetry (PSV) the velocity is measure along the streaks left by moving particles on a long exposure image (e.g., Bergthorson and Dimotakis, 2006 [28] ).
In this technique, the ambiguity between particles (typical of PIV or PTV) can be reduced, but strong issues can arise when particles enter or exit the investigation area or when particle trajectories have a strong curvature.
Moreover, ambiguity on the particle direction can arise.
Particle Tracking Velocimetry
In Particle Tracking Velocimetry (PTV), the particle centroid is identified and tracked from one image to the following one (e.g. Dalziel, 1992 PTV information achieve a high local accuracy in every seeded point of the flow, with the possibility of solving small velocity variations and of obtaining a higher spatial resolution compared to PIV; on the other side, PTV is much more sensitive to noise. Moreover, a Eulerian description can be extracted from the Lagrangian information if there are enough samples to cover the investigation field. On the opposite, it is not possible to get reliable Lagrangian information starting from PIV data, because the transformation from the Eulerian description to the Lagrangian one implies an integration in time of the velocity field, not very reliable especially when considering turbulent flows with high sensitivity to initial conditions.
In PTV, the density of particles has to be low enough to allow the recognition of the single particles.
The main drawbacks of PTV are linked to the particle appearing/disappearing, to the difficulties in distinguishing overlapping particles and o the amount of data needed to cover the whole investigation field. So, PTV is complementary to PIV, with its ability to cope with low and medium particle concentration, to reach a higher spatial resolution and to cope with specific cases like regions with strong velocity gradients.
PTV shows clear advantages to PIV in near-wall regions with high velocity gradients as they can provide measurements nearest to the wall (Stanislas et al., 2005 [32] ).
After a decade where PIV was often preferred, as it was easier to obtain results than with PTV, this last is becoming again popular, in particular with the development of three-dimensional measurements.
As stated by Fu et al (2015 [10] ) in their review of PTV and PSV techniques for indoor airflow field investigation, the PTV technique has gradually become again a powerful tool, as the quantitative and detailed turbulent flow information obtained by PTV measurement is critical for analysing turbulent properties and developing numerical simulations.
As a matter of fact, one of the conclusions of the last PIV Challenge has been that sophisticated PTV algorithms can outperform state-of-the-art PIV algorithms (Kahler et al 2016 [33] ).
Particle Image Velocimetry
The term Particle Image Velocimetry (PIV) first appeared in the literature in 1980s: reviews can be found by Adrian, 1991 [34] , Buchave, 1992 [35] , Adrian, 2005 [36] , Adrian and Westerweel, 2011 [37] . An extensive review of the PIV techniques employed for the experimental wind comfort assessment at pedestrian level has been done in Blocken et al (2016 [9] ).
In PIV, a spectral analysis or an auto/cross correlation is performed on a small interrogation window on two consecutive images in order to get a single velocity for each interrogation window. PIV algorithms obtain velocity fields comparing windows of successive frame on a regular grid and maximizing the correlation function to obtain their displacement. PIV is consequently fairly robust to noise and has a spatial resolution that is inversely proportional to the interrogation window size. PIV allows higher seeding levels when compared with PTV. As stated by Kahler et al. (2016 [33] ), in the last decade, worldwide PIV development efforts have resulted in significant improvements in terms of accuracy, resolution, dynamic range and extension to higher dimensions.
As stated by Cao et al. (2014 [11] ), PIV has gradually become the most popular and promising technique for airflow field measurement in indoor environment during the last decade. The main reasons for this are the well-developed technologies, a lot of experimental experiences and a large availability of commercially codes and systems.
For resolving the directional ambiguity, Stucky et al (1994 [38] ) employed a two-colour PIV system: two differently coloured sheets of light illuminate the flow field at a different time, in order to distinguish the first image from the second image. Filters are employed to separate the two colours during interrogation, thus creating two images that are then cross-correlated with each other. Falchi et al. (2006 [39] ) has proposed a Robust Image Velocimetry (RIV), where the measure of the dissimilarity between interrogation windows is employed (instead of the auto/cross correlation typical of traditional PIV) which is based on a more robust estimator than cross-correlation.
Feature Tracking
In Feature Tracking (Lucas and Kanade, 1981 [40] , Shi and Tomasi, 1994 [41] , Miozzi et al, 2008 [42] ) the object or region to be tracked is not chosen a priori, like in PTV and PIV, but by the method itself, as a feature that can be well tracked: a certain number of points in the picture with a high spatial gradients of light intensity are usually selected.
As stated by Miozzi et al. (2008 [42] ), the displacements are obtained by searching the features between the first and second image, in a way which minimize a correlation distance between them (the minimum of the sum of squared differences of interrogation windows intensities). The linearized equation governing the minimization problem is solved in an iterative way only where the solution is guaranteed to exist. FTV provides the velocity in a Lagrangian framework.
Hybrid methods
Some hybrid schemes (e.g. the one by Cowen et Monismith, 1997 [43] ) combining PIV and PTV have been proposed. Besalduch et al. (2013 [44] and 2014 [45] ) has developed and tested a Feature Tracking Velocimetry (FTV), attempting to combine in a single scheme the advantages of the previous presented techniques. FTV compares windows only where the motion detection may be successful (as in FT, where there are high luminosity gradients in two directions, i.e. corners) FTV procedure consist of: x identification of the features using the Harris corner detection (Harris & Stephens, 1988 [46] ); x ordering of the features according to their cornerness; x selection of the first N features and computation of the velocity by the comparison a window centered with the i th feature (W t ) with windows (W t+1 ) within a range of displacements, (d i , d j ) in the next frame; x for each displacement, a measure of the dissimilarity,
is computed using the Lorentzian estimator and the displacement is consequently minimizing the dissimilarity; x displacements are validated by means of algorithm based on Gaussian filtering of first neighbors (defined by the Delaunay triangulations), and simulated annealing. FTV has shown to be suitable for measurements on a wide range of seeding density (from the high levels of PIV to the low ones of PTV), for the analysis of images with intermediate seeding density or non-homogeneous seeding and in presence of different seeding density.
Acceleration
As the material acceleration in a fluid flow is an intrinsically Lagrangian quantity, being the sum of a local (Eulerian) acceleration and of a convective acceleration, it cannot be reliably derived from traditional PIV but has to be derived from PTV Lagrangian measurements. Unfortunately, as before stated, PTV is very sensitive to measurement noise, which tends to grow at every derivation in time (from displacement to velocity to acceleration).
To reduce this problem, low-pass filter on the tracked particle positions have been proposed (e.g., La Porta et al, 2001 [47] , Voth et al., 2002 [48] , Mordant et al., 2004 [49] ). The main parameter is the temporal window size of the filter: on one side, when it is too large, small fluctuations of the measured values can be deleted; on the other, when it is too small, the noise is not removed. Ferrari and Rossi (2008 [50] ) has developed a selfadaptive iterative method (Particle Tracking Velocimetry and Accelerometry, PTVA) that relies on an adaptive number of tracked positions, for the trajectories approximation, depending only on the local flow properties. The criterion proposed holds the potential to withdraw some convection/sweeping information and thus to extract more accurately the acceleration.
In a first step, the position extracted by PTV are approximated into the trajectory components via a least square approximation, making use of a fourth order moving polynomial, with a variable number of positions depending only on a minimum and maximum: from the temporal derivatives of this approximated trajectory components, a first guess velocity components are computed via a temporal derivative.
In the second step, the same approximation is performed starting again from the positions extracted by PTV, again using the least square approximation of a fourth order moving polynomial, but with a criterion that adapts the number of positions for the approximation in order to have a parameter (called the convected displacement), able to take into account the local flow properties, as close as possible to a target value, equal to the perimeter of the smallest eddy to be measured. The components of the velocity and acceleration are then extracted via temporal derivatives.
From the comparison with methods using a constant number of positions, PTVA errors are about six times smaller for velocity and about four times smaller for acceleration. The high quality of this acceleration measurement allowed to even measure the divergence of the acceleration, strictly related to the stirring in the flow.
PTVA has been applied to extract the single terms of the Navier-Stokes equations (Lardeau et al., 2009 [51] ), for flow control purposes (Rossi et al. 2010 [2] ) and to investigate time dependent quasi-two-dimensional flows (Ferrari et al., 2007 [52] and 2008 [53] ).
Ultrasonic techniques employing fast silicon strip detectors have been used to optically image short particle (tiny transparent beads) tracks and measure particle acceleration (La Porta et al., 2001 [47] , Voth et al, 2002 [48] ), reaching a very high time resolution (up to 70,000 frames per second) but in a small measurement volume (particles can be followed for only few Kolmogorov time scales). The technique is based on the capability to timeresolve the Doppler shift of the sound scattered by continuously insonified particles.
Pressure
Traditional techniques for pressure measurement away from solid boundaries are usually based on Pitot-tube type of probes (as previously stated, intrusive and pointwise).
Another technique used in the past to measure pressure away from the boundaries was based on microscopic bubbles as pressure sensors (Ran and Katz, 1994 [54] ), but they provided only a very limited number of data points for each run of measure. DIA techniques have reached a level of development that allows to even measure the pressure fields in a flow.
For instance, the PTVA technique (Ferrari and Rossi 2008 [50] ), allowing to measure all the terms in the Navier-Stokes equation, gives also access to the pressure gradient term all over the investigation field.
Another non-intrusive technique for measuring the instantaneous spatial pressure distribution in a flow field is the four-exposure PIV system developed by Liu and Katz (2006 [55] ): they measure the distribution of the material acceleration by comparing the velocity of the same group of particles at different times and then integrating it to obtain the pressure distribution. Exposing both cameras to the same particle field at the same time and cross-correlating the images enables precision matching of the two fields of view.
A last technique is the Pressure Sensitive Paint (PSP), a non-intrusive optical pressure measurement technique that provides spatial pressure distributions but only on surfaces of solid objects. Gregory et al. (2014 [56] have reviewed fast-responding PSP techniques for applications to aerodynamic and acoustic investigations. PSP determines surface pressure distributions by measuring changes in the intensity of emitted light, while fast-responding PSP is an extension applicable to unsteady flows and acoustics. Most fast-responding PSP paints are based on the development of porous binders allowing a fast oxygen diffusion and interaction with the chemical sensor. 
Conclusions

