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Las playas de Santa Marta, por ser una de las principales ciudades turísticas de 
Colombia afronta un problema la contaminación por los residuos sólidos que son 
arrojados a la arena, el proyecto ICAPTU en uno de sus ejes temáticos se enfoca 
en la problemática de los residuos sólidos, buscando contabilizar 
satisfactoriamente el porcentaje  que ocupan los mismos en las principales playas 
de la ciudad. 
Este trabajo se propone como mejora al proceso de contabilización de los residuos 
y busca aplicar el procesamiento digital de imágenes como solución tecnológica. 
Para poder llevar a cabo este proceso favorablemente se tomaron en cuenta 
factores como las zonas muestrales y los tipos de arena que se observan 
clasificándolas y estableciendo valores que permiten extraerlas de las imágenes 
dejando solamente el objeto que se desea analizar; así mismo se tomaron 
características de los mismos que permitieron clasificarlos en tres grupos: icopor, 
madera y otros objetos, de los cuales se evalúa el porcentaje que ocupa cada 
objeto dentro de la imagen, así como un porcentaje general  de objetos en la 
imagen lo cual brinda un aproximado de la contaminación de las playas. 
Una vez aplicado el método, se obtuvieron resultados satisfactorios, puesto que se 
estimó de manera acertada los porcentajes de ocupación de los objetos en cada 
una de las imágenes. Permitiendo concluir esto que mediante la aplicación del 
procesamiento digital de imágenes es posible brindar un dato preciso porcentual 
















Colombia es un país que posee una variedad de ecosistemas que lo hacen un 
lugar atractivo para las personas de todas las partes del mundo, uno de los 
lugares con mayor cantidad de turistas son las playas; Santa Marta  es una ciudad 
que se caracteriza por poseer las playas más lindas en el Caribe Colombiano que 
son utilizadas como zonas turísticas, para descansar y para realizar actividades 
recreativas, por parte de las personas que visitan este lugar. Lamentablemente la 
belleza que poseen estas playas se ve opacada por la contaminación que se 
genera por el manejo inadecuado de los residuos. Esta contaminación tiene un 
efecto contraproducente en el uso de las playas, puesto que se vuelven poco 
higiénicas y la vista de estas se encuentra distorsionada por la cantidad de 
residuos que hacen de este sitio un lugar inseguro para las personas que se 
quieren colocar en contacto con la naturaleza y disfrutar de momentos de 
relajación, lo que hace que el ámbito económico se vea afectado por la falta de 
turistas, sin mencionar el impacto medioambiental que se produce debido a los 
residuos llegan al mar ocasionando un desequilibrio del ecosistema submarino. 
Este trabajo se realiza con el fin de optimizar el proceso de reconocimiento y 
conteo de residuos sólidos realizado por los integrantes del proyecto ICAPTU 
desarrollado por  John Alexander Tabora, Camilo Mateo Botero, Germán Sánchez, 
Luis Leonardo Camargo que permite evaluar el índice de calidad ambiental en las 
playas del Caribe Colombiano (Botero C. M, Taborda J. A, Sánchez G, Camargo 
L, 2013), para ello se aplican las técnicas de procesamiento digital de imágenes 
que permiten guardar tanto la evidencia de los objetos como presentar datos más 
acertados de los índices de contaminación. Al ser un proyecto que se realiza en 
condiciones no ideales y donde la visión artificial ha sido poco aplicada, éste 
marca un inicio en el desarrollo de proyectos de esta índole, así como en la 
continua mejora de la búsqueda de la calidad ambiental y en la exploración de la 
incidencia del hombre en los ecosistemas tanto terrestres como marinos. 
Teniendo en cuenta que es una temática que si bien ha sido abordada 
anteriormente en diferentes partes del mundo como en Australia y nueva Zelanda 
(Murray G., 1999) y de las cuales se han propuesto algunas soluciones como un 
carro que se encargue de recolectar los residuos sólidos en  playas de Thailandia 
(Prakobkarna K., Saitthitib B., Intaravichib S, 2012), esta no se ha abordado desde 
el punto de vista del diagnóstico mediante el uso de tecnologías que permitan una 
mejor discriminación de los residuos para idear una solución que se adapte a las 
necesidades. 
El objetivo principal de este trabajo consiste en determinar un método que consiga 
reconocer y contabilizar el índice de contaminación por residuos sólidos mediante 
la aplicación de técnicas de procesamiento digital de imágenes. 
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1. PRESENTACIÓN DEL PROYECTO 
 
1.1. PLANTEAMIENTO DEL PROBLEMA 
 
Los ecosistemas en su estado natural tienen un equilibrio, que al ser afectado por 
cualquier factor, sin importar su procedencia, acaba con ese balance provocando 
cambios tanto a nivel de fauna y flora, como a nivel físico. Esto le ha sucedido con 
el pasar del tiempo a muchos ecosistemas, entre los que se puede mencionar “el 
Ártico que sufre el retroceso de glaciares, Groenlandia con el deshielo del 
Permafrost, los cambios en las zonas selváticas y en los sistemas hídricos” 
(Domic, A.I, 2011). 
Es de amplio conocimiento que “más de las tres cuartas partes del planeta están 
cubiertas de agua” (Sepúlveda, S. 1998), lo cual hace pensar en los miles de 
kilómetros de zonas costeras y las playas a las cuales se les dan diferentes usos, 
desde la protección y conservación, pasando por el uso industrial hasta llegar al 
más común: el uso turístico y recreativo.  
Colombia es un país que posee una variedad de ecosistemas que lo hacen un 
lugar atractivo para las personas de todas las partes del mundo, uno de los 
lugares con mayor cantidad de turistas son las playas; Santa Marta es una ciudad 
que se caracteriza por poseer playas que son utilizadas como zonas turísticas, 
para descansar y para realizar actividades recreativas, por parte de las personas 
que visitan este lugar. Lamentablemente la belleza que poseen estas playas se ve 
opacada por la contaminación que se genera por el manejo inadecuado de los 
residuos. Esta contaminación tiene un efecto contraproducente en el uso de las 
playas, puesto que se vuelven poco higiénicas por la cantidad de residuos que 
hacen de este sitio un lugar inseguro para las personas que allí llegan para 
disfrutar, lo que hace que el ámbito económico se vea afectado por la falta de 
turistas, sin mencionar el impacto medioambiental que se produce debido a los 
residuos que llegan al mar ocasionando un desequilibrio del ecosistema 
submarino. 
Además de todas las consecuencias ambientales que tiene el manejo de los 
residuos sólidos, se le suma el impacto que ejerce esta situación sobre el aspecto 
visual de la ciudad y la pérdida de los turistas. En este sentido, el proyecto 
ICAPTU (Índice de Calidad Ambiental en Playas turísticas) permite evaluar el 
índice de calidad ambiental en las playas, (Taborda, Botero, Sánchez, Camargo, 
2013) este proyecto, se está realizando en varias playas del Caribe Colombiano, 
incluyendo las playas del Rodadero y Playa Blanca, y consiste en tomar una serie 
de parámetros que en conjunto arrojan una cifra que mide que tan contaminada se 
encuentra la playa y que tan apta esta para ser usada. 
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Evaluar la calidad ambiental es un procedimiento complejo, puesto que depende 
de numerosos factores cuya cuantificación, en algunos casos, requiere de una 
infraestructura compleja y de métodos poco precisos. Uno de los parámetros del 
modelo de Calidad de Playas consiste en cuantificar la presencia de residuos 
sólidos en la arena. Debido a las grandes extensiones de terreno, la presencia de 
usuarios y a la diversidad de residuos que es posible encontrar en estos sitios, 
dicha cuantificación requiere de gran número de  personal que realiza el 
procedimiento manualmente, clasificándolos en un conjunto de grupos 
preestablecidos. 
Específicamente, en el proyecto ICAPTU se ha reducido la complejidad del 
proceso censando un conjunto de áreas de tamaño reducido (1 m X 50 m) y 
seleccionadas por expertos. Lo que permite estimar un aproximado de la 
presencia total de residuos sólidos sobre la arena. Por lo anterior, las principales 
limitaciones del método radican en la necesidad de la intervención de múltiples 
usuarios, el costo de éstos y el tiempo necesario para realizar el conteo.  
Por esto y otras situaciones que se presentan es necesario plantearse lo siguiente: 
¿Es posible diseñar un método basado en técnicas de procesamiento digital de 
imágenes que permita la automatización en la estimación del porcentaje de 
















1.2  JUSTIFICACIÓN 
 
Con la implementación de este trabajo se busca optimizar el procedimiento 
reconocimiento y conteo de los residuos sólidos que se encuentren en la playa del 
Rodadero, dentro de las zonas de recreación y esparcimiento que están 
disponibles para los turistas,  
Desde el punto de vista ambiental la contaminación en las playas representa un 
problema en el ámbito tanto económico como social, puesto que las playas de la 
ciudad de Santa Marta son el punto turístico y recreacional de muchas personas, 
“en el año 2012 se presentaron en la ciudad 492.702 turistas que llegaron a por 
vías aéreas” (MinCit, 2012). Un control adecuado sobre la cantidad de residuos 
sólidos puede fortalecer esta playa como destino turístico brindando una mejor 
experiencia para el usuario y disminuir los riesgos de salud que podrían derivarse 
de un desproporcionado incremento de basuras. 
Este trabajo esta direccionado al mejoramiento del proceso de contabilización de 
los residuos sólidos que se encuentran alojados en la playa que están siendo 
objeto de estudio en la ciudad de Santa Marta utilizando técnicas de 
reconocimiento digital de imágenes, lo que permite mejorar el proceso de 
recolección de la información, para estimar la medición del índice de calidad 
ambiental en las playas que están siendo utilizadas, haciendo posible la 
implementación de estrategias de saneamiento ambiental. 
Al hacer la observación desde el punto de vista de las tecnologías aplicadas, este 
proyecto es una innovación debido a que se basa en técnicas de  procesamiento 
digital de imágenes empleadas en un entorno con baja presencia de soluciones 
tecnológicas. Así mismo, permitirá monitorear las zonas más susceptibles a este 
tipo de contaminación en las playas turísticas y realizar estadísticas de la 
contaminación que posee esta zona comparada con otras, para aplicar un método 
diferente para estabilizar el ecosistema.  
En el ámbito educativo desarrollar este proyecto bajo la asesoría de la línea de 
investigación de la Universidad del Magdalena, representa una gran ventaja 
debido a que esta universidad ofrece las condiciones necesarias para el adecuado 
desarrollo de proyectos que requieran tanto conocimiento teórico como 
aplicaciones prácticas, así mismo la universidad tendrá la posibilidad de abordar la 
problemática actual desde un punto de vista práctico en el que no sólo se recauda 
la información básica de la especie sino que se da pie al desarrollo de 








1.3.1 Objetivo General 
 Diseñar un método para la automatización del reconocimiento y estimación 
del porcentaje de contaminación de residuos sólidos en la playa del 
Rodadero de la ciudad de Santa Marta mediante procesamiento digital de 
imágenes.  
 
1.3.2 Objetivos Específicos 
 Determinar las características básicas que permitan reconocer y distinguir 
los objetos para separarlos de la arena. 
 
 Diseñarlos métodos necesarios para extraer la arena segmentando los 
objetos. 
 
 Diseñar un método para el reconocimiento de los objetos teniendo en 
cuenta sus características básicas. 
 
 Cuantificar el porcentaje que ocupa el objeto en la imagen. 
 
 Implementar y cuantificar la eficiencia mediante la estimación de una 













2. ANTECEDENTES  
 
Los seres humanos poseen diferentes formas de interactuar y reconocer el medio 
que los rodea una de estas formas es mediante el sentido de la vista que le 
proporciona al hombre la posibilidad de reconocer diferentes características de su 
entorno lo que le facilita su interacción con el medio, la toma de decisiones y su 
capacidad de adaptación a los cambios. 
Desde que se inventaron las maquinas, se ha buscado una forma de que estas 
tengan la capacidad de desarrollar las diferentes acciones que realizan los seres 
humanos de manera automática, como por ejemplo la toma de decisiones 
basadas en información obtenida por el sentido de la vista, esta premisa se ha 
convertido en el eje de investigación y aplicación de la visión artificial, que con una 
serie de estudios y análisis de diferentes imágenes busca hacer un reconocimiento 
de características que les permitan a las maquinas tomar decisiones en los 
diferentes ámbitos en los que se desenvuelven. Estos ámbitos son diversos y van 
desde las aplicaciones microscópicas, pasando por el análisis de la tierra, el 
universo hasta las más recientes: las aplicaciones para analizar la estabilidad de 
los ecosistemas. 
Basados en la expansión y las consecuencias que tiene la evolución y 
globalización de la humanidad para el medio ambiente, en especial para los 
lugares turísticos, diversos investigadores alrededor del mundo han buscado ligar 
los conocimientos de la visión artificial al reconocimiento de objetos de todos los 
tamaños y en diversidad de ambientes, con el fin de establecer tanto las 
limitaciones como las ventajas que tiene esto al momento de estimar el daño 
causado en el medio. 
Entre estos proyectos se encuentra el realizado por Zhang Tianxu, SangNong, 
Wang Guoyou, Li Xiaowen (1996) del Instituto de Reconocimiento de Patrones y 
Visión Artificial, Universidad Huazhong de Ciencia y Tecnología, en la Republica 
China, que consiste en la creación de un método efectivo para la identificación de 
objetos pequeños en un fondo complicado. Así mismo, mediante la aplicación de 
la visión artificial se puede construir una máquina de visión que inspecciona las 
botellas de cervezas, proyecto desarrollado por  Feng Duan, Yao-Nan Wang, 
Huan-Jun Liu, Yang-Guo Li, de la facultad de Ingeniería Eléctrica y de Información 
en la Universidad Hunan en China (2007). Esta máquina se basa en la lectura y 
análisis del histograma y la detección de bordes, el algoritmo se basa en las 
estadísticas locales de características y se utilizan dos redes neuronales para la 
inspección de bajo nivel y el juzgamiento de alto nivel, esto en conjunto 
proporciona un sistema que ha demostrado ser efectivo en la inspección en tiempo 
real. 
La visión artificial no solo es utilizada para el reconocimiento de objetos o 
inspección sino también para el control de calidad de diferentes objetos como los 
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mangos, temática planteada y desarrollada por Pedro Sandino Atencio Ortiz 
(2009) de la Universidad del Magdalena, en Santa Marta, Colombia quien realizo 
un sistema de visión artificial para el control de calidad del mango de azúcar de 
exportación, basados en el análisis del color y tamaño de las frutas. Se destaca 
también el Prototipo para la automatización del proceso de clasificación del mango 
tipo exportación basados en visión artificial realizado por Adolfo Moreno Bermúdez 
y Deimer Ballesteros Padilla del Programa de Ingeniería Electrónica de la 
Universidad del Magdalena en Colombia (2010), quienes aplicaron la 
aproximación tridimensional de imágenes en 2D y el análisis porcentual de las 
manchas en el mango para estimar su madurez. 
Así mismo la inspección y clasificación de objetos pequeños hacen parte del 
trabajo con visión artificial, como es el caso del sistema de clasificación para los 
granos utilizando la visión por computador y las redes neuronales, desarrollado 
por KıvançKılıça, İsmailHakkiBoyacıa, HamitKöksela, İsmailKüsmenoğlub (2006) 
del Departamento de Ingeniería de la comida, y de la Facultad de ingeniería de la 
Universidad de Hacettepe en Turquía. Consistente en la aplicación de códigos 
desarrollados en Matlab que evalúan en tamaño y el color de los granos para 
establecer que tan buenos o dañados se encontraban estos al momento de ser 
analizados. 
Para la adecuada implementación de los métodos de visión artificial es necesario 
considerar aspectos importantes como el ambiente en el que se encuentra puesto 
que este puede ser un factor restrictivo en la exactitud y calidad de los resultados, 
esta temática la tratan en su proyecto ShankarVaidyanathan, ShivakumarRaman 
(1995) de la escuela de Ingeniería Industrial en la Universidad de Oklahoma, 
Estados Unidos, quienes proponen un algoritmo que permite la identificación de 
objetos en ambientes con ruido denominado OMNE-Visión  (Object measurement 
in a noisy environment using visión), lo cual representa una ayuda significativa 
para el trabajo con objetos en ambientes poco o nada controlados. 
Estos trabajos sirven como apoyo e inspiración para el desarrollo del proyecto que 
se desea implementar contribuyendo así con esta ardua labor de utilizar las 
maquinas como herramientas útiles en la automatización de procesos de 










3.1 MARCO CONCEPTUAL 
 
Visión artificial: La Visión Artificial o visión por computador es un área 
multidisciplinar que pretende, en cierta medida, reproducir artificialmente el sentido 
de la vista mediante el procesamiento e interpretación de imágenes, captadas con 
distintos tipos de sensores (fundamentalmente, cámaras), y utilizando para ello las 
prestaciones de los ordenadores. (Sánchez, A., 2005) 
Procesamiento digital de imágenes: son técnicas que se han utilizado para 
resolver gran variedad de problemas y aplicaciones como astronomía, 
arqueología, arquitectura, biología, cartografía, defensa, ecología, geografía, 
industria, medicina, meteorología, planeamiento urbanístico, oceanología, 
teledetección, telecomunicaciones, robótica, entre otros. (Lerma, J., 2002) 
Luminarias: son aparatos que sirven de soporte y conexión a la red eléctrica a las 
lámparas. Como esto no basta para que cumplan eficientemente su función, es 
necesario que cumplan una serie de características ópticas, mecánicas y 
eléctricas entre otras. 
Óptica: es la rama de la física que estudia la luz. (Anequin, R., Boutigny, J., 2004) 
Fuente de luz: Se entiende por fuente de luz aquellos cuerpos que la generan, 
sea por que la producen o la reflejan. 
Una forma de clasificarlas es dividirlas en naturales o artificiales. 
Son primarias si producen la luz por medio de procesos internos como el sol y las 
estrellas y en general, son secundarias si producen la luz por reflexión como es el 
caso de la luna o de cualquier superficie que la reflejen. 
Las fuentes artificiales se dividen en 2 tipos: aquellas que la emiten por calor 
(ampolleta), y aquellas que la emiten por emisión, como es el caso del tubo 
fluorescente.  
Profundidad de campo: es la zona dentro de la cual el objeto forma una imagen 
que está dentro de la profundidad de enfoque. (De La Escalera, A., 2001) 
Profundidad de enfoque: es la zona que está por delante y por detrás del plano 
de la imagen, para la cual el desenfoque es menor que el circulo de confusión 
permisible. (De La Escalera, A., 2001) 
Circulo de confusión permisible: Es el pequeño disco de luz que se forma al 
pasar la luz por el lente con el fin de producir una imagen en el film. 
(Estremadoyro, J., 2004) 
Distancia hiperfocal: Se define como el límite más próximo de profundidad de 




Aberraciones ópticas: son las imperfecciones introducidas en las imágenes por 
los sistemas ópticos. Estas imperfecciones son debidas a que las propiedades 
vistas hasta ahora no reflejan perfectamente el paso de luz a través de ella. (De La 
Escalera, A., 2001)  
Filtro: Son elementos que se añaden a la óptica y mediante los cuales se pueden 
variar las relaciones de transmisión entre las longitudes de onda favoreciendo 
unas sobre otras. (De La Escalera, A., 2001) 
Factor de Magnificación: Es la división entre el tamaño del objeto en la imagen y 
el tamaño del objeto en la realidad. (De La Escalera, A., 2001) 
3.2 MARCO TEÓRICO 
 
Desde el principio de los tiempos los seres humanos han desarrollado la 
capacidad de reconocer las diferentes situaciones que se les presentan en la vida 
diaria mediante la implementación de un sentido que posee demasiada 
importancia: el sentido de la vista, gracias a este es posible que las personas se  
desenvuelvan de manera eficiente en las diferentes situaciones que  se le 
presentan en el diario vivir, gracias a la vista se pueden hacer reconocimiento de 
los diferentes lugares con los cuales lo seres humanos interactúan. 
Es tanta la eficiencia de este órgano que los hombres han buscado la manera de 
emular las bondades del mismo para implementarlo en objetos inanimados 
logrando así  que esos objetos realicen acciones que son exclusivas de los seres 
humanos como la toma de decisiones a partir del reconocimiento de una situación, 
la identificación de los obstáculos que pueden presentarse en un camino, la 
identificación del contorno de un objeto con el fin de extraer características, entre 
otras aplicaciones que son de utilidad para la realización de diversas actividades; 
todo esto es materia de investigación para la visión por computador. 
 La visión por computador o visión artificial tiene diversos conceptos de acuerdo al 
punto de vista desde el que se observe entre ellos encontramos los siguientes 
propuestos por algunos autores reconocidos por sus investigaciones en esta área: 
Ciencia que desarrolla las bases teóricas y algorítmicas para obtener información 
sobre el mundo real a partir de una o varias imágenes (Haralick, 1992). 
Disciplina que desarrolla sistemas capaces de interpretar el contenido de escenas 
naturales (Castleman, 1996). 
La Visión por Computador, que ha emergido como una disciplina propia basada 
principalmente en las matemáticas y ciencias de la computación, consiste en 
hacer que un computador vea. Esto, sin embargo, es todavía un problema no 
resuelto. (Faugeras, 2001). 
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Las definiciones anteriormente mencionadas abarcan prácticamente todos los 
campos en los que se busca incursionar mediante la visión artificial, aunque cada 
uno tiene un pequeño grado de variación todas coinciden en un solo objetivo 
lograr una  interpretación acertada  de la realidad mediante el entendimiento de las 
imágenes, pero para lograr esto se hacen necesaria la aplicación de diferentes 
técnicas que en conjunto permiten la extracción de la mayor cantidad de 
información posible de una imagen que se obtenga de una escena, pero de ellas 
se hablara más tarde porque para llegar a la aplicación de estas técnicas se hace 
necesario conocer cómo se capturo la imagen, que herramientas se utilizaron para 
que la imagen fuera apta para la extracción de la información; esto se obtiene 
conociendo los  elementos que componen un sistema de visión artificial. 
3.2.1 Elementos de un Sistema de Visión Artificial  
Para poder adquirir imágenes de alta calidad que permitan su adecuado 
procesamiento, se hace necesario establecer un ambiente propicio para la captura 
de la imagen de tal  manera que  para los algoritmos encargados de la extracción 
de la información el hallazgo de las características necesarias de acuerdo a la 
información requerida se encuentren claras, para ello es indispensable 
comprender bien a que objeto se le van a aplicar las técnicas de visión artificial, 
así como la iluminación necesaria para tomar la imagen del objeto, que tipos de 
cámaras se utilizaran, entre otros elementos que en conjunto conforman un 
sistema de visión artificial. 
 
 
Ilustración 1. Elementos de un sistema de visión artificial. 1) Proyector, 2) Controladora, 3) 
Computador, 4 y 5 Cámaras, 6) Objeto.  
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En la Ilustración 1 se observan los componentes del sistema de visión artificial y 
como su interacción permite ejecutar cada una de las técnicas que son necesarias 
para la obtención de la información, es por ello que se hace necesario conocer 
todas y cada una de los componentes de un sistema de visión artificial. 
3.2.1.1  Iluminación. 
La iluminación es una parte vital en el proceso de la visión artificial, gracias a esta 
es posible facilitar el trabajo de análisis y caracterización de la imagen, muchos de 
los problemas que se presentan en el desarrollo de un proyecto de visión están 
relacionados con la mala escogencia de la iluminación, que no permite apreciar el 
objeto de la manera más adecuada para la extracción de la información del mismo 
en la imagen capturada. Pero para escoger la iluminación adecuada es necesario 
tener en cuenta las propiedades del objeto que se va a tomar y las características 
que se desea obtener del objeto. 
 
3.2.1.2 Propiedades de los objetos. 
De acuerdo a su estructura física y el material del que están elaborados, los 
objetos poseen distintas propiedades que hacen que sean necesarios diferentes 
tipos de luz para resaltar las características de las cuales se necesita obtener 
información. Existen tres tipos de propiedades: 
Propiedades reflexivas.  Los objetos que presentan esta propiedad se 
caracterizan porque el rayo de luz que incide en ellos se refleja; dependiendo de la 
forma como se refleja la luz existen diferentes materiales que se deben tener en 
cuenta al momento de escoger la iluminación para captar la imagen estos son:   
 Materiales especulares 
 Materiales reflectores 
 Materiales difusos 
 Materiales selectivos al espectro 
 Materiales no selectivos al espectro 
 Propiedades absorbentes 
Esta propiedad se enfatiza sobre los materiales selectivos o no selectivos al 
espectro, enfocándose en la absorción del haz de luz permitiendo así 
caracterizarlos de manera más sencilla teniendo en cuenta cuantas ondas de luz 
absorba; si las absorbe todas el material es negro y si no absorbe ninguna el 
material es blanco. 
Propiedades transmitivas.  Estos materiales se caracterizan porque dejan pasar 
la luz a través del material de acuerdo a como pase la luz se clasifican en: 
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 Materiales transparentes 
 Materiales translucidos 
 Materiales selectivos al espectro 
3.2.2 Tipos de iluminación. 
Iluminación direccional: este tipo de iluminación es usada para resaltar los 
defectos que puedan tener los materiales en el borde, así mismo es usado para el 
reconocimiento de las superficies de algunos materiales. 
Iluminación difusa: este tipo de iluminación es usado para aquellos objetos de los 
cuales se quieren tomar imágenes desde diferentes puntos de vista por lo cual no 
se pueden perder detalles de la superficie, este tipo de iluminación elimina las 
sombras. 
Iluminación a contraluz: utilizada para observar características como perforaciones 
contornos, entre otras para las cuales no se necesitan conocer detalles físicos 
como el color entre otros, esta iluminación muestra solo la silueta del objeto. 
Iluminación oblicua: usada para crear sombras más pronunciada de los objetos 
con el fin de hacer visibles aquellas partes que por su altura se vuelven invisibles 
ante la lente de la cámara. 
Iluminación estructurada: ideal para obtener las características tridimensionales de 
un objeto. 
Iluminación coaxial: ampliamente usada para iluminar objetos reflectantes o 
agujeros, reduce las sombras y reflejos permitiendo así observar las 
características de los objetos. 
Iluminación dark-ground o dark-field: es utilizada para iluminar los bordes de los 
objetos transparentes con el fin de obtener una idea más exacta del contorno del 
objeto, en este tipo de iluminación no se pueden observar detalles del objeto solo 
se observa su contorno. 
Luz polarizada: esta iluminación es aplicada a aquellos materiales transparentes 
que son receptivos a cambio de dirección de la luz con respecto al plano. 
Después que se ha elegido el tipo de iluminación para detallar el objeto y extraer 
de manera exitosa las características necesarias se procede a escoger una fuente 
de luz que permita llevar a cabo la tarea de propiciar el ambiente adecuado para la 


















Tabla 1. a) Fuentes incandescentes;  b) Fuentes fluorescentes;     c) Diodos LED;  d) Luz 
estroboscópica;  e)  Laser;  f) Fibra óptica. 
3.2.3 Óptica 
Al hablar de óptica se piensa en los ojos, en el enfoque de los objetos y en los 
lentes necesarios para corregir los errores que se puedan producir con el desgaste 
de la vista. Hablando en términos de la visión artificial hablar de óptica hace 
referencia a los diferentes lentes que se pueden usar para influir en la calidad e la 
imagen y en el tamaño de los objetos. 
Para poder establecer cuál es el lente más apropiado para poder realizar la 
captura de un objeto de manera adecuada es necesario tener en cuenta algunos 
parámetros, entre ellos encontramos: la distancia focal, el punto focal y el diámetro 
de la lente. 
El punto focal: es aquella zona en la que convergen los haces de luz al pasar por 
una lente convexa.  
La distancia focal: es la distancia que hay entre la lente y el punto focal, esta 
distancia es necesaria para el cálculo del tamaño y la posición del objeto. 
El diámetro de la lente: este está relacionado directamente con la nitidez de la 
imagen, entre más grande el diámetro se captura más luz y esto conlleva a que la 
nitidez de la imagen sea mejor.    
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Así mismo se tiene un parámetro importante puesto que relaciona la distancia 
focal y el diámetro del diafragma se denomina, numero F y está dado por: 




Donde f es la distancia focal y D es el factor de potencia que es igual a la inversa 
de la distancia focal y cuya unidad de medida es la dioptría. 
Para poder hablar de las diferentes normas que rigen la fotografía al momento de 
la captura de imagen es necesario basarse en el concepto de lente fina, 
consistente en que una rayo pasa por el eje óptico, entra por el foco posterior de la 
lente y todo rayo que pasa por el foco anterior de la lente sale paralelo al eje 










Donde 𝑢 es la distancia del objeto a la lente, 𝑣 es la distancia del plano de enfoque 
y 𝑓 la distancia focal. De esta ecuación puede observarse: 
Que no se pueden enfocar objetos que se encuentren a una distancia menor que 
la distancia focal. 
Que cuando los objetos están lejos (u tiende a infinito), la distancia 𝑣 se aproxima 
a la distancia focal 𝑓. 
Qué puntos más lejanos (o mayores) se enfocan a distancias (al tener que ser la 
suma constante). 
También se define un parámetro llamado factor de magnificación, denotado M, 





Donde P es el tamaño del objeto en la realidad y 𝑝 el tamaño del objeto en la 
imagen. 
3.2.3.1 Aberraciones ópticas. 
Una vez entendidos los parámetros principales para la obtención de las imágenes, 
se hace necesario analizar las diferentes razones por las cuales una imagen 
podría resultar alterada; estas razones se conocen como aberraciones ópticas. 
Cuando se va a realizar una captura de una imagen debajo del agua, es posible 
que debido al entorno tan variable en el que se están tomando las imágenes se 
sufra de las siguientes aberraciones: 
26 
 
Aberración cromática: esta se debe a los diferentes índices de refracción de los 
rayos luminosos de acuerdo a las longitudes de ondas y pueden ser de dos tipos: 
cromática longitudinal (en la que las diferentes longitudes de onda  se dispersen 
por los diferentes planos de la imagen que si no es por la profundidad de campo 
solo se estaría enfocando solo un color) y la cromática lateral (la magnificación de 
la lente varía de acuerdo a los cambios de las longitudes de ondas de tal forma 
que los componentes del color son captadas por diferentes elementos sensibles 
de la imagen)  
Distorsión: esta aberración genera una deformación geométrica de la imagen pero 
mantiene los puntos enfocados esto se debe por el aumento de la imagen en 
función de los rayos que inciden en el centro de la lente, se presentan dos tipos de 
distorsión: el aumento de la imagen (distorsión positiva) y la disminución de la 
imagen (distorsión negativa), en forma matemática la distorsión está dada por: 
𝑥𝑟𝑒𝑎𝑙 = (1 + 𝑔𝑥𝑑
2)𝑥𝑡𝑒𝑜𝑟𝑖𝑐𝑎 
 




 Donde 𝑑 = √𝑥𝑡𝑒𝑜𝑟𝑖𝑐𝑎
2 + 𝑦𝑡𝑒𝑜𝑟𝑖𝑐𝑎
2  y 𝑔𝑥𝑔𝑦  son coeficientes de distorsión que 
generalmente tiene igual magnitud si se habla de una distorsión positiva en un 
objeto cuadrado la distorsión que se obtienes es que el objeto toma forma de cojín 
y si la distorsión es negativa el objeto toma forma de barril. 
Para corregir las aberraciones es importante escoger bien el tipo de dispositivo de 
captura que se va a usar, analizar a fondo todo lo que se requiere del objeto y el 
medio en el que este se encuentre. 
3.2.4 Pre-procesamiento de Imágenes 
Una vez capturadas las imágenes e procede a realizar una serie de 
procedimientos que eliminan cualquier tipo de impureza que pueda tener la 
imagen y que dificulte su procesamiento para el caso del proyecto a desarrollar los 
algoritmos escogidos son: la eliminación de ruido y el realce de bordes. 
ELIMINACIÓN DEL RUIDO.  Cuando se captura una imagen esta generalmente 
se obtiene con ruido, tomando este como la el cambio en los valores de gris de un 
pixel con respecto a sus vecinos, existen 4 tipos diferentes de ruido:   
Ruido Gaussiano: produce pequeñas variaciones en la imagen, debido a las 
diferentes ganancias en el sensor, perturbaciones en la transmisión, entre otras. 
Ruido impulsional: se presenta cuando el valor que toma el pixel no corresponde 
al del resto de la imagen, este toma un valor máximo: producto de la saturación 
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del pixel ante la presencia de objetos calientes, y un valor mínimo: por perdida de 
la señal. 
Ruido frecuencial: al momento de revisar la imagen obtenida se observa que 
esta es la suma de la imagen real y otra que tiene cierto tipo de interferencias. 
Ruido multiplicativo: la imagen obtenida es fruto de la multiplicación de dos 
señales. 
Para la eliminación de cualquiera de los ruidos anteriormente mencionados se 
aplican filtros, estos se clasifican en: 
Filtros Lineales Espaciales: estos contienen ciertos algoritmos que permiten la 
detección y eliminación de los ruidos, en este caso se evaluara un algoritmo 
específico, la suma de imágenes: que define el nivel de gris de un pixel como la 
suma entre el nivel de gris ideal y el ruido dada por la siguiente fórmula: 
𝑓(𝑥, 𝑦) =  𝑓𝑖(𝑥, 𝑦) +  𝑟(𝑥 + 𝑦) (5) 
Como el ruido que se presenta en las imágenes es aleatorio, la influencia del 
mismo es menores cuantas más imágenes se tengan por lo tanto la formula 
anteriormente definida quedaría como: 
𝑓(𝑥, 𝑦) =  𝑓𝑖(𝑥, 𝑦) +




En donde n es el número de imágenes tomadas. 
 Filtros No Lineales: contiene algoritmos que se encargan de la detección 
de ruido por medio de variaciones estadísticas un ejemplo de estos tipos de 
filtros es el Outlier que toma cada pixel y lo compara con la media de los 
pixeles que se encuentran contiguos a este y si el valor de ese pixel no 
corresponde con el de la media se toma este como ruido y el valor que 
tenía es remplazado por el de la media de los pixeles. 
 Filtros en el Dominio de la Frecuencia: entre estos tipos de filtro se 
encuentran: filtros paso bajo en los cuales el interés radica por debajo de la 
frecuencia de corte; filtros paso alto en el cual el interés radica por encima 
de la frecuencia de corte. 
Extracción de características.  Después de haber realizado todas las acciones 
necesarias para la limpieza de la imagen es necesario comenzar a extraer la 
información pertinente para la correcta definición e identificación del objeto a 
analizar, para ello se utilizan una serie de técnicas que serán mencionadas a 
continuación: 
3.2.5 Detección de bordes. 
Al momento de realizar el reconocimiento de los objetos es de vital importancia 
definir hasta donde llega el objeto y donde comienza el escenario que lo contiene, 
esto es posible gracias a la detección de los bordes. Las técnicas encargadas de 
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la detección de bordes tienen como finalidad establecer desde donde se pasa de 
los tonos de gris al fondo del objeto, para ello se emplea el uso de dos formas de 
derivada, el primero de ellos es el de la aplicación del gradiente en el que se 
buscan los picos más grandes, el segundo es la aplicación de la derivada 
laplaciana en el que se buscan los cambios de respuestas positivas a negativas o 
viceversa. 
Técnicas basadas en el gradiente.  Se basa generalmente en el cálculo de 
diferencias entre los pixeles vecinos, estas diferencias pueden ser 
unidimensionales o bidimensionales, así como, aplicarse a una o todas las 
direcciones en la imagen. El gradiente está definido como: 






En donde el vector gradiente representa la variación máxima para el punto (x, y), 
por lo tanto es necesario conocer  el modulo y la dirección del mismo, dados por:  
|∇𝑓| =  √𝐺𝑥2+𝐺𝑦2 






Ahora si se tiene que las imágenes digitales no son funciones continuas el 
gradiente se expresa como: 







Operadores de segundo orden.  La derivada laplaciana es la segunda derivada 
de una función y representa la derivada de esta respecto a todas las direcciones, 
está dada por: 







Esta derivada se usa también al momento del reconocimiento de los cambios 
respuestas de positivas a negativas y viceversa. 
3.2.6 Segmentación 
El objetivo de la segmentación es separar dichos objetos el medio en el que se 
encuentran y distinguirlos entre sí. Para ello utilizara algunas de las propiedades o 
características vistas hasta ahora. Después de la separación estará el proceso de 
descripción individualizada de los objetos encontrados y su reconocimiento e 
interpretación: la segmentación se basa en tres propiedades:  
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1. Similitud. Cada uno de los pixeles de un elemento tiene valores parecidos 
para alguna ´propiedad 
2. Discontinuidad. Los objetos destacan del entorno y tienen por tanto unos 
bordes definidos. 
3. Conectividad.  Los pixeles pertenecientes al mismo objeto tienen que ser 
contiguos, es decir deben estar agrupados. 
Segmentación basada en la detección de bordes.   La segmentación basada en 
la detección de bordes utiliza la información suministrada por los detectores. Como 
ya se comento, estos métodos funcionan peor cuando varios objetos están en 
contacto, semicultos por otros o por discontinuidades en los bordes producto del 
ruido. Es por ello que los puntos detectados no construirán todos los pixeles de los 
bordes reales, presentándose interrupciones y apareciendo puntos que no 
pertenecen a ningún borde. Por ello después del algoritmo de detección se aplican 
otros que analizando los valores detectados determinan las fronteras entre 
objetos. 
Los inconvenientes de estos métodos serán: 
 Que al intentar eliminar los efectos del ruido también eliminan los bordes de 
objetos pequeños, ya que se basan en el pequeño número de pixeles que 
forman el borde. 
 Que suelen asimilar los puntos detectados a curvas de forma conocida que 
serán siempre una aproximación de los bordes reales 
Método basado en el gradiente 
El método del gradiente se basa en operadores vistos con anterioridad: Roberts 
por un lado y Sobel, Prewitt y el Isotrópico por otro. Con ellos puede obtenerse el 
modulo y el argumento del gradiente:  
 Si se aplica Roberts el modulo será:  
|𝐺| =  √(𝑎4 − 𝑎8)2 + (𝑎7 − 𝑎5)2 (11) 



















El siguiente paso es agrupar los pixeles pertenecientes a los bordes con sus 
vecinos. Para ello se aplican las definiciones de conectividad explicadas con 
anterioridad. Para que dos pixeles formen parte del mismo borde deben cumplir 
dos condiciones: 
 Estar conectados con conectividad cuatro u ocho. 
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 Y que la diferencia entre el modulo y la dirección de los dos gradientes sean 
menores que dos valores prefijados. 
|𝐺1 − 𝐺2| ≤ 𝑇𝐺 
 
|𝜃1 − 𝜃2| ≤ 𝑇𝜃 
(14) 
 
Segmentación de regiones.  Como se comentó al principio los objetos presentan 
una uniformidad en alguna o algunas características. Se buscan por tanto aquellos 
pixeles que estando unidos presentan una propiedad común. 
 
Ilustración 2. Transformada generalizada de Hough. 
3.2.7 Umbralización 
Las técnicas de umbralización producen segmentos que tienen pixeles con 
intensidades similares. La umbralización es una técnica útil para establecer límites 
en imágenes que contienen objetos sólidos descansando en un fondo de 
contraste. Existe un gran número de métodos de segmentación basados en los 
niveles de gris utilizando información de la imagen local o global. Las técnicas de 
umbralización requieren que un objeto tenga intensidades homogéneas y un fondo 
con un nivel diferente de intensidad. Una imagen puede ser segmentada en dos 
regiones por umbralización simple. 
Umbralización global.  La umbralización global es de todos los métodos de 
segmentación el más simple y ampliamente utilizado. En la umbralización global, 
un valor θ es escogido y la siguiente condición es impuesta: 
𝑓(𝑚, 𝑛) =  {
1 if 𝑓(𝑚, 𝑛) ≥ 𝜃
0 𝑒𝑙𝑠𝑒
 (15) 
Esta ecuación es una descripción completa del algoritmo de binarización; no 
contiene indicaciones de cómo seleccionar el valor del parámetro de umbral θ. El 
valor de θ tiene que ser seleccionado en una manera óptima. 
Un método para escoger θ es por prueba y error, tomando diferentes umbrales 
hasta encontrar uno que produzca un buen resultado al ser juzgado por el 
observador. Esto es particularmente efectivo en un ambiente interactivo, como el 
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que le permite al usuario cambiar el umbral usando una aplicación (control gráfico) 
como un slider y mirar el resultado inmediatamente. 
Para escoger un umbral automáticamente, González y Woods (2002) describe el 
siguiente procedimiento iterativo. 
1. Selecciona un estimado inicial para θ (un estimado inicial sugerido es el 
punto medio entre los valores de intensidad mínimos y máximos de la 
imagen). 
2. Segmenta la imagen utilizando θ. Esto producirá dos grupos de pixeles: G1 
consistente en todos los pixeles con valores de intensidad mayores o 
iguales a θ, y G2, consistente en los pixeles con valores menores a θ 
3. Computa el promedio de valores de intensidad 𝜇1 𝑦 𝜇2  para los pixeles de 
las regiones G1 y G2. 
4. Computa un nuevo valor del umbral:  
𝜃 =  
1
2
(𝜇1 + 𝜇2) (16) 
 
5. Repetir los pasos de 2 a 4 hasta que la diferencia en θ en iteraciones 
sucesivas sea menor que el parámetro predefinido 𝜃0. 
Umbralización local.  Los métodos de umbralización global pueden fallar cuando 
la iluminación de fondo es desigual. Una práctica común en esas situaciones es 
pre procesar la imagen para compensar los problemas de iluminación y luego 
aplicar un umbral global a la imagen pre-procesada.  
3.2.8 Crecimiento de Regiones para Imágenes en Color  
Las técnicas basadas en regiones agrupan pixeles en regiones homogéneas. En 
esta familia de técnicas se puede encontrar las siguientes: crecimiento de 
regiones, división de regiones, fusión de regiones y otras. La técnica de 
crecimiento de regiones, propuesta para imágenes en escala de grises hace 
mucho tiempo (Slevin, R., 2008), es constantemente popular en procesamiento de 
imágenes a color. 
La técnica de crecimiento de regiones es una técnica típica de abajo hacia arriba. 
Los pixeles vecinos son fusionados en regiones, si sus atributos, por ejemplo, 
colores, son lo suficientemente similares. Esta similitud es representada a veces 
por un criterio de homogeneidad. Si un pixel satisface el criterio de homogeneidad, 
entonces, el pixel puede ser incluido en la región, y los atributos de la región (el 
color medio, un área de la región, etc.) son actualizados. El proceso de 
crecimiento de regiones, en su versión clásica, comienza de pixeles elegidos 
llamados semillas y continúa tanto como los pixeles son asignados a las regiones. 
Cada una de estas técnicas varía en criterio de homogeneidad y métodos de 
localización de semillas. Las ventajas de las técnicas de crecimiento de regiones 
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resultan de tomar en consideración dos elementos importantes: similitud del color 
y proximidad del pixel en la imagen. 
Si el color de la imagen esta descrito en componentes RGB, entonces el criterio de 
homogeneidad está basado en la métrica Euclidiana, como se describe en la 
siguiente fórmula: 
√(𝑅 − ?̅?)2 + (𝐺 − ?̅?)2 + (𝐵 − ?̅?)2 ≤ 𝑑 (17) 
Donde R, G, B son componentes del color del pixel probado y 𝑅,̅ 𝐺,̅ ?̅?  son 
componentes de la media del color de las regiones creadas; y d es el parámetro 
que es muy importante para los resultados de la segmentación. Los criterios de 
homogeneidad en el espacio RGB como una conjunción de unas cuantas 
desigualdades.  
?̅? −  𝑇1
𝑅  ≤ 𝑅 ≤  ?̅? − 𝑇2
𝑅   ∧  ?̅? −  𝑇1
𝐺  ≤ 𝐺 ≤  ?̅? − 𝑇2
𝐺   ∧  ?̅? − 𝑇1
𝐵  ≤ 𝐵 




𝑅 , … , 𝑇2
𝐵 
Un procedimiento de crecimiento de regiones similar es realizado en otros 
espacios de color, por ejemplo, en el espacio cilíndrico HSI (Wiley, J., 2014). Este 
espacio representa mejor la percepción humana de colores que lo que hace el 
espacio RGB en este caso la ecuación (17) debe ser modificada a: 
√(𝐼 − 𝐼)̅2 + 𝑆2 + 𝑆̅2 − 2𝑆𝑆̅ cos(𝐻 − ?̅?)  ≤ 𝑑 (19) 
 
Donde H, S, I denota, respectivamente, matiz, saturación e intensidad del pixel 
testeado, mientras que ?̅?, 𝑆̅, 𝐼 ̅denota los componentes del color medio de la región 
creada. El criterio de homogeneidad puede ser también basado en la varianzas de 
los componentes del color de la región creada. Este enfoque fue aplicado al 
espacio HSV (matiz, saturación, valor) en la literatura: (De Rosa, A., Bonacchi, 
A.M., Cappellini, V., Barni, M., 2001) 










Donde 𝐴1, 𝐴2, 𝐴3  representan constantes; y 𝜎𝐻
2, 𝜎𝑆
2, 𝜎𝑉
2  denotan, respectivamente, 
las varianzas de la matriz, saturación y valor en la región después de la inclusión 
de un pixel candidato. En este caso, un pixel puede ser incluido en la región 
cuando el criterio de valor γ incrementa después de esta operación. 
A veces la necesidad de una diferencia real de color entre el pixel candidato y la 




Esto significa que es necesario usar un espacio de color perceptualmente 
uniforme (Adams, R., Bischof, L., 1994), por ejemplo el espacio CIE L*a*b*. En 
este caso, el criterio de homogeneidad tiene la siguiente forma: 
 
√(𝐿 ∗ − ?̅? ∗)2 + (𝑎 ∗  − ?̅? ∗)2 + (𝑏 ∗ − ?̅? ∗)2  ≤ 𝑑 (21) 
Donde L*, a*, b* son componentes del color del pixel y ?̅?∗, ?̅?∗, ?̅?∗  son los 
componentes de color medio de la región creada. 
Si un pixel probado llena el criterio de homogeneidad, la siguiente formula 
recurrente puede ser usada para actualizar la media de color de la región, este es 
el ejemplo para la intensidad solamente: 
𝐼?̅? = 




Donde 𝐼𝑖𝑗  es la intensidad del pixel con coordenadas ij, el término 𝐼?̅?−1  es la 
intensidad de la región con (n-1) pixeles y  𝐼?̅? denota la intensidad de la región con 
n pixeles, después de fusionar el pixel probado. Similares formulas recurrentes 
pueden ser derivadas para otros descriptores de regiones (por ejemplo: varianza): 
𝜎𝑛
2 = 











2  es la varianza de intensidad en la región con n-1 pixel, y 𝜎𝑛
2  es la 
varianza de intensidad en la región con n pixeles, después de la fusión del pixel 
candidato. Es necesario saber que durante el proceso de segmentación, los 
valores de las estadísticas descritas anteriormente de la región son solo 
aproximadamente conocidas, porque no todos lo pixeles (miembros de la región) 
son conocidos. 
En el proceso de crecimiento de regiones se puede usar un concepto de 
conectividad de cuatro o de ocho. Un pixel que satisfaga los requerimientos de 
conectividad de cuatro u ocho es fusionado en la región en creación, si su color 
llena el criterio de homogeneidad. 
Crecimiento de regiones con semillas.  En los 90's, dos versiones del algoritmo 
de crecimiento regiones con semilla para imágenes en escala de grises fueron 
propuestos Adams, R., Bischof, L., 1994), (Mehnert A., Jackway, P., 1999). Las 
semillas en esta técnica son habitualmente escogidas en las regiones de interés 
(ROI). Un buen ejemplo es el signo de la imagen mostrada de la Ilustración 3a a la 
Ilustración 3 e, que contiene 6 caracteres, pero simultáneamente, ocho regiones 
separadas. Para una segmentación completa de la imagen Seña en N regiones, 
una semilla debe ser elegida en cada una de las regiones potenciales, y un valor 
apropiado para el parámetro d debe ser seleccionado. 
La distribución de semillas es presentada en la Ilustración 3 y el resultado de la 
técnica de segmentación por crecimiento de regiones con semilla en el espacio de 
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color RGB con valores de componentes de color del rango entre 0 y 255 y el valor 
del parámetro d=50 es mostrado en la Ilustración 3e. Cabe anotar que para cada 
imagen, hay un rango de valores del parámetro d, que es necesario para la buena 
segmentación. El uso del valores fuera de rango del parámetro d resulta en una 
segmentación incompleta (Ilustración 3c) o en una deformación del carácter 
(Ilustración 3d). El fondo de la imagen segmentada fue removido para propósitos 
de simplificación. Las regiones que crecen cerca de semillas pueden ser 
segmentadas paralelamente del resto de la imagen. La técnica de segmentación 
por semillas con aplicación en una localización manual de las semillas funciona 
apropiadamente si la imagen contiene un número limitado de objetos (Zucker, 
S.W., 1976). 
Sin embargo, la técnica de segmentación por semillas resulta dependiendo de las 
posiciones de las semillas. La Ilustración 4a a la Ilustración 4e Presenta imágenes 










Ilustración 3. Crecimiento de regiones con semilla para la imagen Señal (a) imagen original 
con las semillas, (b) imagen segmentada utilizando d = 50, (c) imagen segmentada utilizando 
d=10, y (d) imagen segmentada utilizando d=90. 
La Ilustración 4 prueba que la posición de la semilla es esencial para los 
resultados de segmentación. Usando dos semillas localizadas en un objeto, por 
ejemplo una flor azul, da como resultado dos regiones en vez de una (Ilustración 
4e). En el paso de post procesamiento, ambas regiones pueden ser fusionadas en 
una. La influencia del tamaño de la semilla, de 1 pixel a 20 X 20 pixeles, en los 
resultados de la segmentación fue probada y es definitivamente más pequeña que 
la influencia de la posición de la semilla en la imagen. La diferencia entre las 
imágenes segmentadas que fueron segmentadas basadas tanto en las grandes 
como pequeñas semillas, contienen una docena de pixeles solos para una 
resolución de imagen de 640 X 480 pixeles. 
Las semillas pueden ser localizadas en la imagen manualmente, al azar o 
automáticamente. Un operador utiliza su conocimiento de la imagen para la 
localización de la semilla. La escogencia al azar de la señilla es particularmente 
riesgosa en el caso de una imagen con mucho ruido, porque una semilla puede 
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ser colocada en un pixel ruidoso. Las semillas también pueden ser encontradas 
utilizando los picos del histograma de color. La información de bordes adicionales 
es algunas veces aplicada también a la localización de semillas dentro de 
contornos cerrados.  
Sinclair (Sinclair, D., 1999) propone una posición de semillas en los picos de la 
imagen de Voronoi. Su método, primero que todo requiere que los bordes en la 
imagen original sean encontrados. Un borde de una imagen binarizada es la base 
para generar la imagen de Voronoi. El nivel de gris de la imagen de Voronoi se da 
en función de la distancia desde el pixel al borde más cercano, entre más larga es 
la distancia, más brillante es el pixel en la imagen de Voronoi. Por lo tanto, las 
semillas están localizadas en los pixeles más brillantes de una imagen de Voronoi 












Ilustración 4. Región con crecimiento de semillas para la imagen a color flores 2, parámetro 
d=50 (a) imagen original con dos locaciones marcadas para la semilla (b) resultado de 
segmentación utilizando una semilla en el medio de la flor, (c)resultado de la segmentación 
utilizando la semilla en el pétalo de la flor, (d) diferencia de las imágenes (b) y (c), y (e) es el 
resultado de la segmentación utilizando dos semillas localizadas como en la imagen (a). 
Ouerhani et al 2001, aplico los tan llamados puntos de atención viniendo de un 
modelo de atención visual son candidatos naturales para llenar el rol de las 
semillas. Ikonomakis et al 2000 determina las semillas para las regiones 
cromáticas revisando las varianzas de matiz en las máscaras simétricas. 
Si esta varianza es más pequeña que algún umbral, se localiza una máscara en la 
semilla. En aplicaciones prácticas, el conocimiento acerca de las imágenes 
procesadas es utilizado para la localización de las semillas. Por ejemplo, un robot 
móvil equipado con un sistema de visión puede encontrar todas las puertas en los 
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cuartos interiores. En imágenes de la cámara del robot, las semillas son 
localizadas automáticamente a cierta distancia de las esquinas de puertas que han 






Ilustración 5. (a) Imagen Chart, (b) imagen de Voronoi obtenida de la imagen (a).  
Crecimiento de regiones sin semillas.  Esta técnica puede también ser 
nombrada como una técnica de crecimiento de regiones por agregación de 
pixeles. Está basada en el concepto de crecimiento de regiones sin la necesidad 
de que las semillas comiencen el proceso de segmentación. Al comienzo del 
algoritmo, cada pixel tiene su propia etiqueta (una región de pixeles). Un pixel es 
incluido en una región si se encuentra en conectividad cuatro u ocho con esta 
región y tiene un valor en un rango específico del color medio de una región 
construida existente. Después de cada inclusión del pixel en la región, el color 
medio de esa región es actualizado; para esta actualización son utilizadas 
formulas recurrentes. Uno o dos escaneos simples de la imagen a color son 
aplicados: uno pasa de la derecha a la izquierda y de arriba hacia abajo y pueden 
ser seguidos por un paso en reversa por la imagen (Palus, H., Bereska, D., 1999). 
En el caso de conectividad-4, cuatro vecinos del pixel a prueba son revisados 
durante ambos escaneos. En el caso de una conectividad-8, dos pixeles 
adicionales son comprobados durante cada escaneo (Ilustración 6a hasta 
Ilustración 6b). El proceso de agregación del pixel resulta en un conjunto de 
regiones caracterizadas por sus colores medios, sus tamaños y la lista de pixeles 
que pertenecen a cada región. Las regiones en este proceso son generadas 
secuencialmente, la versión básica de este algoritmo trabaja en espacio de color 
RGB. 
Durante las pruebas, se observó que si el valor del parámetro d es incrementado, 
el número de regiones R en la imagen segmentada presentan un decremento 
simultáneo. Los resultados para la imagen a color Flores 2 son mostrados  desde 
la Ilustración 7a hasta la Ilustración 7d. Un valor muy bajo del parámetro d lleva a 







Ilustración 6. Mascaras usadas en el proceso de segmentación: (a) mascara para 
conectividad-4 y (b) mascara para conectividad-8. 
La técnica descrita demuestra la sensibilidad de la dirección del proceso de 
escaneo, varias imágenes pueden también ser segmentadas utilizando la 
dirección reversa (por ejemplo, del final del pixel derecho al inicio del pixel 
izquierdo). Los números de regiones obtenidos para las imágenes escaneadas en 
ambas direcciones tanto directa como en reversa difieren ligeramente. Para cada 
par de imágenes segmentadas de esta manera, una imagen diferente puede ser 
generada, la Ilustración 8a a la Ilustración 8c muestra los resultados de dicho 
experimento para la imagen flores 2. El negativo de la imagen de diferencia no es 
una imagen blanca, lo que significa que el resultado de la técnica de segmentación 
es dependiente del orden de la fusión de los pixeles en la región. La 










Ilustración 7. Representación de borde de los resultados de la segmentación en la imagen  
flores 2 – diferentes valores del parámetro  d: (a) imagen original, (b) imagen segmentada 
con d=40 (2194 regiones), (c) imagen segmentada d = 70 (413 regiones); y (d) imagen 
segmentada con d = 180 (3 regiones). 
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Las técnicas de regiones son inherentemente secuenciales y por consiguiente, la 
significancia del orden de pixel usado y el procesamiento de regiones también. La 
técnica de crecimiento de regiones por semillas es altamente usada en casos 
donde una imagen puede ser segmentada aun pequeño número de regiones. 
Por el otro lado, el crecimiento de regiones sin semillas es válido para aplicaciones 
en una segmentación de imagen completa, la información de bordes obtenidos 
con el uso de gradientes pueden ayudar al control del crecimiento de regiones. 
Este enfoque fue propuesto para imágenes en escala de grises en el trabajo 
(Hojjatoleslami, S.A., Kittler, J., 1998). Muchas técnicas hibridas, donde la región e 
información del borde se complementan mutuamente en el proceso de 
segmentación de imágenes que ha sido desarrollado (Fan, J., Yau, D., 
Elmagarmid, A., Aref, W., 2001). La idea del crecimiento de regiones fue aplicada 
también en segmentación con líneas divisorias y fue usada en imágenes a color 
por primera vez por Meyer (2002). Algunas veces la técnica de crecimiento de 
regiones es usada como una segmentación inicial antes del proceso de 








Ilustración 8. Resultados de la segmentación de la imagen flores 2 --  con direcciones de 
escaneo diferentes direcciones, parámetro d =70: (a) segmentación basada en la dirección 
directa de escaneo (413 regiones), (b) segmentación basada en la dirección de escaneado 







3.2.9 Agrupamiento K-means 
La agrupamiento K-means es un enfoque simple y elegante para particionar un 
dato en k clúster distintos sin sobreponerse. Para ejecutar la clusterización K-
means, se debe primero que todo especificar el número de clúster K deseados, 
entonces, el algoritmo K-means asignara cada observación a exactamente uno de 
los K clúster. La Ilustración 9 muestra los resultados obtenidos de la ejecución del 
agrupamiento en un ejemplo consistente en 150 observaciones en dos 








Ilustración 9. Conjunto de datos simulados con 150 observaciones en un espacio de dos 
dimensiones. Los paneles muestran el resultado de aplicar la agrupamiento K-means con 
diferentes valores de K, el numero de clúster. El color de cada observación indica el clúster 
al que fue asignado.  
El procedimiento de agrupamiento K-means resulta de un problema matemático 
sencillo y simple. Se comienza con la definición de la notación. Dado 𝐶1, … , 𝐶𝑘 que 
denota los conjuntos que contienen los índices de las observaciones en cada 
clúster. Estos conjuntos satisfacen 2 propiedades: 
1. 𝐶1 ∪ 𝐶2 ∪ …∪ 𝐶𝑘 = {1,… , 𝑛}. En otras palabras, cada observación pertenece 
a al menos uno de los K clúster. 
2. 𝐶𝑘 ∩ 𝐶𝑘′ =  ∅ 𝑝𝑎𝑟𝑎 𝑡𝑜𝑑𝑜 𝑘 ≠  𝑘
′ . En otras palabras, los clúster no se 
superponen: ninguna observación pertenece a más de un clúster. 
Por ejemplo, si la i-enésima observación es en el k-avo clúster, entonces 𝑖 ∈  𝐶𝑘. 
La idea detrás de la agrupamiento K-means es que un buen clúster es aquel para 
el cual la variación dentro del clúster sea lo más pequeña posible. La variación 
dentro del clúster para 𝐶𝑘 es una medida 𝑊(𝐶𝑘)  de la cantidad con la cual las 
observaciones dentro de un clúster difieren de otras. Por lo tanto se quiere 
resolver el problema 
𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑎𝑟







En palabras, esta fórmula dice que se quiere particionar las observaciones en K 
clúster tales como la variación total dentro del clúster, sumado a todos los K 
clúster, si es lo más pequeño posible. 
Resolviendo la ecuación (24) parece una idea razonable, pero en orden de hacerla 
accionable se necesita definir la variación dentro del clúster. Hay muchas maneras 
posibles de definir este concepto, pero por ahora la elección más común envuelve 
la distancia cuadrada Euclidiana.  Que se define 
𝑊(𝐶𝑘) =  
1
|𝐶𝑘|







Donde |𝐶𝑘|  denota el número de observaciones en el k avo clúster. En otras 
palabras, la variación dentro del clúster para el k avo clúster es la suma de todas 
las parejas de distancias Euclidianas entre las observaciones en el k avo clúster, 
dividido por el número total de observaciones en el k avo clúster. Combinando las 
ecuaciones (24) y (25) da la optimización al problema que define la clusterización 
K- means. 
𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑎𝑟













Ahora, se busca encontrar un algoritmo para solucionar la ecuación (26) – esto es, 
un método para particionar las observaciones en K clúster tal que el objetivo de la 
ecuación (26) es minimizado. Esto es de hecho un problema muy difícil de resolver 
precisamente, desde que hay por lo menos 𝐾𝑛  formas de particionar n 
observaciones en K clúster. Esto es un gran número a menos que K y n  sean 
pequeños. Afortunadamente, un algoritmo muy simple puede ser mostrado para 
proveer un optimo local -  lo que representa una buena solución – al problema de 
optimización de K-means (ecuación (26)). Esta mejora es abordada en el algoritmo 
que se describe a continuación. 
 
Algoritmo 1. Agrupamiento K- means 
1.  Aleatoriamente se asigna un número, de 1 a K,  para cada una de las 
observaciones. Esto sirve como asignaciones iníciales de clúster para 
observaciones. 
2. Se itera hasta que las asignaciones de clúster dejan de cambiar: 
a. Para cada uno de los K clúster, se computa el centroide del mismo, 
el k avo centroide es el vector de la propiedad media de p para las 
observaciones en el k avo clúster. 
b.  Asignar cada observación al clúster cuyo centroide es más cercano 




El Algoritmo 1 garantiza que el valor del objetivo de la ecuación (26) decrezca a 
cada paso. Para entender el porqué, la siguiente identidad es mostrada:  
1
|𝐶𝑘|

















∑ 𝑥𝑖𝑗𝑖 ∈ 𝐶𝑘  es la media para el rango de j en el clúster𝐶𝑘. En el paso 
2(a) la media del cluster para cada característica son las constantes que 
minimizan la suma de las desviaciones cuadradas, y en el paso 2(b), se reubican 
las observaciones que pueden solo mejorar (ecuación (27)).  Esto significa que 
como el algoritmo está corriendo, el agrupamiento obtenido podrá mejorar 
continuamente hasta que el resultado no cambie más; el objetivo de la ecuación 
(26) nunca va a aumentar. Cuando el resultado no cambia más, se ha alcanzado 
un óptimo local. La Ilustración 10 muestra la progresión del algoritmo en el ejemplo 
del juguete de la Ilustración 9.  La agrupamiento K-means deriva su nombre del 
hecho que en paso 2(a), los centroides de los clúster son computados como la 






Iteración 1, Paso 2a 
 
Iteración 1, Paso 2b 
 
Iteración 2, Paso 2a 
 
Iteración 2, Paso2b  
 
Ilustración 10. El progreso de K-means en el ejemplo de la ilustración 9. 
Los resultados obtenidos dependerán de la asignación inicial (aleatoria) para los 
clúster en cada observación del paso 1 del Algoritmo 1, debido a que el algoritmo 
K means busca una optimización local en vez de una global. Por esta razón es 
importante correr el algoritmo muchas veces desde diferentes configuraciones 
iniciales aleatorias. Entonces se selecciona la mejor solución, por ejemplo aquella 
para la cual el objetivo de la ecuación (26) es menor. La Ilustración 11 muestra el 
optimo local obtenido corriendo la clusterización K means seis veces utilizando 
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seis asignaciones de clúster diferentes utilizando los datos de juguete de la 
Ilustración 9. En este caso, la mejor clusterización es aquella que tiene el valor 
objetivo de 235,8. 
Como se ha visto, para el desempeño de la clusterización K- means, se debe 
decidir cuántos clúster se esperan en los datos. El problema seleccionando K  














Ilustración 11. Agrupamiento K-means ejecutada seis veces. 
3.2.10 Espacio de Color CIE L*a*b 
Diagrama de cromaticidad CIE X, Y 
 
Ilustración 12. Diagrama de cromaticidad 1931 CIE x, y. La región de interés esta etiquetada 
con la longitud de onda del matiz dominante. 
El primer sistema a considerar es el diagrama de cromaticidad CIE 1931. En este 
sistema, un color está representado por sus coordenadas x, y; y esta trazado 
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como un diagrama en forma de herradura, un ejemplo de este es mostrado en la 
Ilustración 12. Este diagrama es llamado el diagrama de cromaticidad y x, y  son 
conocidas como las coordenadas de cromaticidad. Es posible hacer un pequeño 
cálculo basado en valor XYZ de una muestra para obtener el x, y  que pueden 
después ser trazados en este diagrama para mostrar la posición de un color en 
este espacio de color. Desde los valores XYZ se puedes calcular las coordenadas 
de cromaticidad x, y  usando las siguientes ecuaciones: 
𝑥 =  
𝑋
(𝑋 + 𝑌 + 𝑍)
                     𝑦 =  
𝑌




Aquí, x, y  son las coordenadas de cromaticidad, y X, Y, y Z son los valores 
triestímulo. Por convención, la x, y  minúsculas están reservadas para las 
coordenadas de cromaticidad, y las X, Y, Z  mayúsculas, para los valores 
triestímulo predecesores. 
CIE L*a*b*. 
Científicos de color continúan desarrollando nuevos espacios de color y 
variaciones del espacio de color XYZ con el objetivo de proporcionar una mejor 
correlación con la percepción humana del color.  
 
Ilustración 13. Una rebanada de CIE 1976 el diagrama de CIE L*a*b* que muestra los colores 
dispuestos en los ejes rojo/verde (a*) y amarillo/azul (b*). 
El diagrama de laboratorio es un diagrama de color en tres dimensiones, una 
rodaja de la que se muestra en la Ilustración 13. El color de una muestra se 
especifica por su "posición" en este volumen tridimensional, expresado en 
coordenadas LAB. El sistema LAB separa la información de color en ejes 
luminosidad (L *) y la información de color (a *, b *) en un rojo / verde (a *) y 
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amarillo / azul (b *). La ligereza de un cambio de color como una función de L *, 
con L * de 0 representa negro y L * de la 100 representación de blanco. Como la 
posición de un color se mueve desde la región central hacia el borde de la esfera, 
su saturación (o croma) aumenta. A medida que avanzamos en torno a la esfera, 
el ángulo de tono (o longitud de onda dominante) cambia. Así, vemos que todos 
los atributos del color están claramente definidos en el sistema de LAB. XYZ se 
utiliza para derivar LAB de la siguiente manera: 
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Aquí, X, Y, y Z son los valores triestímulo de la muestra, y 𝑋𝑛, 𝑌𝑛 𝑦 𝑍𝑛 , son los 
valores triestímulo del iluminante de referencia (fuente de luz). Hay una nueva 
corrección a esta ecuación para colores muy oscuros. Nota cuánto más 
complicada la ecuación LAB (28) se compara con la x, y la ecuación (29). La 
ayuda de la computación adicional hace que el sistema LAB sea uniforme más 
perceptualmente. En particular, observe que la ecuación LAB implica funciones 
elevado a la potencia de 1/3 (una función raíz cúbica). La función raíz cúbica es 
una función no lineal, lo que significa que comprime algunos valores más que 
otros - exactamente el tipo de corrección que necesitamos para ver pasar a los 
colores en el diagrama de cromaticidad x, y. 
Esta ecuación es responsable de la mejor separación de colores en el diagrama 
de laboratorio, tales como en la región verde. El otro aspecto de la XYZ a la 
conversión LAB a destacar es que la ecuación considera explícitamente el 
iluminante de visualización, se muestra en la ecuación como 𝑋𝑛, 𝑌𝑛 𝑦 𝑍𝑛 . La 
interpretación de esto es que las LAB expresa el color de una muestra como se ve 
bajo un iluminante en particular, por lo que si queríamos para predecir el color de 
una muestra bajo un iluminante diferente, podríamos cambiar los valores de 
𝑋𝑛, 𝑌𝑛 𝑦 𝑍𝑛en la ecuación. 
Una herramienta muy importante en la gestión del color es la capacidad de 
especificar la diferencia de color entre dos muestras por un solo número. Delta E 
es una medida de diferencia de color y es la distancia euclídea entre dos muestras 
en el espacio LAB. Hay un número de propuesta mejoras en el cálculo Delta E. 
Las nuevas versiones de Delta E todavía se basan en LAB; la única cosa que ha 
cambiado es la forma en que se realiza el cálculo (Berns, 2000). Las nuevas 
versiones de Delta E están destinadas a mejorar la uniformidad de percepción 
(Fairchild M., 2005). Los cuatro principales versiones de Delta E son ΔE *ab, 
ΔECMC, ΔE * 94, y de ΔE * 00. La versión que se ha hecho referencia que hasta 
el momento es Delta ΔE *ab. Nosotros hemos mencionado que el ojo humano es 
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menos sensible a los cambios en ligereza y más sensible a los cambios de croma. 
El Comité de medida del color (CMC) de la Sociedad de Tintoreros y Coloristas en 
Inglaterra utiliza una variación de Delta E en su trabajo en textiles e hilos. Su 
modificación se llama ΔECMC (l: C), Lo que mejora la predicción para colores muy 
oscuros y colores casi neutras mediante la introducción de dos variables, ligereza 
y croma (L y C), cuya relación se puede variar para ponderar la importancia 
relativa de ligereza al croma. Debido a que el ojo generalmente aceptará mayores 
diferencias en luminosidad (l) que en croma (c), una proporción predeterminada de 
(l: c) es de 2:1. El Delta E * Estándar CMC fue adaptado y adoptado para 
convertirse en el CIE 1994 ecuación de diferencia de color, con el símbolo ΔE *94 
y la abreviatura CIE94. En 2000, se propuso otra variante del Delta E, llamado el 
CIEDE2000 (símbolo ΔE*00). 
3.2.11 Corrección del Color 
Los colores que se perciben dependen en gran medida de de la superficie de 
reflectancia. Esta dependencia debido a la iluminación del color es removida 








Ilustración 14. Imagen de cámara sin balancear (a), imagen después de procesamiento de 
color hecha por la cámara (b), y (c) imagen después del procesamiento gray world. 
 
Para entender la corrección del color se debe partir de la salida del proceso. La 
imagen mostrada en la Ilustración 14 se ve algo amarilla, y esto se da porque esa 
imagen es la captura pura de una escena tomada en un día soleado: el sol es 
amarillento, y esto perjudica el color capturado. 
La figura b muestra la salida de un procesamiento automático de corrección de 
color que se encuentra en la cámara. Después del procesamiento la imagen se ve, 
ciertamente, más realista, la camisa que era blanca se ve incluso más blanca que 
la original. Esto no quiere decir que la imagen está perfectamente balanceada, sin 
embargo hay una verdadera representación de los colores de la superficie 
independientemente de la luz. 
Es desconocido como la cámara determina o remueve los prejuicios debido a la 
iluminación. Pero una aproximación simple incorporada a algunas cámaras 
extendidas es usar el promedio de la escena como medida de iluminación del 
color. Esto es, calcular el promedio en el canal rojo, el promedio en el gris, y el 
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promedio en el azul dando la tripleta [𝜇 (𝑅), 𝜇(𝐺), 𝜇(𝐵)]. Esta tripleta es tomada 
para dar un estimado del color de la luz. 
Para solucionar esto con la corrección del color, se desea remover los prejuicios 
del color  debido a la iluminación, así que se divide por el punto blanco estimado 












Debería funcionar porque el RGB de una superficie gris debe, por la física de la 
formación de la imagen, ser proporcional al color de la iluminación (Barnard, K., 
Cardei, V., Funt, B., 2002). Asumiendo que el promedio de la escena es una 
estimación correcta de la iluminación, entonces la ecuación (30) deberá hacer el 
RGB de una superficie gris caería en esta dirección  [1,1, 1] por otra parte, se da el 
caso en el que se hace que los colores acromáticos se vean bien en la imagen, 
entonces los demás colores también estarán correctos. Aun cuando la ecuación 
(30) no lo contempla, los RGBs pueden ser transformados a un nuevo marco de 
coordenadas que si los contempla (Finlayson, G., Drew, M., Funt, B., 1994). 
El resultado del procesamiento gray world es mostrado en la Ilustración 14-c, 
donde se observa que funciona pobremente, este algoritmo falla aquí porque por 
definición, el promedio del color de la escena es mapeado a gris. Como hay 
mucho césped en la escena, entonces el verde será mapeado a gris. Esta es la 
respuesta incorrecta. 
Interesantemente, se puede decir que el algoritmo gray world ha fallado porque se 
reconocemos el contenido de la escena. Se puede preguntarse entonces si ¿el 
algoritmo gray world fallo porque no tomaba en cuenta señales de mayor orden.es 
la corrección del color un fenómeno de alto o bajo nivel? En visión por 
computador, Haley y Slater (1994) asumen lo anterior o  definen la corrección  
relativa a la tarea del reconocimiento de objeto (una tarea de alto nivel). En la 
primera estancia de su algoritmo, encuentra relaciones entre imágenes a color que 
por construcción con iluminación independiente ellos, entonces, usan esa relación 
para reconocer el contenido de a escena. Asumiendo que los objetos y superficies 
pueden ser identificados correctamente es simplemente cuestión de que, en una 
segunda etapa, se balancean los colores de la imagen para remover los prejuicios 
debido a la iluminación. 
Corrección de color en tres dimensiones.  La luz pega una superficie, la luz es 
reflejada, y entonces esta luz entra en la cámara, donde es separada por 
receptores sensitivos en rojo, verde y azul. Esto se ilustra en la Ilustración 15. La 
función 𝐸(𝜆) es una distribución de potencia espectral. Ésta golpea la superficie 
que refleja una fracción 𝑆(𝜆) de la luz entrante. Por lo tanto, la luz que entra a la 
cámara es proporcional al producto 𝐸(𝜆)𝑆(𝜆). Las tres funciones de la cámara son 
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funciones de longitud de onda, y ellos guardan la sensibilidad de la cámara a la 
luz. Ejemplos de luz, superficie y sensor son mostrados en la Ilustración 16. 
 
Ilustración 15. La luz golpea la superficie, es reflejada, y la luz reflejada entra a la cámara, 
donde es separada por sensores rojos, verdes y azules. 
 
Para traducir esas funciones espectrales en los tres valore escalares RGB, se 
debe integrar a través del espectro visible. En efecto, el RGB es la media 
ponderada de la luz que entra en la cámara en  las partes de la onda del espectro 
visible rojo (largo), verde (mediano), y azul (corto): 
𝑅 = ∫ 𝑅(𝜆)𝐸(𝜆)𝑆(𝜆)𝑑
𝜔
𝜆 
𝐺 = ∫ 𝐺(𝜆)𝐸(𝜆)𝑆(𝜆)𝑑
𝜔
𝜆 





Donde 𝐸(𝜆) es la distribución de potencia espectral de la visión iluminante: 𝑆(𝜆) es 
la función reflectante en la superficie; y 𝑅(𝜆), 𝐺(𝜆), 𝑦 𝐵(𝜆)  son los sensores 
espectrales de la camara R, G y B. las integrales son tomadas sobre el espectro 
visible 𝜔. 
Uno de los mensajes claves que la ecuación (31) transmite es que la respuesta 
inducida en una cámara depende de las características espectrales de la luz y la 
superficie. El algoritmo de corrección de color intenta remover esta dependencia. 
𝑝1, 𝑝2, … , 𝑝𝑘 ⟶ 𝐶𝑜𝑟𝑟𝑒𝑐𝑐𝑖ó𝑛 𝑑𝑒 𝐶𝑜𝑙𝑜𝑟 →  𝑑1,𝑑2, … , 𝑑𝑘 (32) 
 
En la expresión anterior, el vector 𝑝𝑖 denota la inesima dependencia iluminante de 
la tripleta de repuesta de la cámara en R, G, B que es medida en una imagen de la 
cámara. Estas tripletas RGB son procesadas por un algoritmo de corrección de 













Ilustración 16. (a) Espectro de luz rojo, (b) superficie verde oscuro, y (c) sensibilidad típica 
de la cámara. 
Se considera corrección en el Mondrian world – un Mondrian es un parche de 
trabajo aleatorio  de colores (Ilustración 17) – así que no hay significancia en la 
relación entre 𝑝𝑖 𝑦 𝑝𝑗. Como tal, la entrada de un procesamiento de corrección del 
color es más bien un conjunto desordenado {𝑝1,𝑝2, … , 𝑝𝑘} definido como sigue: 
{𝑝1,𝑝2, … , 𝑝𝑘} → 𝐶𝑜𝑟𝑟𝑒𝑐𝑐𝑖ó𝑛 𝑑𝑒𝑙 𝐶𝑜𝑙𝑜𝑟   →  𝑑1,𝑑2, … , 𝑑𝑘 (33) 
Intuitivamente, el problema de corrección de color expresado de esta manera 
parece ser complejo. La entrada es un conjunto desordenado de tres vectores, y 
estos son mapeados hacia sus correspondientes descriptores de tres vectores. Sin 
embargo, no parece haber ninguna restricción que pueda ser usada en la 
investigación de corrección de color. Hay dos partes de la pregunta “cual 
mapeado”: cuál es la fórmula matemática del mapeado, y como se estima el 
parámetro del mapeado. 
 
 











































Anteriormente se vio que el mapeado toma imágenes a color que están 
parcializadas por el color de luz a esas que no están, es una matriz diagonal con 
términos diagonales iguales a reciprocidad de los promedios. La ecuación (30) 
































Nótese que se usa la notación general 𝑅𝑒 , 𝐺𝑒 , 𝑦 𝐵𝑒 para denotar los valores RGB 
de la fuente de luz. En el algoritmo de gray world  𝑅𝑒 = 𝜇(𝑅), 𝐺𝑒 = 𝜇(𝐺), 𝑦  𝐵𝑒 =
𝜇(𝐵). La aplicabilidad general de la ecuación es discutida en detalle en (Worthey, 
et al, 1986) y (Finlayson, et al.1994). 
De ahora en adelante, se adopta el mapa diagonal mostrado en la ecuación (34) 
por lo cual el problema principal de la corrección del color está en la estimación del 
color de iluminante. En la literatura dos apreciaciones son estudiadas. Primero se 
adopta el criterio estadístico como el algoritmo de gray world. Segundo se debe 
hacer valer la información que se tiene de la formación física de la imagen. Este 
enfoque a veces incluye propiedades tales como las fuentes de luz especulares 
(Shafer, S., 1985) y las irreflexiones (Funt, B., Drew, M., Ho, J., 1991).  
El enfoque estadístico tiene como ventaja su estrategia simple para estimar el 
color de la luz, y pragmáticamente, a veces funciona. El algoritmo gray world 
arroja resultados razonables gran parte del tiempo, especialmente para imágenes 
en donde no hay sujetos humanos o memoria de colores fuertes. Claro, es fácil 
pensar en imágenes donde el promedio no es gris, como también es fácil 
encontrar imágenes en donde el procesamiento gray world falle. 
Barnard et.al. (2002) se preguntaba si el algoritmo de gray world falla no porque la 
idea es defectuosa sino porque el promedio de la escena no es gris pero tiene 
alguna otra cantidad. Porque ellos sitúan el promedio en una base de datos de 
imágenes dadas, ellos llaman a este enfoque la base de datos de gray world. En 
esta base de datos se puede resolver 𝑅𝑒 , 𝐺𝑒 , 𝑦 𝐵𝑒 calculando la transformada de la 
diagonal, llevando el color de imagen promedio al promedio por medio de una luz 
blanca de referencia. Entonces, los términos de la reciproca de la diagonal son el 
color de luz estimado. Claro está, que este enfoque mejorara la funcionalidad del 
algoritmo para un tipo de datos particular, pero la idea de que todas las escenas 








Ilustración 18. La línea solida corresponde a la gama de (R, G) bajo la luz blanca. La línea 
punteada corresponde a la gama de luz azulosa. La línea rayada corresponde a la gama de 
luz amarilla. 
Una alternativa al supuesto del gray world es el algoritmo MAX RGB. Aquí el color 
iluminante es estimado para ser proporcional al R, G, y B máximo en la escena 
𝑅𝑒 = max(𝑅) , 𝐺𝑒 = max(𝐺) , 𝑦 𝐵𝑒 = max (𝐵) . Esta estimación ha sido encontrada 
para ser, en promedio, más acertada que gray world o base de datos gray world. 
Aunque es más fácil encontrar escenas sobre las que este enfoque no funciona (la 
magnitud de falla mostrada en la Ilustración 14-c es posible para el algoritmo MAX 
RGB). Por otra parte, en escenas reales, la escena física a menudo confunde la 
estimación de luz de  MAX RGB. Por ejemplo, en imágenes, las fuentes de luz 
especulares son a menudo los puntos más brillantes, a pesar de que estas fuentes 
de luz tal vez no tienen relación con el color de la luz: la fuente de luz de la joyería 
es comúnmente dorado, independientemente de la iluminación que tiene. 
Estimando que el color de la luz de una escena que contiene las joyas de oro hace 
que las joyas acromático después del procesamiento (sin embargo, debería ser 
dorado). El enfoque MAX RGB también falla cuando las imágenes contienen 
colores fuertes de apertura (vista directa de la fuente de luz). Aunque el cielo es la 
escena más brillante de la escena, no se desea mapear el cielo azul a blanco.  
Afortunadamente, aún en el Mondrian world, se pueden apelar a la formación  de 
la imagen física para llegar a un algoritmo con mejores principios. Para empezar 
se observo que bajo iluminantes amarillentos y azulado, la respuesta de la cámara 
es, respectivamente, con prejuicios en las direcciones de color amarillenta y 
azulada. Esta idea de que la gama de rango de la medición de Forsyth de la 
cámara depende de de la iluminación es explotada en el algoritmo de corrección 
de color de color con mapeo de gamas. La Ilustración 18 muestra la gama – el 
casco convexo- de las coordenadas R y G de la sensibilidad de la cámara 
mostradas en la Ilustración 16 para los 24 colores encontrados en una prueba de 
color de Macbeth (McCamy, C., Marcus, H., Davidson, J., 1976). La línea solida 
















Respuesta al rojo 
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el conjunto de respuestas observables bajo una luz amarillenta, y la línea 
punteada es para la iluminación azul. 
Está claro que la gama de los colores grabados es significantemente diferente 
bajo distintas iluminaciones. Por otra parte la intersección de gamas para parejas 
de iluminantes es baja, indicando que la probabilidad de observar las imágenes 
que son consistentes con más de una luz es también pequeña. Además la 
situación es más favorable cuando se ve en tres dimensiones Ilustración 18 
muestra una sola proyección 2-D (de la gama 3-D) que tiende a sobreestimar la 
superposición de las gamas. 
Considerando como Forsyth estima el color de la luz. Permitiendo que C sea el 
conjunto de todos los RGBs que son medibles bajo una referencia de luz 
canoníca. Forsyth probo que C esta enlazado y es convexo. Si 𝔗 = {𝑝1, 𝑝2, … . , 𝑝𝑘} 
denota el conjunto de colores de imágenes. Ahora si asume que para el iluminante 
𝐸𝑘(𝜆)entonces existe un mapeo 𝑓
𝑘() tal que 𝑓𝑘 (𝑝𝑗.𝑘) =  𝑑𝑖, eso es que 𝑓
𝑘() toma 
una captura RGB bajo 𝐸𝑘(𝜆)  en su descriptor. Suponiendo ahora que hay m  
iluminantes. Y cada iluminante esta caracterizado por una función de mapeo ℱ =
{𝑓1( ), 𝑓2( ), . . . , 𝑓𝑚( )} . Forsyth observo que 𝑓𝑘()  es una solución a la 
corrección del color si y solo si: 
∀𝑝 ∈ ℐ  𝑓𝑘 (𝑝) ∈ 𝐶 (35) 
Claro que muchas funciones de mapeo pueden satisfacer esta restricción. En 
orden de elegir una respuesta general a la corrección del color, un modelo 
heurístico debe ser usado. Forsyth eligió el mapeado que hace la corrección de 
imagen lo mas colorida posible (el descriptor que deriva de la gama debería ser el 
más largo posible), la forma por la cual la función de mapeo es escogida es para 
ser un mapeo diagonal. Es importante destacar que, cuando la forma de mapeado 
es diagonal, Forsyth mostro que es posible calcular el conjunto de todos los 
mapas diagonales (un conjunto de lazos continuos). 
Para ser consistentes con los algoritmos MAX RGB y gray world, se puede 
preguntar como la noción de Forsyth de mapas diagonales se dedica a estimar las 
relaciones de 𝑅𝑒 , 𝐺𝑒 , 𝑦 𝐵𝑒 . es sencillo mostrar que, asumiendo que la luz canoníca 
es blanca (R = G = B), los términos diagonales de la inversa del mapa de 
diagonales comprende la luz del color de RGB. 
El algoritmo de Forsyth, aunque es bastante ingeniosa, sufre de dos problemas. 
Primero el algoritmo no es fácil de implementar: 𝒞 𝑒 ℐ son un set de 3-D convexas, 
y las funciones de mapeo𝑓 ( )  toman una imagen de gamas para referenciar 
condiciones de iluminación es también un conjunto convexo. Computando los 
conjuntos continuos de mapas es una tarea bastante laboriosa y envuelve muchos 
conjuntos convexos interesantes. El segundo problema, el más serio, es que no es 



























Esto es, que hay una indeterminación entre el poder de la iluminación incidente y 
la reflexibilidad, o luminancia de una superficie (Maloney, L. Wandell, B., 1986). 
Finlayson y Hordley (1999) probaron que en la cara indeterminada del brillo, la 
computación 3-D era equivalente a la computación 2-D. 
La suposición de gray world.  La suposición de Gray World fue propuesta por 
Buchsbaum (1980). Estima el iluminante utilizando el promedio de los colores de 
los pixeles. Que el iluminante puede ser estimado mediante la computación 
algunos tipos de promedios de la luz recibida por el observador fue conocido hace 
mucho tiempo y fue sugerida también por Land (ver Judd 1960). Sin embargo, 
Buchsbaum fue el primero en formalizar el método. El supuesto de Gray World es 
probablemente uno de los algoritmos mejor conocidos para la corrección del color. 
Muchos algoritmos han sido propuestos que usan la suposición  gray world de una 
manera u otra (Ebner 2002, 2003 a, c, 2004 c, d; Finlayson et al. 1998; Gershon et 
al. 1987; Moore et al. 1991; Paulus et al. 1998; Pomierski and Groß1995; Rahman 
et al. 1999; Tominaga 1991). Estos algoritmos son todos basados en la suposición 
que, en promedio, el mundo es gris. El algoritmo de Buchsbaum estima el 
ilumínate asumiendo que existen  ciertos espectros estándares espaciales 
promedios para la totalidad del campo de visión. Este promedio es utilizado para 
estimar el ilumínate, que a su vez es utilizado para estimar la reflectancia. La 
derivación de la suposición gray world dada aquí difiere de la dada por 
Buchsbaum, puesto que este considera que las características de respuesta del  
vector sensor se superponen. Aquí se asume que no hay superposición de las 
características porque las pequeñas ganan usando una transformada más general 
(Barnard et al. 2001; Finlayson et al. 1994 b). Adicionalmente, se incluye la 
información geométrica en el modelo de reflexión mientras que Buchsbaum 
utilizaba un modelo de reflexión simple, sin ninguna información geométrica. 
De la teoría de la formación de la imagen a color, se ha visto que la intensidad 
𝐼𝑖 (𝑥, 𝑦) medido por un sensor i con 𝑖 𝜖 (𝑟, 𝑔, 𝑏) en una posición (x, y) en el vector 
sensor que puede ser aproximado por: 
𝐼𝑖(𝑥, 𝑦) = 𝐺(𝑥, 𝑦)𝑅𝑖(𝑥, 𝑦)𝐿𝑖(𝑥, 𝑦) (37) 
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Si se asume que el sensor ve una superficie que refleja la luz igualmente en todas 
las direcciones. Cada sensor determina la intensidad de la luz de una longitud de 
onda particular 𝜆𝑖. Aquí, G(x, y) es un factor que depende de la geometría de la 
escena en el punto correspondiente al objeto que es mostrado en la posición (x, y) 
y el modelo del tipo de iluminación usado 𝑅𝑖 (𝑥, 𝑦) es la cantidad de luz reflejada 
en la posición del objeto correspondiente (x, y)  para la longitud de onda 𝜆𝑖 , y 
𝐿𝑖(𝑥, 𝑦) es la intensidad del iluminante en la posición correspondiente del objeto. 
Para la derivación de esta ecuación, se tiene asumir sensores ideales que solo 
responden a la luz de una sola longitud de onda, por ejemplo el sensor puede ser 
descrito por una función delta. Esto es una suposición hecha frecuentemente para 
lograr la corrección del color. De la ecuación precedente, se observa que las 
escalas del iluminante el producto entre el factor geométrico y la reflectancia del 
objeto son lineales. Mientras que, uno puede lograr la corrección del color de 
manera independiente escalando las tres bandas de color si la luz que ilumina la 
escena era conocida. 
Para propósitos de muestra, la medida de intensidad son a veces gammas 
corregidas y transformadas al rango [0,1] o [0, 255]. En orden de aplicar la 
suposición de gray world es necesario linealizar los pixeles de colores. Este punto 
es muy importante y no fue mencionado por Buchsbaum. Si se procesan las 
imágenes guardadas como archivos TIFF, JPEG, o PPM (Murray and van Ryper 
1994), entonces es necesario primero que todo linealizar los valores de intensidad. 
Si la gamma de color de los pixeles esta corregida, entonces es necesario 
deshacer esta corrección, si los colores tienen la gama corregida  con un factor de 
1/22, entonces se linealiza los colores de pixeles aplicando una gamma con un 
factor de 2.2. El problema es que muy a menudo el factor de la gamma de 
corrección original no es conocido. En ese caso, se asume quelas imágenes 
utilizan el espacio de color sRGB, que asume una gama de 2.2. 
Si se tiene que: 
𝑐(𝑥, 𝑦) =  [𝑐𝑟(𝑥, 𝑦), 𝑐𝑔(𝑥, 𝑦), 𝑐𝑏(𝑥, 𝑦)]
𝑇
 (38) 
Es el color linealizado de entrada de la imagen en la posición (x, y). Se tiene que 
el rango de las intensidades para cada canal de color es [0,1]. 
Si se asume que los colores de los objetos en las vistas están distribuidos 
uniformemente sobre la totalidad del rango de color, y se tiene un número 
suficiente de objetos con diferentes colores en la escena, entonces el promedio de 
color computado para cada será cercano a  
1
2
. Para mostrar eso se asume un 
mapeado lineal entre las mediciones del sensor y los colores de pixel de la 
imagen, por ejemplo 𝑐𝑖(𝑥, 𝑦) =  𝐼𝑖 (𝑥, 𝑦), y el iluminante que es uniforme a través de 
toda la imagen, por ejemplo  𝐿𝑖(𝑥, 𝑦) =  𝐿𝑖. En este caso el color promedio a  en 
una imagen de tamaño 𝑛 = 𝑛𝑥 × 𝑛𝑦, donde 𝑛𝑥 es el ancho y 𝑛𝑦 es el alto de la 






















Donde G(x, y) es un factor que depende de la geometría de la escena, 𝑅𝑖(𝑥, 𝑦) es 
la reflectancia de punto del objeto visualizado en la posición (x, y) en la imagen, 𝐿𝑖 
es la intensidad de la luz que ilumina la escena, y el índice i denota el canal de 
color correspondiente. 
Dejando que 𝐸[𝐺 𝑅𝑖]  sean los valores esperados del factor de geometría G 
multiplicado por la reflectancia𝑅𝑖. Ambos pueden ser considerados como variables 
aleatorias independientes, puesto que no hay correlación entre la forma y el color 
de un objeto. Asumiendo que las reflectancias están uniformemente repartidas,  
por ejemplo, muchos colores diferentes están presentes en la misma escena y 
cada color es igualmente probable. Por lo tanto, la reflectancia puede ser 
considerada para ser un dibujo variable aleatorio desde el rango [0,1]. Se obtiene 
(Johnson and Bhattacharyya 2001) 
























En vez de asumir que las reflectancia están distribuidas uniformemente sobre el 
rango [0,1], se puede también usar la distribución actual de la reflectancia para 
computar 𝐸[𝑅𝑖](Barnardetal. 2002a). En este caso, se necesita conocer la forma 
de la curva de respuesta de la cámara para computar el valor esperado, este valor 
puede, entonces, depender del conjunto de reflectancia escogidas por los 
alrededores o también puede depender del tipo de cámara que se usó. 
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Ahora se verá que se puede utilizar un espacio promedio de color para estimar el 
color del iluminante como: 
𝐿𝑖 ≈  
2
𝐸[𝐺]
𝑎𝑖 = 𝑓𝑎𝑖 (46) 
Donde 𝑓 =  
2
𝐸[𝐺]
 es un factor que depende de la escena vista. Nótese que su 
desviación es solo valida si la relación entre los valores de medida de sensor y los 
colores de pixeles es lineal. Dado el color del iluminante, se puede estimar el 
factor geométrico combinado y la reflectancia del objeto.  Con 𝑐𝑖(𝑥, 𝑦) =
 𝐺(𝑥, 𝑦)𝑅𝑖(𝑥, 𝑦)𝐿𝑖, se tiene: 
𝑜𝑖(𝑥, 𝑦) =  
𝑐𝑖(𝑥, 𝑦)
𝐿𝑖
 ≈  
𝑐𝑖(𝑥, 𝑦)
𝑓𝑎𝑖
= 𝐺(𝑥, 𝑦)𝑅𝑖(𝑥, 𝑦) (47) 
Donde 𝒐 = [𝑜𝑟(𝑥, 𝑦), 𝑜𝑔(𝑥, 𝑦)𝑜𝑏(𝑥, 𝑦) ]
𝑇
 es el color del pixel de salida. Por lo tanto, 
la geometría combinada y el factor reflectante pueden ser estimados dividiendo el 
color del pixel actual por el producto de  f  y el espacio de color promedio. El factor 
f  solo se escala en todos los canales de color equitativamente y afecta solo la 
intensidad de los colores. Este puede ser configurado en f = 2. Esto asume que E 
[G] = 1,  en ejemplo, esto es una orientación perpendicular entre el objeto y la 
cámara. El factor f puede ser también estimado directamente de la imagen. En 
este caso, primero se re-escalan cada canal dividiendo la intensidad del valor 
promedio del canal, después todos los canales son re-escalados equitativamente, 
por lo tanto, se dice, que solo el 1% de todos los pixeles son recortados. 
La Ilustración 19 muestra los resultados logrados con la suposición gray world. En 
la práctica se ha encontrado que la suposición gray world muestra mejores 
resultados que el algoritmo White patch retinex. La suposición gray world está 
basada en el promedio de un número grande de pixeles. Con respecto a esto, es 
mucho más robusto que el White patch retinex, que solamente está basado en el 
valor máximo del pixel. Si uno tiene un solo pixel que es muy brillante, entonces el 
algoritmo White patch retinex producirá resultados incorrectos; esto se mantiene 
especialmente si objetos brillantes están en escena, el cual refleja toda la luz 





Ilustración 19. Suposición gray world. La suposición gray world produce buenos resultados 
si solo se tiene un solo iluminante (a). Si se tiene múltiples iluminantes, entonces, no trabaja 




La suposición gray world trabaja muy bien si solo se tiene un iluminante. Sin 
embargo, si se tienen múltiples iluminantes, entonces la suposición de gray world 
no trabajará. Se puede ver esto en la imagen (b) de la Ilustración 19. Esto no da 
sorpresa alguna, puesto que una de las suposiciones era que se debía tener un 
iluminante uniforme. La suposición gray world requiere que haya un numero 
grande de colores diferentes en la imagen. Si este no es el caso, entonces la 
suposición de gray world no funcionara. La Ilustración 20 muestra de cerca la hoja 
de una planta banana. El promedio de canales para esta imagen es [0,227827, 
0,339494, 0,049392]. Por lo tanto, la suposición gray world incrementara la 
influencia del canal azul extendida. La imagen de salida es mostrada en (b). 





Ilustración 20. La suposición gray world fallara en la producción de colores correctamente, 
si un numero grande de colores no está presente en la escena. Una hoja de una planta de 
banano es mostrada en (a). La imagen en (b) muestra la imagen de salida. 
Tanto la suposición gray world como el algoritmo White patch retinex son usados 
frecuentemente para balance automático de blancos. La utilidad dibujada escrita 
por Coffin (2004) escala cada canal de color utilizando el promedio como una 
opción de balance de blanco automático. Después de re-escalar, el punto blanco 
es configurado al 99 avo percentil. En otras palabras, todos los canales son 
escalados equitativamente tal que solo el 1% de todos los pixeles son cortados. 
Esto asume que solo hay solo unos pocos aspectos resaltados. 
Otra suposición es que la reflectancia de la imagen esta uniformemente distribuida 
sobre el rango [0,1]. Esta suposición puede no ser la correcta en la práctica. 
Suponiendo que solo tenemos un objeto coloreado uniformemente  en la imagen y 
que el objeto cubre la mayoría de los pixeles de la imagen. En este caso, el 
espacio promedio de color será cercano al color del objeto sin importar el fondo. 
Por lo tanto, tiene más sentido segmentar la imagen antes de realizar la operación 
de promediado. Gershon et al. (1987) sugiere que la imagen de entrada debe ser 
segmentada en diferentes regiones. Se tiene que 𝑛𝑟 es el numero de diferentes 
regiones y dado que 𝒂(𝑹𝒋) = [𝑎𝑟(𝑅𝑗), 𝑎𝑔(𝑅𝑗), 𝑎𝑏(𝑅𝑗)]
𝑇
 son los colores promedios 
de la región 𝑗 ∈ [1, …𝑛𝑟]. Se sabe como calcular el color promedio mediante los 










Este promedio de espacio de color es utilizado para calcular la reflectancia. 
𝐿𝑖  ≈ 𝑓𝑎𝑖 
 
(49) 
Obviamente, la imagen de entrada es segmentada antes de calcular el promedio, 
entonces cada región contribuye solo una vez al promedio. El resultado es 
independiente al número de pixeles que cubren las diferentes áreas. La Ilustración 
21 muestra una imagen segmentada. Para la imagen mostrada en (a), cada región 
es coloreada utilizando el promedio del color de los pixeles que pertenecen a esa 
región particular. Para mostrar mejor las diferentes regiones de la imagen 
segmentada, las regiones son mostradas con colores aleatorios en (b). Ilustración 







Ilustración 21. Imagen de entrada segmentada. La imagen mostrada en (a), tiene la 
asignación del color promedio de los pixeles que pertenecen a esa región. En la imagen (b), 
colores aleatorios son utilizados para cada región. 
Suponiendo que se tiene un objeto grande que está cubierto en el frente por un 
segundo objeto. S ambos objetos tiene diferente color, un algoritmo de 
segmentación puede segmentar la imagen en tres regiones aun cuando solo hay 
únicamente dos colores. En orden de dar solución a este problema, en vez de 
segmentar la imagen se puede computar un histograma de color, tal como el 
mostrado en la Ilustración 23, en la parte (a) muestra la imagen de entrada. La 
traza en la (b) muestra el histograma de color. Para visualizar mejor el histograma, 
cada canal de color fue cuantificado en 10 intensidades diferentes. Desde que se 
tiene tres canales de colores, el histograma tiene 1000 cubos. Para cada 
contenedor su grafica es un cubo, el tamaño del cubo es proporcional al número 
de pixeles que tienen el color. El pico del histograma está localizado en el color 










Ilustración 23. Imagen de entrada (a). El grafico en (b) muestra el histograma de color. 
Dado 𝑛𝑏 es el número total de contenedores. Se tiene que 𝑛𝑛𝑧 es el número de los 
contenedores que no están vacios y se tiene que 𝒄(𝑗) es el color representado por 
el contenedor j del histograma. El color promedio puede ser calculado sumando 
los colores superiores de los contenedores que tienen valores diferentes de cero, 








Este promedio de espacio de color puede ser usado para estimar el iluminante, 
que también puede ser usado para calcular la reflectancia. La Ilustración 24 
muestra resultados de este algoritmo.
 
Ilustración 24. Imágenes de salida producidas mediante la estimación del iluminante del 
histograma de la imagen de entrada. 
 
Independientemente del método exacto utilizado para estimar el iluminante, por 
ejemplo, cuando se estima el iluminante de todos los pixeles, segmentar la 
imagen, o computar el histograma, la suposición gray world recae en la suposición 
que solo hay un iluminante presente. Sin embargo, en la práctica esta suposición 
no se mantiene. 
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3.3 TEMAS DEL ÁREA DE TRABAJO 
 
Para la adecuada realización del proyecto y la completa comprensión del impacto 
que representa este en el ámbito ambiental, es necesario conocer las nociones 
básicas del proyecto ICAPTU que es el eje principal de la investigación. 
La calidad de las playas es un tema que preocupa a miles de ciudadanos puesto 
que afecta de manera directa la vida y el accionar de muchas personas, 
conscientes de que esta temática es importante para el desarrollo sostenible de un 
lugar el señor Camilo Mateo Botero propuso en el año 2002 la creación de un 
Índice de Calidad Ambiental en las Playas Turísticas (ICAPTU), sin embargo no 
fue sino hasta el año 2010 que la Universidad del Magdalena en conjunto con 
Fundación Universitaria Tecnológico Comfenalco de Cartagena crearon el 
Programa de Investigación de Calidad Ambiental de Playas Turísticas (CAPT) del 
Caribe Norte Colombiano que tiene una proyección hasta el año 2014 para 
conocer las condiciones de calidad de las playas turísticas, lo cual trajo consigo la 
posibilidad de realizar modificaciones a la obtención del Índice de Calidad 
Ambiental en las Playas Turísticas con el fin de actualizar los parámetros 
necesarios para el cálculo del mismo, este proyecto dio inicio a mediados del año 
2010 lo que conllevo a la suma de nuevas universidades en el año 2012 con la 
llegada de la Universidad Autónoma del Caribe y la Universidad de la Guajira, así 
mismo se redefinió el índice de calidad ambiental denominándose (ICAPTU II) 
abarcando cuatro procesos críticos que permiten definir de forma general los 
ámbitos que abarca la medición de este índice, estos son: Monitoreo de residuos 
sólidos en arena, Estimación de densidad de usuarios en playa, Estimación de 
capacidad de carga turística de playa y Realización de encuestas de percepción 
de usuarios de playa. 
Todos estos procesos se realizan de forma manual siendo en la mayoría de los 
casos procedimientos que tienen ciclos repetitivos y que teniendo en cuenta las 
condiciones de realización, (en las playas en horas del día), conlleva un esfuerzo 
físico que agota a las personas que realizan la medición y que puede 
desencadenar en equivocaciones que alteran los valores del índice, por lo tanto se 
plantea la implementación de ayudas tecnológicas que permitan minimizar los 
gastos y optimizar el proceso de medición. 
El proceso que concierne a este trabajo particularmente es el de monitoreo de 
residuos sólidos en arena, puesto que este se realiza manualmente en áreas de 1 
X 50 metros ubicadas en tres zonas de las playas propuestas por ICONTEC: la 
primera llamada zona activa localizada a la orilla del mar, la segunda denominada 
zona de reposo ubicada entre las carpas y la tercera en la llamada zona recreativa 
ubicada detrás de las carpas, lo que permite tener un espacio muestral grande 




3.3.1 Procedimiento Tradicional 
El proyecto ICAPTU evalúa el índice de calidad ambiental en las playas del Caribe 
Colombiano mediante una serie de factores entre los que se menciona la 
contabilización de los residuos sólidos en la arena cuya finalidad es establecer la 
cantidad de residuos que son arrojados a las playas, y para llevar a cabo 
exitosamente la contabilización se siguen una serie de pasos detallados a 
continuación: 
 Se realiza la delimitación de tres zonas de acuerdo a la clasificación 
establecida por el ICONTEC denominadas de la siguiente manera: zona 
activa (a la orilla del mar), zona de reposo (entre carpas) y zona recreativa 
(detrás de las carpas), cada una de estas zonas tiene una longitud de 1 m X 
50 m las cuales son delimitadas y asignadas a un grupo de 2 o 3 personas 
que se encargaran de recorrerla contando cada uno de los elementos 
sólidos que encuentre haciendo énfasis en la descripción del elemento lo 
cual permite clasificarlo en: madera, plástico, vidrio, estas mediciones se 
realizan 3 veces en una jornada: a las 9:30 am, 12:30 m y 4:30 pm. 
 
 Una vez realizado el recorrido se procede a comparar los conteos de cada 
una de las personas que cubrieron esa zona estableciendo un dato 
aproximado de los residuos sólidos que hacen parte del área de estudio. 
 
Como se puede observar, si se tiene en cuenta que este procedimiento se realiza 
en horas en que la playa se encuentra activa y por lo tanto hay tránsito de 
personas y de igual manera la exposición al sol es en algunos casos elevada, se 
hace difícil la obtención de datos veraces puesto que no se guarda prueba alguna 




















3.4 TECNOLOGÍAS A UTILIZAR 
 
Para la realización del proyecto se requirió de la utilización de una herramienta 
tecnológica que aporta al trabajo de la visión artificial, esta es Matlab. 
MATLAB ®: es un potente lenguaje diseñado para la computación técnica. El 
nombre de MATLAB proviene de MatrixLABoratory, dado que el tipo dato básico 
que gestiona en una matriz. Esta herramienta puede ser utilizada en 
computación matemática, modelado y simulación, análisis y procesamiento de 
datos, visualización y representación de gráficos, así como para el desarrollo de 





















4. MATERIALES Y MÉTODOS 
 
4.1 MÉTODO PROPUESTO 
 
En la actualidad la aplicación de las nuevas tecnologías hace que sea más 
accesible la obtención de la información, puesto que esta actúa como herramienta 
que hace posible la documentación y obtención de pruebas que apoyan y dan 
veracidad a los datos obtenidos. Basándose en la premisa anterior se quiere hacer 
uso de las tecnologías para agilizar el proceso de conteo de residuos y la mejor 
forma de hacerlo es aplicando el reconocimiento digital de imágenes permitiendo 
así ocupar un menor tiempo de contabilización y lograr mayor precisión en los 
datos, mediante la realización del siguiente procedimiento: 
 Para la toma de las imágenes se procederá a utilizar una cámara marca 
SONY de 16,4 Megapixeles, lente de 25 milímetros. 
 
 Se establece como primera medida que la hora ideal para realizar la toma 
de imágenes es en el rango comprendido entre las 11:00 am y la 1:00 pm, 
siendo estas las horas en la que la iluminación es óptima porque produce 
un mínimo de sombras y destaca algunas características de los objetos. 
 
 Se plantea la delimitación de la zona siguiendo los parámetros establecidos 
en el proyecto ICAPTU, es decir 1 metro por 50 metros. 
 
 La distancia focal seleccionada es de 1 metro, que permite cubrir 
cabalmente el ancho de la zona (1 metro)  se tomaran aproximadamente 64 
fotos que cubren totalmente el área delimitada 
 
 Para la captura de las imágenes solo se hace necesaria la presencia de 1 
persona quien deberá recorrer el área tomado imágenes  
Una vez la captura de imágenes se complete, inicia la evaluación y desarrollo del 










Ilustración 25. Método Propuesto. 
 
El desarrollo del proyecto se realiza de acuerdo al procedimiento estipulado en la 
Ilustración 25 implementando las funciones necesarias para lograr resultados 
óptimos. 
4.1.1 Adquisición de imágenes.  
Como primera instancia se lleva a cabo un proceso de reconocimiento y 
evaluación del escenario de la toma de imágenes observando las zonas 
estipuladas, realizando las mediciones necesarias para establecer los parámetros 
iniciales que permiten crear un escenario “ideal”. Se estipula que la hora ideal para 
realizar la captura de las imágenes es en las horas comprendidas entre las 11 am 
y la 1 pm puesto que en ese lapso de tiempo las sombras proyectadas por los 
objetos es mínima. Teniendo en cuenta las dimensiones de la zona se establece la 
distancia focal ideal que abarca en la totalidad el ancho de la zona, para lograr 
abarcar el largo se realizan los cálculos pertinentes aplicando la ecuación (51), 
que se obtiene al analizar las vistas tanto frontales como laterales de la imagen 






















Donde 𝑁𝐹 es el número de fotos a tomar, 𝐿𝑎𝑒 es el largo del área de estudio y 𝑎𝑖𝑡 
es la altura de la imagen tomada, la cual se halla midiendo la cobertura exacta de 
la cámara desde una distancia focal fija como lo muestra la Ilustración 26b que 
representa el área de cobertura lateral de la cámara. 
 
Área de la imagen (base) 
 
Área de la imagen (altura) 
(a) (b) 
Ilustración 26. Vistas del área de cobertura de la cámara. (a) Vista frontal, área que cubre a lo 
ancho (base). (b)Vista lateral área que cubre a lo largo (altura). 
Una vez establecidos estos parámetros iniciales se procedió a tomar fotografías 
capturando tanto arena sola como arena con objetos lo que llevo a clasificar las 
imágenes de la siguiente manera: 
Arena.  Al observar las imágenes de las zonas seleccionadas se apreció que las 
tonalidades en la arena varían de acuerdo a la zona en la que se encuentran y 
esta variación se presenta incluso dentro de las mismas zonas por lo que se hizo 
necesario hacer una clasificación de los tipos de arena de acuerdo a sus 
características, dicha clasificación se estipuló de la siguiente manera: 
Arena seca: En este grupo se ubican como su nombre lo indica, todas las 
imágenes en las cuales la arena se encuentra sin ningún rastro de agua por lo 
cual su color tiende a poseer tonalidades que se aproximan a los tonos ocres. 
Este tipo de arena se divide a su vez en dos subgrupos (Ilustración 27): arena 
seca sin sombra y arena seca con sombra. En la arena seca sin sombra se 
encuentran las imágenes en las que no se encuentra ningún objeto obstruyendo la 
luz del sol, por lo que no se presentan ninguna sombra sobre el suelo; en la arena 
seca con sombra, por otro lado, se encuentran esas imágenes que presentan 








Ilustración 27. Tipos de arena seca. (a) Arena seca sin sombra. (b) Arena seca con sombra. 
Arena húmeda: aquí se ubican las imágenes en las que se observan algunos 
vestigios de agua producto del contacto de un cuerpo húmedo con la arena seca, 
en general, su aspecto es un poco más oscuro que la arena seca y generalmente 
la distribución de las “manchas” que se generan sobre ella no es uniforme 
(Ilustración 28) así que se presenta una mezcla de arena seca con húmeda. 
 
Ilustración 28. Arena Húmeda. 
 
Arena mojada: aquí se pueden encontrar aquellas imágenes en las cuales la 
presencia de agua es constante, lo cual le da un aspecto brillante y liso a la arena, 
la zona donde se encuentra este tipo de arena es a la orilla del mar donde reposan 
las olas, generalmente la presencia de agua es reciente y en ocasiones se puede 
observar un poco de agua dentro de la misma imagen. 
Al igual que la arena seca, este tipo de arena se divide en dos subgrupos: arena 
mojada sin sombra y arena mojada con sombra (Ilustración 29). En donde se 
ubican, respectivamente, las imágenes en las cuales no hay ningún objeto entre la 
luz del sol y la superficie por lo que el brillo que posee la imagen al reflejar la luz 
del sol sobre el agua es abundante; y las imágenes donde un objeto interfiere 







Ilustración 29. Tipos de arena Mojada. (a) Sin sombra. (b) Con sombra. 
Objetos.  En lo que respecta a los objetos, se tomaron fotografías de los residuos 
que se encontraban en los tres tipos de arena mencionados anteriormente, 
obteniendo tres grandes grupos que por sus características se diferencian 
fácilmente de los demás: icopor, madera y otros objetos. 
Icopor: como su nombre lo indica en este grupo se encuentran aquellos objetos 
de este material como platos y vasos, su principal característica es el color blanco 
que presentan en la totalidad de la superficie que los hace diferentes a los demás 
objetos. 
Madera: aquí se encuentran las fotografías en las que aparecen solamente 
objetos de madera, cuya característica principal es el color rojizo o beige, la 
superficie no es uniforme por lo que se presentan variaciones en los tonos y su 
tamaño puede variar. 
Otros objetos: en este grupo se ubican los demás objetos que se pueden ubicar 
en una playa, desde latas de refrescos, pasando por envoltorios varios, vasos 
plásticos, hasta botellas. La principal característica de estos objetos, que los lleva 
a la clasificación en este grupo es que presentan variación en los colores, poseen 
muchos cambios bruscos de color, algunos son transparentes, otros por su parte 
son materiales altamente reflexivos. 
4.1.2 Corrección del color. 
Una vez establecido el banco de fotos se pudo apreciar que hay ocasiones en que 
la arena adquiere diferentes tonalidades (Ilustración 30), siendo la imagen tomada 
en el mismo sitio de observación, esto puede deberse a la refracción de la luz de 
zonas cercanas al lugar de la foto sobre la arena o al paso de una nube u objeto 
que genera un cambio de tonalidad. Por lo tanto los colores varían lo que ocasiona 
un inconveniente al momento de la clasificación. Es por ello que se optó por 
aplicar un algoritmo de corrección de color denominado Gray World, que busca de 
una u otra manera homogeneizar los colores bajo la teoría de que todos los 
colores tienden al gris; con esta técnica que funciona bajo la condición de que sea 
solo una fuente de luz que origina la iluminación, permite (basado en el promedio 
de los colores presentes en la imagen, al separarlos en sus canales RGB – 
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ecuación (52)), establecer una intensidad de luz para dicha iluminación 
consiguiendo el efecto de la homogenización de colores en las imágenes 
(Ilustración 31). 













Siendo F el número de filas y C el número de columnas de la matriz M. 
(a) (b) 
Ilustración 30. Tonalidades de la arena en un mismo sitio de observación. (a) Imagen tomada 





Ilustración 31. Aplicación de corrección del color.  (a) Imagen antes de la aplicación de gray 
world. (b) Iluminación de la imagen una vez aplicado gray world. 
El Algoritmo 2 -explica el procedimiento que sigue gray world para realizar la 
corrección de color. 
Algoritmo 2 -  
1. Leer la imagen 
2. Linealizar los colores de la imagen. 
3. Promediar cada uno de los colores presentes en la imagen etiquetando 
cada color con un tono diferente para su diferenciación (ver Ilustración 21.) 
4. Aplicar el color de la fuente de luz a la imagen obtenido a través del 




4.1.3 Eliminación de la arena. 
Para llegar a la estancia de la eliminación de la arena es necesario pasar por un  
proceso previo de clusterización con el cual se estipulan los centroides que 
permiten agrupar los diferentes tipos de arena y objetos y establecer rangos que 
puedan segmentar tanto la arena como los objetos. Este proceso de clusterización 
se realiza antes de la implementación del método en sí, y para el momento de 
extracción de la arena estos clúster ya se encuentran preestablecidos. 
Para calcular los centroides se leen las imágenes y se transforman a espacio de 
color CIELab, ya que este espacio nos permite tener en cuenta dos canales que 
son a y b en donde se encuentra el color, para esta transformación se siguieron 
los pasos explicados en el Algoritmo 3. 
Algoritmo 3 Pasos para convertir de RGB a CIELab 
1. Realizar la multiplicación de la imagen original RGB por la matriz D65 
(Ilustración 32) 
𝑋𝑌𝑍 = 𝑀𝑎𝑡 × 𝑅𝐺𝐵 (53) 




, 𝑑𝑜𝑛𝑑𝑒 𝑋𝑌𝑍(1, : ) 𝑒𝑠 𝑙𝑎 𝑚𝑎𝑡𝑟𝑖𝑧 𝑒𝑛 𝑙𝑎 1𝑟𝑎 𝑑𝑖𝑚𝑒𝑛𝑠𝑖ó𝑛. 
 
𝑌 =  𝑋𝑌𝑍 (2, : ), 𝑑𝑜𝑛𝑑𝑒 𝑋𝑌𝑍 (2, : )𝑒𝑠 𝑙𝑎 𝑚𝑎𝑡𝑟𝑖𝑧 𝑒𝑛 𝑙𝑎 2𝑑𝑎 𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛. 
 
𝑍 =  
𝑋𝑌𝑍 (3, ∶)
1,088751
, 𝑑𝑜𝑛𝑑𝑒 𝑋𝑌𝑍(3, : )𝑒𝑠 𝑙𝑎 𝑚𝑎𝑡𝑟𝑖𝑧 𝑒𝑛 𝑙𝑎 3𝑟𝑎 𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛. 
 
(54) 
3.  Validar la condición de que el pixel sea mayor que el umbral dado. 
𝑋𝑇 = 𝑋 > 𝑇 
𝑌𝑇 = 𝑌 > 𝑇 
𝑍𝑇 =  𝑍 > 𝑇 
(55) 
4. Conversión a CIELab 























Una vez obtenida esta imagen en formato CIELab se procede a aplicar el 
algoritmo de agrupamiento k-means (ver Algoritmo 1), para hallar los centroides 
por medio de la distancia euclidiana (ecuación 57) que existe entre un mismo 
grupo de colores. La Ilustración 33 muestra la imagen que arroja el algoritmo de 
clusterización. 
Si se tiene que: 
𝑑 =  √𝑥2 + 𝑦2
2
, donde 𝑥 =  𝑥1 − 𝑥0 y 𝑦 =  𝑦1 − 𝑦0 (57) 
Por lo tanto la distancia euclidiana seria: 
𝑑 =  √(𝑥1 − 𝑥0)2 + (𝑌1 − 𝑦0)2
2
 (58) 
Se establecen cinco clúster  lo que permite obtener un mayor rango para 
diferenciar la arena de los objetos, una vez obtenido los centroides tanto del canal 
a como del canal b para un promedio de 15 imágenes de arena de diferente tipo 
(arena seca, arena húmeda, arena mojada), se obtuvo el intervalo en el que 
oscilan los colores de la arena para cada uno de estos tres tipos. Este mismo 
procedimiento se realizó para sacar los centroides del icopor y la madera, estos 
centroides se estipularon como cantidades fijas puesto que se probaron todas las 
combinaciones posibles de arena cubriendo los posibles errores que se puedan 
presentar. 
 
Ilustración 33. Imagen del algoritmo de agrupamiento. 
 
Después de establecer los centroides se procedió a enfocarse en  la eliminación 
de la arena de la imagen, teniendo en cuenta que los centroides se obtuvieron en 
formato CIELab, se hace necesario que la imagen de entrada cuyo espacio de 
color es RGB sea cambiada a espacio de color CIELab para realizar la 
comparación y para ello se aplica la función find de Matlab para localizar aquellos 
pixeles que se encuentran dentro del rango establecido en los centroides, estos 
pixeles son llevados al color negro(0) en valor RGB, una vez extraída la arena se 
procede a eliminar aquellos residuos de arena y pequeños objetos que no entran 
dentro de los grupos establecidos para el cálculo de porcentaje, tomándose como 
parámetro el área del mismo, la cual no supera los 150 pixeles por medio de 
RegionProps (Ilustración 34).  Esta función permite saber el número de objetos 
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que hay en la imagen, que área posee cada objeto encontrado, además de las 








Ilustración 34. Función regionprops para eliminar áreas menores de 500 pixeles en: (a) 
arena, (b) icopor, (c) madera. 
 
Ilustración 35. Imagen del método de extracción de la arena. 
Una vez eliminados los objetos con un área menor a 150 se obtiene el número de 
elementos que serán clasificados más adelante, además del área y las 
coordenadas que serán utilizadas  para realizar posteriormente una comparación 
al momento de clasificar los objetos; la función RegionProps devuelve una imagen 
binarizada lo que conlleva a que se realice un cambio a espacio de color RGB, 
para esto se utiliza la función desbinarizar. El algoritmo  que elimina la arena 
retorna la imagen segmentada en formato RGB además del número de objeto que 
se encontraron, el área y las coordenadas. 
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4.1.3 Clasificación de objetos. 
Una vez eliminada la arena de la imagen original, y teniendo en cuenta que esta 
sale en formato RGB se procede a realizar la transformación de la imagen al 
espacio de color CIELab para realizar la comparación entre los centroides 
obtenidos en la clusterización y los objetos en la imagen. Primeramente se buscan 
los objetos tipo icopor; como en la extracción de la arena y se utiliza la función 
find para encontrar los pixeles que cumplen esta condición, a los pixeles que 
coinciden se les asigna el valor 255 en RGB que equivale al color blanco y los que 
no cumplen con la condición se envía al color negro con tal de binarizar y hallar el 
número de objetos de icopor y el área de los mismos. 
Teniendo este área se lleva a cabo una comparación con los datos obtenidos 
durante la eliminación de la arena, al empezar a comparar, se realiza, como 
primera instancia identificación de las propiedades de los objetos que se 
encuentran en la imagen para ello se utiliza RegionProps, una vez obtenidas las 
propiedades se aplica Boundingbox box que tiene las coordenadas de cada objeto 
esta propiedad es un vector de 1 fila por 4 columnas: en la primera posición esta la 
coordenada X y en la posición 2 está la coordenada Y en la posición 3 y 4 están la 
longitud de cuanto crecen estas coordenadas, respectivamente, esto mismo se 
hace con las propiedades iniciales que se obtuvieron al momento de eliminar la 
arena, se procede a mirar si el objeto segmentado como icopor está dentro de las 
coordenadas de los objetos iniciales, si cumple con esta condición, se verifica si el 
área del objeto segmentado es  más del 50 por ciento del tamaño original, esto se 
hace con el fin de abarcar la posibilidad de que al momento de segmentar haya un 
objeto que tiene varios colores que pueden pertenecer a algunos de los grupos ya 
sea madera o icopor no sea tomado como uno de estos, puesto que aunque es un 
solo objeto el sistema lo segmenta por color y puede que lo reconozca como tres. 
Si se tiene un objeto que cumple con estos dos requisitos se cuenta como objeto 
de icopor (Ilustración 36 a) y se calcula el porcentaje que ocupa ese objeto en toda 
la imagen, este porcentaje de acumula con el fin de tener un valor global de cada 
grupo. Como salida se retorna el porcentaje del objeto, el área y las coordenadas 
donde se encuentra ubicado, esto último se hace solo para mostrar al final los 
datos en la imagen que entra al proceso.  
Estos pasos se realizan de igual manera para segmentar la madera y los objetos 
determinados como otros (Ilustración 36), aunque la imagen que se ingresa no 
tiene ningún objeto clasificado como icopor, esto se realiza para no hacer la 
segmentación a la imagen sin área si no que se utiliza la que sale de cada 








Ilustración 36. Proceso de clasificación de objetos. (a) Clasificación del Icopor. (b) 
Clasificación de madera. (c) Clasificación de otros objetos. 
4.1.4 Estimación del porcentaje. 
Como se explicó anteriormente se estableció que la distancia focal ideal para la 
toma de imágenes es de un metro (1 m) por lo tanto se hizo necesario establecer 
cuantos pixeles se encontraban en un área determinada, para ello se tomó un 
cuadro de 10 cm X 10 cm al cual se le realizo una fotografía desde la distancia 
focal establecida, se segmentó de tal manera que  solo quedara el cuadro y se 
obtuvo el número de pixeles que había en el cuadrado (16376 pixeles 
aproximadamente), a continuación se utilizó la regla de tres simple para llegar a la 
siguiente conclusión: en un centímetro hay aproximadamente 1637,6 pixeles. 
Luego se establece que la relación distancia – pixel está dada por: 
𝑇𝑂 =   
1
𝑑𝑓 ∗ 𝐾
∗ 𝑎𝑜𝑓 (59) 
 
En donde, 𝑇𝑂  representa el tamaño (o área del objeto) y aof representa el área 
del objeto en la foto cuya medida está dada en pixeles, df es la distancia focal y K 
es el numero de pixeles de un 𝑐𝑚2 a un metro de distancia focal. 
𝑇𝑂 =
1 𝑐𝑚2
𝑑𝑓 ∗ 1637,6 𝑝𝑥
∗ 𝑎𝑜𝑓 (60) 
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De esta manera se establece el área en centímetros cuadrados que ocupa un 
objeto dentro de la imagen. Ejemplo: si se tiene una foto en la que el objeto ocupe 
7560 pixeles; al aplicar la ecuación (60) se obtendría que: 
𝑇𝑂 =
1 𝑐𝑚2
1 ∗ 1637,6 𝑝𝑥 


























Para la realización de este algoritmo se realizo la prueba con más de 50 imágenes 
que contenían diferentes tipos de objetos, así como imágenes en las que los 
objetos no estaban presentes y solo se encontraba la arena para su 
caracterización y estimación de clúster. 
Para la toma de las mismas se estableció una distancia focal de 1 metro, 
encontrando que a esa distancia focal el largo de la imagen es de 0,78 metros y el 
ancho de terreno que cubre la imagen es de 1,53 metros. Por lo tanto aplicando la 




=  63,85 𝑓𝑜𝑡𝑜𝑠 
Aproximando al entero más cercano se tiene que en total se hicieron necesarias 
64 fotos para cubrir el área de 1 m X 50 m en su totalidad. 
En cuanto al proceso de agrupamiento se obtuvieron los centroides de las 
imágenes que fueron utilizados para la estipulación de los rangos que delimitan 
desde que tonalidad aun se considera arena y cuando se trata de un objeto. 
 
Arena Icopor Madera 
 
Mínimo Máximo Mínimo Máximo Mínimo Máximo 
A -4 3 -1 3 -5 17 
B -15 3 -10 1 -3 17 
Desviación 
estándar 
1,01884448 2,07637071 0,66241379 2,51975908 3,47035037 3,24303909 
Tabla 2. Rangos seleccionados para la extracción de arena, madera e icopor. 
En lo que respecta a las imágenes seleccionadas, para la prueba, a continuación 
se muestran algunas de las que se utilizaron tanto para los procesos de 
clusterización como para los procesos de segmentación y calculo de porcentajes. 
 
  
Ilustración 37. Imágenes de entrada del algoritmo. 
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En la Ilustración 37 se observa la imagen inicial que es leída por el algoritmo, la 
cual contiene un grupo de objetos de varias de las categorías seleccionadas para 
el reconocimiento. 
  
Ilustración 38. Imágenes con la arena extraída. 
 
En la Ilustración 38 se observa el estado de la imagen una vez realizado el 
proceso de extracción de la arena, si bien la arena es eliminada casi en su 
totalidad, aun restan ciertos despojos de la misma que son eliminados mediante 
operaciones morfológicas para dejar únicamente los objetos de interés. 
 
  
Ilustración 39. Extracción del Icopor. 
El estado de la imagen cuando se ha extraído el icopor es mostrado en la 
Ilustración 39, como se puede observar una pequeña parte de un objeto 
clasificado como otros se ha extraído de igual manera, esto sucede por la similitud 
de los colores que se ubican dentro de los rangos, sin embargo, este objeto no es 
contado como icopor debido a que el porcentaje de correspondencia es menor al 
60%. 
De igual manera en la ilustración siguiente (Ilustración 40) se muestra la imagen 
del proceso de extracción de madera, nuevamente los residuos de arena u otros 
objetos que no corresponden o el ruido dentro de la imagen son eliminados 





Ilustración 40. Extracción de madera. 
  
Ilustración 41. Extracción de otros objetos. 
En esta ilustración se puede apreciar la imagen una vez extraídos los objetos 
pertenecientes a la categoría de otros, y como sucede en los casos anteriores en 
los cuales se observa cierto ruido o “sucios” en la imagen, éstos son eliminados 
gracias a las operaciones morfológicas. 
La Ilustración 42 muestra la imagen final que arroja el algoritmo, en donde se 
identifica la posición del objeto, se delimita la misma y se establece el porcentaje y 
el grupo al que pertenece dicho objeto, de igual manera se muestra el porcentaje 
global establecido de acuerdo a la relación distancia/pixel  explicada 
anteriormente. 
  





Con respecto al método tradicional el método propuesto tiene ciertas ventajas y 
desventajas que se muestran en la Tabla 3. 
VENTAJAS DESVENTAJAS 
Tiempo de procesamiento de las 
imágenes tomadas 
Conteo de los residuos clasificados más 
efectivo. 
No reconoce objetos con la misma 
tonalidad de la arena 
Los objetos con tonalidades ente el 
amarillo y el marrón son clasificados en 
la categoría de madera 
Exportación automática de los 
resultados obtenidos en hojas de Excel 
No es posible estimar si el objeto 
reconocido tiene una parte enterrada en 
la arena 
Estimación de estadísticas para el 
proyecto ICAPTU 
 
Minimización de recursos  
Verificabilidad del muestreo  


















6. CALCULO DEL PORCENTAJE DE ERROR DEL MÉTODO 
 
Con la finalidad de establecer el grado de exactitud del método, se realizo la 
prueba del método con 20 imágenes al azar, las cuales se pasaron por el 
clasificador y los resultados obtenidos fueron revisados para observar la exactitud 
con la que se clasifican los objetos. 
Para ello se realizo la matriz de confusión, que es una matriz bidimensional 
cuadrada, donde cada columna representa el resultado de la clasificación y las 
filas representan las categorías reales, la diagonal principal hace referencia a los 
elementos que son clasificados correctamente, mientras que las demás celdas 
hacen referencia a los elementos incorrectamente clasificados y en que grupos 
han sido mal clasificados. 
Error de comisión: Se define como los elementos de una misma columna 
exceptuando la diagonal que reflejan el número de objetos que fueron asignados a 
una categoría cuando en realidad pertenecen a otra. 
Error de omisión: Se define como los elementos de una misma fila exceptuando la 
diagonal que reflejan el número de objetos que perteneciendo a una misma clase 
fueron asignados a otras. 
 
POLIESTIRENO MADERA OTROS TOTAL ERROR O 
POLIESTIRENO 21 5 12 38 0,44736842 
MADERA 1 30 0 31 0,03225806 
OTROS 4 26 29 59 0,50847458 
TOTAL 26 61 41 128 
 
ERROR C 0,192307692 0,50819672 0,29268293 
 
0,375 
 Tabla 4. Matriz de confusión. 






Donde na es la sumatoria del número de aciertos, es decir, la sumatoria de la 
diagonal principal y ne  es el número de objetos totales. 




= 0,63 = 63 % 
Se puede observar, por lo tanto, que si bien se pasa el umbral del 50% de 
fiabilidad aun se tiene un margen bajo eso es debido a que el método aun 
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presenta ciertas limitaciones que se corregirán conforme se optimice el 





























Una vez desarrollado e implementado el algoritmo, se puede concluir que se logra 
establecer con éxito un aproximado del índice de ocupación del objeto en la arena 
de la playa para cada una de las tres zonas seleccionadas. 
 
De igual manera se logran determinar las características básicas que nos 
permitieron clasificar los objetos dentro de cada una de las categorías, si bien por 
oclusión de la arena sobre los objetos estos muchas veces no se observan en su 
totalidad, la información que se pierde puede ser restaurada gracias a operaciones 
básicas de erosión y dilatación, permitiendo así que el objeto recupere en un 99% 
el tamaño ocupado. 
 
Además se pudo calcular la eficiencia del clasificador mediante una matriz de 
confusión, estableciendo un porcentaje de efectividad y dejando ver varias 
limitaciones que no dejan que el método sea 100% seguro, dentro de las 
limitaciones se encontraron que cuando hay objetos con tonalidades similares a la 
arena o tiene tonalidades entre el amarillo y el marrón no se clasifican 
adecuadamente, otra es cuando hay objetos superpuestos no discrimina si hay un 
objeto o más. 
 
Es importante tener en cuenta que se sentó un precedente en la utilización del 
procesamiento digital de imágenes en ambientes con poco control, en donde la 
iluminación no es constante y por lo tanto no es ideal, así mismo, si bien no se 
abarcan todas las categorías que plantean los desarrolladores del proyecto 
ICAPTU en el proceso de conteo de los residuos, se logró exitosamente dividirlos 
en 3 categorías.  
 
La realización de este proyecto abre el camino a áreas de la ingeniería de 
sistemas, como es el caso del procesamiento digital de imágenes, hacia la 
colaboración estrecha en la conservación del medio ambiente, brindándole la 
posibilidad a los profesionales de incursionar en este ámbito de la vida humana 
que para esta época de consumismo globalizado, de aumento de los niveles de 
contaminación y de despertar ambiental se ha convertido en una prioridad del ser 
humano, teniendo en cuenta que de nada sirven los constantes avances 
tecnológicos cuando el planeta tierra sufre por los maltratos ocasionados y la 
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