ABSTRACT Precise vertebral segmentation provides the basis for spinal image analyses and interventions, such as vertebral compression fracture detection and other abnormalities. Deep learning is a popular and useful paradigm for medical image process. In this paper, we proposed an iterative vertebrae instance segmentation model, which has good generalization ability for segmenting all types of vertebrae, including cervical, thoracic, and lumbar vertebrae. In experimental results, our model not only used 17% less memory but also achieves better performance on vertebrae segmentation compared to existing methods. The existing method provides only two output for segmentation and classification respectively. However, with more memory available, our model is capable of providing third output for accurate anatomical prediction under the same amount of memory.
I. INTRODUCTION
The main trunk in the human body is composed of vertebrae, which are adjacent to the critical nerve system. Many diseases, such as spinal spondylolisthesis, compression fractures, disc herniation, spurs, etc. are all clinically related to the vertebrae. Hence, accurate vertebral segmentation can improve preoperative diagnosis and simulation performance. Traditional vertebral segmentation primarily uses mathematical methods to analyze cone features [8] , [9] , [13] or different model-based for addressing model fitting problems [1] , [2] , [6] . Darwish et al. [4] integrated and detailed automatic segmen-tation techniques, including conventional-based, anatomical model-based and random forest-based, to identify and lo-cate individual vertebrae in traditional spines. Most of these traditional vertebral segmentation techniques mathematically analyze the characteristics of the threshold, edge and verte-bral morphology based on a 2D spine cut, and are applied to specific targets or shapes. Thus, such
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techniques cannot be widely applied to various abnormal spinal images. For traditional 3D automatic vertebra segmentation, Hoon et al. [10] proposed fitting the Level Set method to the spine model, which is roughly the same as the traditional 2D method. In the semi-automatic vertebral segmentation, the segmentation is mostly carried out by different watershed regions, and re-sults usually depend on the user's seed point selection. If the seed point selection is good, the segmentation results usually closely align with manual segmentation results even when the vertebral segment is abnormal or damaged. Unfortunately, seed point selection tends to be time-consuming and difficult to set.
Deep learning has rapidly developed in recent years and has been proven to be an effective means of handling the segmentation of medical images. The common way to segment vertebra based on deep learning is to use semantic segmentation to give a prediction label to all pixels in an image. The 2D U-Net deep learning network proposed by Sekuboyina et al. [12] for multi-label segmentation of the lumbar vertebra, and 3D U-Net both perform well in the segmentation of vertebrae.
Another school of thought approaches vertebral segmentation as an instance segmentation problem. For all vertebrae, the difference between semantic segmentation and instance segmentation is that semantic segmentation classifies each voxel in the patch directly, while the instance segmentation identifies whether a complete vertebra exists in the patch or not, performs binary classification, and labels vertebra individually. In this case, partially obscured vertebrae can be either ignored or explicitly identified as incomplete so that they can be excluded from subsequent analyses. Lessmann et al. [7] proposed an instance segmentation network for vertebra detection and segmentation. However, this kind of architecture requires over 11 GB of memory, which demands robust experiment conditions.
Although all the aforementioned methods have achieved decent segmentation results, they are not able to predict anatomical labels for each vertebra. The massive memory usage requirements of other techniques not only result in higher hardware costs, but also limit any model's capacity to conduct multiple tasks, such as anatomical prediction. Hence, the model proposed in this paper aims to decrease memory usage through a more efficient architecture, which allows an extra output for anatomical labeling. Our method effectively reduces memory usage by applying a different concatenation method in a U-Net shape-like structure, and carefully choosing the feature maps in a different part of the network. Existing models, like Lessmann et al. [7] , only provide outputs for segmentation and classification. However, our method frees memory, enabling the model to provide a third output for anatomical information and higher segmentation accuracy without concerns about memory shortage that existing models face. Besides creating a robust model, we have extended our research to the real world through a collaboration with China Medicine University, Taiwan and Asia University, Taiwan. Our project aims to provide an automated design solution to position pedicle screw guide plates in vertebral correction surgery. The goal is to create a vertebral orthopedic surgical guide plate by automatically finding the best implant position. Details are included in Section V.
II. RELATED WORK
U-Net [11] , which outputs a corresponding label for all pixels in an image, has been proposed for 2D semantic segmentation. The main structure consists of a contracting path and an expansive path. This network architecture has achieved rather good segmentation results within biomedical imaging. Sekuboyina et al. [12] applied U-Net to lumbar segmentation and trained three different dimensions of a 2D tomographic image.
As U-Net had performed well on vertebral segmentation, additional reference information was infused during training since vertebra images are 3D. For example, Cicek et al. [3] proposed a 3D U-Net architecture that allows the entire network architecture to directly train 3D data. However, the whole network needs 19,069,955 parameters total with data inputs sized to 132 * 132 * 116, which poses a huge challenge for computing equipment. Based on 3D U-Net, Janssens, et al. [5] proposed using 3D fully convolutional neural network (FCN) to perform lumbar vertebra multi-label segmentation. Although the deep learning of 3D data does not require addi-tional reference information, the number of feature parame-ters is very large, which leads to huge memory requirements in the training process.
The methods above deal with vertebral semantic segmentation, and Lessmann et al. [7] proposed a segmentation scheme that considers vertebral segmentation to be an instance segmentation problem. The architecture includes a segmentation network with an expansion called instance memory and a branch for completeness prediction. The size of the input patch is 128 * 128 * 128, which is enough to contain one complete vertebra in the center of the patch and the partial vertebrae next to it. The main idea behind this instance segmentation is to segment each vertebra sequentially from top to bottom or vice versa. The segmentation network is trained to extract the top-most unsegmented vertebra (when segmented from top to bottom), or bottom-most unsegmented vertebra (when segmented from bottom to top), in the input patch. Instance memory is used to record segmented vertebrae. For example, if there are five vertebrae in an image, the segmentation network will first segment the top-most vertebrae; the instance memory will then be updated with information that vertebra 1 has been segmented, so in the next iteration, the top-most unsegmented vertebra becomes the vertebra adjacent to vertebra 1. This process continues until all the vertebrae are segmented.
III. PROPOSED METHODS
Although the method proposed by Lessmann et al. [7] shows satisfying results in vertebral segmentation, the model has some drawbacks. First, the training process for this model requires massive amounts of memory (over 11GB on a GPU). Furthermore, this model does not provide anatomical label information (i.e., cervical C1 C8, thoracic T1 T12, lumbar L1 L5) of vertebrae. Additionally, the iterative instance seg-mentation procedure proposed by Lessmann et al. [7] starts from the very beginning of an image in a slide window fashion to find the first patch that contains enough bone voxels before starting sequential segmentation, which might contain redundant iterations. In this paper, we propose a new architecture inspired by 3D-UNET and Lessmann et al. [7] and also alter the way the starting point for the iterative seg-mentation process is chosen. Our goal is to efficiently tackle the issues mentioned previously. The network architecture is depicted in Figure 1 . This model takes advantage of the contracting and expansive path in 3D-UNET with additional modifications and the instance memory and classification network adapted from Lessmann et al. [7] . There are three major differences between our model and that of Lessmann et al. [7] . First, the feature maps in the model from Lessmann et al. [7] are fixed at 64 in every layer; however, we choose the same number of FIGURE 1. The architecture of the network. I and M represent the input image patch and instance memory respectively. S1 is the instance segmentation result, S2 is the semantic segmentation result, and C is the classification score. The input patch size is 128 * 128 * 128, and the number of feature maps in each layer is set to be the same as 3D-UNet's, starting at 32 and then going to 64 for every layer in the classification path, with the number on each cube indicating the output size in each layer. All the convolutional layers are followed by layers of batch normalization and ReLu activation.
feature maps as 3D-UNet for the contracting and expansive path, and 64 for the classification path. Second, we choose the data after max-pooling instead of the data before max-pooling for concatenation. Third, we add a third output, S2, at the end of the expansive path, which provides the result of direct semantic segmentation. The anatomical label prediction is derived from the results of instance segmentation (S1) and semantic segmentation (S2). Details will be covered in the following sections.
A. UPSAMPLING AND CONCATENATION
The whole segmentation network contains a U-shape structure with contracting and expansive paths, which is adapted from 3D-UNet. In our proposed segmentation network, the feature maps are set to be the same as those in 3D-UNet, and upsampling (instead of deconvolution) is used for the expansive path. This is inspired by DeconvNet [14] , which reveals that upsampling can significantly reduce memory usage in 2D image segmentation, from 1892MB to 1174MB (about 37%). As for the concatenation, we use another concatenation method that passes the high-resolution feature data in the contracting path to the expansive path, but we pass the feature map after max-pooling instead of before it. The high-resolution feature map passing to the expansive path goes through unpooling before concatenation since we find this to be a good way to decrease the number of redundant parameters, and the data after max-pooling retains more important information. The difference between the concatenation methods is shown in Figure 2 . We keep the same instance memory setting proposed by Lessmann et al. [7] . The input patch is a two-channel 128 * 128 * 128 3D patch comprised of a CT image and corresponding instance memory. Since not all CT images have the same resolution, we resample all the CT images to be 1mm 3 per voxel so as to keep them identical across training images.
B. START POINT FOR ITERATIVE INSTANCE SEGMENTATION
Since the intensity value of the bone in CT images is greater than that of tissue, we can get a proper starting position by excluding voxels with intensity below 200HU, and then choosing the boundary point, (the lowest x, y, and largest or smallest z, depending on the traversal direction). Doing so avoids redundant iterations in the beginning, and reduces the possibility of interference by voxels that are not bones. Hav-ing found the starting point, depicted in Figure 3 , we follow the iterative instance segmentation procedure from Lessmann et al. [7] . The traversal route of the sampled patch is first adjusted according to the constant step along the x, y-axis until a large enough volume object is detected in the patch. Once the segmented volume exceeds 1,000 voxels, the next patch center becomes the average center of this segmented volume for the next iteration. This step is repeated until a complete vertebra is at the center of the sampled patch, and the classifier identifies the appearance of a complete vertebra as well. After that, the instance memory is updated. This procedure then continues until all vertebrae are segmented. During the traversal, we must identify the completeness of the vertebrae at the same time, including whether the position of the vertebra is at the center of the patch, and whether the complete vertebra is already present in the instance memory but are not in the instance memory are considered positive samples; other kinds of patches are negative samples.
C. EXTRA OUTPUT FOR ANATOMICAL INFORMATION
In addition to individual vertebral segmentation and completeness identification, we hope to simultaneously obtain anatomical information when a vertebra is segmented. Modifying the architecture outlined in the previous section allows us to free up extra memory space. We can take advantage of the additional memory to deliver an extra output in our network.
Our idea is to modify the segmentation network above via the addition of an extra path in the network (output S2 in Figure 1 ) for multi-label classification, in order to predict the anatomical label of each voxel. However, if we use only multi-label classification results to directly predict the anatomical labels of vertebrae, the results are not satisfactory because vertebrae are morphologically similar to each other. Thus, misclassification easily occurs near the location between two vertebrae. Hence, we propose combining the output of instance segmentation and multi-label classification to achieve better results. We first leverage the iterative instance segmentation algorithm, which ensures that vertebrae are segmented one by one, so as to avoid interference within the junction of two vertebrae. Whenever we receive a binary segmentation of an individual vertebra from instance segmentation, we extract the multi-label classification result of the region where the binary prediction of this segmented vertebra is positive. Then we are able to calculate the probability of a possible anatomical label for that segmented vertebra. The anatomical label of a segmented vertebra is decided by the label with the highest portion of voxels in that region. Figure 4 provides an example of how anatomical predictions are obtained.
D. TRAINING NETWORK
The original instance segmentation loss from Lessmann et al. combines losses for segmentation and classification. Since we add an extra output in our network, the total training loss needs to have another term for semantic segmentation. We use Cross-Entropy as the loss for multi-label classification. Furthermore, we find that if the segmentation loss value is too high, the convergence speed of Cross-Entropy will be extremely slow, and vice versa, which means the tasks cannot be trained well simultaneously. Thus, we divide the segmentation loss from Lessmann et al. with α· p in order to balance the values with two other losses. The definition λ, FP soft , FN soft , are the same as in [7] , where t is the ground truth of classification, p is the sum of the patch size voxel, and α is a constant between 0 and 1. Through multiple experiments, we find α = 0.25 ∼ 0.5 has the best convergence speed for both segmentation tasks. The entire form of loss function is:
IV. EXPERIMENTAL RESULTS
For performance evaluation, we used xVertSeg [15] dataset to obtain our experimental results. It contains 15 individual spine data points with a lumbar segmentation mask and its corresponding anatomical labels i.e., L1 to L5. There are 10 additional data points without ground truth for testing. In our experiment, different settings for training were chosen VOLUME 7, 2019 FIGURE 4. The original iterative segmentation sample patch for segmentation from the very beginning of an image. This example will need multiple iterations to get to the first patch center that contains > 1,000 voxels of a vertebral object. Those redundant iterations can be avoided by directly choosing the possible patch center by excluding voxels that are definitely not bones (we set a threshold of 200HU).
for comparison, with the Dice Coefficient serving as the metrics for egmentation performance. The definition of dice coefficient is defined as follow, where |X∩Y| is the number of the voxels that are correctly predicted, |X| and |Y| are the number of the total voxels in the prediction result and ground truth, respectively.
A. MEMORY USAGE COMPARISON AND SEGMENTATION RESULTS
In order to show whether our model addressed the memory consumption problem from Lessmann et al. [7] , we first tried to reproduce the structure. However, we needed to reduce the feature maps from 64 to 60 in the Lessmann et al. [7] network due to our GPU limitations. Therefore, we ran our model with 60 feature maps in the classification network as well. Without the S2 output, our model reduced memory usage by about 17%, from 10649 MB to 8192MB. After adding the S2 output, memory usage was 10167MB, which is still less than the memory usage in Lessmann et al. [7] , while providing more information. Moreover, we conducted experiments for300 training epochs; 12 groups were randomly sampled from the dataset for training and 3 were sampled for testing with a learning rate of 0.001 to compare the segmentation performance on each vertebra between the two models. Table 1 features the Dice scores of two architectures under the same experiment. The results show that our model reaches a higher accuracy than that of Lessmann et al. with more efficient memory usage. From Figures 5 and 6 , we can see that our model performs even better on details (indicated by the red squares). 
B. ANATOMICAL CLASSIFICATION
With more memory available, our model also provides accu-rate anatomical classification. Table 2 shows the average se-mantic segmentation prediction for each vertebra.
Although there are misclassifications due to adjacent vertebra as de-picted in Figure 4 , the majority prediction within vertebrae are correctly labeled, which means if we combine the results from instance segmentation to isolate each vertebra, the accuracy of anatomical prediction actually reaches 100%.
TABLE 2. The probability of each possible label for its real label after combining the results of instance segmentation and multi-label classification.
C. TEST WITHOUT GROUND TRUTH
The XvertSeg dataset provides 10 sets of test data without ground truth for testing, and we also tried to use all data with ground truth for training and then predict those data without ground truth. As there was no ground truth for calculating the Dice score to evaluate the performance, and the previous experimental results had already confirmed that our network architecture could effectively process this dataset, we merely visualized our segmentation result in Figure 7 .
We also tried to train our model with our internal dataset. Most of the images in this dataset contain more than just lumbar vertebrae. Therefore, we sought to test whether our model is robust enough to achieve good segmentation results on cervical and thoracic vertebrae as well. This dataset contains 7 patients. The number of vertebrae contained in each image ranges from 7 to 21. The z-axis spacing is 0.625mm for all data, but the spacing of the x and y-axes are all different. As shown in Figure 8 , we tested the data containing the largest number of vertebrae. The results show the robustness of our model, which is capable of segmenting all kinds of vertebrae smoothly and accurately.
V. APPLICATION
After retrieving the successful segmentation results, we be-gan a clinical collaboration with China Medicine University, Taiwan and Asia University, Taiwan. Our project aims to provide an automated design solution to position pedicle VOLUME 7, 2019 FIGURE 8. Image containing cervical, thoracic, and lumbar vertebrae. Since this patient suffers from severe scoliosis, we need two images to see the segmentation results of all vertebrae in a sagittal view. All the vertebrae are segmented accurately, regardless of the type of vertebrae. screw guide plates in vertebral correction surgery. The goal is to create a vertebral orthopedic surgical guide plate by automatically finding the best implant position by training our model with an internal CT spine dataset from the affiliated hospital at China Medicine University. Traditionally, finding the proper implant position involves intensive manual work. Although auxiliary tools such as Reina's mechanical arm system already exist, they are still not widely applied due to the high cost. The development of guide plates is generally based on vertebrae, so the first challenge that must be tackled is accurately isolating each vertebra. Using the internal training data collected from the 3D print medical research center at the affiliated hospital in China Medicine University, and the model we proposed in this paper, we have successfully and accurately isolated vertebrae by applying our model, which facilities the design of the pedicle screw positioning guide plate for targeted vertebra. The concept is depicted in Figures 9 and 10 . 
VI. CONCLUSION
In this paper, we have proposed an architecture with a triple output that achieves more economical memory usage while maintaining good segmentation results compared to existing techniques. We not achieve only better performance on the XvertSeg dataset for lumbar vertebrae segmentation, but also demonstrate strong performance on general segmentation of different kinds of vertebrae, including cervical and thoracic vertebrae. Moreover, our network provides an extra output to identify the anatomical positions of segmented vertebrae while using less memory for all three outputs than models that can only have two outputs. Those advantages have enabled us to successfully apply our model to a clinical software project. In future work, we expect to collect a wider range of pathological data so that our architecture can try to train different pathological features, including deformities, breakages, and fractures. In addition, we will investigate how to further decrease memory usage. If the memory usage can be reduced by about 800MB, the GPU can be lowered on lowend devices. HONG-XIA XIE received the M.S degree in communication and information systems from Fujian Normal University, China, in 2019. She is currently pursuing the Ph.D. degree with the Institute of Electronics, National Chiao Tung University, Taiwan. She has participated in projects, including head-shoulder segmentation and pedestrian detection. Her research interests include object detection and segmentation based on deep learning.
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