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Abstract. It is known that in the theory of light scalar fields during inflation, correlation functions
suffer from infrared (IR) divergences or large IR loop corrections, leading to the breakdown of pertur-
bation theory. In order to understand the physical meaning of such IR enhancement, we investigate
the stochastic properties of an effective equation of motion (EoM) for long-wavelength modes of a
canonically normalized light scalar field φ with a general sufficiently flat interaction potential on de
Sitter background. Firstly, we provide an alternative refined derivation of the effective action for
long-wavelength modes which leads to the effective EoM that correctly reproduces all the IR corre-
lation functions in a good approximation at a late time, by integrating out short-wavelength modes.
Next, under the assumption that one can neglect non-local correlations in the influence functional
exceeding the coarse-graining scale, we show that the effective EoM for IR modes of the “average
field” in Schwinger-Keldysh formalism φ<c can be interpreted as a classical stochastic process in the
present model.ar
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1 Introduction
Inflationary paradigm is one of the leading paradigm in modern cosmology [1–4]. Although various
specific inflationary models have been proposed, the most important outcome of inflation is universal:
quantum fluctuations of fields generate the primordial cosmological perturbations. More concretely,
long-wavelength modes of quantum fields well beyond the Hubble scale at the end of inflation, gen-
erate the observed primordial fluctuations, e.g., in cosmic microwave background (CMB). We call
the long-wavelength modes well beyond the Hubble scale during inflation as infrared (IR) modes
here. In order to extract the information of high-energy physics beyond the standard model from
observations of primordial fluctuations, it is very important to check the validity of the theoretical
framework to calculate inflationary correlation functions of primordial perturbations. However, this
theoretical framework is not fully justified yet because of the issues about “IR divergences” (e.g.,
see [5–19]). It is known that in the theory of a minimally coupled massless scalar field on de Sitter
background, which mimics isocurvature perturbations during inflation, correlation functions are IR
divergent once IR loop corrections are taken into account.1 Even if the field has a small positive
mass squared, IR loop corrections to correlation functions can be large, leading to the breakdown
of perturbation theory. As a result, correlation functions will not be well approximated by tree level
amplitudes. Nevertheless, correlation functions without IR loop corrections are usually adopted as
observables, which can explain very well the observational results, e.g., slightly red-tilted spectrum
at CMB scales. The standard explanation for neglecting IR loop corrections would be that loop con-
tributions from deep IR modes beyond the current observable scale should not affect the correlation
functions of currently observed primordial fluctuations because local observer cannot distinguish the
deep-IR modes from the homogeneous background. This is true in classical theory, but in quantum
theory, one cannot easily justify neglecting the fluctuations of such degrees of freedom, in evaluating
observables. In order to clarify whether or not IR loop corrections can largely modify observables,
one needs to reconsider which quantities are really observables for local observers. In the case of
single field inflation, such observables are relatively easy to construct (for example, in [6]): it is in-
dicative that the squeezed bispectrum predicted by the consistency relation vanishes if one construct
1Correlation functions in position space are IR divergent even at tree level.
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quantities that can be naturally observed by local observers [20, 21]. However, the discussions based
on the large gauge transformations used in the single field case do not apply to IR loop corrections in
the presence of isocurvature perturbations during inflation, as is already pointed out in [7, 21]. Since
the existence of such light degrees of freedom other than inflaton is expected in the context of string
cosmology [22], it will be necessary to investigate the issues of IR divergences originating from such
light degrees of freedom as well.
It is known that the most dominant part of IR loop corrections can be described by the Brownian
motion [23–26]. At this level of approximation, it is theoretically consistent to treat the inflationary
dynamics as if it were a classical stochastic process [27–31]. This treatment is called stochastic infla-
tion formalism, which explains the appearance of the eternal inflation phase in the very early universe
[32]. In this classical stochastic picture, the classicalization of IR fluctuations during inflation is as-
sumed, and the secular growth of IR loop corrections can be regarded as an increase of classical
statistical variance. This classical interpretation also applies to calculating correlation functions of
adiabatic perturbations, and this formalism is called “stochastic-δN formalism” firstly proposed by
[33, 34] and developed more in detail in [35, 36]. The important point is that the observables defined
based on this formalism are no longer simple QFT expectation values which suffer from large IR
loop corrections. Deep-IR modes beyond the observable scales do not contribute to the observables
defined based on the classical stochastic picture.
However, can all the IR secular growth really be understood as an increase of classical statistical
variance? Recently, we have shown that an effective IR EoM which can correctly recover all the
contributions of IR loops to correlation functions is given by a set of Langevin equations in [37], but
it is still unclear whether or not these Langevin equations can be regarded as a classical stochastic
process because we cannot prove the non-negativity of the probability distribution of stochastic noises
which appear in the equations. If not, the standard picture of inflationary universe might be drastically
changed, and IR loop corrections may modify the current predictions of inflation.
As a first step, we investigate a canonically normalized light scalar field with a general suf-
ficiently flat potential including derivative couplings on de Sitter background. In sec. 2, we shortly
review the systematic derivation of IR dynamics by using the Schwinger-Keldysh formalism based on
our previous work, with an alternative refined justification of the division of the path integral into that
of short-wavelength (UV) modes and that of IR modes. In sec. 3, we show that the derived effective
EoM for IR modes of the “average field” in Schwinger-Keldysh formalism φ<c , can be interpreted as a
classical stochastic process. Sec. 4 is dedicated to conclusion. Several detailed calculations are noted
in appendix. We adopt the units with c = ~ = 1.
2 An effective EoM for IR modes: Review and Refined Derivation
In this section, we recapitulate how to derive an effective IR EoM by using the Schwinger-Keldysh
formalism, based on our previous work [37]. The discussion here is not merely a review of our
previous work. In sec. 2.2, we provide a refined way to divide the path integral into the UV part and
the IR part. This division becomes non-trivial compared to the case of the usual Wilsonian EFT in
flat spacetime, because the current problem is on the EFT for an open system in which the dynamical
degrees of freedom are continuously transfered from the environment to the system.
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2.1 Setup
In this study, we consider a canonically normalized scalar field theory with a general potential V (φ, v)
on de Sitter background. Hamiltonian densityH is given by
H (φ, v) = H0 (φ, v) + V (φ, v) , H0 = 12v
2 +
(∇φ)2
2a2
, (2.1)
where v denotes the conjugate momentum of φ divided by a3. Here, we write a(t) as a for brevity
unless it causes any confusion. The mass term m2φ2 is also included in the interaction potential
V(φ, v). We do not specify the concrete form of the interaction potential. We refer to the coupling
constant as λ below, assuming that V is proportional to λ. We refer to modes ~k satisfying k B
∣∣∣~k∣∣∣ >
aH and k ≤ aH as UV modes and IR modes, respectively, with a small parameter , where H B a˙/a
denotes the Hubble parameter.
We make two assumptions on the initial state. Firstly, we assume that the potential V(φ, v)
is turned on at t = t0, and the initial state is set to the Bunch-Davies vacuum state |0〉 for a free
field. Secondly, we neglect modes that are already belonging to IR modes at the time t = t0. This
is equivalent to introducing an IR cutoff k0 B a0H to the comoving momentum k.2 Under these
assumptions, the interaction picture fields φˆI and vˆI are expanded as
φˆI(x) =
∫
k0
d3k
(2pi)3
[
Φk(t)ei
~k·~xaˆ~k + (h.c.)
]
, vˆI(x) =
∫
k0
d3k
(2pi)3
[
Φ˙k(t)ei
~k·~xaˆ~k + (h.c.)
]
, (2.2)
where (h.c.) stands for the hermitian conjugate and
Φk(t) =
H√
2k3
(1 + ikη) e−ikη , (2.3)
where η is the conformal time defined by dη = dt/a. Then, the Bunch-Davies vacuum state |0〉 is
specified by aˆ~k |0〉 = 0. The creation and annihilation operators aˆ~k and aˆ†~k satisfy the commutation
relations [
aˆ~k , aˆ~k′
† ] = (2pi)3δ(3)(~k − ~k′) , [ aˆ~k , aˆ~k′ ] = 0 , [ aˆ~k† , aˆ~k′† ] = 0 . (2.4)
Since all modes are belonging to UV modes at the initial time, each IR mode has the crossing time tk
transferred from a UV mode, which is given by
tk B
1
H
ln
k
H
.
Next, we decompose the Heisenberg picture fields φH into the UV part and the IR part, which
are denoted by φ>H and φ
<
H, respectively, as φH = φ
>
H + φ
<
H, with
φ<H(x) B
∫
k0
d3k
(2pi)3
Θ (aH − k) φ~k(t)ei
~k·~x , (2.5)
where Θ(z) is the Heaviside step function. We also decompose vH as vH = v>H+v
<
H in the same manner.
It is known that the correlation functions of the IR fields φ<H and v
<
H contain the IR secular growth
terms which are divergent after sending the comoving IR cutoff k0 to 0. In the next subsection 2.2,
we demonstrate how to derive the effective EoM for the IR fields which can correctly recover the IR
secular growth in all IR correlation functions consisting of φ<H and v
<
H.
2After deriving an effective EoM for IR modes, we expect that the initial time t0 can be smoothly sent to the past infinity.
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2.2 Extended stochastic formalism: a refined derivation
In this subsection, we derive the IR dynamics just by integrating out UV modes, by using the path
integral. Path integral for the system defined by eqs. (2.1) is given by
Z[J] =
∫
Dφ+Dφ−Dv+Dv−
× exp
[
i
∫
d4x a3
(
v+φ˙+ − 12v
2
+ −
1
2
(∇φ+)2
a2
− V(φ+, v+) + J(φ)+ φ+ + J(v)+ v+
)
− (+→ −)
]
,
(2.6)
with boundary conditions
φ+(x) = φ−(x) for t = t f , (2.7)
where t f is an appropriately chosen maximum time. For brevity, we set J = 0 for the moment.
Equivalently, the path integral can be written in the Keldysh basis (φc, vc, φ∆, v∆) as
Z[0] =
∫
DφcDφ∆DvcDv∆ eiS H,0[φc,φ∆,vc,v∆]eiS H,int[φc,φ∆,vc,v∆] , (2.8)
S H,0[φc, φ∆, vc, v∆] B
∫
d4x a3
vcφ˙∆ + v∆φ˙c − vcv∆ − (~∇φc) (~∇φ∆)a2
 , (2.9)
S H,int[φc, φ∆, vc, v∆] B −
∫
d4x a3
(
V
(
φc +
1
2
φ∆, vc +
1
2
v∆
)
− V
(
φc − 12φ∆, vc −
1
2
v∆
))
, (2.10)
with boundary conditions
φ∆(x) = 0 for t = t f . (2.11)
Here, the Keldysh basis is defined by
φc B
φ+ + φ−
2
, vc B
v+ + v−
2
, (2.12)
φ∆ B φ+ − φ− , v∆ B v+ − v− . (2.13)
Note that cc propagator and c∆ propagator correspond to the symmetric propagator and the retarded
Green’s function, respectively.
We split the above path integral (2.8) into the UV part and the IR part. Here we present a
refined derivation of the path integral for IR modes derived in our previous work [37]. We focus on
the non-interacting part of the path integral Z0[0], neglecting the interacting part S H,int for a while. If
one simply splits the functional measure into the UV part and the IR part as
Z0[0] = N1N2
∫ ∏
k≥k0
∏
t≥tk
[
dφc
(
t,~k
)
dφ∆
(
t,~k
)]∏
t>tk
[
dvc
(
t,~k
)
dv∆
(
t,~k
)]
×
∫ ∏
k≥k0
∏
t<tk
[
dφc
(
t,~k
)
dφ∆
(
t,~k
)
dvc
(
t,~k
)
dv∆
(
t,~k
)]
eiS H,0[φc,φ∆,vc,v∆] , (2.14)
one cannot integrate out UV modes as independent degrees of freedom, because UV modes are to
be identified with IR modes at the crossing time, t = tk. Here, we choose the time argument of
momentum variables, vc and v∆, not to contain t = tk in deriving the original path integral Z0[0] for
later convenience. N1 and N2 are numerical constants. We show that UV modes can be integrated
out as independent degrees of freedom, if the transition from UV modes to IR modes at t = tk is
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expressed by interaction vertexes. In order to identifying the required interaction vertexes, firstly, we
rewrite the above path integral (2.14) into the following form:
Z0[0] =
∫
Dφ<cDφ<∆Dv<cDv<∆
∫
Dφ>cDφ>∆Dv>cDv>∆eiS H,0
[
φc=φ
<
c +φ
>
c , φ∆=φ
<
∆
+φ>
∆
, vc=v<c +v
>
c , v∆=v
<
∆
+v>
∆
]
,
(2.15)
Dφ>cDφ>∆Dv>cDv>∆ B N1
∏
k≥k0
∏
t≤tk
[
dφ>c
(
t,~k
)
dφ>∆
(
t,~k
)]∏
t<tk
[
dv>c
(
t,~k
)
dv>∆
(
t,~k
)]
,
Dφ<cDφ<∆Dv<cDv<∆ B N2
∏
k≥k0
∏
t≥tk
[
dφ<c
(
t,~k
)
dφ<∆
(
t,~k
)]∏
t>tk
[
dv<c
(
t,~k
)
dv<∆
(
t,~k
)]
,
with boundary conditions
φ>∆
(
t = tk,~k
)
= 0 , (2.16a)
φ<c
(
t = tk,~k
)
= 0 , (2.16b)
for all modes~k with k ≥ k0. The boundary condition at final time eq. (2.11) is expressed by φ<∆
(
t f ,~k
)
=
0 for tk < t f . In order to see the equivalence between the path integral expressions (2.14) and (2.15)
with the boundary conditions (2.16), let us remind the derivation of the path integral (2.14). We
concentrate on a single mode ~k for a while, because without nonlinear interaction V(φ, v), each mode
~k evolves independently. The time evolution of a mode ~k from t = t2 to t = t1 is described by the
following unitary operator
Uˆ0
(
t1, t2;~k
)
= T exp
[
−i
∫ t1
t2
dt a3Hˆ0
(
t,~k
)]
, Hˆ0
(
t,~k
)
=
1
2
vˆI
(
t,~k
)
vˆI
(
t,−~k
)
+
k2
2a2
φˆI
(
t,~k
)
φˆI
(
t,−~k
)
.
(2.17)
Here, T denotes the time-ordered product. We decompose Uˆ0
(
t1, t2;~k
)
into a product of the unitary
operators with a small time step ∆t as
Uˆ0
(
t1, t2;~k
)
= lim
∆t→0
Uˆ0
(
t1, t1 − ∆t;~k
)
Uˆ0
(
t1 − ∆t, t1 − 2∆t;~k
)
· · · Uˆ0
(
t2 + ∆t, t2;~k
)
. (2.18)
Inserting identity operators, Uˆ0
(
t, t − ∆t;~k
)
can be expressed as
Uˆ0
(
t, t − ∆t;~k
)
=
∫
dφ
(
t − ∆t,~k
)
dv
(
t′,~k
) ∣∣∣∣v (t′,~k)〉〈v (t′,~k)∣∣∣∣Uˆ0 (t, t − ∆t;~k) ∣∣∣∣φ (t − ∆t,~k)〉 〈φ (t − ∆t,~k)∣∣∣∣ , (2.19)
where we choose t′ as t − ∆t < t′ < t.
∣∣∣∣φ (t,~k)〉 and ∣∣∣∣v (t,~k)〉 denote the eigenstates of φˆI (t,~k) and
vˆI
(
t,~k
)
with eigenvalues φ
(
t,~k
)
and v
(
t,~k
)
, respectively. The path integral (2.14) can be derived from
Uˆ0
(
t f , t0;~k
)
= Uˆ0
(
t f , tk;~k
)
Uˆ0
(
tk, t0;~k
)
. In the expression with a finite ∆t, one can easily understand
that the path integral (2.15) with boundary conditions (2.16) is obtained by just applying the following
replacement of integration variables in eq. (2.14):
φc
(
t,~k
)
→
φ>c
(
t,~k
)
for t ≤ tk
φ<c
(
t,~k
)
for t > tk ,
φ∆
(
t,~k
)
→
φ>∆
(
t,~k
)
for t < tk
φ<
∆
(
t,~k
)
for t ≥ tk ,
(2.20)
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vc
(
t,~k
)
→
v>c
(
t,~k
)
for t < tk
v<c
(
t,~k
)
for t > tk ,
v∆
(
t,~k
)
→
v>∆
(
t,~k
)
for t < tk
v<
∆
(
t,~k
)
for t > tk .
(2.21)
Since the time arguments of vc and v∆ do not contain t = tk because of our choice of t′ in eq. (2.19),
no additional boundary condition for the momentum variables are needed. In our choice, φ∆
(
tk,~k
)
and φc
(
tk,~k
)
belong to IR modes and UV modes, respectively. Physical meaning of this choice can
be understood as follows:
1. φ>
∆
(
tk,~k
)
= 0:
The condition φ>
∆
(
tk,~k
)
= 0 ensures that the time path of UV modes ~k is closed at t = tk, which
allows one to integrate out UV modes without specifying the trajectories of the path integral of
IR modes. Intuitively, it is natural to impose the condition φ>
∆
(
tk,~k
)
= 0 because the mode ~k is
transfered from UV mode to IR mode at t = tk, which implies that the maximum time for UV
mode ~k is given by t = tk.
2. φ<c
(
tk,~k
)
= 0:
One cannot impose any constraint on φ>c
(
tk,~k
)
in integrating out UV modes. With this require-
ment, to make (2.15) equivalent to (2.14), we need to fix the value of φ<c
(
tk,~k
)
. Although any
choice of the value of φ<c
(
tk,~k
)
can be absorbed by the redefinition of φ>c
(
tk,~k
)
, the simplest
choice is to set φ<c
(
tk,~k
)
= 0 in (2.15), which can be also understood as the initial condition for
IR modes.
Next, let us derive the terms which express the transition from UV modes to IR modes, from
(2.15). Hamiltonian action S H,0 with integration range tk − ∆t ≤ t ≤ tk + ∆t before taking the ∆t → 0
limit, which is denoted by S H,0
(
tk,~k
)
, is expressed as
S H,0
(
tk,~k
)
=
[
a3
(
tk + ∆t′
)
v∆
(
tk + ∆t′,~k
) (
φc
(
tk + ∆t,−~k
)
− φc
(
tk,−~k
))
+ (tk → tk − ∆t)
]
+ (c↔ ∆)
+ O(∆t) , (2.22)
with 0 ≤ ∆t′ < ∆t. This choice of ∆t′ corresponds to the choice of t′ in eq. (2.19). By applying
eqs. (2.20) and (2.21), one obtains
S H,0
(
tk,~k
)
=
{[
a3
(
tk + ∆t′
)
v<∆
(
tk + ∆t′,~k
) (
φ<c
(
tk + ∆t,−~k
)
− φ<c
(
tk,−~k
))
+ a3
(
tk − ∆t˜′) v>∆ (tk − ∆t˜′,~k) (φ>c (tk,−~k) − φ>c (tk − ∆t,−~k))] + (c↔ ∆)}
− a3 (tk + ∆t′) v<∆ (tk + ∆t′,~k) φ>c (tk,~k) + a3 (tk − ∆t˜′) φ<∆ (tk,~k) v>c (tk − ∆t˜′,~k) + O(∆t) ,
(2.23)
where ∆t˜′ B ∆t−∆t′ > 0. The cross terms between UV fields and IR fields which do not vanish after
taking the ∆t → 0 limit only exist at the transition time t = tk, and express the transition from UV
modes to IR modes. Therefore, from eqs. (2.15), (2.16), and (2.23), one obtains
S H,0
[
φc = φ
<
c + φ
>
c , φ∆ = φ
<
∆ + φ
>
∆, vc = v
<
c + v
>
c , v∆ = v
<
∆ + v
>
∆
]
= S >H,0 + S
<
H,0 + S˜ bilinear , (2.24)
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with
S >H,0 B
∫
k0
d3k
(2pi)3
∫ tk
dt a3
[
v>∆
(
t,~k
)
φ˙>c
(
t,−~k
)
+ v>c
(
t,−~k
)
φ˙>∆
(
t,~k
)
− v>c
(
t,−~k
)
v>∆
(
t,~k
)
+
k2
a2
φ>c
(
t,−~k
)
φ>∆
(
t,~k
)]
, (2.25a)
S <H,0 B
∫
k0
d3k
(2pi)3
∫
tk
dt a3
[
v<∆
(
t,~k
)
φ˙<c
(
t,−~k
)
+ v<c
(
t,−~k
)
φ˙<∆
(
t,~k
)
− v<c
(
t,−~k
)
v<∆
(
t,~k
)
+
k2
a2
φ<c
(
t,−~k
)
φ<∆
(
t,~k
)]
=
∫
k0
d3k
(2pi)3
∫
tk
dt a3
[
v<∆
(
t,~k
)
φ˙<c
(
t,−~k
)
− φ<∆
(
t,~k
) (
v˙<c
(
t,−~k
)
+ 3Hv<c
(
t,−~k
))
− v<c
(
t,−~k
)
v<∆
(
t,~k
)
+
k2
a2
φ<c
(
t,−~k
)
φ<∆
(
t,~k
)]
, (2.25b)
S˜ bilinear B −
∫
dt a3
∫
k0
d3k
(2pi)3
δ(t − tk)
[
v<∆
(
t,~k
)
φ>c
(
t,−~k
)
− φ<∆
(
t,~k
)
v>c
(
t,−~k
)]
. (2.25c)
Here, we performed the integration by parts in the second line of eq. (2.25b). The cross terms in the
final line in eq. (2.23) lead to the terms S˜ bilinear defined by (2.25c), after collecting the contributions
from all modes with k ≥ k0. Substituting eqs. (2.24) and (2.25) into eq. (2.15), one gets the following
path integral:
Z0 [0] =
∫
Dφ<cDφ<∆Dv<cDv<∆ eiS
<
H,0
∫
Dφ>cDφ>∆Dv>cDv>∆ eiS
>
H,0eiS˜ bilinear , (2.26)
with boundary conditions (2.16). We emphasize that the boundary condition (2.16a) allows one
to regard UV modes and IR modes as independent degrees of freedom from each other and hence
S˜ bilinear terms can be treated as interaction vertexes. S <H,0 and S
>
H,0, which are defined by eqs. (2.25a)
and (2.25b), denote the non-interacting Hamiltonian action for IR modes and UV modes, respectively.
Indeed, it has been shown that all the propagators can be correctly recovered from the path integral
defined by eq. (2.26) in our previous work [37].
The non-triviality of integrating out UV modes even without nonlinear interaction potential
stems from the essential difference between the usual Wilsonian EFT in flat spacetime and the current
problem. The current problem is on the EFT for an open system in which the dynamical degrees of
freedom are continuously transfered from the environment to the system[38–41]. As a result, in order
to integrate out UV modes, one needs to treat the effect of this transition as interaction vertexes.
Since the cross terms in the nonlinear interaction potential V(φ, v) can contribute to only O(∆t)
terms in the exponent of the integrand in the path integral, the path integral for IR fields including
nonlinear interactions, which is denoted by Z<[0], can be obtained from eq. (2.26) as
Z<[0] =
∫
Dφ<cDφ<∆Dv<cDv<∆eiS
<
H,0eiS
<
H,int
[
φ<c ,φ
<
∆
,v<c ,v
<
∆
]
ei Γ
[
φ<c ,φ
<
∆
,v<c ,v
<
∆
]
, (2.27)
eiΓ B
∫
Dφ>cDφ>∆Dv>cDv>∆eiS
>
H,0ei
(
S H,int
[
φc=φ
<
c +φ
>
c ,φ∆=φ
<
∆
+φ>
∆
,vc=v<c +v
>
c ,v∆=v
<
∆
+v>
∆
]
−S <H,int
)
+iS˜ bilinear
[
v<
∆
,φ<
∆
,v>c ,φ
>
c
]
,
(2.28)
with boundary conditions (2.16). exp[iΓ] and iΓ are called the influence functional and the influence
action, respectively. Here, S <H,int[φ
<
c , φ
<
∆
, v<c , v
<
∆
] B S H,int[φ<c , φ
<
∆
, v<c , v
<
∆
] is the part of the interaction
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potential purely composed of the IR modes. S H,int−S <H,int denotes the non-linear interactions between
UV modes and IR modes, and self interactions of UV modes. In these expressions (2.27) and (2.28),
the non-interacting parts are S <H,0 and S
>
H,0, and the interacting parts to be treated perturbatively are
S˜ bilinear, S <H,int, and S H,int − S <H,int.
One remark is in order in writing the time derivatives of IR fields in real space. In order to make
writing S <H,0 as
S <H,0 =
∫
d4x a3
v<c φ˙<∆ + v<∆φ˙<c − v<c v<∆ − (~∇φ<c ) (~∇φ<∆)a2

=
∫
d4x a3
−φ<∆ (v˙<c + 3Hv<c ) + v<∆φ˙<c − v<c v<∆ − (~∇φ<c ) (~∇φ<∆)a2
 , (2.29)
to be consistent, we need to adopt the convention that the time derivatives which are acting on IR
fields in real space φ<(x) or v<(x) do not act on the step function Θ(aH − k) included in the above
expressions written in terms of variables in momentum space, i.e.,
φ˙<(x) B
∫
k0
d3k
(2pi)3
Θ (aH − k) φ˙<
(
t,~k
)
ei~k·~x , (2.30a)
v˙<(x) B
∫
k0
d3k
(2pi)3
Θ (aH − k) v˙<
(
t,~k
)
ei~k·~x , (2.30b)
where the label c or ∆ is abbreviated in eqs. (2.30). This rule is always adopted in our formalism.
Regarding the time derivatives of UV fields in real space, the same discussion applies.
Now, we move on to deriving the effective EoM for IR modes for a given iΓ. We decompose
S <H and Γ as S
<
H,int = S
<
H,int (d) + S
<
H,int (s) and Γ = Γ(d) + Γ(s), where the terms with the subscript (d)
denote the terms linear in v<
∆
or φ<
∆
, while the terms with subscript (s) denote the other higher order
pieces. The exponent of exp[iS <H,int (s) + iΓ(s)] can be rewritten in the form linear in φ
<
∆
or v<
∆
by using
the functional Fourier transformation:
eiΓ(s)
[
φ<c ,φ
<
∆
,v<c ,v
<
∆
]
+iS <H,int (s)
[
φ<c ,φ
<
∆
,v<c ,v
<
∆
]
=
∫
DξφDξvP
[
ξφ, ξv; φ<c , v
<
c
]
ei
∫
d4x a3ξv(x)φ<∆(x)−i
∫
d4x a3ξφ(x)v<∆(x) ,
(2.31)
where auxiliary fields ξφ and ξv are introduced, and Dξφ B ∏x dξφ(x), and Dξv B ∏x dξv(x). By
performing the path integral over φ<
∆
and v<
∆
, the path integral for IR modes is rewritten as
Z<[0] '
∫
Dφ<cDv<c
∫
DξφDξvP
[
ξφ, ξv; φ<c , v
<
c
]
δ
(
φ˙<c − v<c − µ1 − ξφ
)
δ
(
v˙<c + 3Hv
<
c + µ2 − ξv
)
,
(2.32)
where
µ1 B
−1
a3
δ
δv<
∆
(
S <H,int (d) + Γ(d)
)
, µ2 B
−1
a3
δ
δφ<
∆
(
S <H,int (d) + Γ(d)
)
. (2.33)
Here, we neglect the a−2∇2φ<c term because it is suppressed by some power of . Therefore, an
effective EoM for IR modes which correctly recovers all IR correlation functions consisting of IR
c-fields is
φ˙<c = v
<
c + µ1 + ξφ , (2.34a)
v˙<c = −3Hv<c − µ2 + ξv , (2.34b)
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or equivalently,
φ¨<c + 3Hφ˙
<
c = −µ2 + 3Hµ1 + µ˙1 + 3Hξφ + ξ˙φ + ξv , (2.35a)
v˙<c = −3Hv<c − µ2 + ξv . (2.35b)
If we regard ξφ and ξv as stochastic noises, the above set of equations can be identified as a set of
Langevin equations. The noise correlations are given by〈
ξv(x1) · · · ξv(xn)ξφ(y1) · · · ξφ(ym)
〉
B
∫
DξφDξvP
[
ξφ, ξv; φ<c , v
<
c
]
ξv(x1) · · · ξv(xn)ξφ(y1) · · · ξφ(ym) ,
(2.36)
and P
[
ξφ, ξv; φ<c , v
<
c
]
corresponds to the weight function of the stochastic noises. Since it has been
shown that the contributions of S <H,int (s) to IR correlation functions are suppressed by some power of 
in [37],3 the weight function is well approximated by a Fourier component of exp
[
iΓ(s)
]
with respect
to v<
∆
and φ<
∆
.
3 Classical aspects of IR dynamics of φ<c
In the previous section, we showed that the IR dynamics of φ<c can be written in the form of a set
of Langevin equations. However, it is too early to claim that these Langevin equations describe a
classical stochastic system, because it is not clear whether or not the weight function of noises is non-
negative. In this section, we investigate the positivity of the weight function. In sec. 3.1, it turns out
to be almost impossible to ensure the non-negativity of P
[
ξφ, ξv; φ<c , v
<
c
]
at least within the validity
of perturbation theory. In sec. 3.2, we rewrite the generating functional for φ<c by performing the
integration by parts over v<c , which allows us to evaluate the weight function within the validity of
perturbation theory. Then, we show that the dynamics of φ<c can be regarded as a classical stochastic
process. We also give a justification of performing an integration by parts over v<c . In this section, we
only consider the region where ∣∣∣∣∣∣ ∂n∂φ<c n ∂
m
∂v<c
m V(φ
<
c , v
<
c )/H
4−n−2m
∣∣∣∣∣∣  1
is satisfied for n,m ≥ 0 , (n,m) , (0, 0). This is because UV modes and IR modes are strongly
interacting to each other outside this region, and we cannot handle the theory perturbatively there. In
this section, we set H = 1.
3.1 Difficulty of ensuring the non-negativity of P
[
ξφ, ξv; φ<c , v
<
c
]
As is noted above, the weight function P
[
ξφ, ξv; φ<c , v
<
c
]
is obtained by the Fourier transformation of
exp
[
iΓ(s)
]
with respect to v<
∆
and φ<
∆
. When we perform this functional Fourier transformation, we
can treat IR c-fields as given functions, and hence we neglect the dependence of iΓ(s) on IR c-fields
below in order to make the expression clearer. In general, a Fourier component of a strongly non-
Gaussian functional is not non-negative. Therefore, unless exp
[
iΓ(s)
]
were well approximated by a
Gaussian functional both in v<
∆
and φ<
∆
, it is almost impossible to ensure the non-negativity of the
weight function. One may naively expect that an influence functional would be well approximated by
a Gaussian functional as far as the perturbation theory is valid for UV modes. Contrary to this naive
3We give an alternative proof of this fact in sec. 3.1.
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expectation, we find below that an influence functional cannot be well approximated by a Gaussian
functional.
We refer to diagrams constituting iΓ(s) as noise diagrams. iΓ(s) can be expanded in terms of v<∆
and φ<
∆
as
iΓ(s) =
∑
V=1
V∏
i=1
[∫
dti
∫ a(ti)
k0
d3ki
(2pi)3
Oi
(
ti,~ki
)]
(2pi)3δ(3)
(
~k1 + · · · + ~kV
)
iV˜V
(
t1, · · · , tV ,~k1, · · · ,~kV
)
,
(3.1)
where V denotes the number of external vertexes, and Oi
(
ti,~ki
)
is the Fourier component of the prod-
uct of IR-∆ fields Φ<
∆
contained in the i-the external vertex. We assume that iΓ(s) is approximately
local, namely, V˜V
(
t1, · · · , tV ,~k1, · · · ,~kV
)
decays exponentially for |ti−t j| & ln(1/) for i, j = 1, · · · ,V .
This approximate locality is expected because all the external IR-∆ legs are connected only by UV
propagators, and these UV propagators are rapidly oscillating before the horizon crossing. Nontrivial
phase cancellation of this rapid oscillation is not expected well before the horizon crossing. Under
this assumption, we estimate the order of magnitude of V˜V below.
Since V˜V can be expressed as
V˜V
(
t1, · · · , tV ,~k1, · · · ,~kV
)
(2pi)3δ(3)
(
~k1 + · · · + ~kV
)
= A
∫
Dφ>+Dφ>−Dv>+Dv>−
V∏
i=1
 δS˜
δOi
(
ti,~ki
)  eiS >H,0eiS˜
∣∣∣∣∣∣∣∣
v<
∆
=φ<
∆
=0
, (3.2)
S˜ B
(
S H,int
[
φc = φ
<
c + φ
>
c , φ∆ = φ
<
∆ + φ
>
∆, vc = v
<
c + v
>
c , v∆ = v
<
∆ + v
>
∆
]
− S <H,int
)
+ iS˜ bilinear ,
where A denotes the normalization constant, one can evaluate an arbitrarily given noise diagram by
solving the Yang-Feldman equation iteratively. This means that one can construct an arbitrarily given
noise diagram by connecting tree-shaped components composed of UV retarded Green’s functions,
using the UV Wightman functions G˜>i j+− defined by
G˜>i j+−(t, t′; k)(2pi)3δ(3)
(
~k − ~k′
)
B
∫
Dφ>+Dφ>−Dv>+Dv>− φ>i+
(
t,~k
)
φ
> j
−
(
t′,~k′
)
eiS
>
H,0 ,
with φ>1± B φ>± and φ>2± B v>±. The i-th component is shown in fig. 1. By construction, the i-
th component is connected to Oi. The number of UV-± legs can be zero, i.e., Yi = 0 is allowed.
Assuming the approximate locality, the order of magnitude of the i-th component shown in fig. 1
with Yi UV-± legs including gi nonlinear interaction vertexes can be estimated as
Oi
(
ti,~ki
)
(2pi)3δ(3)
(
~ki + ~p1 + · · · + ~pYi
)
×W(gi)Yi
(
ti, τ1, · · · , τYi ,~ki, ~p1, · · · , ~pYi
)
, (3.3a)
W(gi)Yi ∼ λgi
I(i)r∏
b=1
[∫ ti
ti−ln(1/)
dT ′b a
3(T ′b)G˜
>
c∆(Tb,T
′
b; Kb)
] Yi∏
j=1
[
Φ>
(
τ j, ~p j
)]
. (3.3b)
Here, W(gi)Yi expresses the amplitude of the gray blob with UV legs, and ∼ here represents the estima-
tion of the leading order amplitude neglecting the factor independent of , λ, and the scale factor a.
We just refer to the UV-± field as Φ>. I(i)r is the number of the UV retarded Green’s functions which
is identical to the number of the internal vertexes contained in the gray blob, and then I(i)r = gi when
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𝜙ାவ(𝜏ଵ, 𝑝ଵ)
𝒪௜(𝑡௜, 𝑘௜)
𝑣ିவ(𝜏௒೔, 𝑝௒೔)
𝑌௜ UV-± legs 
Figure 1. We can construct all the noise diagrams from the components shown in this figure, by connecting
the UV-± legs included in those components to other UV-± legs which stems from themselves or from other
components. The gray blob is the tree diagram connected only by the UV retarded Green’s functions. Yi ≥ 0
denotes the number of UV legs.
the external vertex to which Oi is attached is the bilinear vertex, and otherwise I(i)r = gi−1. Tb and T ′b
are, respectively, the times assigned to the vertexes connected by each UV retarded Green’s function.
Kb B
∣∣∣~Kb∣∣∣ and ~Kb is given by some linear combination of ~p1, · · · , ~pYi . We refer to the UV retarded
Green’s function as G˜>c∆(t, t
′; k) symbolically. Since the typical behavior of G˜>c∆(t, t
′; k) for k . a(t′)
can be written as
G˜>c∆(t, t
′; k)
∣∣∣
k.a(t′) ∼
i
a3(t′)
Θ(t − t′) , (3.4)
W (gi)Yi can be estimated as
W (gi)Yi ∼ λgi
I(i)r∏
b=1
[∫ ti
ti−ln(1/)
dT ′b
] Yi∏
j=1
[
Φ>
(
τ j, ~p j
)]
. (3.5)
Thus, the amputated diagram V˜V defined by eq. (3.1) composed of these effective vertexes W
(gi)
Yi
can be estimated as
V∏
i=1
[
1
a3(ti)
∫ a(ti)
k0
d3ki
(2pi)3
]
V˜V
(
t1, · · · , tV ,~k1, · · · ,~kV
)
(2pi)3δ(3)
(
~k1 + · · · + ~kV
)
∼
∑
{gi,Yi}
V∏
i=1
λgi
I(i)r∏
bi=1
[∫ ti
ti−ln(1/)
dT ′(i)bi
] Iw∏
d=1
[∫ a(τd2)
a(τd1)
d3 pd
(2pi)3
G˜>w (τd1, τd2; pd)
]
, (3.6)
where we refer to the UV Wightman function just symbolically as G˜>w. Iw =
1
2
∑
i Yi is the number of
the UV Wightman functions. τd1 and τd2 denote the times at endpoints of the UV Wightman function
with τd1 ≥ τd2. Here, we assumed that the dominant contribution comes from a(τd2) . pd . a(τd1)
after subtracting UV divergences by renormalization. Since the decaying mode is always smaller
than the growing mode after the horizon crossing,
∣∣∣G˜>11cc (t, t′; p)∣∣∣ & ∣∣∣G˜>i jc∆ (t, t′; p)∣∣∣ always holds for
a . p . a(t′). This allows one to estimate the maximum of the order of magnitude of (3.6) by
replacing G˜>w by G˜
>11
cc , where the symmetric propagator G˜
>i j
cc is defined by
G˜>i jcc (t, t
′; k)(2pi)3δ(3)
(
~k − ~k′
)
B
∫
Dφ>cDφ>∆Dv>cDv>∆ φ>ic
(
t,~k
)
φ
> j
c
(
t′,~k′
)
eiS
>
H,0 ,
with φ>1c B φ
>
c and φ
>2
c B v
>
c . Then, from the behavior of G˜
>11
cc (t, t
′; p) after the horizon crossing,
which is given by
G˜>11cc (t, t
′; p)
∣∣∣
a.p.a(t′) ∼
1
p3
, (3.7)
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eq. (3.6) can be estimated as
V∏
i=1
[
1
a3(ti)
∫ a(ti)
k0
d3ki
(2pi)3
]
V˜V
(
t1, · · · , tV ,~k1, · · · ,~kV
)
(2pi)3δ(3)
(
~k1 + · · · + ~kV
)
∼
∑
{gi,Yi}
λgi (ln(1/))Ir+Iw ,
(3.8)
neglecting the higher order terms in eq. (3.6). Here, Ir B
∑
i I
(i)
r is the total number of the UV retarded
Green’s functions included in V˜V . Strictly speaking, in eq. (3.8), the power of ln(1/) can be even
smaller. When the largest number of legs attached to a vertex is N, Ir + Iw ≤ N2
∑
i gi because Ir + Iw
equals to the total number of propagators included in V˜V , and at most N propagators can be attached
to each nonlinear vertex. Therefore, in such a model, we choose an  parameter so as to satisfy
λ
(
ln(1/)
)N/2  1, namely,4
exp
[
− 1
λ2/N
]
  . (3.9)
Then, the terms with minimum power of λ become the leading order terms in eq. (3.8).
When the number of external IR-∆ fields v<
∆
and φ<
∆
are n and m, respectively, V˜V with the largest
V , namely, V = n + m becomes the leading term in eq. (3.1) because of the factor
V∏
i=1
[
1
a3(ti)
∫ a(ti)
k0
d3ki
(2pi)3
]
∼ 3V .
Noise diagrams satisfying V = n + m can be constructed from the components shown in fig. 1 with
Oi
(
ti,~ki
)
= Φ<
∆
(
ti,~ki
)
. The same argument gives an alternative proof of the fact that the contributions
of S <H,int (s) to the influence functional are suppressed compared to the leading order contributions.
Furthermore, since G˜>2icc (t, t
′; k) is suppressed by 2 compared to G˜>1icc (t, t′; k) for t = tk as
G˜>2icc (tk, t
′; k)
G˜>1icc (tk, t′; k)
∼ O(2) for i = 1, 2 , (3.10)
the contributions of the bilinear vertex with φ<
∆
to iΓ(s) are suppressed by 2λ−1 when the associated
v<c field is contracted with other UV-± legs, compared to the contributions of the other components
with φ<
∆
shown in fig. 1. Here, the suppression factor is associated with λ−1 because the bilinear
vertex with φ<
∆
has no λ factor in itself while the other components with φ<
∆
are associated with λ.
Thus, when  satisfies
  λ1/2 , (3.11)
which is compatible with eq. (3.9), the contributions of the bilinear vertex with φ<
∆
to iΓ(s) are always
suppressed compared to another component with φ<
∆
. This means that all the components contributing
to iΓ(s) at leading order are given by fig. 2. In the following discussions, we assume that eqs. (3.9)
and (3.11) are satisfied.
Then, referring to the contribution from n and m effective vertexes associated with v<
∆
and φ<
∆
fields to V˜n+m as V˜nm, eq. (3.8) reads
n+m∏
i=1
[
1
a3(ti)
∫ a(ti)
k0
d3ki
(2pi)3
]
V˜nm
(
t1, · · · , tn+m,~k1, · · · ,~kn+m
)
(2pi)3δ(3)
(
~k1 + · · · + ~kn+m
)
∼ λg(n,m) (ln(1/))Ir+Iw , (3.12)
4Thanks to the condition (3.9), one can estimate the order of magnitude of iΓ(s) by counting the powers of  and λ.
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nonlinear vertex nonlinear vertex
Figure 2. We can construct all the leading-order noise diagrams from the components shown in this figure,
by connecting the UV legs included in those components to other UV legs which stems from themselves or
from other components. The gray blob consists of the tree diagram connected only by the UV retarded Green’s
functions. Here, diagrams with Y = 0 are not included, because they do not contribute to Γ(s) but to Γ(d).
where g(n,m) is the power of λ included in the leading order terms of V˜nm, which can be estimated
as
g(n,m) = f (n,m) + m , (3.13a)
f (n,m)

= 0 for n = 2 , m = 0 ,
≥ 1 for n ≥ 3 , m = 0 ,
≥ 0 for m ≥ 1 ,
(3.13b)
because φ<
∆
is always associated with λ in fig. 2.
Now, we move on to translating the above results into the expression of iΓ(s) in real space
assuming the approximate locality of iΓ(s). Applying
Θ (aH − ki) Φ<∆
(
t,~ki
)
=
∫
d3xi Φ<∆(t, ~xi)e
−i~ki·~xi (3.14)
to eq. (3.1) and neglecting the terms with V < n + m, one obtains
iΓ(s) '
∑
(n,m),n+m≥2
n∏
i=1
[∫
d4xi a3(ti)v<∆(xi)
] n+m∏
j=n+1
[∫
d4x j a3(t j)φ<∆(x j)
]
iVnm(x1, · · · , xn+m) , (3.15a)
Vnm(x1, · · · , xn+m) B 1a3(tn+m)
n+m−1∏
j=1
 1a3(t j)
∫ a(t j)
k0
d3k j
(2pi)3
e−i~k j·(~x j−~xn+m)

× V˜nm
(
t1, · · · , tn+m,~k1, · · · ,~kn+m−1,~kn+m = −~k1 − · · · − ~kn+m−1
)
. (3.15b)
Strictly speaking, the integrand and the integration region of ~pd-integrals in eq. (3.6) depend on ~ki.
However, they become almost independent of ~k j when k j  a(t j) with j = 1, · · · , n + m. Therefore,
V˜nm
(
t1, · · · , tn+m,~k1, · · · ,~kn+m−1,~kn+m = −~k1 − · · · − ~kn+m−1) becomes almost independent of ~k j for
k j  a(t j), which implies that in eq. (3.15b), the dominant contribution of the ~k j-integrals comes
from k j ∼ a(t j). Thus, it is expected that Vnm(x1, · · · , xn+m) decays exponentially for |~xi − ~x j| 
(a)−1 for i, j = 1, · · · , n + m when t1 ∼ · · · ∼ tn+m ∼ t, and hence we assume this spatial approximate
locality. For |~xi − ~x j| . (a)−1 for i, j = 1, · · · , n + m when t1 ∼ · · · ∼ tn+m ∼ t, the order of magnitude
of Vnm can be estimated from eqs. (3.12) and (3.13) as
Vnm(x1, · · · , xn+m)
∼
n+m∏
i=1
[
1
a3(ti)
∫ a(ti)
k0
d3ki
(2pi)3
]
V˜nm
(
t1, · · · , tn+m,~k1, · · · ,~kn+m
)
(2pi)3δ(3)
(
~k1 + · · · + ~kn+m
)
∼ λm+ f (n,m) ,
(3.16)
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neglecting the ln(1/) dependence. Vnm(x1, · · · , xn+m) corresponds to the vertex function with n v<∆
legs and m φ<
∆
legs in real space which contributes to the connected noise correlation as〈
ξφ(x1) · · · ξφ(xn)ξv(xn+1) · · · ξv(xn+m)
〉
c
∼ Vnm(x1, · · · , xn+m) , (3.17)
and especially for t1 ∼ · · · ∼ tn+m ∼ t, |~xi − ~x j| . (a)−1 for i, j = 1, · · · , n + m,〈
ξφ(x1) · · · ξφ(xn)ξv(xn+1) · · · ξv(xn+m)
〉
c
∼ 0 · a0 · λm+ f (n,m) , (3.18)
neglecting the ln(1/) dependence. Eq. (3.18) implies that neither IR diveregence nor late time sup-
pression exists in the noise amplitudes in real space to all order in the coupling constant λ.
Now let us investigate whether or not exp
[
iΓ(s)
]
can be well approximated by a Gaussian func-
tional. For convenience, we introduce rescaled IR fields as
φ<
∆
(x) B −3φ<∆(x) ≈
∫
|t1−t|<ln(1/)
dt1
∫
|~x1−~x|<(a(t1))−1
d3x1 a3(t1)φ<∆(x1) , (3.19a)
v<
∆
(x) B −3v<∆(x) ≈
∫
|t1−t|<ln(1/)
dt1
∫
|~x1−~x|<(a(t1))−1
d3x1 a3(t1)v<∆(x1) . (3.19b)
According to eqs. (3.13) and (3.16), Gaussian parts in exp
[
iΓ(s)
]
, i.e., terms with (n,m) = (2, 0), (1, 1),
or (0, 2), remain unsuppressed in the following regions:∣∣∣∣v<∆(x)∣∣∣∣ . O (1) , ∣∣∣∣φ<∆(x)∣∣∣∣ . O (λ−1) . (3.20)
Therefore, the information of the influence functional in the above region is needed to obtain the
weight function. For
∣∣∣φ<
∆
(x)
∣∣∣ ≈ λ−1, however, a large field value of IR modes overcome the suppres-
sion by the small coupling constant λ, and hence the perturbative treatment of UV modes is no longer
valid. Indeed, regarding the φ<
∆
variable, one can notice from eqs. (3.13) and (3.16) that the non-
Gaussian parts are also not suppressed at the border of the above region, which means that exp
[
iΓ(s)
]
cannot be well approximated by the Gaussian parts. As a result, it is almost impossible to ensure the
positivity of the weight function at least within the validity of perturbation theory. In the next subsec-
tion, however, we show that we can derive an effective EoM of φ<c which can correctly recover all IR
correlation functions within the validity of the perturbative treatment. It turns out that the resulting
effective EoM of φ<c can be regarded as a classical stochastic process.
3.2 Classical stochastic dynamics of φ<c
In this subsection, we show firstly that if one concentrates on recovering correlation functions con-
sisting only of φ<c , we can rewrite eqs. (2.34) into a set of Langevin equations corresponding to a
classical stochastic process. Then, we also show correlation functions with conjugate momentum can
be obtained from correlation functions consisting only of φ<c in a good approximation at a sufficiently
late time.
If we write explicitly linear terms in IR ∆-fields, as is discussed in sec. 2.2, the generating
functional for IR-c fields φ<c and v
<
c given by eq. (2.27) can be written as
Z<[J<∆] '
∫
Dφ<c
∫
Dv<∆
∫
Dv<c ei
∫
d4x a3v<
∆(φ˙<c −v<c −µ1)
∫
Dφ<∆eiΓ(s)
[
v<
∆
,φ<
∆
,v<c ,φ
<
c
]
ei
∫
d4x a3φ<
∆(−v˙<c −3v<c −µ2)
× ei
∫
d4x a3
(
Jφ<
∆
φ<c +J
v<
∆
v<c
)
, (3.21)
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where the terms which are suppressed by some power of , i.e., S <H,int (s) and spatial gradient terms in
S <H,int (d) are neglected. Since
(−i)δ
a3δv<c (x)
[
i
∫
d4y a3(y)φ<∆
(−v˙<c − 3v<c − µ2)] = φ˙<∆(x) − (∂µ2∂v<c (x)
)
φ<∆(x) ,
φ<
∆
fields contained in iΓ(s)
[
v<
∆
, φ<
∆
, v<c , φ
<
c
]
can be replaced by the functional derivative with respect to
v<c acting on exp
[
i
∫
d4y a3(y)φ<
∆
(−v˙<c − 3v<c − µ2)] iteratively in λ as
φ<∆(x)→ −Fˆ(x) B i
∫ t f
t
dt′
{
δ
a3(t′)δv<c (t′, ~x)
+
(
∂µ2
∂v<c
(t′, ~x)
) [∫ t f
t′
dt′′
δ
a3(t′′)δv<c (t′′, ~x)
+ · · ·
]}
.
(3.22)
Here, we used the boundary condition of the path integral φ<
∆
(t f , ~x) = 0. Due to this replacement,
the temporal argument of IR ∆-fields φ<
∆
(x) becomes always equal to or larger than that of v<c field on
which Fˆ acts, because t′ ≥ t in eq. (3.22). In eq. (3.22), the contribution from t′− t  1 exponentially
decays because of the factor a−3(t′) in the integrand. This implies that the replacement of φ<
∆
by −Fˆ
does not lead to the non-local behavior exceeding the Hubble time. Without insertion of v<c fields to
the path intgral, i.e., setting Jv<
∆
to zero, one can perform integration by parts over v<c as
Z<[Jφ<
∆
] '
∫
Dφ<c
∫
Dv<∆
∫
Dv<c ei
∫
d4x a3v<
∆(φ˙<c −v<c −µ1)
∫
Dφ<∆eiΓ(s)
[
v<
∆
,φ<
∆
,v<c ,φ
<
c
]
ei
∫
d4x a3φ<
∆(−v˙<c −3v<c −µ2)
× ei
∫
d4x a3 Jφ<
∆
φ<c
→
∫
Dφ<c
∫
Dv<∆
∫
Dv<c
∫
Dφ<∆ei
∫
d4x a3φ<
∆(−v˙<c −3v<c −µ2)ei
∫
d4x a3 Jφ<
∆
φ<c
×
[
eiΓ(s)
∣∣∣
φ<
∆
→Fˆ e
i
∫
d4x a3v<
∆(φ˙<c −v<c −µ1)
]
. (3.23)
Here, Fˆ acts on all the v<c fields included in iΓ(s) and exp
[
i
∫
d4x a3v<
∆
(
φ˙<c − v<c − µ1
)]
.5
When Fˆ acts on v<c fields included in iΓ(s), the resultant term always has fewer φ
<
∆
than the
original term, while both the number of v<
∆
and the power of λ remain unchanged: for example, when
one of φ<
∆
accompanied with Vnm is replaced by Fˆ and this Fˆ acts on v<c in Vnm, the resultant term can
be expressed of the form∫ n+m∏
i=1
[
d4xi a3(ti)
]
v<∆(x1) · · · v<∆(xn)φ<∆(xn+1) · · · φ<∆(xn+m)Vnm(x1, · · · , xn+m)
→
∫ n+m−1∏
i=1
[
d4xi a3(ti)
]
v<∆(x1) · · · v<∆(xn)φ<∆(xn+1) · · · φ<∆(xn+m−1)V¯nm(x1, · · · , xn+m−1) , (3.24a)
V¯nm(x1, · · · , xn+m−1) B
∫
d4xn+m a3(tn+m)Fˆ(xn+m) [Vnm(x1, · · · , xn+m)] . (3.24b)
When Fˆ acts on exp
[
i
∫
d4x a3v<
∆
(
φ˙<c − v<c − µ1
)]
, one obtains
e−i
∫
d4y a3(y)v<
∆(φ˙<c −v<c −µ1)Fˆ(x)
[
ei
∫
d4y a3(y)v<
∆(φ˙<c −v<c −µ1)
]
= −
∫ t f
t
dt′
{(
1 +
∂µ1
∂v<c
(t′, ~x)
)
v<∆(t
′, ~x) +
(
∂µ2
∂v<c
(t′, ~x)
) [∫ t f
t′
dt′′
(
1 +
∂µ1
∂v<c
(t′′, ~x)
)
v<∆(t
′′, ~x) + · · ·
]}
.
(3.25)
5When there is no derivative interaction, iΓ(s) has no v<c field because there is no v
<
c field in the bare interaction. As a
result, Fˆ acts only on exp
[
i
∫
d4x a3v<
∆
(
φ˙<c − v<c − µ1
)]
.
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Combining eqs. (3.22), (3.23), and (3.25), the terms obtained by acting Fˆ on exp
[
i
∫
d4x a3v<
∆
(
φ˙<c −
v<c − µ1
)]
can be evaluated by applying the following replacement to φ<
∆
included in iΓ(s):
φ<∆(x)
→ −
∫ t f
t
dt′
{(
1 +
∂µ1
∂v<c
(t′, ~x)
)
v<∆(t
′, ~x) +
(
∂µ2
∂v<c
(t′, ~x)
) [∫ t f
t′
dt′′
(
1 +
∂µ1
∂v<c
(t′′, ~x)
)
v<∆(t
′′, ~x) + · · ·
]}
.
(3.26)
After this replacement, the number of v<
∆
increases and that of φ<
∆
decreases without decreasing the
power of λ. From eqs. (3.24) and (3.26), it turns out that the terms with n v<
∆
and m ≥ 1 φ<
∆
in Γ(s)
are converted to the terms with (n + j) v<
∆
fields with j = 0, · · · ,m, without decreasing the power of λ
after performing the integration by parts over v<c . Therefore, the resultant terms are always associated
with λ, which can always be treated perturbatively in the region (3.20) where the Gaussian part with
(n,m) = (2, 0) remains unsuppressed. This implies that
eiΓ(s)
[
v<
∆
,φ<
∆
,v<c ,φ
<
c
]∣∣∣∣
φ<
∆
→Fˆ e
i
∫
d4x a3v<
∆(φ˙<c −v<c −µ1)
' (1 + · · · )ei
∫
d4x1 a3(t1)
∫
d4x2 a3(t2)v<∆(x1)v
<
∆
(x2)V20(x1, x2)ei
∫
d4x a3v<
∆(φ˙<c −v<c −µ1) , (3.27)
where the ellipses stand for the terms which are suppressed by the small coupling constant λ. Substi-
tuting eq. (3.27) into eq. (3.23), one obtains
Z<[Jφ<
∆
]→
∫
Dφ<c
∫
Dv<c
∫
Dv<∆
∫
Dφ<∆ei
∫
d4x a3φ<
∆(−v˙<c −3v<c −µ2)ei
∫
d4x a3 Jφ<
∆
φ<c
×
[
eiΓ(s)
∣∣∣
φ<
∆
→Fˆ e
i
∫
d4x a3v<
∆(φ˙<c −v<c −µ1)
]
=
∫
Dξ P [ξ; φ<c , v<c ] ei ∫ d4x a3 Jφ<∆ φ<c ∣∣∣∣
φ˙<c =v<c +µ1+ξ, v˙<c =−3v<c −µ2
, (3.28)
with
P
[
ξ; φ<c , v
<
c
]
B
∫
Dv<∆ e−i
∫
d4x a3v<
∆(φ˙<c −v<c −µ1) eiΓ(s)
∣∣∣
φ<
∆
→Fˆ
[
ei
∫
d4x a3v<
∆(φ˙<c −v<c −µ1)
]
ei
∫
d4 x a3ξ(x)v<
∆
(x)
'
∫
Dv<∆ (1 + · · · )e−
1
2
∫
d4x1 a3(t1)
∫
d4x2 a3(t2)v<∆(x1)v
<
∆
(x2)A(x1, x2)ei
∫
d4 x a3ξ(x)v<
∆
(x) , (3.29)
where A(x1, x2) B −2iV20(x1, x2) and the absolute value of the ellipses is suppressed by λ. Note that
A(x1, x2) can be shown to be positive.
From now on, we recover the dependence on the Hubble parameter H. In summary, an effec-
tive EoM for IR modes which correctly reproduces IR correlation functions of φ<c excluding v
<
c is
described by the following set of Langevin equations:
φ˙<c = v
<
c + µ1 + ξ , (3.30a)
v˙<c = −3Hv<c − µ2 , (3.30b)
or equivalently,
φ¨<c + 3Hφ˙
<
c = −µ2 + 3Hµ1 + µ˙1 + 3Hξ + ξ˙ , (3.31a)
v˙<c = −3Hv<c − µ2 . (3.31b)
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In eqs. (3.30) or (3.31), ξ behaves as a stochastic variable. When there is no derivative inter-
action in the bare vertexes, eqs. (2.35a) and (3.31a) are independent of v<c , and hence they must be
equivalent to each other. We check this equivalence explicitly in Appendix A as a consistency check
of our results (3.30) or (3.31). The normalized probability distribution of ξ(T ) for given values of
φ<c (t) and v
<
c (t) for t ≤ T is
P˜
[
ξ(T );
{
φ<c (t), v
<
c (t)
}
t≤T
]
B
P
[
ξ(T );
{
φ<c (t), v
<
c (t)
}
t≤T
]
∫
dξ(T ) P
[
ξ(T ); {φ<c (t), v<c (t)}t≤T
] . (3.32)
It can be seen from this expression that P˜ depends on the past history of φ<c and v
<
c . For a given
past history of φ<c and v
<
c , the past history of the noise ξ is uniquely fixed through eqs. (3.30) or
(3.31). Since P, which is defined by eq. (3.29), is nearly Gaussian and non-negative, P˜ is also nearly
Gaussian and non-negative. This means that eqs. (3.30) can be interpreted as a classical stochastic
process. Therefore, one can always assign non-negative probability to the trajectories of φ<c .
However, since we set Jv<
∆
to zero in deriving eq. (3.23), generating functional for both φ<c fields
and v<c fields are not expressed by using P
[
ξ; φ<c , v
<
c
]
as
Z<[Jφ<
∆
, Jv<∆ ] ,
∫
Dξ P [ξ; φ<c , v<c ] ei ∫ d4x a3(Jφ<∆ φ<c +Jv<∆ v<c )∣∣∣∣
φ˙<c =v<c +µ1+ξ, v˙<c =−3Hv<c −µ2
. (3.33)
This means that v<c fields which appear in eqs. (3.30) or (3.31) no longer correspond to the original
conjugate momenta. Owing to this issue, it is still unclear whether or not eqs. (3.30) or (3.31) can
also reproduce correlation functions including v<c fields. However, one can always reproduce the
correlation functions including v<c from those consisting only of φ
<
c in a good approximation at a
sufficiently late time. The reason is the following. In Fourier space, eq. (2.34a) can be written as
φ˙<c
(
t,~k
)
= v<c
(
t,~k
)
+ µ1
(
t,~k
)
+ ξφ
(
t,~k
)
. (3.34)
The noise ξφ
(
t,~k
)
on the right hand side is suppressed at a late time for a fixed ~k, because one can
read the scale factor dependence of the connected n-point noise amplitudes from eqs. (3.1) and (3.12)
as 〈
ξ(t,~k1) · · · ξ(t,~kn)
〉
c〈
ξ(tk,~k1) · · · ξ(tk,~kn)
〉
c
∣∣∣∣∣∣∣∣~kn=−(~k1+···+~kn−1) ∼
(
a(tk)
a(t)
)3n−3
, (3.35)
for n ≥ 2. Here, we do not distinguish ξφ, ξv, and ξ, and we just refer to the noise as ξ. Hence, one
can always relate v<c
(
t,~k
)
to φ<c
(
t,~k
)
and φ˙<c
(
t,~k
)
by iteratively expanding in terms of the coupling
constant in a good approximation at a sufficiently late time. This means that all IR correlation func-
tions can be recovered in a good approximation at a sufficiently late time by the classical stochastic
process governed by eqs. (3.30) or (3.31).
4 Conclusion and discussions
In this study, we have investigated the IR dynamics of a canonically normalized light scalar field with
a general sufficiently flat potential on de Sitter background, in order to clarify whether or not all the
IR secular growth terms which appear in IR correlation functions can be consistently interpreted as
an increase of classical statistical variance. As one can see in eqs. (2.34) or (2.35), two stochastic
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noises appear in the IR dynamics, which correspond to the noise of a scalar field φ and that of its
conjugate momentum, respectively. We explained that it is almost impossible to interpret eqs. (2.34)
or (2.35) as a classical stochastic process, at least within the validity of perturbation theory. Then,
we showed that if one concentrates on evaluating correlation functions consisting only of φ<c , one can
unify two noises into a single noise ξ whose weight function can be obtained within the validity of
perturbation theory. The weight function for the unified noise ξ turned out to be non-negative. This
means that correlation functions consisting only of φ<c can be reproduced by a classical stochastic
process governed by (3.30) or (3.31). Moreover, these equations can also correctly reproduce IR
correlation functions which include v<c fields at a sufficiently late time, because one can relate v
<
c
(
t,~k
)
to φ<c
(
t,~k
)
and φ˙<c
(
t,~k
)
by iteratively expanding in terms of the small coupling constant in a good
approximation at a sufficiently late time. Therefore, our results suggest that all the IR correlation
functions can be correctly reproduced by a classical stochastic process in a good approximation at
least in the present model. However, this will be just a necessary condition for the validity of the
classical stochastic interpretation of the IR secular growth terms: for example, we did not discuss
here the decoherence of the reduced density matrix for IR fields, which is often thought to be a
necessary condition to justify the appearance of classical properties in the primordial perturbations
in literature (e.g., see [38, 42]). Since the off-diagonal elements of the reduced density matrix for
IR fields do not completely vanish during inflation, classical stochastic picture would not be exact.
Therefore, it is too early to argue that the IR secular growth terms coming from the long-wavelength
modes beyond the observable scale would never affect observed primordial fluctuations. We will
study the role of decoherence in the classical stochastic interpretation of IR secular growth terms in
our future work. It is also an open question whether or not the effective IR dynamics can be regarded
as a classical stochastic process once we take into account the gravitational backreaction onto the
geometry. We will also study this aspect in our future work.
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A Consistency check
In this appendix, we show that eqs. (2.35a) and (3.31a) are equivalent to each other in a canonical
scalar field theory with a potential V(φ), as a consistency check of our formulation. Since this theory
has no derivative interaction, iΓ has no v<c field. In this case, one can find the following simple
relation:
e−i
∫
d4x a3v<
∆(φ˙<c −v<c −µ1) eiΓ(s)
∣∣∣
φ<
∆
→Fˆ
[
ei
∫
d4x a3v<
∆(φ˙<c −v<c −µ1)
]
= eiΓ(s)
∣∣∣
φ<
∆
(x)=− ∫ t ft dt′ v<∆(t′,~x) . (A.1)
The exponent of the right hand side does not contain any term linear in φ<
∆
or v<
∆
, and hence there is
no correction to µ1 and µ2 due to the integration by parts over v<c . Therefore, eqs. (2.35a) and (3.31a)
are equivalent to each other if and only if noises ξφ and ξv in eq. (2.35a) are related to the noise ξ in
eq (3.31a) as
3Hξφ + ξ˙φ + ξv = 3Hξ + ξ˙ . (A.2)
We show that the above relation holds below.
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Thanks to the simple relation (A.1), one can relate the correlation functions of ξ to those of ξφ
and ξv as
〈ξ(x1)ξ(x2) · · · 〉 =
∫
Dξ ξ(x1)ξ(x2) · · · P [ξ; φ<c ]
=
 δia3(t1)δv<∆(x1) δia3(t2)δv<∆(x2) · · ·
 (eiΓ(s) ∣∣∣φ<
∆
(x)=− ∫ t ft dt′ v<∆(t′,~x)
)
v<
∆
=0
=
1
a3(t1)a3(t2) · · ·
(
δ
iδv<
∆
(x1)
−
∫ t1
t0
dt′1
δ
iδφ<
∆
(t′1, ~x1)
) (
δ
iδv<
∆
(x2)
−
∫ t2
t0
dt′2
δ
iδφ<
∆
(t′2, ~x2)
)
· · · eiΓ(s)
∣∣∣∣∣∣
v<
∆
=0=φ<
∆
=
∫
DξφDξv P
[
ξφ, ξv; φ<c
]
×
(
ξφ(x1) +
1
a3(t1)
∫ t1
t0
dt′1 a
3(t′1)ξv(t
′
1, ~x1)
) (
ξφ(x2) +
1
a3(t2)
∫ t2
t0
dt′2 a
3(t′2)ξv(t
′
2, ~x2)
)
· · ·
=
〈(
ξφ(x1) +
1
a3(t1)
∫ t1
t0
dt′1 a
3(t′1)ξv(t
′
1, ~x1)
) (
ξφ(x2) +
1
a3(t2)
∫ t2
t0
dt′2 a
3(t′2)ξv(t
′
2, ~x2)
)
· · ·
〉
. (A.3)
Here, in the second equality, we use the following equation:
δ
δv<
∆
(x1)
(
eiΓ(s)
∣∣∣
φ<
∆
(x)=− ∫ t ft dt′ v<∆(t′,~x)
)
=
[(
δ
δv<
∆
(x1)
−
∫ t1
t0
dt′1
δ
δφ<
∆
(t′1, ~x1)
)
eiΓ(s)
]
φ<
∆
(x)=− ∫ t ft dt′ v<∆(t′,~x)
,
(A.4)
which can be verified as
δ
δv<
∆
(x1)
∫ d3x ∫ t f
t0
dt a3φ<∆(x)B(x)
∣∣∣∣∣∣
φ<
∆
(x)=− ∫ t ft dt′ v<∆(t′,~x)

= − δ
δv<
∆
(x1)
∫
d3x
∫ t f
t0
dt a3
∫ t f
t
dt′v<∆(t
′, ~x)B(x) = − δ
δv<
∆
(x1)
∫
d3x
∫ t f
t0
dt′ v<∆(t
′, ~x)
∫ t′
t0
dt a3B(x)
= −
∫ t1
t0
dt a3B(t, ~x1) = −
∫ t1
t0
dt′1
δ
δφ<
∆
(t′1, ~x1)
[∫
d3x
∫ t f
t0
dt a3φ<∆(x)B(x)
]
, (A.5)
where B(x) denotes an arbitrary function. Therefore, we can expresss ξ in terms of ξφ and ξv as
ξ(x) = ξφ(x) +
1
a3
∫ t
t0
dt′ a3(t′)ξv(t′, ~x) , (A.6)
which satisfies eq. (A.2). Therefore, eqs. (2.35a) and (3.31a) are equivalent to each other.
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