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edited by Godehard Sutmann, Johannes Grotendorst, Gerhard Gompper, Dominik Marx  
The majority of chemical reactions including many important industrial processes 
and virtually all biological activities take place within a liquid environment. Solvents, 
of which water is certainly the most important, are able to “solvate” molecules, 
thereby transferring these as “solutes” into the liquid state. Transport processes and 
solute-solute interactions in the solvent are then supporting structure formation, self-
organization or chemical reactions. Solvents are not only able to provide a liquid phase 
for simple chemical reagents and the much more complex proteins; they have the 
additional ability to wet extended surfaces such as lipid membranes or metal 
electrodes, thereby creating interfaces. An in-depth understanding of solvation at a 
fundamental level of chemistry, physics and engineering is essential to enable major 
advances in key technologies for environmentally friendly technologies, e.g. to reduce 
pollution, to increase energy efficiency or to prevent corrosion to name but a few 
challenges to our modern day society. In biophysics and life sciences, water is the 
most important and dominant solvent, providing the basic environment for the 
complexity of life. Therefore, an understanding of solvation is crucial to unravel 
biological function in a comprehensive way.
The Lecture Notes contain the current state-of-the-art methods to treat solvation and 
transport on different levels of resolution. Topics include ab initio methods, atomistic 
and mesoscale methods for modeling accurately the solute-solvent interaction and an 
efficient treatment of the solvent on a mesoscopic level. Recent advances in math-
ematical techniques are introduced, which are fundamental for efficient treatment of 
solute-solvent systems. Recent trends and future directions in computational science 
are addressed to provide a perspective for software development and computer archi-
tectures.
This publication was edited at the Jülich Supercomputer Centre (JSC) which is an 
integral part of the Institute for Advanced Simulation (IAS). The IAS combines the 
Jülich Simulation sciences and the supercomputing facility in on organizational unit. It 
includes those parts of the scientific institutes at Forschungszentrum Jülich which use 
simulation on supercomputers as their main research methodology.
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Preface
The present Ju¨lich CECAM School on Computational Science, which is co-supported
by the Cluster of Excellence Ruhr Explores Solvation RESOLV, has a main focus on
“Solvation Science”, which is increasingly recognized as an interdisciplinary field akin
to “Materials Science” or “Neuroscience”. The School addresses a variety of different
computational and simulation methods, appropriate for those hierarchies of time- and
length-scales which are a challenge for modeling and simulation in Solvation Science.
Therefore, the School is intended as a continuation of former Schools, organized in Ju¨lich
in 2009 and 2012, focusing on Multiscale Simulation Methods in Molecular Sciences
and Hierarchical Methods for Dynamics in Complex Molecular Systems. The key of
the present School is to introduce to a broad scientific audience modern computational
methods which originate from a wide background but which can be applied to a variety of
different scales, both in time and length, to describe solvation and transport phenomena
on different levels of approximation. Problems associated with solvation and transport
emerge in various distinct fields, ranging from fundamental questions in wet chemistry
or soft matter physics to industrial applications in chemical engineering, which naturally
induces a highly interdisciplinary character. Therefore, one aim of this School is to bring
people together from diverse disciplines and various background in addition to triggering
exchange of ideas between established experts and students - being the next generation of
researchers.
More specifically, the Ju¨lich CECAM School 2015 focuses on computational trends,
multi-method approaches and modeling in the field of solvation and transport in liquids. It
covers the field from large-scale coarse-grain modeling down to fully quantum-mechanical
simulations of liquids at the level of electrons and nuclei. Not only bulk liquids and
homogeneous solutions will be discussed, but also heterogeneous systems such as
liquid/solid interfaces as well as solvated (bio)molecules. In particular, recent advances in
adaptive resolution methods both in the realm of finite element modeling and of interfacing
atomistic and coarse-grain descriptions of liquids are presented. Moreover, a variety
of hybrid methods, such as QM/MM approaches for solvated biomolecules, continuum
solvation and Lattice-Boltzmann techniques, will be part of the program. Coarse-graining
in many distinct flavors is certainly an important approach to describe transport in liquids
and solvation of increasingly complex systems. This includes methods such as Brownian
dynamics for biomolecular recognition, mesoscale particle methods for hydrodynamics to
model particle-fluid interactions or neural network potentials to describe water not just as
an inert but as a potentially reactive solvent.
The recent revival of liquid-state integral equation methods in combination with molecular
dynamics and electronic structure theory is acknowledged in the program as well as
new developments in molecular density functional theory of aqueous solutions. Well-
established techniques such as force field molecular dynamics for large-scale simulations
and ab initio molecular dynamics for wet chemical reactions will be addressed as well in
order to introduce the audience to these fields. Within molecular dynamics special atten-
tion will be given to methods that are tailored to unravel solvation effects. Presentation
of most recent developments in path integral simulation techniques will complement the
lectures to cover the smallest scales down to the nuclear level, which are relevant in the
atomistic description of solvation.
The solution of large-scale complex problems needs a direct link to high performance
computing, which today includes the use of GPUs in addition to massively parallel CPU
based systems. Recent developments and trends will be addressed in the School not only
by providing lectures but also by including a hands-on practical tutorial on elementary
GPU programming.
The target group of this Ju¨lich CECAM School on Computational Science are young
scientists, especially PhD students and early postdocs.
Many individuals have significantly contributed to the success of the School and we are
particularly grateful to all the lecturers who have prepared and contributed the lecture
notes, which form the basis of the present book that will be made available at the School.
Without their effort, compiling such an excellent reference book on Computational Trends
in Solvation and Transport in Liquids would not have been possible.
We are greatly indebted to the School’s secretaries Helga Offergeld and Britta Hoßfeld,
who were indispensable for this School by taking care of logistics, transport, registration
and catering. Very special thanks go to Monika Marx and Ilona Lu¨tje, who realized
technically the present Lecture Notes as well as the poster booklet by not only collecting
but also carefully editing the written contributions. Last but not least, technical support
during the lectures and hands-on sessions by Oliver Bu¨cker and Rene´ Halver is greatfully
acknowledged.
Ju¨lich and Bochum
March 2015
Godehard Sutmann
Johannes Grotendorst
Gerhard Gompper
Dominik Marx
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Modeling the Quantum Nature of Atomic Nuclei
by Imaginary Time Path Integrals and Colored Noise
Michele Ceriotti
Laboratory of Computational Science and Modeling, IMX,
E´cole Polytechnique Fe´de´rale de Lausanne, 1015 Lausanne, Switzerland
E-mail: michele.ceriotti@epfl.ch
The vast majority of atomistic simulations of matter treat the nuclei as classical point parti-
cles, evolving in time according to Hamiltonian dynamics, and following classical Boltzmann
statistics. As a matter of fact, this is quite a harsh approximation when dealing with hydrogen-
containing compounds. Hydrogen nuclei – as well as other light elements – exhibit significant
deviations from classical behavior up to and above room temperature. Here I will present
an overview of path integral methods, that can be used to include nuclear quantum effects in
atomic-scale models. I will cover the basic theory, discuss some of the practicalities in the
implementation and use, and finally introduce the most recent advances towards making these
techniques less computationally demanding by using colored (correlated) stochastic dynamics.
Simulations that describe matter at the level of individual atoms offer a very high level
of accuracy, transferability and predictive power. In order to make them practically fea-
sible, a number of approximations are often introduced that trade off the accuracy in de-
scribing some physical effects in exchange for a reduced complexity and computational
cost. Perhaps the most widely adopted approximation is the decoupling of the electronic
structure problem from that of the statistical and dynamical behavior of the atomic nuclei.
This can take the form of Born-Oppenheimer approximation1 – where the ground-state
electronic structure problem is solved for a given configuration of the nuclei – or can be
realized by modeling the interaction between the atoms using an empirical force field that
represent effectively (and inexpensively) the potential energy surface for the atoms treated
as point particles.
The Born-Oppenheimer approximation is generally very satisfactory, except when the
system evolves in an electronic excited state or for a few ultra-fast chemical reactions.
However, it only consists in a factorization of the combined electronic-nuclear wavefunc-
tion, and in principle the nuclei should be treated as quantum particles. The vast majority
of atomistic simulations are performed with an additional approximation, that is to treat the
nuclei as classical particles that evolve in time following Hamilton’s equations and that are
subject to Boltzmann, classical statistics. These are certainly reasonable approximations
at high temperature, and when dealing with heavy nuclei. If however one compares the
thermal energy kBT and the quantum of harmonic energy ~ω for a molecular vibration of
frequency ω at temperature T , it will become clear that for many compounds ~ω/kBT  1
even well above room temperature, which casts some shadows on the consequences of ne-
glecting the quantum nature of the nuclear degrees of freedom in simulations.
There are several examples of the impact of the quantum mechanical behavior of nuclei
on experimental observables. The heat capacity of substances deviates from the Dulong-
Petit prediction of 3kBT per atom (that corresponds to classical statistics for a harmonic
crystal), in particular for stiff bonds (as in diamond) or for hydrogen-containing com-
1
pounds. The kinetic energy distribution of atomic nuclei, as measured by neutron Comp-
ton scattering, differs dramatically from the Maxwell-Boltzmann distribution2. Reaction
rates at low temperature do not follow an Arrhenius behavior. The stability of different
compounds or phases varies with isotope composition, and one can for instance estimate
(extrapolating the values measured for 1H2O, 2H2O, 3H2O) that the pH of water would
be around 8.5 if nuclei behaved classically. Some of these phenomena – isotope sub-
stitution effects in particular – simply cannot be observed in the absence of a quantum
mechanical treatment of the nuclear degrees of freedom, while others entail a deviation of
computed properties from their experimental counterparts. Neglecting nuclear quantum ef-
fects (NQEs) is particularly detrimental in the case of ab initio molecular dynamics, where
the ground-state electronic structure problem is solved on the fly, and the nuclei evolve
on the bare Born-Oppenhemier potential energy surface. Simulations employing empiri-
cal force fields can include NQEs indirectly, by fitting the parameters of the inter-atomic
potential to experimental observables, or more directly using approximate techniques such
as Feynman-Hibbs effective potentials3.
Solving the Schro¨dinger equation for the nuclei is impractical except for very simple
systems. Here we will discuss how the imaginary-time path integral formalism4–7 can
be used to evaluate accurately NQEs in complex condensed-phase applications8–10. We
will focus on static, equilibrium properties, but will briefly mention extensions to the path
integral formalism that can be used to treat approximately quantum dynamics11, 12. We will
focus on the case in which different nuclei can be treated as distinguishable particles, which
is often true except for cases at cryogenic temperatures. Particle exchange statistics can be
included within a path integral formalism, but at the cost of considerable complication and
an increase of the computational cost5, 13.
1 Imaginary-Time Path Integrals
The path integral formulation of quantum mechanics makes it possible to express all the
quantities that describe a physical system in terms of exponential averages of an appropri-
ate action integral over the possible paths joining two points in phase space – much like the
minimum action principle makes it possible to formulate classical mechanics as the mini-
mization of the action over a tentative path4. Furthermore, it makes it possible to express
the quantum mechanical partition function at inverse temperature β = 1/kBT a
Z = Tr e−βHˆ
as the path integral
Z =
∮
D [q (τ)] e− 1~
∫ β~
0 [
1
2mq˙(τ)
2+V (q(τ))]dτ . (1)
The symbol
∮ D [q (τ)] · is a functional integral over all the possible closed paths in con-
figuration space, weighed with the exponential of an action-like integral over the path. In
the following we will discuss how to give a practical definition of Eq. (1), and how to use
this formalism to compute experimental observables including NQEs.
aWe consider for simplicity the case of a single particle with position q and mass m in an external potential V
2
1.1 Trotter Factorization
Start by writing the partition function in the position representation
Z =
∫
dq1
〈
q1
∣∣∣e−βHˆ ∣∣∣q1〉 .
The Hamiltonian can be written as the sum of a potential and kinetic energy terms, Hˆ =
Vˆ + Tˆ , and the position ket is an eigenstate of the potential energy, so that e−βVˆ |q1〉 =
e−βV (q1) |q1〉. Unfortunately, one cannot factor e−βHˆ into the product e−βVˆ e−βTˆ , because
potential and kinetic energy are not commuting operators. However, the error in doing such
a factorization decreases when βHˆ becomes small. So, one could writeb
e−βHˆ =
(
e−βHˆ/P
)P
≈
(
e−βP Vˆ /2e−βP Tˆ e−βP Vˆ /2
)P
+O (β2P ) ,
which becomes exact in the P →∞ limit. Note that we have also introduced the shorthand
βP = β/P . One can show that the partition function converges to the exact quantum
mechanical result with a leading error of O (β2/P 2), and in practice for a system with a
maximum frequency ωmax one needs a number of imaginary time slices that is at least a
small multiple of β~ωmax.
One can then introduce P − 1 closure relations ∫ dqj |qj〉 〈qj |, obtaining
Z ≈ ZP =
∫
dq1 . . . dqP
[〈
q1
∣∣∣e−βPV (q1)/2e−βP Tˆ e−βPV (q2)/2∣∣∣q2〉 . . .
. . .
〈
qP
∣∣∣e−βPV (qP )/2e−βP Tˆ e−βPV (q1)/2∣∣∣q1〉] . (2)
The terms with the potential energy are just scalar values, that can be brought outside
the quantum mechanical brackets. One is then left with a series of terms corresponding
to the off-diagonal elements of the kinetic energy operator, that are readily evaluated by
transforming in the momentum representation:〈
qi
∣∣∣e−βP Tˆ ∣∣∣qj〉 = ∫ dp〈qi∣∣∣e−βP Tˆ ∣∣∣p〉 〈p|qj〉 =
=
1
2pi~
∫
dpe−βP p
2/2meip(qi−qj)/~ =
=
1
2pi~
√
2pim
βP
e−
1
2βPmω
2
P (qi−qj)2
(3)
where we have used 〈p|q〉 = e−ipq/~/√2pi~, performed the integral over the momentum
and introduced the spring constant ωP = 1/βP~. Plugging Eq. (3) into Eq. (2) one finally
obtains the path integral configuration partition function
ZP =
(
m
2pi~2βP
)P/2 ∫
dq1 . . . dqP e
−βP
∑P
i=1[V (qi)+ 12mω
2
P (qi−qi+1)2] (4)
where cyclic boundary conditions are implied in the sum, i+ P ≡ i.
bNote that we use the Trotter splitting eA+B ≈ eA/2eBeA/2, which has a lower error than the asymmetric
splitting eAeB .
3
Ignoring for a second the configuration-independent pre-factor, let us discuss the con-
nection between Eq. (4) and the Feynmann path integral (1). Consider qi to be a discrete
sample from a continuous path, taken at τi = β~i/P . Then one can see the sum in the
exponential as a discretization of a Riemann integral, and (qi+1 − qi) / (τi+1 − τi) as a
finite-difference approximation to q˙ (τi)
β
P
P∑
i=1
(τi+1 − τi)
β~/P
[
V (qi) +
1
2
m
(qi − qi+1)2
(τi+1 − τi)2
]
≈ 1
~
∫ β~
0
dτ
[
V (q (τ)) +
1
2
mq˙ (τ)
2
]
.
The multiple integrals over the qj coordinates are the discrete equivalent of the path in-
tegral
∮ D [q (τ)]. Even though most path integral simulations can be implemented and
understood without reference to the formulation in terms of a functional integral, it is use-
ful to keep this limit in mind, particularly when writing estimators for physical observables
that are usually better behaved when they can be expressed as the discretized version of a
corresponding path integral14.
Figure 1: (Left panel) Cartoon representation of a classical ring polymer corresponding to the discretized path
integral partition function (4). (Right panel) In a multi-atom setting, the ring polymer metaphor can be somewhat
misleading. The path integral partition function is best seen as a sequence of imaginary-time slices: atoms within
each replica interact with the physical potential, and the spring terms connect corresponding atoms in adjacent
slices.
Eq. (4) corresponds precisely to the classical partition function of a cyclic polymer
composed of P atoms, each of which is subject to the potential V and of a harmonic
attractive interaction with its nearest neighbors. This isomorphism motivates the common
practice of referring to the set of replicas for one atom as a “ring polymer” or a “necklace”
and to each replica as a “bead”. While this is a very suggestive metaphor, and can also be
extended to give a pictorial representation of the Monte Carlo moves that are introduced to
treat particle exchange effects5, one has to keep in mind that in a real system it is better to
regard the path integral partition function as describing a collection of “parallel universes”,
with atoms interacting with each other within each imaginary time slice and the kinetic
part of the action corresponding to springs that connect each atom to its counterpart in the
two adjacent time slices (see Figure (1)).
4
1.2 Estimators
Having defined an isomorphism between the quantum partition function of a system of
distinguishable nuclei and the ring-polymer configurational partition function (4), one may
proceed to evaluate experimental observables. To do so, one has to introduce appropriate
estimators, functions of the coordinates of the ring polymer that correspond to physical
quantities. The simplest case is that of the potential energy, or of any observable Aˆ (q)
that depends solely on the atomic positions, such as a bond length, a radial distribution
function, or the relative stability of two molecular configurations. The quantum mechanical
expectation value can be written as 〈A〉 = Tr
[
Aˆe−βHˆ
]
/Tr e−βHˆ . The operator Aˆ can
be kept on the left, so that after the Trotter factorization and the splitting of the integral
it appears close to the 〈q1| in Eq. (2), yielding a term A (q1). Since all the replicas are
equivalent, one may as well average over the value of the observable computed on all the
beads, so that the expectation value reads
〈A〉P =
∫
dq1 . . . dqP e
−βP
∑P
i=1[V (qi)+ 12mω
2
P (qi−qi+1)2] 1
P
∑P
i=1A (qi)∫
dq1 . . . dqP e
−βP
∑P
i=1[V (qi)+ 12mω2P (qi−qi+1)2]
. (5)
This average can be computed easily by sampling the ring polymer configurations consis-
tently with the ring polymer energy
∑P
i=1
[
V (qi) +
1
2mω
2
P (qi − qi+1)2
]
at the inverse
temperature βP , with Monte Carlo or (as it will be discussed in Section 2) molecular dy-
namics, and accumulating statistics for each replica. Note that this does not necessarily
mean that averages will converge faster then if one was sampling just one replica, as in
classical sampling: different path integral replicas are typically highly correlated with one
another, which means that in most cases very little is gained by the average in (5).
While it is simple to write an estimator for observables that depend only on the po-
sitions, it is generally more complex to extract momentum-dependent quantities. A good
example is that of the total energy, that contains both the position-dependent potential en-
ergy, but also a kinetic energy term. The simplest form of an estimator for the total energy
of the system can be obtained recalling the thermodynamic relation between the partition
function and the mean energy 〈E〉 = −Z−1∂Z/∂β. Once applied to Eq. (2), this reads
〈E〉 =
∫
dq1 . . . dqP e
−βP
∑P
i=1[V (qi)+ 12mω
2
P (qi−qi+1)2]ETD (q1, . . . qP )∫
dq1 . . . dqP e
−βP
∑P
i=1[V (qi)+ 12mω2P (qi−qi+1)2]
,
the ensemble average of the so-called thermodynamic (or primitive) energy estimatorc
ETD (q1, . . . qP ) =
P
2β
− 1
P
P∑
i=1
1
2
mω2P (qi − qi+1)2 +
1
P
P∑
i=1
V (qi) .
One can immediately recognize the estimator for the potential energy, and infer that the
thermodynamic estimator for the kinetic energy alone reads
TTD (q1, . . . qP ) =
P
2β
− 1
P
P∑
i=1
1
2
mω2P (qi − qi+1)2 . (6)
cWhen doing the derivation keep in mind that ωP = 1/βP ~ and that the constant scaling of ZP also depends
on β
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Note that this estimator does not depend solely on the distribution of individual beads,
but also on the cross-correlations between different replicas in the ring polymer. This is a
general feature for non-local estimators that also contain a kinetic energy (or momentum)
contribution.
Unfortunately, the thermodynamic kinetic energy estimator (6) is not very efficient,
because its variance grows with the number of beads15 as P/β2. This means that com-
puting the average to a given accuracy becomes more difficult as the number of replicas is
increased, making the simulation even more computationally demanding.
Luckily, it is possible to exploit the virial theorem and do an integration by parts to
derive the so-called centroid-virial kinetic energy estimator
TCV (q1, . . . qP ) =
1
2β
+
1
2P
P∑
i=1
(qi − q¯) ∂V
∂qi
, q¯ =
1
P
P∑
i=1
qi, (7)
that does not exhibit this pathological behavior of the fluctuations15. This case is a typical
example of a recurring theme in path integral methods: one can write estimators that yield
the same average value, but have very different statistical convergence properties. See
for instance Ref.16 for a discussion of efficient estimators for the heat capacity, Ref.14
for an estimator of the distribution of particle momenta, and Refs.17, 18 for a comparison
of different estimators for the isotope fractionation ratio – the relative propensity of the
isotopes of the same element for different stable phases.
1.3 High-order Path Integrals
We have seen that Eq. (2) can be interpreted as a discretized form of a line integral over
closed paths in configuration space. The error arising from using a finite P is effectively
a discretization error, so one might wonder if it is possible to increase the order of conver-
gence by employing a different summation rule. The crux is the error arising from splitting
the exponential of the Hamiltonian, neglecting the commutator
[
Tˆ , Vˆ
]
. Hence, one can
hope to increase the order of convergence by including extra terms that also depend on
this commutator. A considerable amount of research has been devoted to this topic, in
part also because of a connection with algorithms to propagate Hamiltonian dynamics in
real time19–22, 16, 23. Among the many factorizations that have been proposed, one of the
simplest and most successful is the Suzuki-Chin propagator
e−2βHˆ/P = e−
1
3βP Vˆee−βP Tˆ e−
2
3βP Vˆoe−βP Tˆ e−
1
3βP Vˆe +O (β5P ) , (8)
in which one introduces two distinct modified potential energy operators that act on the
odd and the even beads:
Vˆe = Vˆ +
α
6mω2P
∣∣∣∣∂V∂q
∣∣∣∣2 , Vˆo = Vˆ + 1− α12mω2P
∣∣∣∣∂V∂q
∣∣∣∣2 .
The parameter α ∈ [0, 1] can be tuned to optimize the prefactor for the discretization error.
The square modulus of the force can typically be computed without additional effort, in
particular when using molecular dynamics to sample the ring polymer partition function,
as we will discuss in Section 2. However, the factorization (8) becomes inconvenient pre-
cisely when one wants to integrate the dynamics that arises from Vˆe,o: the derivative of
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|∂V/∂q|2 contains the second derivative of the potential, which often is considerably more
computationally demanding than the force. In these cases, one can get around this diffi-
culty by sampling the Trotter partition function, and using statistical reweighing to recover
sampling consistent with the Suzuki-Chin modified potential16, 24–26. This technique works
very well for small clusters; however, the difference between the Trotter and the Suzuki-
Chin potential energy is size-extensive, which means that it becomes progressively less
efficient to include reweighing factors in the averages as the number of atoms is increased,
somewhat limiting the applicability of this approach25.
2 Path Integral Molecular Dynamics
As it has been already discussed above, the ring polymer partition function (2) only needs
to depend explicitly on coordinates, and it can be sampled by Monte Carlo techniques.
While Monte Carlo moves can be very effective in sampling phase space – and for in-
stance they are used extensively in techniques to include particle exchange statistics27, 13 –
they typically do not exploit the possibility of obtaining the inter-atomic forces with little
overhead over the calculation of the potential energies. In many cases, particularly when
one does not want to develop custom-tailored Monte Carlo moves for the specific system
at hand, it can be much more effective to sample the Boltzmann distribution by integrating
in time Hamilton’s equations
q˙ =
∂H
∂p
=
p
m
, p˙ = −∂H
∂q
= −∂V
∂q
. (9)
In practice, it is easy to see that the constant pre-factor in Eq. (2) corresponds to a
Gaussian integral over a set of auxiliary variables that can be taken to be the conjugate
momenta to qi’s, so that one can equivalently write the ring polymer partition function as
ZP =
1
(2pi~)P
∫
dp1 . . . dpP
∫
dq1 . . . dqP e
−βP
∑P
i=1
[
V (qi)+
p2i
2m+
1
2mω
2
P (qi−qi+1)2
]
.
(10)
Note that the momenta pi are exclusively sampling devices, and are in no way related to
the physical momentum. Among other things, this means that one could change the inertial
mass in the p2i /2m term to be something different from the physical mass, with no other
effect than changing the partition function by an immaterial, temperature-independent scal-
ing.
2.1 Implementation: Normal Modes Propagator
While the underlying idea behind path integral molecular dynamics (PIMD) is very simple,
there are some technical aspects that should be considered in order to obtain an efficient
implementation. Start by splitting the path integral Hamiltonian into a “free-particle” com-
ponent, and one that depends on the physical potential:
HP = H0 + VP =
P∑
i=1
[
p2i
2m
+
1
2
mω2P (qi − qi+1)2
]
+
P∑
i=1
V (qi) .
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The free ring-polymer HamiltonianH0 is just a multi-dimensional harmonic oscillator, and
therefore it can be diagonalized exactly by the unitary transformation
p˜j =
∑
i
piCij , q˜j =
∑
i
qiCij , Cij =
√
2
P
·

1/
√
2 j = 0
cos 2piij/P j < P/2
(−1)i /√2 j = P/2
sin 2piij/P j > P/2
.
q˜j and p˜j are the position and momentum of the j-th free-particle normal mode, which has
an associated frequency
ωj = 2ωP sin jpi/P. (11)
Considering that for a physical system that contains a normal mode of frequency ωmax one
has to use at least 2β~ωmax replicas, a converged PIMD calculation will involve normal-
mode vibrational frequencies larger than 4ωmax. This implies that in principle one should
use a much smaller time step to integrate the equations of motion for PIMD compared
to conventional classical molecular dynamics, adding further computational burden to the
technique.
Luckily, one can exploit the possibility of diagonalizing the free ring-polymer Hamil-
tonian to avoid reducing the time step. This can be achieved by doing a so-called staging
transformation28, which will not be discussed here, or by performing the integration in the
normal modes basis. In the latter case, one can for instance manipulate the inertial mass
of the conjugate momenta in the normal modes representation, so as to artificially slow
down the dynamics of the fast ring-polymer normal modes without changing the sampling
properties. In most cases, however, this is not necessary: one can perform a multiple time
step procedure29 to integrate the normal modes analytically based on the evolution of a free
ring polymer and then include the physical potential using a velocity Verlet algorithm30.
This is based on the symmetric Trotter splitting of the Liouville operator for HP into
the part related to H0 and that related to the physical potential L = L0 +LV . Considering
the evolution of the ring polymer over a time step ∆t
e−∆tL ≈ e−∆tLV /2e−∆tL0e−∆tLV /2.
This corresponds to the following recipe for the evolution across a time step:
pi ←pi − ∆t
2
∂V (qi)
∂qi
p˜j ←
∑
i
piCij q˜j ←
∑
i
qiCij(
p˜j
q˜j
)
←
(
cosωj∆t −mωj sinωj∆t
[1/mωj ] sinωj∆t cosωj∆t
)(
p˜j
q˜j
)
pi ←
∑
j
Cij p˜j qi ←
∑
j
Cij q˜j
pi ←pi − ∆t
2
∂V (qi)
∂qi
.
(12)
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In practice, one could reduce the number of normal modes transformations (that can be
performed by fast Fourier transform, and therefore are not dramatically demanding any-
way) by keeping the momenta in the normal modes representation, and transforming the
physical forces in the normal modes basis. See for instance Ref.31 for a discussion of
Eq. (12) in a many-atoms context.
It is also worth mentioning that whenever the inter-atomic potential can be split in a part
that varies on a short length scale (such as intra-molecular bends and stretches) and a long-
range scale (such as electrostatics), the normal-modes representation can also be exploited
within a ring-polymer contraction scheme32, 33, that reduces the cost of the simulation by
computing the long-range part of the potential on a reduced number of replicas.
2.2 Efficient Stochastic Thermostatting
Molecular dynamics generates trajectories that are consistent with a Boltzmann distribu-
tion. However, they do not yield ergodic sampling, because they conserve the total energy
and so a single MD simulation cannot account for the thermal fluctuations that are char-
acteristic of a constant-temperature ensemble, and that are needed to converge averages
based on the partition function (10). This fact has been recognized for a long time, and
led to the development of modified dynamical equations that describe the heat exchange
with a reservoir, and generate ergodic canonical trajectories34–40. In principle, any of these
techniques could be applied to PIMD, which is just classical molecular dynamics in an
extended phase space. Perhaps, the simplest technique to be used in conjunction with the
normal-modes propagation in Eq. (12) is one that applies Langevin dynamics in the normal
modes representation, so that the friction can be tuned to match the critical-damping value
for the free ring-polymer normal modes. We introduce a Langevin term in the equation of
motion for the momenta, corresponding to a further term Lγ in the Liouvillian, that can
therefore be split as
e−∆tL ≈ e−∆tLγ/2e−∆tLV /2e−∆tL0e−∆tLV /2e−∆tLγ/2.
This splitting corresponds to applying the following step
˙˜pj ← e−γj∆t/2p˜j +
√
(1− e−γj∆t)m/βnξj
twice per time step, immediately before and immediately after the Hamiltonian propa-
gator (12). ξj’s are uncorrelated Gaussian random numbers, such that 〈ξj (t) ξj′ (t′)〉 =
δjj′δ (t− t′). Note that in the most naive implementation this step requires also to trans-
form forth and back to normal modes representation, a problem that is easily circumvented
by propagating the momenta in the normal modes form. The friction can be taken to be
γj = λωj , where ωjs are the free ring polymer normal mode frequencies, and λ is a scal-
ing that can be set to one to have critical damping of harmonic oscillations, or to a smaller
value when one needs a more gentle thermostatting. The centroid mode (that has zero
frequency in the free particle limit) can be treated separately, using either a white-noise
Langevin thermostat or stochastic velocity rescaling39, 31.
2.3 Approximate Quantum Dynamics
Even though, strictly speaking, path integral molecular dynamics is just a sampling tech-
nique to obtain static, equilibrium averages, it can be used as the basis to compute ap-
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proximate time correlation functions that include some of the nuclear quantum effects on
dynamical properties. Examples of time-dependent properties that can be estimated in
this way include diffusion coefficients, reaction rates, vibrational spectra. The two main
techniques are centroid molecular dynamics (which amounts at performing microcanonical
molecular dynamics on the centroid potential of mean force11, 41) and ring-polymer molec-
ular dynamics (which corresponds to molecular dynamics on the ring polymer potential
energy surface, using the physical masses in the definition of the Hamiltonian42, 43, 12). The
use of both these techniques can be partially justified based on how they can capture quan-
tum mechanical behavior in some limits, or as approximations to more rigorous formula-
tions of quantum dynamics44–48. They typically behave similarly for dynamical properties
that evolve on a long time scale, but exhibit evident artifacts for short-time dynamics, e.g.
for the stretching modes in IR spectra49. Interestingly, using physical masses but ther-
mostatting the internal modes of the ring polymer – an approach that is half-way between
the two techniques – eliminates the most apparent artifacts50, 51, providing a reliable albeit
approximate method to probe the impact of quantum nuclei on vibrational properties.
3 Accelerating Convergence with Colored Noise
An alternative approach to accelerate the convergence of physical observables in path in-
tegral molecular dynamics combines a simulation with a small number of replicas with
correlated-noise Langevin dynamics52, 53. The idea is that a non-equilibrium Langevin dy-
namics generates frequency-dependent fluctuations, that can be used to mimic the effect of
zero-point energy on a multi-dimensional harmonic oscillator, without the need of know-
ing the normal modes frequencies or eigenvectors. By combining colored noise with path
integral molecular dynamics one can obtain a simulation protocol that, in the harmonic
limit, yields exact results for any number of beads. As the number of replicas is increased,
this protocol converges by construction to PIMD, and so the method can be made as accu-
rate as one wishes, and in most cases has smaller errors than plain PIMD for any number
of replicas.
3.1 A Brief Introduction to Colored Noise
Stochastic differential equations (SDEs) combine a random/noisy term together with de-
terministic prescriptions for the time evolution of a system54. The prototypical example for
the application of SDEs to a physical problem is the Langevin equation, that was originally
introduced as a model for Brownian motion55, and has been used extensively to describe
the coupling between an open system and an external bath56. Langevin dynamics introduce
a friction term −γp and a Gaussian random force ξ on top of Hamiltonian dynamics
q˙ =p/m
p˙ =− V ′(q)− γp+
√
2mγ/βξ(t).
(13)
The balance between the noisy force (which is uncorrelated in time, 〈ξ (t) ξ (t′)〉 =
δ (t− t′)) and the friction guarantees canonical sampling at inverse temperature β.
If the problem of integrating out the degrees of freedom associated with the bath is
considered carefully57, 58, one will find that in the general case it is not possible to represent
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Figure 2: Two Markovian trajectories in the extended (q, p, s) space will appear as history-dependent, non-
Markovian trajectories when projected into the (q, p) subspace.
the effect of the bath by equations as (13), but that the friction and the noisy force have to
be associated to a finite memory kernel, leading to the non-Markovian dynamics
q˙ = p/m
p˙ = −V ′(q)−
∫ t
−∞
K(t− s)p(s)ds+
√
2m/βζ(t).
(14)
The autocorrelation of the noisy force H (t) = 〈ζ (t) ζ (0)〉 must be related to the mem-
ory of the friction K (t) by a fluctuation-dissipation relation H (t) = K (t) to guarantee
constant-temperature sampling. Besides giving the possibility of modeling the statistical
mechanics and the dynamical behavior of an open system59, 60, a generalized Langevin
equation of this form gives a great deal of freedom for manipulating the sampling proper-
ties of a molecular dynamics simulation by changing the form of the memory kernelsK (t)
and H (t). However, integrating an equation of motion of this form is not very practical,
since one would need to generate Gaussian random numbers with prescribed correlation61,
to store the past trajectory of p (t) and to perform an integral over the past history to com-
pute the friction term.
Fortunately, one can reverse the reasoning that leads to Eqs. (14) starting from Marko-
vian equations for the combined system/bath ensemble to show that a non-Markovian dy-
namics for (q, p) can be obtained by supplementing the physical variables with a vector s
of ns fictitious momenta62–64, and integrating the Markovian equations
q˙ =p/m(
p˙
s˙
)
=
(−V ′(q)
0
)
−
(
app a
T
p
a¯p A
)(
p
s
)
+
√
m
(
bpp b
T
p
b¯p B
)(
ξ
)
,
(15)
in the extended phase space comprising (q, p, s). The additional degrees of freedom encode
the memory of the system relative to the (q, p) physical variables - e.g. two trajectories
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starting at the same (q, p) position (that would necessarily evolve in the same way in a
Markovian context) can now lead to different time evolution, if they correspond to different
values of the s momenta (Figure 2). Let Ap and Bp be the full (ns + 1)×(ns + 1) matrices
in Eq. (15). The fluctuation-dissipation relation that guarantees canonical sampling is then
Ap + A
T
p = β
−1BpBTp . Eq. (15) corresponds to a non-Markovian dynamics (14) with
K (t) = 2appδ (t)− aTp e−|t|Aa¯p.
Formulating the Generalized Langevin Equation (GLE) in this Markovian form is not
only convenient for the sake of integrating the dynamics on a computer. If one considers a
harmonic model, for which the force V ′ (q) = mω2q is linear, the whole set of dynamical
equations for (q, p, s) constitutes a linear, Markovian stochastic differential equation (an
Ornstein-Uhlenbeck process54) that can be solved analytically. The opportunity of comput-
ing exactly and inexpensively the response of a normal mode of frequency ω to a given set
of GLE parameters Ap and Bp makes it possible to optimize iteratively the parameters to
fulfill the desired sampling properties (e.g. ergodicity, small disturbance on the dynamics,
etc.) as a function of the normal mode frequency.
A crucial feature of Eqs. (15) that makes this approach very useful is that, when ap-
plying identical equations with independent random terms to a set of arbitrarily-coupled
degrees of freedom, the dynamical behavior is invariant to a unitary transformation of the
coordinates to which the stochastic dynamics is applied. This property, that is a conse-
quence of the linear nature of the SDE and of the Gaussian statistics of ξ, means that one
can apply the GLEs to the Cartesian coordinates of a set of atoms and obtain the same re-
sponse as if the GLEs had been applied to the normal modes of the system. Hence, one can
optimize Ap and Bp based on a simple, one-dimensional harmonic oscillator model, but
the predictions will be verified in a realistic physical model without the need of knowing
explicitly the normal modes basis. This idea has been applied to obtain efficient sampling
of many frequencies at the same time, and to avoid disrupting adiabatic decoupling in
Car-Parrinello molecular dynamics40, 65, but also to thermostat efficiently PIMD31 and to
stabilize resonances in multiple time step integration66.
3.2 Quantum thermostats
Generalized Langevin dynamics that satisfy the fluctuation-dissipation relation can be used
to alter the dynamical properties of a trajectory, and also to make sampling more efficient
in PIMD31. By releasing the constraint Ap + ATp = β
−1BpBTp , one is effectively in
a non-equilibrium scenario, that can be understood in terms of simultaneous coupling to
multiple heat baths at different temperature. The practical effect of this simulation protocol
is that a steady state will be reached, in which normal modes of different frequency will
have fluctuations that are consistent with different values of the temperature. This peculiar
non-equilibrium GLE is particularly useful to model inexpensively the quantum nature of
atomic nuclei.
To see how, consider a one-dimensional harmonic oscillator of frequency ω, sam-
pled canonically at inverse temperature β = 1/kBT . The phase-space distribution of
position and momentum are Gaussian distributions ρ(p) ∝ exp−p2/2σ2p and ρ(q) ∝
exp−q2/2σ2q , irrespective of the underlying classical or quantum description. However,
the classical and quantum distributions differ because of the magnitude of fluctuations:
for a classical oscillator σ2p = m/β and σ
2
q = 1/βmω
2, while for a quantum oscilla-
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Figure 3: The phase-space distribution of positions for a harmonic oscillator at finite temperature T is a Gaussian,
both in classical and quantum mechanical treatments. The only difference between the two cases is the amplitude
of the distribution. Quantum fluctuations can be mimicked in a classical context by increasing the temperature
T ?, that however will be frequency dependent.
tor σ2p = m
~ω
2 coth
β~ω
2 and σ
2
q =
~
2mω coth
β~ω
2 . A classical oscillator would exhibit
the very same behavior as the quantum mechanical one if it were modeled at an effective
temperature
T ?(ω) =
〈
p2
〉
mkB
=
m
〈
q2
〉
kB
=
~ω
2kB
coth
~ω
2kBT
. (16)
such that the fluctuations match those predicted by quantum mechanics at temperature T
(see Figure 3).
The problem with this idea is that the effective temperature T ?(ω) depends on the
oscillator frequency as well as on the physical target temperature. In the case of a multi-
dimensional oscillator (that can be taken to be a decent model for a solid at low tem-
perature) one would need to associate a different temperature to each normal mode. If
one wanted to do so using conventional thermostatting, one would need to know the nor-
mal modes frequencies and phonon displacement patterns, and apply tailored white-noise
thermostats at different temperatures working in the normal modes representation. The
advantage of a non-equilibrium GLE formulation, instead, is that the dynamical response
of the system determines the fluctuations along different directions automatically, without
the need of knowing the normal modes of the system being studied. If one can fit a set
of Ap and Bp parameters that enforce the frequency-dependent temperature (16), for any
frequency within a range that encompasses the vibrational modes relevant for the system
at hand, then it suffices to apply the same GLE to each Cartesian degree of freedom. The
quantum T ?(ω) curve is then enforced automatically, giving quantum fluctuations at the
cost of conventional molecular dynamics.
This “quantum thermostat” (QT) idea67, 65 works surprisingly well also for strongly
anharmonic potentials, and the main limitation when applying it to real systems does not
depend much on failure to describe strongly anharmonic behaviour. One can see that large
deviations from quantum behavior are caused by zero-point energy leakage, i.e. the fact
that due to weak anharmonic couplings energy flows from the fast normal modes, that are
thermostatted at high T ? to account for the large zero-point energy, to slow normal modes
that are nearly classical65. This energy flow was not accounted for when designing T ?(ω),
and so there will be a (significant) deviation between the desired quasi-harmonic quan-
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tum fluctuations and the actual fluctuations. This problem is common to semi-classical
methods to treat quantum dynamics68, and has been also recognized in other stochastic
approaches to obtain approximate quantum effects69, 70. Rather than trying to remedy this
problem by exploiting information on the anharmonic couplings – which would be an ad-
hoc, non-transferable solution, requiring in-depth knowledge of the system – one can con-
trol zero-point energy leakage by exploiting the tunability of the GLE thermostats, enforc-
ing a strong coupling across the whole frequency range so as to counterbalance effectively
the zero-point energy leakage. This approach improves significantly the performance of
the quantum thermostat when applied to anharmonic problems65, 71, and made it possible
to describe semi-quantitatively the role of NQEs in several real applications72, 73.
3.3 Combining Generalized Langevin Equations and PIMD
The approximations behind the quantum thermostat and related semi-classical methods are
basically uncontrolled, and very hard to gauge unless it is possible to perform a harmonic
analysis. Therefore, the quantum thermostat can be regarded as an inexpensive technique
to assess qualitatively the importance of NQEs, but it is not recommend if one wants to
infer quantitative conclusions. One could then imagine to combine colored-noise and path
integral molecular dynamics: the former is only exact in the harmonic limit, while the
latter converges systematically but often requires a large number of replicas and is therefore
computationally demanding.
The crux is designing a GLE thermostat that enforces exact quantum fluctuations in
the harmonic limit for any number of replicas, even in cases where PIMD alone would
be far from converged. Such a PI+GLE method inherits from the quantum thermostat the
property of being exact for harmonic problems, and naturally converge to (Boltzmann-
sampled) PIMD when the number of beads is large enough to have a converged result in
the absence of correlated noise.
In order to work out the properties of the GLE that would achieve this goal, one
can proceed in the same way as with the quantum thermostat, only considering that
now, in the presence of a harmonic potential of frequency ω, the ring-polymer nor-
mal mode frequencies will be changed from the free-particle value (11) and become
ωj =
√
ω2 + 4P 2 sin2 jpi/P . These are the frequencies that will be picked up by the
colored-noise dynamics. Introducing a frequency-dependent configurational temperature
T ∗(ω) =
〈
q2
〉
(ω)mω2/kB (momentum fluctuations are not important per se in a PIMD
framework), one gets the requirement for having quantum fluctuations of the beads to be
mω2
kBT
〈
q2
〉
=
mω2
PkBT
∑
i
〈
q2i
〉
=
mω2
PkBT
∑
j
〈
q˜2j
〉
=
1
P
∑
j
T ∗ (ωj) /T
ω2j /ω
2
=
~ω
2kBT
coth
~ω
2kBT
.
(17)
Since ωj depends on the physical frequency ω, Eq. (17) must be seen as a functional equa-
tion that defines the T ∗ (ω) curve. As shown in Ref.52, Eq. (17) can be conveniently written
as a function of the a-dimensional parameter x = β~ω/2, that expresses qualitatively how
much an oscillator deviates from a classical behavior, and can be solved numerically with
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Figure 4: The average value of the potential energy, the virial kinetic energy and the constant-volume heat ca-
pacity for a simulation of a flexible water model74 at T=298 K, plotted as a function of the number of beads.
The results obtained with conventional PIMD and PI+GLE are compared, and the value of V obtained with the
original quantum thermostat (QT) is also reported. (Adapted from Ref.52)
an iterative technique. As the number of path integral replicas is increased, the curve re-
mains constant up to a larger value of x, that corresponds to the fact that PI+GLE behaves
as conventional PIMD with Boltzmann sampling of the ring-polymer Hamiltonian for os-
cillators with larger and larger frequency. This implies that PI+GLE is bound to converge
to the exact quantum averages, just because in the large P limit it converges to PIMD.
Figure 4 shows the convergence with number of beads of potential and kinetic energy
for a quantum simulation of an empirical water model74 at room temperature, compar-
ing plain PIMD and PI+GLE. Colored noise accelerates dramatically the convergence of
observables to the quantum expectation values, and the possibility of converging results
systematically makes it possible to assess the error. A careful examination of Figure 4
shows that the mean kinetic energy 〈T 〉 converges somewhat more slowly than 〈V 〉.
This is due to a specific shortcoming of PI+GLE, that becomes clear when one consid-
ers the expression for the centroid-virial kinetic energy estimator (7) in a one-dimensional
harmonic potential, that reads:
〈T 〉 = 1
2β
+
1
2P
ω2
P−1∑
i=0
〈
q2i
〉− 1
2
ω2
〈
q¯2
〉
= 〈V 〉+ 1
2β
− 1
2
ω2
〈
q¯2
〉
.
(18)
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Figure 5: The quantum contribution to the potential energy, and to the kinetic energy of hydrogen and oxygen
atoms as computed by the centroid virial estimator for a simulation of a flexible water model74 at T=298 K,
plotted as a function of the number of beads. Note the much accelerated convergence rate of the kinetic energy
when using PIGLET compared to PI+GLE. (Adapted from Ref.53)
The quantum mechanical expectation values for potential and kinetic energy of a harmonic
oscillator of frequency ω read
〈V 〉 = 〈T 〉 = ~ω
4
coth
β~ω
2
, (19)
so it is not sufficient that the fluctuations of q are consistent with 〈V 〉 = ~ω4 coth β~ω2 , but it
is also necessary to make sure that the fluctuations of the centroid satisfy 12ω
2
〈
q¯2
〉
= 12β .
This observation is a sign of a general limitation of the PI+GLE scheme, that enforces only
quantum fluctuations for the “marginal” distribution of the beads, which is sufficient to
guarantee accelerated convergence of any observable that depends only on q but does not
necessarily help converging more complex estimators that also depend on the correlations
between different beads.
Fortunately, it is relatively easy to extend the PI+GLE idea to include further corre-
lations. When PIMD is propagated in the normal modes representation as discussed in
Section 2 one can apply different thermostats to the various normal modes, and tune them
separately to warrant faster convergence of multiple estimators simultaneously. This idea
is used for instance in the PIGLET scheme53 to converge simultaneously structural ob-
servables and the centroid-virial kinetic energy estimator, obtaining a further improvement
over the PI+GLE scheme, as shown in Figure 5.
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4 Conclusive Remarks
Atomistic simulations of ever-increasing accuracy are making it possible to model
molecules and materials with predictive accuracy. One of the fundamental physical effects
that is still ignored in many simulations involves the deviations from classical behavior of
the atomic nuclei, that is very pronounced, at room temperature and below, for the lightest
elements – hydrogen in particular. The importance of nuclear quantum effects has been
demonstrated very clearly, for instance, by pioneering path integral molecular dynamics
studies of water and charged water defects75, 10, 76, 77, and it is essential when it comes to
compare with experiments – such as deep inelastic neutron scattering2, 78, 14, 72, 79, or iso-
tope fractionation measurements80–83, 17, 84 – for which the quantum mechanical nature of
nuclei is the very origin of the observed signal. Nevertheless in many modern simula-
tions of water and H-containing compounds nuclear quantum effects are still ignored. This
is at times justified: in neat water quantum effects along different molecular directions
cancel out almost perfectly74, 85, 86, and so overall NQEs on many thermodynamic quanti-
ties are small. However, simulations that aim at probing the dissociation of covalent O-H
bonds87, 88, studying self-ionization or re-combination of hydronium and hydroxide89, and
more in general quantitatively characterizing the behavior of hydrogen bonds in unusual
environments (high pressure, confinement, interfaces, solvation shells of ions, . . . ) should
always at the very least assess whether NQEs do or do not play a major role. In many cases,
the only excuse for not including NQEs is the large computational overhead involved in
path integral simulations, combined with the technical complexity of the method and the
fact that few up-to-date, well-maintained implementations exist in mainstream atomistic
simulation packages. In this lecture we have provided a concise but complete introduc-
tion to the theory and the practical implementation of atomistic modeling of the quantum
nature of atomic nuclei by path integral molecular dynamics. When one looks beyond its
cumbersome notation, PIMD is just classical dynamics in an extended phase space, which
means that all the tricks that are used in classical simulations (including e.g. thermostats
for sampling the canonical ensemble9, or barostats for simulations at constant-pressure90)
can be applied transparently. What is more, simulating NQEs does not need to involve an
increase of several orders of magnitude in computational effort. High-order factorizations
of the quantum partition function lead to accelerated convergence in some circumstances,
and correlated-noise thermostats give an accurate estimate of NQEs in water at room tem-
perature with as little as six path integral beads.
The implementation burden that has been traditionally associated with path integral
simulations is also being reduced by the introduction of modularly designed packages that
deal with the PIMD aspects of the simulation while delegating to external codes the evalu-
ation of energy and forces. An example of this concept is given by i-PI88, an open-sourced
Python package that is already interfaced with the development versions of CP2K91, 92,
LAMMPS93 and FHI-AIMS94. When one also considers that the evaluation of energy
and forces over multiple PI replicas involves a trivial layer of concurrency, that is ideally
adapted to massively parallel high-performance computing, one can conclude that time is
ripe for making the modeling of nuclear quantum effects in hydrogen-containing liquids
and solids routine.
dhttp://epfl-cosmo.github.io/gle4md/index.html?page=ipi
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Ab initio molecular dynamics aims at simulating simultaneously nuclei and electrons. Because
of the very different time-scales for the electrons and the nuclei dynamics, ab initio molecular
dynamics, in its most common form, makes an adiabatic separation of the nuclei and electron
systems, with the electrons being held in the electronic ground state along the dynamics. Forces
on the nuclei are then computed from this electronic ground state calculation at each time-step
of the simulation. This allows for the description of materials in a wide range of situations.
Ab initio molecular dynamics has then been widely used for the study of solvation processes
and chemical reactions in solution. At the same time, knowledge of the electronic structure
along the dynamics allows direct comparison with spectroscopy experiments and to investigate
the nature of the interactions. In these lectures notes, we will briefly review density functional
theory based molecular dynamics and discuss how it can be applied to the study of chemical
processes in solutions.
1 Introduction
Cohesion of matter relies essentially on the properties of the electronic cloud in which
nuclei evolve. Computer simulations of materials thus aim at describing nuclei and elec-
trons altogether. Ab initio molecular dynamics precisely aims at treating condensed phase
systems by describing simultaneously the nuclei dynamics and the electronic structure1–5.
While it is widely recognised that the simulation of chemical reactions, because chemical
bonds are broken and newly formed, calls for an adequate description of the electronic
structure, it is less often recognised that this is also the case if one also wants to simu-
late solvation processes such as the solvation of metallic ions or even organic molecules.
Metallic ions form complexes whose structure is determined by their electronic structure.
Ag+ and Na+ have trivially the same charge, they also have the same ionic radius. A de-
scription of these two ions taking into account only these two quantities would then lead
to similar, or even identical, solvation shells while their coordination number is notably
different in liquid water6. Such specific effect is also at the origin of poisoning by heavy
metals7. Ab initio molecular dynamics, because it combines the explicit description of the
electronic structure and of the thermal motion of the atoms, provides a natural route for
the simulation of these phenomena. Moreover, the electronic structure computed along the
molecular dynamics trajectory can lead on one hand to some new insight in the chemi-
cal processes occurring and on the other hand to the evaluation of electronic observables
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allowing for a unique connection with spectroscopy experiments. Combination of sim-
ulation and spectroscopy experiments allow for the characterisation of the structure and
species involved, which leads to the identification and understanding of the most important
interactions. It is then possible to build relevant simplified models. To this respect, recent
developments have allowed for the evaluation of thermodynamical quantities so that we
have gone from qualitative pictures to quantitative models. The purpose of these lecture
notes is to introduce the reader to ab initio molecular dynamics for the simulation of sol-
vation and chemical reactions, and the calculation of spectroscopic and thermodynamical
quantities. They are organised as follows: First, in the next section, a brief account of the
ab initio molecular dyanmics technique will be given. In the second section, we will give
examples of applications to solvation and to the interpretation of spectroscopy experiments
of different nature as well as to chemical reactions. Finally, some extensions and routes for
future developments will be discussed followed by some conclusions.
2 Ab initio Molecular Dynamics
Ab initio molecular dynamics (AIMD) describes simultaneously the time evolution of the
electronic structure and of the nuclei geometry.2–5, 8 Electrons move on a much faster
time scale than nuclei and AIMD is one of the first example of multiscale dynamics. In
the vast majority of cases, AIMD is based on a complete, adiabatic, separation between
the fast degrees of freedom, the electrons, and the slow degrees of freedom, the nuclei.
The dynamics of the slowest degrees of freedom, the nuclei, is driven by an equilibrium
distribution of the fast degree of freedom dynamics at fixed nuclei position. More precisely,
in the Born-Oppenheimer approximation9, the electronic state of the system is pinned onto
the electronic ground state at fixed nuclear position. The nuclei then evolve on a potential
energy surface that is the electronic ground state energy at each nuclear position.
In this section, we review the Born-Oppenheimer approximation that separates the elec-
tronic and nuclear degrees of freedom and then discuss the electronic structure problem for
the description of liquid state.
2.1 The Born-Oppenheimer Approximation
The common presentation of the Born-Oppenheimer approximation in fact follows the
derivation from Born and Huang10, which we here summarise. We consider a composite
system consisting of ions and N electrons. The instantaneous quantum state of such sys-
tem is described by the system wavefunction ΨS(RI , r1, . . . , rN ) which is an integrable
function of the nuclei and electrons coordinates, RI and r1, . . . , rN respectively. The dy-
namics of the wavefunction ΨS is governed by the Hamiltonian of the system which we
write as:
HˆT = TˆN + VˆNN + Hˆ, (1)
where TˆN is the kinetic energy operator for the nuclei, VˆNN is the potential energy operator
acting on nuclei degrees of freedom only and arising from the nuclei-nuclei interaction and
Hˆ ,
Hˆ = Tˆ + Vˆee + VˆNe, (2)
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is the electrons Hamiltonian, including the interaction between the electrons and the nuclei.
Born and Huang proposed to write the wavefunction of the full system as
ΨS(RI , r1, . . . , rN ) =
∑
i
χi(RI , t)ϕi(r1, . . . , rN ; RI), (3)
where ϕi(r1, . . . , rN ; RI) is the ith eigenstate of the electronic hamiltonian at fixed nuclei
positions RI . These states are normalized
〈ϕi|ϕi〉RI =
∫
· · ·
∫
|ϕi(r1, . . . , rN ; RI)|2 d3r1 . . . d3rN = 1 (4)
for every nuclear position RI . χi(RI) then represents the part of the nuclear wavefunc-
tion evolving of that electronic state. The norm of these nuclear functions indicate the
probability to find the electronic state in a given eigenstate.
By applying the time-dependent Schro¨dinger equation on this wavefunction ansatz and
projecting on the electronic state i, Born and Huang obtain the coupled evolution equation
of the nuclear wavefunctions:
i~
∂|χi(t)〉
∂t
=
(
TˆN + VˆNN
)
|χi(t)〉 (5)
+ 〈ϕi|Hˆ|ϕi〉RI × |χi(t)〉
+
1
2MI
∑
j
〈ϕi|∇2RI |ϕj×〉RI |χj(t)〉
+
1
MI
∑
j
〈ϕi|∇RI |ϕj〉RI ×∇RI |χj(t)〉.
The last two terms couple the nuclear dynamics on different electronic states. In the limit
me/MI → 0 these terms are expected to be small. Neglecting these terms is the essence of
the Born-Oppenheimer approximation. With this approximation, the nuclear dynamics on
each electronic state is decoupled from that on other electronic state and can be described
independently. At thermal equilibrium, only the electronic ground state is significantly
populated in the vast majority of situations and the nuclear evolution on the electronic
ground state is then described by the nuclear time-dependent Schro¨dinger equation:
i~
∂|χ0(t)〉
∂t
=
(
TˆN + VˆNN
)
|χ0(t)〉+ 0(RI)|χ0(t)〉 (6)
=
(
TˆN + VˆBO
)
|χ0(t)〉,
where 0(RI) = 〈ϕ0|Hˆ|ϕ0〉RI is the electronic groundstate energy. The nuclei thus evolve
on a potential energy surface VBO(RI) = VNN (RI) + 0(RI) sum of the nuclei-nuclei
interaction (Coulomb repulsion) and the electronic ground state energy at fixed nuclear
position RI .
The evolution equation for the nuclei has the usual structure of a Schro¨dinger equation
of a set of particles subject to a potential energy surface. In molecular dynamics simulation,
we take the classical limit for the nuclei dynamics, which then evolve according to the
forces FI :
FI = −∂VBO(RI)
∂RI
= −∂VNN (RI)
∂RI
− ∂0(RI)
∂RI
. (7)
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Because of the normalization of the electronic wavefunction ϕ0, the calculation of the
nuclear force is simplified using the Hellman-Feynman theorem, which expresses that
∂0(RI)
∂RI
= 〈ϕ0| ∂Hˆ
∂RI
|ϕ0〉RI . (8)
It is then not necessary to know the response of the electronic wavefunction to a nuclear
displacement to evaluate the nuclear forces. The classical force felt by the nuclei are then
the quantum average of the force operator on the electronic ground state.
This constitutes the basis of ab initio molecular dynamics: we simulate the evolution
of a set of nuclei whose forces are obtained from the evaluation of the electronic ground
state energy and its gradient with respect to the nuclear positions. Classical molecular dy-
namics simulations then use a model of these forces instead of an explicit evaluation of
the electronic ground state energy. However, the electronic state calculation is computa-
tionally very expensive and to achieve large system sizes for describing condensed phase
systems such as solvation, Density Functional Theory (DFT) is employed in most cases,
and we give below a brief account of the DFT theory. Note however, that semi-empirical,
tight-binding, methods may be used and recently liquid water was simulated using a de-
scription of the electronic state at the second-order Møller-Plesset level (MP2). However,
at the moment, only Monte-Carlo simulations at the MP2 level are accessible.
2.2 Density Functional Theory
The difficulty in solving for the ground state electronic wavefunction at a given ionic con-
figuration arises from the fact that electrons are interacting fermions. The Hamiltonian of
an N electrons system in the external field vext(r) created by the nuclei is:
Hˆ = Tˆ + Vˆee + Vˆext (9)
where Tˆ is the kinetic energy operator:
Tˆ = −1
2
N∑
i=1
∇ˆ2i , (10)
and Vˆee represents the electron-electron repulsion:
Vˆee =
1
2
∑
i 6=j
1
|rˆi − rˆj | (11)
(rˆi is the position operator for electron i).
The electronic ground state Ψ0 (r1, . . . , rN ) is a function of 3N variables which satis-
fies the fermion antisymmetry property:
Ψ0 (r1, . . . , ri, . . . , rj , . . . , rN ) = −Ψ0 (r1, . . . , rj , . . . , ri, . . . , rN ) . (12)
Ψ0 is the eigenvector of Hˆ associated with the lowest eigenvalue E0:
HˆΨ0 (r1, . . . , rN ) = E0Ψ0 (r1, . . . , rN ) (13)
or, alternatively, Ψ0 can be obtained from a variational principle:
E0 = min
Ψ(r1,...,rN )
〈Ψ|Hˆ|Ψ〉, (14)
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the minimization of 〈Ψ|Hˆ|Ψ〉 being realized for Ψ = Ψ0 (non-degenerate ground state).
Since the electrons are interacting the ground state wavefunction Ψ0 in general can not
be factorized in a single Slater determinant:
ψSlater ≡ 1√
N !
∣∣∣∣∣∣∣
φ1(r1) φ2(r1) . . . φN (r1)
...
...
φ1(rN ) . . . . . . . . . φN (rN )
∣∣∣∣∣∣∣ , (15)
where φi are one-electron orbitals, which does not exhibit any electron-electron correla-
tion. Thus the electronic wavefunction is a very complicated object that can not even be
stored for more than a few electrons. It is for example the purpose of Quantum Monte
Carlo techniques to try to perform calculations (calculating the expectation value of the
Hamiltonian) using directly a representation of the electronic wavefunction11, 12.
The strength of Density Functional Theory (DFT)13–15 is based on the fact that the
electronic wavefunction Ψ0 (r1, . . . , rN ) of the electronic ground state of the system can
be entirely described only by its electron density n0(r ), as stated by the Hohenberg-Kohn
theorem16. It is based on a minimization principle stating that the ground state electronic
density minimizes an energy functional. Thus in principle we have to consider and manip-
ulate a much simpler object, the electronic density, which is simply a function of R3.
The Hohenberg-Kohn theorem16, 13–15 states that there exists a one to one map between
external potentials and the ground state electronic density:
n0(r )→ v(r ). (16)
For an external potential v(r ) there is a unique ground-state wavefunction Ψ0a and as
a result it gives rise to a unique ground state density n0(r ). The Hohenberg-Kohn theorem
states that for electronic densities n(r ) which are v-representable, that is which are the
ground state of some external potential, this external potential which gives rise to them is
unique. This can be expressed by the following map:
v(r ) → Ψ0 → n0(r )←−−−−−−−−−−−−−−−−−−−−−−−
HK theorem
(17)
Knowledge of n(r ) gives knowledge of v(r ) and of Ψ0, thus all properties of the
electronic system and in particular any expectation value of an observable Oˆ = 〈Ψ|Oˆ|Ψ〉,
are functionals of n(r ) (O[n] for the observable Oˆ).
The total energy of the system is then itself a functional E[n] of the ground state elec-
tronic density16, 13. Separating the interaction with the external potential from the rest
(kinetic energy and electron-electron interaction) we can write the total energy as
E[n] =
∫
d3rn(r )v(r ) + FHK [n] (18)
aFor non-degenerate ground states, which is the very general case, degenerate systems are to be treated particu-
larly.
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which defines the Hohenberg-Kohn functional FHK [n] as
FHK [n] = T [n] + Vee[n] (19)
T [n] = 〈Ψ[n]|Tˆ |Ψ[n]〉 (20)
Vee[n] = 〈Ψ[n]|Vˆee|Ψ[n]〉, (21)
where ψ[n] is the ground state wavefunction, functional of n. Note that in eq. (18) v
is to be understood as a functional v[n] of n through the map (17). We will note that17
FHK [n] = min
Ψ→n
〈Ψ|Tˆ + Vˆee|Ψ〉, realised for Ψ = Ψ[n], the ground state associated with
the electron density n.
In most cases, what is given to us is the external potential v0(r ) instead of the ground
state density. In its turn, the ground state density n0 for the external potential v0 can be
shown to minimize the energy functional17:
Ev0 [n] =
∫
d3rn(r )v0(r ) + FHK [n] (22)
in which v0 is fixed, while FHK [n] is the universal functional defined above (independent
on v0).
These theorems are proof ox existence of an energy functional but do not give a way to
construct it and approximations have to be made. The most difficult term to express as a
functional of n(r) is the kinetic energy term T [n]. Kohn and Sham proposed to reintroduce
electronic orbitals to evaluate this term, but to keep the problem tractable these are orbitals
of an auxiliary non-interacting electron system18, 13–15.
The ground state wavefunction Ψs of a system of such an N non-interacting electron
system in an external potential vs(r ) is a single slater determinant
Ψs =
1√
N !
det[φ1φ2 . . . φN ] (23)
made of the N orbitals φi which are the N lowest eigenvectors of the single electron
Hamiltonian HˆS :
Hˆs = −1
2
∇2 + vs(r ). (24)
That is the orbitals φi satisfy
Hˆsφi = iφi with 〈φi|φj〉 = δij . (25)
The ground state density of this non-interacting electron system is
ns(r ) =
N∑
i=1
|φi(r )|2. (26)
If for a given electronic density n(r ) there exists an external potential vs whose non-
interacting electron ground state density is equal to n:
ns(r ) ≡ n(r ) (27)
then n is said to be non-interacting v-representable.
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The Hohenberg-Kohn theorem is valid also for non-interacting systems such that there
exists a one to one map between n and vs; the map
n(r ) vs(r ) {φi(r )} (28)
is unique. The Hohenberg-Kohn functional for the non-interacting electron system is sim-
ply the kinetic energy Ts:
Ts[n] =
N∑
i=1
〈φi[n]|−1
2
∇2|φi[n]〉. (29)
We will then approximate the kinetic energy functional T [n] for the full system by the
kinetic energy functional Ts[n] of this auxiliary non-interacting electron system.
The total energy of the system can be decomposed into18
E[n] = Ts[n] +
∫
d3rn(r )v(r ) + J [n] + Exc[n], (30)
where J [n] is the Hartree term:
J [n] =
1
2
∫∫
d3rd3r ′
n(r )n(r ′)
|r− r ′| (31)
and equation (30) defines the exchange-correlation energy Exc[n] as the remainder:
Exc[n] = (T [n]− Ts[n]) + (Vee[n]− J [n]) . (32)
The Hartree term J [n] describes the electrostatic energy of the electronic system within
a mean field approximation: it is the classical electrostatic energy of a charge density n(r ).
The exchange correlation energy is mainly the difference between the true electrostatic en-
ergy Vee[n] and the mean field term J [n] but also contains a contribution from the kinetic
energy, T [n] − Ts[n]. Once again, the Hohenberg-Kohn theorem for interacting and non-
interacting electrons proves the existence and the uniqueness of the functional Exc[n] but
this functional is still unknown to us. It has proved however much easier to find approx-
imations to Exc[n] than to the Hohenberg-Kohn functional FHK [n] (18). There exists
a whole Jacob’s ladder of approximations for the exchange and correlation energy, from
local density approximation (LDA), generalized gradient approximation (GGA), hybrid,
double hybrid, range separated functionals etc. It is not the purpose of these lecture notes
to give an account of these methods and the reader is invited to refer to the literature for that
purpose19–22. We will only briefly mention some points relative to the AIMD description
of liquids, but we will first describe some implementations of AIMD.
2.3 Basis sets
To perform actual computation of the Kohn-Sham orbitals, one need to define a represen-
tation, that is a choice of basis-set that is used to define the Kohn-Sham orbitals as linear
combinations of the basis-set elements. The Kohn-Sham orbitals {φi} are expanded on a
basis set {ϕα}:
φi(r ) =
∑
α
cαi ϕα(r ).
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In this section we will quickly discuss the special case of plane wave basis set, as they have
been often used in first-principle Molecular Dynamics simulations.
The typical basis sets are plane waves and atomic centered basis sets. For plane waves,
the basis set elements are defined as2, 23
ϕα(r ) =
1√
Ω
e−iGα·r (33)
where Ω is the volume of the simulation box. For an orthorhombic box with lengths Lx,
Ly and Lz , the wavevectors G are
G = i · 2pi
Lx
· ~x+ j · 2pi
Ly
· ~y + k · 2pi
Lz
· ~z ; with i, j, k ∈ Z. (34)
The main advantage of a plane wave basis set, in view of Molecular Dynamics, is the
independence of the basis set elements with respect to the ionic positions.2 As a result, the
Hellmann-Feynman theorem can be applied straightforwardly, without additional so-called
Pulay terms arising from a basis set that would be dependent on the nuclei positions. The
forces on the ions will be calculated at virtually no extra-cost. There is also no Basis Set
Superposition Error for the same reasons. Another advantage of plane wave basis sets is
that their quality depends only on the number of wave-vectors considered. The number of
basis set elements is controlled by an energy cutoff Ecut such that all plane wave whose
kinetic energy is lower than this value are included:
Ekin =
1
2
‖G‖2 < Ecut. (35)
It is thus easier both to compare results and to make convergence studies with only one
number defining the quality of the basis set. Finally, on the computional side, plane wave
basis sets have the further advantage of being orthonormal. As a result also, they can not
become over-complete (one element being exactly or even approximately a linear combi-
nation of other elements, leading to divergences).
However, plane wave basis sets also have disadvantages. The first one is probably
the very large number of basis set elements which can range from a few 10000 to a few
106. To avoid this number of basis set elements to become even higher so that calculations
would become untractable it is absolutely necessary to employ pseudopotentials: Only
valence electrons are considered, not core electrons; it results from this that the electron-
ion interactions are not simply the fundamental coulomb attraction.24–33 This interaction
also loses its local character (except for very simple cases such as the hydrogen atom) and
takes the general form
Vˆ ps = Vlocal(rˆ) +
∑
kl
PˆkhklPˆl, (36)
where Vlocal(rˆ) is an isotropic local potential and Pˆl are projectors constructed from atomic
orbitals (hkl are parameters, real numbers).
Lately, atom centered basis set have become more popular in the framework of ab initio
molecular dynamics. Atom centered basis-sets in general contain much less elements that
plane waves. Pseudopotentials may still be used, and are most often used, in order to lower
the cost of AIMD. Also, atome centered basis sets are localized in space, which allow
for the development of order-N methods, at least for the construction of the Kohn-Sham
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hamiltonian. Order-N methods have the desired property of having a numerical cost that
scales linearly with the system size. CP2K34 uses gaussian basis sets, which have the
advantage that the kinetic energy, an overlap can be computed analytically. SIESTA for
example uses trully localized basis-sets that are strictly zero outside a finite radius35.
Because of the central role of the electronic density in DFT, one also need a represen-
tation for it. With plane wave basis-sets, it is natural to similarly express the electronic
density as a sum of plane waves. In part because of the common use of periodic boundary
conditions in AIMD, plane wave representations of the electronic density are also em-
ployed with atom centered basis sets.
2.4 Car-Parrinello Molecular Dynamics and Born-Oppenheimer Molecular
dynamics
Having a way to describe the electronic state, one can then compute it along the nuclei
dynamics as needed for AIMD. In principle, the Kohn-Sham orbitals are obtained by di-
agonalization of the non-interacting electrons hamiltonian in an external potential vs(r),
the Kohn-Sham hamiltonian, which itself depends on the Kohn-Sham orbitals and a self-
consistency condition defines the solution of the Kohn-Sham problem. In 1985, Car and
Parrinello1 expressed this condition as a variational problem on the set of Kohn-Sham or-
bitals and showed that the solution can then be obtained by minimization techniques, such
as steepest descent or conjugate gradients. Using a plane wave basis set to describe the
Kohn-Sham orbitals in periodic boundary conditions they could efficiently compute the
electronic state of eight silicon atoms in LDA. The next big step they made was to state
that the Kohn-Sham orbitals can be propagated along with the nuclei as long as this propa-
gation ensures an adiabatic separation of time scales between the Kohn-Sham orbitals and
the nuclear motion. However, this separation of time scales does not have to be as large
as for the actual electronic system. By making the time scale gap smaller, the numerical
propagation would be made easier. To achieve this they proposed an extended Lagrangian,
now known as the Car-Parrinello Lagrangian, to describe the system dynamics, including
the Kohn-Sham orbitals as explicit degrees of freedom. This Lagrangian can be written as
L(R, R˙, φ, φ˙) = 1
2
µ
∑
i
〈φ˙i|φ˙i〉+ 1
2
∑
I
MIR˙
2
I−E[R, φ]+
∑
ij
Λij(〈φi|φi〉−δij). (37)
In this expression E[R, φ] is the Kohn-Sham energy for a given set of nuclear coordinates
and Kohn-Sham orbitals, and we see that the Kohn-Sham energy is expressed as a func-
tional of the Kohn-Sham orbitals instead of a functional of the electronic density: this is
possible since the two have the same minimum. The last term in the Car-Parrinello La-
grangian are Lagrange multipliers to ensure the orthogonality of the Kohn-Sham orbitals
during the dynamics. µ is a fictitious mass for the electronic system: for small enough
µ we have an adiabatic separation of the Kohn-Sham orbitals dynamics and the nuclear
dynamics. The nuclear dynamics is then driven by an average force over a distribution of
the Kohn-Sham orbitals close to the minimum of the Kohn-Sham energy at fixed nuclear
positions: this is precisely the Hellman-Feynman force that drives the nuclear dynamics in
the Born-Oppenheimer approximation. Small fictitious masses µ however make the typical
time-scale for the Kohn-Sham orbitals smaller and small timesteps have to be used, making
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the computation more costly. A compromised has thus to be found between separation of
time-scales and computational cost5.
This was really the start of ab initio Molecular Dynamics as implemented in popular
codes such as CPMD36, Quantum Espresso37 and others. On the methodological side, de-
velopments have been carried out on more efficient minimisation techniques38 and it is
now possible to carry out genuine Born-Oppenheimer dynamics, where the Kohn-Sham
problem is first solved at fixed nuclear positions, then the Hellman-Feynamn forces are
computed to propagate the nuclei dynamics34. Efficiency in part relies in on the develop-
ment of efficient methods for extrapolating the Kohn-Sham orbitals along the dynamics to
serve as good initial guesses for the DFT calculation39, 40. The Born-Oppenheimer propa-
gation then fully parallels a force-field molecular dynamics where the forces are calculated
in a peculiar way. The timestep are then very similar, of the order of 1 fs, while the
fast, although fictitious, time-scale of the Car-Parrinello propagation calls for much shorter
timesteps, of the order of 0.05 fs. Also, the choice of basis set may influence the choice of
the propagation method. Plane wave, including a large number of basis set elements, which
are however orthogonal and independent of the nuclei positions, are very efficient for the
Car-Parrinello propagation. In particular, the calculation of the forces on the atoms comes
at nearly no extra cost, such that the necessary use of a short timestep is not a problem.
With atomic center basis sets, force calculation are more expensive, while extrapolation
methods are more efficient and Born-Oppenheimer propagation is favoured in this case.
3 Applications to Solvation and Chemical Reactions
3.1 Liquid water
The proper description of liquid water by AIMD and more generaly of molecular systems,
thanks to the development of GGA functionals, made AIMD applicable to the study of
chemistry. However, the agreement with experiment is not perfect. To some extend it is
lower than one can be achieved by optimizing an empirical force-field, but the versatility of
AIMD has no equivalent. AIMD water is known to be too structured at room temperature
and experimental water density41, 42. It results in a too low self-diffusion constant. The
phase diagram of AIMD water is also displaced with a too low temperature of the critical
point43 and a too high melting temperature44. The relaxed density at ambient temperature
and ambient pressure is also nearly 20% too low45. The main origin of these discrepancies
with experiment has been identified as being the lack of long-range dispersion, London
forces scaling as 1/R6 for an interatomic distance R, in GGA functionals, which rely only
on a local description of the electronic density. It is nowadays possible to account for
the long range dispersion46–48 and inclusion of these long range effects make the agree-
ment much better with experimental data45, 49–51. New developments in the use of more
advanced electronic state methods, such as hybrid functional or MP2 calculation, make
this agreement quite remarkable52. Nevertheless, GGA’s corrected for dispersion give very
good results for a large class of closed-shell, molecular or ionic, liquids. Also, to many
respect, AIMD water contains most of the important chemistry of water, with a proper de-
scription of the modulation of the hydrogen bonds by the local structure, the discrepancies
coming rather from the non-hydrogen bonded configurations.
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3.2 Structure of solvated species – spectroscopy
This successful description of water paved the way to the study of solvated species. Many
ions have now been studied through AIMD and also molecules6, 53–77. As mentioned in
the introduction, the solvation of metallic cations attracted a lot of attention, from transi-
tion metals78–81, to coinage metals6, 69, 82–87, lanthanides88, 89, actinides90 and other heavy
metals. Simulations were performed not only in ambient water but also at extreme condi-
tions91, 84–87. AIMD makes it indeed possible to study conditions of high pressure and high
temperature because it is not bound to an empirical potential fitted to a specific condition.
Because the dielectric constant of water goes down tremendously as a function of tempera-
ture, ions form more stable complexes and AIMD was able to study complexes of gold and
silver to help understand the mobilisation of these species in hydrothermal sources84–87.
At ambient conditions, stable complexes are formed with multivalent cations92, 93, 89. There
too AIMD made it possible to study the structure, stability and also acidity of such com-
plexes.
Spectroscopy then plays an important role in this field as it enables a direct comparison
of the solvation structures with experiment. EXAFS is of course often used as it is directly
sensitive to the local structure of the ions, but it is not very sensitive to the three dimensional
solvation structure and to the total coordination number90, 85. Near-edge x-ray absorption
spectroscopies94, 95 can then help to this respect. Also, nuclear magnetic resonance96–98 and
electron paramagnetic resonance99, UV-vis absorption100, 83, 71, 101, and nowadays valence
photoelectron spectroscopy102, 103, for which experimental data are now available, are very
valuable because they probe directly the interaction of the solute with water, through the
induced modification of the electronic structure.
Among these spectroscopies, vibrational spectrosc opy has a special place. It probes
the solvent but also the structure of molecular solute and their interaction with water. In
molecular dynamics simulations, the infrared spectrum is readily available through the
fluctuation-dissipation theorem that expresses the signal as104
n(ω)α(ω) =
βpi
3cV 0
∫ +∞
−∞
eiωt〈 ~M(0) ~M(t)〉T dt, (38)
where n(ω) and α(ω) are the refractive index and linear absorption coefficient (Beer-
Lambert coefficient, respectively. ~M(t) is system polarization at time t and 〈·〉T designates
an average at temperature T . β = 1kBT with kB the Boltzmann constant, c is the speed of
light and V the system volume. The infrared signal can then be calculated from the data of
the polarisation ~M(t) of the simulated system along the trajectory. However, this pauses
a problem with periodic boundary conditions since the position operator on the electronic
system is hill defined. Resta105, 106 proposed, using the Berry phase approach107–109, to
define the expectation value of the position operator in PBC as (here for the x axis only):
〈x〉 = L
2pi
= ln〈Ψ|ei 2piL xˆ|Ψ〉. (39)
Note that 〈x〉 is then defined modulo L.
〈Ψ|ei 2piL xˆ|Ψ〉 is a many-body quantity as |Ψ〉 is the all-electron wavefunction and the
operator ei
2pi
L x is not the sum of one-electron operators, but the product. In the Kohn-Sham
method we will replace |Ψ〉 by the wavefunction of the auxiliary non-interacting electron
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system |Ψs〉which is a single Slater determinant constructed from the minimal Kohn-Sham
orbitals:
Ψs =
1√
N !
det[φ1φ2 . . . φN ]. (40)
In that case the expectation value of the position operator takes the form:
〈x〉 = L
2pi
= ln det〈φi|ei 2piL xˆ|φj〉. (41)
The electronic contribution to the polarization, ~Mel, is then defined from the expecta-
tion value of x in the limit of a large system:
~Mel = lim
L→∞
e
2pi
= ln〈Ψ|ei 2piL x|Ψ〉. (42)
AIMD is very advantageous for the study of vibrational spectra. It explicitly accounts
for the molecular environment of the solute, and its fluctuations, in the condensed phase
and at finite temperature. It shares this property with force-field molecular dynamics. How-
ever, the AIMD potential energy surface is naturally anharmonic and frequency shifts in-
duced by interaction with the solvent are well described. This anharmonicity however
makes AIMD results hard at first to interpret in terms of vibrational modes. Recently,
methods have been designed precisely to do so110–112, in particular through the definition
of effective or generalized normal mode coordinates113–115.
Moreover, the electronic polarization discussed above is extracted from the electronic
structure calculation. This is highly crucial116 as illustrated on Figure 1 that compares the
IR spectra of water obtained from the same dynamics but calculating the polarization in
two ways. On the left, the polarization is obtained by a simple model assigning partial
charges to the atoms (scaled to conserve the overall IR intensity), as in force-field cal-
culations, neglecting water polarizability. On the right, it is calculated using the full ab
initio polarization. We can see that the intensities of the signals are very different, the one
obtained from AIMD being much closer to experiment. Comparison with experiment117
shows a red-shift of the OH-stretch typical of DFT calculations using the Becke Lee Yang
and Parr exchange-correlation functional118, 119. For some peaks, such as the low frequency
librational band at 60 cm−1 it is absent if polarizability is not taken into account. This is
then crucial to interpret terahertz spectroscopy, which has emerged as a powerful tool to
study solvation120.
From the knowledge of the structure at the molecular level, knowledge of different
spectroscopic signals, one can try to infer the main features of the interaction of the so-
lute with water. To help drawing such a picture, AIMD has the further advantage that it
gives direct access to the electronic structure. Figure 2, illustrate the electronic density
for a system of 32 water molecules. As in standard molecular dynamics, the condensed
phase is mimicked with periodic boundary conditions such that there is no surface for the
system. In this figure, the electronic density can be seen to be delocalized and links the
water molecules through the hydrogen bond network. Kohn-Sham orbitals, are similarly
”molecular” orbitals that can span, and often do, the whole system. This is not how we
would be tempted to represent the liquid, as a collection of molecules that can be described
each by their molecular orbitals.
This molecular picture can be recovered by using maximally localized Wannier or-
bitals121. Any unitary transformation of the Kohn-Sham orbitals φ → φ˜ = UTφ leaves
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Figure 1: Calculated infrared spectra (black) and experimental infrared spectrum of water117 (red) at T = 300 K.
Left: the IR spectrum is calculated assigning a partial charge qO = 1.04 e to oxygens and qH = 0.52 e to the
hydrogen atoms. Right: Full AIMD computation of the infrared spectrum. The calculation was performed
with a 32 water molecules systems using the Car-Parrinello technique and Becke Lee Yang and Parr exchange-
correlation functional118, 119. The cutoff for the plane-wave basis set was set to 70 Ry.
Figure 2: Snapshot of a 32 water moelcule AIMD simulation with periodic boundary conditions. The gery
surface is an isocontour of the electronic density of the entire system.
both the electronic density n(r ) and the total energy invariant. Any unitary transformation
of the Kohn-Sham orbitals is thus a valid set of orbitals. Canonical orbitals are a special
set of such orbitals which diagonalize the Kohn-Sham Hamiltonian. Localized orbitals on
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the other hand are obtained by finding the unitary transformation U so as to optimize the
expectation value of a two electrons operator Ω:
〈Ω〉 =
N∑
i=1
〈φi(1)φi(2)|Ω|φi(1)φi(2)〉 (43)
that describes the localization of the orbitals. In periodic boundary conditions, decribing
localization is difficult because of the impossibility to define the position absolutely. A
solution to this problem is to minimise
Ω =
−1
(2pi)2
wα ln|zα|2 ; zα = 〈Ψ|ei 2piL rα |Ψ〉, (44)
wα are weights assigned to each axis x, y and z. Maximally localized Wannier orbitals are
defined from the choice of the unitary transformation which minimizes the sum of spreads,
eq. (44), of the orbitals.
These localized orbitals have a well-defined center, referred to as the Wannier center in
PBC and defined as122–124
rwα =
L
2pi
= ln〈φw|ei 2piL rα |φw〉, (45)
for each Wannier orbital φW . As can be seen from this definition the Wannier center is
defined modulo the periodic boundary conditions.
Figure 3, shows the Wannier centers for two water molecules in liquid water, as well as
two isocontours of their molecular density, obtained by summing the electronic densities
of all maximally localized Wannier orbitals that can be assigned to a given molecule. The
assignment of MLWO to water molecules is not ambiguous for this system, for example us-
ing a distance criteria. Their are four MLWO per water molecule, two representing the OH
covalent bond and two the oxygen lone pairs. For non-metallic systems, the MLWO have
an exponential decay at long range and are thus well localized125, 126. It can be seen from
Figure 3 that there is a very small overlap between the reconstructed molecular densities
of two adjacent molecules, recovering a molecular description of the liquid.
This molecular decomposition of the total electronic density can be used for many
purposes. They can serve for the calculation of molecular properties such as molecular
dipole moments. The increase of the water dipole moments from 1.8 D in the gas phase to
about 3 D in condensed phase is a signature of polarization induced by the hydrogen bond
network124. In the case of ice, the molecular dipole moment can be related to the dielec-
tric constant which is found to be in close agreement with experiments. Other molecular
properties computed from the MLWO include polarisability127, molecular energy levels128,
collision cross-sections129 etc.
By identifying the main ingredients of the interaction between molecules it becomes
possible to extend AIMD by developing force-field that include these features. To this
respect also, the MLWO can also be used to construct force-field130, 131. It allows for the
evaluation of partial charges for atoms in the molecule, but also the long-range disper-
sion term and short range repulsion. Force-fields for alkali and halogen ions, reliable for
describing the strucutre and the transport properties, where constructed in this way132.
This is a further advantage of AIMD that should not be overlooked: the electronic state
is not simply an intermediate for the computation of the nuclear forces but is an integrate
38
Figure 3: Wannier centers (green dots) of two water molecules in a 32 water molecules system with periodic
boundary conditions. The green surfaces are isosurfaces of the reconstructed molecular electronic density from
the Wannier orbitals assigned to each water molecule. The inner surfaces enclose 95% of the valence electron of
each molecule, and the outer contour 99%.
part of the description of the system from which observables can be obtained and models
of the interaction constructed.
3.3 Simulation of chemical reactions – free energy evaluation
For chemical reactions, AIMD allow to describe these situations where the solvent plays
an active role, which turns out to be nearly the majority of cases. Examples of chemical
reactions studied with AIMD include proton transfer reactions56, 133, 134, proton transport in
solvents135, 136, elimination and dissociation reactions137–141 etc.142–149, 83, 78, 134, 80, 150 There
too, AIMD allow for the description of extreme conditions and environment. Very re-
cently, chemical reactions under intense electric fields were studied151, 152, reproducing in
silico the Miller experiment showing the formation of organic molecules, that may be at
the origin of life, from inorganic molecules under the influence of electric fields152. The
mechanical activation of chemical reactions has also been studied with AIMD153.
Because of the high computational cost of AIMD, only short timescales can be simu-
lated, which renders the study of slow reactions difficult. However, the impressive devel-
opment of acceleration techniques has helped to bridge these timescales. Because AIMD
is a molecular dynamics on a particular potential energy surface, all techniques developed
for molecular dynamics are readily available for AIMD, starting from the simple umbrella
sampling, to blue moon sampling154, transition path sampling155, accelerated molecular
dynamics156, 157, and metadynamics158–160. These methods, except transition path sam-
pling, rely on the definition of a set of order parameters, which we will denote as sα.
These order parameters can distinguish the reactants from the products and acceleration
techniques consist in forcing the system to sample the whole space of sα and reconstruct
the free energy F (sα) on the order parameter map, from which the reaction mechanism
can be extracted.
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Many order parameters have been suggested and are available in codes such as
PLUMED161. They depend on the system configuration. It can be an interatomic dis-
tance, a coordination number or more involved collective variable describing the topology
of the structure162. However, at difference with force-field based molecular dynamics, it
has been suggested that the order parameters sα can directly involve the electrons, such
that the HOMO-LUMO gap163, 164.
Also specific to AIMD, methods have been developed for the calculation
of acidity constants145, 149, 165, 166 or oxydoreduction potentials of ions or small
molecules167, 83, 78, 168, 79, 80, 165, 169, 166. While the acidity constant can be computed as the
free energy of dissociation reaction, taking as order parameter the distance to the excess
proton from the acid site, it can also be computed as the free energy to insert a proton at
the acid site. Oxydation or reduction free energies are similarly obtained as the free energy
to extract or insert an electron in the system. Both acidity constant and oxydoreduction po-
tentials are then evaluated in a consistent way through thermodynamical integration. The
free energy difference ∆F1→2 = F (S2) − F (S1) between two states of the system, S1
and S2, which are described by two potential energy surfaces V1 and V2, can be written as
∆F1→2 =
∫ 1
0
〈V2 − V1〉λ dλ, (46)
where 〈·〉λ denotes an average at a given λ interpolating between S1 and S2, average of the
canonical distribution at temperature T with a potential energy surface λV2 + (1 − λ)V1.
For example S1 and V1 can describe a system with N electron (oxydized) while S2 and
V2 describe the same system with N + 1 electrons (reduced). These methods are adapted
to the computaion of the reaction free energy of proton coupled electron transfer. In the
general case, the main difficulty resides in the fact that a charged particle is inserted in
the system and absolute energies are difficult to obtain because of the periodic boundary
conditions that make the system surface disappear170–172.
4 Extensions
We have described the main flavour of ab initio simulations, ab initio molecular dynamics,
that relies on the Born-Oppenheimer separation and a classical representation of the nuclei
motion. Extension have been proposed however.
Path-integral methods have been introduced to have a quantum representation of the
nuclei173, 174. In these methods, the quantum mechanical partition function is mapped onto
the classical partition function of necklaces, with one necklace representing on nuclei. The
beads of these necklaces evolve under the influence of the other beads in the same necklace
and on the potential energy surface175. In ab initio path-integral method, this potential en-
ergy contribution is obtained from an electronic structure calculation. This is particularly
of interest for proton transfer reactions and transport where quantum effects are impor-
tant because of the light mass of the proton176, 177, 56, 178, 179. Recently, the proton quantum
momentum distribution has been obtained in water180–182 and ice183 and these calculation
show that a proper description of the anharmonicity of the OH stretch of water, linked to
the hydrogen bond, is crucial, and is only described correctly in ab initio approaches.
There are also situations where the hypothesis that has been made that the system
remains in the electronic ground state is not valid. This is typically the case upon pho-
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toexcitation. Upon photoexcitation, the system is put in an electronic excited state and it
relaxes through non-adiabatic transitions between the adiabatic states. There are ab ini-
tio techniques developed to simulate these processes, with explicit electronic structure
calculations of the adiabatic states and the non-adiabatic couplings between them184–190.
Other approaches employ an explicit time dependent propagation of the electronic state,
so-called Ehrenfest dynamics that couples in a mean field the electrons and nuclei, for
very non-adiabatic and highly energetic situation as in the case of ionization induced by
irradiation191, 192.
Finally, DFT has its limitations. We discussed for example the lack of long range
dispersion. Given the computer power now available and the advent of new algorithms, it
is now possible to perform ab initio simulations with wavefunction based methods such as
MP252. It has been shown that in the case of water, the correct density can then be obtained
at this level of electronic structure theory, at ambient pressure and temperature.
5 Conclusions
AIMD is not just an on the fly calculation of forces using an electronic structure calculation.
The data of the electronic state along the nuclear trajectory is very valuable to get insight
in the interactions at play in the system. Moreover, it pushes the development of prediction
of spectroscopic measurement that aim at directly probing the microscopic structure and
the nature of the interactions. It is also of great value to have a direct comparison with
experiments. This helps in extracting the necessary components to build models upon the
high level of simulation that AIMD represents. In parallel, free energy calculations are
now accessible, in particular for the study of chemical reactions. Through these, the search
for reaction mechanism has gone from the observation of a few trajectories to a meaningful
statistical analysis of the free energy surface.
AIMD has then become a very powerful and reliable technique; it is a very active and
changing field, which makes it fascinating. We have given here a flavour of the techniques
involved and of the type of system studied. However, its field of application is very large,
which is why the method is so attractive, and only a fraction of it has been explored. No
doubt that there are new discoveries to come from using AIMD.
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´
A lot of progress has been made in recent years in the development of atomistic potentials em-
ploying machine learning (ML) techniques. In contrast to most conventional potentials, which
are based on physical approximations and simplifications to derive an analytic functional rela-
tion between the atomic configuration and the potential-energy, ML potentials rely on simple
but very flexible mathematical terms without a direct physical meaning. Instead, in case of ML
potentials the topology of the potential-energy surface is “learned” by adjusting a number of
parameters with the aim to reproduce a set of reference electronic structure data as accurately
as possible. Due to this bias-free construction they are applicable to a wide range of systems
without changes in their functional form, and a very high accuracy close to the underlying
first-principles data can be obtained. Neural network potentials (NNPs), which have first been
proposed about two decades ago, are an important class of ML potentials. While the first NNPs
have been restricted to small molecules with only a few degrees of freedom, they are now appli-
cable to high-dimensional systems containing thousands of atoms, which enables addressing a
variety of problems in chemistry, physics and materials science. In this lecture the basic ideas of
NNPs are presented with a special focus on constructing NNPs for high-dimensional condensed
systems. A recipe for the construction of these potentials is given and remaining limitations of
the method are discussed.
1 Introduction
An accurate description of the atomic interactions is of vital importance for carrying out
reliable computer simulations in chemistry, physics and materials science. Employing the
Born-Oppenheimer approximation2, various electronic structure methods are available to
directly calculate the potential-energy and the atomic forces for a given nuclear configu-
ration based on the laws of quantum mechanics. Often, the potential-energy of interest is
the ground state energy, although the methods discussed below can equally be applied to
excited state energies if they are available. The optimum choice of the electronic structure
method depends on the system and typically requires to find an acceptable compromise
between efficiency and accuracy for the problem of interest, as the exact solution of the
Schro¨dinger equation is impossible for essentially all relevant problems. Each of these
electronic structure calculations then provides a specific point on the multidimensional
potential-energy surface (PES), which is in general a real-valued function depending on all
atomic coordinates in the system yieling its potential-energy. In this lecture, the terms PES
and “potential” will be used synonymously for this function.
For practical reasons the number of electronic structure energies that can be calculated
and stored is limited. Therefore, even in large data bases the energies and forces of most
configurations that are visited, e.g., in molecular dynamics (MD) simulations will not be
available beforehand. Consequently, in ab initio MD3, 4 the energies and forces need to
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be calculated “on-the-fly”, typically employing density-functional theory (DFT)5, 6. Alter-
natively, an analytic expression for the PES can be constructed and used in the simula-
tions, which allows to perform MD simulations more efficiently as the evaluation of such
expressions is much faster than solving the quantum mechanical equations. Also this ap-
proach is justified by the Born-Oppenheimer approximation, because the Hamiltonian and
therefore also the ground state potential-energy is completely defined by the atomic posi-
tions, the nuclear charges, and the total charge of the system. Consequently, in principle a
well-defined relation between the atomic structure and its potential-energy exists. Unfor-
tunately, in most cases the corresponding functional form is too complicated to be derived
analytically.
A pragmatic solution to this problem it the introduction of approximate PESs, and
there are two fundamental approaches. In the conventional approach the solution of the
Schro¨dinger equation is replaced by using a simplified energy expression based on physi-
cal considerations and reasonable approximations. The accuracy of these “physical poten-
tials”, which represent the vast majority of potentials in the literature, is thus limited by
the imposed fixed functional form. Still, in most cases the essential features of the PES are
described correctly, and reliable simulations can be carried out. There are many different
physical potentials of varying form and complexity, ranging from classical force fields7–11
in biochemistry to reactive potentials in materials science12–14.
The central idea of classical force fields is the decomposition of the total energy into
low-dimensional bonding two-, three- and four-body terms representing covalent bonds,
bonding angles and dihedral angles. In addition, electrostatic and van der Waals inter-
actions given by Coulombs law and the Lennard-Jones potential, respectively, are used.
In the low-dimensional bonding terms, only the immediate environment is taken into ac-
count. Since this approach would not be feasible based on the specification of the chemical
elements alone, as the bonding properties are strongly influenced by the positions of the
neighboring atoms, additional information on the bonding properties of the atoms is in-
cluded via the introduction of atom types classifying the atoms according to functional
groups. In this way, total energy expressions with low-dimensional, approximately addi-
tive energy terms can be obtained. The most severe limitation of classical force fields, i.e.,
their inability to describe the making and breaking of bonds, has been overcome in several
reactive force fields, e.g. in the ReaxFF method15.
Most atomistic potentials in the field of materials science are based on the concept of
the bond order16 to take into account the effect of the atomic environments on the bonding
properties. This is of fundamental importance, as in many problems of materials science
involving systems like metals and alloys a good description of very different atomic envi-
ronments is mandatory due to the importance of many-body contributions to the potential-
energy, which render a decomposition of the potential into individual low-dimensional
terms impossible. Further, simulations of these phenomena involve significant atomic re-
arrangements and thus require reactive potentials without the definition of fixed atom types.
An alternative class of atomistic potentials employs very flexible functions without a
direct physical meaning. The aim of these “mathematical potentials” or machine learn-
ing potentials is to fit an analytic expression to a set of reference data obtained in elec-
tronic structure calculations as accurately as possible. These potentials are not yet widely
distributed, but a number of promising approaches have been proposed in recent years
differing in the types of functions that are used. They comprise permutation invariant
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polynomials17, 18, the modified Shepard method employing Taylor expansions19, 20, Gaus-
sian processes21–25, interpolating moving least squares26, 27, artificial neural networks28, 29
and also support vector machines30. A more detailed discussion and comparison of these
approaches can be found elsewhere31. While the construction and use of these potentials
has to be done with care to ensure that the correct physical shape of the PES is obtained,
they are numerically extremely accurate and can be constructed even in difficult cases, for
which no reasonable approximate physical potential can be found.
Physical as well as mathematical potentials provide the energy directly as a function of
the atomic positions using well-defined analytic functions. Therefore, they both represent
“atomistic potentials”, and the use of such potentials enables the calculation of energies
and forces many orders of magnitude faster than electronic structure methods. They are
particularly useful
• if long MD trajectories or extended Monte Carlo simulations are required
• if many MD trajectories are needed to obtain statistically converged results
and/or
• if the systems are too large for the application of electronic structure methods
In all these cases, they allow to extend the time and length scales of computer simula-
tions beyond the realm of ab initio methods provided that a suitable functional form and a
reliable set of parameters can be found, which is often a substantial challenge.
Mathematical potentials like the neural network potentials (NNPs) discussed in this
lecture are capable of describing even very complex PESs, for which physical potentials are
difficult or even impossible to derive. Typical candidates for applications of such potentials
are systems containing
• many different types of interactions, like covalent, ionic and metallic bonding as well
as dispersion interactions
• “unusual” atomic environments, e.g. in amorphous systems, structures emerging dur-
ing phase transitions or being present in coordination chemistry
• complicated reaction and transition paths involving the making and breaking of bonds
Artificial neural networks (NNs)32, 33 have been introduced in 1943 to model and under-
stand the signal processing in the brain34, and in the following decades they have found
wide use in many fields of science35 due to their pattern recognition and data classification
capabilities. There are many types of NNs with different functional forms32, 33. A general
definition covering all these types has been given by Kohonen36:
“Artificial neural networks are massively parallel interconnected networks of simple (usu-
ally adaptive) elements and their hierarchical organizations which are intended to interact
with the objects of the real world in the same way as biological nervous systems do.”
In particular multilayer feed-forward (MLFF) NNs have been demonstrated to be useful
for the construction of PESs due to their ability to represent arbitrary functions. It has
been proven independently by a number of researchers that MLFF NNs are “universal
approximators”37–41, i.e., they enable approximating unknown multidimensional functions
to an, in principle, arbitrary accuracy based on a set of known function values:
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“[...] standard multilayer feedforward networks with as few as one hidden layer using
arbitrary squashing functions are capable of approximating any [...] function from one
finite dimensional space to another to any desired degree of accuracy, provided sufficiently
many hidden units are available. In this sense, multilayer feedforward networks are a class
of universal approximators.”38
This is the theoretical foundation for employing NNs to construct atomistic potentials.
However, in practice this formal proof is of limited use as neither the number or distribution
of training points nor the required size of the NN for the representation of these points
is known. Still, the remarkable result is that there is no fundamental restriction in the
accuracy that can be achieved when constructing NNPs, which is an important difference to
physical potentials, which have intrinsic limitations due to their rather inflexible functional
forms.
In general, NNPs can be defined by three criteria:42
1. NNPs provide a direct functional relation between the atomic configuration and the
potential-energy employing one or more artificial NNs.
2. NNPs are constructed using a set of first-principles data, usually total energies and
sometimes energy derivatives, obtained from a single electronic structure method.
Experimental data cannot be used as experiments often have uncertainties being sub-
stantially larger than the fitting errors of NNPs. Results from different electronic
structure methods cannot be combined as numerically inconsistent information must
be avoided.
3. NNPs do not contain any approximations apart from the intrinsic limitations of the
chosen reference electronic structure method. No other ad hoc empirical functional
components are included.
NNPs offer a number of advantages for the construction of PESs:
• Energies can be fitted to high accuracy with very small remaining errors compared to
the underlying reference data.
• NNPs can be calculated efficiently and require much less CPU time than electronic
structure calculations.
• No knowledge about the functional form of the PES is required.
• The NN energy expression is unbiased, generally applicable to all types of bonding
and does not require system-specific modifications.
Still, there are also disadvantages of NNPs that one should be aware of:
• The evaluation of NNPs is notably slower than the use of simple classical force fields.
• NNPs have no physical basis and only very limited extrapolation capabilities. There-
fore they can fail spectacularly if they are not used properly.
• The construction of NNPs requires substantial effort, and a large number of training
points from demanding electronic structure calculations is required.
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• Currently, NNPs are limited either to systems containing only a few elements or a
small number of atoms.
In the past two decades, NNPs have been constructed for many types of systems. Initially,
they have been restricted to small molecules43–47 and systems, whose complexity has been
strongly reduced by freezing a majority of the degrees of freedom, like small molecules
interacting with frozen metal surfaces28, 48, 49, 29, 50–59, or extensions of water potentials to
include polarzation effects truncated at low order while keeping rigid water monomer ge-
ometries60, 61. A comprehensive summary of previous work on NNPs can be found in two
recent reviews62, 63.
Only a few attempts have been made to date to construct NNPs for high-dimensional
systems. The term “high-dimensional” has been used frequently and with different mean-
ings in the literature. Here, we consider a potential as being high-dimensional if it is
applicable to systems containing thousands of atoms and all their degrees of freedom ex-
plicitly. One early approach to construct high-dimensional NNPs by Smith and coworkers
published in 199964, 65 is based on a decomposition of the system into chains of atoms of
increasing length, whose energies are constructed using a NN of variable size. Surpris-
ingly, this promising idea has not been further developed until 2007, when it was extended
to represent the PES of silicon using tight binding reference data66. Since then, the only
application of this method has been the construction of the DFT PES of the same system in
200867. Another very appealing approach introduced by Manzhos and Carrington is based
on a rigorous many-body expansion of the potential-energy using redundant coordinates
and a high-dimensional model representation68–72. Here, in essence, the potential-energy
is expressed as a sum of terms of increasing order in the spirit of a many-body expansion,
and it has been demonstrated that formally low-dimensional NNs can be used if the input
coordinates are constructed as a function of the original atomic coordinates. This method,
which is very accurate and has no fundamental conceptual limitations, has been applied
to date only to rather small organic molecules, as the number of NN evaluations increases
rapidly with system size making it very costly for larger systems. Still, it is probably the
most systematic approach to construct NNPs.
In this lecture the basic methodology of a NNP approach, which has been introduced by
Behler and Parrinello73, 74, 42 to address high-dimensional systems, and its extensions will
be discussed with a focus on its construction and applicability. To date NNPs based on this
approach have been constructed for various systems including silicon73, 75, 76, copper77, car-
bon78, 79, sodium80, 81, zinc oxide82, copper clusters supported at zinc oxide83, neutral84–86
as well as protonated water clusters87, and the phase change material GeTe88–91. Many of
the techniques described below are very general and can be applied to all types of NNPs
and even beyond to other types of ML potentials.
2 Conventional Neural Network Potentials
Most conventional NNPs use a single MLFF NN to construct a direct functional relation
between the atomic configuration and the potential-energy. For this purpose, a number of
artificial neurons is organized in several layers as shown in Fig. 1. The potential energyE is
obtained in the neuron, or node, in the output layer. It depends on the atomic configuration
that is provided to the NN in form of a vector of input coordinates G = {Gi}. The specific
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choice of input coordinates is a crucial aspect of any NNP, as these coordinates need to
fulfill a number of requirements. In between the input and the output layer there are one
or more so-called “hidden layers”. As their name implies, they have no physical meaning
but define the functional form of the NN and provide the required mathematical flexibility
to construct the functional relation between the input and the output of the NN. The more
hidden layers are used and the more nodes are included in each hidden layer, the more
flexible is the functional form of the NN. A typical NN architecture contains two to three
hidden layers and up to typically about 50 nodes per layer. The entity of all layers including
the input and output layer as well as the number of nodes per layer defines the architecture
of the NN. For instance, the NN shown in Fig. 1 can be described by the short notation
3-5-5-1, where each number specifies the number of nodes in one layer starting from the
input layer.
Figure 1: Schematic structure of a small feed-forward neural network (NN). The nodes are arranged in layers
and the goal is to establish a functional relation between the energy output E and the structure described by a
vector of input coordinates {Gi}. The functional form of the NN is given by Eq. 2.
As indicated by the arrows in Fig. 1 each node in each layer is connected to the nodes in
the adjacent layers by a weight parameters, where the symbol aklij is used for the parameter
connecting node i in layer k with node j in layer l with l = k + 1. The input layer has
the superscript 0 and the arrows label the direction of the flow of information through the
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network. Further, there is a bias node connected to all nodes in the hidden layers and to the
output node providing the number “one”, which can be scaled by a bias weight bji , where j
is the layer of the target node and i is its number. The value yji of any node i in any hidden
layer j can then be calculated from the values of the Nj nodes in the previous layer and
the connecting and bias weight parameters by
yji = f
j
i
bji + Nj−1∑
k=1
aj−1,jk,i · yj−1k
 . (1)
This equation is essentially a linear combination of the values of the nodes in the previous
layer, which has been shifted by the bias weight. As the topology of a PES generally cannot
be expressed as a simple linear combination, a non-linear function f ji is applied, which is
called “activation function” or “basis function” of the NN. It has the purpose to provide
the capability of fitting arbitrary functions. As part of the NN total energy expression the
activation functions must be differentiable to determine analytic forces and to calculate the
derivatives of the NN output with respect to the weight parameters needed for the gradient-
based optimization of the weights. In case that forces are used for the NN training as well,
also second derivatives of the activation functions are needed.
There are many possible choices for the activation functions. They all have in common
that they have a non-linear region and that they typically converge to 1, -1 or 0 for very
large and very small arguments. Frequent choices are the hyperbolic tangent, the sigmoid
function and Gaussians. Still, also periodic activation functions like trigonometric func-
tions92 and exponentials69 have been proposed. For the node in the output layer, often a
linear function is used to avoid any restriction in the range of possible output values of
the NN. The complete functional form of the small example NN in Fig. 1 is a hierarchy
of nested activation functions acting on linear combinations of the values in the previous
layer given by
E = f31
b31 + 5∑
k=1
a23k1 · f2k
b2k + 5∑
j=1
a12jk · f1j
(
b1j +
3∑
i=1
a01ij ·Gi
) . (2)
Starting from the left side of Fig. 1 first the values of the nodes in the first hidden layer
are calculated, followed by the nodes in the second hidden layer and so forth until the
output node is reached. The NN energy expression also provides access to forces and
higher derivatives. These should not be fitted separately using additional output nodes as
this necessarily would result in numerical inconsistencies between the energies and forces.
Instead the forces can be calculated as analytic derivatives as discussed below.
In order to obtain physically meaningful energy outputs, NNPs need to be trained to a
set of known reference points obtained from electronic structure calculations. This is done
by optimizing the weight parameters, which are initially chosen as random numbers, iter-
atively to minimize the error of this training set. This is often a very time-consuming step,
as the training data sets can become very large and also the number of weight parameters
Nw to be optimized can be substantial,
Nw =
MHL+1∑
k=1
(Nk−1 ·Nk +Nk) , (3)
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where MHL is the number of hidden layers and Nk is the number of nodes in layer k
including the output layer. NNPs containing only a single feed-forward NN have been
constructed successfully for a number of low-dimensional systems containing up to about
12 degrees of freedom. A highly recommended tutorial-style discussion of fitting simple
model functions by NNs can be found elsewhere93.
3 High-Dimensional Neural Network Potentials
Using a single feed-forward NN for the construction of high-dimensional NNPs is impossi-
ble for several reasons. First of all, for each atom added to the system three new degrees of
freedom need to be included in form of additional input nodes. If the total number of input
nodes becomes too large, the construction of the NNP will be inefficient because there are
too many weight parameters to be determined in the fitting process. Further, in applications
of the NNP the calculation of the output energy will be slow. Finally, constructing a suf-
ficiently dense set of training points becomes very challenging in a too high-dimensional
coordinate space both in terms of selecting the points and in terms of CPU time.
Another fundamental problem, which is present even for small molecules, is related
to the symmetry of the NN. For a water monomer, which can be described by three inter-
atomic distances, both OH bonds are chemically equivalent. If the positions of both hy-
drogen atoms are exchanged, the atomic configuration must still have the same potential-
energy since chemically the structure has not changed. As the connecting weights of a
NNP all have numerically different values, changing the order of the input coordinates,
i.e. of the two OH-bond lenghts, will result in a numerically different energy output. This
problem has been recognized very early, and a solution has been proposed already in 1998
by Gassner et al.61. Instead of using a set of interatomic distances a symmetrization step
corresponding to a transformation of the initial internal coordinates is introduced in this
approach. Consequently, chemically equivalent atoms lose their identity and all possible
representations, i.e. orders of the atoms, yield the same NN input vector. Therefore, the
same output energy is obtained as it should be. Unfortunately, this method, which has
also been extended to the scattering of molecules at solid surfaces49, is applicable only to
very small systems, as the complexity of the symmetrization step increases rapidly with
the number of atoms. Even this simple example illustrates the crucial importance of the
choice of input coordinates, and this topic will be discussed in more detail in below.
Finally, any NNP consisting of a single NN is only applicable to the system size that
has been used for its construction, which is another severe problem. If an atom would be
added when applying the potential, the connecting weights for the additional input nodes
would not be available. If, on the other hand, an atom would be removed, its NN input
coordinates would be ill-defined, and using simply a set of zero input values for these nodes
is not possible because these numbers would change in frequently used preprocessing steps
of the input coordinates (cf. below).
A solution to all these problems is to construct the energy Es of the system as a sum of
Natom atomic energy contributions Ei, which are provided by a set of individual atomic
NNs,
Es =
Natom∑
i=1
Ei. (4)
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The atomic energy contributions depend on the local chemical environments up to a cutoff
Figure 2: Illustration of the atomic environment defined by a cutoff radius Rc in a periodic system containing
two different elements (white and black circles). In high-dimensional neural network potentials, all atoms inside
the cutoff sphere determine the energy contribution of the central atom to the potential-energy.
radius Rc as shown in Fig. 2. This cutoff radius, which typically has values between 6 and
10 A˚, is a convergence parameter and needs to be tested to ensure that all energetically rel-
evant interactions are included. The positions of the neighboring atoms within the resulting
cutoff sphere are then described by a set of many-body symmetry functions. They serve as
a structural fingerprint and are supplied to the atomic NNs as a vector containing usually
between 20 and 100 function values. The structure of the atomic NNs is essentially iden-
tical to the structure of the single-NN NNPs discussed in the previous Section (cf. Fig. 1)
with the only difference that the output is now just a part of the total energy.
The resulting high-dimensional NN approach is shown schematically in Fig. 3 for a
system consisting of N water molecules. For each atom there is a separate line starting
from the Cartesian coordinate vector R of the atom. In the next step a vector of many-body
symmetry functions G is constructed for each atom, which describes the arrangement of all
atoms in the chemical environment. Consequently, the symmetry function values depend
on the Cartesian coordinates of all other atoms as indicated by the grey arrows. This vector
of symmetry function values is the input for the atomic NN yielding the energy contribution
of the atom. Once each atomic energy contribution has been determined, the total energy
Es is obtained by summing all contributions.
It should be noted that although the atomic NNs provide “atomic energies”, no infor-
mation about partitioned atomic energies is required and the weight parameters can be
determined using total energies from electronic structure calculations only. The condi-
tion of permutation invariance of the total energy with respect to the order of the atoms is
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Figure 3: Schematic structure of a high-dimensional neural network potential for a system containing N water
molecules. First, for each atom the Cartesian coordinate vectorsR are transformed to symmetry function vectors
G, which describe the atomic environments and serve as input for the atomic neural networks providing the
atomic energies. Finally, the atomic energy contributions are added to yield the short range energ Es.
automatically satisfied in this method as the order of the summation does not change the re-
sulting total energy. For each element, like oxygen or hydrogen, there is a separate type of
atomic NN with its own architecture and set of weight parameters, but for a given element
all atomic NNs are identical. Different atomic energy contributions arise only because of
the different NN input vectors reflecting the different environments. As a result, the high-
dimensional NN method is also applicable to systems of different size, in the training of
the NNP as well as in its application. If an atom is added, the scheme in Fig. 3 is extended
by another line of the respective element. If an atom is removed from the system, its line
is deleted.
In summary, by using the energy expression in Eq. 4 the most severe problems of
conventional NNPs can be solved:
• The introduction of a cutoff reduces the effective dimensionality to the energetically
relevant interactions, which allows to use NNs of tractable size. Still, the remaining
atomic environments often contain up to 100 neighboring atoms or more enabling the
inclusion of high-order many-body effects.
• The total energy is invariant with respect to the order of the atoms.
• The NNP is applicable to systems containing different numbers of atoms without the
need to determine a different set of weight parameters for each system size.
In the original high-dimensional NNP method of Behler and Parrinello73 all interac-
tions between atoms separated by more than the cutoff radius are truncated. Still, there
might be interactions beyond this radius that should be included, like rather long-ranged
electrostatic interactions. For this purpose, it is possible to extend the total energy expres-
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sion in Eq. 4 by an additional electrostatic term82, 84 Eelec,
E = Es + Eelec =
Natom∑
i=1
Ei + Eelec. (5)
The electrostatic energy is calculated using either Coulombs law or an Ewald summation94,
i.e. no spatial truncation is applied. The required charges are constructed as environment-
dependent atom-centered charges expressed by a second set of atomic NNs in the same
way as the (now “short-ranged”) energy contributions in Fig. 3. Like atomic energies,
atomic charges are no quantum mechanical observables, but still applying charge parti-
tioning methods is much more common than using energy partitioning schemes95, 96. We
have therefore chosen to use Hirshfeld charges97 obtained in electronic structure calcula-
tions to determine the weight parameters of the atomic charge NNs. In principle, however,
it would also be possible to couple the fitting of the weight parameters of the short-range
energy and charge NNs and to determine the charges under the only constraint that the best
possible total energy is obtained. This, however, is computationally substantially more
demanding. Also higher electrostatic multipoles can be represented by NNs, as has been
demonstrated by Popelier and coworkers98, 99.
It should be noted, however, that according to our experience including long-range
electrostatic interactions does only marginally improve the description of the PES for most
systems as all electrostatic interactions within the cutoff region can be described as well
by the short range part of the NNP, which does not distinguish between electrostatic and
non-electrostatic interactions. Consequently, the electrostatic NN is only relevant for elec-
trostatic interactions of atoms separated by more than the cutoff radius. Including electro-
statics explicitly requires to separate the reference total energies into an electrostatic and
a short range contribution before the fitting to avoid a double counting of the electrostatic
part. Because of the singularity of the Coulomb interaction at short distances, removing
the electrostatic energy from the total energy can thus even give rise to an increased cor-
rugation of the remaining short range part of the potential. This complicates the fitting
and can be avoided by screening the electrostatic interactions at short distances84. This
screening has no consequences for the accuracy of the potential as the screened part of the
electrostatic energy is by definition compensated by the short-range energies.
Finally, also van der Waals terms can be added to NNPs. Conceptually, there is no
need to add these terms as all kinds of interactions are treated by NNPs on an equal footing
and the most relevant part of van der Waals interactions is acting inside the cutoff radius.
Still, DFT calculations are frequently used to train NNs and depending on the choice of the
exchange correlation functional DFT often provides a poor description of van der Waals
interactions, which is a well-known deficiency of GGA functionals that has received a lot
of attention in recent years100. A number of correction schemes have been proposed to
improve the description of van der Waals interactions. In case of NNPs in particular the
D3 method by Grimme101 has been found to be useful85, because the NN energies are
numerically very close to the DFT energies. Consequently, the D3 correction can equally
be applied to the NN energies after the evaluation of the NNP. Alternatively, the corrections
can be applied to the training set before fitting the NN parameters, which reduces the
computational costs of the NNP to that of standard high-dimensional NNPs and enables
using other correction schemes102.
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4 Symmetry Functions
4.1 Properties of Symmetry Functions
Having established the structure of high-dimensional NNPs, one of the most important
decisions to be made concerns the description of the atomic configurations using a suitable
set of coordinates. Cartesian coordinates cannot be used at all, because their numerical
values are not invariant with respect to translations and rotations of the system. Since, on
the other hand, the structure of a system and thus its energy remain unchanged upon these
operations, so must be the set of input coordinates. In case of NNPs, many different types
of coordinates have been used over the years like interatomic distances60, symmetrized
distances61, functions including the symmetry of surfaces29, 49, complex combinations of
coordinates in a many-body expansion70, and many others.
In this lecture the transformed coordinates, which are many-body functions of all
atomic positions inside the cutoff spheres, will be called “symmetry functions” for his-
toric reasons. The term “symmetry” does not refer to the point group or the space group of
the system, but to the basic requirement that structurally equivalent representations of the
system must give rise to the same set of coordinate values. The most common but also the
most critical operation is the permutation of atoms, i.e. their order in the structural descrip-
tion, since the order of the atoms is arbitrary. Any exchange of atoms of the same element,
which is not at all restricted to positions being equivalent by symmetry, must not affect the
vector of symmetry function values. Constructing such permutation invariant input coordi-
nates, which is a common problem for all ML potentials103, has been a major challenge in
the advent of NNPs. Symmetries in the traditional meaning of symmetry operations do not
play an important role, since they are included as a special case in the permutation sym-
metry and since in most applications like MD simulations at finite temperatures systems
possess only C1 symmetry.
For high-dimensional NNPs employing a cutoff radius to define the energetically rele-
vant atomic environment it must be ensured that the number of symmetry functions does
not depend on the number of atoms inside the cutoff sphere, as this can change in the
course of MD simulations. Another obvious criterion for the choice of the symmetry func-
tions is their ability to distinguish different atomic environments and to provide similar
coordinate values for similar atomic configurations to facilitate the fitting process. Contra-
dictory data, which emerge if two different structures with different energie have closely
resembling symmetry function values, must be avoided as this strongly hampers the deter-
mination of the NN weight parameters. Finally, we note that even complicated functional
forms of the symmetry functions are acceptable, since the transformation of the coordi-
nates does not need to be inverted. In both cases, in the training of the NNP as well as in
its application, the transformation is starting from the Cartesian coordinates to obtain the
symmetry functions. A transformaiton in the opposite direction is not required.
In summary, a set of symmetry functions for the construction of high-dimensional
NNPs must have the following properties:
• rotational and translational invariance
• invariance with respect to the permutation of atoms of the same element
• provide a unique description of the atomic positions
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• constant number of function values independent of the number of atoms in the cutoff
spheres
In the following Section, the functional forms of several types of symmetry functions suit-
able for the construction of high-dimensional NNPs will be discussed. Further details and
additional functions can be found elsewhere74.
4.2 The Functional Form of the Symmetry Functions
An important component of all symmetry functions is the cutoff function fc defining the
atomic environments. Two possible choices are the function
fc,1 (Rij) =
{
0.5 ·
[
cos
(
piRij
Rc
)
+ 1
]
for Rij ≤ Rc
0.0 for Rij > Rc,
(6)
which is essentially the monotonically decreasing part of a cosine function whose domain
has been rescaled from pi to Rc and the function
fc,2 (Rij) =
{
tanh3
[
1− RijRc
]
for Rij ≤ Rc
0.0 for Rij > Rc.
(7)
Both functions decrease with increasing distance Rij between the central atom i and its
neighbor j, which reflects qualitatively the reducing strength of the interactions between
the atoms. At the cutoff radius Rc both functions have zero value and slope as shown in
Fig. 4. This is important for the calculation of the forces, which require the determination
of the derivatives of the symmetry functions with respect to the atomic Cartesian coordi-
nates. Additionally, in case of cutoff function fc,2 (Rij) also the second derivative is zero
at Rc. Formally, this is important to avoid discontinuities in the change of the forces when
atoms enter or leave the cutoff spheres in MD simulations as this can possibly result in
problems to achieve energy conservation. We found that as long as sufficiently large cutoff
radii are used, i.e. 6 A˚ or more, also function fc,1 (Rij) provides an excellent energy con-
servation. In the symmetry functions discussed in the remaining part of this Section, the
function fc can be either of these two functions.
Figure 4: Plot of the cutoff functions fc,1 and fc,2 and their derivatives as defined in Eqns. 6 and 7, respectively.
Based on the cutoff function as a central component, several types of many-body sym-
metry functions can be constructed. There are two classes of symmetry functions: “radial”
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symmetry functions, which describe the radial distribution of neighbors up to the cutoff
radius, and “angular” symmetry functions specifying their angular arrangement. All sym-
metry functions have in common that each of them depends on the positions of all atoms
inside the cutoff spheres. Therefore, in contrast to internal coordinates like bond lengths,
their numerical values are not always easy to illustrate. Apart from facilitating the descrip-
tion of many-body contributions to the potential another important reason to use symmetry
functions depending on all neighboring atoms is to obtain a constant number of function
values independent of the number of atoms in the cutoff spheres. It is neither possible nor
desirable to use a separate symmetry function for each neighboring atom, like a distance,
because then the number of input nodes of the atomic NNs would change with the number
of atoms in the cutoff spheres and the use of a single atomic NN per element would be
impossible.
The most basic radial symmetry function describing the environment of atom i is sim-
ply a sum of the cutoff functions for all neighboring atoms j inside the cutoff sphere,
G1i =
Natom∑
j=1
fc (Rij) . (8)
Consequently, a single number is obtained, which can be interpreted as a coordination
number up to the cutoff radius. This single number is of course not sufficient to describe
the radial arrangement of the neighboring atoms. This can be achieved by using a set of
these functions with different spatial extensions given by different cutoff radii as plotted in
Fig. 5a. Still, this function type needs to be used with care as too short cutoff radii can give
rise to artefacts in the forces close to the cutoff radius. A detailed discussion of this aspect
can be found elsewhere74.
Figure 5: Plot of the radial symmetry functionsG1 andG2 (panels (a)-(c)) and of the angular part of the angular
symmetry function G3 (panel (d)). In (b) and (c) the cutoff radius has been set to 6 A˚.
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A better choice to describe the radial arrangement of atoms in the cutoff sphere is a
sum of products of Gaussians and the cutoff function,
G2i =
Natom∑
j=1
e−η(Rij−Rs)
2 · fc (Rij) . (9)
Here, for all functions the same large cutoff should be used to obtain reliable forces for all
interatomic distances. Instead, the effective radial extension of the symmetry functions can
be controlled by the parameter η, which defines the width of the Gaussians (cf. Fig. 5b). In
this way, a strict decay to exactly zero in value and slope at too short radii can be avoided
while still different radii can be probed by the symmetry functions using different values of
η74. For non-zero values of the shifting parameter Rs the center of the Gaussians can also
be displaced to certain radii resulting in spherical shells of a width given by η as shown in
Fig. 5c to improve the sensitivity of the symmetry functions at specific radii.
Describing the radial distribution of neighboring atoms is not sufficient to obtain a
suitable structural fingerprint of the atomic environments. This can be achieved by using
additional angular functions depending on the angle θijk, which is centered at the central
atom i and is enclosed by the two interatomic distances Rij and Rik. As the potential
is periodic with respect to this angle, instead of θijk its cosine is used. A suitable angular
symmetry function can then be defined as a sum over all cosines with repect to any possible
pair of neighbors j and k, which are multiplied by Gaussians of the three interatomic
distances in the triple of atoms and the respective cutoff functions,
G3i = 2
1−ζ∑
j 6=i
∑
k 6=i,j
[
(1 + λ · cos θijk)ζ · e−η(R
2
ij+R
2
ik+R
2
jk)
· fc (Rij) · fc (Rik) · fc (Rjk)
] (10)
This functional form ensures that G3i approaches zero if the distance between any two
atoms in the triple becomes larger than the cutoff radius, as in this case the triple is not
completely included within the cutoff sphere of all three atoms. Again, the width of the
Gaussians η needs to be specified to take into account that the importance of the angle
depends on the atomic separations. The distribution of angles can be probed by using
different exponents ζ as shown for the plot of the angular part of G3i in Fig. 5d, and the
normalization factor 21−ζ ensures that the range of values is independent of the actual
choice of exponent. The parameter λ, which can have values of +1 or −1 can be used to
invert the shape of the cosine function to obtain a good description at different values of
θijk. While for λ = 1 the maxima of the cosine terms are at θijk = 0◦, for λ = −1 they
are located at θijk = 180◦.
An alternative angular function is given by
G4i = 2
1−ζ∑
j 6=i
∑
k 6=i,j
[
(1 + λ · cos θijk)ζ · e−η(R
2
ij+R
2
ik) · fc (Rij) · fc (Rik)
]
. (11)
Here, the Gaussians and cutoff functions with respect toRjk have been omitted. This mod-
ification has two consequences. First, the numerical values of G4i are generally larger than
of G3i , since e
−ηR2jk and fc(Rjk) are both lower than one, making this function more use-
ful for larger atomic separations. Second, it is possible to take into account atomic triples
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in which j and k are both in the cutoff sphere of atom i but separated by more than Rc.
As the maximum possible distance between j and k inside the cutoff sphere is 2 · Rc, a
significantly larger number of angles is thus included in the summation resulting in very
different values compared to angular functionG3i . Further types of radial and angular sym-
metry functions and a discussion of their properties can be found elsewhere74. The ability
of these symmetry functions to describe and distinguish different atomic environments can
also be used for the classification of structures, as has been demonstrated by Geiger and
Dellago104.
Several comments should be made on the definition of the symmetry function set. First,
the parametersRc, η,Rs, ζ, and λ define the spatial shape of the symmetry functions. Con-
sequently, they are not optimized but remain fixed during the determination of the weight
parameters of the NN. In this sense they are similar to basis functions in electronic struc-
ture calculations. Second, as the NN weights have been obtained for a specific set of input
symmetry functions, these functions need to be known when applying the NNP in simu-
lations. Consequently, the symmetry functions can be considered as a part of the NNP.
Finally, the number of symmetry functions grows rapidly with the number of elements in
the system. For instance, for each value of η there is one function of type G2 for each
element in the neighborhood and for each element of the central atom. As the atomic NNs
are separated and independent from each other, the different possible central elements are
not relevant. Still, the combinatorial increase of the radial and in particular of the angular
functions for a given central atom is currently limiting the number of elements that can be
included in high-dimensional NNPs. It has also been demonstrated, that high-dimensional
NNPs can be constructed using environment-dependent atom-pair contributions to con-
struct the potential-energy105, but this method is compuationally more demanding than the
atom-based approach, since the number of possible pairs is substantially larger.
4.3 Construction of Symmetry Function Sets
The choice of symmetry functions is a very important step for the construction of high-
dimensional NNPs, as a reliable distinction of different structures is mandatory. If this
distinction is not possible, e.g. if too few symmetry functions are used, different reference
structures with differing energies and forces give rise to the same set of symmetry function
values. Consequently, these structures are identical for the NN, the PES is not defined as
a unique function of the atomic configuration, and there may be different energies for “the
same structure”, which results in poor fits.
While the construction of the symmetry function sets still is to some extent empirical,
there is a number of analyses that can be carried out to investigate if a vector of symmetry
functions is appropriate for the construction of a NNP:
• The symmetry functions should cover the configuration space in an unbiased way. A
reasonable initial choice is to use, e.g., an equidistant set of radial functions as shown
in Fig. 5b. The spatial extension of the function with the smallest effective range
should be selected based on the shortest interatomic distances present in the data set.
It must be avoided to include symmetry functions, which have a value of zero for
all atoms and as a rule of thumb the turning point of the Gaussian with the largest η
value should correspond to the shortst bond for the respective neighboring element.
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Consequently, for different neighboring elements, the symmetry function parameters
may differ.
• For each symmetry function the range of values present in the data set should be an-
alyzed. If the range of values, i.e. the difference between the smallest and largest
function value, is too small, the symmetry function is not contributing to the distinc-
tion of different structures and should be removed from the symmetry function set.
Further, also the normalized range of values obtained through dividing by the stan-
dard deviation of the function values should be reasonable to ensure that the range
of values is not dominated by a few outliers. If the difference between the symme-
try function values is too small, the fits might become numerically unstable as the
NN will try to assign substantial energy changes to tiny differences in the symmetry
functions.
• In order to test if the symmetry functions allow to distinguish different structures, the
data set should be investigated for contradictory data. In particular the atomic forces
represent a valuable test case, as they provide local atom-specific information about
the PES. If, for example, the magnitude of the forces is very different for two atoms,
they must have a different chemical environment, and consequently also the symme-
try function vectors must be different. If the data set is searched systematically for
pairs of atoms having similar symmetry function vectors but experiencing different
forces, as discussed in Ref.74, inappropriate symmetry function sets can be identi-
fied and augmented by further functions until different atomic environments can be
distinguished.
• The set of symmetry functions should be kept as small as possible to increase the
efficiency of the calculation of the NN energy output. This can be investigated by
determining the correlation between the values of a given symmetry function for all
atoms in the reference set. If there is a high correlation, the symmetry functions are
(close to) linearly dependent and essentially no additional information is provided by
using both instead of only one of these symmetry functions. This analysis can also be
used to construct symmetry functions in a systematic way. For instance, to find the η
values for a set of G2 functions, first a function with η = 0 is constructed, which has
the largest possible spatial extension. For the next function, the η value is increased,
i.e. the Gaussian is contracted, until the correlation of the obtained function values to
the values of the first function decreases below a certain threshold value, e.g. 90 %.
Then, the next function is added and η is further increased until the correlation to the
other two functions is below this threshold an so forth. The set ofG2 functions is then
complete, if an η value is reached, for which the range of values of the new symmetry
function approaches zero.
All these tests for identifying a suitable set of symmetry functions depend on the specific
composition of the available reference data set. Consequently, as the data set is typically
increased step by step during the construction of a potential, several subsequent adjust-
ments and refinements of the symmetry function set will be required. Usually it is not
possible to use a large set of symmetry functions initially, since the small reference sets
in the early stages of the construction of the NNP often only cover a part of the relevant
configuration space. Functions, which enable to distinguish structural feature not present
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in this set may thus not have a sufficiently wide range of values. On the other hand, the
small symmetry function sets used for small initial data sets will not allow to distinguish
data entering this set at a later stage. Consequently, an extension of the set of symmetry
functions will be required while the reference set is increasing.
4.4 Preconditioning the Neural Network
In order to obtain a NNP, which is able to represent a given reference set with small er-
rors, the fitting capabilities of NNs have to be exploited in an efficient way. This can be
facilitated by preconditioning the atomic NNs in two different ways: concerning the input
symmetry function values as well as concerning the initial values of the weight parameters.
By construction, the individual symmetry functions can have very different ranges of
values, and a symmetry function with very large absolute values will have a siginificant
impact on the value of the nodes in the first hidden layer, while symmetry functions with
small absolute values will only play a minor role. The importance of the different symme-
try functions can be balanced by rescaling the range of values for each symmetry function
to the same interval61, e.g. [−1, 1], by applying
Gscaledi =
2 (Gi −Gi,min)
Gi,max −Gi,min − 1, (12)
whereGi,min is the smallest value of functionGi andGi,max its largest value in the data set.
It is often useful to center the range of values around 0, as this is the center of the non-linear
regions of most activation functions. Alternatively, this can also be achieved by shifting
the center of mass of all symmetry function values to zero. In addition to rescaling the
symmetry functions, it is also possible to normalize the linear combinations at each node
in the NN by dividing the sum by the number of nodes in the previous layer. This procedure
has the advantage that it is applicable to arbitrary hidden layers and does not only refer to
the first hidden layer. Further, even if the symmetry functions have been scaled, still the
linear combination of symmetry function values can result in large numbers depending on
the size of the NN, which is unfavorable as the subsequently applied activation functions
are not used in their non-linear region but in their saturation part. Also this problem can be
solved by normalizing the linear combination before applying the activation functions.
Apart from preconditioning the symmetry function values, also the initial choice of the
weight parameters is very important. They can be chosen simply as random numbers, but
a decision has to be made on the type of distribution as well as on the range of values. Fur-
ther, there is a number of procedures that have been proposed in the literature to determine
an optimum set of initial weight parameters, like the scheme of Nguyen and Widrow106.
Finally, the initial errors of the training points can also be strongly reduced by precon-
ditioning the weights. This primarily concerns the standard deviation and the center of
mass of the output energies. The center of mass of the initially random energy outputs of
the NNP can be aligned with the center of the target energies by adjusting the bias weight
of the output node, which corresponds to a simple shift of the average output energy. The
standard deviation of the NN output energies and of the energies in the training set can be
matched by modifying the connecting weights between the last hidden layer and the output
layer. By this simple procedure, the average initial errors of the NNP can often be reduced
by one or two orders of magnitude.
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4.5 Symmetry Functions and Forces
The availability of forces is crucial for many applications of NNPs like MD simulations
and geometry optimizations. Since NNPs have well-defined functional forms, analytic
derivatives are readily available by applying the chain rule to take into account the initial
transformation of the atomic Cartesian coordinates onto the many-body symmetry func-
tions. In general, the force with respect to some atomic coordinate α is the sum of the
short range force Fα,s and the electrostatic force Fα,elec,
Fα = Fα,s + Fα,elec = −∂Es
∂α
− ∂Eelec
∂α
. (13)
The short-range component of the force is then given by
Fα,s = −∂Es
∂α
= −
Natom∑
j=1
∂Ej
∂α
= −
Natom∑
j=1
Nsym,j∑
µ=1
∂Ej
∂Gjµ
· ∂Gjµ
∂α
, (14)
whereNsym,j is the number of symmetry functions of atom j. The first term in the product
is given by the architecture of the NN and contains also the weight parameters, while the
second term depends on the definition of the symmetry functions.
The electrostatic force contribution can be calculated by
Fα,elec = − ∂
∂α
1
2
Natom∑
i=1
Natom∑
j=1,j 6=i
QiQj
Rij
= −
Natom∑
i=1
Natom∑
j=1,j 6=i
1
2R2ij
[
∂Qi
∂α
QjRij +Qi
∂Qj
∂α
Rij −QiQj ∂Rij
∂α
]
. (15)
Here, it is important to note that in addition to the usual derivative of Coulombs law that
is used in many force fields employing fixed atomic charges there are two additional terms
taking into account the environment-dependence of the atomic charges Qi and Qj . Af-
ter some rearrangements, regrouping of indices and considering the transformation of the
Cartesian coordinates to symmetry functions we finally obtain
Fα,elec =
Natom∑
j=1
Natom∑
i=1,i6=j
Qi
Rij
·
1
2
Qj
Rij
∂Rij
∂α
−
Nsym,j∑
k=1
∂Qj
∂Gjk
∂Gjk
∂α
 . (16)
In principle, also higher derivatives can be calculated, but due to the complex nested func-
tional form of the NN this can become rather complicated. Also other physical properties
including gradients like the stress tensor of solids are accessible74.
It should be mentioned that the force acting on an atom depends on the positions of the
atoms being as far as 2·Rc away. At first glance, this seems odd, because the atomic energy
contribution is determined only by the atoms inside the cutoff sphere. Still, this is fully
consistent with the NN total energy expression, as the force with respect to a coordinate
α of an atom i is the derivative of the energies Ej of all atoms j inside the cutoff sphere
of i. In turn, the Ej depend on the positions of all atoms in their respective environments,
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and these atoms can be up to 2 ·Rc away from atom i. As the positions of all atoms in the
environment of j determine Ej , even an atom k being outside the cutoff sphere of atom i
affects the contribution of atom i to Ej . Still, in practice this large effective range of the
forces is not very important, since the effective physical range of the atomic interactions is
usually much shorter than twice Rc ≈ 12− 20 A˚.
5 Training Neural Networks
5.1 Selecting the Training Data
In contrast to conventional physical potentials NNs have a very flexible functional form
without a physical origin. While this is the reason for the high accuracy that can be obtained
in fitting the reference set, it can also give rise to large errors if NNPs are used to predict
the energies for structures, which are very different from the configurations included in the
training set.
There are two situations, when this can happen. First, NNs have very limited extrap-
olation capabilities, i.e., they usually fail outside the range of input values spanned by the
training data. This concerns even very basic properties of the PES like the strong repulsion
of atoms at very short distances, which needs to be learned from example structures in the
data set. It is often found in early stages of the NNP construction that structures collapse
and adopt unphysically short interatomic distances or “explode”. In general these extrapo-
lation cases are easy to identify. This is done by comparing the symmetry function vector
of each atom in the structure with the minimum and maximum values of each symmetry
function in the training data for the respective element. If a coordinate value is outside
the range of validity of the potential, a warning can be issued and the simulation can be
stopped. While this should not happen in the final application of the completed NNP, this
warning turns out to be very useful during the construction of the NNP as it is possible to
search systematically for such extrapolating structures to extend and improve the reference
set.
The other situation is more difficult to identify. Here, the energy is requested for an
atomic configuration, which is within the range of validity of the symmetry functions, but
still the structure is located in a part of the configuration space that is not well represented
in the training set. Uncontrolled errors can be present for such NN energies and forces. In
case they are still in the expected order of magnitude, this is very difficult to detect. The
reason for these errors is the high flexiblity of NNs, which can cause strong artifacts in
between sparsely distributed training points. This is the well-known “overfitting” problem,
which is essentially a much better representation of the points in the training set than of the
structures in between.
If the reference data set covers all parts of configuration space but is just too sparse,
there is a simple recipe to detect overfitting, which is called the “early stopping” method.
Here, the available reference data set is split into the training set, which is used for the
optimization of the weight parameters, and an independent test or validation set, whose
error is monitored during the fit but which is not used in the weight optimization. If the
errors of the training and the test set are similar, the NNP has good generalization properties
and it is applicable also to structures not included in the training set. If, on the other hand,
the error of the test data is significantly larger than the error of the training set, overfitting
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is present and more training data is required. The typical evolution of a fit exhibiting
overfitting is shown in Fig. 6. In the first iterations the errors of both the training and the
Figure 6: Illustration of the early stopping method. Initially, the errors of the training and the test set decrease
as the neural network learns the overall shape of the potential-energy surface. Then, the test error reaches a
minimum and starts to increase slowly, which labels the onset of overfitting.
test set decrease, because the NN learns the overall shape of the PES. Then, the error of
the test set reaches a minimum and starts to increase again slowly. At this stage, the NN is
learning the fine details of the training points at the expense of a larger error of the test set,
which is not visible to the NN optimization algorithm. Therefore, the best set of weight
parameters corresponds to the epoch with the smallest test set error.
Unfortunately, the early stopping method is not generally applicable and is particularly
problematic in case of high-dimensional PESs. Problems can arise, if there are parts of the
configuration space in which no reference data are present at all, since in this case failures
of the NNP would not be detected by a high error of the test set. Still, there is a possibility
to check and improve the NNP also in this situation without the need to carry out costly
electronic structure calculations for many structures just to validate the potential, which
is anyway impractical in a systematic way for high-dimensional PESs. This validation is
done by first fitting several NNPs to the same training set. These NNPs must have dif-
ferent functional forms, which can be achieved e.g. by using atomic NNs with different
architectures. Then, several NNPs of comparable quality are selected, which are appar-
ently all equally applicable and accurate. Then a large number of structures is generated
using one of these NNPs, e.g. by running NN-driven MD simulations. Afterwards, the
obtained trajectory is recalculated using the other NNPs and the energies along the trajec-
tory are compared as shown in Fig. 7. In panel (a) only a few structures representing the
target function are used in the training and both NNPs agree well with the this function
shown as black line close to these points. Far away from these points, however, the energy
predictions of both NNPs are more or less random. This can be detected by comparing
the predictions of several NNs. If there is a significant deviation between the predictions
of the available NNPs for a given structure, then this structure is too far away from the
training points, an electronic structure calculation should be carried out and it should be
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included in the training set to refine the NNP. The result is shown schematically in panel
(b) of Fig. 7. Here, the number of training points is increased while the region in which
both NNPs deviate from each other is strongly reduced. After further improvements both
NNPs agree well with the target function in panel (c) over the whole range. This multiple-
fit validation should be carried out for the same simulation type and under the conditions
of the intended applications of the NNP to ensure that the relevant part of configuration
space is validated. As long as structures are found for which different fits having similar
errors for the training set predict different energies or forces for some structures, the po-
tential needs to be improved by adding further training structures to refine the values of
the weight parameters. As soon as no problematic structures are found anymore, the NNP
is reliable and the potential is ready for use. Still, ideally the final simulations should be
carried out independently by different NNPs for validation.
Figure 7: Illustration of the systematic improvement of the training set using the multiple-fit procedure. In
panel (a) only a few training point of the target function (black line) are available and in between these points
different neural networks can predict very different energies Erel. As more training points are added (panel (b)),
the representation of the energy function becomes more reliable until a good fit is obtained over the full range in
panel (c).
Typically, the resulting reference data sets for the construction of NNPs are very large,
starting from about 1000 structures to get an approximate PES for low-dimensional sys-
tems containing only a few atoms, up to several tens of thousands of structures for high-
dimensional condensed systems. This poses some restrictions on the possible choice of
reference electronic structure method. To date, in most cases DFT has been employed, in
particular for large systems, but for small molecules also a variety of higher-level wave
function-based methods has been used. The reference method is very important for the
scientific problem to be solved, as NNPs cannot provide better results than the underlying
electronic structure method.
Concerning the composition of the training sets for high-dimensional NNPs, it is pos-
sible to combine different types of structures including periodic and non-periodic systems
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and configurations with different numbers of atoms. Due to the reduced computational
costs it is often helpful to start the NNP development with a set of structures for very small
systems like thermally distorted crystal unit cells to get a first rough estimate for basic
features of the PES like prefered interatomic distances and lattice constants. Then, as soon
as NN-based simulations of these small systems work reliably, the size of the system can
be increased step by step until the limit of what can be addressed by the reference elec-
tronic structure has been reached. Still, often it is required to validate the potential also
for systems that are much larger. In this case the effective reduction of dimensionality by
the symmetry function cutoff can be exploited by cutting clusters centered at atoms that
are not reliably represented by the NNP. These clusters, which can be identified e.g. by
the multiple NNP method and investigating the forces as local probes of the PES, can then
be recalculated by the reference method to include the environments of these atoms in the
training set. In principle, it is sufficient to include the configurations that can be realized
within the cutoff spheres in the training set to obtain a NNP that can be applied to systems
of arbitrary size. Finally, electronic structure calculations for clusters can also be employed
to directly validate the NN PES for very large systems using the forces. If the clusters are
sufficiently large, which can be checked in convergence tests, the forces acting on the cen-
tral atoms obtained in electronic structure calculations should be very similar to the NN
forces for the full system, and this has indeed been found for several systems77, 83.
In summary, the determination of the reference set can be done in a self-consistent way
according to the following procedure:
1. Select an electronic structure method, which is suffiently fast to carry out the required
number of reference calculations and which is accurate enough to describe the physi-
cal properties of interest reliably.
2. Define a first set of structures and determine the reference energies and forces.
3. Construct a first preliminary NNP.
4. Carry out simulations using this NNP to find structures, which give rise to extrapola-
tion warnings or unphysical geometries.
5. Determine the electronic structure energies and forces of these structures, include
them in the training set and improve the NNP.
6. Improve the NNP systematically and self-consistently by running NNP-based simula-
tions to find missing structures using the multiple-NNP method. Carry out electronic
structure calculations for these structures, refine the fit and start again running ex-
tended simulations at the conditions of the intended applications.
7. As soon as no further problematic structures can be identified, the NNP is ready for
use.
There is some flexibility in the choice of the first set of structures. In a “puristic” approach
it is possible start with random structures to obtain an unbiased initial data set. This is more
demanding as random structures typically have a high energy and will not be relevant in
the final converged data set. Still, starting with such structures it is possible to improve the
potential step by step until the correct structures are found. We have tested this for boron.
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Finally, after several iterative improvements employing metadynamics simulations107, we
have obtained a potential suitable to identify the correct crystal structure of α-boron108.
In a more “pragmatic” approach, which employs some knowledge about the system, the
number of electronic structure calculations can be reduced by starting from reasonable
atomic configurations. Further, also other types of potentials like classical force fields
could be used to run the first simulations. In the later stages of the iterative refinement of
the potential it is still crucial to run simulations using the NNP itself to find problematic
configurations like “holes” in the PES.
The large number of training points is one of the main remaining challenges of con-
structing NNPs. Still, there is some guidance how an excessive growth of the training set
can be avoided. First of all, only the part of configuration space, which is accessible in
MD simulations is relevant and needs to be mapped. Consequently, calculating the data
on a regular grid is not required and is unfeasible anyway in high-dimensional systems as
the number of points grows exponentially with the number of dimensions. Also using a
metric to determine positions of candidate structures is not a promising approach as the
“distance” between structures depends on the choice of coordinates and can be very dif-
ferent in real space and in the symmetry function space. Further this approach is sensitive
to the preprocessing steps of the symmetry functions like scaling and centering. Further,
as much information as possible should be extracted from each electronic structure calcu-
lation. While there is just one total energy value, there are 3 · Natom force components
containing valuable information about the local topology of the PES. This can be used to
reduce the training set size significantly. It has also been proposed to employ the symme-
try, e.g. of single crystal surfaces50, but this is possible only in special applications as in
general there is no symmetry left in MD simulations at finite temperatures.
5.2 Determination of the Weight Parameters
Once a set of reference data from electronic structure calculations is available, the central
step in constructing a NNP is the determination of the numerical values of the weight
parameters, which enable to reproduce these data as accurately as possible. In “supervised
learning”, which is the standard procedure in the training of NNPs, the output of the NN
for each structure is compared to the known “true” answer from the reference calculations.
In general this corresponds to a minimization of an error function Γ, which is given as the
sum of squared errors of the Nstruct individual members of the training set,
Γ =
1
Nstruct
Nstruct∑
i=1
(
EiNN − EiRef
)2
. (17)
If also the forces are used for the weight optimization, a modified error function,
Γ =
1
Nstruct
Nstruct∑
i=1
(EiNN − EiRef)2 + β3N iatom
3Niatom∑
j=1
(F ijNN − F ijRef)2
 , (18)
can be used, which contains a loop over all X , Y , and Z force components of all atoms.
The relative influence of the energies and forces can be balanced by the parameter β, as
the number of force components is much larger than the number of energies. The value of
β can be set to the inverse of the number of force components for each structure to take
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into account structures with different numbers of atoms, or to a predefined fixed value.
Alternatively, we have found it useful to first update the weights using the error of the
energy, followed by one update per force component. After each of these force updates the
energy update is repeated to stress the importance of a correct representation of the energy.
The optimization of the weight parameters is done iteratively, and one iteration, which
is often called “epoch” in the context of NNs, corresponds to a cycle through the full data
in the training set. In “batch learning”, which is also called offline learning, the weights are
updated only once per iteration, while in “online learning” there is one weight update after
the presentation of each piece of information, like energies or force components. While
online learning is computationally more demanding, in this procedure the fit is less likely to
get trapped in local minima. This is an important advantage since there are typically several
thousand parameters, and there is no hope to find the global minimum in this very high-
dimensional optimization space. Still, usually many sufficiently accurate local minima are
found, which provide a reliable description of the PES.
A wide range of optimization algorithms can be used to determine the weight param-
eters, and the standard procedure is to use gradient-based approaches. The most basic
method is called “backpropagation” in the NN community109, which refers to the recursive
calculation of the derivatives of the error function with respect to the weights starting from
the output layer and proceeding to the input layer in the inverse order of the calculation of
the NN output. In essence, the backpropagation algorithm corresponds to a steepest de-
scent optimization of each weight w, which can be a connecting weight a or a bias weight
b. For an iteration t+ 1 the updated weights are obtained according to
w(t+ 1) = w(t)− η · ∂E
∂w(t)
. (19)
Here, η is the learning rate, which can also be adapted during the progress of the fit. More
advanced optimization algorithms that are frequently used for the determination of NN
weights are the Levenberg-Marquardt algorithm110 and in particular the global extended
Kalman filter111, 112, 93, 113, which has originally been developed as a method to derive pa-
rameters from nonlinear measurements generated in real-time. A discussion of the specific
details of these optimization algorithms is beyond the scope of this lecture and can be
found in the provided references.
Regardless of the specific choice of optimization algorithm, for each energy the deriva-
tives of the error function with respect to the connecting weights and the bias weights need
to be determined for each atomic energy, as the reference energy is a constant and thus
independent of the weights. Similar derivatives also need to be calculated for each force
component. This has to be repeated after each weight update since the derivatives with
respect to the weights depend also on their numerical values.
During the optimization the quality of the fit is measured by determining the root mean
squared error (RMSE) of the energies and forces in the training and the test set in each
iteration using
RMSE(E) =
√√√√ 1
Nstruct
Nstruct∑
i=1
(
EiNN − EiRef
)2
(20)
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and
RMSE(F ) =
√√√√√ 1
Nstruct
Nstruct∑
i=1
3Niatom∑
j=1
1
3N iatom
(
F ij,NN − F ij,Ref
)2
. (21)
In particular in case of large data sets including very different systems like cluster and bulk
data, a global RMSE is not very helpful in understanding how accurate a fit will be in which
situation. For a more detailed analysis the data set should be split in meaningful groups,
like subsets of structures with the same number of atoms, and the error of each group
should be determined for a given fit. In order to obtain a meaningful measure of the accu-
racy of the fit, the RMSE should also be normalized per atom to enable a comparison of
different types of structures. Additionally, also points with particularly large errors should
be identified and analysed to understand the reason why they are not well-represented. A
possible reason could be for instance an insufficient set of symmetry functions or problems
in the underlying reference data. If specific parts of the configuration space, like transition
states and local minima are of special interest, it is also possible to increase their impact
on the fit29, 50, but in many situations this distinction of the PES in more and less important
parts is not straightforward.
Apart from the selection of the optimization algorithm, a number of additional choices
have to be made to construct a specific NNP. First of all, the architecture of the atomic
NNs has to be determined. This is still an empirical component of the NNP development,
since the most efficient way to identify a suitable number of hidden layers and nodes per
layer is simply to carry out a number of fits and to select the one with the lowest errors of
the energies and forces in the test set. In general, the architecture of the NN determines
its flexibility. Consequently, if the NN is too small, some features of the PES may not be
resolved as shown in Fig 8a. This is visible in the RMSEs as a notable error in the training
and the test set. If the flexbility of the NN is increased by using more nodes and possibly
an additional hidden layer, the representation of the PES will improve, as demonstrated in
Fig. 8b, resulting in lower errors of the training and the test data. If the NN is too large,
it becomes too flexible and overfitting can occur, which is illustrated in Fig. 8c and can be
identified by an increased error of the test set data compared to the error of the training
data. The tendency for overfitting can be reduced significantly, if also forces are used for
the training, because a correct representation of the gradient of the PES close to the training
points will improve the description of neighboring structures.
Other choices in the fitting process can have a strong influence on the CPU time require-
ments. In particular if also forces are used for the determination of the weight parameters,
very large data sets often containing millions of pieces of information have to be processed
in each iteration. This comprises first the determination of the error of each energy and
force component, followed by the calculation of the derivative of this error with respect
to each weight parameter and finally the update of the weights, which e.g. in case of the
Kalman filter involves demanding matrix operations. Consequently, it should be avoided to
perform unnecessary weight updates, e.g. if an energy or force is already well represented.
This can be done be introducing error thresholds and only if the error of an energy or force
is above this threshold a weight update will be carried out. This threshold is usually cou-
pled to the RMSE of the present iteration and therefore decreases along with the overall
error of the NNP. Another possibility to reduce the fitting effort is to use only a random
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Figure 8: Influence of the flexibility of the neural network (NN) on the fit quality. In panel (a) a very small NN
is used, which is not flexible enough to resolve all features of the energy surface. In (b) the shape of the energy
surface is well represented by using a large NN, while in (c) overfitting is present as can be seen by the presence
of artificial wiggles in between the training points.
subset of the forces in each iteration or to average the weight derivatives for several ener-
gies and/or forces and to perform a joint weight update after a certain number of weight
derivatives has been accumulated.
Once the weights have been determined, the NNP is ready for use, and it is not relevant
for the application how the weights have been obtained. Still, it is important to be aware
that the “NNP” not only consists of the values of the weight parameters. Additionally,
information about the architecture of the NN, the type of activation functions, the types
and parameters of the symmetry functions, and possibly also scaling information for the
preconditioning of the NN input nodes are required to apply a NNP in simulations. Ideally,
the same NN software should be used for the simulations that has also been used for the
construction of the NNP, since many subtle details of the implementation may complicate
the transfer of this information from one code to another.
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6 Discussion
Having reviewed the structure of high-dimensional NNPs, the functional form of the sym-
metry functions and the determination of the training sets as well as of the weight param-
eters, some comments should be made concerning the general applicability and perfor-
mance of high-dimensional NNPs. Like other machine learning methods, NNPs can be
numerically very accurate and the typical RMSEs for the high-dimensional NNP method
presented here are less than 10 meV/atom for potential-energies and between 50 and
200 meV/Bohr for the atomic forces. For energy differences, which are most important
for the investigation of chemical and physical processes, the error can be even about one
order of magnitude smaller. This has the consequence that replacing electronic structure
methods like DFT in MD simulations by NNPs does not give rise to significant additional
errors, which is crucial as substantial uncontrolled errors arising from the fit would not
be acceptable. On the other hand, the low RMSEs of NNPs pose stringent conditions on
the convergence level of the training data, as any noise in the reference calculations would
complicate the optimization of the weight parameters. As a rule of thumb the convergence
error of the energies and forces should be one order of magnitude smaller than the intended
final RMSEs of the NNP.
Concerning the efficiency, NNPs are superior to any electronic structure method, and
since there is one atomic NN per atom, the method scales linearly with the number of
atoms irrespective of the system size. Further, it is straightforward to implement in par-
allel computer codes. On current desktop computers, depending on the complexity of the
selected symmetry functions, the energies and forces of about 200 atoms can be calculated
per second and per compute core. Still, this is substantially slower than the evaluation of
basic classical force fields. NNPs, however, are no direct competitors of classical force
fields due to their different applicability. NNPs are currently restricted to systems contain-
ing about three to four elements because of the rapidly increasing structural variety that
would give rise to too many symmetry functions for systems consisting of more elements.
This restriction is not present for force fields, which employ only very low-dimensional
additive terms. NNPs, on the other hand, are clearly superior to force fields concerning
the numerical accuracy and their ability to work even in case of most complex geometries.
Further, they are able to describe the making and breaking of bonds, which is a severe prob-
lem for most force fields. Like electronic structure methods, the input of NNPs consists
of a description of the chemical elements and the atomic positions, but no classification of
atoms according to functional groups or the definition of bonds is required. In contrast to
common belief, also the number of fitting parameters in classical force fields can be very
large taking into account the interaction between all the different atom types and bonds.
A clear drawback of NNPs is the non-physical functional form, which does not allow
for a physical interpretation. Still, this seems to be the price to be paid for obtaining
potentials with a high numerical accuracy. Consequently, NNPs must be constructed and
used with care. Since the functional form is not transparent to the user, NNPs should not be
used as black box method but must be routinely tested using the methods described above.
There is still a number of open problems concerning the construction and application
of high-dimensional NNPs. First, as the development of NNPs currently requires very
large training sets, a major goal is to reduce the number of required reference data. One
step in this direction is the use of forces apart from total energies only, which provide
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a lot of additional information about the local shape of the PES. Nevertheless, there is
certainly room for a better and more selective choice of reference structures, although still
all relevant parts of configuration space need to be mapped, which is posing a boundary on
the minimum number of structures that need to be included. The limitation of NNPs to a
few elements can be partially overcome by sacrificing the full generality of NNPs. If, for
instance, it is known that certain bonds do not participate in chemical processes, the NNPs
does not need to be able to describe this event. Finally, also the fitting process itself can be
very time consuming and most efficient online-learning algorithms like the Kalman filter
cannot be parallelized well.
To date, NNPs have been applied successfully in different types of simulations like
Monte Carlo60, 61, molecular dynamics29, metadynamics75 and replica exchange MD simu-
lations85, and it can be anticipated that the use of ML potentials and in particular of NNPs
will rapidly increase in the near future.
7 Summary
In this lecture, a method to construct high-dimensional atomistic potentials employing
artificial neural networks has been presented and discussed. In contrast to conventional,
low-dimensional NNPs, the potential-energy of the system is not represented by a single
feed-forward NN. Instead, there is one separate NN for each atom in the system providing
the contribution of an atom to the total energy. These atomic energy contributions depend
on the local chemical environment defined by a cutoff radius resulting in atomic spheres
containing about 100 atoms. The positions of these atoms with respect to the central atom
are described by a vector of many-body symmetry functions serving as input for the atomic
NNs. In addtion to this short-range energy also long-range electrostatic energies can be
included based on environment-dependent charges represented by another set of atomic
NNs.
The method is applicable to a wide range of systems and very low errors with respect
to the underlying electronic structure data can be obtained. The evaluation of the NNP
is several orders of magnitude faster than DFT even for systems of moderate size and
scales linearly with the number of atoms. Still, due to the very flexible functional form of
NNs the construction of the PES requires care and the obtained NNP must be thoroughly
validated. The determination of the training set, which usually consists of tens of thousands
of structures, is computationally demanding. An important limitation of the method is its
current restriction to a few elements, although a large number of atoms of each element can
be present, because of the rapidly increasing structural variety in the atomic environments,
which needs to be mapped by electronic structure calculations and has to be described by
the symmetry functions.
Since NNPs are equally applicable to all types of bonding and even complex atomic
environments, they are particularly useful for large-scale MD and Monte Carlo simulations
of complex systems in materials science, at interfaces like the solid-liquid interface, and
for studying solvation processes.
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The stability of biopolymers like proteins is decisively influenced by the solvent. In aqueous
solutions, the presence of cosolutes is biologically exploited for the control of protein stability
by stabilizing osmolytes or destabilizing denaturants. For the understanding of the molecular
mechanism of the thermodynamic action of the cosolute on the protein stability, transfer models
have been devised, in which the transfer free energies of folded and unfolded state between
water and the cosolute solution are constructed as a sum of group contributions in a bottom-
up approach. We present and discuss a simulation approach that is capable of evaluating the
performance of different ways in which transfer models have been implemented.
1 Introduction: Protein Stability in Solutions
1.1 The experimental situation
Proteins in aqueous solutions can assume different conformational states. The native state
is the state, which under natural conditions of temperature, pressure, and chemical environ-
ment is the thermodynamically most stable one1. When the conditions are altered thus that
the native state is not stable anymore, a distinct structural transition occurs: the protein
denatures from the compact, highly ordered folded state to the less organized denatured
state. In the simplest case, in which no other states are populated, the equilibrium can
be formulated as a thermodynamic two-state problem, in which the stability of the native,
folded state in water is described by the unfolding Gibbs free energy
∆GN→DS = G
D
S −GNS , (1)
which is the difference of the free energies of the unfolded and the folded state. The index
symbolizes the solvent environment in which the equilibrium takes places. We first look at
a pure solvent S, for proteins this is typically water. When a cosolute is present as a third
component, the folding equilibrium is affected, and thus a different unfolding free energy
∆GN→D is observed:
∆GN→DCS = G
D
CS −GNCS , (2)
where the index CS now symbolizes that we consider a mixture of solvent S and cosolute
C. It is experimentally well established that ∆GN→DCS depends linearly on the cosolute
concentration cC for many proteins2:
∆GN→DCS (cC) = ∆G
N→D
S +m · cC , (3)
This is the defining equation for the ”m value”, which is a specific number for a given
protein and a given cosolute3. Positivem values are characteristic for stabilizing cosolutes.
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nat denat
Figure 1: Transfer cycle of a protein in its native state (nat) and its denatured state (denat) in pure water solvent
(S) and an cosolute/water mixture (CS).
A well known example is trimethylamine N-oxide, TMAO4. Negative m values lead to a
destabilization of the folded state. Such cosolutes are known as denaturants, the probably
best-known denaturant is urea5.
1.2 Transfer models
The question we want to explore in the following is: can we explain the m value given
that we know the sequence and the conformations of the folded and unfolded state of the
protein? In a first step, a thermodynamic ”transfer cycle” is constructed, which is shown
in Figure 1. The thermodynamic cycle consists of two folding/unfolding processes in two
different solvent environments and of two solvent transfers of the native and denatured
state6. The sum of all four contributions along the transfer cycle must be zero. Therefore,
the difference of two unfolding free energies can be expressed as the difference of two
transfer free energies
m =
∆GN→DCS (cC)−∆GN→DS
cC
=
∆GDtr −∆GNtr
cC
. (4)
The transfer free energies (TFEs) ∆Gtr describe how the free energy of the protein in a
given state changes during a hypothetical exchange of the solvent environment from pure
water to a water/cosolute mixture. When this hypothetical exchange takes place between
two solvents of equal volume, the resulting molarity-scale transfer free energies are related
to changes in solvent-protein interactions7, 8. The transfer processes are easier to deal with
than the folding or unfolding, because their determination only requires the study of the
protein in the folded and unfolded states independently. The task is then the determina-
tion of a transfer free energy of a given amino acid sequence in one given state. This is
still not a simple task because of the molecular complexity of a protein and because of
the manifold of possible conformations in protein structures. The interactions of the sol-
vent and cosolute molecules with all protein groups are responsible for the stabilization or
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destabilization of a given state. The question is now: can these contributions to the stabil-
ity be disentangled, can we understand which groups of the protein interact favorably and
which groups interact unfavorably with the cosolute? Unfortunately, there is no simple way
how to disentangle all these contributions for a given protein conformation. The protein
conformations have a complex three-dimensional shape, and it is unclear how strong the
interactions with different groups in the protein are. One attempt to tackle this question is
the introduction of the heuristic transfer model9–11, in which additivity of the contributions
of all amino acids in the protein is assumed.
∆Gtr,protein =
∑
X
∆Gtr,X . (5)
Furthermore, it is assumed that the backbone and side chain groups of every residue con-
tribute independently to the transfer free energy (models, in which a finer atom-by-atom
separation is made12 will not be further discussed in this manuscript). The second assump-
tion is that only groups that are exposed to the solvent contribute to the transfer free energy.
Groups that are partially exposed contribute to the transfer free energy with a fraction rel-
ative to their solvent accessible area (ASA):
∆Gtr,X =
ASAscX
ASAsc,refX
∆Gsc,reftr,X +
ASAbbX
ASAbb,refX
∆Gbb,reftr,X . (6)
In this equation, reference values for the transfer free energy and the ASA of every group
are introduced. The reference transfer free energies are scaled by the ratio of the solvent
accessible area in the considered conformation and the reference solvent accessible area
that describes the maximal exposure of this group. It is a conceptually simple step to
combine the reference values in each of the two terms, which means simply to rewrite this
equation as
∆Gtr,X = ASA
sc
X
(
∆Gtr
ASA
)sc
X
+ASAbbX
(
∆Gtr
ASA
)bb
X
. (7)
This equation makes clear how the transfer model works: the reference values for each
group define a ratio of transfer free energy per solvent accessible area (TFE/ASA), which
gives one characteristic value for every group. Glycine contributes one backbone value to
the transfer model, all other amino acids contribute two values to the transfer model, one
for the backbone and one for the side chains. With 20 natural amino acids this results in
a set of 39 TFE/ASA values, and it is important to realize how these numbers are deter-
mined in experiments. In this manuscript we do not go into much detail about the involved
measurements and assume that transfer free energies for small molecules are available. In
reality, their precise measurement is a very difficult experimental problem. Most experi-
mental numbers that have been used are either approximations or are not very accurateIf
we assume that the transfer free energies of monomeric amino acids are known, the TFE
of the side chain of amino acid X is just the difference of the TFE of this amino acid and
glycine:
∆Gsctr,X = ∆Gtr,X −∆Gtr,Gly. (8)
The determination of the TFE of the backbone is much more problematic. The TFE of
glycine cannot be used, because it is heavily influenced by the end groups, even if a capped
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amnio acid is used. Looking at sequences glycine, diglycine, triglycine etc. and determin-
ing incremental TFEs has the disadvantage that even these short peptides are rather flexible,
and their conformation is not known. Thus, a relation of these TFEs to an ASA is unclear.
These flexibility issues are avoided when cyclic diglycine is studied13. This molecule is
strongly strained and has no significant conformational flexibility. Due to its cyclic nature
it also has no end groups. Based on cyclic Gly2, the transfer free energy of the backbone
is determined by
∆Gbbtr =
∆Gtr,cGly2
2
. (9)
Despite the use of this experimental number in applications of the transfer model, cyclic
diglycine is not an optimal model compound, because the conformation of the peptide
groups is rather unnatural: in proteins, the NH-CO groups are almost exclusively in a
trans conformation, but in cyclic diglycine, they are in a cis conformation. We will come
back to this problem later. The reference solvent accessible areas needed in the transfer
model are obtained from structural informations of a large set of proteins in the protein
data bank. The backbone and side chain ASAs are determined by locating Gly-X-Gly
sequences in protein structures, isolating these tripeptide conformations from the protein
structures, and determining their solvent accessible areas by the method of a rolling ball.
After all the reference states have been determined, the transfer model can be applied
to the unfolding of a given protein. The solvent accessible areas of all groups in the
native state and in the denatured state are required. The conformations in the native state
are known from X-ray or NMR experiments, and the group ASAs can be determined
quite reliably. The structure of the denatured state is not as precisely known, and it is
necessary to make assumptions about its structure. An often used choice is the model of
Schellmann14, which is an intermediate between a polymer in a good and in a poor solvent.
At this point it is important to note that the classical established transfer model10 uses
the same TFE for all backbone units, the one determined for glycine, However, the ref-
erence ASAs are different for all amino acids, because the backbone ASA largely varies
with the side of the attached side chain. As a consequence, the characteristic TFE per ASA
values of the backbone groups can differ by more than a factor of two between backbone
groups belonging to different amino acid types. The different TFE/ASA values for the
amino acid backbones are shown in Figure 2. All amino acids with side chains have a
much larger TFE/ASA than glycine, which is the amino acid whose TFE is used in the
derivation of all the TFE/ASA values. This simply reflects the fact that the backbone has
a reduced solvent accessibility when a side chain is attached to it. The question is: should
the reference TFE of the backbone be affected by the side chain next to it, which shields
it partially from the solvent? This should be the case, if transfer free energies are related
to solvent accessibilities. We extend the assumption of scaling of the TFE with the ASA
to all backbone groups and require that the TFE/ASA should be equal for every backbone
groups, regardless what the side chain attached to it is. This change defines the universal
backbone transfer model, in which all backbone TFE/ASAs are treated consistently15. The
group contributions are given by
∆Gtr,X = ASA
sc
X
(
∆Gtr
ASA
)sc
X
+ASAbbX .
(
∆Gtr
ASA
)bb
. (10)
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Figure 2: The reference state solvent accessible areas of the backbone group in the different amino acids and
the resulting TFE/ASA values. The used reference state transfer free energy of the backbone is -193 /mol in
one molar urea solution. It is evident that the resulting backbone TFE/ASA of glycine is very different from the
backbone TFE/ASA of all other amino acids.
Note that the index ’X’ in the backbone TFE/ASA term is now absent. This is only a
sublet change in the defining equations, but now the model has only 21 reference values,
one for every side chain, and one for all backbone groups. It is evident that the backbone
contribution to the total transfer free energy in the universal backbone TM is much weaker
than it is in the established model.
1.3 What can be learnt from simulations?
The predictive power of the different implementations of the transfer model requires
two points. First, the underlying physical structure of this heuristic model must be a
reasonable approximation to the actual thermodynamics. Second, good predictitions
will only be possible if the reference values are appropriately chosen. Experimentally,
these two points cannot be addressed independently, because the only results that are
directly comparable to experiments are the total m value predictions for different proteins.
Good predictions will be obtained if all requirements are fulfilled, but the possibility that
different contributions of the model are only poor approximations cannot be recognized,
if there are error cancellation effects and the final results for the m values is reasonable.
Molecular simulations offer a distinct chance for an in-depth test of different approx-
imations made in the transfer model: states of a polypeptide chain that would not be ac-
cessible in experiments can be studied, and also peptide sequences that are not accessible
experimentally can be studied. The strategy of our simulations is to compare simulation
results for different peptide chains or for the different conformations of the same peptide
chain with predictions based on the transfer model. Since all numbers are determined
within the same simulation setup and force field, the quality of the predictions directly
correlates to the quality of the transfer model formalism. Because there is no direct com-
parison made to experimental data, the quantitative agreement of the used force field num-
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Figure 3: Model compounds for the determination of the reference transfer free energy of the backbone with
their advantages and disadvantages.
bers and experimental numbers, which is usually a serious concern, is not necessary. The
peptide models systems we pick are periodic peptide chains16. At first glance, they seem
to be rather artificial model systems, but they combine several distinct advantages. They
have no end groups because of their period nature. Therefore, only the residues present in
the sequence contribute to the transfer free energies. The chains can be studied in states, in
which all residues appear in similar conformations. In a single stretched peptide chain, all
residues are maximally exposed to the solvent. Therefore, a stretched polyglycine chain is
an optimal model system for the backbone. A summary of the different possible backbone
models is shown in Figure 3. In a helix or in a β sheet, all residues are also in the same con-
formation and contribute the same to the transfer free energy. Thus the group contribution
of every residue can be rigorously derived from the total transfer free energy.
2 Simulation Approach to Transfer Free Energies
There are various methods by which free energies of solvation of amino acids and peptides
can be determined in combination with molecular simulation techniques17–20. Our goal is
not to determine the solvation free energy itself, but the change in free energy upon change
of the solvent composition. This is achieved by an approach that treats the polymer as
an interface that is present in the solution. We now have to determine the change in free
energy of this interface when the composition of the solvent is modified. The starting point
is the Gibbs adsorption equation21 for a one-dimensional interface of length L (later in this
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chapter we will discuss also the case of a planar two-dimensional interface):
SσdT + Ldτ +
∑
i
Nσi dµi = 0. (11)
The excess particle numbers of component i, Nσi , are defined as
22
Nσi = Ni − V ci, (12)
where Ni and ci are the total particle numbers of species i. The system volume is V , and
the ci is the bulk concentration of a solvent component i in the region of the simulation box
that is unperturbed by presence of the interface. We restrict our discussion to isothermal
processes, for which the first term in the Gibbs adsorption equation is zero. Division of the
equation by L then yields for the interfacial tension change dτ
dτ = −
∑
i
Γidµi, (13)
where we have introduced the line excess at the polymer Γi = Nσi /L. We see that the
change in Gibbs free energy of the interface induced by a change of the chemical potential
of one solvent component is determined by the line excess Γi of this component times dµi,
the change of the components chemical potential. The line excesses Γi are calculated from
an integral over the radial particle density profile ρi(r)
Γi =
∫ ∞
0
2pir
[
ρi(r)− ρbulki
]
dr, (14)
With the definition above, the polymer has no volume, as the total system volume is as-
signed to the bulk solvent phase. The line excess is in general different from zero even
when a pure one-component solvent considered. The free energy changes that are deter-
mined are thermodynamically correct, but for the interpretation it is preferable to have a
polymer with a finite volume and line excess of zero for a one-component solvent. This is
achieved by defining a radius R of the polymer, thus giving it a volume. The radius R is
determined by the condition that the pure solvent has no line excess at the polymer:
ΓS(pure solvent) = 0 (15)
with
Γi =
∫ R
0
2pirρi(r)dr +
∫ ∞
R
2pir
[
ρi(r)− ρbulki
]
dr. (16)
In our calculations, we use the cylindrical peptide-water and peptide-cosolute radial distri-
bution functions giP instead of the radial densities ρi. They are normalized to one in the
bulk solution,
Γ′i =
∫ R
0
2pirgiP (r)dr +
∫ ∞
R
2pir [giP (r)− 1] dr, (17)
and the thus defined normalized surface excesses Γ′i are simply given by the relation
Γi = ciΓ
′
i. As we will show later, the change in line tension dτ is independent of the
choice of R, and thus we are free to choose R according to the above condition. The
preceding equations imply that an excess of any component has its origin in preferential
attraction to or repulsion from the polymer chain. The line excesses vary in general with
95
the composition of the solution. For dilute solutions, the solvent contribution ΓSdµS is
often negligible, but we are interested here in cosolute concentrations up to several mol/l.
Therefore, we cannot neglected the solvent term in our discussion. The transfer free ener-
gies we are interested have to be obtained as integrals over dτ . The initial and final state
are so far defined by the chemical potentials µ. The initial state should be the pure solvent,
which implies
µS = µ
∗
S , (18)
and all other chemical potentials vanish. For a solution of N components, there are N
chemical potentials that contribute to dτ . We discuss here the simplest case, a ternary
system with polymer, solvent and one cosolute species. In this case the chemical potential
changes of solvent (S) and cosolute (C) are related. We realize that in equilibrium the
chemical potentials are equal throughout the system. We pick a virtual subsystem, the
’bulk region’ of the solution, where physical properties like the individual concentrations
ci are not influenced by the presence of the polymer. In this bulk region, a binary system
is present, for which the Gibbs-Duhem equation at constant p and T states
nSdµS = −nCdµC (19)
or
dµS = −cC
cS
dµC (20)
with the bulk concentrations cS and cC . We obtain23
dτ = −
[
−ΓS cC
cS
+ ΓC
]
dµC . (21)
In principle, this equation can be directly used for the calculation of the transfer free energy
by a one-dimensional integration over dµC . The disadvantage is that chemical potentials
are inconvenient to use in experiments as well as in simulations. Techniques like grand-
canonical simulations are necessary to ensure constant chemical potentials. It is much
simpler to perform simulations with constant particle densities. We transform the integra-
tion over dµC into an integration over the cosolute concentration dcC in molarity scale.
This is achieved by expressing the chemical potential of the cosolute in the molarity scale
µC = µ
∞
C +RT ln cCyC (22)
which yields
dµC =
(
∂µC
∂cC
)
p,T
dcC (23)
= RT
[
1
cC
+
(
∂ ln yC
∂cC
)
p,T
]
dcC . (24)
Insertion of the expression for dµC into the Gibbs adsorption equation yields
dτ
dcC
= −RT
[
−ΓS
cS
+
ΓC
cC
] [
1 +
(
∂ ln yC
∂ ln cC
)
p,T
]
. (25)
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This is the desired equation in which the change in free energy dτ is related to the change
of the cosolute concentration dcC16. At this point is is also easy to see that the choice of
R has no influence on dτ : when R is changed by ∆R, the change in ΓS is cS∆R and the
change in ΓC is cC∆R. These two terms cancel exactly in equation 25.
2.1 Planar interfaces: β sheets
In our study we also look at infinite beta sheets. There, the theory has to be slightly
adjusted: instead of a line excess (particles per unit length) we have to determine the
surface excess (particles per unit area). This is easily achieved by modifying equation 16
to
Γi = 2
{∫ R
0
ρi(z)dz +
∫ ∞
R
[
ρi(z)− ρbulki
]
dz
}
. (26)
The integration variable is now the distance z from the interface, which is in the xy plane.
The factor 2pir which reflected the cylindrical symmetry is replaced by a factor of 2, which
reflects now that both sides of the β sheet are exposed to the solvent.
3 Simulation Methods
In the following we describe how simulations are used for the calculation of the individual
terms in Eq. 25.
3.1 Simulation details
The KBFF force fields for urea24, is combined with the SPC water model25 for the sim-
ulations of binary mixtures of urea and water. The peptide chains are described by the
GROMOS 53a6 force field26. All simulations are done with the Gromacs simulations pro-
gram27, 28. The long-range electrostatics are treated by the smooth particle-mesh Ewald
summation with a real-space cutoff of 1.2 nm. A smooth van der Waals force cutoff is ap-
plied between 0.9 and 1.0 nm. Simulation times vary between 50 ns and 150 ns for every
system. The system temperature is 300 K, the pressure is 1 bar. For the bulk simulations,
the pressure is maintained by isotropic pressure coupling, for the peptide simulations the
z-component is excluded from the pressure coupling, because it controls the conformation
of the peptide chain. For the simulation of β sheets, the x and y component are fixed.
3.2 Line excesses of solvent and cosolute
For the determination of the line excesses ΓS and ΓC , simulations of ternary system sol-
vent/cosolute/peptide are performed. The peptide chain is oriented along the z-axis of the
system. The simulations are performed at constant temperature and pressure. Pressure
scaling is only performed in the x and y direction, because the z-length of the box is fixed
because it keeps the polymer at the desired length per monomer. The bulk concentrations
of solvent and cosolute are not equal to the total number of particles divided by the system
volume. They have to be determined in a region far from the polymer. We determine the
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Figure 4: Left: Snapshot of an extended polyglycine chain in a urea/water mixture. For clarity, only the first
solvation shell of the peptide s shown, the other solvent molecules are shown as shades. Right: radial distribution
functions and running integrals of the line excesses of urea and water around a stretched polyglycine chain. The
bulk urea density is cS = 4.3 mol/l.
cylindrical radial densities of both solution species. Because of the cylindrical geometry of
the polymer conformation, nicely shaped functions are obtained that decay to a bulk value
within a few solvation shells. In the shown example in Figure 4 bulk conditions are reached
for r > 1 nm. For larger values a constant bulk density is reached, which we extract as the
desired bulk concentrations cC and cS . Normalization of the two densities to a bulk value
of one yields the (cylindrical) radial distribution functions gSP and gCP .
3.3 The bulk enhancement factor
The terms discussed so far are interfacial properties of the system, which have their origin
in how the solvent and cosolute behave in the polymer’s vicinity. The thermodynamic
description is completed by a term that describes the bulk mixing thermodynamics of the
binary solvent/cosolute mixture (see equation 25 )(
∂ ln yC
∂ ln cC
)
p,T
. (27)
This quantity is accessible from simulations of the binary system. A convenient approach
is the application of Kirkwood-Buff theory (KBT)29, 30, which relates thermodynamic prop-
erties of the system to structural properties. The central quantities of this theory are the
Kirkwood-Buff integrals Gij , which are integrals over the radial distribution functions24, 31
Gij =
∫ ∞
0
4pir2 [gij(r)− 1] dr. (28)
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The Kirkwood-Buff expression for the desired derivative of the activity coefficient is(
∂ ln yC
∂ ln cC
)
p,T
=
(
1
1 + cC(GCC −GCS) − 1
)
. (29)
There are a few points that need to be considered when KBT is used in combination with
molecular dynamics simulation results. First, Kirkwood-Buff theory is defined for systems
that are coupled to particle baths and in which the particle numbers can fluctuate. The
grand canonical radial distribution functions differ in a subtle, but distinct way from the
canonical radial distribution functions. Second, equation 28 is only valid for R → ∞,
which cannot be achieved with simulation data. Without going into further detail, we note
that these problems have been addressed by several authors32–34 and that the method can
be applied with reasonable accuracy. In our case, the bulk enhancement is calculated from
23 simulations of 60 ns length each, in which the urea concentration is varied between 0
and 11.32 mol/l. The results are fitted to an analytical function, which yields for the SPC
water model and the KBFF urea force field at 1 bar and 300 K:
cC ·
(
d ln yC
d ln cC
)
p,T
= 0.00017572cC + 0.058176
√
cC − 0.15394. (30)
whre cC is measured in mol/l.
4 Results
In the following, we present results from simulations of peptides in urea water mixtures
and their implications for the transfer model. The transfer model introduces severe as-
sumptions about the composition of the transfer free energy of a protein. In recent years
there have been several studies that demonstrate the limitations of group additivity and
ASA scaling35–37.
4.1 Group Additivity
Our intention here is the study of additivity in a very special context: what are the errors
when peptide transfer free energies are approximated as the sum the transfer free energies
of the individual amino acid residues? Of course, peptide sequences and conformations
are too numerous to be studied completely. As a starting point, we pick two examples and
study if additivity is satisfied.
4.1.1 Glycine and Tyrosine
We first test the combination of glycine with the hydrophobic residue tyrosine. The simu-
lations of polyglycine and polytyrosine give transfer free energies per residue of−513 and
−836 J/mol per M urea. Periodic chains with the sequence (GlyTyr)4 and (Gly2Tyr2)2 are
studied. The additivity prediction for both sequences is a TFE per residue of −677 J/mol
per M urea. The simulations result, −689 and −678 J/mol per M urea are in very good
agreement, showing that the additivity is well satisfied in this case.
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Figure 5: The mixed peptides (GlyTyr)n and (Gly2Tyr2)n used for testing the additivity of transfer free energies.
Figure 6: Four folding motifs of a polypeptide chain used for the evaluation of the TFE/ASA scaling hypothesis:
extended chain, 310 helix, α helix, β sheet.
4.1.2 Glycine and Serin
For glycine and tyrosine, only the sequence (Gly2Ser2)n is studied. The additivity predic-
tion of −469 J/mol per M urea underestimates the simulation result of −530 J/mol per M
urea. The relative error of 12% is significant, but still tolerable.
5 Transfer Free Energies of Secondary Structure Motifs - ASA
Scaling
In this section we address the second assumption of the TM, the dependence of the group
TFEs on their solvent accessible area. While this concept is applicable to any type of con-
formation, we restrict ourselves to periodic secondary structures, in which all residues give
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Figure 7: Transfer free energies of polyglycine and polyalanine in different conformations determined by explicit
MD simulations and predicted by the transfer model based on the results of the extended strands as reference state.
identical contributions, and the assignment of the total TFE onto the different residues is
transparent. Four different structural motifs are studied: extended chain, 310 helix, α helix,
and a β sheet, as shown in Figure 6. First we consider polyglycine chains. Glycine has
no side chain, and therefore only the backbone groups enter. Since the conformations are
chosen such that all residues are in identical conformations, the transfer model reduces to
∆GGly =
∆GGlyN
N
= ASAbbGly
(
∆Gtr
ASA
)bb
Gly
. (31)
For the validation of the ASA scaling we now determine the TFE and the ASA in two states
’A’ and ’B’ and determine the prediction of ∆G(B) according to
∆G(B) =
ASAbbGly(B)
ASAbbGly(A)
∆G(A). (32)
The extended chain serves as the reference state ’A’ in our simulations. Fig. 7 shows
the simulated TFEs as a function of urea concentration for the three ’folded’ structures
and their TM-prediction based on the extended chain TFE, which is also shown in the left
panel. The simulations show that ASA scaling works well for the polyglycine secondary
structures. The mean relative error is 12%. We now turn to amino acids with side chains.
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Figure 8: Absolute and relative errors of the predictions based on the established transfer model (left) and the
universal backbone transfer model (right) for the transfer free energies of five different homopeptides in different
secondary structures.
For these chains we have to consider backbone and side chain contributions
∆GXN
N
= ASAscX
(
∆Gtr
ASA
)sc
X
+ASAbbX
(
∆Gtr
ASA
)bb
X
(33)
The backbone contributions are determined from the backbone groups ASAs and from the
simulation results of the polyglycine chain. According to the classical implementation of
the transfer model, the backbone contribution is derived as
∆GbbX(B) =
ASAbbX(B)
ASAbbX(A)
∆GbbGly(A) (34)
which yields the prediction for the folded peptide X based on the extended chain reference
data of the amino acids X and Gly
∆GX(B) =
ASAscX (B)
ASAscX (A)
∆GscX (A) +
ASAbbX(B)
ASAbbX(A)
∆GbbGly(A) (35)
The predictions of the folded TFEs of the four amino acids alanine, leucine, serin, and
phenylalanine that are obtained with Equation 35 give a significant error. The average
relative error obtained for this four amino acids and glycine is shown in Figure 8, each in
the three different folds, is approximately 40%, which means that even semi-quantitative
predictions cannot be achieved. We now seek the root of the bad performance. In principle,
the heuristic model might simply not work. However, it is remarkable that the glycine
predictions are reasonable, and only the predictions of the other studied amino acids are
poor. We put our focus on the treatment of the backbone and study the universal backbone
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transfer model, which replaces the backbone ASA of the stretched amino acid X in the
denominator, ASAbbX(A), by the backbone ASA of stretched glycine ASA
bb
Gly(A):
∆GbbX(B) =
ASAbbX(B)
ASAbbGly(A)
∆GbbGly(A). (36)
The prediction for the transfer free energy reads now
∆GX(B) =
ASAscX (B)
ASAscX (A)
∆GscX (A) +
ASAbbX(B)
ASAbbGly(A)
∆GbbGly(A) (37)
Figure 8 shows the predictions that are obtained with the universal backbone transfer model
next to the results of the established transfer model. It is immediately evident that the pre-
dictions of the universal backbone model are significantly better than the results obtained
with the established model. The average absolute error is reduced by more than a fac-
tor of two, the relative error is reduced to about 20%. The accuracy is good enough that
semi-quantitative predictions seem possible. The obvious interpretation of these simulation
results is that the universal backbone TM is superior to the established implementation. It
is not only a consistent extension of the underlying mathematical model, it also gives a
dramatic improvement of the predictions of transfer free energies of different secondary
structure motifs.
6 Conclusions
We present a molecular dynamics approach that is able to quantitatively evaluate relations
between transfer free energies and the structure of polypeptide chains. Using this ap-
proach, we are able to assess transfer models that are based on additive group transfer free
energies and on these group’s solvent accessible areas. Our results show that the transfer
model works reasonably, but only after a fully consistent treatment of the backbone con-
tributions has been implemented. The previously established implementation is shown to
give poor agreement. In the end we want to shortly mention the next step: applying the
universal backbone TM as we have tested it so far to the cases for which transfer models
were originally designed: the folding of real proteins. In fact, it was possible to show that
the conceptually well working universal backbone TM is also giving good predictions of
experimental m values of proteins based on the currently best collection of group refer-
ence data15. The interpretation arising from this analysis is that backbone and side chain
contributions to the denaturation of proteins by urea are on average equal, which is in
agreement with several other studies38, 39. On the other hand, application of the previously
established transfer model, which performs poorly in the evaluation by MD simulations,
results in the prediction that denaturation by urea is driven almost exclusively by effects of
the backbone11, 40
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In these lecture notes we will briefly overview current progress in theory and simulations of
(room temperature) ionic liquids (ILs) at charged interfaces (CIs). ILs are important highly
concentrated electrolyte media for many applications - from energy storage to friction. When
a certain IL is to be chosen for a given application, a suitable one has to be selected from,
practically, an infinite number of possible combinations of cations and anions. Therefore, the
main role or modelling and theoretical techniques in this area is to understand the main trends
in the IL behaviour at CIs and reveal the most important guiding factors that determine it. The
notes are focussed on computational and theoretical analysis of the fundamental properties of
the structure of the electrical double layer (EDL) in ILs that is dramatically different from the
one in diluted electrolytes. Several methodological aspects that are specific to IL systems are
discussed.
1 Introduction
Interfacial effects in (room temperature) ILs at charged surfaces are very important for
IL applications in electrochemistry1, 2, energy storage3, catalysis4 and other areas (such as
e.g. lubrication5, 6). However despite of the many works published on this subject (several
hundreds only in 2014) there is still no general agreement in the literature about the main
factors that govern the structure and properties of ILs at charged interfaces. This is mainly
due to a large amount of available combinations of ionic liquids (and their mixtures!) and
different surfaces1.
In these notes we will briefly overview current progress in theory and simulations of
ILs at CIs with a focus on methods of description and analysis of interfacial structural
transitions in ILs. We will present a critical (qualitative) analysis of available molecular
modelling and experimental data using recently developed concept of surface charge com-
pensation that allows one to compare results for different ILs on the same methodological
footing.7 Several methodological aspects that are specific to IL systems will be also dis-
cussed.
The notes are largely based on our recent works on modelling interfacial structural
transitions in ILs7–10.
2 Motivation
ILs are important highly concentrated electrolyte media for many applications - from en-
ergy storage to friction1. When a certain IL is to be chosen for a given application, a
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suitable one has to be selected from, practically, an infinite number of possible combina-
tions of cations and anions11, 12, 1. Therefore, the main role or modelling and theoretical
techniques in this area is to understand the main trends in the IL behaviour at CIs and
reveal the most important guiding factors that determine it.
Charge/voltage driven structural transitions in the EDL in ionic liquids (ILs) have
recently attracted large interest in experimental13, 5, 14–17, theoretical18 and computa-
tional19–21, 7, 22, 23, 8–10 communities due to the importance of this subject for a variety of
IL applications24, 1. Such, it has been shown recently that the ion layering/packing deter-
mines the free energy barriers for a solute approaching the electrode25–27, ion self-diffusion
in charged (slit-)nanopores28, and the potential-dependent variation of nanoscale-level fric-
tion at the IL–electrode interfaces5, 29 (see also the recent Editorial in the J. Phys. Chem. C
by Kornyshev and Qiao30).
Bazant et al.18 suggested that general trends in structural transitions in ILs upon surface
charging are determined by the crossover between the over-screening and the crowding
regime in the EDL structure. In a recent modelling work7 it was shown that this crossover
corresponds to a structural transition from a multilayer (intermediate charges) to an over-
crowded structure (high charges; superposition of two or more counter-ion layers) through
the formation of a monolayer structure at a certain charge density value. In the Refs8–10
it has been suggested that these trends may be universal and are expected to be found in
many IL systems.
In these notes we will show that molecular modelling techniques combined with proper
theoretical analysis can make the next step towards rationalising general mechanisms of
charge-driven interfacial structural transitions in ILs. To illustrate the main ideas behind
the methods we will present several case studies that investigate and compare interfacial
structural behaviour of different coarse-grained31, 32, 7 and fully atomistic9, 26 models of ILs.
3 Interfacial Structures in Ionic Liquids at Charged Surfaces
It has been shown in a number of experimental, modelling and theoretical works that ILs
undergo structural reorganisation on molecular level upon charging the interface. This has
direct effects on mass and charge transfer happening at the interface24 as well as on the
differential capacitance (Cdiff) dependence on the electrode potential32, 31, 18 and temper-
ature33, 34. The interfacial structure of ionic liquids also influences lubrication properties
of the interface.29, 35 For recent reviews on experimental studies in this area we refer to
Refs.36–38; for an overview of molecular modelling studies see Ref.22.
From a practical point of view, the response of the interfacial ionic liquid structure to
changes of the surface charge can be important for a variety of applications of ionic liquids
such as supercapacitors, batteries and electrocatalysis4, 2, 3. Many independent experimen-
tal studies that used different techniques (high-energy X-ray reflectivity, nuclear magnetic
resonance, surface apparatus, and atomic force microscopy (AFM)) reported formation of
multilayered structures of ionic liquids at charged interfaces with alternate layers of cations
and anions (see e.g. Refs39–42). Similar multilayered interfacial structures in ionic liquids
were also found in a number of Molecular Dynamics (MD) studies that used different
simulation methods (force fields and simulation conditions), ionic liquid models (coarse-
grained and atomistic) as well as electrode models (carbon material, structureless charged
surface, metal, etc)22.
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It was shown that charging of the surface affects the magnitude of the ion layering at
the interface32, 31, 25, 14, 29, 35. Such, recent AFM studies have shown that the molecular-level
structure and, consequently, interfacial properties of ionic liquids at charged surfaces can
be changed by varying the surface potential29, 35. It has been also shown in these works
that the interfacial structure can be changed by varying chemical composition of the ionic
liquids, i.e. varying the length of alkyl chains of organic cations or anion type, etc.
However, we note that a multilayer-like structure is not the only possible arrangement
of ions at the interface. Indeed, monolayer-like interfacial structures of ionic liquids at
charged surfaces has been reported for several ionic liquids systems43. Critical analysis
of several studies applying the sum frequency generation spectroscopy technique led the
author to a conclusion that ions at the solid–liquid interface in ionic liquids are organized
into essentially one ionic layer – a structure that resembles the classical Helmholtz picture
of an ionic monolayer at a charged surface44, where the structural correlations between the
ions beyond this layer resemble the bulk liquid structure43.
Trying to resolve the apparent contradiction between the different views on the interfa-
cial structure of ionic liquids at charged surfaces recently Kirchner et al. performed a MD
study of structural reorganization in ionic liquids upon surface charging using a wide scale
of surface charges7. The authors of Ref.7 used a coarse-grained model of ionic liquids
that was previously developed in Refs.31, 32. The results of this work have shown that vary-
ing the surface charge one can observe both multilayer structure and monolayer structure
in ionic liquids. Although the conclusions were derived from a rather crude model that
describes ionic liquid cations and anions as charged Lennard-Jones spheres we think that
they can be applied when analysing interfacial properties of more complex models and real
systems.
Figure 1 schematically presents two main types of the molecular-scale structure of the
electrified electrode–ionic liquid interface that can be formed in a model ionic liquid – the
multilayer structure (LEFT) and the monolayer structure (RIGHT). The simulation setup
for the MD simulations and the model parameters are described in details in Refs31, 32, 7
(see also below). The model systems consist of two smooth charged surfaces (11 nm× 11
nm) and a variable number of ionic pairs (up to 1050)31, 32, 7, 45. Simulations were carried
out using molecular dynamics at temperatures from 250 to 500 K, in an NVT ensemble.
The results shown in Figures 1 and 2 are drawn for the symmetric ionic liquid model with
a bulk number density of 0.32 ions per nm3 and ionic radii of 0.5 nm.
The multilayer structure on Figure 1:LEFT is characterized by segregation of ions into
cationic and anionic layers; that type of interfacial structure is related to the overscreening
phenomena in ionic liquids31, 32, 46, 18. The overscreening implies that the innermost layer
contains more charge than is needed to compensate the surface charge (σ). The excess
of charge in the innermost layer (λ1) is compensated by the following ionic liquid layers
in the transition region. The interfacial layering of ionic liquid particles is reflected in
the oscillation of the electrostatic potential (φ) (Figure 1), ionic number density (Figure
2A), ionic charge density and its derivatives, like the excess of charge in the i-th layer (λi,
Figure 2C). Thus, in the multilayer regime, the molecular-scale structure of ionic liquid at
a charged interface can be divided into three regions: the innermost layer of counter-ions
in direct contact with the surface, the transition zone of several nanometer thickness that
consists of alternating ion layers and the bulk-like structured ionic liquid at larger distances
from the surface.
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Figure 1: Electrostatic potential φ(z) across two model interfaces representing multilayer (LEFT) and mono-
layer (RIGHT) structures in a model ionic liquid. For the sake of simplicity, here both anions and cations are
represented by spherical particles of the same size. In the underlaying simulation snapshots the electrode, cations
and anions are depicted as gray, red and blue spheres, respectively. The opacity level of the snapshots is adjusted
proportionally to the variation of the amplitude of φ(z). The figure is taken from Ref.8. Copyright 2014, The
Electrochemical Society (ECS).
We note that, contrary, there is no transition zone in the case of the monolayer structure.
Consequently, there are no oscillations in the electrostatic potential (Figure 1:RIGHT) – the
innermost layer coexists directly with the bulk-like structured ionic liquid.
4 Analysis and Description of Interfacial Structural Transitions in
Ionic Liquids
To perform a quantitative analysis of structural transitions in the interfacial region we intro-
duce a parameter θmax that corresponds to the maximum charge density that can be stored
in a monolayer for a selected type of ionic liquid ions (that would correspond to a densely
packed monolayer of ions at physically possible maximum of ion packing density)7. By
its definition, for a given ionic liquid θmax depends only on the ion charge and geometric
parameters of the selected ion type (size and shape).
The essential features of the monolayer structure are – (i) a linear electrostatic potential
drop across the interface; (ii) the charge density stored in the monolayer equals to θmax;
(iii) the electrode counter-ions that form the monolayer completely compensate the surface
charge, i.e. σ = θmax. Due to the fact that θmax depends only on the charge and geometry
of the ions, one can use the surface charge renormalized by θmax to compare different
ionic liquid systems on the same universal footing. The dimensionless surface charge
compensation parameter (κ) is then defined as:
110
κIon =
∣∣∣∣ σθmaxIon
∣∣∣∣ . (1)
Figure 2 illustrates the relationships between the structure of the transition region and
the packing of the innermost layer of counter-ions for different electrode charge densities.
Figure 2A shows the dependency of the ion number density (ρN ) on the distance from the
electrode (z) and the renormalized surface charge density – in the form of a contour map of
ρN (z, κ). As can be seen from this figure, vertical valleys divide the interface into distinct
regions: the innermost layer, the transition region and the bulk ionic liquid.
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Figure 2: A. LEFT: Dependency of anion (dark, blue) and cation (light, red) number density (ρN ) on the distance
from the electrode (z) and renormalized surface charge density (κIon). Dashed lines divide the interface into the
innermost, transition and bulk regions. The contour interval equals to ρbulk, the first contour starts at 1.5ρbulk,
and the ρN (z, κIon) peaks are cut at 7.5ρbulk to facilitate the visual analysis. B. MIDDLE: The TOP subfigure
shows dislocation of anions (blue) and cations (red) within 1.7 nm from the surface (gray) at σ = −8 µC cm−2
and κCation = 0.5. The BOTTOM subfigure shows dislocation of ions within 1.7 nm from the surface (gray) at
σ = −16 µC cm−2 and κCation = 1.0. C. RIGHT: Excess of charge in the first (λ1, filled marks) and in the
second (λ2, empty marks) interfacial layers. The κIon values of 1 correspond to ±16 µC cm−2 on the σ-scale
shown on the left. Areas corresponding to the multilayer and monolayer structures are highlighted in color and
with dotted lines. The figure is taken from Ref.8. Copyright 2014, The Electrochemical Society (ECS).
The number of layers in the transition region (within 1–4 nm for the coarse-grained
model) depends on the κIon. It increases with increasing the surface charge until κIon ≈
0.5 and then decreases revealing a bare monolayer at κIon = 1. The horizontal valleys at
κIon = 1 confirm the coexistence of the monolayer with bulk-like ionic liquid.
Although the interfacial structure can exhibit quasi-crystal ordering in the vicinity of
zero surface charge,47 in the presented simulations the interchange of cations and anions
happens disorderly upon crossing the zero charge mark (κ = 0). Onwards, the innermost
layer becomes pressed against the surface by the strong electrostatic attraction between
counter-ions and the charged surface. This is evident from the thinning of the first layer
and monotonous grow of the ρN (z, κ) of counter-ion with increasing κ (2A).
For comparison, in Figure 2B there are shown anions (blue) and cations (red) within
1.7 nm from the charged surface at κCation = 0.5 (TOP) and κCation = 1 (BOTTOM).
As can be seen from this figure, already at κCation = 0.5 the innermost layer is dominated
by the electrode counter-ions. In previous works observations of similar structures were
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associated with the lattice saturation effect and the maximum of differential capacitance
curve (Cdiff vs. E).48 However, the figure shows that within the distance of 1.7 nm from
the electrode there are also co-ions coordinated with several (2–4) counter-ions. Thus, we
think that the correlations between cations and anions actually define the distance between
the counter-ions in the innermost layer at κIon = 0.5.
The packing density of ions at the interface can be further increased upon surface
charging without crowding up to the monolayer structure formation (from κIon = 0.5
to κIon = 1.0). To our best knowledge the corresponding regime of electrostriction was
not previously described in the literature, although similar ideas have been discussed in
terms of Cdiff vs. |∆φ|−n dependence49–51, 46.
The transition between the multilayer structure to the monolayer structure is illustrated
using the charge excess in the i-th layer (λi) in Figure 2C. The parameters λi is defined
through the cumulative charge density as follows:
λi = κIon ×
(∣∣∣∣cnQ(zi)σ
∣∣∣∣− 1) , (2)
where zi corresponds to an extremum (or a step height) of |cnQ(z)/σ| on the interval that
defines the i-th layer. cnQ(z) = 1A
∫ z
0
ρQ(z
′)dz′, where ρQ(z) = ρCationN (z) · qCation +
ρAnionN (z) · qAnion. Note that the electrostatic potential quantities ρQ(z), cnQ(z) and λ are
derived from ionic number densities.
The increase of the absolute charge excess in the interfacial layers with increasing κIon
from 0 to 0.5 manifests the transition from the disordered to the multilayer structure, while
the decrease of the charge excess indicates the vanishing of the multilayer structure towards
exposure of the monolayer structure at κIon = 1. The λi vs. κIon dependence represents
an analog of dimensionless “reaction coordinate” for the reorganization process.
The screening factor (|cnQ(z)/σ|) as well as similar conceptions of charge magnitude
and the normalized surface charge density were previously employed in several previous
works32, 20, 52, 53.
On the larger κ-scale the monolayer structures in the coarse-grained models are formed
at integer values of κIon (adjusted for compressibility),45 similarly as for one-dimensional
lattice Coulomb gas model (with lower fugacity).54 An exact solution for the latter model
also indicates that the maximal charge layering happens at renormalized surface charge
densities of ∼ 0.3 ÷ 0.5. The presented results reveal that the similar is true for three-
dimensional ionic liquids models.
The recent work of Ivanisˇtsˇev et al9 has shown that the multilayer to monolayer struc-
tural transitions observed in simulations by coarse-grained IL models7, 8, 10 can be still
found in fully atomistic simulations of ILs at CIs. In the recent atomistic MD simula-
tions of Paek et al. and Hu et al. one can also see evidences of the monolayer formation
in the case of complex atomistic ionic liquid models (see Figure 4 in Ref.55 and Table
II in Ref.20). Therefore, the κ-scale can be used for rationalising general trends in more
realistic systems. Figure 3 shows the relationship between ionic size and maximum pack-
ing charge density (formed at κIon = 1). As a first approximation, it is assumed here
that the ions are roundish and non-polarizable (we note that the former assumption is true
for the alkali, halogenide and, perhaps, PF−6 and BF
−
4 ions). The presented θ
max values
are approximate and can be adjusted by considering compressibility and specific packing
of ions (that should be important for larger ions, which in addition are electrochemically
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more stable due to presence of stabilizing functional groups and larger distance from the
electrode56, 57).
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Figure 3: LEFT: Dependence of sterically determined maximum charge density (θmaxIon ) on ionic radius (r).
Dashed lines denote limiting values of surface charge achievable in electrochemical experiments with ionic liq-
uids. For complex ions the radii were estimated from molecular volumes taken from Refs.58, 59 assuming that
ions are spherical in shape. The radii of halogenide anions and alkali metals cations were taken from Ref.60.
RIGHT: ball-and-stick models of chosen ions amplified relative to the presented scale. The figure is taken from
Ref.8. Copyright 2014, The Electrochemical Society (ECS).
Complicated geometric shape of ions, specific interionic interactions and (partial)
charge transfer between the ions and the charged surface are present at real interfaces.
According to Figure 3 the formation of monolayer structure can be achieved for a number
of relatively large ions: CnMIm+ and CnMPyr+ with n ≥ 4, TFSA−, FAP−, etc, for
which the listed effects can be neglected in a first approximation.
113
5 Molecular-Scale Structural Reorganization of Ionic Liquids in
Response to the Surface Charge
In this section we present a unified view on charge-driven structural transitions in the elec-
trical double layer in ionic liquids and summarise molecular-scale mechanisms of the ionic
liquid structural response to the surface charge.
Bazant et al.18 suggested that general trends in structural transitions in ILs upon sur-
face charging are determined by the crossover between the over-screening and the crowd-
ing regime in the EDL structure. In the modelling works discussed above7, 8 it was shown
that this crossover corresponds to a structural transition from a multilayer (intermediate
charges) to an overcrowded structure (high charges; superposition of two or more counter-
ion layers) through the formation of a monolayer structure at a certain charge density value.
Below we show that the conclusions from the Refs.18, 7, 8 are not effects of an oversim-
plified view on ILs and can be used for describing realistic systems. We illustrate that
by comparing structural behaviour of three different coarse-grained IL models31, 32, 7 with
the behaviour of a fully atomistic model of 1-butyl-3-methylimidazolium tetrafluoroborate
([BMIm][BF4])26. The section is largely based on our recent paper on this subject9.
5.1 Simulations
All simulations were performed using the classical Molecular Dynamics (MD) method in
the NV T ensemble at a temperature of 350 K with the Gromacs 4.5.5 software61. The
simulation setups (equilibration, length of simulations, system parameters and computa-
tional methods) were overall the same to the ones used in our previous works: Ref.26 (fully
atomistic model of [BMIm][BF4]) and Refs.7 (coarse-grained models). Periodic boundary
conditions were applied in all directions. The cut-off of the Lennard-Jones interactions
was taken to be 2.6 nm with shifted potential method. The long-range Coulomb interac-
tions were handled by the Particle-Mesh Ewald (PME) method62 with a cutoff of 2.9 nm, a
grid spacing of 0.112 nm and corrected for slab geometry with using the Yeh and Berkowitz
correction method for using 3D Ewald methods in slab-like geometries, 3D-EWC.63. The
neighbour list for non-bonded interactions was updated for every 10th integration step.
5.1.1 Coarse-grained simulations
The simulated systems represent model ionic liquid (IL) ions confined between two model
electrodes31, 32, 7. The models represented IL ions as charged Lennard-Jones spheres31, 7
with the cation-to-anion diameter (dLJ) ratios were chosen to be 1 : 1 (large anion – LA),
1 : 0.8 (medium anion – MA) and 1 : 0.5 (small anion – SA) with dLJ(Cation) = 1.0 nm
(the SA model was previously used in]31, 7). The electrodes consist of 2500 Lennard-Jones
spheres with a diameter (dLJ) of 0.22 nm that are arranged on a square lattice with a size
of 11 nm × 11 nm, in x and y directions. Distance between the electrodes was chosen to
be 54 nm, 36 nm and 24 nm for the LA, MA and SA systems, respectively. The electrodes
were charged with surface charge densities (σ) ranging from 0 to ±24µC/cm2 for the LA
model, from 0 to ±40µC/cm2 for the MA model, and from 0 to ±76µC/cm2 for the SA
model. The ion pair number was fixed in all simulations to be equal 1050. We used the
leap-frog algorithm for integrating Newton’s equations of motion with a 0.01 ps time step.
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Velocity rescaling was used with a temperature coupling constant of 1.0 ps64. The force
field parameters of the models are summarized in Table 1.
Table 1: Force field parameters of the coarse-grained models of ionic liquids and the electrodes. Ions and elec-
trode particles are modelled as charged Lennard-Jones spheres with only repulsive part of the short-range poten-
tial U ijLJ = 4εLJ [(di + dj)/r]
12, where εLJ = 1.8698 kj mol−1. The arithmetic combination rule was used
for both dLJ and εLJ. Similar to the previous works31, 32, 7 the relative permittivity was set to 2 to account for
polarization effects.
Particle dLJ /nm Interaction dLJ / nm
Cation 1.00 Large anion–Cation 1.00
Large anion (LA) 1.00 Medium anion–Cation 0.89
Medium anion (MA) 0.79 Small anion–Cation 0.75
Small anion (SA) 0.50 Cation–Electrode 0.60
Electrode 0.22 Large anion–Electrode 0.60
Medium anion–Electrode 0.49
Small anion–Electrode 0.35
5.1.2 Fully atomistic simulations
The system consisted of two rigid graphene slabs with dimensions of 3.408 nm by 3.4433
nm separated by a distance of 10.4 nm. 374 [BMIm][BF4] ion pairs were placed between
these surfaces and equilibrated. The OPLS-AA force field was used together with partial
charges taken from65 for the IL. The charges were screened by a factor of 0.79 to account
for electronic polarisability26.
5.1.3 Iterative systems preparation
Preparation and analysis of the simulations for all IL models were done using the NaRIBaS
toolbox a. To improve the simulation convergence and statistical sampling, five indepen-
dent molecular configurations (replicas) per system were generated with the Packmol soft-
ware66. For every combination of IL model and the surface charge, the results then were
averaged over productive simulation runs for all five replicas of the system. The system
preparation and simulation consisted of the following steps, repeated iteratively for all IL
models, surface charges and replicas67:
1. Energy minimization
(integrator steep, 10000 steps, electrodes neutral);
2. NV T simulation with a small time step
(integrator md, dt = 2 fs, 100000 steps = 200 ps, electrodes neutral);
3. Energy minimization
(integrator steep, 10000 steps, electrodes charged);
4. NV T simulation with a small time step
(integrator md, dt = 2 fs, 100000 steps = 200 ps, electrodes charged);
aK. Kirchner and M.V. Fedorov, NaRIBaS: A scripting framework for computational modeling of Nanomaterials
and Room temperature Ionic liquids in Bulk and Slab; Version 1.0 (2013). http://sourceforge.net/projects/naribas/
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5. NV T simulation with a large time step
(integrator md, dt = 10 fs, 3500000 steps = 35 ns, electrodes charged).
5.2 Analysis
As in the previous section, we used the unified κ-scale. Below we use the κ-scale for
generalised analysis with a focus on the regions 0 < κAnion < 1 and 0 < κCation < 2,
where κCation corresponds to the negative surface charge density values (σ < 0) and
κAnion corresponds to the positive values (σ > 0).
Because the monolayer structure is characterised by smearing of oscillations in the
electrostatic potential φ(z)-profiles7, 8, the value of (θmaxIon ) was extracted from the simula-
tion results at the point of surface charge that corresponds to a linear potential drop. The
potential drop at κIon = 1 can be roughly approximated as:
φML =
d

θmaxIon , (3)
where θmaxIon ≈ e qIonr2Ion , d is the distance between the surface and the monolayer charge
planes, rIon is ionic radius, qIon is ionic charge, e is elementary charge, and  is permittivity
of the monolayer structure. θmaxCation was found to be the same for all three coarse grain-
systems (+16µC/cm2) in accordance with the fact that the cation model is the same in
all systems. This value equals to the density of one cation per 1 nm2 of the surface that
corresponds to the dense coverage of the surface by the cations. θmaxAnion values were found
to be −68, −26 and −16µC/cm2 for the systems with small, medium and large anions,
respectively. These values also correspond to the dense coverage of the surface by the
anions. For the atomistic model of [BMIm][BF4], θmaxAnion is −100µC/cm2, θmaxCation is
+38µC/cm
2.
The restructuring process at different charge densities can be illustrated with the use
of the parameter (λi) defined above. In the analysis below we will consider only the λi
parameter of the first ion layer (λ1), therefore the index i is omitted.
As was discussed in the previous section, the κIon–scale represents a universal analogue
of dimensionless “reaction coordinate” for the EDL restructuring process in response to the
surface charge. Analysis of the dependence of λ on κIon allows to study the evolution of
the EDL structure in terms of the charge excess. Namely, an increase of the charge excess
in the first interfacial layer (λ1) manifests formation of a multilayer EDL structure, while
the decrease of the charge excess indicates the vanishing of the multilayer EDL structure
towards the formation of the monolayer structure at κIon = 1.
5.3 Simulation results
The electrostatic potential φ(z)-profiles were calculated using the solution of the Poisson
equation:
φ(z) = φ(0)− σz
0
− 1
0
∫ z
0
z′ρQ(z′)dz′, (4)
where ρQ(z) is the charge density at distance z from the electrode surface,  is the rel-
ative permittivity and 0 is the electric constant. Value of φ(0) was chosen so that the
116
electrostatic potential in bulk IL equals 0, and  was set to 2 in order to account for the po-
larization effect. The potential drop across the modelled interfaces can be then calculated
as U = φ(L/2)− φ(0), where L is a distance between the model electrodes.
In Figures 4 and 5, φ(z)-profiles for the LA model and an atomistic [BMIm][BF4]
model26, 9 are shown, respectively. The striking similarity in the profiles for these two dif-
ferent types of IL models indicates that the overscreening-to-crowding crossover18 happens
via a state of complete surface charge compensation by the counter-ions of the first layer7.
Taking this state as a reference point, we define a unified κ-scale, on which σ is normalized
by the maximum charge density stored in the first interfacial layer (θmaxIon ):
κIon =
∣∣∣∣ σθmaxIon
∣∣∣∣ . (5)
Regarding the results for the atomistic model, it should be clarified that oscillations of
the electrostatic potential are seen at all surface charges, even for an uncharged electrode
surface. Particularly, at κ = 0 and κ = 1 the oscillations reflect the heterogeneity of the
bulk IL68. Moreover, two linear regions in the potential drop (at κCation = 1.4 in Fig. 5) are
related to existence of two distinct orientations of imidazolium ring relative to the surface
plane20. Despite these nuances, from the φ(z)-profiles it is seen that for both type of
models the oscillations in φ(z)-profiles dissapear upon κ→ 1 and reappear at κ > 1. The
Figure 4: Electrostatic potential profiles (φ(z)), in the model system with large anion (LA), indicate transition
from the multilayer structure (in the so called overscreening regime, κ < 1) to the crowded structure (in the so
called crowding regime, κ > 1) through formation of the monolayer structure at κ = 1. The figure is taken from
the Supporting Materials to Ref.10.
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dumping is associated with the decrease in the interfacial ion layering magnitude. This
is evident from the dependence of charge excess in interfacial layers (λ) on κ discussed
below.
Figure 6 presents the dependency of the IL ion number density ρN from the distance to
the electrode z and κ in the form of ρN (z, κ) contour maps. These maps illustrate charge-
dependent layering of cation (light, red) and anion (dark, blue) for the coarse-grained (left,
MA) and the atomistic (right) model IL systems.
Although the compared IL models are quite different from each other, in both cases the
contour maps reveal similar features of the IL structural response to the surface charge that
are described below.
As can be seen, the vertical ridges of high ion number density divide the interfacial
region into distinct regions of ion accumulation. We refer to the region of counter-ions
accumulation closest to the electrode, as the first layer. Counter-ions ρN (z, κ) in the first
layer grows upon surface charging while counter-ions become pressed against the surface
due to the strong electrostatic attraction. Differently, in the subsequent layer the ρN (z, κ)
grows until some saturation at κIon ≈ 0.5 and then decreases until κIon = 1.0. The dotted
horizontal lines point to the areas of practical absence of layering around κIon = 1.0
(Figure 6).
Figure 5: Electrostatic potential profiles (φ(z)), at the model graphene–[BMIm][BF4] interface, indicate the
transition from the multilayer structure (in the so called overscreening regime, κ < 1) to the crowded structure
(in the so called crowding regime, κ > 1) through formation of the compact-layer structure at κ = 1. The figure
is taken from the Supporting Materials to Ref.10.
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To facilitate comparison of different IL systems, in Figure 7, we plot λ versus κ for
cationic and anionic layers. As can be seen, the evolution of the EDL structure upon sur-
face charging is qualitatively the same for all coarse-grained and atomistic models. This
implies that the main mechanisms of ion accumulation at the surface are governed mostly
by electrostatic interactions and sterical effects. Yet, despite of the apparent general simi-
larity seen in Figures 6 and 7, there is a lamination of the ρN (z,Cation) at large κCation
due to the presence of both parallel and perpendicular orientation of the [BMIm]+ ring in
the first cationic layer.
bilayer
multilayer
monolayer
crowded str.
multilayer
monolayer
Figure 6: The figure presents the ion number density ρN (z, κ) contour maps that illustrate charge-dependent
layering of cation (light, red) and anion (dark, blue) for the MA (left) and the [BMIm][BF4] (right) models. The
contour interval equals to ρbulk, the first contour starts at 1.5ρbulk (MA) and 2.5ρbulk ( [BMIm][BF4]), and the
ρN (z, κ) peaks are cut at 7ρbulk to facilitate the visual analysis. For [BMIm][BF4] the positions of the IL anions
and cations are assigned to the centres of C1 and B atoms respectively; the picture of [BMIm]+ indicates that
the lamination of the ρN (z,Cation) at large κCation values is due to the presence of parallel and perpendicular
(shown) orientation of the aromatic ring in the first cationic layer at high surface charges. The figure is taken
from Ref.9. Copyright 2014, Elseveir.
6 Poly(a)morphic Portrait of the Electrical Double Layer in Ionic
Liquids
As a summary, Figure 8 illustrates general mechanisms of structural transitions in the
EDL of ILs at flat interfaces which are represented as an ensemble of charge-dependent
poly(a)morphic structures9. These mechanisms can be described by the formation and mu-
tual transformation of ionic bilayer (D,E), multilayer (C,F) and monolayer (B,G) structures
followed by crowding of the counter-ions at high surface charges (A,H).
• D,E: Ionic bilayers of cations and anions that are formed at small surface charges
κ ≈ 0. Analysis of the MD simulations results reveals that at small absolute σ values
the first layer consists of two correlated subsystems – anionic and cationic – that form
the ionic bilayer. Upon surface charging, the cationic and anionic subsystems become
separated in space due to depletion of the co-ions and enrichment of the counter-ions
near the surface. The anionic and cationic subsystems become completely separated
by κ ≈ 0.5 when the multilayer structure is formed.
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Figure 7: Variation of the normalised charge excess in the first interfacial layer (λ) with κ for the four model ILs
studied in this work. The figure illustrates the overall similarity of the charge-induced EDL restructuring in these
different model ILs. The κIon values of 1.0 correspond to the θmaxIon values of the charge density σ. λ minimum
at κ ≈ 2.3 indicates the formation of a crowded layer of cations which accommodates more counter-ions that
is expected from a superposition of two dense monolayers; that happens due to the squeezing and reorientation
of the cations in the strong electric field at these high charges. The figure is taken from Ref.9. Copyright 2014,
Elseveir.
• C,F: Multilayered structures formed at intermediate κ-values that are composed from
well-distinguishable layers of cations and anions that alternate in the normal direction
(see Figure 6). These multilayered structures are characterised by maximal values of
the charge excess parameter (λ) (see Figure 7).
• B,G: Cationic (B) and anionic (G) monolayer structures formed at κ-values close to
1.0. In the cationic monolayer most of the [BMIm]+ rings lie parallel to the surface
and few of the [BMIm]+ rings orient perpendicular to the surface. Noteworthy that
the reorientation of a small part of the [BMIm]+ rings happens for the same reason
as the displacement of the tails from the surface – in order to provide higher charge
density in the ionic layer closer to the surface. The tails are pulled away from the
surface at κ > 0.5 forming a flexible sublayer. This observation is in agreement with
experimental evidences of formation of a similar intermediate layer69 in a confined
pyrrolidinium-based IL.
• A,H: Crowded structures formed by cations (A) and anions (H) at high values of κIon
(κIon > 1.0) when the net counter charge cannot be provided by a single dense layer
of counter-ions18. We point to the molecular details of this phenomenon for ions
with complex molecular geometry like the [BMIm]+ cations considered in this study:
in the molecular simulations a higher counter-charge can be accumulated either by
the formation of a distinguishable second sublayer of [BMIm]+ cations (leading to
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Figure 8: Schematic representation of cations (red pentagons with black tails) and anions (blue balls) packing and
orientations close to the electrode (coloured rectangle) at different κ-values. Links between the shown structures
and the position on the κ-scale are indicated with lines. In terms of cation and anion packing, the EDL structures
formed upon surface charging can be roughly classified as ionic bilayer (D,E), multilayer (C,F), monolayer (B,G)
and crowded polyamorphic structures (A,H). The figure is taken from Ref.9. Copyright 2014, Elseveir.
crowding) or by reorientation of the [BMIm]+ rings from parallel to perpendicular
orientation relative to the surface (due to electrostriction).
The visualised reorientation of the alkyl chains and the [BMIm]+ ring (Figure 8B–D) is
in agreement with recent spectroscopic studies43. Moreover, the molecular representation
of the bilayer-to-multilayer restructuring (Figure 3C–F) supports atomic force microscopy
(AFM) insights into the EDL structure in ILs16, 35, 5, 70. First, using eq. 3 with  = 1.6 we
estimate the potential of the monolayer formation of common [BPyr]+, [TFSI]−, [FAP]−
to be −3.1 V, +2.9 V and +2.7 V, respectively. Consequently, we conclude that the elec-
trode potential range used in experiments16, 35, 5, 70 corresponds to the κIon values between
0 and 0.5–0.7. In both MD simulations and in AFM experiments16, 70, upon κCation → 0.5,
the number of interfacial layers is increasing (Figure 6); at negative surface charge densities
the thickness of the first layer varies due to the reorientation of the cation ring (Figure 8C);
and at positive surface charge densities the thickness of the first layer remains constant,
although, the alkyl tails may penetrate the anionic sublayer (Figure 8E).
7 Conclusions
The ideas discussed above require further development and an extensive validation by di-
rect experiments and more sophisticated molecular models. However, we note that a num-
ber of characteristic structures were observed experimentally at electrochemical conditions
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that could serve as some evidences of the monolayer formation. For example, forma-
tion of ordered ionic adlayers were observed via scanning tunneling microscopy71–73; also,
“monolayer” to “bilayer” restructuring induced by confinement was observed by surface
forces apparatus69 and solid-like IL multilayers have been recently reported74, 42.
The results discussed above also prove that the earlier ideas on over-screening to over-
crowding18 and multilayer to monolayer7, 8 structural transitions in ILs obtained by simple
models are still generally valid when the molecular structure of IL ions is taken into ac-
count.
Overall, we think that molecular simulations can be used for predicting and analysis of
ion layering and packing in IL-based interfacial systems. The presented qualitative analysis
of interfacial structural transitions in ILs through the κ and λ parameters can be applied
for rational design of specific electrochemical and electromechanical applications of ILs1.
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1 Introduction
In this lecture, we discuss applications of molecular dynamics simulations to study
biomolecular solvation, i.e. the interactions between biomolecular solutes and their solvent
environment. The consequences of these interactions can be studied directly by analyzing
the contrast of solvent properties in the bulk and at the biomolecular solute interface. In
aqueous solution, the term biological water1 has been coined for water in the environment
of a solvated biomolecule with properties distinguishable from the bulk. More generally,
we may refer also to the hydration or solvation shell of a biomolecular solute. The poten-
tial relevance of biological water for biomolecular function has been discussed intensely2, 3
in the past decade. Water can be directly involved in the chemistry of an enzymatically
catalyzed reaction4. Further, protein flexibility is strongly dependent on the presence of
hydrating water5. Also the protein dynamical transition, the appearance of anharmonic
motion in the protein with increasing temperature, was shown to be strongly coupled to
the onset of dynamics in the surrounding hydration water6. Further, proteins were found
to interact strongly with the intermolecular vibrations of the water hydrogen bond network
surrounding them7, 8.
In dry or non-aqueous solvation states, proteins are typically kinetically trapped in their
respective conformation9. In cases where biological function involves any internal motion
of the protein, its activity will be significantly affected. The formation of a single layer of
hydrating water molecules has been shown to be sufficient to restore dynamical fluctuations
of a protein as well as activities10.
For the study of biological water, simulations offer the advantage of spatial resolution,
i.e. the ability to specifically characterize the properties of water molecules in the vicinity
of a solvated biomolecule, a specific binding site or catalytic center. In contrast, many ex-
perimental techniques have to extract hydration water properties indirectly by comparing
a solution to the bulk solvent, e.g. dielectric and far-infrared/terahertz spectroscopy11, 7.
Alternatively, hydrated protein powders are studied in order to study hydration water prop-
erties12. On the other hand, some experiments offer a certain degree of spatial resolution,
such as ultrafast fluorescence13, 14. Here, dipolar relaxation processes are quantified in
the local environment of a fluorescent probe which can be bound covalently to specific
residues on the protein surface. However, a correct assessment of the influence of the re-
quired probe molecule is not always straight forward. Here, detailed simulations do not
only provide crucial information on the properties of the hydration environment, but are
also able to play a major role in the interpretation of experimental observations.
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In the following section, we will discuss the relevant timescales for biomolecular sol-
vation effects and in particular hydration water. Then, we will describe the microscopic,
dynamical processes in water that can be directly analyzed from simulations. Using a sim-
ple protein as an example, we will study the sensitivity of hydration water properties to
the presence of a biomolecular solute. We will then introduce a methodology to resolve
dynamical properties in the three dimensional environment of biomolecular solutes and an-
alyze specifically correlated protein–water vibrational dynamics. Finally, we will describe
some useful mathematical and computational concepts, for extensive calculation of auto
and cross correlation functions.
Several important topics will not be discussed explicitly, which is why we will briefly
mention them here. The field of biomolecular solvation does not just describe the interac-
tions of biomolecular solute molecules with the main solvent, i.e. water. In biologically
relevant environments and experimental setups, interactions with co–solutes, co–solvents
and ions have a severe impact, for example on protein stabilities and biological activi-
ties15, 16.
Furthermore, the native environment of biomolecules is rarely a dilute solution. Typi-
cal biomolecular environments, such as the cytoplasm in the interior of the cell, are highly
concentrated with water contents below 70%17. Under such crowded conditions, the inter-
actions between biomolecules, proteins, nucleic acids, metabolites, play a crucial role and
effects the stability of compactly folded proteins, their dynamics and aggregation propen-
sity. Detailed insights into the interactions of biomolecular with their aqueous solvent and
their dynamical coupling, can therefore only be regarded as the first step towards under-
standing complex biomolecules in their even more complex environments.
2 Timescales in Biomolecular Solvation
To the advantage of simulation studies, the timescales required to study the properties of
solvents are significantly smaller than for complex biomolecular solutes. For example, wa-
ter molecules in a room temperature molecular dynamics simulation can be considered as
being in equilibrium on timescales of 10–100 ps. On the contrary, a simulated biomolecule
is typically captured exclusively in a pseudo–equilibrium state, e.g. its fast fluctuations
within one or a few accessible conformations are sampled effectively. Transitions between
such conformations occur on microsecond or even millisecond timescales. Therefore,
state–of–the–art atomistic simulations, with very few notable exceptions18, are capable
of sampling a few individual conformational transitions at best, but don’t even remotely
approach equilibrium statistics. Consequently, the properties of water in a biomolecu-
lar hydration shell extracted from a simulation are only representative for the pseudo–
equilibrium state obtained for the respective solute. The latter is particularly relevant for
comparisons to equilibrium properties obtained in experiments.
The concepts described in the following do not only apply to aqueous solvents. Water
is the dominant solvent for nucleic acids and globular proteins, whose native fold is even
stabilized by water, i.e. the hydrophobicity of buried residues and favorable solvation of
exposed sites. Integral membrane proteins experience an entirely different solvating envi-
ronment. They are primarily embedded in a two-dimensional liquid bilayer of lipids, whose
composition is highly variable. Interactions of membrane proteins with water play only a
secondary role. However, the interactions of membrane proteins with their lipid environ-
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ment will influence the properties of the protein and the lipid solvation layer. Lipid bilayer
dynamics occur on significantly slower timescales on the order of tens of nanoseconds.
Mixed bilayers formed by more than one lipid constituent exhibit micro– and meso–scopic
mixing and demixing processes even on microsecond timescales19. Consequently, statisti-
cal sampling even of solvent properties is particularly challenging for such systems. Here,
we will limit ourselves to a discussion of aqueous solvents for simplicity.
3 Water Dynamics
3.1 Time domain
Dynamical relaxation processes in water are dominated by rearrangements of its tetrahe-
dral hydrogen bond network, which is responsible for a large number of unusual liquid
properties20. Examples are the wide temperature range for a stable liquid state, the high
boiling temperature for such a light molecule and the density maximum at 4◦C. Rotational
or translational motions of a water molecule require one or more hydrogen bonds formed
with neighboring molecules to break. Consequently, this is the rate limiting step, for ex-
ample for molecular diffusion. In molecular dynamics simulations it is straightforward
to characterize water dynamics via the process of breaking and forming hydrogen bonds.
For this purpose, a criterion for the definition of an intact hydrogen bond needs to be con-
structed21, 22. Such a criterion can be based on the binding energy or a simple geometric
definition. The choice of the criterion will affect the quantitative values obtained for the
number of hydrogen bonds per water molecule in the bulk liquid and their average life-
time, however qualitative trends, e.g. with temperature or for differences between bulk and
hydration shell water, are typically robust. Geometric criteria are commonly used due to
their simplicity and independence of the employed energy model, for example the force
field. These are usually based on the separation distance between donor (D) and acceptor
(A) atoms and the angle formed by the D-H and A-H vectors. Popular choices are D-A
separation distances <3.5 A˚ and an angle larger than >150◦. This criterion, expressed as
an operator hˆ, defines a given hydrogen bond between two molecules as either intact (1)
or broken (0)21, 22. The dynamics of hydrogen bond rearrangements are then conveniently
expressed in terms of a time correlation function:
CHB(τ) =
〈hˆ(t)hˆ(t+ τ)〉t
〈hˆ(t)hˆ(t)〉t
(1)
Here, the angular brackets 〈〉t denote an ensemble average over all hydrogen bonds
and reference times t. The correlation function CHB(τ) simply describes the decreasing
probability of a hydrogen bond that was found intact at any given time t to be also intact
at later times t+ τ . This definition also accounts for hydrogen bonds, which were broken
intermittently and reform at a later time. A final decay of CHB(τ) therefore involves not
only breaking of a hydrogen bond, but also a diffusional process which separates the two
previously bonded molecules from each other. A typical result for bulk water at room
temperature is displayed in Fig. 1A, which shows that the residual probability of an average
hydrogen bond to be intact after 10 ps is less than 10%.
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Figure 1: Hydrogen bond correlation functions for bulk water at room temperature. CHB(τ) (A) allows for
intermittent hydrogen bond breaking events, while SHB(τ) does not count hydrogen bonds which experienced
any breaking event. The inset in panel A shows the fast initial fluctuations of CHB(τ) due to fast hydrogen bond
breaking and recovery events on the 100 fs timescale.
A more strict definition of the correlation function utilizes the operator Hˆ(t, t + τ),
which tests if the given hydrogen bond was broken at any time in the time interval from t
to t+ τ .
SHB(τ) =
〈hˆ(t)Hˆ(t, t+ τ)〉t
〈hˆ(t)hˆ(t)〉t
(2)
Intermittent hydrogen bond breaking and immediate recovery events are tightly cou-
pled to molecular vibrations, in particular librational motions (see below), which take place
on time scales <100 fs. In CHB(τ) fluctuations due to these fast events can be observed
on this timescale as shown in the inset of Fig. 1A. In practice, SHB(τ) therefore depends
strongly on the time resolution of the analyzed trajectory and the ability to resolve such
transient hydrogen bond breaking events. For converged results, time resolutions on the
order of 10 fs are typically required. In Fig; 1B a typical bulk water result is shown (ob-
tained with a time resolution of 8 fs) in which an almost complete decay is observed af-
ter 500 fs. While CHB(τ) characterizes the more complex dynamics of hydrogen bond
network rearrangements and thus follows a multi-exponential decay, SHB(τ) provides a
direct measure of the hydrogen bonding strength and can be described by a single expo-
nential. Average lifetimes associated with both relaxation processes are either obtained by
fitting, integration of the correlation function, e.g. τHB =
∫∞
0
CHB(τ)dτ , or simply via
CHB(τHB) = 1/e, in analogy to the time constant of a single exponential decay.
While the correlation functions CHB(τ) and SHB(τ) are smooth functions describing
the average breaking of a hydrogen bond, the actual process of breaking individual hydro-
gen bonds is discontinuous. Non-transient rupture of a hydrogen bond is typically asso-
ciated with fast (fs) large jumps of the hydrogen bond angle of up to 60◦23. These jumps
are the result of the fast formation of a new hydrogen bond with an available hydrogen
bonding partner in the environment.
As indicated, the decay of CHB(τ) is directly related to water molecule rotations and
translational diffusion, for which hydrogen bond rupture is a rate–limiting step. To obtain
complementary information both processes are often also studied individually. To study
the rotational motion of water molecules we define a correlation function based on a vec-
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Figure 2: Single molecule dipole correlation function Cµ(τ) reporting on rotational relaxations in bulk water at
room temperature.
tor defined in the molecule centered coordinate system, for example the molecular dipole
moment µ or one of the OH-bond vectors.
For the molecular dipole µ we obtain:
Cµ(τ) =
〈µ(t)µ(t+ τ)〉t
〈µ(t)µ(t)〉t (3)
For rigid molecules the expression in Eq. 3 is equivalent to a correlation function of
a unit vector along the dipole moment µ, however, for flexible molecules the correlation
function also contains fluctuations due to the intramolecular vibrations of the molecule.
Essentially the correlation function describes the average cosine of the angle θ between the
vector at the reference time t and time t + τ , Cµ(τ) = cos [θ(τ)]. It decays to 0, when
all angles between 0 and 180◦ are equally probable (averaging to 90◦) and all information
about the initial orientation of the water molecule is lost as shown in Fig. 2.
Orientational correlations functions are particularly interesting as they are accessible
experimentally. For example, femtosecond pump-probe experiments are able to probe the
rotation of vibrationally excited O-H bonds24, 25. Nuclear magnetic relaxation experiments
are sensitive to a closely related correlation function, which corresponds to the second
order Legendre polynomial of the cosine of θ (while cos [θ(τ)] is equivalent to the first
order Legendre polynomial)26.
Translational diffusion can be easily quantified via the mean squared displacement of
the molecular center of mass or atom coordinates:
MSD(τ) = 〈|r(t+ τ)− r(t)|2〉t (4)
In the limit of long observation times, the slope of the MSD(τ) is directly proportional
to the diffusion coefficient via the Einstein–Smoluchowski relation:
D =
1
2NDIM
lim
τ→∞
dMSD(τ)
dτ
, (5)
whereNDIM corresponds to the number of dimensions in which the motion takes place.
A typical mean squared displacement curve is shown for bulk water molecules in Fig. 3.
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Figure 3: Water molecule mean squared displacements computed from molecular centers of mass reporting on
the self–diffusion in bulk water at room temperature.
After a short initial period of ballistic flight (MSD increases quadratically with time, before
the tagged water molecule interacts with its neighbors) a transition to a linear evolution is
observed after less than 1 ps.
Translational motion of water molecules, i.e. MSD’s, also offer a direct, qualitative
comparison to experimental observables, in particular from quasi-elastic neutron scattering
(QENS)6. For more quantitative comparisons the incoherent scattering function can be
computed27.
Diffusion coefficients are equally accessible from velocity time correlation functions.
Cv(τ) = 〈v(t)v(t+ τ)〉t (6)
This correlation function often decays non–monotonously due to low frequency vibra-
tions in the system as shown for velocity correlation functions of oxygen and hydrogen
atoms in Fig. 4. Its decay to zero can be used as a proper equilibration time, i.e. after reini-
tialization of atomic velocities in a molecular dynamics simulation. The integral over the
time correlated motions provide an alternative measure of the self–diffusion coefficient, a
Green–Kubo relation.
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Figure 4: Normalized atomic velocity correlation functionsCv(τ) for oxygen and hydrogen atoms in bulk water
at room temperature.
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Figure 5: Normalized total dipole correlation function CM(τ) describing dielectric relaxation in bulk water at
room temperature.
D =
1
NDIM
∫ ∞
τ=0
Cv(τ)dτ (7)
The dynamic properties discussed above analyze the average dynamics of single
molecules or hydrogen bonds, and are thus generally referred to as single–particle dynam-
ics. They do not directly contain information on collective dynamics, i.e. the correlated
dynamics of interacting molecules.
As an example, the relaxation of the total dipole moment M of a system does formally
contain such information. It is analyzed via a time auto correlation function in analogy to
the single molecule dipole moment in Eq. 3 and is displayed for bulk water in Fig. 5.
CM(τ) = 〈M(t)M(t+ τ)〉t (8)
The total dipole moment M(t) can be expressed as the sum of individual molecular
dipole moments µ(t)
M(t) =
∑
i
µi(t) (9)
Substitution of this expression into Eq. 8 leads to a mixed expression of molecule dipole
auto correlations and cross correlations between distinct molecules:
〈M(t)M(t+ τ)〉t = 〈
∑
i
µi(t)
∑
j
µj(t+ τ)〉t (10)
=
∑
i
〈µi(t)µi(t+ τ)〉t +
∑
i
∑
j 6=i
〈µi(t)µj(t+ τ)〉t (11)
Consequently, the total dipole relaxation formally reports on collective behavior, unless
the cross correlation terms are zero (or negligibly small). The relaxation of CM(τ) corre-
sponds to the experimental observable of dielectric spectroscopy. Other types of collective
dynamics, e.g. the correlated motion of atoms and molecules can be observed in coherent
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scattering techniques, which obtain the dynamic structure factor and will be touched upon
briefly later28.
3.2 Frequency domain
Some of the previously discussed correlation functions reveal additional useful information
in the frequency domain after Fourier transformation. The total dipole autocorrelation
function discussed above is directly related to the infrared spectrum via the fluctuation–
dissipation theorem29. It relates the equilibrium fluctuations of a given property to the
linear response of a system to an external perturbation. In this case the perturbation is
the interaction of electromagnetic radiation with the dipole moment of the system, whose
equilibrium fluctuations are described in its time correlation function in Eq. 830.
α(ω) = F (ω)
∫
exp(iωτ)〈M(t)M(t+ τ)〉tdτ (12)
The frequency dependent prefactor F (ω) can be chosen according to various quantum
correction schemes, which relate the correlation function observed in classical simulations
to the quantum mechanical observable. The so–called harmonic approximation pre–factor
F (ω) = 14pi0
2piω2
3kBTV cn(ω)
is recommended in Ref. 32, which can be assumed as propor-
tional to ω2 if the frequency dependence of the refractive index n(ω) is neglected. In
analogy to Eq. 11 the absorption spectrum can be separated into contributions from single
molecule auto correlations, which are equivalent to a Fourier transform of Eq. 3, and cross
correlations of distinct molecules.
α(ω) = F (ω)
∫
exp(iωτ)
∑
i
〈µi(t)µi(t+ τ)〉tdτ (13)
+F (ω)
∫
exp(iωτ)
∑
i
∑
j 6=i
〈µi(t)µj(t+ τ)〉tdτ (14)
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Figure 6: Exemplary absorption spectrum for bulk water obtained from a simulation using a rigid non–polarizable
force field model (SPC/E). Note that the experimentally known absorption band at 200 cm−1 due to hydrogen
bond stretch vibrations31 is inactive due to the absence of polarization effects. Shown are also spectral contri-
butions from single molecule dipole fluctuations and cross correlations between molecular dipole fluctuations of
distinct molecules.
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Results obtained from fluctuations of the total dipole moment, as well as contributions
to the absorption spectrum from fluctuations of individual molecular dipoles and the cross
correlations between them, are shown in Fig. 6 for a simulation of bulk water at room
temperature and experimental density using the non–polarizable SPC/E force field model.
Water molecules in this model are described as rigid and intramolecular vibrations are
not existing. Therefore we restrict the analysis to frequencies below 1000 cm−1 where
intermolecular vibrations are observed. It should be noted that the absorption spectrum
obtained from simulations of non–polarizable water models describe the experimentally
observed spectrum rather poorly in the presented formalism33–35. Intermolecular vibrations
lead to mutual dynamic polarizations of interacting water molecules, which affect dipole
fluctuations and thus the IR activity of the respective vibrational modes. This is particu-
larly notable for the experimentally determined absorption band of hydrogen bond stretch
vibrations, which take place at roughly 200 cm−136. In the non–polarizable water model
this vibration is not IR–active and therefore this band is absent in the spectrum in Fig. 6.
The main feature which can be observed in the total IR spectrum in Fig. 6 (black) is the so–
called libration band, which is very broad and ranges from 300 cm−1 to 1000 cm−1. The
underlying vibrations are fast rotational motions of water molecules which are hindered
by the hydrogen bonds formed with neighboring molecules. These motions are mainly
responsible for the transient hydrogen bond breaking events, which lead to the decay of
SHB(τ) introduced earlier. Water molecule rotations involve a substantial change of the
dipole moment, which results in the IR activity of the vibrations. The broad range of
frequencies is due to the three different moments of inertia for the independent rotational
axes of a water molecule, as well as the heterogeneities of the individual hydrogen bonding
environments of each molecule.
This description of the librational absorption band already indicates, that single
molecule dipole fluctuations dominate the total IR signal. This is demonstrated in Fig. 6
(red). Only the shape of the total absorption band is modified by the correlated molecular
dipole fluctuations (blue). The latter describe the response of the environment to the libra-
tional motion of an individual water molecule. Negative intensities indicate that the total
dipole moment change due to librations of a single molecule are partially compensated by
a correlated response in the environment. Again, we note that the non–polarizable model
used here only provides a poor representation of correlated dipole moments in water due to
the missing dynamic polarization effects. See Ref. 35 for a detailed analysis of dipolar cor-
relations and a comparison between non–polarizable force field and ab initio simulations
that capture dynamic polarization effects.
The velocity auto correlation function Cv(τ) contains direct information on the fluctu-
ations of the atomic motion in the system, i.e. its vibrations. Its Fourier transform reports
on the vibrational motion in the system, irrespective of the cross section of these vibrations
with spectroscopic measurements, such as infrared activity. For non–polarizable simula-
tion models, it thus provides a significantly more realistic description of the vibrational
spectrum than the infrared absorption computed directly from total dipole fluctuations35.
Using proper mass weighting, e.g. by scaling of atomic velocities with the square root of
the atomic mass, v˜i =
√
mivi the vibrational density of states I(ω) is obtained, which
describes the distribution of the kinetic energy in the system over vibrational frequencies.
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Figure 7: Vibrational density of states of water at room temperature with separate contributions from oxygen and
hydrogen atoms. While frequencies below 200 cm−1 are dominated by oxygens, higher frequency vibrations are
attributed primarily to vibrational motion of the lighter hydrogen atoms.
I(ω) =
1
3kBT
∫
exp(iωτ)〈v˜(t)v˜(t+ τ)〉tdτ (15)
Figure 7 displays the vibrational density of states (VDOS) computed separately from
oxygen and hydrogen velocities, as well as the sum of both. Comparison to the IR spec-
trum in Fig. 6 shows, that the IR active libration band is dominated by hydrogen motion,
which matches the expectation for water molecule rotations around the molecule center
of mass. On the other hand vibrations at frequencies below 300 cm−1 are dominated by
oxygen motion, e.g. vibrations of the molecular center of mass. Clearly visible is now
the vibrational band due to hydrogen bond stretch motions as a pronounced shoulder at
200 cm−1, which has been absent in the absorption spectrum in Fig. 6. Below 100 cm−1,
an additional vibration band is observed, which is commonly assigned to bending vibra-
tions involving the angle of two hydrogen bonds with a common center36. Recently, it has
been shown that the underlying motion is likely to be more complex involving at least as
many as eight water molecules forming a local hydrogen bonded cluster of molecules in
the liquid37.
4 Hydration Water of Biomolecules
4.1 Structure and density fluctuations
The hydration water of biomolecules exhibits distinct properties from bulk water due to
its interactions with atoms on the protein surface1. The tetrahedral structure of the water
hydrogen bond network is responsible for a low density of the liquid. Neutron and x-ray
scattering experiments indicate that defects in this tetrahedral structure at biomolecule–
water interfaces can lead to a partial collapse of the hydrogen bond network structure, re-
sulting in an increased water density38. Simulations show, that a substantial amount of this
increase (two thirds) can be attributed to a geometrical effect of defining any random sur-
face in the water hydrogen bond network, which is not related to actual structural changes
in the hydration shell39. However, an approximately 5% increase in the hydration water
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density (here for the lysozyme protein) can be attributed to actual changes in the hydrogen
bond network structure, i.e. a reduced oxygen-oxygen distance and an increased average
coordination number of each water molecule.
Attractive interactions with charged groups on protein surfaces are reported to have a
specific effect on the increased water density in its direct vicinity39. However, topographi-
cal and geometrical properties of the protein surface are often found to be important factors
for structural changes in hydration water, which do not necessarily correlate with chemical
properties of the protein–water interface.
Apart from this, hydrophobic surface patches of biomolecules do not offer hydrogen
bond donor or acceptor sites to hydrating water molecules. Consequently, hydrating water
molecules try to optimize hydrogen bonding with other water molecules in order to avoid
loose dangling OH bonds. This restricts the number of hydrogen bonding configurations
for hydrating water molecules, resulting in an entropic cost. This is the basis for the pop-
ular ’iceberg’ model40, i.e. clathrate–like structures in the hydration water of hydrophobic
solutes. For extended hydrophobic surfaces, this enthalpic cost can be too great, resulting
in the loss of hydrogen bonds. This can be detected spectroscopically due to the distinct O-
H vibration frequency of dangling O-H bonds41, which point to the hydrophobic surface.
In this case, enthalpic costs for hydrophobic hydration become significant42.
A specific property of water hydrating hydrophobic solutes are significantly increased
density fluctuations43. The absence of strong solute–solvent interactions facilitates cavity
formations, which lead to the observed fluctuations. Density fluctuations are tightly cou-
pled to the compressibility, which can be several times higher at an extended hydrophobic
surface than in the bulk. Single hydrophilic groups within a hydrophobic surface patch can
already be sufficient to bind hydrating water molecules, effectively suppressing the fluctu-
ations44. Consequently, the magnitude of density fluctuations in the vicinity of a hydropho-
bic surface are context dependent, e.g. depend on the properties of nearby surfaces. The
characteristic density fluctuations of water hydrating hydrophobic surfaces bears potential
application for a microscopic hydrophobicity scale45. One of the key steps for protein
aggregation or ligand binding is the dewetting of the binding interface. Hence, enhanced
density fluctuations in the vicinity of hydrophobic residues are crucial for the kinetics of
binding events46.
Structural changes in biomolecular hydration water, e.g. increased densities, are re-
stricted to one layer of water molecules, which are in direct contact to functional groups
on the protein surface39. Apart from the density, the orientation of water molecules can
be perturbed on significantly larger length scales. In the first few hydration layers water
molecules preferentially orient themselves according to the electric field generated by sur-
face groups of the protein. At larger distances to the protein, however, interactions with
the very large dipole moment of many proteins (often 100 Debye and more) can become
dominant, resulting in a preferred average orientation of water molecules in the hydration
shell47. Such effects have been proposed to be very long-ranged (nanometer length scales),
but may be reduced substantially by the presence of ions, which affect the dielectric prop-
erties of the solution.
4.2 Hydration water dynamics
Apart from the previously discussed density fluctuations, also the dynamical processes
of the water hydrogen bond network react to the presence of a biomolecular solute sur-
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face. Solute–water hydrogen bonds can be stronger than water–water hydrogen bonds, in
particular for charged carboxyl or amino groups. In addition, the kinetics of hydrogen
bond rearrangements are significantly perturbed by the solute surface. This can be accu-
rately captured by taking into account the reduced volume accessible to competing water
molecules to attack a solute–water hydrogen bond, which is necessary to form the transi-
tion state of hydrogen bond rearrangement events. Both factors combined are found to be
sufficient to describe increased lifetimes of solute–water hydrogen bonds48.
The decreased mobility of water molecules directly bonded to polar groups on a
biomolecular surface results in a retardation of water–water hydrogen bond rearrange-
ment dynamics in the first hydration shell, and to limited degree also higher hydration
shells. This is shown in Fig. 8, where water-water hydrogen bond correlation functions
are shown for water molecules selected in successive hydration layers based on the dis-
tance to the closest atom of a simulated protein (here the DNA binding domain of the
λ-repressor)49. Hydrogen bonds within the selected set of water molecules are then fol-
lowed for 10 ps to obtain a rough spatial resolution of water dynamics in the vicinity of
the protein. Water–water hydrogen bond lifetimes defined simply as CHB(τHB = 1/e are
found to be increased by more than 50% in the direct vicinity of the protein solute. With
increasing distance to the protein the lifetimes approach the bulk value, which is recovered
at approximately 6 A˚ distance.
Water-water hydrogen bond dynamics are heterogeneously distributed on the surface
of the protein. Due to the absence of protein–water hydrogen bonds for hydrophobic
sidechains, one would assume a weaker retardation in their vicinity, as is observed for
example in the vicinity of hydrophobic model solutes50. However, as discussed for obser-
vations of modified protein hydration water densities, geometrical and topological factors
contribute as well for complex protein solute surfaces. With hydrophobic residues being in
average less exposed to the solvent, e.g. within crevices of the protein surface, geometrical
constraints for such water molecules can be increased. As a result, hydrogen bond rear-
rangement dynamics can be found to be even slower than for solvent exposed hydrophilic
sidechains. This is reported for example for the λ-repressor DNA binding domain49.
The retardation of hydrogen bond dynamics is largely reflected by other dynamical pro-
Figure 8: Hydrogen bond correlation functions CHB(t) for hydrogen bonds between water molecules in the
hydration shell of the λ-repressor DNA binding domain49. Shown are correlation functions for water molecules
selected at the beginning of 10 ps time windows in successive shells of 4 A˚ thickness. The inset displays the
associated relaxation times τHB normalized by the bulk value as a function of average distance to the closest
protein atom. The bulk water correlation function is shown in black.
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Figure 9: Single molecule dipole correlation functionsCµ(t) for water molecules in the hydration shell of the λ-
repressor DNA binding domain49. Shown are correlation functions for water molecules selected at the beginning
of 10 ps time windows in successive shells of 4 A˚ thickness. The inset displays the associated relaxation times
τµ normalized by the bulk value as a function of average distance to the closest protein atom. The bulk water
correlation function is shown in black.
cesses, such as molecular rotation51, 52, 49. In Fig. 9 the single molecule dipole correlation
function is shown for the same selections of water molecules used in Fig. 8. The associated
lifetimes show that the orientational relaxation is even decreased by up to 80% in the di-
rect vicinity of the protein surface. Bulk behavior is roughly restored at distances of 6–7 A˚
distance to the protein, comparable to the hydrogen bond rearrangement dynamics.
Similar observations are made for self–diffusion processes53, 49. The MSD(t) of the
same selections of water molecules are displayed in Fig. 10. The self–diffusion coefficient
in the first hydration layer is reduced to just 55% of the bulk value. However, it seems that
self–diffusion is not yet fully restored at distances of up to 8 A˚ from the protein. It needs
to be taken into consideration that the translational motion in the vicinity of the protein
surface is restricted basically to two dimensions. Neglecting the reduced dimensionality is
Eq. 4 thus implicitly reduces the obtained self–diffusion coefficients as a consequence of
the geometrical constraints experienced by hydrating water molecules, in addition to the
retardation of water dynamics due to interactions with the protein surface.. However, the
Figure 10: Mean squared displacements for water molecules in the hydration shell of the λ-repressor DNA
binding domain49. Shown are time evolutions of the MSD(t) for water molecules selected at the beginning of
10 ps time windows in successive shells of 4 A˚ thickness. The inset displays the associated diffusion constants
normalized by the bulk value as a function of average distance to the closest protein atom. The bulk water
MSD(t) is shown in black.
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Figure 11: Water oxygen VDOS in the hydration shell of the λ-repressor DNA binding domain. Shown are the
Fourier transforms of atomic velocity time auto correlation functions with increasing distance from the closest
protein atom. The inset shows the differences to the bulk water oxygen VDOS.
result in Fig. 10 indicates that solute–induced retardation effects on hydration water self–
diffusion have a slightly longer range than for hydrogen bond dynamics and rotational
motion.
Figure 11 displays the evolution of the water oxygen VDOS in the hydration shell of
the protein form 0 to 400 cm−1. The observed bands below 100 cm−1 and at roughly
200 cm−1 correspond to hydrogen bond bending and stretching vibrations discussed in the
context of Fig. 754, 49. Figure 11 shows that the retardation of water dynamics also affects
the intermolecular vibrations. It is reflected by a blue–shift of vibrational frequencies,
which is particularly noticeable for the hydrogen bond bending mode, whose peak shifts
from roughly 45 cm−1 in the bulk to 65 cm−1 directly at the protein surface. To a lesser
extent this is also observed for the hydrogen bond stretch shoulder at 200 cm−1. Blue–
shifted vibrational frequencies can be interpreted as the result of a larger effective force
constant. This finding is consistent with the longer lifetime of water–water hydrogen bonds
in the protein hydration shell. While the nature of the water–water interaction potential
will not be affected in the protein hydration water (at least in a non–polarizable potential),
the long–lived vibrating hydrogen bonds spend more time in the minimum of the highly
anharmonic potential due to the retarded rearrangement dynamics. In the vicinity of this
minimum, the curvature, i.e. the effective force constant, is larger, leading to blue–shifted
vibrational frequencies.
5 Hydration Water Properties and Correlated Dynamics in 3D
In the previous section, the properties of water in the hydration shell of a protein have been
analyzed using a simple distance selection criterion at the beginning of a relatively short
time window to obtain limited spatial resolution. This time window (e.g. 10 ps) has been
only partially sufficient to analyze, for example, the single molecule dipole correlation
function, which only decayed to values between 0.15 and 0.35 (Fig. 9). Nevertheless, the
MSD(τ = 10 ps) corresponds to values of 16 to 25 A˚2 corresponding to average displace-
ments of 4 to 5 A˚, thus limiting substantially the spatial resolution that can be obtained.
For a spatially resolved analysis of dynamical water properties in three dimensions we
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thus have to focus on processes which are fast enough for a meaningful local description,
i.e. significantly faster than translational diffusion. Further, a distance based selection
criterion which follows individual molecules for short time windows is not very practical
in this case. For this purpose, we utilize the local density of a given atomic or molecular
property X . With the spatial coordinates of particle i at time t given as ri(t) it is defined
as:
ρX(r, t) =
∑
i
Xi(t)δ [ri(t)− r] (16)
This expression of the density takes into account that local time dependent fluctuations
of the propertyX at coordinates r are not necessarily attributed to a single molecule. How-
ever, the infinitely sharp δ function is not useful for practical purposes as the probability
to find a particle at any given coordinate r is zero. Instead, we approximate the density by
substituting the δ-functions with a three–dimensional Gaussian kernel to obtain a smooth
local density expression37, 35, 55, 56:
ρX(r, t) ≈
∑
i
Xi(t)
1
(2piσ2)3/2
exp
[
−|ri(t)− r|
2
2σ2
]
(17)
The width σ of the kernel determines the spatial resolution in a controlled manner. It
also determines the timescale of processes that can be fully observed when a molecule
travels through the observation volume. Here, we aim to resolve the vibrational motion of
water molecules, i.e. the vibrational density of states. For this purpose, we compute the
smooth local density of scaled atomic velocities v˜(t). Intermolecular vibrations in water
occur on a sub–picosecond timescale and we want to ensure that at any given time only one
molecule contributes to the density sampled at r. For this purpose, we typically choose σ
between 0.4 and 0.5 A˚37. The corresponding volume is small enough to ensure that only a
single water molecule dominates the velocity density signal at any given time, allowing the
description of single particle vibrations. Second, the typical residence time of a molecule
is large enough to observe the intermolecular vibrations.
The time dependent smooth local density can be conveniently computed, for example,
on a space filling grid allowing to analyze its time dependent fluctuations anywhere in
the simulated system56. The Fourier transform of the time auto correlation function of the
velocity density ρv˜(r, t) provides a spatially resolved expression for the vibrational density
of states.
I(r, ω) =
1
3kBT
∫
exp(iωτ)〈ρv˜(r, t)ρv˜(r, t+ τ)〉tdτ (18)
The same approach can be employed using the water molecular dipole moment µ,
allowing to compute spatially resolved contributions of single molecule dipole fluctuations
to the infrared absorption spectrum (within the limitations of the simulation model).
α(r, ω) = F (ω)
∫
exp(iωτ)〈ρµ(r, t)ρµ(r, t+ τ)〉tdτ (19)
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However, the great advantage of the proper localization of time dependent local fluc-
tuations on a spatial grid is the ability to compute spatially resolved cross correlations
between them. For this purpose, correlation functions between the fluctuations sampled at
two grid points A and B with coordinates rA and rB are computed. For the case A = B,
this corresponds to local self–correlations, i.e. single particle dynamics. In case A 6= B,
we obtain information on correlated or collective dynamics at both grid points. Due to the
fixed coordinates rA and rB , these cross correlations can be analyzed as a function of the
separation vector ∆r = rB − rA or the corresponding distance |∆r|.
Cρ,X(rA, rB , τ) = 〈ρX(rA, t)ρX(rB , t+ τ)〉t (20)
This has been performed for an extensive ab initio simulation of bulk water using both,
smooth local densities of molecular dipoles µ and scaled atomic velocities v˜37, 35. The
molecular dipole approach allowed to study the contributions of cross correlated molecu-
lar dipoles to the absorption spectrum with spatial resolution, i.e. as a function of separa-
tion distance as well as full resolution of cross correlations in the environment of a water
molecule. Further, the same approach based on atomic velocities revealed the extent of
correlated vibrational motion in the water hydrogen bond network.
The latter will be employed here to analyze correlations between protein vibrations and
hydration water vibrations55, 56. We will focus on the low–frequency vibrations in the water
hydrogen bond network, which allows us to neglect contributions from hydrogen atoms.
A smooth local velocity density is computed either on a space filling three dimensional
grid56, or on selected points covering the surface of a simulated solvated protein55 (here
the λ-repressor DNA binding domain, which was used as an example also in the previous
section). Here, we will employ a three dimensional grid, which is defined in a protein
centered coordinate system and follows its translational and rotational motion. The time
dependent transformation, which allows the analysis in this coordinate system can be ob-
tained from a minimization of the root mean squared deviations of the protein coordinates.
Its rotational part is also applied to the atomic velocities to be able to follow velocity fluc-
tuations along chosen directions in this coordinate system, as discussed below. Thus, we
obtain spatial resolution of water oxygen velocity fluctuations, and therefore of the hydro-
gen bond network vibrations, in the environment of the protein. For a stable fold of the
protein, its non–hydrogen atoms are found to oscillate around their average position. For
them, no further localization is therefore required.
For every point of the space–filling three dimensional grid, we now select the closest
non–hydrogen atom of the protein surface, neglecting small fluctuations of protein atom
coordinates, which would render this assignment time dependent. We now compute the
time cross correlation function between water oxygen velocity density fluctuations ρv˜,O
at each individual grid point and the velocities of the closest protein surface atom v˜P .
The Fourier transform of this cross correlation function now contains information on the
correlated vibrational motion of the protein surface and its hydration water hydrogen bond
network56.
I(r, ω) =
∫
exp(iωτ)〈v˜P (t)ρv˜,O(r, t+ τ)〉tdτ (21)
For the further analysis, we now select specifically the longitudinal correlated vibra-
144
Figure 12: Isosurfaces indicate volume elements with increased negative (blue) and positive (red) intensities
of the longitudinal components of Fourier transformed cross correlation functions of protein surface atom ve-
locities and water oxygen velocity densities I(r, ω)‖ according to Eq. 22 at various frequencies spanning the
spectral range of intermolecular vibrations in the water hydrogen bond network56. The protein surface is colored
according to the presence of hydrophobic sidechains (dark) or polar sidechains and backbone moieties (light).
tions, i.e. the fluctuations of protein atom and water oxygen velocity densities along the
vector connecting the average coordinate of the protein atom and the current grid point in
the protein centered coordinate system ∆r = r − rP . ∆r simultaneously corresponds to
the normal vector of the respective protein surface, thus an expression equivalent to Eq. 21
provides information on longitudinal vibrations extending from the protein surface into the
hydration shell.
I(r, ω)‖ =
∫
exp(iωτ)〈
[
v˜P (t)
∆r
|∆r|
] [
ρv˜,O(r, t+ τ)
∆r
|∆r|
]
〉tdτ (22)
The result is high dimensional as we obtain resolution in space and frequency. A
visualization is provided in Fig. 12. At various frequencies spanning the spectral range
of intermolecular vibrations of the water hydrogen bond network, volume elements with
either increased negative (blue) and positive (red) cross correlations are represented.
The results shows that correlated vibrational motion of the protein surface and its hy-
dration shell is not homogeneously distributed in the protein environment, but depends on
the chemical details of the protein-water interface and the protein vibrational motion in
which these surface are involved. Further, correlations tend to be long–ranged for low fre-
quencies below 100 cm−1 and restricted to the first hydration layer for higher frequencies.
Positive correlations dominate the lowest frequencies. They correspond to the concerted
motion of protein and water atoms along the same direction, for example translation of
the whole protein and its hydration shell. Higher frequencies are dominated by negative
intensities, which correspond to vibrational motion of protein and water atoms in opposite
directions, which is a characteristic of stretch vibrations. Specifically notable are these
negative intensities at frequencies beyond 200 cm−1, which are observed to be localized
at specific sites of the protein–water interface. These correspond to stretch vibrations of
protein–water hydrogen bonds, which are found in the vicinity of polar surface groups.
High intensities at high frequencies beyond 300 cm−1 can be associated to charged surface
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Figure 13: Surface averaged spectra of the longitudinal cross correlation components I(r, ω)‖ as a function
of the distance r from the protein surface (A)56. Results are shown for polar (left panel) and non–polar (right
panel) surfaces of the protein. Crossing black lines indicate the maximum negative intensity, which reports
on stretch vibrations of protein–water interactions. In panel (B) the same data is shown as a function of the
reciprocal distance, k = 2pi/r. The corresponding real–space distances are indicated on the alternative x–axis.
The dispersive behavior of the negative intensity peak in the range of intermolecular distances from 0.8 A˚−1 to
1.6 A˚−1 is described by a linear fit. Its slope determines the propagation velocity of associated collective motions
also indicated in the plots.
groups, which form strong non–covalent bonds with hydrating water molecules.
Using the three–dimensional data presented in Fig. 12, we can average the correlation
intensities over polar and non–polar surfaces of the protein (see Ref. 56 for details) as a
function of distance from the protein surface55, 56.
The crossed lines in panel A of Fig. 13 indicate the peak position of the negative cross
correlations, which stem from the stretch vibrations of protein–water interactions, in par-
ticular protein–water hydrogen bonds in the case of the polar protein surface (left panel).
Vibrations of water molecules against aliphatic moieties are primarily observed for non–
polar protein surfaces (right panel), which is reflected by the decreased average frequency.
While these (anti–)correlations in the first hydration shell (within 3 A˚ of the protein sur-
face) are implicit by the underlying intermolecular stretch vibration, it can be observed that
these correlations persist to substantially larger distances up to 10 A˚ for the protein. The
frequency decreases with increasing distance. For the analysis of this distance dependent
frequency of the correlation intensity peak, we refer to panel B of Fig. 13, which displays
the same data as a function of the reciprocal distance k = 2pi/r 55. In this representa-
tion, we can observe that the intensity peak of the negative correlations follow a dispersive
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behavior, i.e. their frequency changes linearly with k, in the intermolecular range cor-
responding to distances beyond 4 A˚, i.e. k<1.6 A˚−1. This feature is characteristic for a
propagating collective motion, essentially a sound wave. Their propagation velocity is
given by the slope of the dispersion curve and is indicated for the polar and non–polar
surface hydration water in Fig. 13B28, 55. Similar collective modes are well–known for bulk
water and are termed fast sound for the microscopic, intermolecular length scales observed
here. The name is attributed to the significantly lower propagation velocity of macroscopic
sound in water, which is observed for much larger distances, i.e. smaller k57. The presence
of propagating collective motion in the hydration water hydrogen bond network is not sur-
prising by itself. However, it is notable that the properties of modes extending from the
protein surface are strongly influenced by the direct protein–water vibrations and therefore
chemical details of the protein surface. This is reflected by the considerably lower propa-
gation velocity of the longitudinal collective modes extending from the non–polar protein
surface into the hydration water environment.
The spatially resolved smooth local density of water oxygen velocities ρv˜(r, t) de-
scribes in principle a mass current density. The longitudinal spectrum of these mass current
density cross correlations I(k, ω)‖ displayed in Fig. 13B is therefore equivalent to longi-
tudinal current spectra obtained in coherent scattering experiments. It is directly related to
the dynamic structure factor S(k, t) via I(k, ω)‖ = ω
2
k2 S(k, ω)
35. However, the computa-
tional approach described here allows a real space resolution of the underlying correlated
vibrations and collective phenomena, which cannot be obtained in experiments. However,
the qualitative picture of distinct fast sound propagation velocities in the vicinity of polar
and non–polar solute moieties has been observed experimentally for water in concentrated
solutions of hydrophobic and hydrophilic peptide solutions58.
6 Efficient Computation of Correlation Functions
The methods discussed here for the computational analysis of biomolecular hydration wa-
ter properties rely extensively on calculations of auto and cross correlation functions of
time dependent fluctuations. Therefore we use this opportunity to discuss efficient compu-
tational strategies for the implementation of such calculations.
The equation for the time auto correlation function of time dependent fluctuation X(t)
and Y (t) looks deceptively simple:
C(τ) = 〈X(t)Y (t+ τ)〉t (23)
Hence, it seems straight forward to compute the products, for example scalar products
if the X and Y represent vectors, for the values of X and Y at equal times for C(τ = 0),
and for subsequent delay times τ to obtain C(τ). However, in particular if large data
sets are to be analyzed or a large number of correlation functions needs to be computed,
this simple operation can become computationally quite demanding or even prohibitive.
For example, the three–dimensional distribution of frequency dependent cross correlation
intensities sampled on a three dimensional grid shown in Fig. 12, requires the calculation
of 32768 cross correlation functions, each for data sets containing 12500 time points. The
straight forward calculation of the time correlation functions scales approximately with
the number of different delay times τ multiplied by the number of available time points
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N . Given that the desired number of delay times may be a substantial fraction of available
time points N at which the fluctuations of X(t) and Y (t) have been sampled, this results
in a scaling of the order of O(N2).
Regarding the size of the data set in the described example, this would cause a sub-
stantial computational effort. It is simple to parallelize, but more elegant solutions to the
problem exist. These become even more efficient for larger data sets or correlations in mul-
tiple dimensions. The calculation of the Fourier transform of the time correlation function
of the fluctuations X(t) and Y (t):
CX,Y (ω) =
∫
exp(iωτ)〈X(t)Y (t+ τ)〉tdτ (24)
is substantially simpler than calculating the correlation directly. It can be computed as
a simple product from the Fourier transformed signals X(ω) and Y (ω).
CX,Y (ω) = X(ω)Y (ω) , (25)
where overlining indicates the complex conjugate. For the common case of a real–
valued time dependent signal Y (t), the complex conjugate of its Fourier transform simply
corresponds to a switched sign in the argument of the plane wave expression56.
Y (ω) =
∫
exp(−iωt)Y (t)dt (26)
If the signals X and Y are identical, CX,X(ω) corresponds to the Fourier trans-
formed of an auto correlation function. Auto correlations are by definition symmetric, i.e.
CX,X(τ) = CX,X(−τ). Its Fourier transform therefore contains only real coefficients, i.e.
it corresponds to a cosine transformation. Therefore CX,X(ω) takes on only real values.
If the signals X and Y are not identical, we are computing a cross correlation function.
In this case, the Fourier transformed cross correlation functionCX,Y (ω) is complex valued,
unless both time dependent signals X(t) and Y (t) are symmetric in time, resulting in real
Fourier transforms X(ω) and Y (ω). If X(t) and Y (t) are time dependent fluctuations
sampled in a molecular dynamics simulation, they are usually not symmetric in time.
Another special case is provided by cross correlation functions computed from fluc-
tuations under equilibrium conditions56. In a true equilibrium, the direction of time is
arbitrary. In this situation, the cross correlation function of the equilibrium fluctuations
X(t) and Y (t) are symmetric in time as well. In numerical simulations, this is not exactly
fulfilled due to the finite sampling, although in the limit of good statistics the imaginary
part of CX,Y (ω) will be very small and can be neglected. This neglect of the small imag-
inary components is equivalent to a symmetrization operation applied on CX,Y (τ) in the
time domain to enforce proper equilibrium behavior.
The straightforward calculation of the Fourier transform of the signals X(t) and Y (t),
as well as its inverse to obtain the time correlation function, also scales with O(N2). Since
multiple Fourier transforms are involved, it may seem that the procedure is even more
computationally demanding than the straight forward time domain calculation. However,
the numerical Fourier transformation involves a large number of identical terms. The fast
Fourier transform (FFT) algorithm takes advantage of this, thus reducing the computational
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cost to the order of O(N logN). The resulting speed–up of the calculation is substantial,
in particular for large data sets.
The concept is easily extended to correlations in multiple dimensions. For example,
in Ref. 37 the smooth local density of water molecular dipoles and atomic velocities is
sampled for a bulk water system on a cubic grid, which filled the entire simulation cell. The
cross correlations for each pair of grid points were computed and resolved as a function
of the displacement vector ∆r between two grid points. This corresponds to a correlation
function in time and space.
Cρρ(τ,∆r) = 〈ρ(t, r)ρ(t+ τ, r + ∆r)〉t,r (27)
Periodic boundary conditions were applied in the simulation, consequently the sam-
pling grid is intrinsically periodic as well. Therefore the distribution of the time dependent
fluctuations of the smooth local density of molecular dipoles µ or scaled atomic velocities
v˜, ρ, can be accurately represented in reciprocal space, i.e. by the spatial Fourier transform.
For time dependent fluctuations sampled in a finite time window, we imply periodicity
in time by using the Fourier transform, although this is normally not the case. However,
for long term sampling of fluctuations around an equilibrium average, the introduced error
can be neglected. For the spatial distribution, which is sampled with much fewer points in
each dimension (32 in Ref. 37), actual periodicity is however advisable.
In correspondence to Eq. 25 the space–time Fourier transform
Cρρ(ω,k) =
∫ ∫
exp(iωτ)exp(ik∆r)Cρρ(τ,∆r)dτ d
3∆r (28)
can be directly computed from the space–time Fourier transform of the smooth local
density ρ.
Cρρ(ω,k) = ρ(ω,k)ρ(ω,k) (29)
Inverse Fourier transformation then leads to the real space and time domain expression.
Each inverse transformation can be carried out independently of each other to obtain the
desired quantity.
Cρρ(τ,∆r) =
∫ ∫
exp(−iωτ)exp(−ik∆r)Cρρ(ω,k)dω d3k (30)
Cρρ(ω,∆r) =
∫
exp(−ik∆r)Cρρ(ω,k)d3k (31)
Cρρ(τ,k) =
∫
exp(−iωτ)Cρρ(ω,k)dω (32)
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In computer simulations, accounting for the solvent’s chemical potential is of great importance
when the studied system is in equilibrium with an external solvent reservoir. We first review
several techniques that enable determining the chemical potential of small molecules in com-
puter simulations. Their advantages and disadvantages are discussed via numerous numerical
analyses with a particular emphasis on water as the universal biological solvent. We then review
in detail the recently introduced thermodynamic extrapolation technique, which allows to pre-
cisely quantify the interaction between surfaces at prescribed solvent chemical potential. The
technique is illustrated for various model surfaces interacting across water. The interaction is
found to exhibit qualitatively different behavior between soft and stiff surfaces due to layering
effects. We furthermore discuss the importance of surface compressibility, van der Waals forces
and the cavitation transition. Finally, we demonstrate how atomistic computer simulations en-
able reproducing the experimentally observed hydration repulsion between phospholipid mem-
branes, which is crucial for a deeper understanding of the underlying repulsion mechanisms on
an atomic scale.
1 Introduction
The importance of understanding interactions between molecules that build biological sys-
tems as well as complexes that appear in the synthesis, design, and manipulation of ma-
terials at the nanometer scale was recognized from the very beginning of nanoscience. It
has been realized that the behavior of all these systems is governed by fundamental molec-
ular interactions such as electrostatic, van der Waals, and hydration interactions1. The
understanding of interactions between solvated surfaces is of outstanding importance for
industrial applications, e.g. for lubrication, or in the analysis of many chemical reactions.
Moreover, the sub-micrometer structural organization of all living organisms is to a great
extent determined by the physical interactions between the surfaces of the organism’s func-
tional units.
In biological systems, water plays the role of the universal solvent and has hence been
at the focus of many theoretical and computational studies. As any other liquid, it spatially
redistributes in thermodynamic equilibrium, such that its chemical potential is uniform.
The various complications when enforcing constant chemical potentials in computer sim-
ulations are the main topic of this review. In the next section, we present different tech-
niques to determine the chemical potential of small molecules. We then focus on chemical
potentials in one- and two-phase systems (Sec. 3). In Section 4, we describe a method
to perform simulations at prescribed solvent chemical potential between two interacting
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surfaces at varying separations. In the last section, we employ this method to calculate the
hydration pressure between different surfaces.
2 Measuring Chemical Potentials in Computer Simulations
Over the last decades, the research field dealing with molecular interactions witnessed vast
intensity of research and progress. Due to the enormous complexity with many molecu-
lar details relevant at nanometer scales in soft-matter and biological systems, the research
nowadays increasingly relies on computer simulations. One way of computer implemen-
tations are Molecular Dynamics (MD) simulations, where all interacting particles (atoms,
molecules) are treated classically. In these simulations, the dynamics of the system and the
temporal evolution of the quantities are obtained by a numerical integration of Newton’s
equations of motion2, 3. Most of what we discuss in the following also applies to coarse-
grained methods, where groups of atoms and molecules are lumped into particles with
appropriate interactions. Simulations can be performed in several different ensembles, the
most commonly used being the NVT and the NpT ensembles in which the particle num-
bers, the temperature, and either the volume or the pressure are held constant. In both
ensembles, the temperature is held constant by a thermostat, which scales the velocity of
the particles such that the correct Maxwell-Boltzmann distribution is maintained. In or-
der to maintain the prescribed pressure in the NpT ensemble, the simulation box size is
continuously adjusted. For both the thermostat and the pressure coupling there are many
different implementations, which we will not discuss here. We refer the interested reader
to the literature4–6.
As hydration is essential for all biological systems, modeling of water is an impor-
tant task in simulations. Many water models have been developed, among those the Sim-
ple Point Charge (SPC) model and its modification, the Simple Point Charge/Extended
(SPC/E) model7. In these models, each water molecule is represented by three interaction
sites: The positive electric charges are fixed to the two hydrogen sites, whereas a negative
charge that exactly balances those resides on the oxygen. These partial charges give rise
to the water dipole moment and mimic the formation of hydrogen bonds. Additionally, the
oxygen atoms in water molecules interact between each other via the Lennard-Jones (LJ)
interaction, accounting for both dispersion attraction and Pauli repulsion. Formally, the
interaction between two water molecules a and b then is defined as
Wab =
on a∑
i
on b∑
j
qiqj
4piε0rij
+
C12
r12OO
− C6
r6OO
, (1)
where the two sums run over all three sites in a molecule. Here, qi and qj are partial
charges, rij the corresponding distance between the interacting sites, and C12 as well as
C6 the LJ coefficients that act between two oxygen atoms rOO apart. Also other, more
complex, water models have been developed, like TIP4P and TIP5P, which use four and
five interaction sites, respectively. A comparison of various properties of these models can
be found in Ref.8. Computationally more demanding water models account also for the
polarizability, which in principle can yield a more accurate description of water properties.
Due to its simplicity, robustness, and wide-spread use, we will focus on the SPC/E model
in the following, but invite the interested reader to read more about water modeling in
Ref.9.
156
As mentioned above, in computer simulations the number of particles is usually kept
fixed. However, for inhomogeneous multi-component systems partitioning effects become
important, which requires accounting for the chemical potential of the individual species.
In fact, chemical potentials are important for many aspects of physical chemistry, as par-
ticles move from regions of higher chemical potential to the region of lower chemical
potential upon equilibration. For simulations of systems that are in equilibrium with a bulk
solvent, it therefore needs to be ensured that the solvent chemical potential in the simulated
section matches that of the bulk. In the following we will review some basic methodology
to determine chemical potentials of small molecules in computer simulations.
2.1 Test particle insertion
Test particle insertion (TPI)10 is an efficient method to calculate the chemical potential
of solute or solvent molecules in computer simulations. The main idea is to compute
the chemical potential by measuring the average interaction energy of a particle which is
randomly inserted into the system. That way, an existing trajectory of a simulation can
be used and only the excess energy needs to be evaluated. The major advantages are the
simplicity and robustness, as well as low computational costs. However, at high particle
densities, problems arise due to the overlap of molecules11, 12, which we will discuss for
the case of water simulations in Section 3.3. Here, we derive mathematical expressions for
TPI in the NVT and NpT ensembles2.
In a system of several different particle species α, β, γ, . . . the chemical potential µα
of a particular species α is defined as the derivative of the free energy change with respect
to the respective particle number Nα,
µα =
(
∂G
∂Nα
)
p,T,Nβ 6=α
=
(
∂F
∂Nα
)
V,T,Nβ 6=α
. (2)
Here, we introduced the Gibbs free energy G and the Helmholtz free energy F , which are
the relevant thermodynamic potentials in NpT and NVT ensembles, respectively. In the
following, we will focus on systems consisting of only one species of particles and skip
the index α, however, the calculation is analogous for many-component systems. We will
also assume our system to be enclosed in a rectangular simulation box and we normalize
all coordinates rji by the box vector L with V = L
xLyLz being the volume of our system,
i.e. we obtain the normalized coordinates of the particles sji = r
j
i /L
j , where the upper
index refers to the spatial direction. The partition function in the NVT ensemble then reads
as
Q(N,V, T ) =
V N
Λ3NN !
1∫
0
d3s1 . . .
1∫
0
d3sNe−βUN (s1,...,sN ;L), (3)
and in the NpT ensemble as
Q(N, p, T ) =
∫
dV
V N
Λ3NN !
1∫
0
d3s1 . . .
1∫
0
d3sNe−β[UN (s1,...,sN ;L)+pV ], (4)
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where UN represents the system Hamiltonian of N particles. We now make use of the fact
that the free energies are given by the logarithm of the partition functions,
µ =
∂G
∂N
≈ −kBT (G(N + 1)−G(N)) = −kBT ln
(
QN+1
QN
)
, (5)
where we approximated the derivative by a difference, which is valid for systems with a
sufficiently large particle number N . In the NVT ensemble, this yields
µNVT = −kBT ln

V N+1
Λ3(N+1)(N+1)!
N+1∏
k=1
1∫
0
d3sk e−βUN+1
V N
Λ3NN !
N∏
k=1
1∫
0
d3sk e−βUN

= −kBT ln
 VΛ3(N + 1)
1∫
0
d3sN+1
N∏
k=1
1∫
0
d3sk e−βUN e−β∆U
N∏
k=1
1∫
0
d3sk e−βUN

= kBT ln
(
(N + 1)Λ3
V
)
− kBT ln
 1∫
0
d3sN+1
〈
e−β∆U
〉
N
 . (6)
In this calculation, we split the total Hamiltonian UN+1 into a part UN containing the
interactions between the first N particles and a part ∆U = UN+1 − UN that accounts for
the interactions of the (N+1)-th particle with all other particles. The brackets 〈...〉N denote
the canonical ensemble average. Similarly, the chemical potential in the NpT ensemble is
given by
µNpT = −kBT ln

∫
dV V
N+1
Λ3(N+1)(N+1)!
e−βpV
N+1∏
k=1
1∫
0
d3sk e−βUN+1
∫
dV V N
Λ3NN !
e−βpV
N∏
k=1
1∫
0
d3sk e−βUN

= −kBT ln
 〈V 〉Λ3(N + 1)
1∫
0
d3sN+1
∫
dV e−βpV V N
N∏
k=1
1∫
0
d3sk e−βUNV e−β∆U
〈V 〉 ∫ dV e−βpV V N N∏
k=1
1∫
0
d3sk e−βUN

= kBT ln
(
(N + 1)Λ3
〈V 〉
)
− kBT ln
 1∫
0
d3sN+1
〈
V e−β∆U
〉
N,V
〈V 〉
 . (7)
In contrast to the NVT ensemble, we are averaging over V e−β∆U rather than e−β∆U ,
which means that we also take into account the fluctuations of the volume of our system. In
Eq. (7) we see that if V = const., we arrive again at the expression for the NVT ensemble.
In the following, we therefore drop the index denoting the ensembles and use Eq. (7) for
both ensembles.
In Eqs. (6) and (7), we identify two contributions to the chemical potential: The first
term, depending only on the particle number density, is the ideal gas chemical potential,
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and the second is usually referred to as the excess potential depending on the specific
interactions. Thus we write the total chemical potential as
µ = µid + µex. (8)
The TPI method can now be used to obtain a numerical value for the excess contribu-
tion, which equals the difference in the chemical potential of a non-interacting ideal gas
particle and a real particle interacting with the rest of the system. At this point it should
be noted that the TPI method can be used in both Monte Carlo as well as in Molecular
Dynamics simulations, since only a trajectory containing N particles is needed that suffi-
ciently samples the phase space spanned by all coordinates (and the volume for the NpT
ensemble). For the application in MD simulations it is crucial to realize that the ensemble
average involving N particle positions and the integration over the particle position sN+1
are interchangeable in their order, as they are independent of each other. Having simulated
an N -particle system, we extract a large number of uncorrelated configurations from it,
choose a random position at which we insert an additional randomly oriented test particle
and measure its interaction energy ∆U with the entire system. The insertions are only
virtual, meaning only an energy measurement is undertaken without a permanent addition
of the particle to the trajectory. From each individual energy difference, the Boltzmann
factor e−β∆U is computed and averaged over all insertion positions of the test particle and
all configurations.
Some additional comments have to be made on the averaging: In configurations ex-
tracted from Monte Carlo and MD simulations, all quantities are distributed according to
the underlying ensemble. Therefore, the mean of every quantity over all configurations
weighted by the number of configurations leads to the correct averages in practice. The
excess contributions then become
µex = −kBT ln
(
1
ninc 〈V 〉
∑
ni
∑
nc
V e−β∆U
)
, (9)
where ni and nc denote the number of insertions per configuration and the number of
configurations, respectively. It is important that nc and ni are large in order to properly
sample the configuration space of the N -particle system as well as the energy landscape
of each configuration. In Section 3.1 we will demonstrate this method using the explicit
example of a Lennard-Jones fluid.
2.2 Thermodynamic integration
As we will show in Section 3.1, the TPI method works efficiently for not too dense systems
when the shape of the particles can be assumed to be spherical. An alternative method for
the calculation of chemical potentials, which is efficient also for dense systems, is Ther-
modynamic Integration (TI)13. We start with the definition of the Helmholtz free energy of
a system,
F (N,V, T ) = −kBT ln Q(N,V, T )
= −kBT ln V
N
Λ3NN !
N∏
k=1
1∫
0
d3ske−βU(s1,...,sN ;L) , (10)
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where we used the same notation as in Sec. 2.1. How does this free energy change if
we vary the interactions in the system? To answer this, we make the potential energy
dependent on a coupling parameter λ, i.e. U (s1, . . . , sN ; L) = U(λ). By tuning λ from 0
to 1, the corresponding interaction can be switched on. Generally, λ can couple to any sort
of interaction between any particles in the system, for example it can be used to transform
an ideal gas to a Lennard-Jones fluid. Also, the dependence of the energy on this coupling
parameter is arbitrary, however due to its simplicity, we assume a linear relation between
λ and U(λ):
U(λ) = λU(1) + (1− λ)U(0) = U(0) + λ(U(1)− U(0)) . (11)
We now evaluate the difference in free energy between the states U(0) and U(1), i.e.
when turning on the interactions, and use the integral
F (λ = 1)− F (λ = 0) =
1∫
0
dλ
(
∂F (λ)
∂λ
)
N,V,T
. (12)
With the help of Eq. (10), the integrand can be calculated as(
∂F (λ)
∂λ
)
N,V,T
= −kBT ∂ ln Q(N,V, T, λ)
∂λ
= − kBT
Q(N,V, T, λ)
∂Q(N,V, T, λ)
∂λ
= −kBT
N∏
k=1
1∫
0
dsk ∂∂λ e
−βU(λ)
N∏
k=1
1∫
0
dsk e−βU(λ)
=
N∏
k=1
1∫
0
dsk e−βU(λ)
∂U(λ)
∂λ
N∏
k=1
1∫
0
dsk e−βU(λ)
=
〈
∂U(λ)
∂λ
〉
N,λ
, (13)
where the index λ in the subscript of the brackets 〈...〉N,λ indicates that the canonical
average has to be taken in the system with the potential energy U(λ). The latter expression
is valid for an arbitrary dependence of U on λ. Using our definition in Eq. (11), the free
energy difference simplifies to
F (λ = 1)− F (λ = 0) =
1∫
0
dλ 〈U(1)− U(0)〉N,λ . (14)
This expression is most frequently used in practice, as it is rather simple to evaluate and
most potentials used in computer simulations depend only linearly on interaction constants,
such as charges or Lennard-Jones energy parameters.
In order to compute the integral in Eq. (14), we perform a sequence of nλ simulations,
each with a different value λ. In each of these simulations, we sample the average value
of the derivative 〈∂U/∂λ〉. Finally, we numerically integrate these values over λ. To do
this, we have to ensure that the integrands in Eqs. (12) and (14), respectively, are smooth
functions of λ and also sampled well. Often, an equidistant choice of the values of λ is
sufficient to get a good estimate of the integral. However, if there are intervals on which the
integrand is changing considerably, more values of λwithin those intervals are necessary to
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ensure good sampling. It can be shown that Eqs. (12) and (14) also apply to NpT ensembles
by just interchanging the Helmholtz free energy F with the Gibbs free energy G.
The main disadvantage of the TI method over the TPI is the amount of computational
time needed to calculate the free energy differences over a sequence of λ values. There are
many other different methods to calculate the free energy difference between two states,
for example the Exponential averaging method (EXP)14, the Bennett Acceptance Ratio
method (BAR)15 and the more sophisticated Multistate Bennett Acceptance Ratio method
(MBAR)16, which all are based on sampling the differences in potential energy between
two states and calculating the free energy from it. As in the TI, several trajectories are
needed for a proper sampling of the free energy differences. For the interested reader we
refer to the literature2, 14–16 for more details.
3 Simulation Results: Chemical Potentials in Simple Liquids
3.1 Homogeneous LJ fluid
We will now apply the methodology introduced in the previous sections in order to deter-
mine the chemical potential of a simple model system. As such we consider 1728 particles
interacting only via a Lennard-Jones potential and take parameters corresponding to liquid
argon at a temperature of 75 K. With the help of such simple toy-models, we can study the
computational procedure and convergence properties in detail at comparatively low com-
putational expense. The interaction parameters of argon are taken from the GROMOS53A6
force-field17 and all simulations are performed using version 4.6.7 of the GROMACS sim-
ulation package18, 19. A time-step of 2 fs is used and the velocity-rescale algorithm20 is
applied in order to couple the system to a heat bath. For simulations in the NpT ensemble a
Berendsen pressure coupling is employed to rescale the box coordinates accordingly. Since
argon is neutral and mono-atomic, in classical MD simulations it is sufficient to model the
potential energy via Lennard-Jones (LJ) interactions only,
ULJ(r
N ) =
∑
i>j
C12
r12ij
− C6
r6ij
, (15)
where C12 = 9.696 × 10−6 kJ mol−1 nm12 and C6 = 6.221 × 10−3 kJ mol−1 nm6 are
the LJ parameters for argon and rij is the distance between two particles i and j. In MD
simulations, the motion of the particles is determined by integrating the forces and only
the energies depend on the potentials. Due to computational practicability, those forces
are cut beyond a radius rc. When computing free energies or chemical potentials, we
have to ensure that the interaction potential, which is related to the force via integration,
is smooth at the cut-off radius21. We therefore have to use the spherically truncated and
shifted potential, which is shifted by its value at the cut-off,
UST (r) =
{
ULJ(r)− ULJ(rc) r < rc,
0 r > rc.
(16)
For homogeneous systems, this shift will result in a shift of the chemical potential, thus
it may be neglected if one is interested in free energy differences only. However, for
inhomogeneous systems it is important to take this potential shift into account.
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In our simulations we cut off the Lennard-Jones interactions at rc = 0.9 nm and every
1 ps all the particle positions are saved for later analyses. Using these saved configurations
the test particle insertions are performed later on. In Figure 1 we show the deviation of the
excess chemical potential from its reference value, which was determined independently
via TI, for 2 × 105 and 1 × 106 insertions in each frame (i.e., each stored configuration),
respectively, both for NVT and NpT simulations. Confidence intervals were computed
using a Bayesian estimation method22.
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Figure 1: Running average of the chemical potential of argon in the (a) NVT and (b) NpT ensemble. Shown is
the deviation from the reference value µex = −3.689 kJ/mol obtained via thermodynamic integration.
For the Lennard-Jones fluid we observe that after 105 frames the excess chemical po-
tential has converged to a small statistical uncertainity using 2 × 105 insertions per frame
in both ensembles. Using 5 times more insertions in each frame does not yield any sig-
nificant improvement, thus we conclude that the phase space is sampled sufficiently with
about 1010 total insertions. However, upon close inspection a slightly better convergence
can be observed in the NpT ensemble compared to the NVT ensemble, which we attribute
to the more frequent formation of cavities during the rescaling of the coordinates due to
the pressure coupling. Note that for spherically symmetric particles, the phase-space is
sampled quickly due to the fact that the orientation of the test particle does not play a role.
This is different for water, as we will discuss later on.
3.2 LJ fluid at vapor–liquid coexistence
After assessing that chemical potentials in a bulk LJ fluid can be measured with high accu-
racy using the TPI method, we now turn to an inhomogeneous model system, in which we
measure the spatially resolved chemical potential across an interface. This poses a much
more stringent test of the methodology, as we know from basic statistical mechanics that
the chemical potential is uniform in an equilibrium situation, which, however, involves
massive cancellation between ideal and excess contributions. The interface is modeled in
a simple way by imposing an inhomogeneous density distribution, for which we employ
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the system of liquid argon again, where the fluid phase is now brought into contact with a
vapor phase. At the one end of the simulation box we confine the liquid by a wall at z = 0
interacting via an integrated Lennard-Jones potential with all particles, which corresponds
to a bulk liquid. A second wall is added at z = Lz , which is purely repulsive in order to
model a vapor phase. In this setup, periodic boundary conditions are applied only in the x
and y directions. A snapshot of the system is shown in Fig. 2.
z 
x 
y 
Figure 2: Snapshot of the argon liquid–vapor system consisting of N = 1728 particles. The simulation box
(solid black line) of shape Lx = Ly = 3.838 nm, Lz = 5.549 nm is periodically replicated in the x and y
dimensions. Walls are indicated in blue.
We now want to demonstrate the fact that in thermal equilibrium the chemical potential
of any substance is homogeneous in space and constant in time. To this end, we decompose
the chemical potential according to Eq. (8) into ideal and excess parts, however, we have
to consider that the contributions µid = µid(r) and µex = µex(r) now depend on the
particle density ρ and hence on the position (see Fig. 3). We therefore divide our system
in slabs parallel to the x-y plane, with a small thickness ∆z, and employ the TPI in these
pre-defined slabs separately. For this purpose we use a modified TPI code23 within the
GROMACS software package. Note that at the interface, the density varies quickly, hence
the slab width ∆z has to be chosen as small as 0.1A˚ to get a proper resolution of the
density profile. The particle density within the individual slabs has been determined using
the MDAnalysis package24.
From the density profile (solid black line in Fig. 3) it can be seen that the interface is
located roughly at z = 4.5 nm and is about 1 nm wide. The apparent interfacial width
results from a combination of capillary roughness effects and the intrinsic width of the in-
terface25. The density in the liquid phase of ρ ≈ 1400 kg/m3 drops down to ρ ≈ 4 kg/m3
in the vapor phase (inset in Fig. 3). As shown in Fig. 3, the excess chemical potential
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increases from its liquid bulk value of µex = −3.689 kJ/mol to a value of about zero in
the vapor phase. This means that due to the low density in the vapor, the test particle rarely
finds interaction partners and hence the interaction energies are low. On the other hand,
one observes the ideal part to drop across the interface, thereby exactly compensating the
excess part. The ideal gas contribution follows from Eqs. (6) and (7) as
µid(ρ) = kBT ln
(
Λ3(N + 1)
V
)
≈ kBT ln
(
ρΛ3
)
= kBT ln ρ+ kBT ln Λ
3. (17)
The choice of the parameter Λ is completely arbitrary in classical simulations as it yields
only an offset in the chemical potential. For our purposes, we choose the thermal wave-
length for argon,
Λ =
h√
3kBT
≈ 0.0461 nm. (18)
2 3 4 5 6 7 8
z [nm]
4
3
2
1
0
1
2
3
4
µ
[k
J
/m
ol
]
µex
µid
µ
0
500
1000
1500
ρ
 [
kg
/m
3
]
5 6 7 8
z [nm]
0
5
10
ρ
 [
kg
/m
3
]
Figure 3: Chemical potential and density profile of the argon liquid–vapor interface. The sum of the excess part
(circles) and ideal part (triangles) results in the total chemical potential (squares). The dashed blue line serves
as guide to the eye. The solid line represents the density profile for orientation. In the inset the vapor density is
shown.
Interestingly, the changes in the excess and ideal contributions to the chemical poten-
tial start at the interfacial position and extend approximately 1 nm into the vapor phase.
This long-ranged effect of the excess chemical potential can be associated with the pro-
nounced surface roughness due to interface fluctuations, which depends sensitively on the
size of the simulation box25. As the shape of the density profile significantly contributes
to the chemical potential, great care has to be taken in the correct spatial resolution of the
individual contributions. We see that with the used simulation methods, the total chemical
potential is within high accuracy constant across the interface, as expected.
3.3 Bulk water
For most biological processes water serves as a solvent, which is typically in equilibrium
with a reservoir (for instance the cytosol). Hence, the determination of the water chem-
ical potential in computer simulations is of particular interest. However, measurements
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of the chemical potential of molecules in condensed systems such as biological matter is
challenging.
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Figure 4: Running average of the excess chemical potential of SPC/E water in the NpT ensemble calculated via
TPI. For each frame 2.5 × 105 insertions are performed. Error bars are only drawn when the upper bound is
smaller than −20 kJ/mol, otherwise only the lower bound is indicated. The horizontal line represents the bulk
value µex = −29.33 kJ/mol determined independently via thermodynamic integration.
Figure 4 shows the result for the water excess chemical potential determined via TPI
in a cubic simulation box consisting of 1728 SPC/E7 water molecules at T = 300 K and
atmospheric pressure. The simulation was performed for a total time of 1µs with a write-
out frequency ∆t = 0.4 ps, on which the insertions are performed. Even for as many
as 2.5 × 105 insertions/frame, we observe only poor convergence of the excess chemical
potential to its bulk value of −29.33 kJ/mol as determined independently via thermody-
namic integration (indicated by the horizontal solid line in Fig. 4). The problem with TPI
of non-spherical molecules into dense systems is that the number of successful insertions
(i.e. insertions with low energies) has to be large enough to sample the phase space suf-
ficiently. In the case of non-spherical molecules, also the rotational degrees of freedom
need to be considered and for liquid water at room temperature the probability of finding
favourable configurations is correspondingly rather low.
We illustrate these problems of TPI for water by computing the probability distribution
p(E) of insertion energies E = ∆U generated by inserting a single water molecule at ran-
dom position and with random orientation into a given configuration of water molecules
that comes from the simulation trajectory. What one is actually averaging over in Eqs. (6)
and (7) is the Boltzmann factor, so the integrand is actually e−βEp(E) =: f(E). While
p(E) is somewhat small for negative E, as shown in Fig. 5a, the integrand f(E) in Fig. 5b
is not, which generates significant sampling problems. The phase space is sampled suffi-
ciently only if f(E) is sampled well across its maximum value. Otherwise, the computed
thermodynamic potential will not be correctly sampled11, 12.
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Figure 5: a) Probability distribution p(E) and (b) Boltzmann-weighted probability distribution f(E) for an entire
SPC/E water molecule (averaged over a 1µs trajectory) and for its LJ contribution only (averaged over a 200 ns
trajectory). In (b) we also show red and black data points determined from individual trajectories of 10 ns length
for the entire water molecule and the LJ sphere only, respectively.
These sampling issues are particular for insertions of an entire water molecule, as can
be seen by comparison with the case of inserting only the LJ part of the SPC/E water
molecule presented in Figure 5. The distribution of insertion energies in Fig. 5a shows
that for an entire water molecule, the probability of finding strongly negative insertion
energies is not negligible. These negative insertion energies correspond to insertions of a
randomly oriented water molecule in such a way that the interaction with the charges of
neighbouring water molecules is favorable. The problem is that the large contribution to
the integrand f(E) results from the multiplication of the slowly decaying probability p(E)
shown in Fig. 5a with a large number resulting from the Boltzmann weight in f(E) and is
thus badly sampled. In fact, the jumps seen in Figure 4 are caused by rare events of finding
a suitable cavity with large negative insertion energies. However, if only the neutral LJ
sphere of the SPC/E water model is considered for insertions, the probability distribution
p(E) quickly decays for negative insertion energies and f(E) has a pronounced maximum,
which is well sampled. This explains why the chemical potential of water is much more
difficult to estimate with high precision than the chemical potential of spherical solutes.
Application of advanced sampling methods11, 26–28 can yield improved results. Daly et
al. 29 recently reported convergence of bulk water TPI for TIP4P water at 470 K using a
127 ns trajectory and 2.6 × 107 insertions/frame (write-out frequency 1 ps), however the
reduced density at this temperature seems to significantly improve convergence. In the
case of SPC/E water at 300 K, we do not observe satisfactory results for nearly 1012 total
insertions, as demonstrated in Figure 4.
The analysis of the interaction between solvated surfaces, which we will discuss be-
low, will require an accuracy of about 0.05 kJ/mol in the chemical potential (see Section
4). As this will obviously demand much more than 1012 insertions in total, we consider it
computationally unfeasible to use TPI with whole water molecules. Instead, we determine
the excess chemical potential due to Lennard-Jones interactions and due to electrostatic in-
teractions separately. In Fig. 6 we show that using TPI, the LJ contribution to the chemical
potential of a water molecule converges quickly to an uncertainity of about 0.02 kJ/mol
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Figure 6: Running average of the Lennard-Jones contribution to the excess chemical potential of bulk SPC/E
water, corresponding to to the chemical potential of a neutral LJ particle.
within less than 50 ns. Indeed, Fig. 5a shows that the phase-space for an inserted neutral LJ
particle is sampled properly, and the Boltzmann-weighted insertion probability in Fig. 5b
exhibits a clear maximum that is well sampled.
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Figure 7: Partial derivative of the electrostatic interaction energy UC of a SPC/E water molecule with respect
to the scaling parameter λ, corresponding to the integrand for thermodynamic integration in Eq. (12). Here,
λ = 0 corresponds to a molecule without partial charges and at λ = 1 all charges are present. The symbols
represent simulation results at discrete values of λ and the solid line is a 5th order polynomial fit to the data
points. Simulations are performed in a box consisting of 1728 water molecules in the NpT ensemble.
In order to determine the electrostatic contribution, we employ a thermodynamic in-
tegration procedure, in which only the electrostatic interactions are changed. This is ad-
vantageous as the LJ interactions can be determined independently with high accuracy
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using the computationally much cheaper particle insertion method. For our simulations
we use a non-uniform sampling for the λ-values, where λ is a prefactor that uniformly
scales the partial charges of water from zero to the corresponding values, which we found
to be numerically efficient and to yield high accuracy (see Fig. 7). The integration can be
performed in two distinct ways, fitting a fifth-order polynomial followed by analytic inte-
gration or application of Simpson’s rule for the integration. The influence of the integration
method on the final result is negligible, as is shown in Fig. 8.
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Figure 8: Electrostatic contribution to the chemical potential of SPC/E bulk water in dependence of the simulation
length. Simulations are performed in the NpT ensemble using a simulation box containing 1728 water molecules.
The dashed line serves as a guide to the eye.
In Fig. 8 the electrostatic contribution to the chemical potential of bulk water is shown.
Convergence to an uncertainity of 0.01 kJ/mol is obtained within 50 ns simulation time
for each of the simulations at distinct λ-values. We can now estimate the total simulation
time required to determine the chemical potential of water within the desired accuracy
of 0.05 kJ/mol: 18 simulations at distinct λ (∼ 50 ns each) for the TI, a trajectory of
length ∼ 50 ns for the TPI, plus the actual TPI analysis, which roughly requires the same
computational effort as needed for generating the actual trajectories, thus an equivalent
of another ∼ 50 ns. We therefore obtain an estimate for the total simulation time of the
order 20× 50 ns = 1000 ns for the total computational costs of determining the chemical
potential of water with this high accuracy.
Splitting the excess chemical potential into its electrostatic and Lennard-Jones contri-
butions,
µex = µLJ + µC, (19)
has proven to be a reliable method for efficiently determining the excess chemical potential
of water with high accuracy and making optimal use of computational resources. As a rule
of thumb, on a typical computer node with 4 to 8 physical cores, e.g. for typical membrane
systems hydrated with water, consisting of 72 atomically resolved lipid molecules and
about 1500 water molecules, 10–50 nanoseconds a day can be achieved. Such simulations
are still expensive, but computationally feasible.
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4 Surface Interactions at Prescribed Water Chemical Potential
4.1 The interaction of surfaces in water
In the last chapter we have presented the methodology to measure the chemical potential of
water in computer simulations with high accuracy. We will now turn to an example where
the precise control of the chemical potential is of crucial importance, namely the interaction
of extended planar surfaces in aqueous solution. Biological tissues and cells are composed
of diverse functional units such as organelles, protein complexes, and carbohydrate assem-
blies. The structural organization of these cellular constituents on the sub-micrometer scale
is essential for their proper function and in the congested biological environment largely
depends on the physical interactions between their surfaces. Without regulation of these
interactions by the organism, essential cellular processes such as material transport or cell
division would not be possible. In an analogous way the behaviour of colloidal solutions
in technology and micro-emulsions are governed by interactions between surfaces with
different molecular compositions. In the following we will first introduce the concept of
surface interactions, and then discuss a method to determine the interaction pressure at
prescribed water chemical potential in MD simulations. After describing our computer
models of interacting surfaces we will present some background on the fundamental sur-
face interactions observed in these systems, namely vdW and hydration forces. Finally, a
detailed discussion of the simulation results will be given and we show that the simula-
tion protocol enables us to draw conclusions on the interaction mechanisms. At the end of
this section we reproduce the experimentally observed interaction characteristics of phos-
pholipid membranes and shed light on underlying mechanisms of the ubiquitous hydration
repulsion between biological and technical surfaces.
The interaction between planar extended surfaces in solution is commonly described
in terms of pressure–distance relations, where the interaction pressure Π is measured as
a function of the surface separation D. Π is in fact related to the derivative of the Gibbs
free energy, G, with respect to D. When the surface area A is kept constant and D is
varied, while the system is in contact with a bulk water reservoir of temperature T and
water chemical potential µ, the corresponding pressure–distance relation reads:
Πµ,T,A(D) = − 1
A
(
∂G
∂D
)
µ,T,A
. (20)
Importantly, µ is dictated by the reservoir and is independent of D in this scenario. The
interaction pressure Πµ,T,A(D) acting between two surfaces sensitively depends on the
chemical potential of the confined solvent, as it determines the number of molecules
present between the surfaces. Accordingly, if there is an excess of particles, the pressure
acquires a repulsive component, whereas for a lack of particles an attractive contribution
is generated. Simulating two interacting surfaces at prescribed water chemical potential
is generally a challenging task. Explicitly simulating the bulk reservoir is computation-
ally very demanding and does typically have a number of disadvantages30. An alterna-
tive approach consists of Grand-Canonical Monte Carlo (GCMC) simulations, where the
chemical potential is continuously adjusted through stochastic deletion and insertion of
water molecules31. However, for hydrophilic surfaces exhibiting very dense water layers,
the stochastic deletion/insertion algorithms in GCMC generally deliver poor convergence,
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usually with a moderate pressure resolution of about 100 bars32. The reason for this is sim-
ilar to the reason why TPI exhibits sampling problems, see our discussion in Section 3.3.
In the next Section we discuss an alternative computational method that extrapolates the
interaction pressure at prescribed chemical potential and that allows for higher pressure
resolution.
4.2 Thermodynamic extrapolation
One way of resolving the problem of determining interaction pressures at prescribed chem-
ical potential is extrapolation from a given pressure p at an arbitrary but known chemical
potential µ, which we refer to as thermodynamic extrapolation method (TEM)33. Let us
consider an MD simulation performed at constant pressure p, temperature T and a fixed
number of water molecules Nw. In general, the water chemical potential µ(Nw, p, T ) in
such a simulation will deviate from the bulk chemical potential µ0. The total differential
of the Gibbs free energy reads as
dG(Nw, p, T ) = −SdT + V dp+ µdNw, (21)
from which we conclude that
µ(p,Nw, T ) =
∂G
∂Nw
∣∣∣∣
p,T
. (22)
As the temperature is kept constant in all of our simulations, we will drop the temperature
dependence of all quantities in the following. To investigate the change of the water chem-
ical potential due to a change of the pressure, we now expand the chemical potential in a
Taylor series around the pressure p0 for constant Nw,
∆µ(p,Nw) =
(
∂µ
∂p
)
Nw
∣∣∣∣∣
p=p0
∆p+
1
2
(
∂2µ
∂p2
)
Nw
∣∣∣∣∣
p=p0
(∆p)
2
+ . . . . (23)
From the total differential of Eq. (21) we obtain the Maxwell relation(
∂µ
∂p
)
Nw
=
(
∂V
∂Nw
)
p
= vw(p,Nw) , (24)
which we use to define the partial volume vw of a water molecule. Note that in hetero-
geneous confined systems, water molecules interacting with other species in general can
exhibit a different partial volume compared with the bulk value. In Fig. 9a we show the
partial volume of bulk water at various pressures and find vw(p = 1 bar) = 0.0304 nm3.
Insertion of Eq. (24) into Eq. (23) yields
∆µ(p,Nw) = vw(p,Nw)∆p− 1
2
vw(p,Nw)κ(p,Nw) (∆p)
2
+ . . . , (25)
where in the quadratic term we intrduced the compressibility of water,
κ(p,Nw) = − 1
vw(p,Nw)
∂vw(p,Nw)
∂p
∣∣∣∣
Nw
. (26)
Using ∂vw/∂p = −1.437 × 10−6 nm3/bar, as determined from a linear fit in Fig. 9a, we
obtain the compressibility of the SPC/E water model at room temperature and atmospheric
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Figure 9: Left: Volume per water molecule vw as a function of the pressure in bulk water simulations (symbols)
and a linear fit (solid line). At atmospheric pressure one finds vw = 0.0304 nm3. Right: Chemical potential of
bulk water as a function of pressure. Here, the deviation ∆µ = µ−µ0 of the chemical potential µ from µ0(p0 =
1 bar) is plotted. The slope of the solid line is given by the linear term of Eq. (25), ∆µ = 0.0304 nm3 p.
pressure from our simulations, κ(1 bar) = 4.74× 10−5 bar−1, which is in nice agreement
with other simulation results34, 35 and the experimental value κ? = 4.52× 10−5 bar−1 for
water at 25◦C36. Note that due to this low compressibility, the quadratic term becomes
comparable to the linear one only at very elevated pressures of more than 40 kbar. We
therefore neglect this correction term and remain with the linear term only in the following.
We next use the Maxwell relation, Eq. (24), to determine the partial volume of water
via the chemical potential from our simulation data. To this end, we measure the chemical
potential µ of water as a function of the applied pressure p. As seen in Figure 9b, the data
indeed follows the linear relation as predicted by Eq. (23), with the proportionality factor
vw = 0.0304 nm3 being the partial volume of water.
On the basis of Eq. (25) we can now extrapolate the interaction pressure p that we
obtained from the simulation at a chemical potential µ to the value p0 that corresponds
to the bulk chemical potential µ0 (or any other chemical potential we are aiming for).
Transforming Eq. (23), we arrive to linear order at
p0 ≈ p− µ− µ0
vw
. (27)
The latter expression thus allows for a comparison between experimental pressure distance
curves and those obtained in the simulations in a wide pressure and separation range.
4.3 Computer models of interacting synthetic surfaces
In order to investigate the influence of surface properties on surface-surface interactions
across water we use simple yet versatile model surfaces based on self-assembled mono-
layers (SAMs) of amphiphiles. These molecules consist of (CH2)9 CH3 alkyl chains,
terminated by polar hydroxyl (-OH) headgroups. Surface parameters such as the mono-
layer stiffness and the polarity of the headgroups can be adjusted in order to model, for
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instance, rigid or soft, and hydrophilic or hydrophobic surfaces. A snapshot of the simula-
tion architecture is shown in Fig. 10, where 2 × 100 surface molecules are arranged on a
hexagonal lattice at the prescribed area per chain of 0.234 nm237. The force-field param-
eters for the simulations are taken from ref.37 and the SPC/E water model7 is employed.
With this setup, we perform simulations in the NVT ensemble and couple a heat bath
via the velocity-rescale algorithm20. For long-range electrostatic interactions, the PME
method38, 39 is applied and short range interactions are cut-off at 0.9 nm.
Figure 10: Simulation snapshot of self-assembled monolayers of defined surface characteristics interacting across
water. Hydrophobic hydrocarbon chains are shown in blue, the oxygen of the polar headgroups in yellow. Water
is shown inside one simulation box only for clarity.
The separation between opposing surfaces,D, is varied by adjusting the box dimension
Lz and the number of waters, Nw correspondingly. As we have seen in Section 3.2, the
excess and ideal contributions of the chemical potential are not constant in space, but only
their sum. We therefore always determine the chemical potential by measurements of µid
and µex at the same distance from the surfaces, which for practical convenience is chosen
as the center of the water layer.
For the thermodynamic integration, which is used to determine the Coulomb contri-
bution to the chemical potential, we restrain the position of the integrated particle to this
position by applying a strong harmonic potential. We verified that this does not lead to any
artifact by comparing to simulation results where no restraints are applied to the coordi-
nate, but their position is kept fixed. The procedure exactly reproduces the results when
restraints are applied, thus all interactions are accounted for correctly. Note however, that
in constant pressure simulations such fixed coordinates can lead to various artifacts. For
the TPI of the LJ spheres, the insertions into predefined slabs are performed as already
described above.
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4.4 Interaction mechanisms
Before presenting simulation results, we quickly remind the reader of the most basic inter-
action mechanisms between neutral solvated surfaces, namely van der Waals (vdW) and
hydration forces. They are sufficient to describe interactions between the charge-neutral
SAM surfaces introduced above and also between phospholipid membranes as discussed
further below. Another interaction that gives rise to large contributions on nanometer
lengthscales are electrostatic effects if the surfaces are not charge-neutral or if salt ions
are present in the solvent mixture. Note however, that the interaction between molecu-
larly complex biological surfaces such as biomembranes is typically the result of a subtle
interplay involving also other contributions of comparable magnitude, which cannot be
discussed within this chapter40.
4.4.1 Van der Waals interactions
The electric charge distribution (due to nuclei and electrons) of atoms and molecules man-
ifests in the form of an interaction that acts among all matter, even when the constituting
parts are charge-neutral. A simplified picture, which has been established in the 1930s,
attributes this interaction to three kinds of atomic dipole–dipole interactions41:
- interactions between two permanent molecular dipoles (Keesom interactions),
- interactions between a permanent molecular dipole and a corresponding induced
molecular dipole (Debye interactions),
- interactions between two spontaneously induced molecular dipoles (London disper-
sion interactions).
The unified concept of van der Waals (vdW) interactions accounts for all three cases, and
in each case the interaction potential, i.e., the work needed to bring two molecules from
infinite separation to a certain distance r, varies as the inverse-sixth power of distance,
u(r) = −C
r6
, (28)
where C is a positive coefficient. Biomembranes are extensive bodies composed of atoms
and molecules, which all interact via such vdW potentials. In a first approximation, we can
assume pair-wise additivity of the individual interactions and sum them all up. In the case
of two parallel semi-infinite media separated by distance D in vacuum, we obtain the free
energy per unit area,
FvdW/A = − H
12piD2
, (29)
where H = pi2Cn2 is known as the Hamaker constant42 and n corresponds to the particle
number density of the two media. In the case when the media are immersed into water,
additional contributions appear,
H = pi2Cn2 − 2pi2Ccwnnw + pi2Cwn2w, (30)
with nw being the number density of water molecules, Ccw the interaction coefficient be-
tween water and the particles constituting the semiinfinite media, and Cw the coefficient
173
for the water–water interactions. The vdW pressure between the membranes can then be
obtained by derivation of the free energy, pvdW = −∂(FvdW/A)/∂D, which yields
pvdW = − H
6piD3
. (31)
The resulting vdW pressure decreases with the inverse cube of the separation. Van der
Waals forces between two bodies of the same material are always attractive, but are repul-
sive when two different materials interact across a third material with intermediate dielec-
tric properties41.
4.4.2 Hydration interactions
When surfaces approach to very short separations that are comparable to the size of a
few water molecules, the molecular structures of the surface and of the water layers be-
come important. The removal of the last few layers of water molecules gives rise to a
very strong force, the hydration repulsion. This interaction was quantified experimentally
for lipid membranes in the 1970s in diffraction experiments of membrane multilayers43, 44
and by surface force apparatus measurements of a single pair of membranes45. Experi-
ments revealed that the hydration repulsion is a short-ranged force, acting typically on the
nanometer range. It approximately obeys an exponential decay law with a decay constant
λ between 0.1 and 0.5 nm46. The hydration repulsion can easily reach pressures of sev-
eral kilobars at small separations, overcoming all attractive van der Waals and electrostatic
forces. It is responsible for the stabilization of membrane surfaces and stops vesicles from
close contact with cell membranes, making spontaneous fusion difficult47. The mechanism
of the hydration repulsion has been intensively debated. The first attempt to rationalize the
repulsion based on water structuring has been proposed by Marcˇelja et al. 48. They pre-
dicted an exponential decay of the repulsion based on a coarse-grained order-parameter
description, accounting for the structural properties of water confined between the mem-
brane surfaces, in qualitative agreement with computer simulations49. Alternatively, the
repulsion due to the strong enthalpic adsorption of solvent molecules at the surface has
been proposed as a possible mechanism for hydration interactions40. Finally, the configu-
rational entropy of lipid molecules has been suggested to be responsible for the observed
short-range repulsion50. Despite the achievements of continuum models, it has become a
consensus view during the last decades that in order to explain the hydration interaction on
a quantitative level, the water molecules in the hydration layers have to be taken into ac-
count explicitly46. In recent years, computer simulations have led to a clearer picture about
the physical mechanisms responsible for the repulsion. In fact, several of the mechanisms
originally proposed were found to contribute30, 33, 51, 49, 40.
4.5 Simulation results for hydrophilic model surfaces
We will now use TEM in order to evaluate the pressure–distance relation for hydrophilic
model surfaces. We vary the surface stiffness by restraining individual atoms of the alkane
chains by harmonic potentials and scale the headgroup partial charges by a factor α to tune
the surface polarity37.
Figure 11 shows the density profiles of water and headgroup oxygens. For the stiff sur-
faces in Fig. 11a, the distribution of the headgroup position is narrow and the water density
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Figure 11: Density profiles for the headgroup oxygens (right scale) and water (left scale) between (a) two stiff
surfaces with slightly reduced polarity (α = 0.7) and (b) two fully polar (α =1) soft surfaces.
profile shows oscillations close to the surface due to water layering. Since the soft sur-
faces are not entirely rigid, water and headgroup distributions overlap and the headgroups
fluctuate by around 0.18 nm around their mean positions (Figure 11b). In both cases we
define the surface–surface distance D based on the positions of the density peaks of the
headgroup oxygens.
In order to demonstrate the importance of the correct ensemble, we show the extrap-
olated interaction pressure at fixed chemical potential that corresponds to the value of the
bulk reservoir (µ = µ0) and compare it to the heuristic assumption that the number of water
molecules scales linearly with the headgroup separation, corresponding to the assumption
of a constant density of water between the surfaces (ρ = const.),
Nw(D) = Nw(D∞)− A(D∞ −D)
vw(D∞)
. (32)
ForD∞ we choose the data point at the largest separation we considered in the simulations,
where p(D∞)|µ=µ0 = 0 bar holds within numerical errors.
In Fig. 12 we show the pressure–distance curves for stiff surfaces, which mimic frozen
structures with slightly reduced polarities (α = 0.7), and a very soft hydrophilic SAMs
with full polarity (α = 1).
The stiff surfaces (Fig. 12a) exhibit profound pressure oscillations, which are con-
nected to the density fluctuations shown in Fig. 11a. Each oscillation in the pressure–
distance profile corresponds to expulsion of exactly one water layer from the interlamellar
region37. Due to this water layering, the assumption of a constant density between the
surfaces in Eq. (32) leads to significant discrepancies in the pressure profile for the stiff
surfaces (Fig. 12a) compared with the interactions at fixed chemical potential. In the case
of soft surfaces, the pressure (blue curve) does not show oscillatory behavior, but decays
exponentially for small separations with a decay length of roughly 0.82 A˚. The hypothet-
ical pressure at constant density (green curve) agrees in this case much better with the
interaction pressure at constant chemical potential.
In order to further quantify the interactions, we evaluate the free energy profiles by
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Figure 12: Interaction pressure profiles p(D) between (a) stiff and (b) soft surfaces. In the case of stiff surfaces,
the polarity has been slightly reduced by a factor α = 0.7. Shown are the interaction pressures at fixed bulk
chemical potential as well as a simple model, where the water density is assumed to be constant between the
headgroups (Eq. (32)). Lines serve as guides to the eye.
integrating the interaction pressure,
F (D) =
∫ ∞
D
p(D′) dD′, (33)
which accounts only for the work of water removal from the interlamellar region. However,
the entire work it takes to bring the surfaces to a certain separations, takes into account also
the compression of the SAMs, hence
F tot(D) =
∫ ∞
D
p(D′)
dLz(D′)
dD′
dD′. (34)
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Figure 13: Box length Lz as a function of the headgroup separation D. The dashed line corresponds to the
prediction of a constant water density between the headgroups, Lz(D) = D + L0, with L0 being the length of
the simulation box when there is no water present. The inset shows the derivative appearing in Eq. (34).
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In the case of stiff surfaces, the compression work is negligible (since dLz/dD ≈ 1, not
shown). However, for soft surfaces the box length is not a linear function of the headgroup
separation at small distances (Fig. 13) and thus the derivative significantly contributes (in-
set in Fig. 13). Figure 14 shows the corresponding free energies for the stiff and the soft
surfaces. For the soft surfaces, quantitative differences appear between Eqs. (33) and (34),
see Figure 14b. The main effect shows up only at the smallest separation, below 0.5 nm,
where the membrane compression significantly contributes to the entire free energy, as ex-
pected from the derivative shown in the inset in Fig. 13, such that the total free energy is
higher.
Comparing the actual free energies (blue curves) to the hypothetical free energies based
on the constant-density assumption (brown curves in Fig. 14) also shows profound devia-
tions. This illustrates that the SAM system cannot be simply modeled by imposing constant
water density. Rather, the exact value of chemical potential needs to be considered.
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Figure 14: Free energy as a function of distance for the stiff (a) and the soft (b) hydrophilic surfaces at bulk
chemical potential (blue spheres). Additionally, the brown triangles show the hypothetical free energy under the
assumption of constant water density in the interlamellar region (Eq. (32)). In (a), also the cavitation free energy
Fcav(D) is shown (solid red line). For the soft surfaces (b), we compare the free energy of hydration and the total
free energy, which includes SAM compression (Eq. (34)) shown as cyan squares and orange triangles for µ = µ0
and ρ = const., respectively. Lines serve as guides to the eye. The right scale shows the corresponding number
of water molecules per surface group, Nw/Ns (magenta circles) and the prediction under the constant density
assumption (magenta dashed line). On top of both graphs the difference of the water number to the assumption
of ρ = const. is shown for the stiff and the soft surfaces, respectively.
In Figure 14, we also report the number of water molecules per surface group in the
simulations at µ = µ0. Clearly, the water number (circles) for the stiff surfaces is not
bulk-like, as indicated by the dashed line in Fig. 14a which is also represented by the
fact that the free energy landscape differs. For the soft surface (Fig. 14b), the predicted
water number nearly seems to match, however upon close inspection small differences in
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the water number can be observed (top of Fig. 14b), causing the interaction energies to
be slightly different, which furthermore corroborates the notion that the correct chemical
potential needs to be taken into account in simulations.
In the next step, we consider that the hydrated state might thermodynamically not be
stable, i.e. the water could be expelled from the slab. Such a behavior is experimentally
known for non-polar and weakly polar surfaces, where polar surface groups are mixed
with non-polar ones, and has recently also been analyzed in MD simulations37. In order to
check the thermodynamic stability of the hydrated state with respect to the cavitated state,
we need to compare both respective free energies. The free energy of the cavitated state
relative to the hydrated state is evaluated by integrating the interaction pressure pC of the
surfaces across vacuum as
Fcav(D) = 2 (γsv − γsw) +
∫ ∞
D
pcav(D
′) dD′, (35)
where the first term represents the work to remove water from a (thick) interlamellar region
into the bulk, corresponding to the difference in the solid–vapor surface tension γsv and
the surface–water surface tension γsw. The resulting cavitated free energy is larger than
the hydrated free energy (red curve in Figure 14a), therefore the hydrated systems are
thermodynamically stable.
We now turn our attention to a more detailed analysis of the interaction of the soft
surfaces. In that case, the density profile shows no oscillations and the pressure decays
monotonically with distance at small separations and reaches thousands of bars close to
contact. However, in the simulations a minimum in the pressure at D ≈ 0.9 nm can be
observed (Figure 15). During the following analysis we will consider only the data where
µ = const. Using Eq. (30), one can estimate the static limit of the Hamaker constant
for the SAMs assuming that the system can be represented by two semi-infinite halfs-
paces. The number density of the hydrophobic chains is n = 38 nm−3 and that of water is
nw = 33 nm−3. The interaction parameters for the attractive contribution of the Lennard-
Jones potential as defined in Eq. (15) are Cw6 = 2.617× 10−3 kJ mol−1 nm6 for water and
Ccw6 = 4.442× 10−3 kJ mol−1 nm6 for the chain–water interactions, respectively.
By inserting these numbers into Eq. (30), a simple estimate for the Hamaker constant is
H ≈ 5.6kBT . This values agree roughly with literature, whereH ≈ 1−10 kBT is reported
for most of the materials41. However, for the van der Waals interaction the definition
of the interface position is crucial. Reasonable results can be obtained by defining an
additional lengthscale d0 based on the separation of the oxygen atoms on the opposing
surfaces. The offset is then determined such that close-contact (without water in between)
corresponds to49 D − d0 = 0. We now compare the predictions of van der Waals and
hydration interactions with the simulations in Figure 15. The dash-dotted line represents
the vdW attraction according to equation (31) and correspondingly diverges as D → d0.
Thus, for a study of effects at smallest separations also the repulsive contribution of the
LJ interaction would need to be considered. Alternatively, here we limit the analysis to
distances D ≥ 0.5 nm.
Using d0 = 0.26 nm as determined from independent simulations at p = 1 bar of the
surfaces interacting accross vacuum49 and fitting an additional exponential function to the
simulation data for D > 0.5 nm,
p(D) = A e−D/λ − H
6pi(D − d0)3 , (36)
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Figure 15: Pressure–distance curve for the soft SAMs. Simulation data are shown as red squares. The dash–
dotted blue line represents an estimate for the vdW interaction, the dashed purple line is a combination of the
estimated vdW attraction and an exponential repulsion.
we obtain a decay length of λ = 1.0A˚. When considering only the short-range interactions
(inset in Fig. 12b) and assuming an exponential decay, the corresponding decay length
follows as λ = 0.8 A˚. This nice agreement shows that with the presented methodology
of TEM we are able to resolve the attractive contribution of vdW interactions between
surfaces as well as the hydration interactions on smaller lengthscales.
4.6 Application to membrane interactions
As boundaries of cells and organelles, membranes play key roles in almost all biological
processes: exchange of substances via membrane proteins, interactions between cells, con-
trol over the shape of cells, to name just a few. All biomembranes are primarily composed
of amphiphilic molecues, mostly lipids, which spontaneously form bilayers in water due
to their amphiphilic chemical structure52 via the hydrophobic effect53: The polar head-
groups are in contact with water, while the non-polar hydrocarbon chains face towards
the bilayer interior, see Fig. 16 for a schematic illustration. The interaction characteris-
tics between biomembranes play important roles in biological processes involving mem-
branes54. Predominantly repulsive membrane-membrane interactions, for instance, prevent
close membrane-membrane contacts and generate aqueous pathways for the diffusion of
biomolecules between the membrane surfaces. Attractive interaction contributions, on the
other hand, can create well-defined average membrane separations that facilitate membrane
fusion or cell adhesion processes via specific binding sites.
The simplest and most commonly used experimental models of biomembranes are
phospholipid membranes. As phospholipids are zwitterionic, they carry larger dipole mo-
ments on their headgroups, as opposed to the decanol SAMs analyzed previously. The
relatively large dipole moment gives rise to a large hydration repulsion force at small sepa-
rations, which can reach up to thousands of bars43, 44. Since the hydration repulsion eludes
continuum theoretical treatment, its quantitative description requires rigorous modeling of
all molecular components. With the computational techniques presented here, it is now
possible to evaluate and study these forces within computer models33, 51. Figure 16 shows
an atomistic computer model of interacting, hydrated phospholipid bilayers composed of
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Figure 16: Simulation snapshot of a phospholipid membrane: DLPC bilayer consisting of 72 lipids in the simu-
lation box. Water is only partially shown in the middle section for clarity.
72 dilinoleoylphosphatidyl–choline (DLPC) lipids. The simulations were performed us-
ing the velocity-rescale algorithm20 with a time constant of 1 ps in order to control the
temperature. The simulation pressure is controlled by a Berendsen barostat with a time
constant of 1 ps and a compressibility κ = 4.5 × 10−5 bar−1. A Lennard-Jones cutoff at
0.9 nm is applied and electrostatic interactions are treated using the Particle Mesh Ewald
(PME)38, 39 method with a 0.9 nm real-space cutoff. We use the SPC/E water model7 and
the united-atom Berger force field55.
Fig. 17 shows experimental pressure distance curves of DLPC and DPPC (dipalmi-
toylphosphatidylcholine) membrane bilayers in comparison with the results of our com-
puter simulations obtained via thermodynamic extrapolation. The simulation results are in
remarkable agreement with the experiments. They reproduce the exponential decay law
with the experimentally observed decay length, so that we may assume that all dominant
repulsion mechanisms are captured by the atomistic computer model. The detailed anal-
ysis obtained from computer simulations reveals that the repulsion arises due to several
mechanisms, the relative weight of which depends on the surface separation. The results
indicate that the long-debated hydration repulsion is not as universal as initially assumed,
but rather consists of a mix of competing contributions that change role with varying sep-
aration33, 51, 49, 40.
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Figure 17: Pressure–distance data for different phospholipids. The obtained simulation data agrees well with
experiments44, 43.
5 Conclusions
Computer simulations represent nowadays one of the key tools in the theoretical investiga-
tion of soft and biological matter. Despite their great success substantiated by increasing
computer power, they are still limited in the number of particles and reachable timescales.
A particular important class of systems involves water confined in small interlamellar re-
gions, pores, cavities, and pockets of various proteins, which are in contact with a bulk
water reservoir and hence at defined chemical potential. As one cannot afford simulating
the entire bulk reservoir of water, special approaches are required in order to make progress
for such systems.
In this chapter we discuss a recently introduced approach to deal with the problem of
water between interacting surfaces in equilibrium with a bulk aqueous phase. We present
the techniques for determining chemical potentials with high spatial resolution in detail.
For the case of water, this is achieved by splitting its excess part into Lennard-Jones and
electrostatic contributions. For best efficiency, we use a combination of test particle in-
sertion and thermodynamic integration. Based on thermodynamic relations, we introduce
the thermodynamic extrapolation technique, which enables us to evaluate the interaction
pressure of the system at prescribed chemical potential. Using self-assembled monolayers
as versatile surface models, we show basic features of the hydration repulsion, which uni-
versally acts between hydrophilic objects in water and discuss the significance of van der
Waals interactions. While the hydration repulsion shows a monotonic decay with distance
between soft surfaces, stiff surfaces exhibit oscillatory pressure profiles due to water lay-
ering. In the end we show that utilizing molecular modeling it is possible to reproduce the
experimental results for the interaction between experimentally well-studied phospholipids
bilayers. Such simulations enable for a deeper molecular insight into the mechanisms that
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govern the interaction and into the phenomena present on the nanoscale. It hence enables
us to test and refine available predictions from continuum theories and to circumvent limi-
tations of simulation sizes and timescales.
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We present a brief review of the classical density functional theory of atomic and molecular
fluids. We focus on the application of the theory to the determination of the solvation properties
of arbitrary molecular solutes in arbitrary molecular solvent. This includes the prediction of the
solvation free energies, as well as the characterization of the microscopic, three-dimensional
solvent structure.
1 Introduction
The determination of the solvation free-energy of molecular solutes in molecular solvents
is a problem of primary importance in physical chemistry and biology. From a theoretical
point of view, two extreme strategies can be found in the literature. A standard route con-
sists in using molecular simulation techniques such as molecular dynamics (MD) or Monte-
Carlo (MC), with an explicit molecular solvent. There are a number of well-established
statistical mechanics techniques to estimate absolute or relative free-energies by molecu-
lar simulations, for example thermodynamic integration methods based on umbrella sam-
pling1, 2, or generalized constraints3. In any case, the precise estimation of free-energies by
computer simulation remains extremely costly; it requires to consider a sufficiently large
number of solvent molecules around the molecular solute and, for this large system, to
average a ”generalized force” over many microscopic solvent configurations, and this for
a lot of different points along the reversible thermodynamic integration path.
Another class of methods, known as implicit solvent models4, relies on the assump-
tion that the macroscopic laws remain valid at a microscopic level, and that solvation free
energies can be computed by combining a dielectric continuum description of the solvent
outside the solute core and a simple solvent-accessible surface area expression for the non-
electrostatic contributions5. For the electrostatic part, the stationary Poisson-Boltzmann
equation can be solved for the electrostatic potential using sharp definitions of the dielec-
tric boundaries and various efficient numerical techniques, making it possible to handle
very large biomolecular systems6. Density functional methods based on the minimization
of polarization density7 have been introduced too. There are serious limitations however
to a continuum dielectric approach, and first of all the validity of the macroscopic elec-
trostatic laws at microscopic distances, the neglect of the molecular nature of the solvent,
and the ambiguous definition of all the non-electrostatic energetic contributions, such as
hydrophobicity. Macroscopic approaches to hydrophobicity that mixes consistently with
the Poisson-Boltzmann description are presently developed.8, 9
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Beyond continuum descriptions, it is desirable however to devise and employ implicit
solvent methods which (i) are able to cope with the molecular nature of the solvent, but
without considering explicitly all its instantaneous microscopic degrees of freedom, and (ii)
can provide solvation properties at a modest computer cost compared to explicit simula-
tions. Such methods should rely on the theory of molecular liquids that has been developed
in the second half of the last century and lie by now in classical textbooks10–12. Among
possible approaches one should mention molecular integral equation theories in the refer-
ence interaction site (RISM)13–16 or molecular17–23, or mixed24, 25 picture, Gaussian field
theories26, 27, the density functional theory (DFT) of molecular liquids10, 28–39, or, finally,
field theoretical approaches to dipolar solvent-ions mixtures, that lead to a generalization of
the Poisson-Boltzmann equation accounting for particle size and dielectric saturation40–44.
Note that, close to our purpose, a 3D-version of the RISM equations has been developed
recently to describe the solvation of objects of complex shape45–50.
Our focus here is classical density functional theory (DFT), and eventually a molecu-
lar version of it that we will call Molecular Density Functional Theory (MDFT). The basic
theoretical principles of classical DFT can be found in the seminal paper by B. Evans28 and
subsequent excellent reviews by him28–30 and other authors51. The advent in the late 1980’s
of a quasi-exact DFT for inhomogeneous hard sphere mixtures, the fundamental measure
theory52–57, has promoted recently a great deal of applications to atomic-like fluids in bulk
or confined conditions or at interfaces. Classical ”atomic” DFT can be considered nowa-
days as a method of choice for many chemical engineering problems58, 59. Much less ap-
plications exist for molecular fluids, for which solvent orientations should be considered.
The description has been generally limited to generic dipolar solvents60, 61 or dipolar sol-
vent/ions mixtures33–36; such approach may be considered already as ”civilized” compared
to primitive continuum models35. We have proposed recently an extension of MDFT to
arbitrary fluid/solvents in the precise goal of describing the solvation of three-dimensional
molecular object in arbitrary solvents.37, 39, 38, 62–70 A RISM-based DFT approach of molec-
ular solvation has been developed recently too71.
The outline of the present review is as follows. We first recall the basic principles of
cDFT for atomic-like fluids. We then describe the particular but fundamental case of the
hard-sphere fluid, and the associated fundamental measure theory (FMT), focusing on a
”scalar” formulation due to Kierlik and Rosinberg53, 54, instead of the standard ”vectorial”
version introduced initially by Rosenfeld52. We then turn to Lennard-Jones fluids, for
which the HS fluid can be used as a reference in various ways to construct a functional. The
last section will be devoted to molecular solvent, modeled by rigid polyatomic molecules
with an orientation. The discussion will focus on a model dipolar solvent, the Stockmayer
fluid, and then extend to realistic models of polar liquids such as acetonitrile and water.
2 The Case of Atomic Fluids
2.1 General formulation
In this section we begin with recalling the basis of the density functional theory of liquids,
and discussing the general problem of a molecular solvent submitted to an external field.
In the applications we have in mind, the external field will be created by a molecular so-
lute of arbitrary shape dissolved at infinite dilution in the solvent. The individual solvent
188
molecules will be considered later as rigid bodies described by their position r and orienta-
tion ω. In this section we restrict the discussion to atomic or pseudo-atomic solvents (such
as CCl4) modeled by spherical particles for which only the position r matters.
The grand potential density functional for a fluid having an inhomogeneous density
ρ(r) in the presence of an external field Vext(r) can be defined as28, 29,
Ω[ρ] = F [ρ]− µs
∫
ρ(r)dr, (1)
where F [ρ] is the Helmholtz free energy functional and µs is the chemical potential. The
grand potential can be evaluated relatively to a reference homogeneous fluid having the
same chemical potential µs and particle density ρ0
Ω[ρ] = Ω[ρ0] + F [ρ]. (2)
Following the general theoretical scheme introduced by Evans28, 29, 10, 72, the density func-
tional F [ρ] can be split into three contributions: an ideal term, an external potential term
and an excess free-energy term accounting for the intrinsic interactions within the fluid,
F [ρ] = Fid[ρ] + Fext[ρ] + Fexc[ρ], (3)
with the following expressions of the first two terms
Fid[ρ]=kBT
∫
dr1
[
ρ (r1)ln
(
ρ (r1)
ρ0
)
− ρ (r1) + ρ0
]
, (4)
Fext[ρ] =
∫
dr1 Vext(r1)ρ (r1). (5)
There are several ways to arrive to an exact expression of the excess free-energy, i.e. using
an adiabatic perturbation of the pair potential (the so-called adiabatic connection route in
electronic DFT), of the external potential, or of the density itself. If the latest route is
chosen, one can define Fexc[ρ] as:28
Fexc[ρ]=kBT
∫ ∫
dr1dr2 C(r1, r2) ∆ρ (r1)∆ρ (r2), (6)
with ∆ρ (r) = ρ (r)− ρ0. The function C(r1, r2) is still a functional of ρ (r) defined by
C(r1, r2) =
∫ 1
0
dα (α− 1) c(2)(r1, r2; [ρα]), (7)
where c(2)(r1, r2; [ρα]) is the two particle direct correlation function, i.e. by definition the
second order derivative of the excess free-energy with respect to density, evaluated at the
intermediate density ρα(r) = ρ0 + α∆ρ (r). Eqs 6-7 follows naturally when expressing
the functional from the knowledge of its second-derivatives28.
The equilibrium condition reads
δΩ[ρ]
δρ
∣∣∣∣
ρ=ρeq
= 0 =⇒ δF [ρ]
δρ
∣∣∣∣
ρ=ρeq
= 0. (8)
When minimizing the density functional F [ρ] with respect to ρ (r), the value at the mini-
mum is the difference of the solvent grand potential with and without the solute, and thus
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the solute solvation free-energy. The associated density ρeq(r) is the equilibrium inhomo-
geneous density.
The functional defined by eqs 3-6 is formally exact but the inhomogeneous direct cor-
relation functions entering the definition of the excess term are indeed unknown. However,
simple approximations can be proposed for this quantity. The most natural one consists in
expanding the inhomogeneous direct correlation function c(2)(r1, r2; [ρα]) around α = 0,
that is, around the homogeneous density ρ0:
c(2)(r1, r2; [ρα]) = c
(2)(r1, r2; [ρ0]) + α
∫
dr3 c
(3)(r1, r2, r3; [ρ0]) ∆ρ(r3) + .... (9)
Such expression involves the two, three, n-particle direct correlation functions of the ho-
mogeneous fluid10. The first term is the (two-body) direct correlation function (DCF) of
the homogeneous solvent, that depends on r12 = |r2 − r1|, and can be thus denoted as
cS(r12; ρ0) (S for spherical component, preparing ourselves to non-spherical solvents).
Using eq. 7, the excess term can thus be written as
Fexc[ρ] = −kBT
2
∫
dr1dr2 cS(r12; ρ0) ∆ρ(r1)∆ρ(r2) + FB [ρ], (10)
where we have defined the bridge functional
FB [ρ] = −kBT
6
∫
dr1dr2dr3 c
(3)(r1, r2, r3; [ρ0]) ∆ρ(r1) ∆ρ(r2) ∆ρ(r3) +O(∆ρ
4),
(11)
which thus starts with a cubic term in ∆ρ. Setting FB [ρ] = 0 correspond to the so-
called homogeneous reference fluid (HRF) approximation. It can be shown to be equiv-
alent to the hypernetted chain (HNC) approximation in integral equation theories30. The
input of the theory is the direct correlation function of the pure solvent, which can be ex-
tracted from simulation or experimental data by measuring the total correlation function
hS(r) = g(r)− 1 and solving subsequently the Ornstein-Zernike equation, i.e. in Fourier
space:
1− ρ0cS(k) = (1 + ρ0hS(k))−1 = χ−1n (k). (12)
χn(r) is the structure factor, or the density susceptibility, measuring density-density cor-
relations at a given distance in the fluid. The excess free energy can thus be expressed also
in terms of the susceptibility
Fexc[ρ] = kBT
2
∫
dr1dr2 χ
−1
n (r12) ∆ρ(r1)∆ρ(r2)−
kBT
2ρ0
∫
dr ∆ρ(r)2 +FB [ρ]. (13)
2.2 Fundamental Measure Theory for the hard-sphere fluid: Scalar versus
Vectorial Formulation
We focus here on the particular case of the hard-sphere fluid and describe briefly the funda-
mental measure theory (FMT) introduced by Rosenfeld52 and Kierlik and Rosinberg53. Al-
though the theory is valid for arbitrary hard-sphere mixtures, we consider a one-component
HS fluid composed of hard spheres of radius R and at a bulk density ρ0. The fluid is sub-
jected to an external perturbation, for example a solid interface or a molecular solute of
arbitrary shape embedded in the fluid, that creates a position-dependent external potential
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Vext(r) and thus an inhomogeneous density ρ(r). The excess functional of eq. 6 can be
written as
Fexc[ρ] = FHSexc [ρ]− FHSexc [ρ0]− µHSexc
∫
dr (ρ(r)− ρ0) , (14)
where FHSexc (ρ) is the excess Helmholtz free-energy functional for the hard-sphere fluid
and µHSexc is the bulk excess chemical potential defined by
µHSexc =
δFHSexc [ρ]
δρ
|ρ=ρ0 , (15)
so that obviously δFexc[ρ]δρ |ρ=ρ0 = 0. In the FMT introduced by Rosenfeld52, the excess
functional for the hard-sphere fluid can be written in terms of a set of Nw weighted densi-
ties, nα(r):
Fexc[ρ(r)] = kBT
∫
dr Φ({nα(r)}) (16)
with
nα(r) =
∫
dr′ ρ(r′)ωα(r− r′) = ρ(r) ? ωα(r), (17)
where ωα(r) are geometrical weight functions to be defined below and ? indicates the
convolution of the microscopic densities by those weight functions.
In the original Rosenfeld’s derivation there are four scalar weight functions,
ωiα(r), α = 0, 1, 2, 3, and two vectorial ones ~ω1(r), ~ω2(r) that are defined by
ω3(r) = Θ(R− r) (18)
ω2(r) = 4piRω1(r) = 4piR
2 ω0(r) = δ(R− r) (19)
~ω2(r) = 4piR ~ω1(r) =
r
r
δ(R− r). (20)
Θ(r) denotes the Heaviside function and δ(r) the Dirac distribution. The excess free-
energy density Φ derived by Rosenfeld for Eq. 16 is a function of the four position-
dependent weighted densities, nα(r), α = 0, 1, 2, 3, and of the two vectorial ones,
~n1(r), ~n2(r), which generates in the homogeneous limit the Percus-Yevick equation of
state for hard-sphere mixtures. Starting from the generalization of the Carnahan-Starling
(CS) equation of state to mixtures (namely the Mansoori-Carnahan-Starling-Leland equa-
tion (MCSL)) instead of PY, Roth et al55 and Wu et al56 were later able to obtain a modified
expression based on the same definition of the weighted densities (either called white-bear
(WB) version or modified FMT version (MFMT)). This modified version of FMT takes
advantage of the fact that the CS expression provides one a better equation of state that PY.
Ten years before those latest developments, Kierlick and Rosinberg were able to de-
rive an alternative version of FMT which involves only four scalar weight functions
ωα(r), α = 0, 1, 2, 3.53, 54. The last two weights are identical to Eq. 18-19, whereas the
first two ones are given by
ω1(r) =
1
8pi
δ′(R− r) (21)
ω0(r) =
1
8pi
δ′′(R− r) + 1
2pir
δ′(R− r) (22)
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Those weight functions appear naturally in the derivation as the inverse Fourier transforms
of
ω3(k) =
4pi
k3
(sin(kR)− kR cos(kR))
ω2(k) =
4piR
k
sin(kR)
ω1(k) =
1
2k
(sin(kR) + kR cos(k)) (23)
ω0(k) = cos(kR) +
kR
2
sin(kR).
Although the main part of the papers by Kierlik and Rosinberg relies on a PY expression
for the excess free energy density
ΦPY[{nα}] = −n0 ln(1− n3) + n1n2
1− n3 +
1
24pi
n32
(1− n3)2 , (24)
the authors do mention in their conclusion that a CS (more precisely MCSL) expression
could be used instead
ΦCS[{nα}] =
(
1
36pi
n32
n23
− n0
)
ln(1− n3) + n1n2
1− n3 +
1
36pi
n32
(1− n3)2n3 . (25)
They point out the fact that this expression is more precise than the PY one, but using it
while keeping the expression of the weights unchanged leads to thermodynamic inconsis-
tencies; those inconsistencies are indeed present in the WB or MFMT formulations too.
There is clearly a trade off to be made between precision and theoretical consistency. It
was later shown by Phan et al. that the Kierlik and Rosinberg’s approach is mathematically
equivalent to the original vectorial version.73 On a practical point of view, however, and
especially in the perspective of 3D applications, the KR formulation is advantageous with
respect to the Rosenfeld’s formulation since the number of independent weighted densities
is reduced from 5 to 4 for the one component system, and from (10 + Ns) to (4 + Ns)
for a mixture of Ns components, with Ns ≥ 2; thus from 12 to 6 for a binary mixture.
An efficient numerical implementation in three-dimensions of the Kierlik-Rosinberg FMT
functional is detailed in Ref.65. The numerical efficiency of the algorithms, in terms of
convergence rate and system size dependency, is briefly illustrated in Fig. 1.
2.3 The Lennard-Jones fluid
Building the thermodynamics of the Lennard-Jones fluid by taking the suitable hard-sphere
fluid as a reference and building in the attractive interaction as a perturbation is indeed a
classics in liquid state theory and is at the basis of the Van der Waals theory of fluids.
When coming to functionals, this idea can be declined in several variants, the most natural
one being to use a FMT functional for the repulsive part and a mean-field approximation
(or mean spherical approximation, MSA) for the attractive part30. Along the lines given
above, another route is to approximate the bridge functional in eq. 10 by a hard sphere
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Figure 1: Top: Typical plot of the free energy difference between two successive steps (normalized by the initial
energy) versus minimization-step number (Here a benzene molecule in a one-component HS reference fluid
modeling SPC water). The inlet represents the same with a logarithmic scale in ordinates. Bottom: CPU time per
minimization step versus number of 3D-grid points. The circle correspond in increasing order to N= 32, 64, 128,
and 256.
bridge functional, introduced by Rosenfeld as a universal bridge function74, 75
F [ρ(r)] =kBT
∫
dr
[
ρ(r) ln
(
ρ(r)
ρ0
)
− ρ(r) + ρ0
]
+
∫
drVext(r)ρ(r)
− kBT
2
∫
dr1dr2 cS(r12; ρ0)∆ρ(r1) ∆ρ(r2) + FHSB [ρ],
(26)
where
FHSB [ρ(r)] =FHSexc [ρ(r)]− FHSexc [ρ0]− µHSexc
∫
dr∆ρ(r)
+
kBT
2
∫
dr1dr2 c
HS
S (r12; ρ0)∆ρ(r1) ∆ρ(r2).
(27)
The first three terms represent the one-component hard-sphere KR-FMT excess functional
defined in the previous section and the associated chemical potential yielding equilibrium
at ρ(r) = ρ0. The fourth term involves the direct correlation function of the HS fluid at the
same density, i.e
cHSS (|r1 − r2|; ρ0) = −
δ2FHSexc [ρ]
δρ(r1)δρ(r2)
|ρ(r)=ρ0 . (28)
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Figure 2: Solvation free-energy obtained by DFT using the HS bridge functional of 27 with different HS diame-
ters, compared to the Monte-Carlo results of Lazaridis77.
This function can be easily obtained in Fourier space as
cHSS (k; ρ0) = −
∑
α,β
∂2Φ({n0γ})
∂nα∂nβ
ωα(k)ωβ(k), (29)
where {n0γ} represent the weighted densities for a uniform fluid of density ρ0 and the
ωα,β(k) are the weights of eq. 23. The second derivatives have to be taken for the PY
or CS functions of eqs 24 or 25. Note that defined as in eq. 27, FHBB [ρ(r)] carries an
expansion in ∆ρ of order 3 and higher that corrects the second order expansion of the
excess free energy in eq. 26. The excess functional can also be re-expressed as
Fexc[ρ] =FHSexc [ρ]− FHSexc [ρ0]− µHSexc
∫
dr∆ρ(r)
− kBT
2
∫
dr1dr2 c
att
S (r12; ρ0) ∆ρ(r1)∆ρ(r2),
(30)
where we have defined the ”attractive” DCF by
cattS (r12; ρ0) = cS(r12; ρ0)− cHSS (r12; ρ0). (31)
Eq. 30 is the basis of the first order mean-spherical approximation (FMSA) theory devel-
oped by Tang76.
We show here how this FMSA theory works for our purpose: the prediction of solvation
properties of dissolved molecular objects. In Fig. 2, we compare the solvation free energy
of a LJ sphere of increasing diameter in a LJ fluid with ρ∗ = 0.85, T ∗ = 0.88, as computed
by Monte-Carlo simulations by Lazaridis77, to the results obtained by DFT minimization
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Figure 3: Reduced solvent density around LJ solutes of different diameters, using the HNC approximation, or
adding a hard-sphere bridge functional with d = 1.014σ.
with different HS diameters, d. It can be seen that the results are extremely sensitive to
the choice of d, and that the best agreement is obtained for d = 1.014σ (indeed close
to 1, that would be the initial guess value). For that value, we have plotted in Fig. 3 the
microscopic solvent density, g(r) = ρ(r)/ρ0, obtained for solute of different sizes by
direct simulation, or by DFT in the HNC or FMSA approximation. It can be seen that the
addition of hard-sphere bridge in FMSA greatly improve the results compared to the HRF
(or HNC) approximation and yields a correct structure.
3 The Case of Molecular Fluids: Molecular Density Functional
Theory (MDFT)
3.1 General formulation
The solvent molecules now carry a molecular structure that is described by a collection of
distributed atomic interaction sites. The theory is formulated in the molecular picture in
which each solvent molecule is considered as a rigid body and characterized by its position,
r (e.g. the position of center of mass), and by its orientation, ω, defined by the three Euler
angles ω = (θ, φ, ψ). Thus, in the presence of an external perturbation, the solvent is
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now characterized by an inhomogeneous position and orientation density ρ (r, ω). The
solute, as the solvent, is described in microscopic details by a molecular non-polarizable
“force-field” involving atomic Lennard-Jones and partial charges parameters. Given that
the solute is fixed and defined by the position, Ri, of its different atomic sites, the external
potential is defined by
Vext(r, ω) =
∑
i∈solute
∑
j∈solvent
4ij
[(
σij
rij
)12
−
(
σij
rij
)6]
+
qiqj
4pi0rij
, (32)
where ij and σij are the Lennard-Jones parameters between solute site i and solvent
site j, and qi and qj are the partial charges carried by those sites. The relative site-site
vectors are function of the solvent molecule position and orientation and defined as
rij = r + R(ω)sj −Ri, where sj denotes the site positions in the molecular frame and
R(ω) is the rotation matrix associated to ω.
The same density functional as in eqs 1-3 can be written for ρ (r, ω), with an ideal,
external, and excess part:
Fid[ρ] =kBT
∫
drdω
[
ρ (r, ω) ln
(
8pi2ρ (r, ω)
n0
)
− ρ (r, ω) + n0
8pi2
]
Fext[ρ] =
∫
drdω Vext(r, ω)ρ (r, ω)
Fexc[ρ] =− 1
2
kBT
∫ ∫
dr1dr2dω1dω2∆ρ(r1, ω1) c(r1 − r2, ω1, ω′2) ∆ρ(r2, ω2)
+ FB [ρ (r, ω)],
(33)
where ∆ρ (r, ω) = ρ (r, ω)−n0/8pi2, n0 being the particle number density of the reference
bulk fluid. The first term represents the Homogeneous Reference Fluid approximation
(or HNC approximation) where the excess free-energy density is written in terms of the
angular-dependent direct correlation of the pure solvent. The second term represents the
unknown correction to that term (or Bridge functional) that, again, can be expressed as of a
systematic expansion of the solvent correlations in terms of the three-body, .. n-body terms
direct correlation functions.
3.2 The Stockmayer solvent
To test and illustrate the theory, we start from the simplest conceivable model of dipolar
solvent, the Stockmayer model, characterized by a single Lennard-Jones center with pa-
rameters σs, s and a dipole µs = µω, where ω is the unitary orientational vector of the
molecule –which here replaces the orientation noted ω above. The parameters are selected
to make the model look like water (similar density, n0 = 0.033 particles/A˚
3
, particle size,
σs = 3A˚, and molecular dipole, µ = 1.85D) although not tasting quite as water (no
hydrogen bond in the model!). For such model, the external potential can be written as
Vext(r,ω) = ΦLJ(r)− µEq(r) · ω (34)
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with
ΦLJ(r) =
M∑
i=1
4si
[(
σsi
|r−Ri|
)12
−
(
σsi
|r−Ri|
)6]
(35)
Eq(r) =
1
4pi0
M∑
i=1
qi(r−Ri)
|r−Ri|3 . (36)
It is also argued in Refs17, 19 that the c-functions can be expanded onto a rotational in-
variants basis set keeping, to a good approximation approximation, the same order as the
intermolecular potential, namely
c(r12,ω1,ω2) = cS(r12) + c∆(r12) Φ
110(ω1,ω2) + cD(r12) Φ
112(ω1,ω2), (37)
where
Φ110 = ω1 · ω2,
Φ112 = 3 (ω1 · rˆ12) (ω2 · rˆ12)− ω1 · ω2
(38)
represents the two first non-isotropic spherical invariants. The three components cS , c∆, cD
of c(r12,ω1,ω2) can be obtained from the the corresponding components of the total cor-
relation function, h(r12,ω1,ω2), by inversion of the angular-dependent OZ equation. The
total correlation function itself can be measured by using, e.g., MD simulations. We have
used here the original Wertheim’s notations with subscripts S,∆, andD for the different h-
and c-components. In this approximation, it was shown in Refs37, 39 that the OZ equation
can be solved directly for the different components in real space. Results of equivalent
precision can be reached from inversion relations in k-space78.
Defining the number density,
n(r) =
∫
dω ρ(r,ω), (39)
and the polarization density,
P(r) = µ
∫
dωω ρ(r,ω), (40)
and injecting the expression 37 of c(r12,ω1,ω2) into the functional of eq. 33, it can be
shown that external and excess terms can be written as functionals of n(r) and P(r) instead
of the much more complex variable ρ(r,ω), namely
Fext[n,P] =
∫
dr ΦLJ(r)−
∫
dr P(r) ·Eq(r)
Fexc[n,P] =− kBT
2
∫
dr1dr2 cS(r12)∆n(r1) ·∆n(r2)
− kBT
2µ2
∫
dr1dr2 c∆(r12)P(r1) ·P(r2)
− kBT
2µ2
∫
dr1dr2 cD(r12) [3(P(r1) · rˆ12) (P(r2) · rˆ12)−P(r1) ·P(r2)] .
(41)
At this stage, the expression of the ideal term can be kept unchanged as a function of
ρ (r, ω) as in eq. 33 and the minimization of the whole functional still performed with
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respect to ρ (r, ω). The above expressions of the nonlocal excess free energy requires to
perform FFT’s for n(r),P(r) rather than for ρ (r, ω) and this reduces considerably the
computation time. We can go even a little bit further, and show that the ideal part itself can
be expressed as a functional of n(r) and P(r)37, namely
Fid[n,P] =kBT
∫
dr
(
n(r) ln
(
n(r)
n0
)
− n(r) + n0
)
+ kBT
∫
drn(r)
ln
 L−1( P (r)µn(r) )
sinh(L−1( P (r)µn(r) ))
+ P (r)
µn(r)
L−1( P (r)
µn(r)
)
 .(42)
In the second, polarization term, L designates the Langevin function and L−1 its inverse;
P (r) is the modulus of the polarization vector P(r). The linearization of this term for
small polarization fields yields the correct electrostatic limit, namely
Fid[n,P] =
∫
dr
P(r)2
2αdn(r)
, (43)
where αd = µ2/3kBT is the usual equivalent polarizability of a dipole µ at the temperature
T . One recognizes the expression of the polarization free-energy in a medium with local
electric susceptibility χe(r) = αdn(r).
Although the functional is now complete and usable as such, we proceed by looking
at an equivalent of eq. 41 involving susceptibilities rather than direct correlation functions.
We introduce the longitudinal and transverse polarization in k-space
PL(k) = (P(k) · kˆ) kˆ
PT (k) = P(k)−PL(k),
(44)
where kˆ = k/k. The electrostatic part of the excess free energy in eq.41 can be written in
k-space
Felecexc =−
1
2
kBT
µ2
∫
dk c∆(k) P(k) ·P(−k)
− 1
2
kBT
µ2
∫
dk cD(k)
[
3(P(k) · kˆ)(P(−k) · kˆ)−P(k) ·P(−k)
]
.
(45)
This can be easily rearranged into
Felecexc = −
1
2
kBT
µ2
[
dk c−(k) PT (k) ·PT (−k) +
∫
dk c+(k) PL(k) ·PL(−k)
]
(46)
with the usual definitions10, 79, 80:
c−(k) = c∆(k)− cD(k) (47)
c+(k) = c∆(k) + 2cD(k). (48)
We use now the relations between c−(k) and c+(k) and the longitudinal and transverse
dielectric constant L(k) and T (k), or, alternatively, the longitudinal and transverse di-
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electric susceptibilities χL(k) and χT (k) (see Refs10, 79–82)
1− n0
3
c+(k) =
3y
1− 1/L(k) =
3y
4piχL(k)
, (49)
1− n0
3
c−(k) =
3y
T (k)− 1 =
3y
4piχT (k)
, (50)
with y = µ2n0/9kBT0, such that
F elecexc =−
3kBT
n0µ2
∫
dk P(k) ·P(−k)
+
1
8pi0
[∫
dk
PT (k) ·PT (−k)
χT (k)
+
∫
dk
PL(k) ·PL(−k)
χL(k)
]
.
(51)
(beware of the definition of χL, with or without a 4pi factor79, 81).
At the end, one can gather all the above equations, including eqs. 13,41,51 to get the
following functional for a dipolar fluid, defined in terms of the density and dielectric sus-
ceptibilities
F [n,P] =kBT
∫
drdω
[
ρ (r,ω) ln
(
4piρ (r,ω)
n0
)
− ρ (r,ω) + n0
4pi
]
+
∫
dr ΦLJ(r)n(r)− kBT
2n0
∫
dr ∆n(r)2
+
kBT
2
∫
dr1dr2 χ
−1
n (r12) ∆ρ(r1)∆ρ(r2)
−
∫
dr P(r) ·Eq(r)− 3kBT
n0µ2
∫
dr P(r)2
+
1
8pi0
∫
dr1dr2 χ
−1
T (r12) PT (r1) ·PT (r2)
+
1
8pi0
∫
dr1dr2 χ
−1
L (r12) PL(r1) ·PL(r2) + FB [n,P].
(52)
The ideal part can also be taken as in eq. 42 so that the whole functional can be min-
imized with respect to n(r) and P(r). The bridge term can be neglected (HNC approxi-
mation) or approximated as a functional of n(r) only, FB [n], for example using the hard-
sphere bridge functional of Section 2.2
As a short illustration, Fig. 4a shows the accuracy of the MDFT approach (within
the HNC approximation) for the microscopic structure of the Stockmayer solvent around
neutral and charged spherical solutes37, 38, 63. The MDFT results are compared to direct
MD simulations of the solute embedded in the solvent. They do appear very satisfactory
and account accurately for the shape of the peaks and their variation with charge and size
(despite a slight overestimation of the first peak height for the neutral solute). Fig. 4b
illustrates the case of a multisite polar molecule (here a three-site model of the acetonitrile
molecule) with similar conclusions. An application to a more complex molecular system,
namely the three-dimensional solvation structure close to an atomistically resolved clay, is
illustrated in Fig. 5 and described further in Ref.66.
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Figure 4: Left: Reduced density of the Stockmayer solvent around various solutes. MDFT results (solid black
lines) are compared to MD simulation results (dashed red lines). From left to right: CH4, Cl−, K+. Right: Same
than for the various sites of an acetonitrile molecule dissolved in the Stockmayer solvent. From left to right: CH3,
C, N.
Figure 5: Two-dimensional maps of the solvent number density n(r)/n0 in three different planes close to a neu-
tral clay surface, as calculated by molecular dynamics (top) and HRF-MDFT (bottom). Those planes correspond
to a prepeak (left), the first maximum (center) and second maximum (right) of the out-of plane mean solvent
density. See Ref.66
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MD (red lines) or MDFT without (blue lines) or with the three body term described in Ref.68 (black lines)
3.3 Extension to water and arbitrary molecular solvents
Water is a special case, certainly by its very subtle physics, but also for the fact that the
most popular molecular models fall in the category of simple point charge models with a
single Lennard-Jones center (usually centered on the oxygen atom) and distributed point
charges. In that case, it was shown recently that the functional just displayed in eq. 52
(with the linear orientation vector ω substituted by the three-angle orientation ω, and 4pi
by 8pi2) is perfectly applicable if the dipolar polarization P(r) is replaced by a multipolar
polarization vector, accounting for the full charge distribution of the water molecule, and
defined in k-space by
P(k) =
∫
dωµ(k, ω)ρ(k, ω) (53)
with
µ(k, ω) = −i
∑
m
qm
sm(ω)
k · sm(ω)
(
eik·sm(ω) − 1
)
(54)
= µ(ω) +
i
2
∑
m
qm (k · sm(ω)) sm(ω) + ..., (55)
being defined as the polarization, of a single molecule located at the origin. sm(Ω) desig-
nates the location of the mth atomic site for a given orientation ω. It reduces to the usual
molecular dipole µ(ω) =
∑
m qm sm(ω) at dominant order in k. The multipolar dielec-
tric susceptibilities χL(k) and χT (k) entering in eq. 52 can be either computed from MD
simulations of the pure liquid, according to the procedure in Refs81, 82, or inferred from
experiments.
Although giving already sensible results for rather complex systems69, it was shown in
that the HNC approximation FB = 0 turns unfortunately short for describing the solvation
of hydrophobes65, 67, as well as that of molecular solutes giving raise to strong H-bonds68.
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Figure 7: A selection of solute site-oxygen pair distribution functions for the n-methyl-acetamide molecule
CH3NHCOCH3 (shown on top) computed by MD (red lines) or MDFT (black lines), including the three-body
term described in Ref.68.
Three-body corrections, including a spherical HS bridge, or a three-body term re-enforcing
tetrahedral order, have to be added to give correct solvation structure and thermodynamics.
This is illustrated in Fig. 6 for the hydration structure around monovalent ions. Fig. 7
shows the water structure obtained by MDFT around a N-methyl-acetamide molecule (the
prototype for a NH-CO peptide motif), including the three-body correction term in the
functional.68
For a general solvent with more complex geometry, and described by more than one
Lennard-Jones center, the full angular-dependent functional of Sec. 3.1 has to be adopted,
and the necessary input remains the full angular-dependent direct correlation function
c(r12,ω1,ω2). Remaining in the HNC approximation, this formulation was applied with
some success to the study of charge transfer processes in acetonitrile64.
The MDFT approach is still under current development, as are related site-DFT ap-
proaches71, for practical applications such as the systematic prediction of solvation free
energies70. Classical density functional theories are expected to provide soon an alterna-
tive to the 3D-RISM approach, which is nowadays becoming quite popular for applications
in biological and material sciences –despite some intrinsic theoretical limitations that spe-
cialists are aware of.
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In this Chapter, we present the general statistical-mechanical theory for the derivation of ef-
fective Hamiltonians for arbitrary many-body systems in thermodynamic equilibrium. The ap-
proach towards a simplified, yet accurate, coarse-grained view of a many-body system has
proven to be particularly fruitful in the realm of the Physics of Complex Fluids, a synonym
for the broad research area of Soft Matter Science, which encompasses aspects of Physics,
Chemistry, Materials Science and Bioscience. After the exposition of the general formalism,
we present the methods by which one can derive, in a manageable and accurate way, effec-
tive Hamiltonians for a veriety of physical systems, by exposing mutually complementary the-
oretical and computations techniques to this end. Further, we provide extensive exposures
of specific and diverse examples from current research in soft matter systems, for which the
coarse-graining approach has been applied with remarkable success.
1 Introduction
Soft matter is a subfield of condensed matter that deals with materials whose dominant
physical behavior occurs on an energy scale of the order of thermal energy. Soft mat-
ter systems are extremely complex materials, typically composed of mesoscopic particles
i.e., particles with sizes between the nanometer and the micrometer scale, dispersed into
a solvent constituted by much smaller molecules (typically of atomic dimensions). These
colloidal suspensions can, in turn, be complemented by co-solutes such as polymers, ions,
etc. The huge difference in the length scales associated to the different species in solution
results in a very large range of characteristic time scales, which span many orders of mag-
nitude; the dynamics of the solvent molecules, which are very small and thus very fast,
needs to be resolved on the time scale of ps, while the typical characteristic diffusion times
of colloidal particles is of the order of µs.1 On one hand, this makes it very impractical to
keep track of the solvent degrees of freedom, numerically as well as theoretically. On the
other hand, in the majority of the cases we are only interested in the structure and dynamics
of the solute. We can thus think of an effective one-component description of the system,
where the effect of the solvent can be taken into account indirectly by regarding it as a
“mediator” of the colloid-colloid interaction.
The process of going from a full-detailed description to a simpler one, also known
as coarse-graining, can be generalised to any kind of system, and can also be iterated
to further reduce the complexity. For instance, polymer systems are good examples for
the application of a hierarchical coarse-graining procedure: at the first level, the solvent
molecules can be treated implicitly and the polymer monomers can be identified by their
centres of mass only, obtaining a monomer-resolved description.2–4 The resolution, and
thus the number of degrees of freedom, can be further lowered by considering polymeric
chains as composed by several blobs, each containing a certain number of monomers.2, 5
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Finally, one can go as far as describing a chain with its center of mass, so as to map each
chain to a single soft sphere.6
The two main strategies used to perform a coarse-graining are the top-down and
bottom-up approaches. With the former, the matching between the original and coarse-
grained systems is carried out in a heuristic way by mapping mesoscopic or macroscopic
quantities, such as the persistence length, the melting temperature or the elastic modu-
lus. Examples of top–down coarse-grained models can be found in Refs.7, 8 By contrast,
bottom-up approaches start from the microscopic description of the system, usually given
in the form of the full Hamiltonian, and rigorously trace out some of the microscopic de-
grees of freedom.1
In this Chapter we first provide a theoretical basis for the bottom-up approach, and
then describe in depth a few reliable computational methods that can be used to apply this
concept to real-world soft-matter systems. The rest of this work is organized as follows:
the general theory concerning the definition of the effective Hamiltonian and the structure
of the resulting effective interactions is presented in Section 2. On the basis of the formal-
ism and the properties of this effective interaction, we present in Section 3 the methods
by which it can be calculated or measured by means of theoretical or computational tech-
niques. In the following three sections, we present applications of the general formalism
to specific soft-matter systems: generic mixtures of size-asymmetric, hard-soft colloidal
particles are discussed in Section 4. Dendrimers of various generations, both neutral and
charged, are discussed in Section 5, whereas in Section 6 we focus our attention on ring
polymers. Finally, in section 7, we summarize and draw our conclusions.
2 The Effective Hamiltonian
2.1 General considerations and formal definitions
Consider a ν-component (ν ≥ 1) classical many-body system. There exist Nα particles
of species α enclosed in the macroscopic volume V and the system is at thermodynamic
equilibrium at absolute temperature T . The quantities ρα ≡ Nα/V are the corresponding
partial densities, whereas ρ =
∑ν
α=1 ρα is the total density of the mixture. Each parti-
cle of species α has mass mα, and the corresponding thermal de Broglie wavelength is
Λα = ~
√
2piβ/mα, where β = (kBT )−1, and kB is Boltzmann’s constant. Let, in ad-
dition, {sjα}, j = 1, 2, . . . , Nα, denote the coordinates of the particles of species α and
{pjα} be the corresponding momenta. The total Hamiltonian of the system, H, can be
written as the sum of the kinetic and interaction terms,H = K+U . The kinetic energy is,
of course, given as
K =
ν∑
α=1
Nα∑
j=1
p2jα
2mα
, (1)
and we will not specify any further the form of the potential energy function U apart from
reminding the reader that it depends on the set of all coordinates of all species. Let us
also introduce a shorthand for the configurational integral over the coordinates of species
α acting on any quantity O that depends on the coordinates:
TrαO ≡
∫
ds1α · · ·
∫
dsNααO. (2)
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With these definitions, the canonical partition function Z of the system takes the form
Z =
ν∏
α=1
1
Nα!Λ
3Nα
α
Trα exp (−βU) . (3)
Suppose now we wish to calculate the expectation value of some quantity Qγ whose in-
stantaneous value depends solely on a subset {s1γ , . . . , skγ}, k ≤ Nγ , of the coordinates
of particles of the γ-species. This can be obtained easily as
〈Qγ〉 = 1Z
ν∏
α=1
1
Nα!Λ
3Nα
α
Trα [Qγ exp (−βU)] . (4)
Moreover, we can go one step further and formally fix the variables to some prescribed
values, siγ = Si, i = 1, 2, . . . , k. In a similar fashion, we can then calculate a generalized
k-body ‘connected correlation function’G(k)γ (S1,S2, . . . ,Sk) between particles of species
γ as:
G(k)γ (S1,S2, . . . ,Sk) =
1
Z
ν∏
α=1
1
Nα!Λ
3Nα
α
Trα
[
exp (−βU)
k∏
i=1
δ (siγ − Si)
]
. (5)
The physical idea behind coarse-graining is, as mentioned at the Introduction, to go
over from a full Hamiltonian that contains the coordinates of all particles and all species as
degrees of freedom, to one that features only those of a selected species, say γ. In doing so,
we wish to maintain exactly both the thermodynamics of the full mixture, i.e., its partition
function Z , as well as all the expectation values of quantities involving the coordinates of
species γ and only of γ. Formally, this is achieved by defining the effective interaction
U˜γ({siγ}) between particles of species γ through a partial trace in Eq. (3), in which the
trace is carried out over all other species excluding α = γ, i.e.:
exp
(
−βU˜γ
)
=
ν∏
α 6=γ
1
Nα!Λ
3Nα
α
Trα exp (−βU) . (6)
From Eqs. (3) and (6) it is evident that with this definition the partition function remains
invariant under the elimination of the other species and it can be equally well expressed in
the effective one-component Hamiltonian as:
Z = 1
Nγ !Λ
3Nγ
γ
Trγ exp
(
−βU˜γ
)
. (7)
From the above definitions, it immediately follows that also the quantities of Eqs. (4) and
(5) remain invariant if expressed now in the effective one-component description, i.e., we
can write
〈Qγ〉 = 1Z
1
Nγ !Λ
3Nγ
γ
Trγ
[
Qγ exp
(
−βU˜γ
)]
(8)
and
G(k)γ (S1,S2, . . . ,Sk) =
1
Z
1
Nγ !Λ
3Nγ
γ
Trγ
[
exp
(
−βU˜γ
) k∏
i=1
δ (siγ − Si)
]
. (9)
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Formally, therefore, we have found a way to reduce the multicomponent system to a single-
component one, which is described the the effective Hamiltonian Heff that features exclu-
sively the coordinates and momenta of the species γ on which we are mainly interested,
namely:
Heff = H0 +
Nγ∑
i=1
p2iγ
2mγ
+ Ueff({siγ}), (10)
where we have written U˜γ = H0 +Ueff , separating a termH0 that does not depend on the
coordinates {siγ}, whose physical meaning and origing will be discussed later on.
What, if anything at all, have we achieved? Up to now, not much it seems, apart from
writing down Eq. (6) and its immediate consequences. Indeed, from the practical point of
view, one might say that exactly nothing has been achieved, for if we could carry out the
integrations of Eq. (6), we might then as well carry out the remaining ones in Eq. (7) and
obtain the partition function of the system. In such a case, the effective interaction would
be just a trivial and unnecessary intermediate result. However, this is a too negative point
of view and one that does not take into account that, of course, the integrations cannot
be carried out in practice. The value of Eq. (6) lies therein that it provides us with an
exact formal definition of the effective interaction, on which approximations of varying
and, hopefully, increasing accuracy can be applied. Moreover, an effective interaction
sheds light on the effects that the coarse-grained degrees of freedom have on the physics
of the ones that remain in the description and, in this way, it also makes direct contact with
experimental observations.1
In the sections to follow, we will proceed with a more detailed analysis of various
aspects of the effective potential, of particular properties of its structure depending on the
physical systems at hand and of suitable approximation methods. Before doing so, let us set
forth a few important points regarding important limitations it has and relevant difficulties
associated with this theoretical tool.
1. The process of the coarse-graining generates, first of all, one additional, extensive
term in the effective Hamiltonian, denoted H0 in Eq. (10). Although this has no
effect on the structural functions of γ-type-particles, it does influence the free energy,
in which it appears as an additive constant that depends, however, on the mixture
composition and on the nature of its constituent units.
2. Information on the densities of the species that have been coarse-grained, on the tem-
perature and on the interactions they have among one another and with the remaining
γ-species are all encoded in the effective potential Ueff . This makes the latter tunable
by suitable choice of the composition and physical nature of the mixture.
3. The effective potential Ueff is by no means pairwise additive. This is the price we have
to pay for simplifying the system. This feature is strongly reminiscent of the problem
of proliferation of interactions encountered when performing a (real-space), block-
spin type renormalization-group coarse-graining of lattice Hamiltonians;9 note that
also in that case we obtain extensive, additive terms akin to H0 in the renormalized
Hamiltonian. Still, a pairwise-additivity approximation can often be applied and it
turns out to be quite accurate in some occasions. In the sections to follow, we will
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see examples of pairwise-additivity approximations that range in their quality from
excellent to hopeless.
4. The coarse-graining process does result into loss of information. In particular, any
correlation function or any quantity that involves the coordinates of the coarse-grained
degrees of freedom cannot be calculated any more within the framework ofHeff .
5. The general approach to coarse-graining was presented above in the canonical ensem-
ble. Depending on the physical situation at hand, working in different ensembles, such
as the semi-grand or the grand canonical ones, when possible, could be advantageous.
Having thus set the stage for the effective Hamiltonian, we proceed in what follows
with a more and more detailed examination of particular cases and physical systems.
2.2 Unconstrained systems
We consider for simplicity a binary mixture of two species of particles, 1 and 2, with
populations N1, N2, and coordinates {Ri}, i = 1, 2, . . . , N1, and {rj}, j = 1, 2, . . . , N2,
respectively. We are further assuming that the constituent particles of the two species
have no internal degrees of freedom and that the can be represented as point particles.
In the opposite case in which, e.g., each species is some complex macromolecule, the
considerations of this section should be preceded by the coarse-graining of the internal
degrees of freedom and the substitution of the whole macromolecular aggregate by a single
effective coordinate, as described in Section 2.3 that follows. Setting the masses of the two
species to be m1 and m2, the HamiltonianH of the mixture is expressed as the sum of the
kinetic and interaction parts,H = K + U . The kinetic energy is trivially expressed as:
K =
N1∑
i=1
P2i
2m1
+
N1∑
j=1
p2j
2m2
, (11)
with the canonical momenta Pi and pj of the two species. The interaction part, on the
other hand, is conveniently separated into a sum of intra- and interspecies interactions,
Uintra = U11 + U22 and Uinter = U12 respectively, whereby:
U11 =
N1∑
i=1
N1∑
j>i
φ11(|Ri −Rj |), (12)
U22 =
N2∑
i=1
N2∑
j>i
φ22(|ri − rj |), (13)
and
U12 =
N1∑
i=1
N2∑
j=i
φ12(|Ri − rj |), (14)
introducing the microscopic pair potentials φij(x), which are assumed to be isotropic.a
aThis is not a restriction: the formalism can also be extended to anisotropic interactions but we refrain from
examining this case in the present manuscript.
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A comprehensive theoretical approach to coarse-graining such a system in eliminating
component 2 and obtaining as a result an effective Hamiltonian for component 1 only was
set forward by Dijkstra et al.;10 we summarize below the main results of this approach and
we discuss their physical meaning. To begin with, the most suitable statistical ensemble
to treat this problem turns out to be not the canonical one, in which the particle numbers
N1, N2 are fixed together with temperature T and volume V but rather the semigrand one,
in which the particle number N2 is allowed to fluctuate via a fixed chemical potential µ2
of the second species. The corresponding thermodynamic potential in this ensemble is the
semigrand free energy J(N1, µ2, V, T ), which is expressed as the Legendre transformation
of the Helmholtz free energy F (N1, N2, V, T ), viz:
J(N1, µ2, V, T ) = F (N1, N2, V, T )− µ2N2. (15)
The semigrand free energy is, of course, −kBT times the logarithm of the semigrand par-
tition function, for which a sum upon all particle numbers N2 is performed:
exp(−βJ) =
∞∑
N2=0
exp [−β (F − µ2N2)] , (16)
whereas
exp(−βF ) = 1
N1!Λ1
3N1
1
N2!Λ2
3N2
Tr1Tr2 exp(−βH). (17)
From Eqs. (15) and (16), and setting the activity of species 2 as z2 = Λ−32 exp(βµ2),
we immediately obtain an effective, one-component version of the semigrand partition
function as
exp(−βJ) = 1
N1!Λ
3N1
1
Tr1 exp [−β (U11 + Ω)] , (18)
where Ω is the constrained grand partition function of the particles of species 2 under the
condition that those of species 1 are held fixed at positions (R1,R2, . . . ,RN1):
Ω({Ri};N1, z2, V, T ) =
∞∑
N2=0
zN22
N2!
Tr2 exp [−β (U12 + U22)] . (19)
Following the notation introduced in Section 2.1, the effective potential function U˜1 is
expressed as the sum U11 + Ω; the former quantity is the direct interactions between par-
ticles of species 1, whereas the latter represents the interactions that are mediated through
the second component:
U˜1({Ri};N1, z2, V, T ) = U11({Ri}) + Ω({Ri};N1, z2, V, T ). (20)
Of particular importance for the case of unconstrained systems is the remarkable fact
that the induced interaction Ω can be systematically decomposed into a sum of n-body
terms, n = 0, 1, 2, . . ., by means of diagrammatic expansions based on 1-2 and 2-2 Mayer-
function bonds defined as
f(|Ri − rj |) = exp [−βφ12(|Ri − rj |)]− 1,
g(|ri − rj |) = exp [−βφ22(|ri − rj |)]− 1. (21)
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For the details of the diagrammatic expansion, we refer the reader to the original publica-
tion.10 To illustrate the power of the formalism and the main results to which it leads, let
us further define a subset of the cross-interaction term U12, call it U
(n)
12 , which involves
precisely n particles of species 1 interacting with N2 particles of species 2, namely
U
(n)
12 (R1,R2, . . . ,Rn) =
n∑
i=1
N2∑
j=i
φ12(|Ri − rj |), (22)
where, evidently, U12 ≡ U (N1)12 , cf. Eq. (14), and we have dropped from the list of ar-
guments the coordinates {rj} for parsimony in the notation (in what follows these will
be integrated upon anyway). The induced interaction Ω({Ri};N1, z2, V, T ) can then be
decomposed as a sum of n-body terms, each one involving thermodynamic averages that
involve, respectively, only the n-body cross-interaction potentials U (n)12 defined above:
Ω({Ri};N1, z2, V, T ) =
N1∑
n=0
Ωn({Ri};N1, z2, V, T ). (23)
It is particularly instructive to look into some more detail into the first three terms,
n = 0, 1 and n = 2. The zeroth-order term, Ω0 involves a system that contains no particles
of species 1 at all, and it is nothing else than the grand potential of a pure system of particles
of type 2 at fixed chemical potential µ2. Accordingly, it is given as
Ω0(z2, V, T ) = −V p(z2, T ), (24)
where p(z2, T ) is the pressure of a pure system of particles of species 2 with activity z2.
Since we are working at the semigrand ensemble, this term is, at the same time, the pressure
of a reservoir of particles 2, which is at particle exchange equilibrium with the mixture
at hand through the presence of a semipermeable membrane that allows the passage of
particles of species 2 only, blocking the particles of species 1. The Ω1-term formally
involves a single particle of species 1 inserted in the bath of particles of species 2. Through
the homogeneity (translational invariance) of the bath of species 2, the dependence on the
point of insertion disappears and Ω1 also becomes an extensive contribution which does
not depend on the coordinates of species 1. In particular,
Ω1(N1, z2, T ) = N1ω1(z2, T ), (25)
where
ω1(z2, T ) = −kBT ln
〈
exp
[
−βU (1)12 (0)
]〉
z2
, (26)
where the notation 〈· · · 〉z2 denotes a grand canconical expectation value taken at the
reservoir-Hamiltonian, i.e., within a system interacting by means of U22 only. In other
words, in Eq. (26), the particle of species 1 is inserted, without loss of generality, at the
origin 0 and it acts as a ghost particle: it neither displaces particles of the bath nor does
it affect their configuration. We thus have to perform a measurement of the quantity in
the brackets without the quantity itself being active in determining physical correlation
the system, which are dictated by U22 alone. One immediately recognizes here the fa-
mous Widom insertion11 and Eq. (26) expresses ω1(z2, T ) as one contribution of the sea
of species 2 to the excess chemical potential of the particles of species 1.
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Taken together, the terms Ω0 and Ω1 thus constitute the configuration-independent,
extensive contributionH0 to the effective Hamiltonian, cf. Eq. (10):
H0 = −V p2(z2, T ) +N1ω1(z2, T ), (27)
the interaction terms involving all the higher-order contributions to Ω:
Ueff({Ri};N1, z2, T ) = U11({Ri}) +
N1∑
n=2
Ωn({Ri};N1, z2, T ). (28)
Eq. (28) manifests what has been mentioned previously: the effective interaction inad-
vertently generates n-body coupling terms in the Hamiltonian, going thus beyond pair-
additivity. Still, effective pair potentials usually dominate and it is useful to look in more
detail into the structure of the term Ω2({Ri};N1, z2, T ). In analogy to the bare interaction
U11({Ri}), Eq. (12), this term is pair-decomposable as
Ω2({Ri};N1, z2, T ) =
N1∑
i=1
N1∑
j>i
ω2(|Ri −Rj |; z2, T ). (29)
Setting R ≡ |Ri − Rj |, the species-2-induced pair interaction potential ω2(R; z2, T ) is
expressed as
ω2(R; z2, T ) = −kBT ln

〈
exp
[
−βU (2)12 (Ri,Rj)
]〉
z2〈
exp
[
−βU (1)12 (0)
]〉2
z2
 . (30)
The reduction of the dependence from Ri, Ri to just the magnitude of their difference is
the result of the averaging in an isotropic system.
It is worth taking a closer look at the denominator of Eq. (30) above. It expresses
the expectation value of the Boltzmann-weighted cost of introducing a particle of type 1
in a sea of particles 2, squared. In other words, it can also be looked upon as the same
cost for the introduction of two particles of type 1, separated by an infinite distance from
one another. Certainly, if the two are infinitely far apart, the insertion of one of them is
uncorrelated from the insertion of the other. Assuming, therefore, that one of the particles
is inserted at the origin 0 and the other at S, we can write〈
exp
[
−βU (1)12 (0)
]〉2
z2
=
〈
exp
[
−βU (1)12 (0)
]〉
z2
〈
exp
[
−βU (1)12 (S)
]〉
z2
=
〈
exp
[
−βU (1)12 (0)
]
exp
[
−βU (1)12 (S)
]〉
z2,S→∞
=
〈
exp
[
−β
(
U
(1)
12 (0) + U
(1)
12 (S)
)]〉
z2,S→∞
=
〈
exp
[
−βU (2)12 (0,S)
]〉
z2,S→∞
. (31)
In the first line above, we used the independence of the expectation value on the point of
insertion. In the second one, we took the limit S → ∞ and made use of the fact that
in this case the two random insertions yield costs uncorrelated to one another, and thus
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the expectation value of the product coincides with the product of the expectation values.
Combining Eqs. (30) and (31), we can now express the induced pair potential as
ω2(R; z2, T ) = − kBT ln
〈
exp
[
−βU (2)12 (0,R)
]〉
z2
+ kBT ln
〈
exp
[
−βU (2)12 (0,R→∞)
]〉
z2
. (32)
The induced interaction ω2(R; z2, T ) is therefore a difference between two semigrand free
energy costs: the one that obtains by the (virtual) insertion of two type-1 particles, sepa-
rated by R, in a sea of small ones minus the same quantity when these particles are inserted
at places infinitely far apart from one another. The procedure a generalized Widom inser-
tion, in which two particles are virtually placed inside the system instead of just one. The
induced interaction evidently fulfills the property ω2(R→∞; z2, T )→ 0.
Eq. (32) above is exact. Its value lies therein that it gives us a point of reference, a
theoretical milestone to which we can refer when applying any further approximations to
calculate the induced interaction, a quantity which, in the realm of the coarse-graining of
binary, unconstrained systems is also called depletion interaction.12–15, 10, 16 However, its
practical value for dense systems is very limited. To illustrate this point, imagine of a con-
crete physical system, i.e., a mixture of hard spheres, large (species 1) and small (species
2). Suppose that the small system is very dense and keep in mind that the expectation
values of Eq. (32) are taken in an ensemble of pure small hard sphere systems, which are
unaware of the existence of the large ones; the insertions are, as mentioned above, virtual.
What is the chance that such a system will spontaneously create a void sufficiently large to
accommodate one and two large hard spheres? It is ridiculously small! In the vast majority
of cases, the attempt to insert one or two large hard spheres will result in overlaps with the
small ones and both terms in the exponents of Eq. (32) will have the value minus infinity.
What Eq. (32) actually does, is to take the difference between the logarithms of two num-
bers that are both extremely small; the difference, however, is a reasonable number of order
unity.13 Attempting to do this in the way Eq. (32) suggests is hopeless at high densities of
the small component, if the steric interactions with the big one are strong. Accordingly,
one has to resort to other methods, in which the large particles are inserted in the fully
interacting system from the outset. If this is the case, then the relative difference of the two
logarithms (or, equivalently, the ratio of the two expectation values) is measured directly,
and therefore the problem is circumnavigated in this way. We will return to this point in
Section 3 below.
Finally, we briefly mention the higher-order interactions, taking the three-body term
Ω3({R};N1, z2, T ) as a case in point: This term can be decomposed as
Ω3({R};N1, z2, T ) =
N1∑
i=1
N1∑
j>i
N1∑
k>j
ω3(Ri,Rj ,Rk; z2, T ), (33)
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with the three-body induced potential taking the form:
ω3(Ri,Rj ,Rk; z2, T ) = − kBT ln
〈
exp
[
−βU (3)12 (Ri,Rj ,Rk)
]〉
z2〈
exp
[
−βU (1)12 (0)
]〉3
z2
+ kBT
∑
(m,n)
ln
〈
exp
[
−βU (2)12 (Rm,Rn)
]〉
z2〈
exp
[
−βU (1)12 (0)
]〉2
z2
, (34)
where the sum at the second line runs over the combinations (m,n) = (i, j), (j, k), (k, i).
The structure of Eq. (34) reveals the physical meaning of the three-body induced potential
ω3(Ri,Rj ,Rk; z2, T ). In the first term, three particles of species 1 are Widom-inserted
and the cost of this insertion relative to the case in which all three are infinitely far away
from one another is calculated. The second term is, evidently, minus the sum of the three
two-body interactions between the particles, cf. Eq. (30). Thus, ω3(Ri,Rj ,Rk; z2, T )
measures precisely the deviations of the free energy cost of insertion of three particles
from those that would result from pair additivity. Such deviations are expected on physical
grounds, if we think of three large hard spheres being really and not just virtually inserted
in a sea of small ones. The distortions they cause on the density profile of the small spheres
are not necessarily the superposition of the distortions caused by insertions in pairs. There
are genuine three-body effects, which are not reducible to superpositions of pairs. This
is a general characteristic of the effective, as opposed to fundamental (i.e., microscopic)
interactions, such as the Coulomb potential. Even higher-order induced potentials follow
the same logic; thus, Ωn counts the genuine n-body free energy insertion cost of n particles,
which is not included in all lower-order terms. Their functional form follows from this
statement and we will therefore not delve into this topic in any further detail.
Gathering the above results the effective, single-species Hamiltonian takes the form:
Heff({Pi}, {Ri};V,N1, z2, T ) = − V p(z2, T ) +N1ω1(z2, T )
+
N1∑
i=1
P2i
2m1
+
N1∑
i=1
N1∑
j>i
[φ11(Rij) + ω2(Rij ; z2, T )]
+
N1∑
i=1
N1∑
j>i
N1∑
k>j
ω3(Ri,Rj ,Rk; z2, T ) + · · · (35)
Excluding the two first terms on the right-hand side from the statistical mechanics of the
system, we would obtain an apparent pressure Π(ρ1, z2, T ) for the system as well as an
apparent chemical potential µ′1(ρ1, z2, T ). From Eq. (35), it follows that the total pressure
P (ρ1, z2, T ) of the system and the total chemical potential µ1(ρ1, z2, T ) of species 1 are
given by the expressions:
P (ρ1, z2, T ) = Π(ρ1, z2, T ) + p(z2, T ); (36)
µ1(ρ1, z2, T ) = µ
′
1(ρ1, z2, T ) + ω1(z2, T ). (37)
Accordingly, the quantity Π(ρ1, z2, T ) is recognized as the osmotic pressure across a
semipermeable membrane separating the system from a reservoir of species 2, which al-
lows the exchange of this species only, setting its activity to z2 for both the system and the
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reservoir. The reader should confirm that the terms p(z2, T ) and ω1(z2, T ) do not affect
the location of possible phase boundaries (ρA1 , ρ
B
2 ) for the densities of species 1 between
two coexisting phases A and B.
We conclude this Section with a remark regarding the correlations between particles
of species 1, which are immersed in a fluid of species 2. As discussed above, the latter is
described by its partial chemical potential µ2, or equivalently by its activity z2, which can
be thought of as that of a reservoir of the second species at the same chemical potential.
Let us truncate the series of Eq. (35) at the pair potential level, for simplicity. Then, the
total pair interaction potential, φeff(r; z2, T ) is given as
φeff(r; z2, T ) = φ11(r) + ω2(r; z2, T ). (38)
The radial distribution function17 g11(r; ρ1, z2, T ) between particles of species 1 depends
parametrically on the number density ρ1 = N1/V of the same, as well as on z2 and
the temperature; the z2-dependence comes from the induced interaction ω2(r; z2, T ). All
techniques from the theory of the liquid state to calculate the correlation functions can be
applied to the system interacting by means of the effective potential φeff(r). In particular,
at the limit of vanishing density of species 1, it holds:
lim
ρ1→0
g11(r; ρ1, z2, T ) = exp [−βφeff(r; z2, T )] . (39)
Eq. (39) can be very useful for measuring the effective potential. We will return to this
point in Section 3.
2.3 Constrained systems
Another broad class of soft matter systems for which coarse-graining is involved have
mutual constraints in their number fluctuations, and therefore the semigrand ensemble
formalism set forth in the preceding section cannot be applied in this case. Two categories
of such common systems exist, namely the following.
1. Mixtures of entities that carry electric charge, such as ionic mixtures, liquid metals
and charged colloidal suspensions, containing in general salt.18 In this case, one is
dealing with a ν-component mixture, each of the constituent particles carrying charge
Zνe. Since electroneutrality must be strictly obeyed so that the thermodynamic limit
exists, the number densities ρν of the components are bound to fulfill the condition:
ν∑
i=1
ρiZi = 0. (40)
In most cases, we are dealing with two-component mixtures, so that Eq. (40) above
immediately implies that the particle number N2 cannot fluctuate independently of
N1; the two are mutually constrained.
2. Systems that consist of macromolecular aggregates with internal fluctuations, each
aggregate I consisting of a fixed number of MI microscopic units; a typical example
are polymers of different architectures (chain, ring, star, brush, dendritic, cross-linked
etc.) Here, one wishes to represent the full object in a coarse-grained fashion by
reducing the MI degrees of freedom to a much smaller number, typically just one
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Figure 1: Simulation snapshots of two model star polymers at moderate mutual overlap. The spheres denote
monomers along the arms, whereas the two red balls are the centers of the stars, which are chosen as effective
coordinates, as explained in the text.
effective coordinate. Evidently, the number of effective coordinates is bound to the
number of the microscopic ones by the architecture (chemistry), which is a quenched
property of the system. The microscopic and the coarse-grained numbers of degrees
of freedom cannot fluctuate independently of one another.
The first class of systems constitute one of the most well-studied category of colloidal
suspensions and one that still is very much an active topic of research. Among the most cel-
ebrated results of the coarse-graining approach to charge-stabilized colloidal suspensions
are the Poisson-Boltzmann theory and its linearized version, known as Debye-Hu¨ckel the-
ory, as well as the associated Derjaguin-Landau-Verwey-Overbeek (DLVO) potential. We
will not discuss any further these system at the present Chapter, referring the reader to some
of the most representative articles on this subject in the literature.19 We focus, instead on
the second class of systems. The formalism for deriving an effective interaction is set in
the framework of the canonical ensemble, as shown in Section 2.1. In what follows, we
will make the derivation tractable by considering just two macromolecules and formally
tracing out the microscopic degrees of freedom, so that a pair effective interaction between
the mesoscopic degrees of freedom remains.
We consider two star polymers with f arms, see Figure 1, as a representative example.
The average spherical symmetry of the monomer density profile around the central, an-
choring point of the arms, makes the choice of the latter as an effective coordinate natural;
however, the discussion is general and any other material coordinate or even the center of
mass can be chosen as such. The goal of the coarse-graining is thus to canonically average
out all the degrees of freedom of the monomers along the arms and be left with an effective
interaction φeff(R) between the centers, whereby the first star is placed at the origin and
the second at a position R from it.
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We assume that each star containsM+1 beads, one being the central one andM along
the arms.b We denote the position of the i-th bead of the α-star as siα, i = 0, 1, . . . ,M
being the monomer index and α = 1, 2 the molecule index, whereby s01 and s02 are the
coordinates of the two central particles. The total potential energy U of the two interacting
stars can be written as the sum of intramolecular, Uαα, and intermolecular, Uαβ , α 6= β
and α, β = 1, 2, contributions as
U({si1}, {sj2}) = U11({si1}) + U22({sj2}) + U12({si1}, {sj2})
≡ Uintra({si1}, {sj2}) + U12({si1}, {sj2}), (41)
where we have grouped together the two intramolecular terms in Uintra, which is free
of interactions between the stars. The intramolecular potential energy functions contain
contributions from both bonded and non-bonded monomers, whereas, evidently, the inr-
ermolecular one features exclusively non-bonded terms. Let us denote asW2 the configu-
ration part of the partition function of the two stars, expressed as [cf. Eq. (3)]:
W2 =
∫
ds01 · · ·
∫
dsM2 exp [−βU({si1}, {sj2})] . (42)
Moreover, let W1 be the partition function of a single star with its center fixed at some
position in space, namely
W1 =
∫
ds1α · · ·
∫
dsMα exp [−βUαα({siα})] , (43)
where, in the last equation, it is irrelevant whether α = 1 or α = 2, since the two molecules
are identical.
The key quantity is a constrained Helmholtz free energy F (R) defined as the partial
trace over all other degrees of freedom, with the two centers kept at positions s01 = 0 and
s02 = R, viz.:
exp [−βF (R)] =
∫
ds01 · · ·
∫
dsM2 exp [−βU({si1}, {sj2})] δ (s01) δ (s02 −R) .
(44)
With p(R) denoting the probability density of finding the center of the second star at
position R relative to the first, it holds by construction of the quantity F (R) that:
p(R) ∝ exp [−βF (R)] , (45)
the constant of proportionality being the inverse of the partition function, W−12 , which is
irrelevant as long as we are interested in the relative probabilities:
p(R)
p(R0)
= exp [−β (F (R)− F (R0))] , (46)
where R0 is some arbitrary reference vector. Of particular usefulness is the choice
R0 → ∞. In this case, the quantity exp [−βF (R0)], Eq. (44), takes a simple form. In-
deed, since every molecule has a finite spatial extension (of the order of its gyration radius),
when the centers of the two are taken infinitely far apart, all intermolecular contributions
bNothing changes in the formalism to follow if the two stars have different monomer numbers but we set them
equal for simplicity in notation.
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U12 vanish and the expression in Eq. (44) reduces to the product of the partition functions
of two isolated stars, each with its center fixed in space, Eq. (43):
exp [−βF (R0 →∞)] =W21 . (47)
We now define the effective interaction φeff(r) between the two macromolecules as
φeff(r) = F (r)− F (R0 →∞). (48)
Combining Eqs. (46) and (48), we readily obtain
exp [−βφeff(r)] = p(r)
p(R0 →∞) . (49)
However, according to the discussion preceding Eq. (47), as R0 → ∞, the two stars
become uncorrelated to one another. Accordingly, p(R0 → ∞) = p0(r) for any r, where
p0(r) is the probability density in the Hamiltonian U0 of two noninteracting stars; the latter
form an ideal gas and therefore
p(r)
p(R0 →∞) =
p(r)
p0(r)
≡ g(r), (50)
introducing the infinite-dilution radial distribution function g(r) of the centers of only two
star polymers in the volume V , in the absence of any others. Accordingly, from Eqs. (49)
and (50) we obtain that the effective interaction is isotropic and it can be expressed as
lim
ρ→0
g(r; ρ) = exp [−βφeff(r)] , (51)
which is identical to Eq. (39).
Contrary to the discussion in Section 2.2, we have not presented here a general scheme
that generates at once expressions for all n-body interactions. However, the generaliza-
tion to n > 2 is conceptually straightforward: one considers the constrained free energy
F (R1,R2, . . . ,Rn) of the centers of n macromolecules and subtracts from it the sum of
all contributions of the immediately lower, (n − 1)-order effective potential, defining in
this way the n-body interaction.20 Depending on the physical system, and in particular on
the deformability of the macromolecules at hand,21, 6, 22 the higher-order interactions can
become very important. We will return to this point in Section 6.
3 Methods of Calculating Effective Pair Potentials
3.1 Methods based on the radial distribution function
The most straightforward way for calculating the effective interaction in a simulation is
offered by Eq. (39) or Eq. (51). Ideally, one would perform a standard Monte Carlo (MC)
or Molecular Dynamics (MD) simulation of just two macromolecular aggregates in a sea
of smaller particles [Eq. (39)] or just by themselves [Eq. (51)] and measure, by calculating
the properly normalized histogram of separations r the infinite-dilution limit radial distri-
bution function g(r; ρ → 0); the limit ρ → 0 is, of course, an idealization but having just
two particles in a sufficiently large simulation box is sufficient. From that, the effective
interaction can be obtained as
φeff(r) = −kBT ln g(r; ρ→ 0). (52)
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The simplicity of this approach is deceptive. Regions in which the effective interaction
attains values significantly higher than kBT will be rarely visited in an unbiased simulation
and therefore sampling will be extremely poor there. In a similar spirit, if φeff(r) has
deep negative minima, separated from the rest by high barriers, in a free simulation the
two particles will be trapped or ‘locked’ into these and, again, it will be very hard to
explore efficiently and accurately the whole range of separations r. One possibility to
overcome this problem is to add a bias potential,23 Φbias(r), to the interaction and measure
the modified radial distribution function, g˜(r, ρ→ 0) given by
φeff(r) + Φbias(r) = −kBT ln g˜(r; ρ→ 0). (53)
Ideally, one would like to choose Φbias(r) in such a way that all separations r are sam-
pled uniformly, i.e., g˜(r; ρ → 0) = 1, which immediately implies, through Eq. (53),
Φbias(r) = −φeff(r). One would have to add a bias potential opposite to the unknown ef-
fective interaction, which, if we knew in advance, we wouldn’t need to make a simulation
to find out what it is! Evidently, we have to resort to some more sophisticated approaches,
in which the bias potential is determined in an iterative way24 or it is built-up locally during
the simulation in a Wang-Landau-type simulation scheme.25
To avoid iterative approaches, one may choose the bias potential to be local, constrain-
ing thereby r within smaller regions or ‘windows’. The technique is thereby called ‘win-
dow sampling’ and the basic idea is the following: the interval r ∈ [rmin, rmax] is separated
into sub-intervals or windows of width w, which may vary from one window to the other.
Within each window, the effective potential φeff(r) is supposed or expected to vary by at
most a few kBT , so that when r is restricted to lie within any given window, statistics there
is good and the whole width w is sampled well. Common choices for the local bias poten-
tial are an infinite well that vanishes within w and diverges elsewhere26, 27 or a harmonic
potential Φbias(r) = kj(r − rj)2 centered at the midpoint rj of the window. Separate
histograms g˜(j)(r) within each of these windows are collected and at the end of the sim-
ulation the effective interaction results by merging together the pieces φ(j)eff (r) obtained in
each window:
φ
(j)
eff (r) = −kBT ln g˜(j)(r)− Φbias(r) + cj , (54)
where the cj’s are arbitrary constants that are used to match the pieces of the effective
potential. In particular, the various pieces are ‘vertically shifted’ via appropriate choices
of the constants cj so as to obtain a smooth function φeff(r). To achieve this, some overlap
between the windows is necessary.26 Alternatively, one can resort to more sophisticated
methods, such as histogram reweighting28, 29 to obtain a smooth ‘patching’ of the φ(j)eff (r)
into φeff(r).
3.2 Methods based on the effective force
Instead of measuring directly the effective potential φeff(r; z2, T ), one can resort to mea-
suring its gradient, which is the effective force Feff(r), namely
Feff(r; z2, T ) = −∇rφeff(r; z2, T ). (55)
In what follows, we will derive expressions for the effective force for both unconstrained
[Section 2.2] and constrained [Section 2.3] systems.
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3.2.1 Unconstrained systems
Our starting point is Eq. (32). Consider the first term in the brackets at the right-hand side
of Eq. (32). Using Eq. (22) and setting R→ r, we have:〈
exp
[
−βU (2)12 (0, r)
]〉
z2
=
1
Ξ2(z2, T, V )
∞∑
N2=0
zN22
N2!
×Tr2 exp
−β
U22({rj}) + N2∑
j=1
[φ12(rj) + φ12(|r− rj |)]
 ,
(56)
where Ξ2(z2, T, V ) is the grand partition function of the reservoir of particles 2. The
term in the parentheses in the exponential of the right-hand-side of Eq. (56) above can
be interpreted as the configurational part of a modified Hamiltonian, in which two type-1
particles, held fixed at positions 0 and r act as an external potential to the system of particle
of type 2, namely
Uˆ22({rj}; 0, r) = U22({rj}) +
N2∑
j=1
φ12(rj) +
N2∑
j=1
φ12(|r− rj |). (57)
Accordingly, Eq. (56) can be expressed as〈
exp
[
−βU (2)12 (0, r)
]〉
z2
=
Ξˆ2(r; z2, T, V )
Ξ2(z2, T, V )
, (58)
where Ξˆ2(r; z2, T, V ) is the grand partition function of the system interacting with the
Hamiltonian Uˆ22({rj}; 0, r), and it depends only on r = |r| as a result of the averaging.
With this notation, Eq. (32) now takes the form
ω2(r; z2, T ) = −kBT ln
[
Ξˆ2(r; z2, T, V )
Ξˆ2(r →∞; z2, T, V )
]
, (59)
implying
−∇rω2(r; z2, T ) = kBT ∇rΞˆ2(r; z2, T, V )
Ξˆ2(r; z2, T, V )
. (60)
Using Eqs. (56) and (57), Eq. (60) takes the form
−∇rω2(r; z2, T ) =
〈
N2∑
j=1
[−∇rφ12(|r− rj |)]
〉
Uˆ22,z2
=
〈
N2∑
j=1
f12(|r− rj |)
〉
Uˆ22,z2
, (61)
where the notation 〈· · · 〉Uˆ22,z2 denotes an expectation value carried in a system of particles
2 having activity z2, and in which two particles of type 1 are physically inserted at positions
0 and r. The quantity f12(|r − rj |) = −∇rφ12(|r − rj |) is the microscopic force acting
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on particle 1 at position r due to a particle of type 2 at position rj . Denoting, in addition,
as f11(r) = −∇rφ11(r) the microscopic force between particles of species 1, and taking
into account Eqs. (38), (55), and (61), we obtain
Feff(r; z2, T ) = f11(r) +
〈
N2∑
j=1
f12(|r− rj |)
〉
Uˆ22,z2
. (62)
Eq. (62) above is an extremely useful result and a very elegant one in its simplicity and
clarity: it states that the total effective force being experienced by a particle of species 1
at position r, is the sum of the direct force acting upon it by the other particle of species
1 held fixed at the origin, plus the expectation value of all the microscopic forces acting
on it by all the particles of species 2 present in the mixture. We emphasize, once again, a
crucial difference with the results we obtained in Section 2.2. There, all expectation values
were taken at the Hamiltonian of a system of a pure reservoir of species 2-particles. In that
case, the only physically active interactions were those between particles of the reservoir
and the insertions of particles of species 1 were virtual: expectation values of observables
involving 1-2 interactions were calculated in the sense of Widom insertions, which do not
alter the configurations of particles of species 2. Here, instead, the two particles of species
1 are physically inserted and their simultaneous presence at positions 0 and r creates an
inhomogeneous density profile ρ2(r′; 0, r, z2, T ) for the particles of species 2, the latter
being the expectation value of the density operator ρˆ2 (r′; {rj}) =
∑N2
j=1 δ (r
′ − rj), viz:
ρ2(r
′; 0, r; z2, T ) =
〈
N2∑
j=1
δ (r′ − rj)
〉
Uˆ22,z2
. (63)
We can, thus, equivalently to Eq. (62) write
Feff(r; z2, T ) = f11(r) +
∫
f12(|r− r′|)ρ2(r′; 0, r, z2, T ) dr′. (64)
Eq. (64) is very useful for theoretical approaches, in which one employs, e.g., density
functional theory30 or the superposition approximation31 to calculate the density profile
ρ2(r
′; 0, r, z2, T ), from which the effective force results by performing (numerically) the
integral of Eq. (64).
The virtual insertion formalism of Section 2.2 and the physical insertion formalism
presented here are, of course, fully equivalent. Each one has its advantages and drawbacks,
depending on what one wants to do. As previously mentioned, the virtual insertions are
extremely inefficient in measuring directly the effective potential in a dense system with
strong steric repulsions between the particles. Here, the physical insertion formalism is
well-suited to deal with such problems. We just set up a MC or MD simulation, in which
we first insert the two big particles into the empty box, and fix them at the desired positions,
0 and r. Thereafter, the small particles are inserted sequentially, taking care of avoiding
too strong overlaps. From then on, the system is equilibrated and the simulation, in which
only particles of species 2 are moved, proceeds normally. At given intervals, the vector
sum of the microscopic forces from all particles of species 2 on the big particle held fixed
at position r,
∑N2
j=1 f12(|r − rj |), is measured and averaged at the end. A good check is
to also measure the same forces
∑N2
j=1 f12(rj) acting on the big particle at the origin, and
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verify at the end of the run that the expectation values satisfy the actio-reactio law, as they
should. Having gathered the statistics and calculated Feff(r; z2, T ) as given by Eq. (62),
the effective potential φeff(r; z2, T ) follows by simple, one-dimensional integration:
φeff(r; z2, T ) =
∫ ∞
r
|Feff(r′; z2, T )|dr′. (65)
3.2.2 Constrained systems
It will come as no surprise that for the case of constrained systems we obtain the same result
as Eq. (62); still, it is instructive to go through the steps and demonstrate this explicitly.
From Eq. (48), we obtain
Feff(r) ≡ −∇rφeff(r) = −∇rF (r). (66)
Set explicitly s01 = 0 and s02 = r in Eq. (44) and define the constrained configuration
partition functionW2(r) as
W2(r) =
∫
ds11 · · ·
∫
ds1M
∫
ds11 · · ·
∫
ds2M
× exp [−βU11(0, {si1})] exp [−βU22(r, {sj2})]
× exp [−βU12(0, r, {si1}, {sj2})]
= exp[−βF (r)], (67)
where 1 ≤ i, j ≤ M . In analogy with the discussion in Section 3.2.1, define a modified
interaction, Uˆ , in which the coordinates s01 and s02 are clamped at the values 0 and r,
respectively:
Uˆ({si1}, {sj2}; 0, r) = U11(0, {si1}) + U22(r, {sj2}) + U12(0, r, {si1}, {sj2}). (68)
The instantaneous value of the microscopic force fmicro(r) acting on the effective coordi-
nate located at s02 = r is derived from the interactions as
fmicro(r) = −∇rU22(r, {sj2})−∇rU12(0, r, {si1}, {sj2}), (69)
i.e., it is the sum of all intramolecular and intermolecular microscopic forces. From Eqs.
(66), (67), and (69) above, it immediately follows that the effective force is the expectation
value of all microscopic forces taken in the Hamiltonian with interaction Uˆ :
Feff(r) = 〈fmicro(r)〉Uˆ , (70)
where we set r → r due to isotropy of space. Note that the microscopic force includes
one term that is not fluctuating, and this is the direct interaction between the effective
coordinate s01 and the coordinate s02; since they are clamped, the direct force between the
two remains fixed. All other degrees of freedom fluctuate, and the averaging acts on those
microscopic forces. This completes the analogy with the discussion in Section 3.2.1 and
in particular with Eq. (62). For more details and applications of this method to polymeric
systems, we refer the reader to Refs.32, 33
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3.3 Generalized Widom insertion
A different possiblity to compute the effective interaction between bonded and intrinsi-
cally fluctuating macromolecular aggregates is a generalization of the Widom insertion
algorithm.34, 22, 35 Indeed, combining Eqs. (43), (47), (48), and (67), we obtain
exp [−βφeff(r)] = W2(r)W21
. (71)
By virtue of Eq. (68), we readily obtain
W2(r)
W21
= 〈exp [−βU12(0, r, {si1}, {sj2})]〉Uintra , (72)
where the notation 〈· · · 〉Uintra indicates that the expectation value has to be calculated in
the ensemble of the Hamiltonian whose interaction part contains macromolecules that do
not interact with one another; this is equivalent, of course, to just a single macromolecule.
Finally, Eqs. (71) and (72) yield
φeff(r) = −kBT ln 〈exp [−βU12(0, r, {si1}, {sj2})]〉Uintra . (73)
It might appear at first sight paradoxical that one is capable of expressing a constrained
free energy as the expectation value of some quantity. However, as Eq. (48) readily shows,
φeff(r) is a difference between two constrained free energies, one at separation r and the
other at infinite separation. Free energy differences can indeed be calculated very effi-
ciently in computer simulations.
Widom insertion22, 35 takes advantage of Eq. (73) in the following way. First, a very
large number of independent and equilibrated single-molecule configurations are gener-
ated. Thereafter, these are combined in pairs by simply pulling one of the two is such a
way that the effective coordinates lie at a distance r = |r| from one other, i.e., one molecule
is inserted at a distance r from the other. From the ensemble of these inserted pairs, the
expectation value appearing in Eq. (73) is computed. The method is simple and transpar-
ent; however, it is inefficient when the typical conformations of the interacting entities are
markedly different from those generated within the non-interacting Hamiltonian. For in-
stance, Widom insertion would not be appropriate to calculate the effective interaction of a
dense polymer brush with a hard wall, since for close brush-wall approaches, the massive
retraction of the brush hairs, enforced by the presence of the wall, would result in config-
urations that appear extremely rarely in the free-brush case. However, Widom insertion
is well-suited for fractal, open, and penetrable macromolecules, whose effective interac-
tions do not exceed a few kBT even at the closest approaches. It has been successfully
employed to linear chains,22 sparsely polyelectrolyte-coated colloids and dendrimers,35 as
well as ring polymers,36 for which special care must be taken to preserve the topological
constraint of no-concatenation.
4 Hard-Soft Colloidal Mixtures
Highly asymmetric binary mixtures have long been investigated as model systems for
colloid-polymer suspensions.37, 10, 1, 16 Indeed, when the polymer-to-colloid size ratio and
polymer density are sufficiently small one can think of tracing out the microscopic degrees
227
of freedom of the polymer and thus obtain an effective isotropic potential for the polymer-
polymer and polymer-colloid interactions. Performing a further coarse-graining on the
small-component remaining degrees of freedom allows for the calculation of an effective
colloid-colloid potential. The tunability of this depletion interaction, which depends on the
polymer (also called depletant) nature, size and density, makes it possible to finely control
the degree of association between large particles in solution. This is of great importance
for both soft matter and biological systems.1, 38
In the approximation of hard polymer-colloid interaction and ideal (i.e. zero) polymer-
polymer interactions the effective colloid-colloid potential can be derived analytically.13, 14
This Asakura-Oosawa-Vrij formulation has become the reference model system for de-
pletion interactions and its use is widespread.15, 10, 39–41, 16 One can go one step further
and calculate the effective interaction also for the case of non-ideal depletants interacting
through a hard-sphere repulsion.42 However, it has been shown that both polymer-polymer
and polymer-colloid effective potentials always show some degree of softness,34 which
makes it extremely hard, if not impossible, to analytically calculate Eq. (19). It is thus
more convenient to provide a numerical estimate of the effective interaction between the
colloids. Given the extremely simple nature of the components, which interact only via
isotropic potentials, the best approach is the one outlined in Section 3.1: the inversion of
the radial distribution function g(r) in the limit of infinite dilution, i.e. for ρ → 0. In
practice, this zero-density limit is reached when three-body effects are negligiblec. Care
has to be taken in choosing the right simulation parameters.
In the following, σ is the colloid diameter, q is the depletant-to-colloid aspect ratio and
σd = qσ and ρd are the depletant diameter and number density, respectively. For all but
the simplest cases, computing the g(r) with the required numerical accuracy in the whole
r-range of interest is not as straightforward as it may seem at a first glance. Indeed, the
most simple approach, i.e. performing an unbiased simulation of a very diluted suspension
of colloids in a sea of small depletants, has several practical drawbacks, namely:
1. The number of depletants Nd required to simulate the mixture becomes prohibitively
large for small values of q. For example, computing the radial distribution function
g(r) of 100 colloids at a density ρσ3 = 0.01, with q = 0.1 and ρd(qσ)3 = 0.2, would
require to simulate no fewer than 107 particles!
2. Since the number of depletants is proportional to the number of colloids, one could
keep Nd low by simulating just two colloids. However, in doing so, the numerical
accuracy of the resulting g(r), which depends on the number of pairs of colloids,
would be severely hindered.
3. The probability P (r) of finding two colloids at a distance comprised between r and
r + dr is connected to the g(r) via the relation
P (r) = Pid(r) · g(r), (74)
cThis is not to say that having just two colloids in a sea of depletants is a sufficient condition to enforce the ρ→ 0
limit. Indeed, if the length of the simulation box side is comparable with the extent of the distortions induced by
the presence of the colloids on the density profile of the depletants, a colloid could feel twice the presence of the
second colloid thanks to periodic boundary conditions.
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where Pid(r) is the corresponding quantity for an ideal gas. In three dimensions,
Pid(r) = 4piρdr
2. Since, for sufficiently large r, g(r) ' 1 and hence P (r) ∼ r2, it
follows that colloids will more likely be far apart from each other, wasting compute
time on configurations which are, sampling-wise, uninteresting.
4. As mentioned in Section 3.1, for even the most simple systems the g(r) will never be
sampled uniformly: distances corresponding to peaks in the g(r), which translate to
local minima in φeff(r), will be visited with a larger probability than distances which
correspond to maxima of the effective potential. On top of this, very attractive systems
will end up trapping colloids in local minima, thus further hindering the sampling.
A simple, albeit both general and powerful, way of achieving a quasi-uniform sampling
is to use the ‘window sampling’ presented in Section 3.1. In summary, the interval of inter-
est [rmin, rmax] is split into Nw windows. In each window j, centered around its midpoint
rj , the total potential felt by the two large particles has an additional term, Φbias(r; j).
Splitting the region of interest into different windows has several advantages:
1. All the windows can be sampled separately, making the overall process inherently
parallel.
2. The interval [rmin, rmax] is not fixed once and for all: if need be, more windows can
be added.
3. The width of each window, ∆rj , can be chosen as to yield an as uniform sampling as
possible. For example, if we observe that the g(r) within a given window varies sub-
stantially, we can decide to split the window up in order to achieve a better sampling.
4. We can control the convergence of the signal window by window. We can thus decide
to increase the length of the simulation only for those windows having unsatisfactory
statistics.
The choice of the local bias potential is not to be taken lightly, as different Φbias(r; j)
can have a different impact on the convergence, the numerical accuracy of the final g(r)
and the required number of windows. The two most common choices are a harmonic
potential and an infinite well. The former, also known as umbrella sampling,23 is most
useful when performing molecular dynamics simulations and when large particles have
internal degrees of freedom, e.g. star polymers. The infinite well bias is more suited when
dealing with simple objects, such as spheres. This local bias is given by
Φbias(r; j) =

∞ if r < rj − ∆rj2
0 if r ∈
[
rj − ∆rj2 , rj + ∆rj2
]
∞ if r > rj + ∆rj2 ,
(75)
where ∆rj is the width of the window. Neighboring windows j and j + 1 should be over-
lapping, i.e. rj +
∆rj
2 > rj+1 − ∆rj+12 . The bias potential (75) may be used only in
conjunction with Monte Carlo simulations, since it is not derivable at the window bound-
aries. In what follows we will show how to use this infinite well potential to extract the
229
Figure 2: A cartoon exemplifying the sampling procedure. It shows two colloids immersed in a sea of small
polymers of size ratio q = 0.1. The black line is the direction of the x axis, along which both colloids lie. The
blue and violet segments are the distance r between the two colloids, set to the midpoint of the window rj , and
the maximum allowed displacement ∆rj , respectively.
effective interaction between the large components of a mixture of soft colloids and poly-
mers. The softness in the colloid-colloid and colloid-polymer interactions is provided by
power-law potentials:
V36(r) = 
(σij
r
)36
, (76)
where  sets the energy scale and σij is the diameter associated to the specific interaction
ij. σcc = σ and σcp = σ(1 + q)/2 for colloid-colloid and colloid-polymer interactions,
respectively. We model the polymers as weakly repulsive gaussian particles,43 with the
polymer-polymer interaction potential given by
Vpp(r) = 2kBT exp
[
− r
2
(0.6qσ)2
]
. (77)
We start off by noting that, without loss of generality, we can use Eq. (74) to our ad-
vantage by constraining the two large colloids to lie on the x axis, so that g(r) = P (r)/ρd.
This expedient simplifies the data analysis and may lead to a higher numerical accuracy
when r is small, since we avoid dividing by r2. Figure 2 shows a cartoon depicting the
geometry and the employed method for a generic window j. For this specific test case
we set ρdσ3d = 0.25, Nw = 21, ∆r1 = 0.02σ, ∆rj>1 = 0.024σ, rmin = 0.92σ and
rmax = 1.34σ. The overlap between neighboring windows is set to 0.004σ.
We start a simulation in each window j by placing the two colloids in their ini-
tial positions, r1 = (0, 0, 0) and r2 = (rj , 0, 0), and the polymers in random posi-
tions, only taking care that no overlap with the colloids is generated. Then we run
a regular Monte Carlo simulation with translational moves, with the constraints that
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Figure 3: (a) Colloid-colloid distance histograms for all the investigated windows. The scale on the y axis is
arbitrary. (b) TotalH(r): all the histograms in (a) have been rescaled so as to superimpose the regions of overlap
between the windows. This curve is proportional to the radial distribution function g(r). Inset: the effective
colloid-colloid potential φeff(r), calculated inverting theH(r) and then shifting it up so that limr→∞ φeff(r) =
0.
(i) trial displacements for colloids are parallel to the x axis and (ii) trial moves for which
|r2 − r1| /∈
[
rj − ∆rj2 , rj + ∆rj2
]
are outright rejected. We equilibrate the system for
106 MC sweeps, each sweep being equivalent to N = Nd + 2 trial moves, and then
start accumulating data by updating the histograms of the colloid-colloid distances, Hj(r).
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Figure 3(a) shows the output of a typical set of simulations, with a curve for each window.
Once we have collected all the histograms, we have to stitch them together in order
to obtain a function which is proportional to the g(r). The process begins from the first
window and then joins subsequent windows by applying a least square method to each
overlap region between neighbouring windows j and j + 1. In practice, adding Hj+1(r)
to the total H(r) is done by rescaling the former by a factor
cj,j+1 =
∑
k r
2
k;j∑
k rk;jrk;j+1
, (78)
where k runs over all the points which are in the overlap region between the two windows.
The result of this operation is shown in Figure 3(b). The output quantity of this procedure,
namely the total H(r), is proportional to the g(r) of the system. One can either set the
unknown proportionality constant by imposing the condition limr→∞ g(r) = 1 or, equiv-
alently, by using Eq. (52) and then imposing limr→∞ φeff(r) = 0. In this framework, the
r → ∞ limit is effectively reached when the g(r) reaches its final value at large values
of r. If the g(r) does not display any plateau at large distances, more windows should be
added in order to reach the asymptotic behavior.
Finally, we note that Eq. (19) can be rewritten as:10
exp [−βΩ({Ri};N1, z2, V, T )] = exp
[
z2
∫
dr exp [−β(U12 + U22)]
]
. (79)
If the depletants are ideal among themselves, from Eq. (79) follows that
Ω({Ri};N1, z2, V, T ), and hence the effective pair potential, depends linearly on the de-
pletant density ρd = z2, which plays the role of an inverse temperature. In other words,
once we compute the effective potential at a given density ρ∗d, φeff(r; ρ
∗
d), it immediately
follows that the effective potential at a different depletant density can be obtained as
φeff(r; ρd) =
ρd
ρ∗d
φeff(r; ρ
∗
d). (80)
Unfortunately, there are no available short cuts in the case of non-ideal depletants: we have
to compute as many effective potentials as depletant densities we need to investigate.
The effective potential, shown in the inset of Figure 3(b), can now be used to simulate
the one-component system and extract colloid-related structural and dynamical data. As an
example, we simulate a one-component system made of 10000 colloids interacting through
the effective potential and make a comparison with the full binary mixture (100 colloids
and 250000 depletants). For this specific case, the simulation of the full binary mixture
required a few days of computing time on a GPU. Simulating the same state point as a
one-component system, on the other hand, took only a few hours on a single core. This is
roughly equivalent to a 104-fold performance increase.
Figure 4 shows the structure factors S(q) of the two systems.27 The two curves fall on
top of each other within statistical accuracy. This result demonstrates that the choice of
coarse-graining the interactions to obtain an effective pair-potential is justified: the excel-
lent agreement between the one-component and full mixture results shows that many-body
effects are negligible even for moderately high ρd values such as the one investigated here.
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Figure 4: Structure factor S(q) of the one-component system (black line), where colloids interact through the
computed effective potential φeff(r), and of the full binary mixture (orange points).
5 Dendrimers
In considering polymers, one usually thinks about long chains of repeating units. However,
in the late 1970’s an interest arose in r egular and highly branched structures that resulted
in the first synthesis of dendrimers by Vo¨gtle.44 A coarse-grained representation of such
a macromolecule is provided in Figure 5. Similar to polymer chains there is a simple
unit-structure that is repeated, but in the case of the dendrimer shown here it is chosen to
be trifunctional and results in a network rather than a linear chain. The center or seed of
the dendrimer is formed by a connected pair of the so-called generation 0 monomers and
consecutive generation layers can be added by for instance a two step process. First the
non-bonded ends need to be activated or unblocked by some agent which is removed from
the environment afterwards. Now an excess of trifunctional units is added to the system
and each of the four reactive ends in the seed can bind a single unit. Given enough time
for all sites to react and removing the remaining, non-reacted trifunctional units, one is left
with macromolecules that each consist of six units and of which only the outer four have
two (eight in total) blocked ends. Repeating the same procedure allows one to add eight
more units in the second generation shell, sixteen in the third, and so on. This results in
macromolecules that will contain an exponentially growing number of units as function of
the number of generation or iteration steps.
Since their first appearance, these type of macromolecules have received a considerable
interest from both experimental and theoretical research.45 This is not only due to their role
in applications such as solubility enhancement, drug-delivery vectors, or nano-carriers46–49
but also from a fundamental point of view because they combine properties of colloidal and
polymeric systems.50
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If we consider the interaction between two uncharged dendrimers we find an effec-
tive pair-potential with a Gaussian shape.51, 52 Given the overall spherical shape, where
the number of constituents grows exponential but, due to connectivity, the radius grows
only linearly with increasing generation, one can control the softness from penetrable, low
generation to almost hard-core, high generation dendrimers. The richness in behavior is
increased further by allowing for different units, for instance by adding charge to the outer
generation monomers but keeping neutral units in the center, which results in spherical
particles that in a first order approximation have a homogeneous surface charge density.53
Accordingly, dendrimers54–57 play a prominent role in soft matter research.58–65
A significant amount of research has been devoted to properties of neutral dendrimers,
with the focus on internal structure, interactions, and phase behavior as function of the
concentration of the solution.66–69 Polyelectrolyte dendrimers are less well studied, for
the obvious reason that the addition of long range Coulomb interaction increase the com-
plexity of the system. A good example is the fact that in a water-based solution of such
dendrimers, the ionizable groups dissociate which results in charged macromolecules and
oppositely charged counterions that can move freely in solution. Since the counterions are
only weakly bound to the dendrimer, the internal structure responds to the internal charge
distribution and this causes the molecule to swell.70, 71 The interactions and behavior can
be influenced and controlled further by screening the Coulomb interaction via the addition
of salt, manipulating the charge distribution through a modification of pH, or adjusting the
spacer length between the nodes in the dendrimer structure.72–75
5.1 Simulation Model
An appropriate method to study polyelectrolyte dendrimers is by means of computer sim-
ulations, in particular monomer-resolved Molecular Dynamics simulations that are com-
Figure 5: A coarse-grained representation of a polyelectrolyte dendrimer of generation 4 and functionality 3 with
a seed formed by a pair of particles (yellow). Higher generation shells consists of 4 (orange), 8 (red), 16 (green),
and 32 (cyan) units. In order to satisfy charge neutrality, additional counterions (blue) have been added to the
system.
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plemented with the Ewald summation technique to treat the electrostatic interactions.76, 77
In order to concentrate on a qualitative behavioral description of these complex systems,
we employ a coarse-grained model in which the atomistic structure and covalent bonds are
replaced by a simple bead-spring model.
For the center of the dendrimer a single, bonded pair of monomeric units is chosen,
which we can label as the two 0th generation building blocks. By assuming the usage of
trifunctional units only, every particle in the most outer shell has two unused reaction sites.
Hence, on augmenting the generation of the dendrimer, the number of particles in the next
shell is twice as large, i.e., the gth shell of the dendrimer consists of 2g+1 units. If we
denote by G the generation of the most outer shell, we find by adding all shells that such a
dendrimer of generation G contains a total of 2G+2 − 2 particles. In our case, we restrict
ourselves to dendrimers of generation 4 and therefore will contain 62 units or nodes. We
can modify the spacer length P (in terms of bondlengths), by inserting a short chain of
P − 1 bifunctional units between the nodes. In our case, this means that the total number
of units (bi- and trifunctional) is given by 61P + 1, which follows from the realization that
is we start with a single unit the addition of a node always increases the number of spacer
chains by one as well.
By carefully selecting suitable constituents for their synthesis, dendrimers can be ob-
tained that are charge neutral at large pH, but of which the nodes become ionized at low
pH.50 During the synthesis process one is of course not obliged to use the same kind of
building blocks at every reaction step. With the aid of functional groups, such as sec-
ondary and tertiary amines, one can obtain structures where the monomers in outer shells
are already ionized for intermediate pH values. It is therefore possible to influence the
charge contribution in polyelectrolyte dendrimers in a controlled fashion. Here we will fo-
cus on three different charge distributions, with ionizable groups located only at the nodes.
These are the fully neutral case, only charged end-groups, and fully charged dendrimers,
with an overall charge number of Z = 0, Z = 32, and Z = 62 respectively. For computa-
tional reasons the spacers are chosen to be neutral and have a fixed length throughout the
dendrimer that is restricted to a maximum of 5 (P = 1 up to P = 6).
In the bead-spring model we employ here for athermal solvent conditions, all units, that
are either nodes in the dendrimer or located within the inter-node chains, are represented
by identical spherically symmetric monomers. The mutual interaction between any pair
these monomers is modeled via the purely repulsive, truncated and shifted Lennard-Jones78
potential that only depends on the relative distance r
VLJ(r) =
{
4
[(
σ
r
)12 − (σr )6 + 14] r ≤ 21/6σ
0 r > 21/6σ,
(81)
where  represents the strength of the interaction and σ is a measure for the diameter of the
particles. It is convenient to use  and σ as the units of energy and length respectively. The
chemical bonds between monomers that determine the connectivity in the dendrimer are
typically covalent in nature and can be described by the so-called finite extensible nonlinear
elastic (FENE) potential79
VFENE(r) =
−U0
(
R0
σ
)2
ln
[
1−
(
r
R0
)2]
r ≤ R0
∞ r > R0.
(82)
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Note that the potential diverges at both distances r = 0 and r = R0, which provides the
minimum and maximum bond length respectively. The strength of this spring is measured
by means of U0. The particular values in the current model are chosen to be U0 = 15 and
R0 = 1.5σ. This choice ensures that there will not be any unphysical crossing of bonds
within the simulations, because the energy barrier that would be needed to overcome lies
outside the range of the typical energy fluctuations found in these systems.80
We have implemented the Ewald summation method to simulate the long range
Coulomb interactions between charged particles that is given by
VCoulomb(r) = kBTλB
ZiZj
r
(83)
with Zi and Zj the charge numbers, kB the Boltzmann constant, T the temperature and λB
the Bjerrum length
λB =
e2
rkBT
, (84)
where r is the relative permittivity. The charged dendrimers that we consider carry mono-
valent charges which are located on all the 62 nodes or on the 32 terminal monomers only.
Their electrostatic interaction is added on top of the always present Lennard-Jones and
FENE potentials. In order to guarantee charge neutrality of the full system 62 or 32 op-
positely charged monovalent counterions respectively have to be added per dendrimer. In
addition, various salt concentrations of positive/negative salt ion-pairs have been added,
where both components are either monovalent or divalent in nature. The three representa-
tive salt concentrations that will be used are 0.05, 0.10, and 0.50 mol/l. In addition to their
charge, all counter and salt ions interact sterically with all other particles by means of the
same shifted Lennard-Jones potential (81) used for the monomers within the dendrimers.
The solvent of the solution is chosen to be water at room temperature. The water
molecules are not simulated explicitly, but only implicitly by imposing r = 80 and for
which an interaction strength kBT = 1.2 is chosen. The temperature is controlled via
an Andersen thermostat. The corresponding Bjerrum length λB = 0.714 nm is fixed to
be λB = 3σ, which results in a monomer diameter σ = 0.238 nm typical for the van-der-
Waals radii of atoms that can be used in the framework of a bead-spring model for polymer
molecules.1, 81
The shape of simulation box is cubic with periodic boundary conditions and sides of
length L ∼= 11Rg , where Rg denotes the radius of gyration of a single isolated dendrimer.
This quantity is a measure for the radius of extended objects, that in the case of P = 1
and P = 2 dendrimers in our model has typical values of 2.86σ or 4.55σ, respectively. In
order to measure the effective interaction between dendrimers a single pair of dendrimers,
the corresponding counterions, and salt ions are placed in the simulation box. Rather
than measuring the effective interaction potential, Veff(D), as a function of the distance
D = |R1 − R2| between the centers of mass, we consider here the effective force at
fixed distances, which can be measured directly in MD-simulations. To this end we fix the
centers of mass R1 and R2 of the two dendrimers and maintain their location by external
force fields. A convenient choice is to place both centers of mass on the diagonal of the
simulation box, because this will minimize finite size effects arising from the periodic
boundary conditions.
236
The relation between the effective force and potential (66) is given by
Fαeff(D) = −∇Rαφeff(|R1 −R2|), (85)
where the index α = 1, 2 corresponds to either dendrimer. The effective interaction can be
measured directly in the simulation, because it is the ensemble average of the total force
acting on a dendrimer that follows from the addition of all forces Fαi acting on monomers
within the same molecule, i.e.,
Fαeff =
〈
Nα∑
i=1
Fαi
〉
. (86)
Note that the total instantaneous force has the same magnitude but opposite direction of the
constraining force that fixes the center of mass location. Although the instantaneous forces
acting on both dendrimers can be different, their ensemble averages should be the same. In
addition, for reasons of symmetry, the effective force should be along the relative distance.
Deviations from either of these observations can be used as a measure to determine whether
proper equilibrated values have been obtained.
The time is measured in units of τ =
√
mσ2/ and the time-step used in solving the
equations of motion is δt = 0.002τ . Initially, the dendrimers are placed with random
configurations at their designated positions, and all ions are inserted at random locations
throughout the simulation box. After an equilibration time that is long enough to relax
all stresses within and between the dendrimers, as well as for the ions to diffuse in to the
dendrimers, equilibrium measurements are made over a time of typically 107 time-steps.
5.2 Neutral Dendrimers
In these complex systems we can investigate in detail the consequences of particular mod-
ifications in the architecture on the molecular level. In particular, the effects that changes
in generation number, spacer length, and charge distribution have on the effective interac-
tions. In the case of neutral dendrimers in athermal solvents, one finds that the effective
interaction potential in general has a Gaussian-like shape.51, 52 Its strength and range could
be increased by for instance augmenting the generation number and introducing longer
spacers respectively. In simulations by Go¨tze et. al.,66 the spacer length was modified by
adjusting the softness of the interaction between the nodes of the dendrimers. Rather than
changing the monomer-monomer interaction, this effect can be reproduced by means of
the addition of spacer monomers.53 It turns out that the radius of gyration Rg for fixed
generation number scales with the spacer length P as Rg ∝ P 3/5. In addition, the density
profiles, which are a measure for the internal structure of the molecule, can be scaled to
collapse onto a master-curve. Here, we will examine whether a similar behavior can be
found for the effective interactions
Hereto we have performed simulations of two generation 4 dendrimers with spacer
lengths P = 1 − 6 and measured the effective force at fixed relative distances. Typical
snapshots of such a pair of neutral dendrimers interacting with each other are shown in
Figure 6, where we let the centers of mass of both dendrimers coincide, i.e., D = 0. Since
the mutual interaction has only steric components, it is not surprising that this limit corre-
sponds to the maximum interaction. Rather than truly creating overlapping configurations,
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where the two dendrimers penetrate each other, one mainly observes a segregation in dif-
ferent regions for either dendrimer, i.e., the dendrimers wrap around each other. This effect
is strongest in the case of P = 1 with the shortest spacerlength. On increasing the spacer-
length the overall size (radius of gyration) increases and the added flexibility allows more
free volume to be explored by the individual monomers. Consequently a weaker overall
interaction between the dendrimers is observed.
The radial component of the effective force between the dendrimers as a function of the
relative distance D is shown in Figure 7(a) for four different values of P . On approaching
each other from the far distance, non-interacting range one observes a slow increase in
the repulsive interaction between the macromolecules. When the dendrimers get closer,
more intermolecular monomer pairs add their repulsive contribution to the total effective
force. What might be surprising, however, is that the repulsive force attains a maximum
value at a relative distance close to the radius of gyration. When the centers of mass of
the dendrimers are forced closer together, the repulsive force diminishes and ultimately
vanishes at zero distance. This effect is due to the fact that for such configurations a
substantial number of monomers become surrounded by other monomers from either the
same or the other dendrimer, and hence the forces that such a monomer experiences start
to cancel out. Therefore these units contribute less to the total repulsive force between
the dendrimers. In addition, some of the outer monomers that experience typically a force
directed away from the center of mass of the dendrimer they belong to, will, when projected
on the line connecting the centers of both, lie beyond the center of the other dendrimer and
hence give an attractive contribution to the effective interaction. The results that the force
at zero distance should vanish, follows from the realization that the effective interaction is
an ensemble average. Since in such configurations there should therefore be no preferred
direction, the average effective force needs to be disappear. Note that this does not imply
that in a particular configuration there can not be an either attractive or repulsive force
between the dendrimers.
The measured effective forces for different spacer lengths P are very similar in shape
and when scaled appropriately will collapse on a mastercurve as shown in the inset of
Figure 7(a). This collapse is obtained when the force is scaled with a factor P−0.65, where
the scaling factor is fitted from the data presented here. In addition the distance D is
measured in units of the radius of gyration Rg measured for a single, isolated dendrimer.
It should be noted that the radius of gyration of the dendrimers on interacting is affected.
On decreasing the relative distance, the radius of gyration increases with respect to that of
an isolated dendrimer, obtaining a maximum value at zero center-to-center distance that
is approximately 15% larger than its original size. This increase in dimensions is a direct
Figure 6: Snapshots from simulations of neutral dendrimers with (a) P = 1, (b) P = 2, (c) P = 4, and (d)
P = 6 spacer segments. The distance between the centers of mass is D = 0 in all four cases.
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Figure 7: (a) Effective force F and (b) effective potential φ, between two neutral dendrimers with number of
spacer segments P plotted against the distanceD between their centers of mass. The inset illustrates that the data
collapse when scaled appropriately.
consequence of the fact that the mutual overlap results in an increased local monomer
density and a corresponding higher internal pressure. The larger size of the dendrimer that
follows is achieved by a combination of stretching bondlengths and increasing the effective
persistence length in the polymeric structure.
The integration of the effective forces with respect to the distance is straightforward
and results in the effective interaction potentials shown in Figure 7(b), that have the char-
acteristic Gaussian-like shape. The maximum that we observed in the force, corresponds
to the inflection point in the potential where the concave switches to the convex behavior.
The maximum at zero separation distance are a measure for the energy cost of overlap-
ping dendrimers, which not surprisingly is highest for the smallest spacer length. This was
already anticipated from the snapshots of Figure 6 that reveal a more open structure on
augmenting the spacerlength thereby facilitating such configurations with respect to that
of the compact structure at P = 1.
5.3 Charged Dendrimers
If proper functional groups are incorporated during the synthesis procedure of dendrimers,
it is possible to influence the interaction between these macromolecules. In particular,
by employing groups that get protonated at low pH values, allow for an easy control of
the internal charge distribution that range from neutral to fully charge objects. Since we
consider an implicit solvent here, we mimic the effect of pH by adding charges to particular
chosen node monomers. To simplify the study of such charged structures, we restrict
ourselves to three cases only. The fully neutral dendrimer already discussed, a dendrimer
where every node carries a charge, and an intermediate structure where only the most outer
nodes are charged. In the case of our 4th generation dendrimers this means that they have
a total valency Z = 0, Z = 62, and Z = 32 respectively. Without loss of generality, we
assume the charges on a node will be a positive elementary charge. In order to maintain an
overall neutral system, negatively charged counter ions have to be added to the system.
In Figure 8 the effect on the conformations of dendrimers caused by changes in the
pH or charging the macromolecules, is illustrated by representative snapshots. The figure
shows configurations of a pair of these particles with spacer length P = 4 for each of the
three charge distributions and two different relative distances, i.e., the overlapping case of
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zero distance, and a distance equal to that of the radius of gyration where there is only a
partial overlap. From the snapshots one can already infer that increasing the charge results
in a monotonic swelling of the dendrimers, which is simply due to the internal electrostatic
repulsion between charged monomers. The counter ions can move freely in and out of
the dendrimer and are only loosely bound to the molecule. Only a small fraction, that
depends on the overall density, will leave the vicinity of either molecule. The presence
of counterions within the complex will, at least partially, screen the Coulomb interactions
between both dendrimers.74
The electrostatic interactions not only result in a significant swelling for both types
of charged molecules, but it also results in more intertwined rather than interpenetrating
conformation if the two dendrimers approach each other. In the intermediate charged case,
the stretching is less compared to the fully charged molecules. This is not only due to the
weaker overall charge, but also caused by the fact that the core by itself will be neutral
Figure 8: Snapshots from simulations of dendrimers withG = 4 and P = 4 at distanceD = 0σ for different pH
values of the solvent: (a),(b) fully charged dendrimers, (c),(d) dendrimers with end-groups charged, and (e),(f)
neutral dendrimers. The dendrimer’s centers of mass either coincide, (a),(c),(e) or are separated at a distance
D ∼= Rg , (b),(d),(f). Counterions are gray, neutral monomers are shown in pale colors, and charged monomers
in dark colors.
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and can facilitate some of the terminal monomers on back-folding. In fact in the case
of only terminally charged dendrimers the internal configurations of dendrimers become
approximately uniformly charged.53 The back folding of some of the branches is to a
lesser extent also found in the case of neutral dendrimers, where it is attributed to steric
interactions. Especially for higher generation dendrimers this effect is often encountered
due to the exponential growth of the density with generation shell.
It is not surprising that this visible change in structure is also reflected in the effective
interactions between charged dendrimers. The effective force, Eq. (86), can be measured
by the same method as discussed for the neutral dendrimers, except that now also the free
counterions contribute to the total force acting on the center of mass of each individual
dendrimer. In Figure 9 the results of these measurements are shown for the three types
of charge distribution, as well as for different spacer lengths. The shape of the forces
indicate that the underlying potentials are of Gaussian shape, in agreement with other work
published on this topic.51, 52, 66
On raising the overall charge of dendrimers from Z = 0 to Z = 62, we observe a
monotonic increase in the effective force. Depending on the spacer length, the maximum
that the force attains lies between two and three times that of the force between neutral
dendrimers. At the same time its range is enhanced due to the swelling of the molecule
originating from the internal electrostatic repulsive interactions. At large separation, the
interaction shows the typical Yukawa-like decay found for charged molecules screened by
solvent and counterions. If the mutual distance between the dendrimers is decreased the
force rises until a distance of about D ∼= 1.2Rg is reached. For shorter distances the force
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Figure 9: The effective force, F , between G = 4 dendrimers with number of spacer segments (a) P = 1, (b)
P = 2, (c) P = 4, and (d) P = 6 at different pH values of the solvent. The total charge of a dendrimer is
denoted by Z.
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decreases and drops to zero at zero distance. A change in the spacer length has relatively
little effect on these observations. The main consequences of increasing the length of the
chain segment between nodes in the dendrimer, is that it results in an increased overall
size of the dendrimer and the corresponding change in range of the interaction. Closely
related to that, is the fact that this also weakens the strength of the interactions, because
the longer spacers allow more freedom to avoid both steric and electrostatic interactions
as well as it makes it easier for the counterions to explore the inner regions and screen the
bare interactions more efficiently.
5.4 Effect of salt
So far we only discussed the effect of the different charge distributions of dendrimers in an
implicit solvent that, in order to maintain an overall charge neutrality, has been completed
with the appropriate number of monovalent counterions. We can however still influence the
interaction between the macromolecules further by for instance the addition of salt. Within
the current model this means the addition of an equal number of positively and negatively
charged ions with the same short-range, repulsive Lennard-Jones interaction (81) as all
other monomers and counterions. Here we consider three different typical concentrations
of the salt corresponding to 0.05, 0.10, and 0.50 mol/l. Note that the number of ion-pairs
this corresponds to depends on the size of the simulation box.
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Figure 10: The effective force, F , between fully charged dendrimers with number of spacer segments P = 1
[(a),(c)] and P = 2 [(b),(d)] at different salt concentrations cs, where the salt ions are either monovalently
charged [(a),(b)] or divalently charged [(c),(d)]. The forces for neutral dendrimers without salt are shown for
comparison.
The effective force measured for the different salt concentrations are shown in
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Figure 10(a) and (b) for the case of fully charged dendrimers with spacer length P = 1
and P = 2 respectively. In order to interpret the results, the interaction for uncharged den-
drimers are also shown. For the case P = 1, we find that there is no dependence on the salt
concentration, in fact the four salt concentrations, that is including no added salt, coincide
over the whole range. For the longer spacer P = 2, we see that for the short distances
the force is still unaffected, but for larger distanced decreases slightly upon increasing the
salinity. This can be understood in the light of the fact the P = 1 dendrimers have a very
compact structure that does not allow for additional salt ion-pairs the explore the interior
of the structure. By increasing the spacer to P = 2, more volume is created that will
be accessible to salt molecules, and more so in outer shells of the dendrimer. In so do-
ing, the combined counterions and salt ion-pairs are capable of screening the electrostatic
interactions more efficiently and reducing the effective force at larger separations.
A more interesting situation arises when we replace the monovalent salt used above
by divalent salt. Upon increasing the concentrations, the effective forces are significantly
reduced in the case of spacer length P = 1 approaching the interaction of neutral den-
drimers. In the case P = 2 the forces for the three non-zero concentrations nearly collapse
on the neutral case. The divalent ions are much more efficient in screening the interactions
than the monovalent ones. In addition, a single divalent ion can replace two monovalent
ions. What is happening here is that the monovalent counterions originally found within the
dendrimer are expelled and replaced by divalent salt ions, because this reduces the steric
interaction in the interior. This is advantageous for another reason, because by having two
counterions in bulk rather than a single divalent ion the entropy is increased. The compact
structure of the P = 1 dendrimer still obstructs this process, but already for the P = 2
spacer length this more efficient screening almost eliminates the Coulomb contribution to
the effective interaction.
6 Ring Polymers
Ring polymers are macromolecules obtained by joining together the two free ends of a lin-
ear polymer chain. They are the most characteristic prototype of topologically constrained
molecules,82 that allow to appreciate how the mere operation of “closing” a linear polymer
chain has profound impact on the structural and dynamical properties of single molecules
and concentrated solutions of the same alike.
Interest in ring polymers dates many decades ago, as is witnessed, e.g., in three pio-
neering papers on the subject: in the work of Frank-Kamenetskii et al.,83 the notion of
the topological interaction between two rings has been introduced and analyzed quanti-
tatively, which arises from the non-concatenation condition of the same; in the work of
Grosberg et al.,84 the crumpled globule model of rings in the melt has been put forward,
making a strong distinction between the structures of linear- and ring-polymer melts; and
finally, Obukhov et al.85 have put forward an annealed lattice-animal picture of a ring
polymer in a melt, deriving thereby novel scaling laws for the diffusion coefficient and
the longest relaxation time of a ring, and thereby revising earlier predictions.86, 87 De-
spite their conceptual simplicity and their highly interesting characteristics, the study of
ring polymers, both experimentally and theoretically, is confronted with many obstacles.88
From the theoretical point of view, the main difficulty of rings in comparison to their linear
counterparts lies indeed in the treatment of the topological constraints, which, inter alia,
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prevents the formulation of the problem in terms of a field-theoretical approach89 that has
proven extremely fruitful for the treatment of solutions or melts of linear chains. On the
experimental side, the main problems are related to the difficulty of controlling the syn-
thetic processes so as to obatin monodisperse rings of identical knotedness. Accordingly,
computer simulations have emerged as an indispensable tool for the analysis of static and
dynamic properties of ring polymers and their solutions.88, 90–113, 89 A great deal of interest
in ring polymers is motivated by their biological relevance. Indeed, biopolymers such as
DNA or chromosomes are often found in a topologically constrained state when they are
packed within cells or eukariotes.114–116, 84 In 1993, Grosberg et al.84 demonstrated that
molecules that have a topological constraint appear to be able to survive longer in an out-
of-equilibrium state that allows for more compact structures, therefore hypothesizing that
the long-lasting problem of packing of, e.g., chromosomes in eukaryotes that could not be
explained by packing of linear biopolymers, could be solved by adding a topological con-
straint. Proteins and DNA display a rich variety of topological effects, both structural and
dynamic. For example, the DNA of bacteria is present in the traditional double-helix form,
but contrarily to what happens for eukaryotes, they have circular chromosomes contained
in a DNA helix is closed into a ring.117 Formation of knots along the backbone of DNA
and their location in dependence of the varying rigidity along the backbone of the macro-
molecule in the bulk118 and in confinement119 are another manifestation of the importance
of topological concepts for biologically relevant processes.
At the single-molecule level (equivalent to the infinite-dilution limit of a polymer so-
lution), topology manifests itself in various ways. Although the infinite-dilution gyration
radius of the rings, Rg,0, scales with monomer number N with the same, Flory exponent
ν = 0.588 as the linear chains in athermal solvents (Rg,0 ∼ Nν), topology effectively
expresses itself as a larger excluded-volume parameter, resulting into a lowering of the
Θ-temperature of the rings in comparison to that of the linear polymers.120, 111 A related,
remarkable effect is the fact that in contrast to ideal (i.e., without excluded volume) linear
polymers, ideal ring polymers experience an effective repulsion between molecules that is
purely due to the additional topological constraint of closing each chain into a loop,121, 112
leading to a scaling Rg,0 ∼ Nν that is identical to that of self-avoiding rings.
The effects of topology become even stronger at higher concentrations, and in particu-
lar at those exceeding the overlap density of the rings. Whereas the concentration screens
out the excluded-volume interaction for linear chains, resulting into Gaussian statistics be-
tween the correlation blobs of the same,122 the topological potential between different rings
cannot be screened out.
Solutions of ring polymers present a melt viscosity that is lower by one order of mag-
nitude with respect to a solution of linear chains in the same density and solvent condi-
tions.123–126 Investigations on melts of unknotted, non-concatenated rings88, 93–95, 91 have
shown that they display a higher diffusivity88, 93–95, 91, 127, 104 and that the Rouse regime ex-
tends to larger scales than in their linear counterparts.100 Rheological experiments128 and
simulations104 have revealed a power-law stress relaxation, instead of the usual reptation-
like exponential behavior found for linear chains. Semiflexible rings, on the other hand,
feature a particular form of self-organization in semidilute solutions, forming a disordered
state of columnar clusters penetrated by other rings,112 and displaying an unusual dynamic
scenario in which the coherent and the incoherent correlation functions are decoupled from
one another, resulting into a state that has been termed cluster glass.113
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Figure 11: A sketch of a coarse-grained polymer ring chain (red) in a solution of full monomer molecules (grey).
It is evident, thus, that the properties of topologically constrained molecules in the
semi-dilute regime are extremely difficult to access, both via theoretical approaches and
with computational studies. The difficulty of the latter increases with polymer size and
density of polymers in solution, as the bigger the ring and the more rings in solution, the
more the monomers to simulate, and the topological tests required in order to preserve the
original topology of the system. It therefore becomes of crucial importance being able to
analyze, simulate and access the semi-dilute regime for molecules with a ring architec-
ture. A full-monomer detailed representation of semi-dilute solutions, due to both the high
number of monomers that it would be necessary to simulate and the high number of topo-
logical checks that would be needed, appears to be quite prohibitive if simulations have
to be performed for very large polymers in density regimes close and above the overlap
concentration, and therefore a coarse-grained approach is called for.
The simplest coarse-graining strategy amounts to replacing the entire ring with a sin-
gle effective coordinate, usually chosen to be the molecule’s center of mass,101, 102 in close
analogy with the case of linear chains.34 This single-blob representation of the rings al-
ready expresses some of the distinct features related with the ring topology: the resulting
effective interaction has a very different amplitude and shape with respect to the Gaus-
sian effective interaction of linear chains,102 a feature that has been recently rationalized in
terms of the strong asymmetry in the sizes of two interpenetrating ring polymers, stemming
from the threading of one through the other.129 Further, the single-blob approach is sensi-
tive to the type of knotedness of the rings, at least for moderate sizes of the same.102, 130, 129
6.1 The full-monomer models
To represent the ring polymers, monomers are modeled as hard-spheres of diameter d and
the connections among them are implemented as threads of maximal surface-to-surface
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extension δd (δ > 1). Accordingly, the monomer-monomer interaction Vmm(r) and the
bonding interaction Vbond(r), where r is the distance between the monomer centers, read
as:
Vmm(r) =
{∞ for rd < 1
0 for rd > 1
(87)
acting among all monomers and
Vbond(r) =
∞ for
r
d < 1
0 for 1 < rd < 1 + δ∞ for rd > 1 + δ
(88)
for connected ones. Within this representation, we prevent crossing of the bonds of the
rings and thus conserve all of the intra- and inter-molecular topology avoiding any acciden-
tal concatenations, by setting δ = 0.2 and choosing the Monte Carlo (MC) displacement
step to be less or equal to δ.
6.2 Effective pair interactions between two rings
As mentioned in the introduction, properties of ring polymer solutions in the semi-dilute
regime are very interesting. If big molecules have to be simulated, both the high number
of monomeric units and the topological tests required to simulate the system grow with
increasing molecule size and number of molecules in solution till becoming prohibitive.
A possible way to simulate those systems is to extract effective interactions between the
centre of masses of the molecules and then use such effective interactions to represent the
polymer chains. We will in this section deeply analyse how to compute the enter-of-mass
effective interactions between two ring polymers with the Widom insertion method101, 102
Veff(R). non interacting two ring polymers,H have the general form:
H = H11({rN}) +H22({sN}) +H12({rN , sN}), (89)
where {rN} and {sN} are the collective coordinates of the segments of polymer 1 and
2, respectively, H11({rN}) and H22({sN}) are the intra-ring parts of the Hamiltonian
and H12({rN , sN}) contains all the inter-ring interactions between the segments. The
canonical and topologically faithful partition function ZT is given as
ZT =
∫ ∫
drNdsN exp[−βH]T . (90)
Note the usage of the notation ZT and exp[−βH]T with the T -superscript. This indicates
that, in addition to the usual Boltzmann weight, expressed in the exponential factor of
the Hamiltonian, there is an explicit exclusion from the partition sum of all microstates
that lead to concatenated rings. In what follows, a T -superscript will always be used to
indicate the presence of this topological constraint, whereas its absence will denote a usual
partition sum, in which concatenated configurations are allowed. Additional constraints
on the coordinates can be formally handled by, e.g., introducing appropriate δ-functions in
the integrand of Eq. (90). The separation between the centers of mass, for instance, can be
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formally fixed at a distance R = |R| to define the constrained partition function ZT (R)
as:
ZT (R) =
∫ ∫
drNdsN exp[−βH]T δ
(∣∣∣∣∣ 1N
N∑
i=1
(ri − si)
∣∣∣∣∣−R
)
. (91)
With the help of ZT (R) given in Eq. (91), the effective interaction Veff(R) between
the centers of mass of the molecules is defined as:
exp [−βVeff(R)] ≡ Z
T (R)
ZT (R→∞) =
ZT (R)
Z(R→∞) , (92)
where we have taken into account that when two finite rings are infinitely far apart from one
another, they are also non-concatenated, thus one can setZT (R→∞) = Z(R→∞). By
multiplying and dividing the right-hand side with Z(R), one can decompose the effective
interaction Veff(R) into its steric part Vsteric(R) and the topological potential VT (R):
Veff(R) = Vsteric(R) + VT (R), (93)
the two terms on the right-hand side being expressed as
exp [−βVsteric(R)] = Z(R)Z(R→∞) (94)
and
exp [−βVT (R)] = Z
T (R)
Z(R) . (95)
The steric potential Vsteric(R), Eq. (94), is thus expressed in the usual way in which ef-
fective interactions between macromolecular entities are defined in cases where topology
plays no role. Eq. (93) above demonstrates however, that for ring polymers, Vsteric(R) is
only part of the full story: an additional, topological term VT (R) must be added to it to
obtain the full effective potential Veff(R). Though, as it will be shortly shown, for two
rings VT (R) is only a small fraction of Veff(R), in concentrated solutions where steric in-
teractions are increasingly screened out, the topological interaction plays a very important
role in determining the conformations of the molecules and the correlations between them.
To compute the two contributions to the effective pair potential in the simulation, we
use a generalization of the Widom insertion algorithm.34, 22, 35 Our choice is guided by the
fact that as R → ∞, and since the inter-monomer potentials are short-ranged, the interac-
tion term H12({rN , sN}) vanishes identically and the denominator of Eq. (92) factorizes
into the product of the partition functions of two noninteracting rings. Concomitantly, Eq.
(92) can be re-expressed as
exp [−βVeff(R)] = (96)〈
exp
[−βH12({rN , sN})]T δ (∣∣∣ 1N ∑Ni=1(ri − si)∣∣∣−R)〉
intra
,
where the notation 〈· · · 〉intra indicates that the expectation value has to be calculated in
the ensemble of the non-interacting intramolecular HamiltonianHintra of two independent
rings:
Hintra = H11({rN}) +H22({sN}). (97)
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It might appear at first sight paradoxical that one is capable of expressing a constrained
free energy as the expectation value of some quantity. However, as Eq. (92) readily shows,
Veff(R) is a difference between two constrained free energies, one at separation R and
the other at infinite separation. Free energy differences can indeed be calculated very
efficiently in computer simulations.
As mentioned in 3.3 the Widom insertion method has proven successfull in extracting
effective itneractions between macromolecules. In the case of ring polymers, it must be
emphasized that the arbitrary insertion of one ring in the neighborhood of another always
entails the risk of producing a concatenated pair. Therefore, due care has to be taken a
posteriori to exclude such cases from the calculation of the expectation value in Eq. (97).
For the case at hand, we proceeded as follows. For each insertion step we randomly se-
lect two molecules from an ensemble of L = 104 isolated ring equilibrium configurations.
We then compute, for all possible L = L(L−1)/2 combinations of the equilibrium config-
urations, the probability PTS(R) of bringing the centers of mass of the two molecules at a
distance R, under the condition that both the topological (T ) and the steric (S) constraints
are fulfilled. To this end, the following procedure has been followed. Each microstate
µ(R) in which the centers of mass of the two rings are separated by R is first checked
for steric interactions and it is provisionally accepted with a steric hindrance acceptance
probability paccS (µ(R)) given by:
paccS (µ(R)) = exp[−βH12(µ(R))], (98)
which never exceeds unity, since all cross-ring interactions are repulsive. In this way,
LS(R) out of L configurations survive the steric test.d
To account for inter-winding of the two rings, we compute the Gauss linking number,
m, which is a measure of the degree of concatenation of two molecules.121, 101 For any
microstate µ(R), m is given by
m(µ(R)) =
1
4pi
∮
C1
∮
C2
(dr× ds) · (r− s)
|r− s|3 , (99)
where the r- and s-integrations run along the closed contours of the ring polymers C1 and
C2, respectively. When m 6= 0 the two molecules are concatenated, while m = 0 implies
non-concatenation.e Accordingly, the probability of acceptance for the combination of
steric and topological constraints, paccTS(µ(R)), reads as
paccTS(µ(R)) = δm,0p
acc
S (µ(R)). (100)
In this way, the number of accepted configurations is further reduced from LS(R) to
LTS(R) and the effective interaction is computed as
βVeff(R) = − ln
[LTS(R)
L
]
= − ln [PTS(R)] . (101)
dNote that for Model I the exponential factor at the right-hand side of Eq. (98) is either zero, if any two monomers
of the two rings overlap, or unity, otherwise, and thus the survival of a microstate is not any more a matter of
chance.
eThis is not entirely correct. Although m 6= 0 always implies the existence of concatenation, the opposite is not
true, since there are some particular situations, such as the Whitehead link, for which m = 0. We have ignored
these special cases here.
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The steric part, Vsteric(R), is calculated as −kBT times the logarithm of the probability
PS(R) of passing the steric requirements, i.e.,
βVsteric(R)] = − ln
[LS(R)
L
]
= − ln [PS(R)] . (102)
The topological potential is now easily obtained with the help of Eqs. (93), (101) and (102)
as −kBT times the logarithm of the ratio of the number of configurations fulfilling the
combination of T - and S-conditions over those fulfilling only S:
βVT (R) = − ln
[LTS(R)
LS(R)
]
= − ln [PT |S(R)] . (103)
In the last equation, we introduced the conditional probability PT |S(R) that a given con-
figuration will fulfill the topological constraints provided it fulfills the steric ones. This
follows immediately from Eqs. (101)-(103) above as a corollary of the rule for calculating
conditional probabilities:
PT |S(R) = PTS(R)PS(R) . (104)
For purely repulsive monomers, the contribution Vsteric(R) is positive, since the prox-
imity of the two molecules restricts the number of conformers for both, thereby reducing
the entropy of the system. This is also evident from Eq. (102) above, valid only for re-
pulsive interactions, which expresses βVsteric(R) as minus the logarithm of a probability
and it thus implies βVsteric(R) ≥ 0 for all R. However, in solvents of worsening quality,
for which enthalpic terms would be present in the intermonomer interactions, this quantity
can indeed develop attractive parts for some ranges of the intermolecular separation.22, 111
The topological potential, on the other hand, is given as βVT (R) = − ln
[ZT (R)/Z(R)],
and the numerator of the ratio within the logarithm is always smaller than its denomina-
tor, since those microstates that violate the non-concatenation condition are included in
the partition sum Z(R) but excluded from ZT (R). Topology sets forth a constraint that
inadvertently reduces the number of permissible microstates, therefore the topologcal con-
tribution βVT (R) is non-negative at all R, independently of the microscopic details of the
model. Still, a weakly attractive, topological effective force FT (R) = −∇VT (R) can
emerge between two rings at moderately small values of their separation, R ≤ Rg,0/2, see
below.
Results for the effective and topological potentials Veff(R) and VT (R) are reported in
Figure 12 The topological effective potentials obtainedl are quantitatively comparable to
those predicted by Hirayama et al.,121 who employed the self-avoiding polygon model, by
Bohn and Heermann,101 who performed lattice simulations, as well as by Narros et al.102
in their off-lattice simulations. As predicted by the various authors, VT (R) is positive and
it displays a maximum at R ∼= Rg,0/2, which accounts for about 13% of the maximum
value of the total effective potential.
Coarse-graining a ring polymer with a single effective potential has been proven to be
a good approach up to densities of the order of the overlap density ρ∗. As soon as the con-
centration approaches ρ∗, the single blob representation looses its validity and many body
effects start playing an important role.102 It is possible to overcome the shortcomings of
the single-blob representatiob by switching to a so called “multi-blob” representation:5, 36
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Figure 12: The effective potential Veff(R) (left vertical axis) and the topological potential VT (R) (right vertical
axis) between the centers of mass of two flexible, unknotted and non-concatenated ring polymers.
each ring made of N monomers will be “broken into” a number of nB blobs, every blob
containing g = N/nB monomers. The number of blobs is chosen in such a way that each
coarse-grained entity is sufficiently small to be below its own overlap concentration, so
that many body effects play a minimum role and only pair overlaps are significant. Such a
coarse-graining model is extremely powerful and allows to explore the semi-dilute regime
of ring polymers without any loss of information with respect to full monomer simula-
tions. Static properties, such as the pair distribution funciton can be obtained with this
coarse-graining methodology for various densities and, as shown in Figure 13, the agree-
ment between the two representations is striking. It is important to stress that the multiblob
methodology allows to simulate arbitrarily long polymers at a small fraction of the com-
putational cost that would have been required in a full-monomer representation. For more
details, we refer the reader to Ref.36 and references therein.
7 Concluding Remarks
We have presented a concise exposure to the strategy of coarse-graining of complex fluids
by means of systematic elimination (“integrating out”) of degrees of freedom that are small
and fast in comparison to the ones in which we are interested. It must be emphasized, of
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Figure 13: The pair distribution functions g(R) between the centers of mass of unknotted, flexible and non-
concatenated ring polymers at various polymer densities ρ/ρ∗. Shown are results from both the full-monomer
simulations of Model I with N = 100 hard monomers per ring (for ρ/ρ∗ = 0.5, 1.0, 2.0, 3.0 and 4.0) and
the multi-blob simulation with nB = 50 blobs per ring. From bottom to top, densities are increased in steps of
∆ρ = 0.5ρ∗, starting from the value ρ = 0.5ρ∗. For clarity, each curve has been shifted up by an amount of 0.5
from the preceding one.
course, that their presence has a profound influence in the structure and the dynamics of
the bigger and slower degrees of freedom: therefore, they might be uninteresting but they
are not irrelevant, and therefore they cannot be ignored! The general formalism has been
put forward, which is valid for any classical system in thermodynamic equilibrium. In fact,
the formalism leading to the derivation of the effective Hamiltonian does not distinguish at
all between the small/fast and the big/slow degrees of freedom: the very same framework
is equally valid in case one is interested in eliminating the big degrees of freedom in favor
of the small. This unusual state of affairs is, however, just an academic exercise: on the
one hand, it is of little or no practical advantage and on the other the effective interactions
that would result in such a case would be heavily many-body in nature.
We have also presented some concrete examples of coarse-graining, in which a full
bridging of the length scales has been achieved: from the monomer-monomer interactions
(microscopic) to the effective interactions and structure (mesoscopic) all the way to the
thermodynamic phase behavior (macroscopic). The microscopic interactions set forth were
of some generic nature, based on a non-specific modeling of the steric and the dispersion
251
forces. A more detailed calculation there would begin at the level of quantum mechanics,
and the solution of a many-body electronic-structure problem would be required to derive
effective atom-atom potentials starting, essentially, from the Schro¨dinger equation,131 a
topic which is beyond the scope of this Chapter. Finally, we emphasize that the contents
of this Chapter are limited exclusively to equilibrium properties. For extensions of the
notion of the effective interaction to systems out of equilibrium, we refer the reader to the
literature132 and references therein.
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In Brownian dynamics (BD) simulations, solute particles diffuse in a solvent that is modeled
as a continuum that influences interparticle forces, and exerts stochastic and frictional effects
on particle motion. BD simulations provide a powerful tool to study biomolecular recogni-
tion processes accounting for hydrodynamic interactions. They can, for example, be used to
compute bimolecular association rate constants, to dock molecules to predict the structure of
their complex, and to investigate the effects of macromolecular crowding on molecular associ-
ation processes. Biomolecular recognition occurs in an aqueous ionic environment. The first
few hydration layers surrounding a biomacromolecule or above an inorganic surface or a lipid
membrane show deviations in behaviour from bulk solution. These deviations arise from the
particulate nature of water and ions, and the ability of water molecules to make hydrogen bonds
and to polarize. The main challenge in constructing continuum solvent models is to not only
model the bulk solvent properties but also to provide a reasonable approximation of the effects
of the surface and interfacial solvent on biomolecular interactions. Here, we describe the solva-
tion models used in BD simulations to investigate biomolecular recognition, and discuss their
advantages and disadvantages and possible future improvements.
1 Introduction
An accurate understanding of how biomolecules interact in solution, both with each other
and with small molecules, is of vital importance to the understanding of biological cellular
processes. While full atomic detail simulation of all solutes and the aqueous environment
of the cell offers a way to investigate these processes, the size and diversity of the sys-
tem, along with time scales involved presents a problem that is currently computationally
intractable. Continuum solvent (CS) simulations of biomolecules offer one approach to
reducing the computational complexity.
In this paper, we discuss the use of CS representations in the modeling of molecular in-
teractions and the simulation of biomolecular diffusion. We first introduce the BD method
(Section 1.1) and the Simulation of Diffusional Association (SDA) software developed in
our group (Section 1.2). In Section 2, we describe various CS models and discuss those
used in BD simulations. In Section 3, we consider some of the challenges to using CS
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models due to the loss of resolution in a continuum representation, and describe some of
the methods developed to meet them. In Section 4, we describe efforts to incorporate hy-
drodynamic interactions in BD simulations, which are important to correctly model the
kinetic behaviour of solutes in solution.
1.1 Brownian Dynamics Simulation
BD simulation is a method to simulate the diffusional motion of solutes with a CS represen-
tation. The effects on the interactions between solute atoms of solvent atoms are described
by an implicit solvation model and stochastic forces mimic the effects of solvent vibrations
due to thermal fluctuation. In BD simulations, a commonly used approach to propagate the
trajectory of N particles is to use the algorithm developed by Ermak and McCammon1 in
which the displacement of particle i in a time step ∆t is described by
∆ri = ∆t
N∑
j=1
(
∂Dˆij
∂rj
+
Dˆij
kBT
· Fi
)
+ Ri (1)
where Dˆij is the 3×3 hydrodynamic diffusion tensor between particles i and j (see Section
4), Fi is the systematic force acting on particle i and Ri is a vector describing a random
displacement of i, sampled at each simulation step from a Gaussian distribution of mean
zero that satisfies the variance-covariance relation
〈RiRj〉 = 2Dˆij∆t (2)
for all values of i and j.
If hydrodynamic interactions can be assumed to be negligible, the tensors in Equation 1
where i 6= j, and the off-diagonal elements of the i = j tensors, can be set to zero. If the
diffusive motion is assumed to be isotropic, the diffusion tensor of each particle i can be
replaced by a scalar, and the translational displacement of particle i can be given by
∆ri =
∆t
kBT
Di · Fi + Ri (3)
where ∆ri is the three-dimensional displacement of particle i in the current BD step, Di
is the isotropic infinite dilution translational diffusion coefficient of particle i and Fi is
the force vector acting on i prior to the Brownian dynamics move. The vector Ri is ran-
domly assigned at each time step, from a Gaussian distribution centred on zero and variance
〈R2i 〉 = 6Di∆t. Analogous equations can be used to simulate the rotational diffusional
motion of the particles.
1.2 Simulation of Diffusional Association (SDA)
The SDA BD software package was originally developed by Gabdoulline and Wade for
the calculation of bimolecular association rate constants for protein-protein association.2, 3
The diffusional motion of biomolecules is modeled using rigid molecular conformations
and the simplified Ermak-McCammon algorithm given in Equation 3. In addition to rate
constant calculations, SDA has also been used to calculate protein electron transfer rates,4
to predict the structures of protein-protein diffusional encounter complexes5 and to inves-
tigate the interactions of proteins with a gold surface,6 see Figure 1.
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Figure 1: Illustration of systems that can be simulated using SDA. Diffusional association of two macro-
molecules, such as two proteins, to compute the rate constant for association or the diffusional encounter complex
(top); diffusional association of a protein and a surface such as a metal surface (middle); and diffusion and asso-
ciation of many proteins which may take place in the presence of a surface (bottom).
Mereghetti et al7 extended SDA to allow many macromolecular solute molecules to
be simulated in a periodic simulation box. The resulting software, Simulation of the Dif-
fusional Association of Many Molecules (SDAMM), has been used to investigate protein
diffusional properties,7 protein oligomerisation and interactions with a graphite surface,8
and the effects of macromolecular crowding.9, 10
More recently, the SDA package for simulating two solutes and the
many molecule SDAMM package have been combined into a single distri-
bution, SDA 7, that is available as both a downloadable software package,
that includes the main simulation engine and preparation and analysis tools
(http://mcm.h-its.org/sda7/doc/doc_sda7/index.html), and an
interactive webserver (http://mcm.h-its.org/webSDA).
2 Continuum Solvent Models
CS models provide computationally efficient and physically intuitive treatments of the ef-
fects of solvent that are used in many of types of computation. They have, for example,
been applied to compute solute solvation energies, the pKa values of titratable sites in pro-
teins, and the binding free energies of macromolecular complexes.11 In BD simulations,
the forces between the molecules are computed using CS models. In the next subsection,
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we discuss how the different contributions to the solute solvation and binding free energies
can be computed. We then describe the CS model used for BD simulations in the SDA
software.
2.1 Contributions to Solvation and Binding Free Energies
CS models describe the solvent effects by the sum of polar or electrostatic terms and non-
polar terms. The solvation free energy of transferring a solute from vacuum into a solvent
at a fixed set of atomic coordinates can be written as
∆Gsolv = ∆Gel + ∆Gnp (4)
where the electrostatic (∆Gel) and non-polar (∆Gnp) contributions are approximated by
separate and, typically, independent approaches. Together, these terms can provide models
that describe phenomena that cannot be described by each alone, e.g. the hydrophobic
effect, and they both contribute to the binding free energies between solutes in a solvent.
In the following two subsections, a brief overview and discussion of the methods to treat
the polar and non-polar terms is given.
2.1.1 Electrostatic Contributions
A range of electrostatic models of varying complexity is available for the electrostatic
contribution (∆Gel) to the solvation free energy.11, 12 The simplest models for accounting
for solvent in treating interactions between solute charges employ Coulomb’s law with a
scaled relative dielectric constant. The most common treatment among these models is the
empirical scaling of the dielectric constant by making it linearly dependent on the distance
between charges, but other scalings, such as sigmoidal,13 are used as well. These distance-
dependent models are used in BD simulations with simple models of solutes, e.g. with each
solute represented by a sphere. For simulations in which the spheres represent a protein,
the net charge of the molecule can be placed at the centre of the sphere or distributed close
to the surface.
In biomolecular simulations, a position-dependent dielectric constant is often em-
ployed, where the solutes are considered as low-dielectric cavities ( = 1 − 4) embedded
in water represented as a high-dielectric solvent ( = 78 − 80). The most general and
accurate treatment of a system of solutes in ionic solution for computing the electrostatic
solvation free energy is to solve the Poisson-Boltzmann (PB) equation
−∇ · (r)∇Φ(r) + κ2(r) sinh Φ(r) = ρ(r) (5)
where Φ describes the electrostatic potential in an inhomogeneous dielectric medium with
a position-dependent dielectric permittivity function, (r), and ρ(r) is the density function
for the solute charges. The ions in the solvent are treated implicitly and assumed to be
distributed around the solutes according to a Boltzmann distribution. The distribution of
mobile ions in the solvent are accounted for, typically, with Debye-Hu¨ckel theory and
included in the equation with κ. The PB equation is a second-order partial differential
equation and can be solved analytically only for solutes of simple geometry. For complex
systems such as biomolecules, a numerical solution method is required and a variety of
finite difference, finite element and multigrid approaches are used. The PB equation can
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be linearized to facilitate solution of the equations by assuming that sinh Φ(r) ≈ Φ(r).
However, this approximation is not valid for highly charged solutes.
Solving the PB equation requires assigning partial charges in the solute and radii to the
solute atoms or particles. The radii are used to compute the dielectric boundary between
the solute and the solvent. For atomic detail solute models, the dielectric boundary can
be defined using different definitions of the solute surface (see Section 2.1.2). Some treat-
ments smooth the boundary for numerical reasons or to provide a better description of the
variation in  in the system. The effect of a sudden change in the  values at the bound-
ary, in particular, can be significant for computed solvation free energies. For proteins,
calculations show that the core generally has a lower  than the flexible side-chains on the
surface.14 Therefore, care must be taken in choosing an appropriate solute dielectric con-
stant as well as in treating the dielectric properties of the solute-solvent boundary properly.
For a general discussion on dielectric constants and dielectric boundaries, see Ref. 15, and
see Section 3.1 for a specific case.
Solution of the PB equation can be computationally demanding and therefore, in BD
simulations, approximations to the PB equation are used. The simplest approximation is
the test charge model. In this model, the electrostatic potential is computed by solving
the PB equation on a grid centred on one molecule (the target molecule). The other so-
lute molecule(s) in the system interact with the target molecule through the forces on their
(test) charges as they move over the target molecule’s electrostatic potential grid. The low
dielectric interior of the target molecule is accounted for by using an appropriate dielectric
constant and boundary with the PB equation, whereas that of the other molecule(s) with
the test charges is not accounted for. The neglect of the low dielectric interior can be par-
ticularly problematic for large macromolecules. This problem can be overcome by using
effective charges rather than test charges. In the effective charge model, ECM,16 effective
charges are computed for each solute prior to performing BD simulations. The values of the
effective charges are fit to reproduce the electrostatic potential computed by solution of the
PB equation (using a heterogeneous dielectric) in a shell region around the solute surface
using a uniform dielectric constant. During the BD simulations, forces between molecules
are computed using the effective charges in the same way as the test charges in the test
charge model. The effective charge model has been widely used. McGuffee and Elcock17
employed the ECM method in a BD simulation protocol to simulate 1000-molecule sys-
tems with all-atom models. Similar to ECM, the DiSCO (discrete surface charge optimiza-
tion) procedure18 was developed in order to reproduce electrostatic potentials obtained by
the non-linear PB equation using effective Debye-Hu¨ckel charges distributed on a virtual
surface around the biomolecule. Beard & Schlick applied their method to BD simulations
of nucleosome models with electrostatic interactions to study their condensation.19
Noteworthy is that the ECM model can be used for computing intermolecular forces
and energies but is not applicable to intramolecular forces in simulations with flexible
molecules. Thus, in programs like SDA (see Section 2.2) and Browndye20, the simula-
tions employ rigid-body models of the solutes (though SDA can describe the flexibility
of a molecule by switching periodically between a set of rigid conformations). Other BD
packages, such as BD BOX,21 SIMUFLEX22 and Brownmove,23 developed for flexible
simulation of coarse-grained models of biomolecules, make use of a screened Coulomb or
Debye-Hu¨ckel approximation for electrostatic interactions.
A number of CS models for electrostatic interactions of intermediate complexity be-
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tween a simple Coulomb interaction and solution of the PB equation have been developed.
The dielectric variation between the solute and solvent regions can be accounted for by
computing the burial of the charges in the solute and using this for a rescaling of the di-
electric constant in Coulomb’s law or using a method of image formalism assuming a
planar boundary between the solute and the solvent.24 A commonly used empirical alter-
native to the PB-based methods is the Generalized Born (GB) model which includes the
self-energy contribution from individual atoms and an atom-pair correction.25, 26 The GB
approximation extends the spherical Born model to cavities of complex shapes. Although
less accurate, the GB method is computationally cheaper than solving the PB equation and,
therefore, commonly used in implicit solvent MD simulations. As with the PB equation,
solution of the GB model depends on empirical parameters, such as the effective radii of
ions. Such intermediate CS models could be applicable in BD simulations of biomacro-
molecules.
2.1.2 Non-polar contributions
The non-polar solvation free energy, ∆Gnp, can be considered to consist of three major
energetic terms
∆Gnp = ∆Gcav + ∆Garr + ∆Gatt (6)
The first and the second terms in the equation above describe the energetic costs, re-
spectively, of creating a cavity in solvent to accommodate a solute molecule and of re-
arranging the water molecules at the solute-solvent interface. Together, they represent the
repulsive contributions from solute-solvent interactions to the overall solvation free energy.
The third term, on the other hand, describes the attractive van der Waals dispersion interac-
tions between the solute and the solvent. In the simplest models of ∆Gnp, it can be calcu-
lated using a single surface area or volume-dependent term. Alternatively, the cavity and
interface contributions to ∆Gnp can be estimated by simple volume and solvent accessible
surface area (SASA) dependent functions, respectively, and the van der Waals interactions
estimated by surface integral-based methods.27–29 A number of different schemes exist for
separating ∆Gnp into attractive dispersive terms and repulsive terms.30 Full models to cal-
culate non-polar solvation energies by computing each of the terms individually31, 32 have
been shown to be more accurate in reproducing the explicit solvent solvation than those that
approximate the total free energy by SASA (only or with volume) dependent functions. In
order for mean-field and other approximations in these models to reproduce the overall
non-polar solvation forces and energies, parameters such as surface tension and probe ra-
dius to define the SASA of a solute need to be parameterized. Therefore, applications of
the models to different types of molecules require extensive calibration and testing. One
of the full models developed32 demonstrated that, while the model reproduced the mean
non-polar solvation forces accurately for a protein in solvent, it failed to estimate solvation
energies of small alkane solutes correctly, necessitating readjustment of the solvent probe
radius to 0.65 A˚, which is much smaller than the traditional 1.4 A˚ water probe radius, in
order to match the experimental solvation energies of these molecules. In cases when they
are accurate, the models developed for dilute solute-solvent systems fall short in calcu-
lation of non-polar desolvation free energy of macromolecules forming complexes, since
perturbations of the structure and changes in the density of the interfacial solvent due to a
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second solute cannot be accurately approximated by mean field methods. In many cases, a
simple surface-area dependent term to describe non-polar contributions to binding is em-
ployed. The parameterisation of this term depends on the definition of the surface used:
the SASA of an atomic detail solute (defined by the centre of an interacting probe solvent
sphere) is greater than the molecular surface (MS) of a solute (defined by the contact and
reentrant surfaces of an interacting probe solvent sphere). Such a SASA-based non-polar
desolvation free energy term is employed in SDA (see Section 2.2).
The effective boundary definition between the solute and the solvent depends on non-
polar as well as electrostatic interaction energy terms. However, the solute-solvent bound-
aries are usually defined only for the term they are intended to be used for. To address
this issue, the Variational Implicit-Solvent Model (VISM) was developed for coupling the
electrostatic and non-polar energy terms.33–35 In this approach, the Gibbs free energy of
the solvent is minimized with respect to a function for solvent volume exclusion, giving the
solvent-accessible surface of the solute as output. Although VISM offers some advantages
over other commonly used methods, such as boundary selection based on radii parameters,
it requires further calibration. Furthermore, it is very costly to solve the PB equation for
each of the optimization steps and therefore applications of VISM are currently limited.
2.2 Treatment of the Effect of Solvent on Interaction Energies and Forces in SDA
Using the PB equation to calculate the electrostatic interactions between all solutes at each
step of a BD simulation is costly. To reduce the computational cost of calculating these
interactions, SDA exploits the fact that the electrostatic field produced by a rigid solute
can be approximated as constant throughout a trajectory. This allows it to be computed
prior to simulation, and for the interaction at each simulation step to be modeled as the
interaction of a set of effective charges (see Section 2.1.1) on one solute with a constant
field surrounding its interacting partner.
The electrostatic model used in SDA was described by Gabdoulline and Wade,16 and
was first applied to study the diffusional association of the extracellular ribonuclease bar-
nase with its intracellular inhibitor barstar.2, 3 Three-dimensional models of the solutes are
generated with appropriate protonation states of the titratable groups for the experimental
conditions of interest. Atomic partial charges and radii are assigned from a suitable force
field and the PB equation is solved for each solute using an external PB solver to generate
the molecular electrostatic potential grids, Φel(ri).
During simulations, the electrostatic interaction energy between a pair of solutes is
modeled as the interaction of effective charges (see Section 2.1.1) on one solute with the
potential field of another, according to
∆G1−2el =
1
2
∑
i1
qi1 Φel2(ri1) +
1
2
∑
i2
qi2 Φel1(ri2) (7)
where Φeln(rim) is the electrostatic potential of solute n at the position of charge site i on
solute m. The factor of 12 is required to avoid double-counting of the two-body potential.
The long range inverse distance dependence of electrostatic interactions means that the
precomputed potential grids need to be sufficiently large that the electrostatic potentials
at the grid boundaries are so small that truncation errors are negligible. This can require
the use of large grids that create a significant memory burden on the calculations. This is
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particularly a problem during simulations at low ionic strength conditions, where the low
ionic screening means that the potential decays slowly with distance. Mereghetti et al36
introduced a long range Debye-Hu¨ckel correction into SDA to address this problem, while
removing the need for large grid sizes. At small separations, electrostatic interactions are
modeled using the grid-based approach described above. At larger separations, where the
electrostatic field surrounding a solute is approximately spherically symmetric, electrostat-
ics are modeled as the interaction of a pair of Debye-Hu¨ckel spheres with charges z equal
to their net effective charges and radii a equal to their Stokes hydrodynamic radii. The
resulting correction takes the form
∆G1−2DH (r) =
z1z2e
2
l e
−κ(r−(a1+a2))
4pi0sr(1 + κ(a1 + a2))
(8)
where el is the elementary charge, 0 and s are the permittivity of vacuum and the sol-
vent relative dielectric constant, respectively, and κ is the inverse Debye length, which is
dependent on the solvent ionic strength.
When two diffusing solutes approach each other closely, the cost of desolvating the
charges on the solutes should be accounted for. This is done in the approximation to the
PB forces used in SDA by computing an electrostatic desolvation term describing the in-
teraction between point charges on one solute and low dielectric spherical cavities in the
interacting solute.16, 37 This term is again computed using precomputed grids, the electro-
static desolvation contribution to the free energy of interaction between a pair of solutes
given by
∆G1−2edesolv =
∑
i1
q2i1 Φedesolv2(ri1) +
∑
i2
q2i2 Φedesolv1(ri2) (9)
where qim is an effective charge on solute m and Φedesolvn(rim) is the electrostatic des-
olvation potential of solute n at the position of this effective charge, defined at a point r
by
Φedesolv(r) = α
s − p
s(2s + p)
∑
j
a3j
(1 + κrj)
2
r4j
e−2κrj (10)
where s and p are the solvent and solute dielectric constants, respectively, κ is the inverse
of the Debye length and α is an empirical parameter used to scale the interaction strength.
The sum in Equation 10 runs over all solute atoms j of radius aj and rj is the distance
from atom j to point r.
The reduction in the total solute/solvent interface when two solutes form a binding
interface results in a favourable non-polar contribution to their interaction free energy. In
SDA, this non-polar interaction is modeled by using a surface-area dependent term given
by4
∆G1−2np =
∑
i1
SASAi1 Φnp2(ri1) +
∑
i2
SASAi2 Φnp1(ri2) (11)
where SASAim is the solvent accessible surface of atom i in solute m and Φnpn(rim) is
the non-polar desolvation potential of solute n at the position of atom i in solute m. The
266
non-polar desolvation potential at a point r is given by the conditional expression
Φnp(r) = βc

1 rmin < a
b−rmin
b−a a < rmin < b
0 rmin > b
(12)
where rmin is the minimum distance from point r to an atom on the surface of the solute,
while a describes the maximum distance from the solute surface at which a probe atom is
considered to be completely desolvated by the solute and b the minimum distance a probe
atom can be from the solute surface while remaining completely solvated. Parameter β is
the constant of proportionality between the total change in surface area and the change in
interaction free energy, and parameter c is present to normalize the sum in Equation 11.
The repulsive interactions that prevent solutes from overlapping are modeled in two
ways in SDA. In the first method,2, 3 an excluded volume check is performed following
every BD move to check that no atoms in one solute have overlapped with the solvent ac-
cessible surface of another. If an overlap is found, the BD move is repeated with a different
random displacement until a configuration with no overlap is created. This overlap check
can be expensive when simulating the dynamics of many solutes, so it can be replaced with
a soft-core repulsive term,7 that is calculated using precomputed grids with
∆G1−2rep =
∑
i1
Erep2(ri1) +
∑
i2
Erep1(ri2) (13)
where Erepn(rim) is the soft-core repulsive potential of solute n at the position of surface
atom im of solute m. The soft-core repulsive potential surrounding a solute with surface
atoms i, radius ai, is given by
Erep(r) = γ
∑
i
1
(aiσ )
nexp + |r− rnexpi |
(14)
where γ, σ and nexp are suitable parameters.7
3 Challenges Due to the Particulate Nature of Water and Ions
CS models provide a good balance between accuracy and computational efficiency and are,
therefore, commonly used in computer simulations of biomolecules. However, the compu-
tational efficiency comes at the cost of falling short in reproducing the effects of explicit
solvent as the properties of the water at solute-solvent interfaces deviate significantly from
those of bulk solvent.38 Current implicit solvent models take into account the screening
effect of the bulk solvent and hydrophobic solvation effects, leaving the permittivity and
granularity of interfacial solvent atoms that cannot be described by the macroscopic bulk
properties out of the equation. These microscopic features contribute to the structure and
the dynamics of the interfacial solute atoms and mediate biomolecular association. In this
section, we will discuss the significance of certain local solvent properties and their impact
in CS methods.
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3.1 Relative Permittivity of the Water
Different implicit solvation models treat the effect of the solvent permittivity differently
and this effect is included with distinct dielectric screening functions. Among these solva-
tion models, PB and GB commonly employ a position-dependent dielectric function that
separates the solute and solvent with a boundary and assigns distinct dielectric constants
within each region to account for the permittivity of the overall system. The internal (so-
lute) and the external (solvent) dielectric constants, as well as the definition of the boundary
that separates these two regions, are empirical parameters per se that are only defined in
the context of the full model.39, 40 To date, internal dielectric constants for proteins varying
from 1, 2 and 441 up to 2042 and even higher (close to the solvent dielectric) for pKa calcu-
lations of solvent exposed residues43 have been used together with several different dielec-
tric boundary definitions such as molecular as well as van der Waals and solvent accessible
surfaces of the solute.44, 45 Further, computed solvation energies are highly sensitive to
the dielectric boundary definition and the dielectric constant used in different approaches46
and therefore every new dielectric function requires a new parameterisation.47
The force fields commonly used in molecular simulations have been developed and
calibrated for the accurate representation of solute-solute and solute-solvent interactions
in the presence of an explicit solvent medium. Using parameters such as partial atomic
charges and Lennard-Jones radii from these force fields with implicit solvent models can
introduce incompatibilities and therefore the parameters may require adjustment.48 To
account for the implicit solvation correctly, optimized atomic radii parameters49 were pro-
posed and the PARSE force field50 was developed for the GB and PB models respectively.
Even though these optimized parameters have proved to be successful in the reproduction
of the explicit solvation effects on average, they still fall short in describing these effects
accurately especially when the structure and dynamics of the water at a microscopic level
play a prominent role in mediating certain molecular events, e.g. adsorption.
As a solvent medium, water is highly polarisable and has an experimentally observed
bulk relative dielectric constant of about 78 at room temperature. When two solutes sol-
vated in water are far apart from each other, the electrostatic interactions between them
are screened and this can be explained simply by the dielectric constant of the bulk water.
However, when these solutes are close enough that the structure of the interfacial water
deviates significantly from that of the bulk water, the electrostatic screening between them
cannot be explained simply by a constant bulk relative dielectric constant. The same ap-
plies to any confined water in a system. In a recent study, it was found that not only does
the dielectric constant of the water within a few nanometres of the interfaces between hy-
drophilic proteins deviate significantly from that of bulk but that it is also anisotropic in
nature.51 The permittivity of the water, therefore, can be represented not by a constant
but by a tensor. In the same study, it was shown from molecular dynamics simulations
of protein-protein association in explicit solvent that the value of the dielectric tensor in
the direction of association is lower than those in the other two orthogonal directions, thus
leading to a stronger effect of the electrostatic interactions on association. This behaviour
was attributed to an adhesive hydrogen bond network at the interface that was observed in
the simulations.
We investigated the role of the water and its permittivity for the adsorption of the beta-
lactamase inhibitor protein (BLIP) tagged with three histidine residues on its N terminus
(3H-BLIP) on an Au(111) surface in molecular dynamics simulations with explicit water
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Figure 2: Relative dielectric permittivity tensor of the interfacial water along the x (cyan), y (orange) and z
(magenta) axes and the distance between the 3HIS tag of the 3H-BLIP protein and an Au(111) surface in the
z-direction (black). The values of the permittivity tensor are normalized relative to the values for bulk water.
(MO, DBK, RCW, unpublished data)
(unpublished data). The simulations showed that water forms three structured layers on
the gold surface. In order for a solute molecule to adsorb on the gold surface, these layers
of water molecules that are structurally different than that of bulk should be displaced.
Further, using the data from the simulations, we computed the directional permittivities.
To this end, we calculated the Cartesian components of the dielectric tensor of the water in
the binding interface using the equation given by Ahmad et al.51
(− 1) (2+ 1)
(3)
=
4pi
V kBT
(〈
(M · e)2
〉
Ed
− 〈M · e〉2Ed
)
(15)
where  is the relative permittivity; V and kBT are the volume of the sample and prod-
uct of the Boltzmann constant and the temperature, respectively; and M, e and Ed are
the total dipole moment of the sample, a unit vector and the directing field, respectively.
The gold surface was located on the x-y plane and the adsorption of 3H-BLIP occurred
by reduction of the z coordinate of the protein. As shown in Figure 2, the permittivity
is clearly anisotropic. The components in the x and y directions fluctuate around the di-
electric constant of the bulk solvent, whereas the component in the z direction is distinctly
lower. The weaker screening in the z direction hence increases the strength of the elec-
trostatic interactions between the metal surface and the protein, mediating the adsorption
process.
3.2 Effect of Hydrogen Bonds
The issue of granularity becomes even more significant for the implicit representation of
the solvent in the direct vicinity of the solute-solvent interface. Water forms hydrogen
bonds with the solute atoms and they are not explicitly represented in CS models. A
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correction term at a mean-field level is added to the overall solvation energy to account
for the hydrogen bonding interactions in these models.52, 53, 39, 54 However, this correction
does not account for the interactions between solute molecules mediated by water through
hydrogen bonds.
Studies show that the interfacial water not only plays a role in effective screening of
electrostatic interactions but also in mediating interactions between polar groups on so-
lute surfaces by forming water bridges.51, 55 Ahmad et al (2011) found, by employing a
maximum flow analysis, that the interactions between hydrophilic surface patches of pro-
teins are mediated and stabilized by stable hydrogen bonding networks starting at early
transient encounter phases. These indirect interactions arising from the granularity of the
solvent molecules and therefore need to be modeled in future continuum solvation models.
In conclusion, CS models have yet to reproduce all aspects of solvent environments
completely, in particular of water near a membrane bilayer56 or ion channels,57 in addition
to those discussed earlier.38 To overcome problems that arise due to the mean-field level
treatment of certain microscopic features, hybrid approaches have been proposed, such
as explicit representation of the hydration shells around biomolecules58, 59 and ions60 with
continuum solvation applied to the rest of the system. In addition to hybrid approaches,
coarse-grained models of water for simulations of biomolecular systems that capture some
of aspects of all atom explicit water models, for instance entropy and even the permittivity
of bulk water, have been proposed.61, 62 However, they also fall short in reproducing the
microscopic properties of water at solute interfaces due to their exclusion of hydrogen-
bonding interactions from the models and larger size. Thus, for BD simulations, there is
a need to develop CS models to account for deviations from bulk behaviour near solute
surfaces. One example of such a CS model is given in the next section.
3.3 Example: Metal Desolvation by a Protein
A CS model, including a short-range desolvation correction to the total interaction energy,
as described Section 2.2, usually provides an adequate level of accuracy for rigid body BD
simulations of protein association. In the case of protein adsorption to a metal or inorganic
surface, however, long-range electrostatic interactions may not be dominating. Indeed,
adsorption to a hydrophobic surface (such as graphite or a surface functionalized by a
self-assembled monolayer of hydrophobic compounds) is driven by pure short-range in-
teractions. The electrostatic interaction with metal surfaces arises solely from polarization
effects and is thus much weaker than for protein-protein binding. Also, protein electrostatic
interactions with a hydrophilic surface rapidly decrease with the protein-surface distance
if a biomolecule has a small net charge, because the effects from different partial charges
in the protein cancel out.
On the other hand, short-range interactions from van der Waals forces, charge transfer,
and distortion of the hydration shell, often appear to be stronger than for macromolec-
ular interactions. Since many hydrogen bonds are broken and water builds an extended
ordered layer, hydration shell properties, in particular variations of physical (such as os-
cillation of density, free energy, and electrostatics) and chemical characteristics (surface
reconstruction, ionization, hydration, etc) are different from those of a biomolecule.63 A
typical example of the water density in a hydration shell is shown in Figure 3a. Bound
water in the first hydration layer on the gold surface is separated by a free energy barrier
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Figure 3: Modeling of short-range corrections to a CS force field, ProMetCS, for simulation of protein adsorption
on a Au(111) surface (Reproduced with permission from Ref 6. Copyright (2010) American Chemical Society).
(a) Dependence of the partial density of the water oxygen atoms (solid line) and hydrogen atoms (dashed line)
on the distance from the gold surface computed from MD simulations of water in the presence of a gold surface.
Densities are normalized to the bulk values. (b) Total electrostatic energy for a test charge atom as a function
of distance from the gold surface with explicit (UMD) and implicit ProMetCS (U corrEP ) water models. UP, UEP,
and UP-C are separate CS contributions to the electrostatic energy: image-charge energy of an ion in continuum
solvent with a dielectric constant of 80, electrostatic image charge energy with an electrostatic desolvation term
as used in the ECM model (see Section 2.2), pure electrostatic desolvation term taking into account the low-
dielectric layer above the metal surface and also on the protein surface, respectively. Insert: Plot of effective
dielectric constant derived from the image-charge potential computed from explicit water simulations (solid line)
and approximated by an analytical function (dashed line). (c) Potential of mean force (PMF) for a test atom as
a function of atom-gold surface distance, as obtained from MD simulations (solid line), corresponding Lennard-
Jones potential (squares), and their difference (dashed lines) associated with the desolvation energy. Dotted
line - PMF energy computed using the ProMetCS model (includes both Lennard-Jones and metal hydrophobic
desolvation energies, see text).
of ∼4.4 kJ mol−1 from the bulk water, which gives rise to an unfavorable positive energy
change of the solvent-metal system when a water molecule is removed from the hydration
shell to the bulk. The properties of the hydration shell depend strongly on the chemistry
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of the surface. Also the adsorption of ions and other small molecular species varies con-
siderably for different solids; for example, for the gold surface it was found that citrate (in
comparison with chloride) ions were preferably adsorbed.64 A review of studies of water
properties covering a wide range of the surfaces can be found elsewhere.65
The standard implicit solvent models often fail to adequately describe recognition pro-
cesses and to achieve even qualitatively the characteristics of protein adsorption (such as
an identification of the protein adsorption site). Therefore, a more detailed description of
the short-range interactions, and the adaptation of the implicit solvent model to each type
of surface, is generally required. An example of such a force field is ProMetCS, a protein-
metal continuum solvent force field that has been parameterized for Au(111) surfaces.6 In
ProMetCS, the protein-surface interactions are described in atomic detail using the force
field parameters of the Lennard-Jones interaction term between organic molecules and a
solid state surface as parameterized by Iori et al.66 Metal polarization above the hydration
shell is represented by an image-charge model using an effective charge approximation
similar to the protein-protein electrostatic model in a continuum medium with a fixed di-
electric constant. However, the electrostatic interactions of the protein effective charges
placed at distances of less than 0.6 nm from the metal surface (i.e. within the first two
surface water layers) are computed directly as the Coulomb interaction energy between an
effective charge and its image using a distance-dependent dielectric constant. Dielectric
constant variation with the distance from the surface was parameterized using the potential
of mean force of an ion on the Au(111) surface (Figure 3b) obtained from MD simula-
tions taking polarization effects into account using a Druid model.67 This term ensures
strong electrostatic binding of charged residues as soon as they penetrate the hydration
shell. It was shown in MD simulations that the short-range electrostatic effect also plays
an important role in the adsorption process on charged surfaces.68
The surface desolvation free energy arising from the partial replacement of the metal
hydration shell by a protein adsorption site is described in ProMetCS by a function that is
proportional to the protein-metal contact area. A free energy change for desolvation of a
unit surface area of the metal was derived from the PMF of the test atom obtained from
MD simulations (Figure 3b, along with the corresponding van der Waals interaction en-
ergy). Since the translational entropy change along the PMF is zero for the present case,
the difference between the PMF and LJ energies (dashed line in Figure 3c) corresponds to
the metal desolvation energy. It shows maxima at the first and second hydration layers at
surface separation distances of ∼5.5 A˚ and ∼8.5 A˚, respectively. In ProMetCS, the sur-
face desolvation energy is assumed to be constant within the first hydration layer and then
decrease exponentially within the second layer with a cutoff of 10 A˚. The PMF of an atom
on the gold surface computed using the ProMetCS force field demonstrates the smoothed
profile of the PMF function obtained in explicit solvent MD simulations (Figure 3c).
4 Hydrodynamic Interactions
As a solute moves in solution, it creates a flow current within the solvent that couples its
dynamics to those of all other solutes. When performing biomolecular simulations with an
explicit solvent representation, these currents, known as hydrodynamic interactions (HI)
are explicitly modeled by the motions of the solvent. In a standard CS model, they are
absent, and must be modeled explicitly into the simulation dynamics, if their effects are to
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be included.
In dilute solutions of biomacromolecules, the effects of intermolecular HI are often, to a
first approximation, assumed to be negligible. However, the validity of this approximation
needs to be carefully considered. Indeed, accounting for HI in BD simulation has been
suggested to be important in studies of bimolecular association,69 protein folding70, 71 and
membrane formation.72
The Ermak-McCammon BD algorithm,1 described in Section 1.1, implicitly includes
HI. However, the apparent simplicity of the algorithm, as shown in Equation 1 (Sec-
tion 1.1), hides a great degree of computational complexity. At all simulation time steps,
the pair hydrodynamic diffusion tensors Dˆij must be recalculated, and then factorized ac-
cording to Equation 2 to generate the random fluctuations. A number of schemes have
been reported to approximate the tensors Dˆij and perform the subsequent factorisation.
4.1 Brownian Dynamics with Hydrodynamic Interactions
Much of the early work in modeling diffusion was in the study of polymer chains rep-
resented by simple bead models, and one of the most commonly used descriptions of the
hydrodynamic tensors comes from this field. Rotne and Prager73 derived an approximation
for the hydrodynamic diffusion tensors of equally-sized spheres. Their resulting tensors are
built on the earlier work by Oseen as described by Kirkwood,74 who treated the diffusing
particles as frictional points, an approximation that was found to be inadequate at small
separations. Rotne and Prager’s approximation was also derived independently by Ya-
makawa,75 and developed further by De La Torre and Bloomfield76 to account for differing
sphere sizes. The hydrodynamic tensors, when i 6= j, are given by
Dˆij =
kBT
8piηrij
(
Iˆ +
rijrij
r2ij
+
a2i + a
2
j
r2ij
(
1
3
Iˆ− rijrij
r2ij
))
(16)
where kB is the Boltzmann constant, T is temperature, η is the solvent viscosity, Iˆ the 3×3
unit tensor, ai and aj the radii of particles i and j, respectively, and rij the vector of length
rij from particle i to particle j. Equation 16 is only valid in the case of non-overlapping
particles (i.e. when rij > ai + aj). For overlapping particles, an alternative equation is
used
Dˆij =
kBT
6piηrij
((
1 +
9
16
rij
(ai + aj)
)
Iˆ +
3
16
rijrij
rij(ai + aj)
)
(17)
While strictly only applicable when ai = aj , Equation 17 has also been applied in the case
where ai 6= aj .21 When i = j, the hydrodynamic tensor is given by
Dˆij =
kBT
6piηrij
Iˆ (18)
Ermak and McCammon1 showed that the random fluctuations in Equation 1, that sat-
isfy Equation 2, could be obtained by factorising the N × N diffusion tensor Dˆ, whose
elements are the 3× 3 hydrodynamic pair tensors Dˆij , by Cholesky decomposition
Dˆ = SˆSˆ (19)
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The 3N fluctuation vector R that comprises the Ri vectors of Equation 1 for each
particle i can then be obtained from
R = SˆX (20)
where X is a vector of length 3N , whose elements are Gaussian distributed random num-
bers, of mean zero and variance 2∆t. Calculating these fluctuations by factorising Dˆ
formally scales as N3, and is the most expensive part of a BD simulation that incorporates
HI.
To improve the performance of BD simulations, a number of approaches have been
developed. One of the first such approaches is the Chebyshev polynomial approximation
of Fixman,77 which scales as N2.5. Geyer and Winter described their truncated expansion
ansatz that models HI in BD simulations (TEA-HI).78 In this method, which scales as N2,
HI are approximated though a first-order expansion when calculating the random fluctua-
tions in the Ermak-McCammon equation while using the full tensor in the force term. This
approach has been included in the BD package Brownmove.23 In the BD BOX simulation
package,21 the use of GPUs to perform HI calculations is supported. This allows fast fac-
torisation of the hydrodynamic diffusion tensor, using either Cholesky decomposition or
Fixman’s Chebyshev polynomial approximation.
Elcock79 took a different approach to speeding up HI simulations of flexible molecules
by separating the intramolecular and intermolecular HI terms. Intramolecular HI were
modeled using the full diffusion tensor, while intermolecular HI were modeled by assum-
ing that the solutes were spheres. Using coarse-grained protein models and upto 1024
proteins per BD simulation, he observed improved computational performance compared
to the full-HI approach.
4.2 Mean-field Approximation of Hydrodynamic Interactions
An alternative method of including HI in BD simulations is through the mean-field ap-
proach first described by Heyes.80 This method is included in SDA, as described by
Mereghetti et al.10 The correlated nature of HI are neglected, and instead the simplified
version of the Ermak-McCammon algorithm described in Equation 3 is employed, remov-
ing the need for the expensive factorisation of the hydrodynamic diffusion tensor. HI are
reincorportated into the dynamics of each solute by scaling the infinite dilution transla-
tional and rotational diffusion coefficients, Dti and D
r
i, used in Equation 3 according to the
local volume fraction, φi, surrounding the solute i that is occupied by solutes in a spherical
volume of radius Rcut centred on the solute i (Figure 4a).
The local volume fraction is calculated (Figure 4b) as
φi =
Vi +
∑
j Vj +
∑
k Vk
4
3piR
3
cut
(21)
where Vi is the volume of solute i, Vj is the volume of solute j that is completely included
in the local volume, and Vk is the partial volume of solute k that is included in the local
volume. For mean-field HI calculations, the solutes are considered as spheres with radii
equal to their Stokes hydrodynamic radii, and the partial volumes Vk are calculated from
the union of the sphere centred on solute k with the Stokes radius of solute k and the sphere
of radius Rcut centred on solute i.
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Figure 4: Schematic representation of a simulation box of protein molecules and the model used for the calcu-
lation of local volume fraction. (a) As an example of a simulation box, we show here a simulation snapshot of
a Haemoglobin A solution at 0.11 volume fraction. Taking as representative the green protein in the centre, the
spherical volume of radius Rcut used to compute the local volume fraction is indicated in yellow. (b) For the
calculation of the local volume fraction, proteins, which can be of different sizes, are described with their hydro-
dynamic radius (Reproduced with permission from Ref. 10. Copyright (2012) American Chemical Society).
Mereghetti et al10 showed that the inclusion of mean-field HI improved the agree-
ment between the computed translational self-diffusion coefficients of myoglobin and
haemoglobin A and experimental values in high concentration solutions, compared to sim-
ulations that neglected HI.
5 Concluding Remarks
The computational efficiency of BD simulations arises in large part due to the use of CS
models, which result in systems with far fewer particles than those modeled with explicit
solvent models. CS models are well suited to studying biomolecular recognition processes
guided by long-range forces such as electrostatic interactions. Thus BD simulations can
give reliable results for computations of the effects of changes in pH or ionic strength or
of charge mutations on diffusion-influenced bimolecular association kinetics. For recog-
nition processes in which short-range forces, such as hydrogen bonding and hydrophobic
interactions, play an important role, CS models can be designed to capture the most im-
portant effects of the solvent’s particulate nature. For example, in the ProMetCS model for
protein-metal interactions, the cost of a solute displacing water from the first two layers
of water above the surface is explicitly accounted for in the CS model. Such additions to
CS models can be made with little added computational cost. However, there is scope for
improving CS models for simulating biomolecular recognition. More advanced multireso-
lution and multiscale solvation models can be envisaged, as well as advances in models of
hydrodynamic interactions.
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Among the methods that model solvation, the class of continuum solvation models is charac-
terized by rough approximations. These, however, enable quantitative predictions of properties
such as solvation energies. The lecture notes are intended as a short overview of polarizable
continuum models. After outlining the theory, the notes review some numerical examples. An
extension of a certain polarizable continuum model is briefly presented. This extension allows
quantitative predictions of thermophysical properties of mixtures.
1 Introduction
1.1 Preliminary remarks
The time constraints upon this presentation necessitate a strict selection of content for this
topic. Continuum solvation models (CSMs) have been an intensively researched topic for
decades; in particular, this class of methods is marked by the fact that they can be used in
a wide variety of ways in application calculations. The temptation to illustrate the impor-
tance of this area by means of bibliometric time series plots is here resisted. Let it be noted,
however, that a keyword search for the most important acronyms in this area of research in
the literature databases will generate thousands of references. Many publications in which
CSM methods are used are often not found in such searches, because it is now virtually the
standard to also use CSM methods in experimental publications that are ”supplemented”
in particular by quantum chemical calculations, when the subject of study is the liquid
phase(s). This certainly points toward a certain degree of maturity of these methods, al-
though a great number of publications continue to be published that deal purely with the
development of the method. An example of this is the recently published and probably the
first completely formulated theory and the associated implementation of a CSM method in
the context of a four-component relativistic Hartree-Fock and Kohn-Sham theory1. The se-
lection criteria were related on the one hand to the technical requirements of a presentation
and on the other hand were based on one of the focal points of the presenter’s work, using
the most economical means of calculation to provide data on physicochemical properties,
which, at least in their trend, were quantitatively reliable. For this reason, the focus is
on quantum mechanical and here on ab initio or density-functional-theory-based methods
from the class of polarizable continuum models (PCMs). In particular in the area of indus-
trial chemistry, agrochemical and pharmaceutical research, but also in the area of chemical
engineering, PCM methods are being used increasingly, with particular relevance being
attached to a semi-empirical, statistical-thermodynamic extension of a PCM, the so-called
conductor-like screening model of real solvents (COSMO-RS) method2 (see also a recently
281
published review article on the peer-reviewed publications on computational chemistry by
researchers engaged exclusively in industry or presented with their participation3). This
will be outlined briefly at the end of the lecture. The elegant integral equation formal-
ism developed in the context of PCM theories, for example, will not be handled. Time-
dependent phenomena will also be left out. The generalized Born approaches or methods
based on finite element and finite difference techniques will also not be dealt with. The use
of CSMs in molecular dynamics and Monte Carlo calculations with classical interatomic
potentials or in ab initio molecular dynamics methods will also not be discussed. Technical
aspects of concrete implementations will, for the most part, be left out. The availability of
the individual methods in freely available or commercially obtainable program packages
will also not be discussed. However, let it be noted that every popular quantum chemical
program system contains at least one variant of the PCM methods dealt with here.
The literature to the year 2004 is very well reviewed through multiple review articles.
Deserving of special mention are the publications by Tomasi and Persico4, Cramer und
Truhlar5 as well as Tomasi, Mennucci, and Cammi6. The literature of the past ten years
is less well developed. In addition to some reviews on special topics or technical aspects,
some of which will be mentioned later, let us also note a collection from the year 20077
and a current review on PCM for multiconfigurational self-consistent field theory8 .
1.2 Solvation free energy in continuum models
It is assumed that a solution is represented by a collection of molecules consisting of solute
molecules M and solvent molecules S and in which only noncovalent molecular interac-
tions take place, in particular no bond cleavage or bond formation. Furthermore a state of
infinite dilution is assumed. For the electronic ground state and with validity of the Born-
Openheimer approximation, the interactions in the system are described by the Hamilton
operator
Hˆ
(
~RM , ~RS
)
= HˆM
(
~RM
)
+HˆS
(
~RS
)
+HˆSS
(
~RS
)
+HˆMS
(
~RM , ~RS
)
(1)
where the coordinates ~R describe nuclei and electrons. HˆSS describes the interaction
between solvent molecules and HˆMS between the solute molecule M and the solvent
molecules. In continuum models a drastic approximation is now introduced for this de-
scription, which itself is also naturally a rough approximation, by describing the interac-
tions in the collection of molecules using an effective Hamilton operator, which depends
only on the coordinates of the one solute molecule ~RM
ˆ˜H
(
~RM
)
= HˆM
(
~RM
)
+ ˆ˜HMS
(
~RM
)
(2)
In a certain sense, this reduction of the coordinates represents the essential difference be-
tween a discrete description and one using continuum models. ˆ˜HMS is a sum of operators
that represent specific interactions. As a rule, four of these terms are taken into consider-
ation, each representing a contribution to solvation free energy. In addition, there is also
a basic discussion concerning inclusion of the contribution of the thermal motion of the
molecular framework, ∆Gtm. The solvation free energy in continuum solvation models is
now defined as follows:
∆Gsol = Gcav + ∆Gel +Grep +Gdis + ∆Gtm + P∆V (3)
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This energy relates to a system in which the solute molecule M is in the phase of an
ideal gas, and the solvent is in equilibrium as a pure liquid. In (3), Gcav refers to the
so-called cavitation free energy. In the pure, undisturbed phase of the solvent, it must be
used to create a space with the exact form that enables the solute molecule M to find room
within it. For a quantitative description, one needs data that describe the three-dimensional
shape and the filling of the space of molecule M. A method based on hard sphere theory is
very often used for calculation of this contribution8. No further details will be discussed
here. Alternative methods of calculation can be taken from6. ∆Gel is the electrostatic
contribution to ∆Gsol and the central quantity in continuum solvation models. It goes
back to changes of nuclear coordinates and electron distributions as a consequence of the
electrostatic interactions between the molecule M and the solvent surrounding it, which is
described as a structure-less, dielectric medium. In the following, we deal predominantly
with the efficient and precise calculation of these quantities. Grep and Gdis describe van
der Waals contributions to interaction energy. These contributions are comparatively small.
For details on estimation, please refer to6. As a rule the last two contributions, ∆Gtm and
P∆V , are neglected6.
2 Continuum Solvation Models
Very generally, an initial definition of continuum solvation models can be based on the
principle of a qualitatively different treatment of solute and solvent. In the broadest sense,
atomistic models (and this note focuses on quantum mechanical methods) are used to de-
scribe the solute. The solvent is described as a polarizable continuum. The continuum
is homogeneous and isotropic and is in a state of equilibrium at a given temperature and
given pressure. Interactions are limited to those of an electrostatic nature. This approach
goes back to a classic work9, which was published at a time at which it was still unclear
whether there was such a thing as charged particles in solutions.
2.1 The Born model
In 1920, Max Born published a paper on the calculation of the free solvent energy of ions
(in water), which was based on a very simplified description of the interaction between an
ion dissolved in the liquid, which was viewed as a charged sphere with a given radius, and
the solvent9. It will be presented briefly here, because it is very well suited for explaining
the physical bases of CSMs. The fundamental assumptions are illustrated in Figure 1.
The discrete model, in which the solvent molecules (water) are viewed atomistically, is
very greatly simplified in the Born model. The water molecules are replaced by a contin-
uous polarizable medium, which extends to infinity. The polarizability is described by the
(static) dielectric constant (relative permittivity) εr. In a vacuum it is equal to 1; for water
at 25◦ C and 1 bar it is 78.5, and for typical nonpolar solvents it has a value of about 2. The
permittivity is ε = εr · ε0, with the permittivity of the vacuum being ε0. For quantitative
description, the electrostatic energy in dielectrics is needed. Based on textbooks on classic
electrodynamics (see e.g.10–13), certain relationships will be summarized in the following,
which point in particular toward the underlying approximations used for CSMs. We con-
sider the energy stored in an electrostatic system that contains a dielectric and proceed
from the assumption that we are adding a free charge portion by portion. Because the free
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Figure 1: Sketch of the Born model.
charge distribution ρ is increased by an incremental amount δρ, the polarization changes.
In turn this changes the charge density of the bound charges in the dielectric and on its
surface. The field created by the polarization of the medium corresponds to this charge
density. However, the only thing that is of interest initially is the work done at the free
charge:
δW=
∫
dτ (δρ)V (4)
Here, V refers to the electrostatic potential and dτ to a volume element. In accordance with
Gauss’s law, formulated for the dielectric displacement ~D the following applies: ∇ ~D = ρ
and thus: δρ = ∇
(
δ ~D
)
so that the following applies for (4):
δW =
∫
dτ
[
∇
(
δ ~D
)]
V (5)
With ∇
[(
δ ~D
)
V
]
=
[
∇
(
δ ~D
)]
V + δ ~D (∇V ) and ~E= −∇V it is possible to write for
the integral (5):
δW =
∫
dτ ∇
[(
δ ~D
)
V
]
+
∫
dτ
(
δ ~D
)
~E=0 +
∫
dτ
(
δ ~D
)
~E (6)
Here, the first integral after the first equal sign in (6) is transformed into a surface inte-
gral using Gauss’s law, which for the case V (r) disappears at least like 1/r. Equation (6)
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applies generally and can be applied to any materials. If one assumes an isotropic, ho-
mogeneous (ε is not a function of the position), linear dielectric, then for the dielectric
displacement and the electric field, the following relationship applies: ~D = ε ~E, so that the
integrand (6) can be transformed into:
(
δ ~D
)
~E = ε
/
2 · δ
(
~E ~E
)
= 1
/
2 · δ
(
~D ~E
)
and,
for the entire work, results in:
W =
1
2
∫
dτ ~D ~E (7)
Here a brief excursion about the approximate character of the description may be inter-
jected. The assumption that the dielectric shows linear response and that the relationship
~D = ε ~E applies is an approximation, which can fail for large ~E. For example, for small,
multiply charged ions, this can cause errors14. Depending on the material, the proportion-
ality can cause large errors even for small fields. This relationship may also no longer be
correct for fields that change over time. Furthermore, the assumed isotropy must be ques-
tioned, for example in the case of polar solvents. This approximation must thus always
be kept in mind when using CSMs. Proceeding from equation (4), we now examine the
Born model more closely. As shown in Figure 1, the ion is described as a point charge ze
with the valency of the ion z and the elementary charge e, as well as the radius a. The
electrostatic potential is then
V (r) =
ze
4piε
1
r
=
ze
4piεrε0
1
r
(8)
For the electric field, the following applies.
~E = −∇V = ze
4piεrε0
~r
r3
(9)
The electrostatic energy of the system is thus:
W =
1
2
∫
dτ ~D ~E =
4pi
2
∞∫
a
dr r2
z2e2
16pi2εrε0
r2
r6
=
z2e2
8piεrε0
[
−1
r
]∞
a
=
z2e2
8piεrε0
1
a
(10)
In a vacuum, in equation (10) εr = 1 must be set. Now we calculate the energy of the
transfer of an ion from the vacuum into a medium, characterized by its dielectric constant,
meaning a free energy of the solvation in the standard state of ideally diluted solutions at
a given temperature and pressure. Henry’s Law applies (see e. g.15). Only the interaction
between ion and solvent is described. Interactions among the solvent molecules and those
among the ions are not taken into consideration; nor are entropic contributions, e. g. those
caused by dilution effects. For the solvation energy according to Born, this means:
∆G0Born = W (εr)−W (εr = 1) =
z2e2
8piε0
(
1
εr
− 1
)
1
a
= − z
2e2
8piε0
(
1− 1
εr
)
1
a
(11)
The Born model shows clear quantitative weaknesses, which should not be surprising, con-
sidering the rough approximations. For example, the inverse dependency of the ion radius
upon the solvation energy cannot be confirmed experimentally. Empirical correction of
the ion radii (addition of a constant quantity to the ion radius, which differs for cation and
anion) can save the relationship. The solvation energies calculated with the Born model
continue to be generally too high. This is a consequence of the approximation employing
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a dielectric constant which is independent of position. This can also be corrected through
ad hoc extensions to the model. Despite substantial quantitative weaknesses, particularly
the conceptional importance of this model can hardly be overestimated. The statements in
the last two sentences in Max Born’s publication: ”Nun ist aber sowohl die Berechnung
der Hydratationswa¨rmen viel zu ungenau, als auch die Definition der Ionen- und Atomra-
dien viel zu unbestimmt, als daß man diesem quantitativen Ergebnisse irgendwelches Ver-
trauen entgegenbringen du¨rfte. Ich glaubte aber doch, die einfache Rechnung mitteilen zu
mu¨ssen, weil sie auf jeden Fall geeignet ist, die elektrostatische Auffassung des Hydrata-
tionsvorganges zu stu¨tzen.” (The calculation of the heat of hydration is much too inexact
and the definition of the ion and atomic radii much to imprecise to permit any confidence
in these quantitative results. Nevertheless, I believe that I have to report the simple cal-
culation, because it is suited in any case to support the electrostatic understanding of the
process of hydration.) now seem very modest in historical perspective.
2.2 The Onsager model
In 1936 Lars Onsager published a very influential work16, in which he critically examined
and expanded the Debye equation17, which links the permittivity with the molecular prop-
erties of dipole moment and polarizability. The important concept of a ”reaction field” and
the term itself go back to this work. The Onsager model is contained in many quantum
chemical program packages and is used for a wide variety of applications. For an attempt
to put it into historical context, please refer to18. In this model, the solute is viewed as a
point dipole ~µwhich can be polarized and is located in a spherical cavity with a radius of a.
The cavity is embedded in a dielectric continuum, which is characterized by the dielectric
constant of the solvent (see Figure 2). Since many questions in CSMs can be discussed
well using this model problem, we present a detailed discussion of it here.
The basic problem of electrostatics is the solution of the Poisson equation, a linear,
inhomogeneous, partial differential equation.
∆V (~r) = − 1
ε0
·ρ (~r) (12)
The solution of equation (12) for a given charge density ρ (~r) is one of the main problems
in working with CSMs. In principle, an accurate solution of the Poisson equation provides
the exact answer to the electrostatic problem, which is given by a concrete CSM. Equation
(12) basically provides many solutions, which depend upon the boundary conditions. Since
in the Onsager model it is the solutions inside and outside the cavity (but not on the surface)
that are of interest, meaning the electrostatic potential V (~r) in spatial areas in which the
charge density is ρ (~r) = 0, a special case of the Poisson equation must be solved, the
Laplace equation.
∆V (~r) = 0 (13)
Spherical coordinates are used. The dipole ~µ points in the +z direction; so that: ~µ = µzˆ.
Since the potential on the surface of the sphere must be constant, the following applies:
Vin (a) =Vout (a) (14)
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Figure 2: Sketch of the Onsager model.
There are no free charges on the surface, so that the following applies for a linear dielectric
ε0
∂Vin (r)
∂r
∣∣∣∣
r=a
=ε
∂Vout (r)
∂r
∣∣∣∣
r=a
(15)
Since there is no external field, the following applies for the potential:
lim
r→∞V (r) = 0 (16)
For r → 0 the potential should behave like that of an ideal dipole, which means that:
lim
r→0
V (r) =
µ · cos θ
4piε0r2
(17)
In the case of azimuthal symmetry, equation (13) has the general solution12, 13
V (r, θ) =
∞∑
l=0
(
Alr
l +
Bl
rl+1
)
Pl (cos θ) (18)
Where Pl designates the Legendre polynomials. Under the conditions (16) and (17), the
following solutions apply for the electrostatic potential inside and outside the cavity:
Vin (r, θ) =
µ · cos θ
4piε0r2
+
∞∑
l=0
Alr
lP l (cos θ) (19)
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Vout (r, θ) =
∞∑
l=0
Bl
rl+1
Pl (cos θ) (20)
Inserting (19) and (20) in (14) and equating the coefficients results in:
B1 =
µ
4piε0
+A1a
3; Bl = a
2l+1Al for (l 6= 1) (21)
(15) results in the relations:
− µ
2pia3
+ ε0A1 = −2ε
B1
a3
(22)
ε0lAla
l−1 = −ε (l + 1) Bl
al+2
for (l 6= 1) (23)
Inserting Bl from (21) into (23) results in the equation
ε0lAla
2l+1 = −ε (l + 1)Ala2l+1 for (l 6= 1) (24)
This can only be satisfied, if Al = 0 applies for all (l 6= 1). Thus Al = Bl = 0 also
applies for all (l 6= 1). For the electrostatic potentials (equations (19) and (20)) this means:
Vin (r, θ) =
µ · cos θ
4piε0r2
+A1 · r cos θ (25)
Vout (r, θ) = B1
cos θ
r2
(26)
From equations (21) and (22), it is possible to determine the coefficients A1 and B1:
A1 =
µ
2piε0a3
· ε0 − ε
2ε+ ε0
=
µ
2piε0a3
· 1− εr
2εr + 1
(27)
B1 =
µ
4piε0
· 3ε0
2ε+ ε0
=
µ
4piε0
· 3
2εr + 1
(28)
The electrostatic potentials inside and outside the sphere are finally calculated from (25)
and (26) as well as (20) as:
Vin (r, θ) =
µ · cos θ
4piε0r2
+
µ
2piε0a3
· 1− εr
2εr + 1
· r cos θ = µ · cos θ
4piε0r2
−R · r cos θ (29)
where
R =
µ
2piε0a3
· εr − 1
2εr + 1
(30)
as well as the following definition:
R = g · µ; g = 1
2piε0a3
· εr − 1
2εr + 1
(31)
and
Vout (r, θ) =
µ
4piε0
· 3
2εr + 1
· cos θ
r2
(32)
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The coefficient B1 multiplied by εr is designated as the external moment of the dipole.
This is based on the formal consideration of the field in the dielectric as a virtual dipole
in the center of the cavity19. The coefficient R describes the electric field that acts upon
the dipole. The field results from the electric displacements that are induced by the dipole.
It is referred to as a reaction field. It acts in the spatial areas occupied by the solute. In
Onsager’s reaction field theory, the interaction between solute and solvent is thus described
as follows: The solute (characterized by its dipole moment and its size, described by the
sphere’s radius a) induces a dipole in the surrounding dielectric medium, and the electric
field generated in this way in turn acts upon the dipole of the solute (the reaction).
Figure 3: The factor g according to (31) as a function of the sphere’s radius a and parametrically dependent upon
εr in units a30 with a0 = 0.529177 · 10−10m.
The codomain and shape of the proportionality factor g, which determines the strength
of the reaction fields in the Onsager model, and which depends upon the sphere’s radius
a and the dielectric constant εr, can be taken from Figure 3. It is of note here that g
depends strongly upon the radius of the cavity. In contrast, the dependency on the dielectric
constant is of a subordinate nature. Of course, this behavior is also reflected in studies
with the Onsager model. An example is a very impressive publication on trends in silicon
antranes20.
The electrostatic contribution to the solvation energy is calculated from the energy of a
dipole in an electric field as
∆G0Onsager = −µ ·R+
1
2
µ ·R = −1
2
µ ·R = −µ · µ
4piε0a3
· εr − 1
2εr + 1
(33)
which takes into consideration that work must be done in order to polarize the dielectric.
For a linear dielectic, this amounts to 1/2·µ · R. The classic electrostatic theory of linear
dielectrics leads very generally to the relationship between the free energy for the solute-
solvent interaction Gsolute−solvent and the intrasolvent interaction Gintrasolvent19
∆Gintrasolvent = −1
2
∆Gsolute−solvent (34)
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After the solute has polarized the solvent and has thus decreased the solute-solvent energy
by ∆Gsolute−solvent , half this gain in free energy is used up by the work that must be done
in order to polarize the solvent. The free energy of the solute rises.
Onsager’s model can be implemented relatively simply in quantum chemical programs.
This method is known as a ”self-consistent reaction field” (SCRF)21. Here, the electrostatic
interaction between solute and solvent is included as an additional term in the Hamilton
operator of the isolated molecule. The reaction field operator has the following form:
HˆRF = Hˆ0 + Hˆ1 (35)
where Hˆ0 designates the Hamilton operator in a vacuum, and the operator Hˆ1 (an one-
electron operator) designates the link between the molecular dipole operator ~ˆµ and the
reaction field ~R:
Hˆ1 = −~ˆµ ~R (36)
Equation (36) describes the interaction of the solute with the reaction field. A self-
consistent description of this interaction is possible by incorporating an additional term
in the Fock operator. The Fock matrix then has the form:
Fαβ = F
0
αβ − ~R ·
〈
ϕα | ~ˆµ |ϕβ
〉
= F 0αβ − g · ~µ ·
〈
ϕα | ~ˆµ |ϕβ
〉
(37)
with the basis functions ϕαand ϕβ . The total energy is calculated as:
ESCRF =
〈
Ψ | Hˆ0 |Ψ
〉
− 1
2
~µ · ~R (38)
where Ψ is the total wave function of the molecule, calculated self-consistently for ~µ and
~R using the Fock operators as per (37). For molecules without a permanent dipole mo-
ment, ESCRF is identical to the energy in the vacuum. The Hartree-Fock method modified
according to equation (37) results in an increase in the dipole moment in increasingly polar
solvents. The generic algorithm for execution of an SCRF calculation in the Hartree-Fock
(HF) approximation or on the density functional (DFT) level looks as follows:
1. Specification of ~R
2. Self-consistent Hartree-Fock or Kohn-Sham calculation and calculation of the dipole
moment with applied reaction field ~R (standard calculation with Fock operator ac-
cording to (37)).
3. Calculation of an improved reaction field ~R = g~µ
4. If no convergence: back to 2.
This method can also be applied very easily on the correlation level like second order
Møller-Plesset (MP2), or coupled cluster (CC). Due to the high efficiency of this method,
numerous applications can be found in the literature. We refer particularly to the review4 .
To illustrate the numerical characteristics of this method, some results on the confor-
mational equilibrium between trans- and gauche-1,2-dichloroethane are discussed in the
following. The quantum chemical calculations for this are done with the 6-31+G* ba-
sis. The geometries are based on SCRF calculations done on the Hartree-Fock level with
a 6-31G* basis set. In the gas phase it is found experimentally that the energy of the
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gauche-form is about 5kJ/mol higher than the trans-form. In polar solvents this difference
disappears almost completely. These experimental findings22 are compared in Figure 4 to
the calculated energy differences23. In the Onsager model, the only adaptable parameter is
the radius of the cavity. In the calculations it is set to a = 3.65 A˚23. If one considers the
vacuum, one sees that the energy difference is overestimated both on the Hartree-Fock and
on the MP2 level, although MP2 shows somewhat better agreement with the experiment.
On the SCRF level, it is seen that both methods correctly reflect the qualitative course of the
dependencies of the solute under consideration and that, as in the vacuum, MP2 provides
better agreement. However, unlike the vacuum, the energy difference is underestimated
here.
Figure 4: Calculated energy differences in different solvents of the conformers of the 1,2-dichloroethane
∆E = Egauche − Etrans as a function of the experimental energy differences. The numerical values on the
angle bisector correspond to the dielectric constant εr of the various solvents. They are (in descending order
for the dielectric constant): acetonitrile, acetone, 1,2-dichloroethane, ethylacetate, diethylether, carbon disulfide,
cyclohexane, vacuum. All numerical values as per23.
In practical calculations with the Onsager model, the selection of the sphere diame-
ter represents the greatest problem. There are numerous investigations on this topic. For
example, possible specifications are based on the experimental density of the solute, the
determination of the maximum length of the solute molecule, and subsequent addition of
the van der Waal radii of the outermost atoms. As an example, we refer to a publication that
uses a combination of the classic field-theoretical treatment of dielectrics and SCRF theory
to derive a unique criterion for determination of the radius24. For the example presented
here of 1,2-dichloroethane, the molar density provides a value of a = 3.15 A˚23. A consid-
eration of the experimental values for the energy difference of the conformers shows that
the value approaches zero as the polarity of the solvent increases22. Examining the energy
difference in water as a solvent as a function of the cavity radius now leads to the approach
shown in Figure 523. Of note here is the strong dependence of the energy difference upon
the selected radius. It decreases as the radius increases, whereas the dipole moment in-
creases. This reflects the dependence of the factor g upon the radius a in accordance with
equation (31) (see also Figure 3). From the behavior in Figure 5, it can now be concluded
that values of 3.25 A˚ < a < 3.75 A˚ reflect the experimental values.
Finally, let us summarize the strengths and weaknesses of the Onsager model. The
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Figure 5: Calculated energy differences of the conformers of 1,2-dichloroethane ∆E = Egauche − Etrans as a
function of cavity radius a. The calculations are done for εr = 78.5 .
great strength of the model is its conceptual simplicity and the characteristic of extreme
ease of implementation into quantum chemical programs. However, the price for this is
the rather unrealistic description. As a rule, the form of the cavity is described as a sphere.
Onsager already mentioned this weakness in his own work and proposed expanding it
toward an ellipsoid form of cavity, which was indeed examined later on. Access to the
corresponding literature can be found, e. g. via4. However, this is still a very rough
description of the as a rule irregular shape of the cavities of typical molecules. Furthermore,
as a rule, the electrostatic potential of a solute is poorly approximated by a dipole moment.
Higher multipoles play a not inconsiderable role (see e.g.25). The correct behavior of the
model in the limiting case εr →∞ is also questionable26.
2.3 The polarizable continuum model
A distinctly more realistic model is the polarizable continuum model (PCM). In this model,
the solute molecule is placed in a cavity that is created by a set of spheres, whose central
points each represent the position of the atom in the molecule. Thus the shape of the
cavity has a form that approximates much more closely the individual characteristics of
a molecule than, for example, assuming a sphere or an ellipsoid. The electrostatic inter-
action of the solute with the medium that surrounds it is now modeled in comparatively
more detail. The algorithm used for this purpose is based on the idea of dividing the cavity
into small parts, so-called tesserae (Latin for quadrangles; refers to the tiles from which
mosaics are made). Each of these tesserae now has a specific ”apparent surface charge”
(ASC), which describes the solute-solvent interaction and also the interaction between the
tesserae themselves. The surface charges contain the complete electrostatic solvation ef-
fects. From them are derived the energy of interaction and all other properties calculated
with the PCM. The numerical values of the apparent surface charges are obtained by solv-
ing the Poisson equation (12). The first publication that describes such an approach for ab
initio methods is27. The various methods of PCM differ in the ways and means of solving
this problem. This also includes the concrete method for generation of the tesserae. In
analogy to equation (35), the effective Hamilton operator, while assuming the validity of
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the Born-Oppenheimer approximation, describes the molecule M in a solvent
HˆM = Hˆ0 + Vˆ (Ψ) (39)
Here, Hˆ0 describes the electronic Hamilton operator of the molecule in a vacuum, and
Vˆ (Ψ) is an operator that describes the solute-solvent interaction. It depends on the elec-
tronic charge density ρeM (~r) of the wave function of the solute. In addition, the dielectric,
which characterizes the solvent, is also polarized by the nuclear charges of the solute, and
thus in total by
ρM = ρ
e
M + ρ
n
M (40)
Analogous to the quantum mechanical implementation of the Onsager model, two linked
problems need to be solved: the problem of classical electrostatics of determining the sol-
vent reaction potential induced by ρM and the quantum mechanical problem of calculating
the wave function Ψ of the solute, defined by (39).
2.3.1 Solution of the Poisson equation
The potential of the solute-solvent interaction in equation (39) is the sum of the potential
VM that is created by the electronic and nuclear charge distribution of the solute and the
reaction field potential VR created by the polarization of the dielectric medium.
V (~r) = VM (~r) + VR (~r) (41)
The electrostatic problem to be solved can now be formulated generally as follows.
−∇ (r (~r)∇V (~r)) = 4piρM (~r) (42)
where lim
r→∞V (r) = 0. The potential of the molecule, which is created by ρM in a vacuum,
is:
VM (~r) =
∫
R3
d~˜r
ρM
(
~˜r
)
|~r − ~˜r| (43)
For the set of all points of the three-dimensional space that is defined by the cavity in the
dielectric in which the solute molecules are located (see Figure 6), the designation C is
introduced.
Now, r (~r) = 1 applies in C, and r (~r) = r applies outside C. A case distinction thus
follows for (42)
−∆V (~r) = 4piρM (~r) in C, ~r ∈ C
−∆V (~r) = 0 outside C, ~r /∈ C
V (~r) −→ 0 at infinity
(44)
The same applies analogously for VM (~r)
−∆VM (~r) = 4piρM (~r) in C, ~r ∈ C
−∆VM (~r) = 0 outside C, ~r /∈ C
VM (~r) −→ 0 at infinity
(45)
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Figure 6: Sketch of the PCM for water.
Thus the following applies for VR (~r) based on (41):
−∆VR (~r) = 0 in C, ~r ∈ C
−∆VR (~r) = 0 outside C, ~r /∈ C
VR (~r) −→ 0 at infinity
(46)
Based on the characteristics of ρM (sum of point charges within C added to a regular
function, the electronic density), it follows that VR (~r) is continuous on the surface of C.
This surface is designated as Γ. It is thus now possible to represent the reaction field
potential in a compact way, which is of great practical significance. The following integral
representation of the potential is the basic of the ASC approach to solving the Poisson
equation
VR(~r) =
∫
Γ
d~s
σ(~s)
|~r − ~s| for ~r ∈ R
3, ~s ∈ Γ (47)
Here, σ (~s) is a distribution of charges on the surface Γ. Of decisive importance for the
practical calculation is the approach of approximating the surface of the cavity using a finite
number Nt of small, non-overlapping surface pieces, the so-called tesserae. In particular,
they are selected in such a way that σ (~s) is an approximate constant for each tessera.
Thus the surface charge is a discrete property, and a charge qk can be introduced, which is
comprised of the product of the local value of σ (~s) on a tessera, multiplied by the area of
the tessera Ak. Thus the integral in equation (47) can be written as a finite sum:
VR (~r) ≈
Nt∑
k=1
σ (~sk) ·Ak
|~r − ~sk| =
Nt∑
k=1
qk
|~r − ~sk| (48)
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The local value of the potential, which defines the charge qk, itself depends on all charges
on the surface. Charges and reaction field potential must consequently be determined iter-
atively. Naturally the values also depend on the selection of the discretization of the cavity
surface. This will be explained in somewhat more detail in the section after next. At this
point, we will merely insert a brief reflection. Through discretization according to (48),
the solution of the Poisson equation is transformed into a matrix equation, which is often
referred to as PCM equation. Such an approach shows a close relationship to the bound-
ary element method (BEM), which is also referred to as the method of moments (MoM)
in electro-technology. Here, a partial differential equation, which has a domain in R3 , is
solved numerically through integration of an integral equation with domainR2 as boundary
surface. In BEM it is advantageous that the number of nodes is substantially lower than in
the finite element method (FEM) or in the finite differences method (FDM). However, one
does get a fully populated, nonsymmetric system of linear equations. A good introduction
is provided by the monograph28.
From (46) and additional boundary conditions (jump conditions), an integral equation
can be derived that represents the PCM characteristic equation for σ (~s)29. Historically it
was derived from elementary electrostatic considerations27. The polarization function of a
medium i or of a spatially delineated region i with constant relative permittivity εri is
~Pi (~r) =
εri − 1
4pi
~E = −εri − 1
4pi
∇V (~r) (49)
At the boundary between two regions i and j, there is an ASC distribution of
σij = −
(
~Pj (~r)− ~Pi (~r)
)
· ~nij (50)
where ~nij designates the unit vector on the boundary, which points from medium i to
medium j. For systems described by CSMs (see also Figure 6), two regions are defined:
inside the cavity with εr1 = 1 and ~P1 = ~0, outside the cavity with εr2 = εr and ~P2 = ~P .
Thus (50) can be re-written as a defining equation for PCM
σ (~s) =
εr − 1
4pi
∂
∂~n
(VM (ρM (~r)) + VR (σ (~s)))out
=
εr − 1
4piεr
∂
∂~n
(VM (ρM (~r)) + VR (σ (~s)))in
(51)
where ~n designates the unit vector that is perpendicular to the cavity surface and points
outward. After discretization, as a defining equation for the charges qk, one gets
qk =
εr − 1
4piεr
·Ak · ∂
∂~nk
(VM + VR)in (52)
which must be solved iteratively and provides the self-polarized charges during conver-
gence. Here, ~nk designates a unit vector that is perpendicular to the surface of the cavity
at point ~sk and points outward (see Figure 7).
The problem can also be formulated as a system of linear equations, which provides
advantages in implementation when linking to quantum mechanical methods.
T~q = ~V (53)
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Figure 7: Sketch of the PCM for water with selected discrete quantities.
In (53) T designates a quadratic nonsymmetrical matrix that is not singular and whose
dimension corresponds to the number of tesserae. Here, the matrix elements are
Tkk =
4piεr
εr − 1 · (1−Bk)
Tkl = Ak · ∂
∂~nk
1
|~sk − ~sl| = Ak ·
(~sk − ~sl)
|~sk − ~sl|3
· ~nk
(54)
The factorBk takes into consideration the self-interaction of the charges qk and a geometric
correction that is based on a specific construction of the cavity surface due to interlocking
spheres (see also27).
Bk =
εr − 1
2εr
·
(
1−
√
Ak
4piR2k
)
(55)
The radius of the respective interlocking sphere is Rk. Since the matrix T depends only
on the construction of the cavity surface and the permittivity, it can be inverted directly
and stored. The vector ~q contains the charges, and the vector ~V contains the effective
components of the electrostatic potential of the solute molecule at the positions ~sk.
Vk = −Ak · ∇VM (~sk) · ~nk (56)
A good summary, which also discusses some technical aspects, can be found in the re-
view30; an original publication that deals with the different options for calculation of the
apparent charges is reference31 .
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2.3.2 The quantum mechanical description
Since operator Vˆ in (39) for description of the solute-solvent interaction depends on the
charge density of the solute itself, and this in turn depends on the reaction potential, de-
scribed by this operator, which in turn acts back upon the charge density, a linked solution
of the electrostatic and the quantum mechanical problem is necessary. Analogous to the
quantum mechanical handling of the Onsager model, here too, an SCRF equation must be
solved. The operator VˆR is a function of the charge density ρ of the solute molecule M
VˆR (ρ) =
Nt∑
k=1
q (~sk, ρ) Vˆ (~sk) (57)
and the Schro¨dinger equation to be solved is defined by an effective Hamiltonian:
HˆeffΨ =
[
Hˆ0 + Vˆ R
]
Ψ = EΨ (58)
The solute molecule in a vacuum is described by the usual nonrelativistic Hamilton op-
erator. In the solvent, this is replaced by an effective Hamiltonian, which contains the
self-consistent reaction field. The corresponding wave function Ψ depends on the mutual
polarization of the solute and the solvent. Equation (58) can be derived from an energy
functional. This functional corresponds thermodynamically to a free energy of the solute-
solvent system. The reference state here is the solute molecule M at rest in the absence of
an interaction of the nuclei and electrons and the undisturbed solvent at a given standard
state for temperature and pressure.
G =
〈
Ψ | Hˆ0 + 1
2
Vˆ R |Ψ
〉
(59)
The factor 1/2 results from the assumption of a linear dielectric and takes into consider-
ation the work to be done in order to polarize the dielectric. The stationarity condition
for (59) and the side condition of normalized wave functions 〈Ψ | Ψ〉 = 1, lead to the
Schro¨dinger equation (58) for the effective Hamilton operator, from which the electronic
structure of the molecule can be determined. For an N-electron system, in which the spin
orbitals are expanded in a basis of atomic orbitals (AO) {χα, χβ , . . .} (linear combina-
tion of atomic orbitals, MO-LCAO approach), the functional (59) can be written in the
Hartree-Fock (HF) approximation as
GHF =
∑
αβ
PHFαβ (hαβ + jαβ) +
1
2
∑
αβγδ
PHFαβ P
HF
γδ [〈αγ‖βδ〉+Xαβ,γδ] + V˜NN (60)
Here, hαβ designates the matrix elements of the one-electron operator in the AO basis,
〈αγ‖βδ〉 the antisymmetrized two-electron integrals, and PHFαβ the Hartree-Fock density
matrix in the AO basis. The solute-solvent interaction is represented by the matrix ele-
ments jαβ and Xαβ,γδ . VM in equation (41) can be represented as the sum of the solvent
polarization by the charge distribution of the nuclei in solute M and by the electronic charge
distribution of M: VM = V nM + V
e
M . This partition also requires an analogous partition of
the apparent charges. The matrix element jαβ is now defined as follows:
jαβ
def
= ~vαβ · ~q n (61)
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where the components of the vector ~vαβ, a Nt tuple, are the integrals of the electrostatic
potential operator in the AO basis, each calculated at the positions ~sk of the ASC charges
on the corresponding tesserae, i.e. the matrix element〈
χα | −1|~r − ~sk| |χβ
〉
(62)
~q n is the Nt tuple of the ASC charges based on the nuclear charge distribution. They
are calculated by solving the system of linear equations (53), where for the vector on the
right-hand side the potential generated by the nuclear charges
Nnuclei∑
ζ=1
Zζ∣∣∣~Rζ − ~sk∣∣∣ (63)
is used. Here, Zζ is an atomic number, ~Rζ the fixed position of a nucleus, and the index
ζ runs via all Nnuclei nuclei of the solute molecule M. The potential (63) is not varied
during the SCF iterations, and therefore the charges ~q n can be determined at the start
independently of the SCF calculation. The matrix element Xαβ,γδ has the following form:
Xαβ,γδ
def
= ~vαβ · ~q eγδ (64)
where the ~q eγδ is determined via (53), where theNt-component vector on the right side con-
tains the electrostatic potentials (62) with α = γ and β = δ . This contribution changes in
each SCF cycle and must consequently be recalculated during the SCF iterations. Finally,
there is a contribution to the nucleus-nucleus interaction, where, in addition to the nuclear
repulsion VNN (a constant factor in the Born-Oppenheimer approximation), it is necessary
to take into consideration another contribution through the interaction of the nuclei and the
polarization charges that are created by the nuclei themselves:
V˜NN =
Nnuclei∑
ζ<Z
ZζZZ∣∣∣~Rζ − ~RZ∣∣∣ +
1
2
~v n · ~q n (65)
where the components of the Nt-component vector ~v n are the potentials according to
(63) at the positions ~sk of the ASC charges. The requirement for the stationarity of the
functional (60) δGHF = 0 in regard to the variation of the MO-coefficients in satisfying
the condition of ortho-normality results in the PCM-HF equations∑
β
[
fPCMαβ − εγSαβ
]
cβγ = 0 (66)
with the overlap matrix Sαβ and the PCM Fock matrix fPCMαβ each in the AO basis, and the
orbital energy εγ , as well as the expansion coefficient cβγ for the MO γ. Here, the matrix
elements of the Fock operator are:
fPCMαβ = (hαβ + jαβ) +
∑
γδ
PHFγδ [〈αγ‖βδ〉+Xαβ,γδ] (67)
Proceeding from the functional (59), taking into consideration the definitions and formal-
ism presented in outlining the Hartree-Fock method in PCM approximation, an analogous
method can be formulated without any problem for the density functional theory (DFT).
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There are corresponding implementations in a wide variety of program systems. By far
the greatest number of publications on PCM are based on the DFT variant. Here, there
are detailed and comparative studies on the influence of density functionals, the ways and
means of constructing tesserae on the cavity surface, and on basis sets. Of very great im-
portance for the usability of quantum chemical methods is the availability of gradients.
There are now corresponding extensions for calculation of properties such as molecular
geometries, infrared spectra, or chemical shifts. Good access to the literature is provided
by the review6. More complicated than for HF and DFT, of course, is formulation of the
PCM method on the level of the multiconfigurational self-consistent field (MCSCF) ap-
proximation. A pioneering work in this area is32. For many program systems that permit
MCSCF calculations, especially the widespread programs, there are now implementations
of PCMs. There are studies of various implementations of the PCM, taking dynamic cor-
relation on the Møller-Plesset (MP) level into consideration. Since the electron correlation
changes the total electronic charge distribution relative to the Hartree-Fock reference, the
solvent reaction potential also varies. The modified polarization of the solvent in turn acts
upon the effects of the electron correlation. Naturally, a quantitative examination of the
individual effects is of interest, in order to permit a decoupled consideration and thus to get
insights into the physical mechanisms of solvation. The first publications in this area intro-
duced essentially three different variants of an implementation33, 34. A noniterative variant
(PTE), in which only the Hartree-Fock density on the PCM level is converged, and which is
used to calculate the MPn correlation energies. The so-called density only scheme (PTD),
in which the MPn density in a vacuum is used to calculate the reaction field. And finally
the iterative variant (PTED), in which the correlated density is used to take the reaction
field into consideration in a self-consistent manner. Numerical studies show a coupling
of the different effects and thus demonstrate that, in the end, a consistent description is
possible only on the PTED level34, 35. There are now also implementations of the PCM on
the coupled cluster (CC) level, the most precise method currently available for calculation
of the electronic structure for molecules in a vacuum, which can be described well through
a single-reference wave function. PCM CC implementations are available for the single
and double excitation level (CCSD)36, 37 and on the Brueckner doubles level38. A study on
the CC level on the influence of the reference wave function and orbital relaxation and the
way to calculate the correlation density can be found in39. The literature on the state of the
formalism and implementation of gradients in PCM CC is summarized in the review40 .
2.3.3 The construction and the discretization of the cavity surface
As already discussed, an essential step in solving the electrostatic problem in PCMs is the
discretization of a surface. Some aspects of this step will be outlined briefly here. Because
of space constraints, technical details will be avoided. Part of the corresponding literature
is available via the two reviews4, 6. Furthermore, we refer to an review specifically on this
topic41. In CSMs, the molecular cavity is a central concept. It designates a subset of the
space in a medium, the solvent, which contains the solute molecule M. The boundary of
this subspace is referred to as the molecular surface. The manner in which this cavity is
defined and the way in which the molecular surface is constructed depends on the model.
The first models had a very simple geometric form, e.g. a sphere or ellipsoid, for the
molecular surface (see above). The most widespread manner of construction is based on
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the easy-to-picture approach of placing a sphere around each atom position. The outer
surface of the overlapping spheres then defines the molecular cavity (see also Figure 8).
Figure 8: Sketch of van der Waals surface, solvent-accessible surface (dashed line), and solvent-excluded surface
(bold line).
This manner of construction can be specified further. Here, one distinguishes essen-
tially among three types of molecular surfaces:
1. The van der Waals surface (VWS) is the surface that results from the construction of
spheres whose radius corresponds to the corresponding van der Waals radius. Corre-
sponding radii are found in reviews; the ”classic” being the publication by Bondi42.
2. The solvent-accessible surface (SAS) is constructed from the VWS, by rolling a
sphere (the solvent sample) with a prescribed radius over the VWS and selecting
as molecular surface the number of points created by the middle point of the moving
spheres. The radius of the sample can be adapted to the characteristics of the solvent.
It can be created simply by adding the radius of the solvent to each van der Waals
radius.
3. The solvent-excluded surface (SES) is defined as the number of contact points that
a solvent sample, defined by a sphere of a given radius, has with a VWS. Through
this process, certain areas of very small volume and complex geometry (e. g. narrow
gaps) are ”wiped away”. In comparison to the VWS, the surface is smoothed. The
intersection of VWS and SES is now defined as those points that correspond to the
convex part of the SES. The remaining ones, whose points are not elements of the
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VWS, correspond to concave surfaces. The space encompassed by the SES, but not
by the VWS, is referred to as the solvent-excluded volume.
In contrast to VWS and SAS, which can be constructed from spheres, the construc-
tion of the SES is more complicated. At this point, because of the limited space, details
will not be presented; however, we can refer to a classic work by Connolly, which, both
conceptionally and practically, is of great significance far beyond the topic of CSMs43. If
there is a molecular surface, this surface must be divided into small areas in a further step.
This defines the tesserae, from which the set of the vectors ~sk and their components can be
calculated (see Figure 7). For this purpose, a number of algorithms have been developed
and implemented over the course of the development of the PCM. For details and good
access to the literature, refer to the review41. Here we will merely mention the name of the
algorithm with which the development of the PCM was intimately linked, particularly in
the early days: GEPOL44 (although the method has already been widely used, publications
in scientific journals did not come until much later).
2.3.4 The conductor-like screening approach
The complicated electrostatic problem of solving the Poisson equation for complex, but in
the broadest sense realistic molecular cavities as discussed in the previous section can be
drastically simplified, by assuming in the PCM, not a solvent initially characterized by a
finite relative permittivity, but one that is infinitely large. Thus it is assumed that the solute
molecule is located in a perfect electrical conductor. The surface charges are calculated
for the boundary condition that the electrostatic potential on the surface Γ is zero. This
gives this approach its name, conductor-like screening model, which was introduced in
reference45. The matrix and vector elements of the linear equation system (53) for deter-
mination of the ASC now consist of simple properties already present in every elaborated
quantum chemistry program.
T˜ ~q ∗ = ~˜V (68)
The matrix elements of T˜ are:
T˜kk = const. ·
√
4pi
Ak
T˜kl =
1
|~sk − ~sl|
(69)
and the elements of the vector ~˜V consisting ofNt components are the matrix elements (62).
Since the charges calculated according to (68) constitute the limiting case εr −→ ∞ they
must be corrected for the case of finite permittivity:
~q = f (εr) · ~q ∗ (70)
f (εr) is45:
f(εr) =
εr − 1
εr + k
with 0 ≤ k ≤ 1 (71)
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The proposal of the original work was k = 0.545. This value is not without controversy.
The review6 provides good access to the corresponding literature. The COSMO approach
can be implemented very efficiently in quantum chemical programs. In particular in calcu-
lating gradients, this form of PCM is advantageous. Details on this topic can be found in
the publications46, 47 .
2.3.5 Documentation of important apparent surface charge methods
Proceeding from the integral representation of the reaction field potential (47), after intro-
ducing certain integral operators, the PCM variants can be written in the form of integral
equations (regarding an introduction, refer to the corresponding section of the review6).
This new formalism (Integral Equation Formalism, IEF) not only provided an elegant, uni-
form representation, but also made it possible to find a number of additional PCM variants.
The most important of them will now be documented in the form of a brief summary.
Viewed from the perspective of calculations, the methods differ basically in the defining
equation for the ASCs. For a summary presentation, analogous to (53), the system of linear
equations is formulated as6:
~q = −K · ~f (72)
A number of definitions for matrix elements are provided in the following:
Akk =Ak;Akl = 0
Skk = const.·
√
4pi
Ak
;Skl =
1
|~sk − ~sl|
Dkk = D
∗
kk = const. ·
1
Rk
√
pi
Ak
Dkl = − (~sk − ~sl)|~sk − ~sl|3
· ~nl;D∗kl = −
(~sk − ~sl)
|~sk − ~sl|3
· ~nk
(73)
The approach described in 2.3.1, the historically first CPM variant, is referred to as
”DCPM” in the most recent literature, in order to distinguish the other variants. As already
mentioned above, Rk designates the radius of the sphere to which the tessera k belongs.
Depending on implementation, the constants can differ. For Dkk,, D∗kk, and D
∗
kl, there
are also definitions that deviate from (73). Please refer to the original literature; it may
sometimes also be necessary to consult the corresponding technical documentation on the
individual quantum chemical programs.
1. DPCM
K =
(
2pi
εr + 1
εr − 1A
−1 −D∗
)−1
; ~f = ~En (74)
2. COSMO, also referred to as CPCM
K = S−1; ~f = ~V (75)
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3. IEFPCM, also named IVPCM
K =
[(
2pi
εr + 1
εr − 1A
−1 −D
)
S
]−1 (
2piA−1 −D) ; ~f = ~V (76)
4. SS(V)PE (acronym for ”surface and simulation of volume polarization for electrostat-
ics”)
K =
(
2pi
εr + 1
εr − 1A
−1S −A−1
(
D ·A · S + S ·A ·D∗)
2
)−1 (
2piA−1 −D) ; ~f = ~V
(77)
Here, ~V refers to the Nt tuple of matrix elements of the electrostatic potential multiplied
with −1 (62); and ~En refers to the corresponding vector elements for the flux of the elec-
trostatic field through the tessera k.
2.3.6 The problem of escaping (outlying) charges
Fundamental to the solution of the electrostatic problem in PCM is the assumption that
the charge distribution ρM is contained completely within the cavity. Only under this pre-
requisite is the problem defined by the equations (44) to (46). For quantum mechanical
calculations, however, this is fundamentally not the case, because the wave function of the
solute always has tails, which extend across the boundary of the cavity into the space of
the solvent. Formally, it is relatively easy to develop a corresponding modification of the
electrostatic problem. However, formulating and executing corresponding numerical cal-
culation methods does become a problem. If the potential of the solute-solvent interaction
(41) is extended by one term, the effects of escaping charges are taken into consideration.
V (~r) = VM (~r) + VR (~r) +
1
εr
VM,ext (~r) (78)
The additional potential in (78) is defined based on (43):
VM,ext (~r) =
∫
R3\C
d~˜r
ρM
(
~˜r
)
|~r − ~˜r| (79)
The integration in (79) must be done throughout the entire volume, with the exception of
the molecular cavity. This is no simple numerical problem. Furthermore it is not obvious
how to determine the potentials VM and VM,ext numerically in quantum chemical pro-
grams. In practice the problem of the outlying charges is therefore either simply ignored
or corrected empirically. The latter will not be discussed in any further detail here. How-
ever, we will briefly outline how the outlying charge error can be quantified, and a basic
estimate will be provided for the sensitivity of the PCM variants discussed here in regard
to this deficit. The total charge of the solute-solvent entity is defined via the integral
Q =
∫
R3
d~rρM (~r) (80)
The escaped charge can then be estimated via the relationship
Qesc = Q−
∫
C
d~rρM (~r) = Q+
1
4pi
∫
C
d~r∆VM (~r) =Q+
1
4pi
∫
Γ
d~s
∂
∂~n
VM (~s) (81)
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The second identity follows due to (45) and the third through application of Gauss’s the-
orem. If the ratio Qesc/Q is on the order of a several per cent, then one can conclude that
there was a defect in the calculation. Analytical examinations of the integral equations of
the PCM variants led to fundamental conclusions as to the quality of the approximations
regarding the outlying charges. For instance, in48 it was shown that for the exact reaction
field energy
ER (ρ, ρ˜) =
∫
R3
d~rρ˜ (~r)VR (~r) (82)
and that calculated with the IEFPCM method EIEFPCMR (ρ, ρ˜), the following inequality
condition applies:
ER (ρ, ρ˜) ≤ EIEFPCMR (ρ, ρ˜) (83)
The IEFPCM method thus provides an upper limit for the exact reaction field energy. The
electrostatic problem for the potential as per equation (78) was studied in a number of
publications (for a summary, see e.g.49) and the solution is known under the name ”surface
and volume polarization for electrostatics” (SVPE). This method is complicated, because,
in contrast to the previously discussed PCM methods, here it is necessary to discretize a
volume polarization potential that is created by a discontinuous charge density. Proceeding
from this approach, it was possible to derive a new ASC method: SS(V)PE50. Put roughly,
one can say that the IEFPCM and the SS(V)PE method, but also COSMO, do better with
the outlying charges than does DPCM. In the end, however, such an assessment depends
on the individual case.
3 Some Illustrative Data on Calculations with Polarizable
Continuum Models
Based on the very simplified description of solvation by CSM and PCM approaches, a cau-
tious approach to such methods is unavoidable. In the end, great errors must be expected,
and it is therefore indispensable before conducting a study with PCMs to do benchmarking
for comparable systems, so that an assessment of the error bars can be done. CSM and
PCM approaches contain empirical parameters. They are specific for each implementa-
tion, which makes the situation confusing. Statements that model X is better than model Y
should be taken with a grain of salt, because, the deficit of the one model can be related to
the fact that the parameters have simply not been adapted well to the particular molecule
class being examined. For another class of molecules, however, this can certainly be differ-
ent. In addition to the consideration or non-consideration of the contributions to solvation
free energy, which are not of an electrostatic nature (see equation (3)), and their specific
implementation, we should also mention in particular the atomic radii and the nature of the
cavity construction. As a rule the parameters are selected in such a way that a particular
training data set of solvation free energies is reproduced accurately at 298 K.
In the following, certain data from a recently published, comparative study on the pre-
cision of PCM methods in the calculation of the hydration energy of the amino acid side
chain analogs51 are reviewed and commented. The values documented here were calcu-
lated by doing a geometry optimization in a vacuum for each of the 14 molecules. Then,
for each, a single-point calculation was done in a vacuum (if the method or the basis set
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deviated from that of the geometry optimization) and with PCM methods with the same
quantum chemical method and basis set. The difference of these two energy values was
assumed as the hydration free energy. In the study, samples examinations were done to
determine how greatly the geometries in a vacuum deviate from those with PCM methods
and what influence this has on the hydration free energy. These effects were very small and
can therefore be disregarded. The experimental data at 298 K for the 14 compounds cover
an interval of -10.3 to +2.3 kcal/mol. If one examines the calculations with UAKS radii, it
can be seen that the trend of the experimental data is reproduced very well. The maximum
deviation is under 1 kcal/mol. This applies for all the combinations of quantum chemical
methods and PCM presented here. Taking correlation effects into consideration leads to a
somewhat better description. Considering the approximations inherent in the models, there
is no reason to discuss any further detailed assessments of the systems discussed here.
Method Atomic radius
Mean abs. dev.
kcal/mol
Stand. dev.
kcal/mol
UAKS 0.35 0.27
HF/6-31G**/IEFPCM Bondi 1.09 0.72
UFF 5.13 2.14
UAKS 0.25 0.22
MP2/aug-cc-pVTZ/IEFPCM Bondi 1.12 0.73
UFF 5.67 2.43
UAKS 0.32 0.27
DFT-B3LYP/6-31G**/IEFPCM Bondi 1.23 0.79
UFF 5.87 2.51
DFT-B3LYP/6-31G**/CPCM UAKS 0.29 0.25
DFT-B3LYP/6-31G**/DPCM UAKS 0.27 0.25
Table 1: Data on calculations with PCM for the hydration free energy of the 14 compounds as per51: methane,
propane, iso-butane, n-butane, methylethylsulfide, toluene, para-cresol, 4-methylimidazole, 3-methylindole,
methanethiol, methanol, ethanol, acetamide, propionamide
The dependence of the quality of the results upon the atomic radii employed, which
are used for construction of the molecular cavity, is very striking and typical. Independent
of the PCM used (note that the non-electrostatic contributions to solvation free energy
are identical in the methods used here) or quantum chemical level, they have the decisive
influence upon the quality of the results.
Finally, typical data on the calculation of free energies of chemical reactions will be
discussed, in order to illustrate how PCMs can be used for some of the most important
questions to computational chemistry. Prototypical for a significant class of reactions in
organic chemistry is the esterification of carboxylic salts with alkyl halides. From a publi-
cation on calculations on the model reaction
CH3COO
− + CH3CH2X
SN2−→ CH3COOCH2CH3 + X− (84)
in which the geometry optimizations on the MP2 level and the single-point calculations
for energy on the MP4 level were calculated with the DPCM model (refer to the original
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work for basis sets and other technical details)52; for the individual species when using
chlorides, bromides, and iodides in the two solvents dimethylsulfoxide and water, the free
energies are documented in the following table.
Species ∆G
PCM
solv
(DMSO)
∆Gexpsolv
(DMSO)
∆GPCMsolv
(H2O)
∆Gexpsolv
(H2O)
CH3COO
− -64.11 -62.7 -75.87 -77.3
Cl− -64.21 -65.0 -73.58 -74.6
CH3CH2Cl -1.91 -3.40
TS− Cl -50.63 -61.87
Br− -61.10 -62.1 -67.79 -68.6
CH3CH2Br -1.99 -3.42
TS− Br -49.30 -59.46
l− -55.75 -60.86
CH3CH2l -1.87 -3.27
TS− l -47.15 -57.4 -56.76 -59.9
CH3COOCH2CH3 -4.05 -8.16
Table 2: Calculated and experimental free solvation energies in kcal/mol52. TS−X designates the transition
state.
The data make it clear that the selected combination of quantum mechanical method
and PCM is able to provide quantitative predictions, in particular when one takes into
consideration that the comparisons with the experimental data apply for the ionic systems,
which, particularly for reactions between ionic system and neutral species, are as a rule,
the more difficult to describe components. The errors documented here are typical for
a good description of the solvation free energy. As a rule, no better agreements can be
expected. It should also be noted here that comparative studies have demonstrated well
that for SN2 reactions of the type (84), DFT methods are not suitable, particularly for the
quantitative calculation of reaction barriers, and that one has to use ab initio methods with
good determination of the correlation energy. Table 3 documents the calculated barriers
and those derived from experimental studies (for details refer to52 ).
The data show that calculations on this level can reflect well the reactivities for reac-
tions of the type (84) in various solvents. This applies analogously for the thermochemical
data, which, however, will not be discussed further here. Thus it is possible to do a purely
computational analysis of technical questions involving reactions and, in particular, those
regarding the selection of a solvent. A variety of reactions in solution can be described
in similar quality by PCMs on the DFT level. Thus reactions with molecules containing
on the order of 1000 atoms in solution can be studied, which also means that a significant
subset of industrially relevant reactions, in particular including homogeneously catalyzed
reactions, are accessible to purely computational description.
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R−X ∆G# (calc) ∆G# (exp) deviation
in DMSO
R− Cl 24.9 22.3 2.6
R− Br 20.0 20.0 0.0
R− I 18.5 16.6 1.9
in H2O
R− Cl 26.9 26.1 0.8
R− Br 23.1 25.2 -2.1
R− I 22.1 24.7 -2.6
Table 3: Calculated and experimental reaction barriers for the reaction (84) as per52 in kcal/mol.
4 The Conductor-Like Screening Model of Real Solvents
(COSMO-RS)
To conclude these lecture notes a brief overview of an approach shall be given which uses
properties from PCMs, and in particular a quantity derived from the ASCs, to gain access
by a statistical thermodynamic approach to calculation of the central property of mixed-
phase thermodynamics, which is the chemical potential. This method is named “conductor-
like screening model of real solvents” (COSMO-RS)2. A source for the literature up to
2004 is the monograph53. A subset of the literature from 2005 onward is summarized in
the review article54. A brief summary of a subset of important methodological aspects is
available55.
4.1 The COSMO-RS model for interaction energy in solutions
The starting point of the approach is the assumption that the solute molecules are in a
structureless medium that has the electrostatic properties of a perfect conductor. Techni-
cally speaking, therefore, molecules can be described using COSMO for the limiting case
εr → ∞. The electric field of the molecules is in every case perfectly shielded by a sur-
face polarization charge density. In the event of the molecules being localized at large
distances from one another, no mutual interactions exist between them. The molecules
are characterized in every case by surface charge densities. This situation is the reference
state in COSMO-RS. If molecules come sufficiently close to one another, mutual interac-
tion occurs between them. An important contribution to the interaction energy is based
on electrostatics. This interaction is described by the assumption in the model that small,
localized, charged areas exist, which come into contact. To arrive at a quantitative de-
scription, it is postulated that these local pairwise interactions of the polarization charge
densities σ and σ˜ result in a total charge leading to a so-called misfit energy contribution
that depends on the square of this total charge.
∆Emisfit = α · (σ + σ˜)2 (85)
From empirical observation (see56), after application of the COSMO-RS model (of which
further details are developed below) based only on (85) it is found that an additional term,
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which explicitly describes hydrogen bonding, is necessary for the description if the method
developed is to have quantitative predictive power. This term, which is chosen ad hoc, is
of the form:
∆EHB = cHB ·min (0,min (σ, σ˜) + σHB) ·max (0,max (σ, σ˜)− σHB) (86)
where min and max are the minimum and maximum functions from order theory that
supply the smallest and the largest element of an ordered set. The phenomenon of hy-
drogen bonding is thereby reduced to being described by surface charges, it being as-
sumed here that a certain threshold σHB must be attained for a charged area to be able
to form a hydrogen bond. The sum of (85) and (86) now defines the interaction energy
∆Eint (σ, σ˜)
def
= ε (σ, σ˜)
def
= ∆Emisfit + ∆EHB in COSMO-RS.
4.2 The COSMO-RS integral equation
The central equation of COSMO-RS is obtained from a model concept of interactions in
liquids that represents an extreme simplification of the complex statistical thermodynam-
ics. It is assumed that all interactions in a liquid, i.e., in an ensemble S of n different
moleculesM i |i {1, 2, · · · , n} , can be described by taking into account only the pairwise
interactions of surface areas. This neglects, in particular, all information of a geometric
nature. An in a certain sense similar approach, which is not obvious from an atomistic
viewpoint, has long been very successfully used for predictive description of mixed-phase
thermodynamic properties in chemical engineering. It is based essentially on the fun-
damental work of Guggenheim (see, for example, the monograph57). These so called
group contribution methods are based to a very large extent on experimental data, and
have been routinely used for many years. Process development in the chemical industry
is now inconceivable without recourse to such methods. An overview of these methods is
provided in the monographs58, 59. The relationship between modern methods of this class
and COSMO-RS has been worked out in60. From a statistical thermodynamic theory for
pairwise interacting surface charges, the following integral equation (which in the present
model is exact) can be derived to determine the chemical potential as a function of the
surface screening charge2, 61
µS (σ) = −RT
aeff
ln
[∫ b
a
dσ˜ PS (σ˜) exp
{
aeff · −ε (σ, σ˜) + µS (σ˜)
RT
}]
(87)
The property PS (σ) is what is known as the σ-profile of the ensemble S. It is composed
of the σ-profiles of the molecules in the following way:
PS (σ) =
n∑
i=1
xi · pMi (σ) (88)
Here xi is the mole fraction of molecule i and pMi (σ) the so-called σ-profile of molecule
i. The integral equation (87) belongs to the class of Hammerstein integral equations62. It
can be solved either numerically after discretization2 or semi-analytically62. In the course
of essentially empirical studies, it was found that it is vitally important not to directly use
the ASCs and the associated surfaces from a COSMO calculation. Instead, a new surface
charge is calculated from the ASCs, obtained by averaging over larger areas (the details
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are available in56 ). For purely numerical solution of (87) this equation is self-consistently
solved for each of the charges, to determine the chemical potential as a function of the
surface charge. From these surface charges obtained by averaging, the σ-profiles are also
determined. The σ-profiles are very interesting quantities because they provide a clear,
detailed, and immediate fingerprint of the electrostatic properties. The fingerprint con-
tains, in the condensed form of a histogram, information on the screening charge density
at the surface of the cavity of the molecule. From this it is possible to infer, for example,
what proportion of the surface of the cavity of the molecule lies within a given interval of
screening charges. Figure 9 shows the σ-profiles of a few molecules.
Figure 9: Selected σ-profiles
We consider the case of water. As can be seen, the σ-profile is relatively broad and
symmetric. It shows two maxima: at −0.016e/A˚2 and at +0.018e/A˚2. The latter, at
positive screening charge density, corresponds to the lone pairs of the partially negatively
charged oxygen atom, while the former, at negative screening charge density, corresponds
to the two partially positively charged hydrogen atoms. Of note here is that in σ-profiles
negative partial charges always correspond to positive screening charge densities and vice
versa. The shape of water’s σ-profile reflects the ability to act as a hydrogen bond donor
as well as an acceptor. We shall not go into a more detailed explanation of their form
here; detailed interpretations are available in, for example,53. The integration limits of the
integral on the right-hand side of equation (87) are obtained empirically by consideration
of shapes for pMi(σ). µS(σ) is termed the σ-potential. It is a function of the composition
of the liquid mixture and of the temperature. This property is also a fingerprint of the
behavior in liquid mixtures. It basically describes the affinity of a solvent, which may be
composed of many different molecules in a complex way, for a dissolved substance. For
discussion of specific σ-potentials see53.
309
4.3 The chemical potential
The chemical potential µMiS of a molecule Mi in an ensemble S of any arbitrary com-
plexity (at least in principle) is obtained as a simple integral over σ-profile multiplied by
σ-potential as well as an additional term that essentially accounts for entropic effects.
µMiS =
∫ b
a
dσ pMi (σ) · µS (σ) + µMiCS (89)
The integral on the right-hand side of equation (89) denotes the so-called residual part of
the chemical potential. The second term denotes the combinatorial part of the chemical
potential. This breakup of the chemical potential follows chemical engineering terminol-
ogy. For µMiCS a number of empirical formulas exist which incorporate the surface area and
volume, inter al., of the molecules. A more detailed discussion will not be offered here;
the reader is referred instead to58, 53. The proportion is generally small compared with the
residual part, but cannot be neglected for a quantitative description. The central property of
mixed-phase thermodynamics is thus available in principle for liquid phases of any compo-
sition. Liquid-liquid equilibria (LLE) can thus be described almost without any restriction.
For this purpose only computations for the individual molecules Mi at the COSMO level
with εr → ∞ are required. Through the equations for the COSMO-RS method shown
here, the ASCs allow access to the chemical potential for a mixture of given composi-
tion at a given temperature. We will once again mention here the important property of
COSMO-RS that the calculations for determining the ASCs with COSMO, which are by
far the most computer-time-intensive step of this method, need be performed only once.
(The solution of equation (87) can be very efficiently implemented; the computer time re-
quired for this is basically negligible.) The ASCs are typically stored in a database so as to
have them available for later COSMO-RS calculations. With this method, therefore, it is
possible to determine, very efficiently and without recourse to experiment, the substance
data for design of chemical processes based on mixed-phase thermodynamic properties.
This is the reason for the great popularity of this method in the areas of chemical engi-
neering and industrial chemistry. LLEs are of course also overwhelmingly important in
the life sciences. The preferred fields of application here are solvent screening and for-
mulation research in drug development. The above-mentioned parameters in the equations
for COSMO-RS (α, cHB, σHB, aeff), as also the atomic radii for the underlying COSMO
calculations and the parameters for the combinatorial part of the chemical potential as well
as certain other parameters not explicitly mentioned here, are obtained by fitting of ex-
perimental data sets. This is therefore a semi-empirical method. Differences of chemical
potentials can be reproduced with an accuracy of 0.5 kcal/mol with a global parameteri-
zation that claims to apply for all neutral compounds in the liquid phase. This accuracy is
adequate in a large number of cases. The level of quantum chemical description—the de-
pendence of the functional used in calculations with DFT and COSMO, for example, or the
basis set used—play a subordinate role in the quality of a COSMO-RS parameterization63.
This has its advantages, but also certain disadvantages. It means, on the one hand, that
computing expenditure on the quantum chemical side can be kept low. There is little hope,
however, that accuracy will be increased significantly by an improved description at the
quantum-chemical level. This would be highly desirable because the best empirical group
contribution methods routinely used in process simulation show significantly smaller error
bars. Their use is of course restricted to those systems for which reliable experimental data
are available for their parameterization. One approach toward improving the quality of
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prediction with COSMO-RS almost to the level of the purely empirical group contribution
methods consists in a parameterization of COSMO-RS for only those molecule classes rel-
evant for a given problem64. The resulting loss of generality of the parameterization often
presents no problem in practical applications.
Reference54, for example, gives an idea of the varied and successful applications of
COSMO-RS that have been documented in the literature. The model naturally has many
limitations: dynamic properties like viscosity or diffusion coefficient, and properties in the
region of or beyond the critical point cannot be described. Nor is the solvation of ions
like F− or Al3+ well described. Moreover, there are certain classes of molecules, such as
tertiary amines, for which COSMO-RS shows particularly large errors.
5 Concluding Remarks
The lecture notes provide a brief introduction to the theory of CSMs and its application in
the area of PCMs. This is a class of methods that are used more or less as the standard for
description of solvation effects when using quantum chemical methods. These methods
are easily available and, in comparison to a calculation in a vacuum, require only a little
additional calculation effort. If their inherent approximations and thus the limits of the
model are taken into consideration along with careful prior examination of their suitability
in model systems, which are adequately similar to those of the problem being worked on,
it is possible to make quantitatively and qualitatively good predictions. A semi-empirical,
statistical-thermodynamic extension of the COSMO approach, COSMO-RS, permits cal-
culation of the chemical potential in complex mixtures at variable temperatures. Thus, in
principle, this provides access to the complete range of mixed phase thermodynamics in
liquid phase. CSMs are based on a drastically simplified description of solvation, in which
it is reduced to the modeled handling of the solvent in a homogeneous, isotropic, linear
dielectric medium. It is assumed that the solvent is located in a cavity in this medium. The
degree to which the dielectric is polarized and its associated ability to create an electric
field (the reaction field) that in turn acts back upon the solvent, is determined by a macro-
scopic property, the relative permittivity (static dielectric constant). The charge distribu-
tion of the solute is now optimized self-consistently in the presence of the reaction field
(self-consistent reaction field calculation, SCRF). The calculation is to be done iteratively,
because the reaction field itself again depends upon the modified solute wave function. The
description of the influence of the solvent by a homogeneous, isotropic, linear dielectric
is justified only for solvent molecules that are far away from the solute. Particularly large
errors are to be expected for the description of the solute-solvent interaction in the first
solvation shell. Here discrete, directed interactions dominate, which depend upon local
details of the charge distribution on the atomistic scale. When the structural characteris-
tics of the liquid are taken into consideration, the linear response approximation no longer
applies. The polarization here is of a nonlinear nature. The spatial division into a space
containing the solute molecule and a sharply separated space for the dielectric medium is
arbitrary and basically impermissible. Free energies resulting as solutions to electrostatic
model problems based upon such assumptions are therefore always somewhat arbitrary. In
the end, the undeniable success of such models in describing certain solvation phenom-
ena and in making predictions is based upon empirical adjustment. This must always be
taken into consideration when applying methods of this class and in assessing published
numerical values based upon such calculations.
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The combination of quantum mechanical (QM) methods with molecular mechanics (MM) force
fields in QM/MM hybrid simulations is a powerful approach to compute molecular properties
or chemical reactions in the condensed phase, e.g. in aqueous solution or in large biomolecular
complexes. Many flavors of QM/MM have spawned during the last four decades of develop-
ment and successful application. We will review the fundamental ideas of QM/MM and im-
portant considerations for their practical deployment. Assessment of the accuracy of QM/MM
methods and strategies for their advancement are discussed.
1 Introduction
Nearly 40 years ago in 1976 the QM/MM concept for molecular simulations — that is
to employ quantum mechanical (QM) methods to a region of interest while the surround-
ing environment is treated by molecular mechanics (MM) force fields — was introduced
by Arieh Warshel and Michael Levitt in their seminal study on the carbonium ion in ly-
zozyme.1 This first QM/MM publication already provided the key ingredients that are still
used in hybrid QM/MM simulations today although methods and computational details
have greatly evolved. The huge impact of QM/MM on molecular science spanning the
fields of physics, chemistry, and biology has lately been acknowledged by awarding the
2013 Nobel price in chemistry to these two authors along with Martin Karplus.2
Basis for most QM/MM implementations is the partitioning of the Hamiltonian1
H = HMM +HQM +HQM/MM (1)
of the system under investigation into interactions HMM within the MM subsystem, inter-
actions HQM within the QM subsystem, and a coupling term HQM/MM modeling the inter-
action between the two subsystems. Many flavors of QM/MM methods have been derived
from (1) altering the choice of the MM force field or the particular QM method, such as var-
ious semi–empirical (SE) approaches, Hartree–Fock (HF) and post–HF methods, as well
as density functional theory (DFT). Furthermore, the details of the coupling term HQM/MM
have evolved in accuracy as well as in efficiency. Accordingly, this zoo of methods spans
a large range of accessible sizes of QM subsystems, accuracies, and time scales in molec-
ular simulations, which one always has to keep in mind when conducting, evaluating and
comparing QM/MM studies. Overviews on QM/MM are provided by many excellent re-
views.3–8
The excellence of QM/MM methods is to account for the effects of the solvent en-
vironment on the molecular properties accessible by an accurate QM electronic structure
computation. In the QM/MM calculation the solvent is treated by an efficient MM force
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field such that the total costs are far less than those of a full QM condensed–phase sim-
ulation or a QM computation for a large cluster model. In this context we first think of
the solvent as an aqueous solution consisting of water molecules and possibly ions which
thermally sample many configurations around a QM solute. Equally well, we can conceive
compounds of biomolecules and substrates within biomolecules as solutes in complex and
specialized solvent environments, for example a reactive site solvated within an enzyme.
Here, the environment is typically well defined by the tertiary structure of the enzymatic
protein, which provides specific electrostatic and steric interactions with the QM fragment,
e.g. by polar and charged amino acid side chains. Still, at ambient conditions such solvent
environments for the reactive sites may show a certain degree of fluctuations for example
in the hydrogen bonding network to and around the substrate or the orientation of side
chains.
We will review the key ideas, the necessary ingredients and computational obstacles to
model such solute–solvent systems within the QM/MM framework. After a short review
of the basics of QM/MM coupling methods we will discuss examples on how one can
improve their efficiency and accuracy both on the level of the force field and the coupling
scheme.
2 QM/MM Interactions
Fundamental for all QM/MM methods is the specification of the coupling term
HQM/MM = H
elec
QM/MM +H
vdW
QM/MM +H
cov
QM/MM (2)
entering Eq. (1), which covers electrostatic and van der Waals (vdW) interactions between
the QM and MM fragments, as well as the treatment of possible covalent bonds between
the two fragments.
2.1 Breaking Covalent Bonds
For the latter HcovQM/MM, the challenge is to model the broken and thus unsaturated covalent
bond without spuriously altering the electronic structure of the QM fragment in the region
of interest. Here, a simple strategy is to saturate the broken bond by an additional link
atom, typically a hydrogen atom, which seems justified for single sigma–type bonds, such
as homopolar C–C bonds.9 The particular placement of the link atom and possible correc-
tion terms help to minimize the distortion of the mechanics and the electronic structure of
the link region.10, 5 An alternative route is to prepare special QM atoms at the boundary
between QM and MM fragment, such that their electrons still model the formally broken
bond. In the frozen orbital method this is achieved by fixing the coefficients of certain
hybrid orbitals to mimic a covalent bond to the MM fragment.5 A related idea is to con-
struct special pseudopotentials for such boundary atoms in DFT calculations, which the
cover the electrons in frozen orbitals in addition to core electrons, such that the link atoms
have a reduced valence.11 Comprehensive and complete overviews on the issue of breaking
covalent bonds can be found in a recent review article Ref. 5.
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2.2 Van der Waals Interactions
The vdW interactions HvdWQM/MM have to cover the Pauli repulsion and the dispersive inter-
actions between the electrons of the two fragments. These interactions are modeled at the
force field level and one typically adopts the functional form and the parametrization of the
MM force field. Note that particularly the repulsive terms are crucial, since they essentially
determine the distances between QM and MM atoms, e.g. in hydrogen bonds between the
two fragments. Further below in Sec. 4.1 we will discuss how a QM/MM description can
be improved by proper parametrization of inter–fragment vdW interactions.
2.3 Electrostatic Interactions
The computationally most demanding part of the QM/MM interactions are the electrostatic
interactions
HelecQM/MM =
∫
dr3%el(r)ΦMM(r) +
NQM∑
µ=1
ZµΦ
MM(Rµ) (3)
of the NQM core charges Zµ of the QM atoms µ at the positions Rµ and their electron
charge density %el with the external potential ΦMM generated within the QM region by
the MM atoms. Most simple so–called subtractive or additive mechanical embedding
QM/MM schemes do not include the electrostatic perturbation by ΦMM in the QM Hamil-
tonian. For most solvation effects such simple models are much too crude and additive
electrostatic embedding schemes have to be used, in which the MM fragment fully polar-
izes the QM electronic structure, as in the original work of Warshel and Levitt.
The demanding part of Eq. (3) is to calculate the energy of the electrons in the external
potential ΦMM. Employing the linear combination of atomic orbitals (LCAO) approach
in the QM calculation and a simple Coulomb model for the MM atoms these interactions
yield the coupling terms
hµ
′,k′
µ,k = −
NMM∑
i=1
e qi
4piε0
∫
dr3
ϕ∗µ,k(r)ϕµ′,k′(r)
|r−Ri| (4)
between the atomic orbitals ϕµ,k and ϕµ′,k′ on QM atoms µ and µ′ and the partial charges
qi of the MM atoms located at positions Ri. The number of coupling terms scales quadrat-
ically with the number of atomic orbitals and linearly in the number of MM atoms. Similar
three–center integrals have to be evaluated for the interactions of the electrons with the
QM cores, but, since the MM atoms typically outnumber the QM atoms by a few orders
of magnitude, their number is much larger for QM/MM interactions. Note that for SE
or tight–binding DFT calculations these integrals do not have to be solved explicitly but
one can employ the same approximations for the MM charges as one uses for the QM
cores.9, 12, 13
If, instead, the electron density can be represented on a spatial grid such as in plane–
wave basis or hybrid basis DFT implementations,14, 15 the electron–MM interactions∫
dr3%el(r)ΦMM(r) =
Ngrid∑
γ=1
%el(rγ)Φ
MM(rγ) (5)
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reduce to a simple sum over the Ngrid grid points γ at rγ . Here, the computational task is
to map ΦMM on the grid used in the QM calculation, which can easily span a few million
grid points.
2.4 Computational Aspects
For extended simulations both variants of QM/MM electrostatic interactions (4) and (5)
are prohibitively expensive in a typical QM/MM simulation setup if employed naively.
Therefore, interactions are often truncated after a certain cutoff distance Rc between QM
and MM atoms to limit the number of QM/MM interactions. Plain truncation schemes,
however, are notorious for introducing artifacts, as has been shown in many MM–MD
studies,16, 17 which limits the use of plain truncation to more or less static calculations.
Moreover, truncation around a reactive site within a protein may just include or exclude
important interactions with charged amino acid side chains and, thus, the results of the
calculations may strongly depend on Rc.
Multiple-scale strategies increase the accuracy of the QM/MM electrostatics computa-
tion as compared to straight truncation schemes by treating more distant regions by com-
putationally efficient approximations. Some schemes expand the charge density of the QM
fragment in multipole moments for its interaction with distant MM atoms11 or use elec-
trostatic potential derived charges (ESP) of the QM fragment for interactions with MM
charges.18 Fast multipole methods, which group distant atoms into hierarchically nested
clusters and use multipole and local Taylor expansions to compute their collective inter-
actions with the QM fragment enable even more efficient QM/MM computations.10, 19, 20
Electrostatic interactions beyond the explicitly treated region can be furthermore comple-
mented by interactions with a dielectric continuum, which exerts a reaction field (RF) on
the QM region and shields long–range interactions.21–31 For instance, excitation energies
and magnetic shielding constants of diazines calculated by such a multilayer QM/MM/RF
model yielded a very good agreement with a large explicit solvent treatment.27 For many
applications the size of the explicit solvent region can be decreased by such a multilayer
method,29 and the errors entailed by truncation of the electrostatic interactions are sup-
pressed.24, 32 Alternatively the QM/MM calculation can be embedded in a fully periodic
scheme for the MM fragment based on Ewald summation,11, 33 which also avoids trunca-
tion effects.
Another multiple-scale approach for the reduction of the computational effort is to map
the MM potential ΦMM onto coarser grids for more distant MM atoms, which can then
be interpolated to yield a very good approximation of ΦMM on the finest grid eventually
needed for the DFT calculation.33
In QM/MM calculations ΦMM has to be imported to the QM calculation but also the
forces on the MM atoms have to be calculated after the QM self–consistent field (SCF)
iterations have converged. All modern approximative schemes for QM/MM electrostatics
calculations use fully Hamiltonian forces, i.e. based on derivatives of the approximate MM
potential used in the QM calculation with respect to the MM positions Ri.11, 33, 19 Note
that in Car–Parrinello (CP) simulations,34 which do not rely on an SCF procedure but
integrate an extended Lagrangian scheme, the import of ΦMM and the export of forces can
be done simultaneously.11 Still, QM/MM CP–MD simulations may require in total more
such import and export operations due to the much smaller time step required for CP–MD
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as compared to SCF–based Born–Oppenheimer–MD, which may be an efficiency issue
that has to be considered when choosing the method of simulation.
3 Determining the QM/MM Setup
Setting up QM/MM simulations is in many cases a painful iterative approach due to the
complexity of the method and the peculiarities of the system under investigation. Espe-
cially if the project will involve significant amounts of computer time it is worthwhile to
invest considerable effort in the proper choice of the setup.
3.1 The QM Method
The requirements for the QM level of theory in a QM/MM study are mostly the same as for
pure QM studies. The applied method must be capable to correctly model the effects and
properties that are targeted for the system under investigation at a reasonable computational
cost. Mostly it is advisable to first study a possibly simpler pure QM system as a reference
in order to calibrate the accuracy of the method. Moreover, such preparatory calculations
help to quantify the effects of solvation in the following main QM/MM study.
Principle choices are SE methods such as MNDO35 and AM1,36 or tight–binding DFT
methods13 which require a comparable computational cost. SE methods are fast and can
yield high throughput for a wide selection of organic molecules. Still, it is essential to
check if the underlying SE parametrization is suited for the system under investigation,
and, if necessary to reparametrize the method. In contrast, HF methods are parameter free,
but computationally much more demanding. HF is the canonical precursor for post–HF
methods, which are required to address properties of electronic exited states, such as optical
spectra. Post–HF methods require careful calibrations to minimize the computational cost
for the desired accuracy. For the electronic ground state, Kohn–Sham DFT37 yields a good
compromise between accuracy and efficiency and is therefore widely used for QM/MM–
MD investigations. DFT requires the choice of the exchange and correlation functional,
possibly pseudopotentials, and, similar to HF, a suitable basis set.
A second important criterion is whether the QM method supplies fast analytical gra-
dients necessary for molecular dynamics (MD) simulations, which have to be conducted
whenever one aims at extended sampling for free energy calculations or time correlation
functions, e.g. for the calculation of vibrational spectra.38, 39
3.2 The QM/MM Interface Software
Having determined the QM method of choice, the next step is to choose a suitable inter-
face software for QM/MM. Modular approaches like the ChemShell,40, 41 QMMM,42 or
QuanPol43 packages offer interfaces to many QM methods implemented in various QM
programs and to several MM force fields and MD programs. A uniform interface software
between the respective programs deals with the import and export of electrostatic potentials
and forces on the atoms.
On the other hand, specialized interface implementations coupling grid–based DFT
methods very efficiently to MM–MD programs10, 11, 33, 19, 20 or implementing SE Hamilto-
nians in MM–MD programs36, 44–46, 12 have the advantage of fast data exchange and op-
timized import and export routines as we have discussed for the electrostatic coupling
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above. These aspects are of particular importance, whenever the MM fragment and the in-
terface part of the calculation consume a significant portion of the available computational
resources.
3.3 The MM Force Field
Choosing a specialized interface often implies the selection of a certain MM–MD package.
Many such packages are shipped with a native MM force field, for example the GROMOS
force field47 for the CPMD/GROMOS coupling11 or AMBER48 and CHARMM49 for their
native SE coupling.44, 45, 12 However, due to the functional similarity of today’s popular
MM force fields for biomolecular simulations a conversion of input files between different
program formats is often feasible at moderate effort. This can be useful if one already
has set up the pure MM system with a particular force field and verified the stability of
the simulation, particularly for the region of interest, in extended MM–MD simulations.
Whether certain MM force fields yield better QM/MM results than others is rarely investi-
gated50 and one may only guess if a more or a less polar parametrization is preferential for
the system of interest. Special care is required when the force field employs unified atom
models51, 52 (e.g. use a single atom for a CH2 group) to replicate the hydrogens, if such
atoms are included in the QM region.11
Stable MM–MD simulations and initial equilibration runs are a neccessary prerequisite
if MD is the sampling method of choice for the QM/MM study. For the MM equilibration
one may have to parametrize prostetic groups, which are not included in the MM force
field, although they will be treated by QM methods in the productive phase of the simula-
tions. Alternatively, one can describe the prostetic group by less expensive lower level QM
methods such as SE during the equilibration phase.
3.4 The QM Fragment
Finally, one has to properly partition the system into the QM and the MM region, which is
a most crucial step for the balance of efficiency and accuracy of the simulation. Here, the
property or the chemical reaction under investigation typically provides a minimal choice
for the QM region, e.g. the set of all reactants. For prostetic groups or other parts of
macromolecules within the QM region the next step is to select covalent bonds between
the QM and MM region that can be cut as discussed above in Sec. 2.1. Here, the distortion
induced by this boundary between QM and MM region should be as small as possible for
the chemistry described in the QM region, see Ref. 5 for a complete review.
For enhanced accuracy one may extend the minimal QM region by further fragments,
e.g. by polar and charged amino acid side chains around the region of interest, thereby
treating important mutual polarization effects on the QM level. Similarly, also interactions
with the solvent may be of utmost importance for the property under investigation. It is
therefore intriguing to reduce possible errors introduced by the force field by extending
the QM region to cover solvent molecules in the inner solvation shell(s) thereby moving
the QM/MM boundary further away from the solute.9 Treating parts of the solvent by QM
raises the problem of how to treat MM solvent molecules that diffuse into the QM region
and, vice versa, QM solvent molecules that leave it during a MD simulation. One can either
restrain the QM and MM solvent molecules to stay in the respective QM (MM) regions,
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or construct an adaptive QM/MM scheme, whose main challenge is to avoid huge energy
and force discontinuities while still being computationally feasible; for a recent overview
see Ref. 53.
Such extended QM regions entail, of course, enhanced computational costs, which may
be prohibitively large if expensive ab inito methods are used for the QM region and long
QM/MM–MD trajectories are needed for proper sampling.
4 Probing and Improving the Accuracy of QM/MM Calculations
The previous overview of the aspects of proper QM/MM setup revealed that the required
choices may influence the results of the simulation and that one inevitably needs to cross–
check to what extent the results and the conclusions depend on the QM/MM setup. Here,
one important test is to vary the size of the QM region. For example, to probe ionic sol-
vation in water with QM/MM one needs to include up to two solvent shells in the QM
fragment to obtain consistent results for the solvation structure.54, 55 Similarly, a single
QM glycine in MM water does not retain its native zwitterionic state, but was found to
be stabilized by including a first water shell in the QM fragment.56 Meier et al. show that
they can alter the hydrogen bonding pattern of the AppA BLUF protein around its FMN
cofactor depending on the amino acid side chains included in the QM fragment.50 An even
stronger qualitative dependence on the size of the QM fragment was found for the phos-
phate monoester hydrolysis in alkaline phosphatase.57 Here, the inclusion of embedded
zinc ions and their coordinating amino acid side chains changed the predicted mechanism
from an associative reaction path to a dissociative reaction path.
All these examples seem to indicate that larger QM regions should be preferred over
minimal setups. A different interpretation is that the force fields employed in QM/MM
simulations model the interactions of the MM fragment with the QM fragment only at
insufficient quality for many properties and systems of interest. Therefore, an alternative
approach to increasing the size of the QM region is to improve the accuracy of the force
field as well as the accuracy the mutual interactions of QM and MM fragment to obtain
results consistent with those of larger QM regions.
4.1 Adapting van der Waals Parameters
In MM force fields, both the vdW intermolecular interactions and the electrostatic inter-
actions are specifically adjusted according to the respective parametrization strategy and
depend, of course, on the functional form of the employed interaction potentials. Their
balance determines the distance and strengths of hydrogen bonds or the structure of radial
distribution functions. Because the point charges of the MM force field yield rather strong
short–range Coulombic forces, they are typically counterbalanced by 12–6 Lennard–Jones
(LJ) potentials which feature stiff repulsion. However, the electrostatic interactions be-
tween MM and QM atoms described by HelecQM/MM in Eq. (2) are qualitatively different to
MM–MM interactions because within the QM fragment the singular partial charges of the
force field are replaced by a much smoother electron charge density shielding the core
charges. Therefore, one also expects the short–range electrostatic QM/MM interactions to
be weaker than pure MM electrostatic interactions.
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Sticking to the LJ potential and its MM parametrization also for the QM/MM vdW
interactions, as most QM/MM methods do,5 may exaggerate the vdW repulsion. Simply
adapting the force fields’ vdW parameters was reported to yield erroneous binding ener-
gies,58 geometries59 and solvation structures.60
The choice of vdW parameters plays a decisive role for the solvation structures around
the QM fragment as measured by the radial distribution function, and, therefore, for the
correct polarization of a QM solute. In contrast, thermodynamic properties like reduction
potentials or potentials of mean force are less sensitive to the choice of vdW parameters,
which was attributed to a cancellation of errors.60
VdW parameters for QM/MM settings can be optimized to reproduce the hydrogen
bonding energies, distances or geometries for selected representative molecular clusters
in the gas phase,61, 62, 58, 63, 60, 64, 59 for which full QM calculations at the ab initio level may
serve as references. The reference should, of course, correctly model hydrogen bond struc-
tures, which may require that also dispersion interactions are reasonably represented by the
QM method. Such optimized parameters can then also predict hydrogen bonding for a test
set of larger molecular complexes, which were not part of the parametrization set, at high
accuracy.62 The parameters optimized for a specific QM/MM method and MM force field
depend on the form of the respective QM/MM interaction Hamiltonian,63 and are in general
not transferable between different QM/MM methods, different basis sets,64 or excitation
states.65
Also, the transferability of optimal vdW parameters obtained for gas phase clusters to
the bulk is questionable. Tu and Laaksonen found that the optimal vdW parameters for a
QM/MM water dimer in vacuum rendered the solute–solvent interactions in the condensed
phase too weak, resulting in an underestimation of the QM water molecule’s induced dipole
moment,66 i.e. in incorrect polarization. Similarly, the peak positions of the radial distribu-
tion function were shifted to larger distances, as compared to experimental and pure MM
results. The standard MM force field parameters, in contrast, entailed too strong QM/MM
interactions.
Alternative parametrization strategies rely on thermodynamic properties of solvated
QM molecules,67, 68 but are computationally more expensive than gas phase cluster calcu-
lations. Here, a computationally efficient strategy like the “averaged solvent electrostatic
potential” (ASEP) approach69, 70 proved to be valuable to iteratively optimize the vdW pa-
rameters to bulk properties.71 Employing this technique, QM/MM vdW parameters were
successfully fitted to experimental hydration enthalpies and radial distribution functions.
In the subsequent simulations they notably improved the QM/MM modeling of ammo-
nia ionization.72 For small solvated molecules such efficient mean–field based QM/MM
calculations can yield reliable structural properties.
The LJ potential widely used in QM/MM applications has deficiencies in modeling
short–range intermolecular forces.73 Improved potential energy curves for small molecular
have been found with a Buckingham– or pseudopotential–like modeling of the short–range
repulsion.73, 58 Furthermore, the LJ potential only empirically accounts for Pauli repulsion
and does not act on the QM electron density. The missing Pauli repulsion may substantially
affect the electron density and thus, e.g. the magnetic properties of QM molecules.74 Also
here, augmenting MM atoms with effective repulsive (pseudo)potentials entering the QM
Hamiltonian may improve the modeling.
In summary, the choice of vdW parameters can significantly alter the solvation struc-
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tures of molecules, and reparametrization of vdW interactions needs to be considered for
an optimal modeling of QM/MM solvation.
4.2 Polarization of the MM Fragment
The above discussion showed that in particular at short ranges the description of the vdW
and electrostatic interactions mutually depend on each other. So, a next important step is
to improve the electrostatic description of the MM environment around the QM fragment.
The severe shortcoming of today’s popular biomolecular MM force fields is the lack
of explicit electrostatic polarization terms. Polarization is only included in a mean–field
fashion, i.e. MM force fields use the same partial charges for an amino acid side chain
independent of its local environment. Moreover, these partial charges are not necessarily
parametrized to reproduce a mean polarization but also depend on other quantities such
as free energies of solvation. On the one hand this mean–field approach allows to tackle
larger and larger systems and to reach longer simulation time scales with the increasing
computational power. On the other hand it is questionable if the current unpolarizable
MM force fields are accurate enough to be predictive on these length and time scales.75
It is widely accepted that, in order to improve force field accuracy, electronic polarization
effects should be included.76–79
4.2.1 Polarized MM Force Fields
A first step to improve the electrostatic description of the MM environment is to locally
polarize it. Here, the key idea is to adapt the mean–field partial charges of the amino acid
side chains around the QM fragment to the specific local environment. For example, using
standard force field parameters in MM–MD simulations of the membrane protein bacteri-
orhodopsin (BR) leads to collapse of the region around the retinal chromophore,80 which
is, however, well defined and stable according to the crystal structure.81 After adapting the
partial charges of the MM force field around the chromophore by DFT/MM calculations
to the local electrostatic fields within the chromophore binding pocket the resulting polar-
ized force field turned out to stabilize the structure. Moreover, the infrared (IR) spectrum
of BR’s chromophore calculated by DFT/MM in this polarized environment was accurate
enough to distinguish the native structure from non–native protein conformations by com-
parison with experimental results.82 The same strategy of polarizing the amino acid side
chains in the MM force field was applied in a DFT/MM IR study of the FMN cofactor in
various crystal structures of the AppA BLUF protein.83 Here, the improved quality of the
polarized MM description enhanced the accuracy of the computed IR spectra such that the
quality of the crystal structures could be judged.83
These findings show the importance of a correctly polarized environment for properties
sensitive to solvation and electrostatic interactions, such as IR spectra. The development of
a polarized force field can be technically quite involved and pays off only if in turn one can
use a minimal QM fragment for high–level QM methods. Moreover, a polarized force field
is specific to a certain protein in a well determined conformation, which makes it suitable
only for comparatively rigid systems, like the retinal binding pocket in BR. Neither are
polarized force fields transferable nor do they enable unbiased conformational sampling.
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4.2.2 Polarizable MM Force Fields
Polarizable MM force fields (PMM),76–79 in contrast, instantaneously model polarization
effects and account for the fluctuating environment. There are various approaches to model
the polarization of the PMM force field. The fluctuating charge (FC) approach78, 84 redis-
tributes the partial charges depending on the external electric field. For planar molecules
this approach only covers the components of the polarization within the molecular plane.
Drude oscillators (DO)78, 85 model atomic induced dipoles by attaching an additional par-
tial charge on a stiff short harmonic spring to each polarizable atom. The induced dipole
(ID) approach78 explicitly introduces polarizable dipoles, whose strengths and directions
depend linearly on the electric field. A short–range damping scheme is usually employed
to avoid overpolarization at short distances.86 This approach has been generalized to in-
ducible multipoles by the AMOEBA force field.87
Polarization models are not pairwise additive like Coulomb or LJ interactions. There-
fore, the polarization state of a given atomic configuration of a system needs so be deter-
mined self–consistently, i.e. the strengths of the IDs, the positions of the DOs, or the partial
charges of the FC groups, respectively. Alternative to this SCF approach, the polarizable
degrees of freedom can be treated as independent dynamical variables by an extended
Lagrangian approach, similar to CP–MD,78 which, however, requires a smaller integration
time step. Therefore, polarizable force fields are computationally more expensive. Further-
more, DO or ID models have an increased number of interaction partners and ID models
require the evaluation of more complex interaction functions. Furthermore, the additional
complexity of PMM force fields requires suitable parametrization strategies.84, 85, 88, 87, 89
For water, polarizable models can render correct gas–phase electrostatic properties as
well as a wide range of bulk water properties.78, 89 Their transferability to other environ-
ments like protein–water mixtures should be superior to unpolarizable MM models by
construction. In particular for ionic solutions, in which water molecules are exposed to
large local electric fields, polarizable models should excel mean–field models.
4.2.3 MM Polarization in QM/MM
QM/MM schemes are expected to profit from the enhanced accuracy of PMM force fields
in general, and of polarizable water models in particular for aqueous solutions, but the
QM method has first to be properly interfaced with the polarizable force field. To include
polarizable degrees of freedom into an existing QM/MM method, their electrostatic inter-
action energy with the QM fragmentHpolQM/MM has to be included in the hybrid Hamiltonian
(2).1 For PMM force fields based on FC or DO, i.e. polarization modeled by charges,
this is straightforward, as the functional form of the interactions is identical to those al-
ready implemented for QM/MM interactions.90–93, 30 Interfacing polarizable ID with a QM
method requires more effort1, 9, 19, 20, 94 as qualitatively different QM/MM interaction terms
to Eq. (4) have to be considered.
For QM/PMM calculations the SCF conditions must be met not only for the individual
QM and PMM fragments but also for their mutual interaction. Thompson and Schenter
presented a corresponding iteration scheme, which alternately iterates the QM and PMM
subsystems to full convergence until global convergence is reached.95, 96 The efficiency
of solving the QM/PMM SCF can be enhanced by alternating between QM and PMM
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fragment after each iteration step65, 97 or by a convergence–driven switching between the
QM and PMM iterations.19
Although Warshel and Levitt included explicit MM polarization in their hybrid scheme
and stressed the importance of polarization effects,1 the majority of QM/MM methods
and applications employ unpolarizable MM force fields.5 With the availability and grow-
ing hands–on experience with PMM force fields over the past decade,78 they have also
reemerged in QM/PMM studies, in particular in implementations which supply atomic
forces for geometry optimization or MD simulations.98, 95, 96, 91, 99, 92, 65, 93, 100, 101, 29, 30, 19, 20, 94
QM/PMM studies reported substantial solute–solvent energy contributions by MM sol-
vent polarizability,1, 102, 103 and more accurate solvation effects for the excitation energies
of rhodopsins104, 105 and uracil,106 while the effect of MM polarization on optimized ge-
ometries is less pronounced.9, 94
The correct modeling of polarization effects in the MM surrounding is especially im-
portant for charged QM fragments.107 MM polarization was found to be crucial when one
calculates the proton affinities and deprotonation enthalpies of alcohols,9 or solvation of
fluoride99 and chloride ions,93 or cation/benzene complexes.108 Relative solvation free en-
ergies of Mg2+ and Zn2+ ions computed from MD simulations using a combination of
DFT and a PMM water model yielded very good agreement with experiment.55
These examples demonstrate that a proper inclusion of polarizability in the MM frag-
ment improves the accuracy of QM/MM results. Since efficient QM/PMM–MD imple-
mentations have become available,19, 20 one can proceed to benchmark such methods by
long trajectories. Concomitantly, high–level QM–MD simulations of bulk systems have
become feasible109, 110, 88, 111 which render abundant reference data to evaluate the accuracy
of QM/(P)MM methods. Furthermore, these data can guide the parametrization of PMM
force fields and QM/PMM interfaces.112, 88
5 Summary
With the development of QM/(P)MM methods molecular properties and chemical reactions
in the condensed phase can be computed at high accuracy, while the costs are mainly
dictated by the number of atoms included in the QM fragment and the chosen QM method.
Selecting the proper method for the system of interest requires considerations concerning
the level of QM theory, the QM/MM interface, the MM force field, and the size of the QM
fragment. Adapting the vdW interactions between QM and MM fragment as well as to
take the electronic polarization of the MM fragment into account can greatly improve the
accuracy of QM/MM methods.
The effort to familiarize with the various aspects of QM/MM is well invested, since
they open a large field of possible applications, many of which currently are on the verge
of emerging.
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1 Introduction
One of the major bottlenecks of conventional all-atom (AA) molecular dynamics (MD)
simulations of biomolecular systems comprised of hundreds of thousands of atoms is the
very large computational effort involved. Even with efficient force fields for describing the
pairwise interactions between the atoms, processes that can be directly simulated are lim-
ited to time- and length-scales up to a few µs and 20 - 30 nm, respectively. Of course, these
boundaries are constantly being expanded, both due to hardware advancements (including
GPUs and the design of dedicated special-purpose machines1) and the complementary de-
velopment of MD software to actually exploit these in an optimal manner. Nevertheless,
despite tremendous progress in the field, it is clear that brute-force all-atom MD alone will
not suffice.
To overcome these limitations, efficient coarse-grained (CG) models have been devel-
oped.2 In particle-based CG models, several atoms are grouped together into CG beads,
thereby increasing computational efficiency by up to several orders of magnitude. Coarse-
graining the solvent is particularly appealing, especially for biomolecular systems, because
the majority of the computational effort is typically spend on computing interactions in-
volving solvent molecules. CG approaches have been successfully applied to a wide range
of biomolecular systems and processes. However, due to the unavoidable approximations
that are inherent to coarse-graining, CG models are, in general, less accurate than their
AA counterparts. This is the major limitation for their range of application. For exam-
ple, for most CG models that are computationally highly efficient, it is very challenging to
correctly describe conformational transitions and internal dynamics of complex biological
macromolecules, including the making and breaking of secondary structure elements and
folding/unfolding.
The aim of multiscale modeling is to trade off accuracy against efficiency by combining
several levels of resolution. In hybrid methods, these levels of resolution (e.g., AA and
CG) are present simultaneously in the simulation system, thus requiring direct interactions
(coupling) between them. A hybrid simulation can for example be set-up by partitioning
the system into different spatial regimes. In many cases, the processes of interest take place
in a rather small part of the overall simulation system, such as ligand-receptor binding
or the conformational change of a part of a biomolecule. In these cases, hybrid dual-
scale AA/CG methods, in which an AA force field is used for the small subsystem of
interest and coupled to a CG description of the surrounding, including the vast majority of
the solvent molecules, can be expected to provide a substantial computational speed-up.
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However, to judge the suitability of such approaches, it is critical to evaluate their accuracy
by systematic comparison against fully atomistic simulations and experiment.
The aim of these lecture notes is to provide an overview over our work on developing
dual-scale AA/CG hybrid methods to couple existing AA force fields with the widely-used
Martini CG force field. The focus is on methodological aspects and their practical imple-
mentation in the GROMACS3 MD code. Benefits and limitations of the current AA/CG
approach – as well as possible ways to overcome the latter in the future – are discussed.
2 Brief Introduction to the CG-Martini Force Field
The Martini CG force field is one of the most widely-used CG models for biomolecular
simulations.4 Force field parameters, sample input files, scripts for setting up simulations,
and tutorials can be found on the website http://www.cgmartini.nl. Initially de-
veloped for lipids,5 Martini was later extended to other biomolecules such as proteins6, 7
and carbohydrates,8 thus enabling a broad range of applications. The basic idea of the CG-
Martini model is to employ a 4:1 mapping of AA to CG particles.a This means that on aver-
age, 4 atomistic heavy atoms (and their associated hydrogens) are effectively represented
by 1 CG bead. The interactions between the CG beads are described by Lennard-Jones
(6,12) potentials. Explicit Coulomb interactions are only present between fully charged
beads, such as e.g. ionized amino acid side chains or charged (or zwitterionic) lipid head-
groups, and are uniformly screened with a relative dielectric constant of r(CG/CG) = 15
to account for the lack of explicit dielectric polarizability of the CG model. The differences
in polarity between the (uncharged) CG beads is reflected in the depth of their pairwise
Lennard-Jones interaction potentials. These are not derived from standard combination
rules, but were parameterized against experimental thermodynamic data, such as oil/water
partitioning coefficients. The bonded parameters (bonds, angles, dihedrals) were largely
obtained from inverting the respective populations obtained from atomistic simulations.
Several CG water models were developed to be used together with Martini. All these
models employ a 4:1 mapping of atomistic water molecules to a single supra-molecular
CG water, thus providing a substantial computational speed-up. The original water model5
is a pure Lennard-Jones fluid, i.e., a single (very polar) Lennard-Jones bead with a mass
of 72 au. It was parameterized such as to match the density of water at room temperature
and the partitioning free energies between water and apolar medium of various model CG
compounds that represent chemical building blocks of biomolecules (see above). One of
the drawbacks of this original water model is that, due to the lack of partial charges, it does
not have explicit dielectric properties and hence cannot screen the Coulomb interactions
between charged particles. The polarizable Martini water (PW) model9 contains partial
charges that can readjust their positions in response to the electric field exerted by other
(partial) charges in their environment. The PW model consists of three particles (Fig. 1,
left): an uncharged central particle (W) for the Lennard-Jones interaction, and two particles
with opposite partial charges (WP and WM with q = +0.46 and -0.46, respectively) that are
connected to the central particle by a constraint of length 0.14 nm. These satellite particles,
which do not interact through Lennard-Jones potentials, are within the excluded volume
of the central particle. The WM-W-WP angle is modeled with a harmonic potential with
aThis effective 4:1 mapping is applied on average and is by no means a strict rule – there are numerous exceptions.
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Figure 1: Polarizable coarse-grained water models. (Left) Polarizable Martini (PW) water model. (Right)
Gromos big dipole water (BDW) water model.
equilibrium angle θ = 0 and a weak force constant of Kθ = 4.2 kJ mol−1 rad−2 and is
thus flexible. Hence, the PW model accounts for orientational polarization. The Lennard-
Jones interaction of the W bead, the partial charges, and Kθ were adjusted such as to
reproduce as closely as possible the density and dielectric permittivity of water at room
temperature. At 300 K, the PW model yields ρ = 1043 g/l and  = 76. Thanks to the
presence of explicit partial charges, r could be reduced from 15 in standard Martini to 2.5
in PW.
The big multipole water (BMW) model10, 11 is another polarizable CG water model that
can be used together with Martini. Just like PW, BMW is a 3-site CG water model that
effectively represents 4 water molecules. But distinct from PW, it has a charged central W
particle (q = -2), to which the two positively charged satellites (+1) are bonded. BMW is
a rigid model with bonds (l = 0.12 nm) and angle (θ = 120◦) fixed and can thus be called
a ”super-SPC”. In addition to a dipole, it also has a quadrupole moment. The Coulomb
interactions are screened with r = 1.3, and the van-der-Waals interactions are described
with a soft Born-Mayer-Huggins potential instead of a steep Lennard-Jones 6,12 potential.
The third CG water model discussed in this lecture is the Gromos CG water model
of Riniker et al.12, also referred to as the big dipole water (BDW) model. A sin-
gle BDW molecule represents 5 atomistic water molecules (instead of 4, as PW and
BDW). As shown in Fig. 1, BDW consists of two particles, a central particle (CW)
with a mass of 60 au that carries Lennard-Jones 6,12 parameters, and a dipole particle
(DP) with a mass of 30 au. These two particles are oppositely charged (q = -/+ 0.575)
and bonded to each other through a flexible half-attractive flat-bottom quartic potential,
Vbond(rCW−DP) = 1/2 KB(rCW−DP − r0)4, which acts beyond an inter-particle distance
of r0 > 0.2 nm with a force constant of KB = 2 · 106 kJ mol−1 nm−4. Since the DP par-
ticle can oscillate around CW in response to the local field in the environment, the model is
polarizable. The quartic bond makes the polarizability nonlinear. As for the other polariz-
able CG water models, the non-bonded interactions between particles within a single bead
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are mutually excluded. Similar to PW, the BDW model uses r = 2.5. Non-bonded inter-
actions between BDW particles are taken into account up to a cut-off of 2.0 nm (instead
of 1.2 nm for PW), which makes this model computationally more expensive. Although
the BDW model was not parameterized together with Martini (i.e., there are no parameters
for Lennard-Jones interactions between BDW and Martini beads), its use as a solvent in
hybrid AA/CG modeling, as pioneered by Riniker and coworkers,13, 14 is discussed in this
lecture.
The reasons for the computational efficiency of the CG-Martini model are threefold.
First, the number of particles is significantly smaller (roughly by a factor of 10) than at
the fully atomistic level, thus greatly reducing the number of pairwise interactions and
forces that need to be computed. Second, direct long-range interactions are neglected,
since all non-bonded interactions (and forces) are smoothly shifted to zero at a cut-off of
1.2 nm. Third, due to the lack of fast degrees of freedom such as hydrogen vibrations, the
equations of motion can be integrated with larger time steps (of the order of 20 fs). Finally,
depending on the particular system, lack of atomistic friction leads to a smoothed CG
energy landscape on which sampling can be (but not necessarily always is) faster. Taken
together, these effects provide a speed-up of up to a factor 1000 over atomistic models.
Finally, it should be mentioned that other polarizable CG water models have been de-
vised, see e.g. Ref. 15 for a review. However, these were not developed to be used together
with the Martini force field and are thus not covered in this lecture. In addition, very
recently, an implicit solvent (dry) Martini force field was published.16
3 Direct Embedding of AA Solutes in CG Environment
Arguably, in terms of computational efficiency, completely replacing all atomistic solvent
molecules by CG ones is very tempting, because it promises to provide the largest speed-
up. However, at the same time, this rather drastic approach is also highly challenging
due to the mismatch between the different levels of resolution, both in terms of structure
(size of the CG beads vs. individual atoms) and thermodynamics (free energy difference
between AA and CG force fields). In the AA/CG partitioning scheme presented in the fol-
lowing, the feasibility of such an approach was investigated. An AA solute of interest (e.g.,
(part of) a protein) is solvated in a purely CG environment. In addition, the molecules are
assigned to be in the AA or CG subsystem a priori, and molecules can not change this pre-
assigned resolution during the simulation.b Such a fixed-resolution set-up is conceptually
similar to the conventional QM/MM methods and, similar to QM/MM, a major challenge
lies in the coupling between the different level of resolution, that is, how to describe the
cross-interactions between AA and CG. The original AA/CG-Martini coupling scheme
was proposed by Rzepiela and coworkers.17 The basic philosophy of their approach was to
use the pure, unaltered force fields for the AA/AA and CG/CG interactions, respectively.
The AA/CG cross-interactions were described at the level of the CG force field. To that
aim, virtual CG interaction sites were introduced on groups of atomistic solute particles,
according to the AA-to-CG mapping. Interactions between CG virtual sites, between CG
virtual sites and AA particles, and direct interactions between AA and CG particles were
bAs opposed to adaptive resolution methods, see lecture notes by Kurt Kremer in this issue.
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excluded. The forces on the virtual CG sites due to the interactions with the CG surround-
ing were redistributed over the constituent AA particles such that the total momentum and
torque are conserved. The advantage of this approach is that it is modular and straightfor-
ward, since it does not require any force field reparameterization. However, a drawback of
this scheme, and also of related schemes such as the one suggested by Han and cowork-
ers,18 is the missing explicit dielectric screening of standard Martini CG water as a pure
Lennard-Jones fluid. To screen the (otherwise too strong) Coulomb interactions between
atomistic particles, Rzepiela et al. introduced a uniform relative dielectric permittivity,
r(AA/AA) > 1. Different values of r(AA/AA) were found to be required for diala-
nine in water and in apolar solvent, showing that such a primitive uniform dielectric model
is not suitable for describing large, heterogeneous systems such as proteins, in which the
Coulomb interactions between protein atoms are not only screened by the solvent, but also
by other protein atoms, depending on their location in the molecule.
Polarizable CG solvent models, such as the ones described above, enable an explicit
electrostatic coupling between AA and CG subsystems. We explored whether explicit di-
electric screening of AA/AA Coulomb interactions due to direct interactions with charged
CG particles leads to an improved description of the electrostatics. Two AA/CG models are
discussed in this lecture. First, our own hybrid model,19 which uses the polarizable Martini
(PW) water, and second, the model suggested by Riniker and coworkers,13, 14 which uses
the BDW model. In both cases, different parameter sets of the Gromos force field were
used for the AA part.c However, the AA/CG scheme is completely modular and can be
readily extended to other atomistic force fields as well.
4 Details of the AA/CG Simulations
We will first discuss the details of the AA/CG model employing the PW and BMW water
models, and later describe the (minor) differences that arise when the BDW model is used
instead. All simulations were carried out with the GROMACS MD package (version 4.5),3
in the NpT ensemble (p = 1 bar, T = 298 K) with an integration time step of 2 fs.d To
put direct AA/CG electrostatic interactions into action (see Fig. 2), reaction field potentials
Vrf and forces Frf were used,
Vrf =
qiqj
4pi0r
(r−1ij + krfr
2
ij − crf ) (1)
and
Frf =
qiqj
4pi0r
(r−2ij − 2krfrij) (2)
with
krf = r
−3
c (rf − r)(2rf + r)−1 and crf = r−1c + krfr2c .
cStrictly speaking, the Gromos force fields are united atom force fields, because the aliphatic H atoms are incor-
porated into the carbons. For simplicity, we refer to them as AA nevertheless.
dThe CG degrees of freedom could be integrated with larger time steps (see Sec. 2). But no multiple time step
integrator was used here.
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Figure 2: Basic concept of AA/CG coupling, illustrated for the interaction between an atomistic glutamate side
chain (left) and a polarizable Martini CG water molecule (right). AA/CG Lennard-Jones interactions (dashed
line) are described at the CG level by using CG virtual sites on the atomistic subsystem (green and red spheres
represent the different CG-Martini bead types used for the apolar hydrocarbon chain and the carboxylic acid
group, respectively). Partially charged particles in the AA and CG subsystems interact directly through Coulomb
potentials (solid lines). The strength of this electrostatic coupling can be adjusted via r(AA/CG). The interac-
tions within the AA and CG subsystems are described by the respective pure force fields, without alterations.
Here, qi and qj are the charges of the particles i and j, respectively; rij is the distance
between the particles and rc = 1.4 nm the cut-off radius. 0, r and rf = 78 are the vac-
uum, relative and reaction-field dielectric permittivities, respectively. For the AA elec-
trostatic interactions, r(AA/AA) = 1, whereas the CG models have an r(CG/CG) > 1
(see Sec. 2). The strength of the AA/CG electrostatic coupling was systematically var-
ied by changing r(AA/CG). The reaction-field electrostatics approach (instead of, e.g.,
particle-mesh Ewald (PME) long-range electrostatics) was used. This was done mainly
for simplicity, because it enables to use different values of r for the different classes of
interactions – AA/AA, CG/CG, and AA/CG – simply by storing the respective Vrf and Frf
in look-up tables.e The values used for r are 1 for the AA/AA interactions, and 2.5, 1.3,
and 15 for the CG/CG interactions in PW, BMW, and standard (Lennard-Jones) Martini
water, respectively. The different settings for the non-bonded interactions are summarized
in Table 1. Charges on CG virtual sites were put to zero. In other words, CG virtual sites
were only used to describe the AA/CG Lennard-Jones interactions (via the Martini CG
potentials), but not for the Coulomb interactions, because the latter are accounted for by
the direct AA/CG interactions.
The outlined coupling scheme potentially includes some degree of double-counting.
For illustration, let’s consider a polar amino acid side chain, e.g. Ser, in water. At the CG
level, the Ser side chain (methanol) is modeled as an uncharged CG bead. Its polarity is
reflected in the strongly attractive Lennard-Jones interaction with CG water. This Lennard-
Jones interaction thus implicitly includes, to some degree, electrostatic interaction between
the side chain OH-group and water. In the AA/CG hybrid scheme, explicit electrostatic
interactions are added to these CG Lennard-Jones interactions (described at the CG level
through virtual sites, see above), thus leading to a potential overestimation of the attractive
interaction between the side chain and water. To investigate this effect, free energies of
solvation, ∆Ghyd, of AA amino acid side chains in CG water have been calculated.19 The
eThe Lennard-Jones interactions were also tabulated.
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r Coulomb cut-off∗ van der Waals cut-off
[nm] [nm]
AA 1.0 1.4 1.4
std. W n.a. n.a. 1.2#
PW 1.45& 1.4 1.2#
AA/CG
BMW 1.1& 1.4 1.4
BDW 2.3 2.0 2.0
std. W n.a. n.a. 1.2#
PW 2.5 1.2 1.2#
CG/CG
BMW 1.3 1.4 1.4+
BDW 2.5 2.0 2.0
∗reaction-field electrostatics, rf = 78. #Shifted 0.9-1.2 nm.
&Adjusted parameter. +Born-Mayer-Huggins potential.
Table 1: Non-bonded interactions in AA/CG simulations.
key difference between the AA/CG scheme just described and the one proposed by Riniker
et al.13, 14 for the BDW model is that in the latter, no CG virtual sites are used. Instead,
the AA/CG Lennard-Jones interactions are derived from standard combination rules, i.e.,
geometric averaging for the Gromos force fields.
A specialty of the AA/CG simulations with polarizable CG water models is that care
has to be taken to avoid a polarization catastrophe. Since the charged satellite beads do
not carry Lennard-Jones parameters, they can in principle overlap with other particles. In
the purely CG simulations, this does not occur, because the satellites are well within the
excluded volume of the central particle. However, atomistic particles can penetrate into
this excluded volume and charges can overlap, leading to numerical instabilities. To avoid
this scenario, a short-range r−12-repulsion was introduced between the CG water satellite
particles and atomistic particles, with C12 = 10−7 kJ mol−1 nm12 for the PW and BMW
hybrid AA/CG models, and C12 = 7.7848 · 10−10 kJ mol−1 nm12 for the BDW AA/CG
model. To test the influence of this choice, for PW, the free energy profile between the
lysine and glutamate side chains (see below) was re-calculated with an extremely short-
ranged repulsive potential (C12 = 10−12 kJ mol−1 nm12). This did not change the free
energy profile within the statistical errors.
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5 Validation 1: Dimerization Free Energy Profiles
For judging the accuracy of any simulation model, in addition to structural parameters
(which will be discussed in the next section), a thorough analysis of the thermodynamics
is of paramount importance. In the following, potentials of mean force (or free energy
profiles) of dimerization of AA solutes in CG water are discussed. These potentials of
mean force (PMFs) are expected to be very sensitive towards the CG solvent model and the
AA/CG coupling. As solutes, both charged and uncharged amino acid side chain analogs
of different polarity were chosen, because these can report on the different contributions
of the electrostatic interactions (dominant for the charged and polar solutes) and van der
Waals interactions (dominant for the apolar solutes).
The details of the system set-ups and PMF calculations are described elsewhere.19
Briefly, the applied constraint force method involves a set of distance constraint simula-
tions, from which the PMF can be obtained from
PMF = −
∫ Rmax
r
[〈fc〉r + 2 kBT r−1] dr, (3)
where 〈fc〉r is the average force on a constraint between the centers of mass of two solute
molecules separated by distance r. At each constrained distance, 10 ns of MD sampling
was carried for the time average 〈fc〉r. The r−1 term is an entropic correction that ac-
counts for the fact that the configuration space volume grows with distance, i.e., gives a
− kBT ln(4pir2) contribution to the free energy. This is obtained by integrating over the
centrifugal force 2 kBT r−1. The PMF at Rmax, the maximum distance used, is (arbitrar-
ily) set to zero. To ensure that this distance cut-off is sufficient, sufficiently large simulation
boxes were used, so that solute-solute distances up to Rmax = 2.2 nm could be covered.
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Figure 3: PMF of atomistic Lys+/Glu− ion pair solvated in polarizable CG water models PW and BMW. The
strength of the AA/CG electrostatic interactions is varied with r(AA/CG).
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Figure 4: Reference PMFs of Lys+/Glu− at the fully AA level (SPC/E water), and at the fully CG level.
The PMFs of the charged lysine/glutamate (Lys+/Glu−) ion pair are shown in Fig. 3
for the AA/CG simulations. For reference, Fig. 4 shows the corresponding PMFs ob-
tained from fully atomistic or fully coarse-grained simulations of the same system. In
Fig. 3 clearly shows the strikingly pronounced influence of the strength of the electro-
static AA/CG coupling on the free energy profiles, with strong changes in the PMF
even within a rather small range of r(AA/CG). Weak AA/CG electrostatic coupling
(large r(AA/CG)) yields significantly too deep contact minima, whereas full coupling
(r(AA/CG) = 1.0, red and green curves for PW and BMW, respectively) even leads to
an unphysical repulsion between the oppositely charged ions. A compromise could be
obtained with intermediate coupling strengths (r(AA/CG) = 1.45 and 1.1 for PW and
BMW, respectively). However, these still have a too deep contact minimum and a signifi-
cant barrier towards the solvent-separated minima.
For comparison, the PMFs of the fully AA or fully CG simulations display much shal-
lower minima and smaller barriers, as shown in Fig. 4. As compared to the fully atomistic
PMF in SPC/E water, the CG PMFs display a number of minima and maxima up to long
distances. This over-structuring, which is also present in the AA/CG PMFs, is due to the
granularity of the CG solvent (1 CG solvent bead represents 4 atomistic waters) and is
slightly more pronounced for PW than for BMW, because the latter uses a softer Born-
Mayer-Huggins potential instead of a (too steep) r−12 term to model the Pauli repulsion.
A notable feature of the fully CG PMF obtained with the BMW model (green curve) is that
the solvent-separated minimum is the global minimum, at odds with the PMFs in SPC/E
and PW.
In addition to using the PW and BMW CG water models in the hybrid AA/CG sim-
ulations, the Lys+/Glu− PMF was also calculated with the hybrid model suggested
by Riniker and coworkers.13, 14 In their model, the BDW water model is used, with
r(AA/CG) = 2.3. As described above, mixed AA/CG Lennard-Jones interactions are
described using standard combination rules instead of CG virtual sites. Fig. 5 shows that
341
Figure 5: PMF of Lys+/Glu− in BDW, using the hybrid AA/CG model proposed by Riniker et al.13, 14
this model severely overestimates the depth of the minimum, by about 150 kJ/mol. Based
on the above results, this can be attributed to the rather weak electrostatic coupling be-
tween AA and CG. The over-stabilization of salt bridges associated with this too deep
minimum likely explains the previous observation14 that in AA/CG simulations of atom-
istic proteins in BDW, the number of intra-protein hydrogen bonds was slightly larger than
in the corresponding fully atomistic simulations. As further discussed below, this effect
does not necessarily lead to completely unstable protein structures in an MD simulation.
By contrast, since charged residues tend to be located at the protein surface, the formation
of tight salt-bridges and hydrogen bonds between surface residues can lead to the forma-
tion of a cage-like network that can stabilize the protein structure in a conformation close
to the starting structure. Thus, although the changes in terms of structure (deviation from
the starting structure or change in number of hydrogen bonds/salt bridges) can be rather
modest, possibly suggesting only minor deviations of the underlying energetics, only the
PMF can provide the required quantitative picture.
The PMFs of the Glu−/Glu− pair obtained from the hybrid AA/CG simulations and
the reference PMFs from the fully AA or CG simulations are shown in Fig. 6 and 7, respec-
tively. In these calculations, r(AA/CG) = 1.45 and 1.1 were chosen for PW and BMW,
respectively, because these values yielded the most reasonable (albeit not perfect) results
for Lys+/Glu− (see Fig. 3). At the fully atomistic and fully CG level, repulsive PMFs
are obtained (Fig. 7), as expected for an anion/anion pair. By contrast, the hybrid AA/CG
PMFs (Fig. 6) have artificial minima at short distances. This can be remedied by increasing
r(AA/CG) (magenta curve). However, as shown in Fig. 3, this weaker coupling leads to
a strong over-stabilization of ± charge ion pairs. Similar effects are also expected for ions
other than Lys+ and Glu−. Although not systematically investigated here, these effects
are probably worse for larger and more localized charges.
In summary, the PMFs of the studied ion pairs show that the free energy profiles ob-
tained at the hybrid AA/CG level do strongly depend on the strength of the electrostatic
interactions between the AA and CG subsystems, and can significantly differ from the
reference PMFs. It appears to be very difficult to obtain good agreement with the AA
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Figure 6: PMF of atomistic Glu−/Glu− pair solvated in polarizable CG water models PW and BMW.
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Figure 7: Reference PMFs of Glu−/Glu− at the fully AA level (SPC/E water), and at the fully CG level.
reference PMFs by using r(AA/CG) as the only adjustable parameter. Generally, the
free energy profile between two solute molecules does not only reflect the direct interac-
tions between them, but is also influenced by multibody effects due to solute-solvent and
solvent-solvent interactions. We attribute the shape of the hybrid AA/CG PMFs to the re-
sponse of the polarizable CG water molecules to a particular solute configuration. For too
strong interactions (r(AA/CG) = 1), this solvent over-polarization dominates the picture
and can even lead to completely unreasonable PMFs, such as the effective repulsion be-
tween ± charge ion pairs (Fig. 3) or the attraction between two ions of like charge (Fig. 6).
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0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2
d (nm)
-2
0
2
4
6
8
PM
F 
(kJ
/m
ol)
SPC/E
PW (CG)
BMW (CG)
Ser/Ser
CG
Figure 9: Reference PMFs of Ser/Ser at the fully AA level (SPC/E water), and at the fully CG level.
Next, we turn to solutes that do not carry a net charge. First, the Ser/Ser
(methanol/methanol) pair is discussed as a representative example for a polar solute. Sub-
sequently, Val/Val (propane/propane) was investigated as an example for an apolar solute.
Note that in the Gromos (53a6) force field, Val is represented by 3 united-atom carbons
that do not carry any partial charges. Hence, in this case, there are no solute-solvent elec-
trostatic interactions at all. Figures 8 and 9 show the PMFs at the hybrid AA/CG and fully
AA and fully CG levels, respectively.
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The AA PMF (black curve) has two minima at short distances as a consequence of
the peculiar hydrogen-bond arrangement of the methanol OH-groups. The hybrid AA/CG
PMFs obtained with the PW and BMW CG water models display significantly too deep
contact minima and too high desolvation barriers. The latter are partly due to the coarser
granularity of the solvent, as discussed above. Notably, unlike for the ion pair (Fig. 5),
the BDW CG model only slightly overestimates the depth of the minimum and, among the
three CG water models, is closest to the atomistic reference. In addition, there is no pro-
nounced desolvation barrier, despite its coarse granularity (1 BDW molecule represents 5
atomistic waters). These results speak in favor of using standard combination rules instead
of CG virtual sites for the Lennard-Jones AA/CG coupling. None of the hybrid AA/CG
PMFs captures the double-minimum at short distances, though. A peculiarity of the Ser
side chain is its small size. Despite being comprised of only two heavy atoms (C-OH), it
is, at the level of the CG-Martini force field, represented by a Lennard-Jones bead that has
the same size as the ones as used for 4:1-mapped groups, i.e., σLJ = 0.47 nm. The too
large size of the Ser CG bead is clearly seen also in the fully CG PMFs (Fig. 9).f Since
the Lennard-Jones AA/CG interactions are treated at the level of of the CG-Martini force
field (via CG virtual sites), this leads to a too large excluded volume around the Ser side
chain. To investigate this issue, the size of the CG Lennard-Jones bead was reduced to
σLJ = 0.43 nm and the well-depth LJ was scaled by 0.75. Indeed, the resulting PMFs
(dashed lines in Fig. 8) have less deep minima and smaller barriers, although the stability
of the contact pair is still overestimated.
Finally, Figures 10 and 11 show the PMFs of the Val/Val pair as an apolar solute. The
contact minima in the AA/CG PMFs are slightly too deep, again with the exception of
BDW that is in good agreement with SPC/E. The PMF from a hybrid AA/CG simulation
with standard CG-Martini water (blue curve) is in this case similar to PW due to the ab-
sence of electrostatic AA/CG interactions. A similar agreement between full atomistic and
hybrid AA/CG PMFs was also observed for the Phe/Phe (toluene/toluene) pair.19
In summary, the PMFs show that the investigated AA/CG coupling schemes do not
provide a realistic description of the dimerization of charged solutes in water. For polar so-
lutes, the situation is significantly improved, especially with BDW, although this CG water
model most severely overestimates the stability of salt bridges (Fig. 5). Apolar solutes in
water can be readily modeled at the AA/CG level.
6 Validation 2: Structure
In this section, we will demonstrate and discuss the pitfalls associated with solely focusing
on structural parameters (instead of (free) energies) for evaluating the quality of a model.
Fig. 12 shows the RMS deviation of ubiquitin from its starting structure in the course of
a hybrid AA/CG MD simulation with the polarizable BDW water model, as compared to
the same simulation carried out at the fully AA level in SPC water. Such simulations were
previously carried out for other small proteins in water by Riniker et al.14 A somewhat
more detailed analysis is presented in Fig. 13, which shows the secondary structure plots.
fAgain, the BMW model underestimates the free energy of the contact minimum with respect to the solvent-
separated minimum, as also found for other solutes (Figures 4, 11).
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Figure 10: PMF of atomistic Val/Val pair solvated in polarizable CG water models PW, BMW, and BDW as
well as in standard (Lennard-Jones) Martini water.
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Figure 11: Reference PMFs of Val/Val at the fully AA level (SPC/E water), and at the fully CG level.
Surprisingly, despite the strong over-stabilization of salt bridges obtained with this
AA/CG scheme (by more than 150 kJ/mol for the Lys+/Glu− pair, Fig. 5), the RMSD
is within reasonable bounds, and the secondary structure elements are stable on the sim-
ulation time scale. However, it is evident that the RMSD fluctuations are significantly
reduced in the AA/CG simulation. Closer inspection of the simulation trajectory revealed
that solvent-exposed charged and polar residues on the ubiquitin surface formed a network
of salt bridges and hydrogen bonds that, once formed, did not break up again during the
simulation. This over-stabilization locked the protein in a conformation close to the start-
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Figure 12: Root-mean square deviation (RMSD) of ubiquitin with respect to the starting structure (X-ray struc-
ture, PDB 1UBI).
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Figure 13: Secondary structure of ubiquitin during fully atomistic MD simulation in SPC (top) and during hybrid
AA/CG simulation in BDW water with r(AA/CG) = 2.3 (bottom).
ing structure – a kinetic trap from which there was no escape on the simulation time scale,
because for structural rearrangements to occur, these interactions need to transiently break
up.
As a second example to illustrate this structural over-stabilization, Fig. 14 shows the
secondary structure plots of the GCN4-p1 peptide. At the fully atomistic level, with the
347
0 20 40 60 80 100
2
4
6
8
10
12
14
16
R
es
id
ue
Time (ns)
Coil Bend Turn A-Helix 5-Helix
0 20 40 60 80 100
2
4
6
8
10
12
14
16
R
es
id
ue
Time (ns)
Figure 14: Secondary structure of GCN4-p1 peptide (PBD 2OVN) during fully atomistic MD simulation in SPC
(top) and during hybrid AA/CG simulation in PW water with r(AA/CG) = 1.45 (bottom).
Gromos force field (43a2 parameter set in this case) and SPC water, the GCN4-p1 peptide
dynamically changes between α- and pi-helical conformations. At the hybrid AA/CG level,
only α-helical conformations are sampled on the simulation time scale.g
Fig. 15 shows that this reduced flexibility is due to the formation of a very stable
hydrogen-bond between Tyr17 and Glu22 (green curve) and a salt bridge between Glu22
and Arg25 (blue). Once formed, these interactions did not break up on the time scale of
the AA/CG simulation. This was not the case in the fully atomistic reference simulation
(black and red curves).
7 Summary and Conclusions
As discussed in this lecture, the applied hybrid AA/CG schemes in which an atomistic so-
lute is directly solvated in CG water can be reasonably accurate for apolar solutes in water,
and for solutes in an apolar medium. Polar and, even more so, charged solutes in water
represent a major challenge, however. This can, in some sense, be attributed to the nature
of CG water: As most CG water models, the PW, BDW, and BMW models have been de-
signed to describe bulk water. Thus, by construction, these CG models can not be expected
to accurately capture local solvation effects, which play a key role at interfaces or molecu-
lar surfaces. In particular, they can not form hydrogen bonds. In this sense, the CG water
models could thus be considered to be inherently incompatible with AA models.h Possible
remedies to this dilemma could be the introduction of explicit hydrogen-bond mimicking
gPW was used as CG water model here. Similar results were obtained with the BDW and BMW water models
(not shown).
hRecently, an electrostatic coupling AA/CG method employing ELBA water, a more fine-grained CG water that
describes a single water molecule as a permanent point dipole, has been successfully applied to study proteins.20
Solute-solute PMFs have not been published for this model, though.
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Figure 15: (Left) Structure of GCN4-p1 peptide. (Right) Distances between atoms in indicated residues.
AA/CG energy terms, which however is not particularly elegant and would require exten-
sive (re-)parameterization. Another possibility could be to use different non-bonded inter-
actions for different groups of atoms or residue pairs, depending on their charge/polarity.
Although technically straightforward (through tabulated potentials), the use of different rel-
ative dielectric constants for the Coulomb interactions between different groups of atoms
in the same system is difficult to justify. Finally, atomistic solvent shells could be intro-
duced to facilitate coupling by shifting the AA/CG boundary further away from the solute
of interest. Several researchers have suggested such schemes, both at the fixed-resolution
level21, 22 and in adaptive resolution schemes.23, 24 However, when devising such atomic
solvation layer methods, it should be kept in mind that computational speed-up is the main
motivation for multiscale modeling. For the AA/CG simulations described in this lecture,
the speed-up over the same simulations at the fully AA level was a factor of ca. 10. The
use of multiple time step integrators would further boost this efficiency gain by another
order of magnitude, since the CG degrees of freedom, which still represent the major part
of the non-bonded interactions that determine the overall computational effort, could be
integrated with 10 times larger time steps. The use of many atomic-level solvation layersi
significantly diminishes the computational speed-up that can be achieved as compared to
a fully atomistic simulation in a small, optimally-shaped periodic box. For the efficiency
gain provided by a hybrid model to outplay the inherent loss in accuracy, it should enable
to explore time and length scales that are otherwise not accessible to conventional atom-
istic simulations. This lecture highlighted some of the challenges that need to be overcome
on the way toward hybrid AA/CG models that are highly computationally efficient, yet at
the same time accurate enough to answer biological questions.
iWhich in general might be required, because perturbation of water molecules due to the influence of an AA/CG
boundary can be rather long-ranged, up to 1 nm.
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While over the last few decades scale-bridging computer simulations have become a fundamen-
tal tool in the field of soft matter science, the combination of several levels of resolution within
one simulation is based on more recent developments. For the employment of coarse-grained
models, in which only a subset of the system’s degrees of freedom is retained; for an effective
and insightful use of these simplified models, though, an appropriate parametrization of the in-
teractions is of crucial importance. However, in many cases the removal of fine-grained details
in a specific, small region of the system would destroy relevant features; this circumstance can
be approached with the use of dual-resolution simulation methods, where a subregion of the
system is described with high resolution, and a coarse-grained representation is employed in
the rest of the simulation domain. Two related computational methods implementing this ap-
proach are the AdResS and H-AdResS simulation schemes, which will be discussed here. This
contribution is based on a recent review1 and some new developments2.
1 Introduction
Since the pioneering work carried out by Berni Alder3 in the 1950ies, in silico experiments,
such as Molecular Dynamics (MD) or Monte Carlo (MC) simulations, allowed researchers
to obtain major advancements in the understanding of systems with many degrees of free-
dom. Particularly, during the last few decades the improved models, increasing accuracy
of force-fields, the improvement of the algorithms, and the steady boost of computer
power made it possible to perform insightful simulations of a broad variety of systems
of increasing size and complexity, ranging from simple liquids -composed by idealized,
point-like molecules interacting via simple potentials- to biomolecules. Nonetheless,
the amount of available computational resources can be insufficient to simulate, for a
physically meaningful time, even the simplest nontrivial macromolecule. Also the limited
accuracy of atomistic force fields as well as the rather limited transferability of both
atomistic and especially coarse-grained force fields is a permanent source of problems
and concerns. It is often the case, in fact, that ‘interesting’ phenomena in these systems
occur on very long time-scales: a simple example of this is provided by the diffusion of
a polymer in a melt4, 5; the same behavior can observed in conformational changes of
proteins6–11, at least in those cases in which the force field provides a good approximation
to the real atomistic interactions.
At the same time, in many cases the massive amount of data that are produced in a
simulation is composed in large part by non-useful information. A prototypical example
is given by the solvent: the water molecules that solvate a protein or a membrane are
typically discarded from the analysis that follows the simulation, with the possible
exception of a few solvation shells around the molecule itself. In this case a large fraction
of the computational power is employed to the integration of the equations of motion
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of degrees of freedom which are extremely relevant during the simulations, but are
completely neglected afterwards.
In order to overcome this limitation, coarse-grained models12–16 have been developed,
where the structure and interactions of the original system are replaced with simpler
ones, which are easier to describe, model, simulate and understand. The assumption
underlying the coarse-graining of a system is that above a given length scale the low-level,
chemistry-specific detail of the model affects some properties of the system only in a
simple, functionally trivial way - often through prefactors. Examples of systems for which
this approach proved to be extremely successful are molecular fluids, polymers4, 5, elastic
network models of proteins17–22, lipid membranes and other biomolecular systems, just to
mention a few.
In recent years, systematic coarse-graining approaches have gained importance, where the
interactions in the coarse-grained (CG) model are derived systematically from atomistic
reference simulations in a bottom-up fashion. These models are often used in a multiscale
simulation framework, where the closeness of higher and lower levels of resolution allows
a switching back and forth between them. Below, we will review several systematic
coarse-graining approaches and address some of the most important methodological issues
and challenges.
The smaller number of degrees of freedom that are retained in coarse-grained models and
the simpler force-fields employed allow to characterize relevant properties of a system at
a cheaper computational cost compared to the high-resolution atomistic models; on the
other hand, there are cases in which the chemical detail in a small region of the system
plays a crucial role, such that no simplification of the description is possible: think, as an
example, of the active site of a large enzyme, where fine-grained chemical processes take
place. A high-resolution modeling of each part of the system would not be necessary, but
at the same time a coarse-graining approach would delete important information.
This last observation naturally leads us to identify a particular class of soft matter systems
among those that are studied with the help of computer simulations. Specifically, we
can consider those systems where the focus is on a small, well-defined subregion of the
simulation box. To this class belong, for example, certain solvated (macro)molecules,
active sites of enzymes, the interaction of specific polymer ends at a surface, or simply a
small spherical region in a homogeneous fluid whose radius is of the length scale of the
property we’re interested in.
For such systems the remaining, ‘non-interesting’ region is composed by the volume con-
taining all those degrees of freedom which will be eventually neglected and/or discarded
once the simulation is done, such as the solvent or large parts of a macromolecule which
do not take active role in the process of interest (e.g. all atoms sufficiently far from the
active site of an enzyme). Usually, the detailed knowledge about structural, energetic
and thermodynamical properties of these large sections of the system is not required;
nonetheless these ‘non-interesting’ degrees of freedom have to be explicitly present and
integrated, inasmuch they ‘scaffold’ the target object of the simulation and represent a
reservoir of energy and molecules.
A method is thus desirable, that allows one to perform a simulation where the largest part
of the computational resources is concentrated on that region of the system that will be
subsequently analyzed. Adaptive resolution simulations methods23–33 were developed to
solve the contradiction between the necessity of simulating all parts of the system and the
354
fact that, eventually, the detailed information referred to a large subgroup of them will be
neglected. The underlying idea is to replace these ‘non-interesting’ degrees of freedom
of the system with a simpler, coarse-grained representation, such that a sensibly smaller
number of computations (e.g. force calculations) is required, while the ‘interesting’ region
is treated at a higher resolution.
The present contribution discusses two strategies, the adaptive resolution simulation
(AdResS) scheme and the Hamiltonian AdResS (H-AdResS) to perform simulations in
which different regions of the same system are modeled with different resolution. Large
parts of this text are based on/taken from a recent review1 and some new developments
coupling a liquid to an ideal gas2, as well as previous work34–37, 29, 32, 33.
2 Coarse-Graining
Coarse-Grained models possess a number of features that make them particularly appeal-
ing. For example, a smaller amount of required computational resources due to both the
reduced number of degrees of freedom and the simpler form of the interactions. Another
important characteristic is that since many interaction centers are replaced with a single
one, the fluctuations of the force experienced by a molecule are generally much smaller;
this results in smoother free energy profiles and, as a consequence, in faster diffusive
processes, allowing to reach larger time-scales with less computations. Finally, coarse-
grained models are designed to entail large length-scale properties of the system, such as
the global, collective conformational changes of a protein or the diffusive process of a
polymer in a melt, that can be strongly insensitive to the fine-grained, chemistry-specific
details; as a consequence, also the parametrization of the coarse-grained interactions is
advantageously simpler.
Many CG models are generic, i.e. they were not developed to model a specific
chemical system but rather with the aim to study a physical phenomenon such as polymer
dynamics or folding or aggregation in general. One example are generic CG lipid models
which have been successfully employed to study the self assembly of micelles, bilayers
and other structures38–42. Generic CG models have also been employed to study folding
and aggregation of peptides and proteins43–55. For polymers such generic models were
especially successful. Following the so called 1/N theorem of de Gennes 56–58 it was shown
that properties such as the overall chain extension as functions of the polymerisation
index follow the same power law with the same exponent for all polymers, independent
of the chemical species. The results of these scaling theories were instrumental for many
developments also in connection to simulations of generic and thus very efficient models
as well as to experiment. For dynamical properties generic simulations provided the first
direct evidence of the reptation/tube concept put forward by Edwards and de Gennes 59, 60.
The reptation model is based on the fact that the dynamics of long polymer chains is
dominated by the constraint that polymer chains cannot simply cut through each other.
A wide range of approaches have been developed that aim for consistency between
a CG model and either experimental data or simulations of accurate high resolution
models. Typically, these approaches are divided into thermodynamics-based and so-called
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Figure 1: Typical scheme of an adaptive resolution simulation: a high-resolution region, where molecules are
described at the atomistic level, is coupled to a low-resolution region where a simpler, coarse-grained model
is employed. There two sub-parts of the system are interfaced via a hybrid region, in which the molecule’s
representation smoothly changes from one to the other, depending of their positions. It is on this last region
and its properties (i.e. the way molecules change resolution) that the complexity of adaptive resolution schemes
concentrates.
structure based ones. In thermodynamic coarse-graining approaches, individual elements
of the CG interaction function are separately parameterized based on thermodynamic
reference data such as solvation free energies and partitioning data, liquid densities,
surface tension, etc.61–72. (These are usually experimental reference data, but in a
multiscale simulation approach the reference data can of course also be obtained from an
atomistic simulation, to keep the CG and atomistic level thermodynamically consistent).
In another group of approaches one numerically generates CG interaction functions with
the aim to reproduce the configurational phase space sampled in an atomistic reference
simulation. These approaches may rely on different types of reference properties such as
structure functions73–85, mean forces86–91 or relative entropies92–94.
All CG models (in fact also all classical atomistic forcefields) are state-point dependent
and cannot necessarily be – without reparametrization – transferred to different thermody-
namic conditions or a different chemical environment compared to the one where they had
been derived. This means ‘transferability’ can refer to a change in temperature, density,
concentration, system composition, phase, etc., but also a change in chemical environment,
e.g. the change of length or sequence of an amino acid chain. While there are many at-
tempts to improve the transferability of coarse-grained models, there are situations, where
one cannot easily refrain from considering more detailed interactions. In such situations
adaptive resolution schemes are of advantage.
3 Adaptive Resolution Simulations
A typical system for which the focus of interest concentrates on a (possibly small) sub-
region of the simulated system is the case, for example, of the hydrogen bond network
around a solvated molecule in water. The bulk of water molecules has to be simulated in
order to sustain the thermodynamical properties of the subsystem of interest -the interfa-
cial water- and to provide the correct exchange of molecules. Nonetheless, the fine-grained
detail of molecules far from the interface is not relevant; it would be therefore desirable to
replace the atomistic, expensive interactions of hydrogen and oxygen atoms with a coarser
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model.
We can then introduce a geometrical separation between an ‘inside’ and an ‘outside’, i.e.
an all-atom and a coarse-grained region, and assign different types of representations and
interactions to the molecules according to their position in the simulation domain.
This idea has a long and successful history: to investigate crack propagation in hard matter,
for example, several authors95–99 made use of a hybrid description of the system, where a
‘high resolution’ description is employed only the area in proximity of the crack, and the
material far from the latter is treated with a simpler model. Another important example of
hybrid resolution simulation is provided by Quantum Mechanics / Molecular Mechanics
(QM/MM) methods100–104. In this case the structure of the system is described at the same
(atomistic) level everywhere; the interactions, though, are obtained from a classical force-
field in the bulk of the system, but in a small region ab initio methods -such as Density
Functional Theory, DFT- are employed to calculate the forces. Many different ‘flavors’
of this approach have been developed; in all of them, though, one of the crucial aspects
is how to interface the two domains where interactions are different, and in most of the
established methods the identity or resolution of the particle is not allowed to change. In
general, one has to answer the two following questions:
1. how should two atoms/molecules in different domains interact?
2. how should the properties of an atom/molecule change in crossing the interface?
The last question is of particular importance for all systems whose components can diffuse
on large length scales (at last of the order of the molecules’ size) in the simulation time, i.e.
essentially for almost all sooft matter systems. It appears natural to introduce a transition
region (often called hybrid region, or healing region) that allows for a smooth interpolation
from a given representation of the molecule’s structure/interaction to another. The choice
of the specific way this interpolation is implemented depends, as we mentioned earlier, on
the properties that have to be preserved in the CG region.
Irrespective of the chosen method to interface the two regions of the system, though, it
is natural to expect that the equilibrium state that will be reached in absence of external
driving forces will not be the desired one. A further crucial point is then to find the
simplest way to impose the desired thermodynamics.
The central, strong requirement that has to be satisfied is that molecules should be free
to diffuse from any region of the simulation box to any other. Additionally, in a hybrid
resolution model thermal equilibrium should be preserved, i.e., the temperature of the
system has to be constant during the simulation. Another possible constraint is to impose
a uniform density across the box, irrespective of the specific resolution; nonetheless, we’ll
see that there are cases where this is neither necessary nor desirable. Eventually this
approach can be extended towards open systems MD.
3.1 The Adaptive Resolution Simulation scheme
The Adaptive Resolution Scheme (AdResS) represents the first, effective and computa-
tionally efficient method to simulate a system where two different models, e.g. an all-atom
one and a coarse-grained one, are simultaneously employed in different subregions of the
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simulation domain, interfaced in such a way to allow molecules to freely diffuse from one
region to the other.
A basic constraint of the original version is that Newton’s 3rd law has to be exactly sat-
isfied everywhere. This requirement rules out any form of potential energy interpolation.
It can be formally demonstrated105 that no way exists to smoothly ‘blend’ the interaction
between two molecules from a given potential energy to another without generating forces
that cannot be recast in a form that satisfies Newton’s Third Law. To preserve the latter, a
force-interpolation scheme is required, which assures that forces are antisymmetric under
exchange of the molecules’ labels.
A second, less strict requirement is that CG molecules possess CG degrees of freedom
only; this determines the specific way the force mixing is performed: a molecule in the CG
region loses completely its atomistic detail (thus retaining, for example, the center of mass
coordinates only), and interacts with a molecule in the AA or even the transition region
only via its CG degrees of freedom. Formally, this constraint imposes that the atomistic
forces vanish when at least one of the two interacting molecules is in the CG domain.
These two constraints are sufficient to define the force-field interpolation; the force acting
between molecules α and β is given by:
Fαβ = λ(Rα)λ(Rβ)FAAαβ + (1− λ(Rα)λ(Rβ)) FCGαβ
(1)
In Eq. 1 λ(x) is any smooth function that goes from 1 in the AA region to 0 in the CG
region. Rα (resp. Rβ) is the CoM coordinate of molecule α (resp. β). FAAαβ and F
CG
αβ
are, respectively, the atomistic and the coarse-grained forces acting on molecule α due to
the interaction with molecule β. The CG force is computed between the coarse-grained
centers of the molecules and then redistributed to the atoms weighted by the ratio of the
atom’s mass to the mass of molecule106; in the transition region this operation is required
by the fact that molecules interact at both the AA and the CG level. AA degrees of
freedom thus have to be explicitly integrated, at least into the hybrid region. In the CG
region, on the other hand, it is in principle not necessary to conserve the atomistic detail
of the molecules, so that the CG force could be applied directly to the CoM coordinate;
a molecule’s internal structure can thus be removed when it enters the CG region,
and reintroduced (e.g. taking it from a reservoir / repertoire of equilibrated atomistic
molecules) as soon as it approaches the hybrid region.
Since the force interpolation based AdResS scheme cannot be formulated in terms of
a Hamiltonian, it is impossible to perform microcanonical, i.e. energy-conserving simula-
tions. The force-field used in this adaptive resolution simulation framework is not conser-
vative in the transition region. This excess energy of the transition region can be removed
with a local thermostat, such as Langevin thermostat. The equilibrium state of the system
is then dynamical: the thermostat takes care of absorbing the extra heat produced in the
transition region by non-conservative forces, and the system samples equilibrium configu-
rations according to Boltzmann’s distribution23–31.
The different pressure between an AA system and a low-resolution model typically result-
ing from coarse-graining procedures determines the onset of a non-uniform density profile.
We already mentioned, for example, that a one-site CG model of water obtained with IBI
can have a pressure∼ 6000 times the atomistic reference value107. Therefore, the densities
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in the two subregions will change in order to equate the pressures. Correcting the pressure
would result in a modified compressibility107, which is not desirable in most cases. An
option to preserve a uniform density across the simulation domain without modifying the
CG potential is to introduce an external force which counterbalances the high pressure of
the CG model. This thermodynamic force can be obtained with an iterative procedure via
the following expression108, 106, 109:
f i+1th = f
i
th −
1
ρ?κT
∇ρi(r) (2)
where ρ? is the reference molecular density, κT is the system’s isothermal compressibility
and ρi(r) is the molecular density profile as a function of the position in the direction
perpendicular to the CG-AA interface. The thermodynamic force is initialized to zero,
f0th = 0, while the initial density profile is the one calculated from an AdResS simulation
with fth = 0. As it can be easily seen, the iterative procedure converges once the density
profile is flat (∇ρ(r) = 0). This approach guarantees a flat density profile without having
to modify the CG potential.
In summary, the thermodynamic force allows us to couple a system at atomistic res-
olution to a coarse-grained counterpart whose pressure, for given values of density and
temperature, is sensibly different. The global properties of the force, whose direct effect
is restricted to the hybrid region, only depend on the pressure difference between the two
coupled subsystems; the detailed profile of the force, on the other hand, can be obtained via
a system-specific iterative procedure. This method not only allows to preserve the desired
structure of the system in the CG region; in principle, in fact, an arbitrary CG force-field,
with pressure and structure completely off from the atomistic target ones, can be used.
Consequently, the AA region behaves as an open system106 that exchanges energy and
molecules with a reservoir: the molecule number fluctuations, the pressure and all other
thermodynamically relevant quantities are the same as if the AA region were simply ‘cut’
from a large all-atom simulations. It is relevant to stress here that because of the thermo-
dynamic force this condition can be established irrespective of the specific model used in
the CG region.
3.2 Applications
The possibility of treating a system with a reduced number of degrees of freedom except
where it is strictly necessary was explored, making use of the AdResS method, in several
applications23–26, 110, 27–29. From the numerical/computational point of view it clearly
represents an advantage, since a much smaller number of force calculations are required
in the coarse-grained region: this is particularly true for parallel MD codes such as
GROMACS111, where a dynamical decomposition of the simulation box allows one to
subdivide the latter with a finer grid in the AA and hybrid region, while a smaller number
of processors is assigned to the CG region. For example, for a water system with an AA
region covering 1/6 of the total simulation box, simulated with GROMACS on a 16-cores
processor, the speed-up is about a factor three. This factor is nonetheless small compared
to what can be achieved with other simulation packages, such as ESPRESSO++112: in
fact, water simulation in GROMACS is extremely optimized, and any hacking of the
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Figure 2: Set-up of the AdResS para-hydrogen simulation performed in Ref.29 (figure adapted from therein). A
small sphere in the center of the box, having radius as small as 0.6 nm, is treated at the path integral level (red
rings), while the rest is described by point-like molecules (the white spheres); the hybrid region (blue) interfaces
these two representations.
standard code can introduce a bottleneck.
This method has already been applied to several problems, like the work in Ref.113:
here a molecule with both hydrophilic and hydrophobic interactions was solvated in water
and put at the center of the high-resolution region, while the water molecules far from the
surface were treated at the coarse-grained level. The ordering degree of the hydrogen bond
network on the molecule’s surface was measured as a function of the size of the all-atom
region: the results showed a dependency of the ordering for water molecules close to the
surface of the repulsive solute, while no relevant effect was observed for the attractive
case. The same strategy has been applied to investigate the extent of spatial correlations in
a quantum fluid, namely low-temperature para-hydrogen114, 29. The latter is the spin-zero
singlet state of molecular hydrogen. Because of the spherical symmetry of the global
wave function, para-hydrogen in the solid and gas phase can be modeled as a classical,
point-like particle interacting via a simple radial potential, such as Lennard-Jones or the
more accurate Silvera-Goldman potential115, 116. The possibility to simulate a quantum
system in a classical framework such as classical MD makes it possible to couple quantum
an classical descriptions with the AdResS scheme.
More recently the AdResS scheme has been successfully employed to perform simula-
tions of biologically relevant systems such as methanol-water mixtures117 and triglycine in
aqueous urea109, and to study the coil-globule transition of a PNIPAm molecule in aqueous
methanol118. In all these cases a crucial necessity is to correctly reproduce the solvation
free energies of the system, a condition that is verified only when the particle number fluc-
tuations are compatible with those observed in the Grand Canonical ensemble. The large
system sizes necessary to fulfill this requirement in a standard, all atom simulation often
make the latter unfeasible; the employment of dual-resolution simulation methods, pos-
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Figure 3: Schematic representation of the schemes used for the simulations of a PNIPAm molecule solvated in
aqueous methanol: (a) Conventional AdResS scheme, where a small AA region is coupled to a large “closed
boundary” coarse-grained reservoir. (b) Particle exchange adaptive resolution scheme (PE-AdResS), where an
AA region is coupled to a much smaller open boundary coarse-grained reservoir, where particle exchange is per-
formed at the eight corners of the simulation domain to avoid depletion effects. (c) Mapping scheme representing
the smooth coupling between AA and CG particle representations. Figure from118.
sibly coupled to a Monte Carlo scheme118 to enforce fluctuations in the total number of
molecules, see fig. 3, allows one to keep the computational cost low and obtain results that
would otherwise require a sensibly longer time.
3.3 The limitations of the force-based approach
The AdResS method discussed so far represents a simple, effective way to perform double-
resolution simulations with well controlled thermodynamics, i.e. simulations where the
model used to represent a molecule and its interactions with the others change according
to the molecule position. Furthermore the external field -the thermodynamic force- in the
hybrid region allows one to couple arbitrarily different systems while keeping locally well-
defined temperature, pressure and energy.
The AdResS method was conceived based on the requirement that Newton’s Third Law
has to be exactly satisfied everywhere. A posteriori, the resulting lack of a global energy
function proves not to be a major problem: equilibrium and canonical sampling can be
enforced making use of a local Langevin thermostat. A theoretical analysis of the AdResS
dual resolution scheme has been recently carried out in Ref.119, where the presence of a
local thermostat and the thermodynamic force have been shown to be necessary and suffi-
cient conditions to guarantee the equivalence of the atomistic region to an open region of
a fully atomistic simulation up to second order correlation functions (density profile and
radial distribution function).
Nonetheless, the lack of a Hamiltonian restricts the use of the AdResS method: micro-
canonical, i.e. energy-conserving simulation are not possible; there is no partition function
for the system as a whole; no Monte Carlo scheme can be implemented, and the system has
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to be locally thermostatted in the hybrid region31. In the next section a method is discussed,
named H-AdResS32 (for Hamiltonian Adaptive Resolution Simulation scheme), that pro-
vides a solution to the aforementioned problems; clearly, as there is no free lunch, there is
a price to pay: the Hamiltonian formulation requires a local breakdown of Newton’s Third
Law.
3.4 The Hamiltonian Adaptive Resolution scheme: H-AdResS
As was discussed in the previous section, if a position-dependent interpolation of the poten-
tial energies is performed, the resulting forces include a term proportional to the derivatives
of the switching function λ that cannot be recast in a form that satisfies Newton’s Third
Law. The only method developed so far that allows one to explicitly conserve the energy
in an adaptive resolution simulation is the one proposed by Heyden and Truhlar,120, 121,
where a sum of the Lagrangians of all possible grouping of atomistic and coarse-grained
molecules is done. Due to its combinatoric nature, this approach is extremely difficult to
implement efficiently; moreover, the resulting Lagrangian includes a position-dependent
kinetic energy term for which a specific, non-symplectic integrator is required.
In the H-AdResS method32, which we now describe, the aforementioned constraints are
relaxed in order to develop an energy-based, Hamiltonian adaptive resolution simulation
scheme. As will be clear in a few lines, the particular choice of energy ‘mixing’ gives
rise to forces that do not comply with the first constraint; nevertheless, the physical in-
terpretation of these terms is immediate and naturally points towards the solution -though
approximate- of Newton’s Third Law breakdown.
The core idea of the energy-based approach is to weight the total energy of each molecule
with a position-dependent function:
H = K + V int +
∑
α
{
λαV
AA
α + (1− λα)V CGα
}
(3)
where K is the (all-atom) kinetic energy of the molecules, V int is the interaction internal
to the molecules, and: 
V AAα ≡
1
2
N∑
β,β 6=α
∑
ij
V AA(|rαi − rβj |)
V CGα ≡
1
2
N∑
β,β 6=α
V CG(|Rα − Rβ |)
λα = λ(Rα)
The switching function λ goes from 0 (purely CG) to 1 (purely AA). The force acting on
atom i in molecule α is obtained through differentiation of the Hamiltonian in Eq. 3:
Fαi = Fintαi
+
∑
β,β 6=α
{
λα + λβ
2
FAAαi|β +
(
1− λα + λβ
2
)
FCGαi|β
}
− [V AAα − V CGα ]∇αiλα (4)
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The forces FAAαi|β and F
CG
αi|β are defined as:
FAAαi|β ≡
nβ∑
j=1
− ∂
∂rαi
V (|rαi − rβj |)
FCGαi|β ≡ −
mαi
Mα
∂
∂Rα
V CG(|Rα −Rβ |) (5)
The redistribution of the CG force on the atomistic degrees of freedom follows the same
rules as applied in the case of the force-based AdResS method. It’s worth noting that in
this energy-based scheme the atomistic degrees of freedom are retained and integrated
everywhere in the system, a necessary requirement in order to perform a microcanonical
simulation making use of a Hamiltonian.
The first term, Fintαi , is due to internal interactions of the molecule; as such, it automat-
ically satisfies Newton’s Third Law. The second term is a sum of pairwise forces obtained
from all-atom and coarse-grained Hamiltonians, weighted by a function that is symmetric
under molecule label exchange, that is α ↔ β; also this force complies with Newton’s
Law. The third term of the forces in Eq. 4 is the part that breaks Newton’s Third Law.
This force, that is nonzero only in the hybrid region, is proportional to the difference be-
tween the potential energies of a given molecule in the AA and the CG representation; if a
systematic difference exists between the AA and the CG potentials, the effect of this term
is to push molecules in one of the two bulk regions. The hybrid region thus behaves as
an active membrane, inducing a density imbalance and a non-flat pressure profile. Ideally,
when the CG potential perfectly reproduces the many-body PMF, this drift would vanish
on average:
V CGαβ ≡
〈
V AAαβ
〉 ⇒ 〈Fdrα 〉 ∝ 〈[V AAα − V CGα ]〉→ 0
Needless to say, the CG potentials almost never reproduce the many-body potential of
Figure 4: H-AdResS simulation of a system of tetrahedral molecules coupled to point-like molecules interacting
through an IBI-CG potential. Top: density profile; bottom: radial distribution functions of the atomistic (red
lines) and coarse-grained (blue lines) degrees of freedom in the all-atom region; the solid lines are the reference
RDF’s calculated in the all-atom system, while the dashed lines are obtained from a H-AdResS simulation.
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mean force122, 107. The difference between an atomistic model and its coarse-grained rep-
resentation therefore results in a thermodynamic imbalance, that is, both pressure and den-
sity of the two bulk (AA and CG) regions are different14. The solution to this problem is
again to introduce a compensation term in the Hamiltonian, as it was done in the AdResS
scheme with the thermodynamic force. More specifically, we modify the Hamiltonian as
follows:
H∆ = H −
N∑
α=1
∆H(λ(Rα)) (6)
where ∆H(λ) is a function to be defined. It’s worth noting that this term preserves the
conservative nature of the Hamiltonian.
In order to determine the specific form of ∆H we impose that the drift force cancels on
average:
d∆H(λ)
dλ
∣∣∣∣
λα
∇αλα + 〈Fdrα 〉 ≡ 0 (7)
or equivalently:
d∆H(λ)
dλ
∣∣∣∣
λ=λα
=
〈[
V AAα − V CGα
]〉
Rα
(8)
where the subscript in the average indicates that the latter has to be performed constraining
the CG site of molecule α in the position Rα.
In principle, Eq. 8 provides us with the way to compute the compensating function - or,
more precisely, its derivative; nonetheless, an approximation to ∆H might be sufficient. A
way to do this is the following:〈[
V AAα − V CGα
]〉
Rα
' 1
N
〈[
V AA − V CG]〉
λ′ (9)
where λ′ ≡ λ(Rα) is the same for all molecules. The approximate function ∆H is ob-
tained by integration:
∆H(λ) =
∫ λ
0
dλ′
d∆H(λ′)
dλ′
' 1
N
∫ λ
0
dλ′
〈[
V AA − V CG]〉
λ′ =
∆F (λ)
N
(10)
Most interestingly the compensation needed to cancel 〈Fdrα 〉 is related to the Helmholtz free
energy difference between AA and CG system123. Therefore, it is possible to calculate the
compensating function needed to restore, on average, Newton’s Third Law by performing
a Kirkwood thermodynamic integration.
The ‘Helmholtz free energy compensation’ thus cancels the active effect of the hybrid re-
gion, restoring a flat pressure profile. Nonetheless, coarse-grained models have, in general,
a substantially different pressure with respect to their atomistic reference107, thus inducing
a further density imbalance (usually larger than the one due to the different Helmholtz free
energy). In order to restore a flat density profile a second term has then to be added to the
compensating function, that counterbalances the pressure difference.
The right way to introduce the pressure in the compensating function is to balance, rather
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Figure 5: Plots showing the effect of the free energy compensations on the density profile (upper panel) and
pressure profile (lower panel) in a H-AdResS simulation with CG potential having larger pressure, for identical
temperature and density values, than the all-atom one. The red line corresponds to the case where no compen-
sating function was employed; the green lines to the Helmholtz free energy compensation; and the blue line to
the Gibbs free energy compensation. All densities are normalized to the value of the fully atomistic simulation
(dotted line at ρ = 1). All pressures are normalized to the value of the fully atomistic simulation (trait-dot line);
the dotted line indicates the normalized pressure of the fully coarse-grained simulation.
than Helmholtz free energy, the Gibbs free energy difference per particle, that is, the chem-
ical potential ∆µ = ∆G/N :
∆H(λ) ≡ ∆µ(λ) = ∆F (λ)
N
+
∆p(λ)
ρ?
(11)
Fig. 5 shows the density and pressure profiles for the three possible cases discussed
above. Analogous results are obtained in a thermostatted simulation of a water box, as
shown in Fig. 6: here the system is composed by a slab of water molecules described at
atomistic resolution, coupled to a CG bulk where particles interact via a purely repulsive
WCA potential. As in the previous case, the CG interaction was parametrized to induce an
increase of the density in the atomistic region, as can be seen in Fig. 7 (upper panel). The
Free Energy Compensation restores the correct density profile, and guarantees that in the
AA region the pairwise correlations, i.e. the radial distribution functions, are the same that
one would measure in a fully atomistic simulation, as shown in Fig. 7 (bottom panel). We
notice that Gibbs free energy compensation, even though it equates the densities in the bulk
regions, is not sufficient to remove small fluctuations (of the order of ∼ 3%) in the hybrid
region: these deviations from the reference value are due to the fact that the compensation
∆H is computed in a homogeneous system, where all molecules have the same value of
λ - that is, a regular Kirkwood thermodynamic integration Hamiltonian. The molecules
365
Figure 6: Schematic view of a dual-resolution simulation of water: the central slab of the box is described at
atomistic resolution, while in the bulk the molecules are point-like particles interacting via a purely repulsive
WCA potential.
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Figure 7: Left panel: density profile of the water system along the x coordinate. The red dotted line corresponds
to the H-AdResS simulation without FEC, while the solid back line has been obtained making use of the FEC.
Right panel: radial distribution functions of the water atoms in the central (AT) slab of the box, as obtained from
a fully atomistic simulation (solid lines) and a H-AdResS simulation with FEC (dots).
in the hybrid region, on the other hand, interact with other molecules having different
λ values. The resulting fluctuations are expected to decrease with increasing size of the
hybrid region, in which case the environment of a given molecule approaches the condition
of homogeneous λ. Another strategy to flatten the density profile is clearly provided by
the iterative approach of the thermodynamic force (Eq. 2), a few iterations of which would
be sufficient to modify the ∆H function by the small amount necessary to remove the
fluctuations.
The Free Energy Compensation (FEC) strategy, defined by Eq. 6, can be extended to
multi-component systems. To illustrate this idea we consider a molecular liquid composed
by two types of molecules,A andB, indexed with a and b, respectively. The corresponding
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H-AdResS Hamiltonian for this system reads:
HMIX = K + V int +
∑
a∈A
[
λaV
AA
a + (1− λa)V CGa
]
+
∑
b∈B
[
λbV
AA
b + (1− λb)V CGb
] (12)
with λa = λ(Ra) and λb = λ(Rb). The intermolecular potential energy terms are given
by the following expressions:
V AAa =
1
2
∑
a′∈A
a′ 6=a
∑
ij
V [AA]AAai;a′j +
∑
b∈B
∑
ij
V [AB]AAai;bj

V CGa =
1
2
∑
a′∈A
a′ 6=a
V [AA]CGaa′ +
∑
b∈B
V [AB]CGab

V AAb =
1
2
∑
b′∈B
b′ 6=b
∑
ij
V [BB]AAbi;b′j +
∑
a∈A
∑
ij
V [AB]AAbi;aj

V CGb =
1
2
∑
b′∈B
b′ 6=b
V [BB]CGbb′ +
∑
a∈A
V [AB]CGba

(13)
where V [XY ] is the non-bonded interaction between a molecule of typeX and a molecule
of type Y , with X,Y = A,B, and the indices i, j label the atoms.
In analogy with one-component systems we introduce a FEC term for each species to
compensate for the free energy difference between the AA and the CG regions:
HMIX∆ = H
MIX −
∑
a∈A
∆HA(λa)−
∑
b∈B
∆HB(λb) (14)
An Ansatz for the compensation term of a given species k = a, b can be obtained from TI
as follows:
∆Hk(λ) =
∆Fk(λ)
Nk
+
∆pk(λ)
ρ?k
∆Fk(λ) =
∫ λ
0
dλ′
〈[
V AAk − V CGk
]〉
λ′
∆pk(λ) = pk(λ)− pk(0) (15)
where theNk, ρ?k ≡ Nk/V and pk are, respectively, the number of molecules, the reference
partial density and the partial virial pressure of species k. We stress that all the quantities in
Eq. 15 can be computed in a single TI of the mixture from AA to CG at the concentration
of interest, irrespective of the number of species. All the cross-interactions between differ-
ent types of molecules are automatically included in the free energy contribution of each
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Figure 8: Snapshots of a H-AdResS Monte Carlo simulation. Top panel: equilibrated configuration, without
FEC. Bottom panel: equilibrated configuration, with FEC. The A-type atoms are represented in gray, the B-type
atoms in orange. Molecules in the coarse-grained (CG) region are represented as large spheres. White vertical
lines mark the boundaries of the CG-hybrid and hybrid-atomistic regions.
species. Additionally, the Free Energy Compensation ∆Hk(λ) is an intensive quantity and
does not depend on the specific geometry of the H-AdResS setup. It is therefore possible
to perform the TI in a relatively small system, provided that it is statistically representative,
i.e. finite size effects are negligible.
The effectiveness of this strategy has been proven by the Monte Carlo simulations of
binary mixtures performed in Ref.33. Here we report one of these simulations, specifi-
cally the mixture of 70% A-type molecules and 30% B-type molecules, both made of four
identical atoms; the A–A and B–B interactions are identical WCA potentials, while the
A–B interaction is a Lennard-Jones potential. In the CG region both molecules are rep-
resented as spherical particles with identical, purely repulsive WCA A–A, B–B and A–B
interactions, resulting in a particularly large thermodynamic mismatch between AA and
CG domains. This can be directly observed in the snapshot of the simulation reported in
Fig. 8 (top) as well as in the density profiles (dotted lines in Fig. 9): the chemical potential
imbalance between the two resolutions determines a large accumulation of B-molecules in
the AA zone. As a consequence, neither the total density nor the relative concentrations in
the AA zone obtained using the uncompensated adaptive resolution Hamiltonian in Eq. 12
correspond to the reference atomistic system.
3.5 Coupling a liquid to an ideal gas
In most cases, one tries to preserve, in the coarse-grained model, certain fundamental
properties of the higher resolution system. The fact that one can essentially couple
arbitrary systems has recently been demonstrated for both AdResS and H-AdResS by
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performing adaptive resolution simulations of water coupled to an ideal gas2. It was shown
that the density as well as the liquid structure in the atomistic domain was not altered by
the ideal gas environment.
In fact, if the scope of the simulation does not focus on the low resolution part of the
system, the choice of the coarse-grained interaction may be driven mainly by system sim-
plicity and computational efficiency, provided that the correct thermodynamical conditions
are preserved in the high resolution domain. In this case, it is easy to see that the optimal
choice is to have no interactions in the low resolution domain at all. In practical terms, this
means coupling the system in the high resolution region to an ideal gas. Another advantage
is the possibility of varying the number of particles in the system at will by simply creating
or destroying molecules in a region of the system where they are all “invisible” to each
other. This would straightforwardly allow the simulation of a system with fixed chemical
potential rather than number of particles, that is, to simulate a truly Grand Canonical en-
semble with minimal computational effort. This approach has recently been followed to
simulate liquid water. The large computational benefit based on the simplicity of an ideal
gas comes at the cost of large thermodynamic differences between the equations of state of
an ideal gas and a molecular fluid. These free energy discrepancies nontrivially affect the
behavior of the hybrid, dual resolution system, and require particular care in the construc-
tion of the interface. Several strategies have been developed to provide the thermodynamic
balance between the two coupled models106, 32, and have been discussed above. Still, the
large free energy difference, as well as diffusion dynamics that differ by orders of magni-
tude, make the construction of a smooth seam between water and ideal gas a challenging
problem as illustrated in Fig. 10.
In Fig. 11 we report the density profiles measured in the H-AdResS simulations of
an atomistic water model coupled to the ideal gas (the details about the simulations can
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Figure 10: Three consecutive snapshots of the water–ideal gas interface. For clarity we show only molecules
in a 0.7 nm thick layer in the direction perpendicular to the sheet. The water, in the right half of the figure, is
much more structured than the ideal gas (left), in which several molecules overlap. For the orange highlighted
molecules the time evolution is visualized by copying their previous positions into the subsequent snapshots.
From this it can be seen that the molecules in the ideal gas diffuse much faster than the water molecules, whose
positions almost do not change over 0.8 ps.
be found in2). A simple coupling of these models leads to a density imbalance, due to
their different equations of state. It is possible, however, to remove such mismatch by
introducing a free energy compensation term. This approach leads to an almost flat density
profile, with the exception of a small deviation from the reference in the interface between
hybrid and coarse-grained regions. What is relevant, though, is that the density attains the
correct reference value in the atomistic region, where also the atomistic water structure is
unperturbed by ideal gas surrounding, as it can be seen from the RDFs in Fig. 12.
A crucial point is to verify that the system in the AT region behaves as if it were a
subpart of a completely atomistic system. This means not only measuring the density
profile and the RDFs, but also checking that the molecules do not have any impediment in
diffusing across the HY region. To this end, we followed the time evolution of a subset of
labelled particles at the AT/HY and CG/HY interface, to check that nothing prevents them
from moving across the system. Obviously, we can expect a different diffusion rate in the
two cases, as the friction of the ideal gas is decidedly smaller than that experienced by the
atomistic water molecules.
In Fig. 13 (solid lines) we report the diffusion profiles of the molecules initially located
in two symmetric slabs of width 1 nm in the AT region, at the interfaces with the HY
regions. These molecules, uniformly distributed at t = 0, spread out throughout the whole
system as time passes. The overall distribution is quasi-Gaussian, but the half moving
towards the CG region extends further than the half in the AT region, as the friction in
the former allows a faster diffusion. The diffusion in the AT region, though, is perfectly
compatible with that of a fully atomistic water system. This can be verified by comparing
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the diffusion profiles of the H-AdResS simulation with those obtained by performing the
same analysis on a fully atomistic system. These latter distributions, reported in Fig. 13
(dashed lines), overlap very well in the AT region and even in part of the HY region, while,
as expected, the distribution of the molecules in the H-AdResS simulation (solid lines)
extends deeper in the CG region.
A fundamental measure of the system behavior is provided by the local fluctuations in
the particle number, defined as:
∆N ≡ 〈N
2〉 − 〈N〉2
〈N〉 (16)
where N is the number of particles in a 1-nm wide slab of the simulation box. Preserving
the correct number fluctuations in the high resolution region implies that the solvation
properties in the latter subsystem are representative of a fully atomistic simulation.
371
0 2 4 6 8 10 12 14 16
position in x-direction [nm]
0
10
20
30
40
50
60
70
80
m
ol
ec
ul
es
pe
r
bi
n
CG HY AT HY CG
H-AdResS:
t = 0 ps
t = 40 ps
t = 80 ps
All-atom:
t = 0 ps
t = 40 ps
t = 80 ps
Figure 13: Diffusion profiles in H-AdResS simulations of the water-ideal gas system and in fully atomistic
reference simulations of SPC/E water: time evolution of the position of molecules initially located in a 1-nm-
wide slab in the atomistic region, immediately adjacent to the HY region. The y-axis is the absolute number of
these molecules whose centre of mass X-coordinate is in a given bin at the given time.
0 2 4 6 8 10 12 14 16
position in x-direction [nm]
0.0
0.2
0.4
0.6
0.8
m
ol
ec
ul
e
flu
ct
ua
ti
on
s
<
N
2
>
−
<
N
>
2
<
N
>
CG HY AT HY CG
H-AdResS
Fully Atomistic
Figure 14: Molecule fluctuations as a function of position in the simulation box for H-AdResS water–ideal gas
simulation with Gibbs FEC as well as for fully atomistic reference simulations.
The resulting profiles are shown in Fig. 14. Although the local density fluctuations
in the ideal gas region are almost an order of magnitude higher than those in the atomistic
region, the latter nonetheless correspond perfectly to the local density fluctuations in a fully
atomistic system.
4 Conclusions
The characterization of the properties of new materials, as well as the investigation of
biological macromolecular machineries, have largely benefited from in silico experiments.
In spite of a steady increase in the available computational power, though, for very large
systems and long timescales of the precesses involved these resources turn out to be
insufficient, due to the extraordinarily large amount of data that has to be stored and
force/energy calculations that have to be performed. To overcome these limitations,
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the field of multiscale simulations has vastly expanded over the last years, and in the
present review we have covered two aspects that are central to many multiscale approaches.
Here we have concentrated on recent advances in the field of adaptive resolution ap-
proaches. The above mentioned limitation in system size comes together with the fact that
a considerable fraction of the simulated data is often discarded afterwards. Adaptive reso-
lution methods try to reduce the amount of resources dedicated to the simulation of large,
non-interesting regions of the system by replacing them with a simpler, coarse-grained rep-
resentation of their content. Such ‘dual-resolution’ schemes are built with the constraint
that the thermodynamic properties of the region of interest (i.e. the one with the higher res-
olution) do not differ from those that an equivalent subdomain of the system would have
in a fully high-resolution simulation.
In the present work we discussed two methods to achieve this goal: the Adaptive Resolu-
tion Simulation (AdResS) scheme, based on the interpolation of two different force-fields,
and its Hamiltonian formulation, H-AdResS, where the all-atom and coarse-grained poten-
tial energies are interpolated. These methods have been successfully applied to interface
different molecular fluids, treated at the atomistic level, with their coarse-grained models;
the different properties of the AA and the CG potentials naturally induce thermodynamical
imbalances in the corresponding sub-regions, but simple and effective ways to overcome
this problem have been described.
The possibility to replace vast regions of the simulated system with a crude, computa-
tionally inexpensive representation -even an ideal gas- and concentrate the computational
resources on smaller parts while keeping the relative thermodynamics under control makes
it possible to sensibly reduce the amount of calculations required to perform a simulation,
and opens the way to a broad spectrum of applications, such as large-scale simulations of
complex biomolecules in solution and efficient open-boundary simulations with varying
number of particles.
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Statistical mechanics based, integral equation theory of molecular liquids is promising as an es-
sential part of multiscale methodology for chemical and biomolecular nanosystems in solution.
Beginning with a molecular interaction potential force field, it uses diagrammatic analysis of the
solvation free energy to derive integral equations for correlation functions between molecules in
solution in the statistical-mechanical ensemble. The infinite chain of coupled integral equations
for many-body correlation functions is reduced to a tractable form for 2- or 3-body correlations
by applying so-called closure relations. The solvation structure obtained by solving them is of
accuracy comparable to molecular simulations that have converged but has a critical advantage
of readily treating effects and processes spanning over large space and slow time scales, by far
not feasible for explicit solvent molecular simulations. One of the versions of this formalism,
the three-dimensional reference interaction site model (3D-RISM) integral equation comple-
mented with the Kovalenko-Hirata (KH) closure approximation, yields the solvation structure
in terms of 3D maps of density distributions of solvent interaction sites around a solute molecule
with full consistent account for effects of chemical functionalities of all solution species.
The solvation free energy and subsequent thermodynamics is then obtained at once as a sim-
ple integral of the correlation functions by performing thermodynamic integration analytically.
The latter allows analytical differentiation of the free energy functional and thus self-consistent
field coupling of the 3D-RISM-KH molecular theory of solvation in multiscale approaches.
One of such hybrids is multitime step molecular dynamics (MTS-MD) of biomolecules steered
with 3D-RISM-KH mean solvation forces. To speed up such hybrid simulation, mean solva-
tion forces acting on atoms of the biomolecule in conformations at successive inner time steps
are calculated by the new algorithm of generalized solvation force extrapolation (GSFE) using
a relatively small number of best (closest) solute atomic coordinates and corresponding mean
solvation forces obtained at previous outer time steps by converging the 3D-RISM-KH integral
equations. GSFE is based on a set of techniques including the non-Eckart like transformation
of coordinate space separately for each solute atom, extension of the force-coordinate pair basis
set followed by selection of the best subset, balancing the normal equations to minimize the
deviations by modified least squares, and incremental increase of the outer time step in mo-
tion integration. The MTS-MD evolution steered with GSFE of 3D-RISM-KH mean solvation
forces is efficiently stabilized with the new method of optimized isokinetic Nose´-Hoover chain
(OIN) thermostat. The hybrid OIN/GSFE/3D-RISM-KH integrator has been validated on sol-
vated chemical molecules and biomolecules of different stiffness and complexity: asphaltene
dimer in toluene solvent, and hydrated alanine dipeptide, miniprotein 1L2Y, and protein G.
The accuracy of GSFE and the efficiency of OIN allows huge outer time step up to 1–4 ps while
accurately reproducing conformational properties. Quasidynamics steered with 3D-RISM-KH
mean solvation forces results in time scale compression of protein conformational changes and
thus in further significant acceleration of sampling with respect to real time dynamics. Overall,
a 50– to 1000–fold effective speedup of sampling is achieved, compared to conventional MD
with explicit solvent. This enables, for example, to quickly fold the miniprotein from a fully
denatured, extended state in 60ns quasidynamics steered with 3D-RISM-KH mean solvation
forces, compared to the average physical folding time of 4–9 µs observed in experiment.
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0 Prior to Introduction: Quo vadis
Nanoscale properties, phenomena, and processes are profoundly different from macro-
scopic laws governing the behaviour of continuous media and materials. All functional
features of nanostructures stem from the microscopic properties of constituting atoms but
manifest at length scale from one to hundreds nanometers and time scale up to microsec-
onds and more. By changing size, composition, and fabrication protocol, nanostructure
properties and processes can be tuned in a widest range.1, 2 Therefore, predictive modeling
of nanosystems must operate at length scales from an Angstro¨m to hundreds nanometers
and microns and time scales to miliseconds and seconds, and yet derive their properties
from the chemical functionalities of the constituents. (An example is biological cellular
systems of protein nanomachines operating in crowded environment.) Explicit molecu-
lar modeling of such nanosystems involves millions and billions of molecules and is by
far not feasible in a “brute force” approach employing just ab initio quantum chemical
methods and/or molecular simulations. Addressing this challenge requires development
and use of multiscale methods coupling several levels of description, from electronic struc-
ture methods for building blocks and classical molecular simulations for critical aggregates
in the system, to statistical-mechanical theories for their large assemblies and mean prop-
erties in a statistical ensemble over characteristic size and time scales, to eventually come
up with macroscopic scale properties of the nanostructures and related processes show-
ing up in the “real observable world”. A true, genuine challenge of multiscale modeling is
development of a theoretical framework that couples methods at different scales, so that ob-
servables at lower-level scales are analytically linked in a self-consistent field description
to force fields of more coarse-grained models at higher-level scales.3 Statistical mechanics
itself, in particular, integral equation theory of liquids,4 is an example of such a theoreti-
cal coupling between microscopic molecular variables and thermodynamic, macroscopic
properties.
1 Motivation and Introduction
Prediction of the structure and functioning of proteins at the molecular level from amino
acids sequences and interaction potentials between the solute and solvent atoms remains
a challenging task.5 The main problem is that conformational and folding equilibria in
these complex systems take place on time scales ranging from picoseconds to micro- and
milliseconds. Molecular dynamics (MD) simulations originally introduced to study sim-
ple liquids6–9 have been developed into a powerful tool10–22 that enabled understanding of
the mechanisms of protein folding, one of the most fundamental biochemical operations.
However, MD must at least several microseconds long to stand a good chance of observ-
ing a single folding event even for the simplest proteins.5 In the course of development,
MD simulation length for relatively simple systems reached one microsecond,12, 13 ten mi-
croseconds,18 and recently one millisecond.19–21 However, MD simulations of relatively
large proteins are restricted typically to tens to hundreds of nanoseconds,23 which is quite
insufficient for usual MD to obtain a full pattern on the folding behavior.
A promising way to significantly accelerate molecular simulations has been to combine
the MD method with the 3D-RISM integral equation theory of molecular liquids (three-
dimensional reference interaction site model)24–33 complemented with the Kovalenko-
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Hirata closure relation.28, 31, 33 In the hybrid MD/3D-RISM-KH approach, individual tra-
jectories and dynamics of solvent molecules are contracted to quasiequilibrium 3D den-
sity distribution functions of their interaction sites around the biomolecule in successive
conformation snapshots. The evolution of the biomolecule thus becomes quasidynamics
steered with mean solvation forces obtained for each conformation of the biomolecule
from the 3D-RISM-KH molecular theory of solvation.34–38 The latter produces mean sol-
vation forces by converging the 3D-RISM-KH integral equations derived from the first
principles of statistical mechanics, beginning from an input of the interaction potentials
and geometries of the biomolecule and solvent molecules (molecular force field). The 3D-
RISM-KH mean solvation forces statistically-mechanically averaged over the distributions
of an infinite number of solvent molecules are thus added to the direct intramolecular inter-
actions for integrating the equations of motion of atoms in the biomolecule. A chief advan-
tage of this hybrid approach is that slow solvation processes in the confined geometry of
the biomolecule, particularly under its conformational changes, such as solvent exchange
and re-equilibration, localization of structural solvent, ions distribution and localization,
and protein-ligand binding, which constitute a major challenge for conventional MD are
readily accounted for by 3D-RISM-KH mean solvation forces and thus excluded from the
biomolecule quasidynamics. This leads to drastic compression of time scale in protein
quasidynamics compared to real dynamics, and thus enables fast access to structural and
folding properties of large biomolecular systems in solution.
The 3D-RISM-KH molecular theory of solvation has a profound advantage compared
to continuum solvation methods which represent polar solvation forces with either the
Poisson-Boltzmann (PB)39 or the Generalized Born (GB)40–42 models and empirically ac-
count for nonpolar solvation forces with the solvent accessible surface area (SASA, or SA)
model supplemented with additional volume and dispersion integral terms.43, 44 These con-
tinuum solvation approaches are parameterized for hydration of biomolecules and are not
transferable to other solvent or solvent system with cosolvent, ions at a finite concentra-
tion (physiological concentration in biomolecular systems), and other solvent species, in
particular, in the recent methods45–48 treating ligand fragments as part of a solvent mix-
ture. Continuum solvation models based on the concept of a solvation cavity in dielectric
structureless medium representing solvent entirely ignore effects of finite size of solvent
molecules on mean solvation forces between solute molecules, for example, a desolvation
barrier due to expelling solvent molecules from the gap between the surfaces of proteins
(parts of protein) when bringing them together in contact. Furthermore, SASA is well
defined for an outer surface of a biomolecule but loses physical meaning and becomes in-
adequate inside small inner cavities of biomolecules like a narrow channel accommodating
an ion and a few water molecules.
As distinct, the 3D-RISM-KH molecular theory of solvation readily accounts for
molecular solvation effects and yields the solvation structure and thermodynamics at the
level of molecular simulations. (A comparison attainable if molecular simulations are fea-
sible; for many biomolecular systems, affordable simulation times are too short to gain
meaningful statistics of slow essential solvation events, while the molecular theory of sol-
vation provides the solvation structure and thermodynamics in the equilibrium ensemble.)
In the context of solvation models nomenclature used in the literature, the GB(PB)SA
models are both implicit and continuum, whereas the 3D-RISM-KH theory is implicit as it
produces 3D density distributions which are an average of individual trajectories of solvent
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molecules but is not continuum. With an input of all-atom interaction potentials (molecular
force field), the 3D-RISM-KH theory produces the full molecular picture of solvation at
output in terms of 3D maps of solvent density distributions and solvation free energy den-
sity, including energy-entropy decomposition, with full account of chemical specificities
and molecular geometries specified in the force field.
A further, even more important advantage of the hybrid MTS-MD/3D-RISM-KH ap-
proach is that the slow components of motion due to solvent exchange in confined spaces
and re-equilibration in conformational changes of the solute biomolecule are entirely elim-
inated from the MTS-MD/3D-RISM-KH quasidynamics. This drastically contracts the
quasidynamics time scale compared to real dynamics, and dramatically shorter simulations
are required to gain adequate statistics. Moreover, this intrinsic acceleration of MD steered
with 3D-RISM-KH mean solvation forces grows with complexity of the biomolecule (e.g.,
protein). Indeed, in conventional MD, solvent enters pockets and inner cavities of the
biomolecule through its conformational changes. This is a very slow process with rare
statistics which is as difficult to model explicitly as protein folding conformational changes
themselves. (Note again that continuum solvation models do not adequately reproduce
solvation in inner cavities of biomolecules.) As distinct, the 3D-RISM-KH theory yields
the solvent distribution in the inner cavity or pocket at once for the final conformation in
chemical equilibrium with the bulk solvent outside the protein by construct of the theory,
bypassing the intermediate conformational states.
Calculation of the 3D-RISM-KH mean solvation forces requires significant numerical
efforts if the integral equations are solved at each inner time step of the MD trajectory.
However, 3D-RISM-KH mean solvation forces vary with solute atomic coordinates and so
with time much smoother than solute-solvent atomic interaction forces evaluated directly
in conventional MD. The reason is that mean solvation forces at a given solute confor-
mation are obtained by statistical averaging over all arrangements of equilibrated solvent
molecules, and so all core repulsion forces and other strong short-range components typical
to explicit solvent interactions are smoothed out in the averaging. Therefore, 3D-RISM-
KH forces can be efficiently extrapolated, which allows the 3D-RISM-KH integral equa-
tions to be converged much less frequently and thus drastically increases the efficiency of
hybrid MD/3D-RISM-KH simulation.
Miyata and Hirata performed a pioneering MD/3D-RISM-KH simulation for hydrated
acetylacetone.34 They exploited the standard reference system propagator algorithm
(RESPA)49–51 in the microcanonical ensemble, with calculation of mean solvation forces
by converging the 3D-RISM-KH integral equation at each outer step without resorting to
extrapolation of solvation forces. With this propagator algorithm, it was impossible to ap-
ply outer time steps larger than 5 fs as a result of resonance instabilities52–57 that appear
in MD/3D-RISM-KH as well as in conventional MD simulations due to the multiple time
step (MTS) interplay between strong intramolecular (solute-solute) and weak intermolec-
ular (solute-solvent) forces. In conventional MD, the accuracy of MTS simulation can
be increased by carrying out processed phase-space transformations.58, 59 Utilizing them
within an energy-constrained scheme, it was shown60 in MD simulations of water that outer
time steps up to 16 fs are acceptable. However, such steps cannot exceed the theoretical
limiting value of 20 fs inherent in the microcanonical description. Furthermore, in hybrid
MD/3D-RISM-KH without solvation force extrapolation, the procedure of converging the
3D-RISM-KH integral equations has to be repeated too frequently (every 5 fs),34 which
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drastically slows down the computations.
In order to damp MTS instabilities, the MD/3D-RISM-KH approach has been ex-
tended35 to the canonical ensemble within the Langevin dynamics.61, 62 Introducing the
method of solvation force extrapolation (SFE) for mean solvation forces acting on the so-
lute, it has been demonstrated for hydrated alanine dipeptide that larger outer time steps of
up to 20 fs are feasible.35 They, however, are still smaller than those achievable in conven-
tional MD simulations by the best previously known isokinetic Nose´-Hoover chain RESPA
(INR) integrator, for which an outer time step of 100 fs is possible.63, 64
MTS instabilities in MD simulations eliminated much more efficiently by using the
optimized isokinetic Nose´-Hoover chain (OIN) canonical ensemble introduced recently.36
OIN improves over the INR method63, 64 and other canonical-isokinetic schemes65–67 by
coupling each set of Nose´-Hoover chain thermostats to some optimal number of degrees
of freedom in the system. With some modification to the original SFE scheme,35 the OIN
integrator has been combined with the MD/3D-RISM-KH approach. It was illustrated on
hydrated alanine dipeptide36 that the OIN ensemble is superior to the Langevin and INR
schemes, as it enables large outer time steps of order of several hundred femtoseconds and
thus provides a speedup up to 20 times compared to conventional MD with explicit solvent.
The next improvement constituted a method of advanced solvation force extrapolation
(ASFE) of mean solvation forces in hybrid MD/3D-RISM-KH simulations, with the piv-
oting idea to apply a global non-Eckart-like rotation of atomic coordinates to minimize
the distances between the biomolecule sites in different conformations at successive time
steps.37 Carrying out the force extrapolation in the transformed space and extending the
set of outer conformations evaluate mean solvation forces with a much better accuracy
than the previous extrapolation scheme. This allows huge outer time steps up to tens of
picoseconds in hybrid MD/3D-RISM-KH simulations without affecting the equilibrium
and conformational properties, and resulted in a 100- to 500-fold acceleration compared
to MD with explicit solvent for a relatively small system of hydrated alanine dipeptide.37
The ASFE ideas and techniques have been generalized to larger solute molecules, includ-
ing proteins, in a method of generalized solvation force extrapolation (GSFE).38 First of
all, a full rotational transformation of the whole molecule has been replaced with an in-
dividual non-Eckart-like transformation for each atom of the biomolecule in the presence
of a smooth weighing function. For macromolecules, this appreciably enhances conver-
gence of the extrapolated forces to their exact values with increasing the number of basis
outer coordinates. Modifications have included also the numerical techniques of least-
squares minimization, extension of the force-coordinate pair set to select the best subset,
and balancing the normal equations. In addition, the so-called frequency scheme has been
proposed, which appreciably reduces computational overhead of the extrapolation without
loss of precision. With the above improvements, the good accuracy attainable with the
original SFE scheme35 for outer time steps up to 20 fs can now be held with the GSFE
method for much longer steps of order of 1 to 4 ps, even for large biomolecules.
2 MD of a Biomolecule Steered with Mean Solvation Forces
Let’s consider a solute macromolecule consisting ofM atoms solvated in liquid comprising
a large number of solvent molecules with M ′ atomic sites. Conventional MD simulation
deals with forces −∂U/∂ri acting on all atoms i = 1, . . . ,M + M ′ at positions ri in the
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solute-solvent system with the total potential energy U(r1, . . . , rM , rM+1, . . . , rM+M ′).
The latter can be split up as U = U1 + U2 into the solute-solute interaction potential
U1(r1, . . . , rM ) and the remaining termU2(r1, . . . , rM+M ′) comprising the solute-solvent
and solvent-solvent interaction potentials. Accordingly, the forces acting on solute atoms
split up into two parts coming respectively from solute-solute and solute-solvent atomic in-
teractions, −∂U/∂ri = −∂U1/∂ri − ∂U2/∂ri, where i = 1, . . . ,M . In MD simulations
of biomolecules, the total number of atoms of solvent molecules has to be much larger than
that of the solute biomolecule (M ′  M ) to have good statistics and neglect finite size
effects. Even at infinite dilution, for a biomolecule of M ∼ 1, 000 − 10, 000 atoms the
number of solvent atoms has to beM ∼ 10, 000−100, 000. This considerably complicates
conventional MD because a large portion of the computational costs is spent on evaluation
of solute-solvent and solvent-solvent atomic forces−∂U2/∂ri, where i = 1, . . . ,M+M ′.
In common practice, the concentration of solute macromolecules (or aggregates of macro-
molecules) is small and interactions between solutes (or composite solutes) are neglected,
thus reducing the consideration to infinite dilution.
Since we are interested exclusively in conformational and folding behavior of the solute
biomolecule, one way to improve the efficiency of MD simulations consists in contracting
the degrees of freedom of solvent (a huge number of molecules) and evaluating the dy-
namics of the biomolecule on the solvation free energy surface. Instead of solute-solvent
forces −∂U2/∂ri, i = 1, . . . ,M , the dynamics of the biomolecule is then steered with the
mean solvation forces68, 69 that are defined as a statistical average of solute-solvent atomic
forces −∂U2/∂ri acting on each solute atom i = 1, . . . ,M over all arrangements of all
M ′ solvent atoms around the biomolecule at a frozen conformation {r1, . . . , rM},
fi(r1, r2, . . . , rM ) = −
∫
drM+1drM+2 . . . drM+M ′
∂U2
∂ri
e
− UkBT∫
drM+1drM+2 . . . drM+M ′ e
− UkBT
, (1)
where kB is the Boltzmann constant and T is the system temperature. Without explicit
solvent treatment, mean solvation forces can be obtained either from continuum solvation
models or from molecular theory of solvation.
The 3D-RISM-KH molecular theory of solvation28–33 is transferable and yields solva-
tion structure and thermodynamics, including mean solvation forces, from the first prin-
ciples of statistical mechanics with an accuracy (up to the closure approximation used) at
the level of explicit solvent molecular simulation that has converged. (Viable statistical
sampling in explicit solvent simulation is a huge challenge for systems with slow dynam-
ics of solvent exchange in confined spaces, e.g. protein pockets and cavities, structural
solvent localization, preferential adsorption of co-solvent, partitioning of ions, binding of
ligands, and solvent and ions mediated protein-protein interactions.) On the other hand,
as discussed in the Introduction, continuum solvation models suffer from inherent disad-
vantages: non-transferable to other solvents and solvent systems, in particular, electrolyte
solutions; missing solvent size effects such as desolvation barrier in protein aggregation;
inadequate to reproduce solvation of internal cavities of biomolecules. Mention again an-
other important advantage that quasidynamics steered with 3D-RISM-KH mean solvation
forces achieves time scale compression of protein conformational changes coupled with
solvent exchange, which results in significant acceleration of protein conformational sam-
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pling with respect to real time dynamics. The 3D-RISM-KH theory has been validated on
prediction of the solvation structure and thermodynamics of various chemical species and
biomolecules in different solvents,31, 33, 70–73 in particular, in the context of hybrid MD/3D-
RISM-KH simulations for hydrated biomolecules.34–38 The 3D-RISM-KH mean solvation
forces fi can then be employed together with the direct intramolecular solute-solute inter-
actions −∂U1/∂ri to integrate the equations of motion just for solute atoms.
3 3D-RISM-KH Molecular Theory of Solvation
The 3D-RISM-KH theory28–33 yields the solvation structure in terms of the normalized
3D density distribution functions gα(r) of interaction site α of solvent molecules at spa-
tial position r around the whole solute macromolecule or supramolecule, starting from
the input of intermolecular potentials for explicit solvent and solute molecules (molecular
force field). The 3D-RISM integral equation for 3D solute-solvent site correlation func-
tions24–28, 31 can be derived either within the site formalism of density functional theory
of molecular liquids24–26 or from the six-dimensional Ornstein-Zernike integral equation
for molecular liquids4 by orientations averaging centered at interaction sites of solvent
molecules to contract orientational degrees of freedom of solvent.27, 28, 31 It reads
hα(r) =
∑
γ
∫
dr′cγ(r− r′)χγα(r′) , (2)
where hα(r) and cα(r) are respectively the 3D total and direct correlation functions of
solvent site α around the solute molecule, χγα(r) is the radially dependent site-site sus-
ceptibility function of solvent which is an input to 3D-RISM and is calculated beforehand,
and the indices γ and α enumerate all interaction sites on all sorts of solvent species. Di-
agrammatic analysis of the total and direct correlation functions4 relates the former to the
density distribution function as hα(r) = gα(r) − 1, and so hα(r) has the meaning of a
normalized 3D distribution of spatial correlations, or normalized deviations of solvent site
density around the solute molecule from the average value in the solution bulk. The long-
range asymptote of the 3D direct correlation function cα(r) is given by the 3D interaction
potential uα(r) scaled by kBT between the whole solute molecule and solvent interaction
site α: cα(r) ∼ −uα(r)/(kBT ) for r outside the short-range repulsive core region (typi-
cally comprising the repulsive slope down to the attractive well minimum); the values of
cα(r) inside the repulsive core are related to the solvation free energy. Usually but not
necessarily, the 3D solute-solvent site interaction potential is given by a sum of pairwise
isotropic potentials (typically Coulomb and Lennard-Jones) between solute and solvent in-
teraction sites, uα(r) =
∑
i uiα(|r − ri|), where ri is the location of solute atom i and r
is that of solvent site α.
The 3D-RISM integral equation eq. (2) involves two correlation functions, hα(r) and
cα(r), and to be complete has to be complemented with another relation between hα(r)
and cα(r) called a closure which also involves the interaction potential uα(rα) specified
at input with the molecular force field. The exact closure relation has a nonlocal func-
tional form that can be represented as an infinite diagrammatic series in terms of multiple
integrals of the total correlation function;4 however, it is computationally intractable, as
the series is poorly convergent and the higher-order diagrams are integrals extremely cum-
bersome to calculate. Therefore, the exact closure is replaced in practice with amenable
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approximations which should analytically ensure asymptotics of the correlation functions
and features of the solvation structure and thermodynamics to properly represent the solva-
tion physics. The approximation proposed by Kovalenko and Hirata (KH closure),28, 31, 33
the 3D version of which reads as
gα(r) =
{
exp
(− 1kBT uα(r) + hα(r)− cα(r)) for gα(r) 6 1
1− 1kBT uα(r) + hα(r)− cα(r) for gα(r) > 1
. (3)
couples in a nontrivial way the so-called hypernetted chain (HNC) and mean spherical
approximation (MSA) closures,4 the former automatically applied to spatial regions of
density depletion gα(r) < 1, including the repulsive core, and the latter to spatial regions
of solvent density enrichment gα(r) > 1, such as association peaks and long-range tails of
near-critical fluid phases, while keeping the right long-range asymptotics of cα(r) peculiar
in both the HNC and MSA. (The distribution function and its first derivative are continu-
ous at the joint boundary gα(r) = 1 by construct.) The KH approximation consistently
accounts for both electrostatic and non-polar solvation forces, such as hydrogen bonding
and other associative effects, hydrophobic hydration and interaction, preferential solva-
tion, desolvation and other steric effects for macromolecules and supramolecules in simple
and complex liquids, solvent mixtures, non-electrolyte and electrolyte solutions in vari-
ous chemical,28–31, 33, 71–78 soft matter,79 synthetic organic supramolecular,33, 80–82 biopoly-
meric,83–85 and biomolecular31, 33, 45–48, 70, 79, 86–96 systems.
The radially dependent site-site susceptibility of solvent χγα(r) determines nonlocal
response of solvent to an external field, statistically-mechanically averaged over orien-
tations and arrangements of solvent molecules in the solvation shells. In the context of
eq. (2), the solvent density change given by hα(r) comes from the insertion of a solute
molecule characterized with cα(r) which propagates across the solvation shells through
the effective solvent-solvent correlations given by the solvent susceptibility χγα(r). The
latter breaks up into the intra- and intermolecular terms,
χγα(r) = ωγα(r) + ργhγα(r), (4)
where the intramolecular correlation function ωγα(r) normalized as
∫
drωγα(r) = 1
represents the geometry of solvent molecules (i.e., ωγα(r) = 0 for sites γ and α on
different species). For rigid molecular species with site separations lγα it has the form
ωγα(r) = δ(r − lγα)/(4pil2γα) specified in the reciprocal k-space as ωγα(r) = j0(klγα),
where j0(x) is the zeroth-order spherical Bessel function. The radial site-site total corre-
lation function hγα(r) for all pairs of sites on all species of the solvent are obtained in ad-
vance to the 3D-RISM-KH calculations from the dielectrically consistent RISM theory97, 98
coupled with the KH closure relation for the radial correlation functions (DRISM-KH ap-
proach).31–33 The DRISM-KH theory can be applied to solution systems of a given com-
position in a wide range of thermodynamic conditions, including different solvents,99, 100
solvent mixtures,101, 102 polymeric solutions,79, 103 and electrolyte solutions.31, 33, 104
An important feature of the KH closure eq. (3) is that the solvation free energy µsolv as
determined by Kirkwood’s thermodynamic integration gradually switching the interactions
on from 0 to the full potential uα(r) is obtained analytically in a closed form of a single
spatial integral in terms of the correlation functions:28, 31, 33
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µsolv =
∑
α
∫
V
drΦα(r), (5a)
Φα(r) = ραkBT
[
1
2
(
hα(r)
)2
Θ
(− hα(r))− 1
2
hα(r)cα(r)− cα(r)
]
, (5b)
where the sum goes over all the sites of all solvent species, and Θ(x) is the Heaviside step
function. This offers several substantial advantages over molecular simulations requiring
free energy perturbation techniques with multiple productive runs along the thermody-
namic integration or solute mutation which are extremely time consuming.105 Once the
3D-RISM-KH equations eqs. (2) and (3) are converged for the correlation functions cα(r)
and hα(r), all the solvation thermodynamics is readily available from the expression eq. (5)
and analysis of its components. The solvation free energy in the form eq. (5) can be split
up into partial contributions from each solvent species by grouping the terms for the cor-
responding sites. It is also possible to resolve partial contributions of different functional
groups of the solute macromolecule or supramolecule to the solvation free energy, or so-
called spatial decomposition analysis.74, 94 Further, partial molar volume of biomolecules
is obtained analytically within the Kirkwood-Buff theory as a simple integral in terms of
cα(r), well reproducing experimental data and pressure effects on conformational transi-
tions of proteins (see literature cited in ref.96). Other thermodynamic quantities can also
be obtained analytically by taking the corresponding derivaties. In particular, mean solva-
tion forces acting on each atom of the solute macromolecule or supramolecule are readily
obtained as a simple 3D spatial integral in terms of the 3D site distribution functions gα(r)
(see the next section).
The function Φα(r) given by eq. (5b) is interpreted as a 3D map of solvation free energy
density (3D-SFED) coming from interaction site α of solvent around the solute molecule.
The solvation free energy µsolv results from summation of 3D-SFED partial contributions
of all solvent species and spatial integration over the whole space V comprising the solva-
tion shells, as well as the solute-solvent molecular repulsive cores. (Inside the cores, the
correlation functions are nonzero and related to the free energy of solvent cavity formation
to accommodate the solute molecule.) While 3D maps of site density distributions gα(r)
provide solvation structure and characterize the strength of attachment of solvent species
at the solute molecule surface in terms of potentials of mean force,33, 93 such information
on solute-solvent effective interactions is convolved. As distinct, 3D-SFED maps Φα(r)
spatially resolve the intensity of mean solvation forces statistically-mechanically averaged
over solvent arrangements and orientations around the solute molecule and indicate where
they contribute the most or the least to the entire solvation free energy.78, 83, 85
To properly treat electrostatic forces in electrolyte solution with polar molecular sol-
vent and ionic species, the long-range electrostatic asymptotics of both the 3D direct and
total correlation functions in the 3D-RISM integral equation eq. (2) are separated out and
handled analytically.29–32, 73, 89, 106 The remaining short-range parts of the 3D site corre-
lation functions are discretized on a uniform 3D rectangular grid in a box large enough
to accommodate the solvation structure, typically 2 to 3 solvation shell oscillations. The
spatial convolution of the short-range therm in eq. (2) is calculated by means of 3D fast
Fourier transform. Note that even though the solvent susceptibility χγα(r) has a long-
range electrostatic part, no aliasing occurs in the backward 3D-FFT of the short-range part
of hα(k) on the 3D box supercell since, for the physical reason, it typically contains merely
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2-3 oscillations and thus vanishes at the box boundaries.32 The same analytical treatment
with separation of the electrostatic asymptotes is applied also to the radial site-site corre-
lation functions in the DRISM-KH integral equations that produce the water susceptibility
eq. (4), as well as to the 3D site correlation functions in the solvation free energy integral
eq. (5) which is reduced to a 3D integral of the short-range terms on the 3D box and one-
dimensional integrals of the asymptotics easy to compute.29–32, 73, 89 Further, the core-shell-
asymptotics treatment of solvation shells in MDIIS decreases memory and corresponding
CPU load up to an order of magnitude.32
The 3D-RISM-KH integral equations eqs. (2) and (3) are converged by using the modi-
fied algorithm of direct inversion in the iterative subspace (MDIIS).107, 108, 29–32 The MDIIS
numerical solver accelerates convergence of integral equations of liquid state theory by
optimizing each iterative solution in a Krylov subspace of typically last 10-20 succes-
sive iterations and then making the next iterative guess by mixing the optimized solution
with the approximated optimized residual. The computational expenses of converging the
3D-RISM-KH equations can be further reduced with several strategies, including a high-
quality initial guess for the 3D direct correlation functions cα(r); pre- and post-processing
of the 3D solute-solvent potentials uα(r), the long-range asymptotics of the 3D correlation
functions cα(r), and hα(r), and forces; several cutoff schemes and an adaptive solvation
box;35 and the core-shell-asymptotics treatment of solvation shells.32
4 Combining MD with 3D-RISM-KH
Unlike conventional MD dealing with trajectories of explicit solvent molecules, the hybrid
MD/3D-RISM-KH approach34–36 contracts them to 3D site density distribution functions
gα(r) of quasiequilibrium solvent at successive conformations of the biomolecule and thus
performs quasidynamics of the biomolecule steered with mean solvation forces. The latter
can be determined in a general case from Kirkwood’s thermodynamic charging integral by
differentiation with respect to solute atomic coordinates. For the solvation free energy not
dependent on a thermodynamic integration path (which is true for the exact solvation free
energy but not necessarily for a given closure approximation of integral equation theory of
liquids), the mean solvation force is immediately obtained as the “detailed” solute-solvent
site interaction potential force averaged over the solvation shells with the 3D solute-solvent
site density distribution function,34, 35
fi ≡ f(ri) = −∂µsolv
∂ri
=
∑
α
ρα
∫
dr gα(r)
∂uiα(r− ri)
∂ri
, (6)
where uiα(r − ri) is the pairwise isotropic interaction potential between solute atom i
at position ri and solvent site α at r. With the solute-solute forces evaluated directly as
−∂U1/∂ri and the effect of solvent accounted with mean solvation forces eq. (6), the
equations of quasidynamic motion are solved only for solute atoms. In the approach of an
adaptive box, the 3D-RISM-KH integral equations eqs. (2) and (3) are discretized and con-
verged on a grid in a non-periodic box of size and shape that includes about 2-3 solvation
shells around the biomolecule to minimize boundary effects and varies during the simu-
lation adjusting to solute conformational changes so as to optimize computational load.35
This is different from conventional MD which typically uses a periodic rectangular box and
the Ewald summation technique109, 110 to evaluate long-range electrostatic interactions.
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5 Generalized Solvation Force Extrapolation
As mentioned in the Introduction, the original SFE scheme35 is restricted to small outer
time steps, whereas the ASFE method37 still needs significant modification and general-
ization to be efficient not just for simple solutes but for large macromolecules as well.
Shown below is how 3D-RISM-KH mean solvation forces can be extrapolated in the most
general case of solvated protein by using the GSFE method.38
5.1 Local non-Eckart like rotational transformations
Let fi,k be the solvation forces acting on solute sites i = 1, 2, . . . ,M at N previous outer
time steps k = 1, 2, . . . , N for which the 3D-RISM-KH integral equations are converged.
The atomic positions at these steps will be denoted by ri,k. The forces fi,k and positions
ri,k for a given i are ordered in such a way that larger values of k correspond to earlier
moments tk of time, i.e., tN < tN−1 < . . . < t2 < t1. The next outer moment is
denoted by t0 > t1. Let ri(t) be the current coordinate of atom i at some inner time point
t belonging to the interval ]t1, t0[. The total number of these points is equal to P = (t0 −
t1)/∆t  1, where ∆t is the inner time step. Note also that the actual force fi(t) exerted
on atom i at time t will depend on the multidimensional vector {r1,k, r2,k, . . . , rM,k} via
the relative positions rij(t) = ri(t) − rj(t) of M − 1 neighbors j (with j 6= i). This
follows from the translational invariance of solvation interactions when the total system
(solute plus solvent) is arbitrarily shifted as a whole.
One of the main ideas of this approach is to find such local rotational transforma-
tions Rij = Sirij of the relative positions rij for each atom i = 1, 2, . . . ,M (where
j = 1, 2, . . . ,M ) that provide the most smooth behavior of Fi = fi({Rij}) in the new
coordinates. This can be achieved by reducing the coordinate region of force extrapolation.
For the discrete set (k = 1, 2, . . . , N ) of the basis coordinate knots ri,k the desired trans-
formation Rij,k = Si,krij,k with rij,k = ri,k − rj,k can be determined by minimizing the
normalized distances between all the transformed outer coordinates Rij,k and some origin
(where S ≡ I) point r∗ij lying in the extrapolating region as
1
Mi
M∑
j=1
′
w(r∗ij)
(
Si,krij,k − r∗ij
)2
= min . (7)
Here w is a weighting function,
∑′ stands for j 6= i, and Mi is the total number of neigh-
bors for which w(r∗ij) 6= 0. The current inner coordinate rij(t) should also be transformed
analogously by Rij(t) = Si(t)rij(t) with
1
Mi
M∑
j=1
′
w(r∗ij)
(
Si(t)rij(t)− r∗ij
)2
= min for each i = 1, 2, . . . ,M. (8)
Any choice for r∗ij = rij(t
∗) with t1 ≤ t∗ ≤ t can be in principle acceptable, where t is
the current inner time and t1 is the most recent point from the basis outer steps. However,
the limiting values t∗ = t1 and t∗ = t are not recommended in the context of efficiency.
Note that in eq. (7) we should carry out the transformation for each k = 1, 2, . . . , N (and
i = 1, 2, . . . ,M ) whenever r∗ij is changed, i.e., up NMP times if t
∗ = t, but only NM
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ones for t∗ = t1. In the latter case, however, the origin r∗ij equal to rij,1 may appear to
be too far from the current point rij(t) when the size of the outer time step h = t0 − t1 is
large. Thus, an optimal choice is when the origin r∗ij of the transformation is updated after
every 1  p  P inner time step during the outer interval (t0 − t1). This constitutes the
so-called frequency reuse scheme.
The necessity of introducing the weighting function w(rij) is dictated by the fact that
the neighbors with smaller interatomic distances rij contribute to the mean solvation force
fi more significantly and thus are more important for the minimization. The most natural
way to model such a situation is to put w(rij) = 1/r2ij , meaning that the relative (and not
absolute) interatomic distances are minimized. Then the left-hand sides of eqs. (7) and
(8) become dimensionless. At long enough rij > R the correlations between rij and fi
are diminished, and so we can put w(rij) = 0 in this range. It should be emphasized
that the above truncation concerns only the coordinate transformations [eqs. (7) and (8)]
but not the actual solvation forces fi,k which are calculated for all atomic pairs, without
any cutoff. Moreover, for small solute molecules of radius less than R, no truncation is
performed at all. For large macromolecules with M  1, setting a finite cutoff radius R
can considerably improve the quality of the mean force extrapolation using only a relatively
small number N M of the basis outer points.
The simplest way to obtain explicit expressions for the rotational matrix Si,k or Si(t)
is to represent them in terms of the four components quaternion q = {χ, η, ξ, ζ} as111
S =

χ2 + η2 − ξ2 − ζ2 2(ηξ − χζ) 2(χξ + ηζ)
2(χζ + ηξ) χ2 + ξ2 − η2 − ζ2 2(ξζ − χη)
2(ηζ − χξ) 2(χη + ξζ) χ2 + ζ2 − η2 − ξ2
 (9)
with q2 ≡ q+q = χ2 + η2 + ξ2 + ζ2 = 1. Inserting now eq. (9) into the superposition
equation [eq. (7) or (8)] yields
1
2
q+Θiq− 1
2
ϑ(q+q− 1) = min , (10)
where Θi = 1Mi
M∑
j=1
′
w(r∗ij)Θij ,
Θij =
 (r′ij − r∗ij)2 2(r′ij × r∗ij)+
2(r′ij× r∗ij) I(r′ij + r∗ij)2 − 2(r′ijr∗ij+ + r∗ijr′ij+)
 (11)
are the symmetric 4 × 4 matrices, r′ij is equal either to rij,k or rij(t) for the cases Si,k
or Si(t), respectively, ϑ is the Lagrange multiplier, I is the identity 3 × 3 matrix, and ×
denotes the vector product. Differentiating eq. (10) with respect to all the four components
of q leads to the eigenvalue problem
Θiq = ϑq . (12)
Because the right-hand sides of eqs. (7) and (8) are always greater or equal to zero, the
matrix Θi is positive semidefinite, having four eigenvectors q1,2,3,4 and the same number
of nonnegative associated eigenvalues ϑ1,2,3,4 ≥ 0. The latter can be sorted in the ascend-
ing order, such that ϑ1 is the smallest eigenvalue. It coincides with the global minimum
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in eqs. (7), (8) and (10) since for any normalized eigenvectors the following equality takes
place: q+Θiq = ϑ. The normalized eigenvector q1 corresponding to the smallest eigen-
value ϑ ≡ ϑ1,(i,k) or ϑ1,i is thus the quaternion describing the optimal transformation by
the rotational matrix S [eq. (9)].
5.2 Individual minimization by weighted least squares
Having the transformed coordinates
Rij,k = Si,krij,k , Rij(t) = Si(t)rij(t) , (13)
the solvation forces can be extrapolated as follows. First, for each atom i, the actual neigh-
boring positions Rij(t) are virtually approximated at a given inner point t of the next outer
time interval ]t1, t0[ by a linear combination of their previous outer values as
R˜ij(t) =
N∑
k=1
A
(i)
k (t)Rij,k . (14)
The expansion coefficients A(i)k (t) in eq. (14) can then be obtained as the best represen-
tation of the solute neighboring coordinates Rij(t) at time t in terms of their projections
onto the basis of N previous outer positions Rij,k by minimizing a weighting norm of
the difference between Rij(t) and their approximated counterparts R˜ij(t). Additionally
imposing the normalizing conditions
N∑
k=1
A
(i)
k = 1 ,
N∑
k=1
A
(i)
k
2
= min , (15)
the above minimization leads for each i = 1, 2, . . . ,M to the following modified least-
square problem
1
Mi
M∑
j=1
′
w(R∗ij)
(
Rij −
N∑
k=1
A
(i)
k Rij,k
)2
+ 2Λi
(
N∑
k=1
A
(i)
k − 1
)
+ ε2i
N∑
k=1
A
(i)
k
2
= min ,
(16)
where Λi is the Lagrangian multiplier, and ε2i ≥ 0 is a balancing parameter. Note that for
coordinate deviations the weighting function w(R∗ij) ≡ w(r∗ij) used in eq. (16) is the same
as in local rotations [eqs. (7) and (8)], meaning again that neighbors j lying more closely to
the reference atom i should be mapped more accurately. Note also that R∗ij = r
∗
ij because
the rotation transformation is unitary (S ≡ I) in the origin point r∗ij ≡ R∗ij .
Now, the forces Fi(t) at any inner time t ∈]t1, t0[ can be extrapolated on the basis of
their outer values Fi,k employing a linear expansion procedure which is quite similar to
that [eq. (14)] for coordinates Rij(t). This yields
F˜i(t) =
N∑
k=1
A
(i)
k (t)Fi,k , (17)
where i = 1, 2, . . . ,M and the expansion coefficients A(i)k (t) are the same as those in
eq. (14). This is justified by the fact that Fi(t) is a function of only Rij(t). Thus, a better
representation of the coordinates by R˜ij(t) should provide a more accurate extrapolation
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of the interactions, expecting a small difference between the exact forces Fi(t) and their
approximated values F˜i(t). Note that the coordinate mapping is virtual in the sense that
Rij(t) are never replaced by R˜ij(t). It is necessary only to find the coefficients A
(i)
k for
the actual force approximation. Remember also that in eq. (16) the weighting function
w(r) being equal to 1/r2 for r ≤ R is truncated by w(r) = 0 at longer r > R. Such
a truncation in eqs. (7), (8) and (16) may lead to some boundary effects. However, these
effects can be neglected by choosing the radius R to be large enough.
An issue now arises how to obtain Fi,k from fi,k without direct recalculations Fi,k =
f({Rij,k}), and in which way to return back from F˜i to the desired extrapolated forces
f˜i in the usual coordinate space. This issue can be solved by taking into account that
the original solvation forces fi are not only translationally invariant but also satisfy the
following orientational condition
f({Sirij}) = Sif({rij}) , (18)
where S is an arbitrary 3 × 3 rotational matrix. eq. (18) merely states that if the so-
lute molecule is rotated as a whole, the total solvation forces acting on each atom of this
molecule will be transformed according to the same rotation. Note that in this case of the
detailed extrapolation, the atomic coordinates are defined relatively to the current refer-
ence site i = 1, 2, . . . ,M . This means that the virtual rotation of rij ≡ rij,k or rij(t) by
Si ≡ Si,k or Si(t) is performed in eq. (18) at each given i around this site for all other
atoms j. On the other hand, the rotations in eqs. (7) and (8) are performed only for groups
of atoms for which r∗ij ≤ R with j 6= i and the truncation of neighbors is possible.
From eq. (18) it follows that
Fi,k = f({Rij,k}) = f({Si,krij,k}) = Si,kfi,k (19)
Fi(t) = f({Rij(t)}) = f({Si(t)rij(t)}) = Si(t)fi(t) . (20)
In view of eqs. (19) and (20), no additional direct recalculations are needed, and the desired
approximated forces in the usual coordinate space at each inner point t can be readily
reproduced from eq. (17) using the inverse rotational transformation
f˜i(t) = S
−1
i (t)F˜i(t) = S
−1
i (t)
N∑
k=1
A
(i)
k (t)Si,kfi,k . (21)
Moreover, the inverse matrix can easily be evaluated taking into account that the rotational
transformation is orthonormal, i.e., S−1 = S+, where S+ denotes the transposed matrix.
Therefore, the proposed individual transformation efficiently excludes local rotations
of the solute molecule, which can be large enough due to the interactions with the solvent
and thermostats. This reduces the volume of the local coordinate space around each solute
atom in view of eqs. (7) and (8). Obviously, then a better accuracy of the force extrapola-
tion is provided. In other words, the differences between the approximated values f˜i(t) and
their original counterparts fi(t) will decrease. In particular, the new extrapolation scheme
[eq. (21)] is exact, i.e., f˜i(t) = fi(t), already at N = 1 for the case of rotating rigid seg-
ments constituting the molecule, where the transformed forces Fi are constant. It should
also be very precise for flexible segments, since the magnitudes of the atomic vibrational
oscillations are small. The influence of torsion movements on Fi can also be minimized
by extending the basis set and choosing the best subset.
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5.3 Normal equations with balancing
The most gentle way to find the coefficients A(i)k in the force extrapolation [eq. (19)] is to
reduce the least-square minimization [eq. (16)] to a normal representation.112, 113 Differen-
tiating eq. (16) with respect to these coefficients and Λi leads to the following set of N + 1
linear equations 
G
ε(i)
11 G
(i)
12 . . . G
(i)
1N 1
G
(i)
21 G
ε(i)
22 . . . G
(i)
2N 1
...
...
...
...
...
G
(i)
N1 G
(i)
N,2 . . . G
ε(i)
NN 1
1 1 . . . 1 0


A
(i)
1
A
(i)
2
...
A
(i)
N
Λi

=

G
(i)
1
G
(i)
2
...
G
(i)
N
1

(22)
which should be solved for the same number of unknowns A(i)k at k = 1, 2, . . . , N and Λi
at each i = 1, 2, . . . ,M , where Gε(i)kk = G
(i)
kk + ε
2
i with
G
(i)
kl =
1
Mi
M∑
j=1
′
w(R∗ij)Rij,k ·Rij,l , (23)
G
(i)
k =
1
Mi
M∑
j=1
′
w(R∗ij)Rij,k ·Rij , (24)
and l = 1, 2, . . . , N . Note that the (N + 1) × (N + 1) square matrix in eq. (22) remains
to be symmetrical, since the ε2i -addition concerns only diagonal elements.
The Lagrange multiplier Λ normalizes the linear equations with the imposed constraint∑
k Ak = 1 [see eq. (15)]. It is necessary to make the extrapolation to be exact for the spa-
tially homogeneous part of the interactions in the transformed space. Indeed, the solvation
force Fi(t) = Fi(R(t)) can be expanded in the power series of a deviation of the current
coordinate vector R from the origin R∗ = Sr∗ ≡ r∗ at each i = 1, 2, . . . ,M as
Fi(R) = Fi({R∗ij}) +
M∑
j=1
∂Fi
∂Rij
∣∣∣∣
R∗ij
(
Rij −R∗ij) , (25)
where ∂Fi/∂Rij is the Hessian (3M × 3M ) matrix, and the second and higher order spa-
tial inhomogeneities O[(Rij −R∗ij)2] have been neglected. Thus Fi(R) has the constant
zeroth-order part representing by the first term in the right-hand side of eq. (25). It immedi-
ately follows from eq. (17) that this term can be reproduced exactly, provided
∑
k Ak = 1.
The second term in the right-hand side eq. (25) is linear in coordinates. That is why it can
be extrapolated using the duplex linear expansions [eqs. (14) and (17)]. In fact, each of
the 3M × 3M  1 elements of the Hessian matrix is mapped in a very complicated way
via the obtained solutions for the extrapolation coefficients Ak involving a finite number
(N  1) of the basis knots Rij,k.
The balancing parameter ε2 > 0 appears as a result of the required minimization∑
k A
2
k = min for the norm of the expansion coefficients [see eq. (15)]. Such an additional
minimization is also needed for the following reason. The used dual (virtual coordinate
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and actual force) extrapolation tentatively assumes that lowering of the coordinate residu-
als should immediately lead to a decrease of the deviations between the approximated and
original forces. But this is not so when N approaches the number 3Mi of local internal
degrees of freedom of the neighbor atoms. Then the least-square solver to eq. (16) will
try to reduce the coordinate residuals to the global (zeroth) minimum with no regarding
to the values of expansion coefficients Ak which are exploited in both the coordinate and
force extrapolations. As a result, a lot of these coefficients may accept large negative and
positive values, despite the presence of the linear normalizing condition
∑
k Ak = 1. It is
well known from the general theory of extrapolative and quadrature formulas that the exis-
tence of weights large in magnitude decreases the stability range, leading to an appreciable
increase of the uncertainties outside of this region.
The minimization
∑
k A
2
k = min is introduced just to avoid the above singularity at
N ∼ 3Mi when ε = 0. The non-zero values of ε2 > 0 allow us to effectively balance
between the two kinds of the extrapolations. Of course, ε2 cannot be chosen too large
because then the main effort is directed to minimizing the squared norm ε2
∑
k A
2
k = min
rather than the coordinate residuals. This parameter should be treated as a small quantity
aiming at improving the quality of solvation force extrapolation. Optimal values of ε2 can
be found in actual simulations to obtain the best accuracy.
5.4 Extending the basis set and selecting the best subset
Evidently, the accuracy of the force extrapolation should increase with increasing the num-
ber N of basis points. However, N cannot be put too large because then the number of
linear equations increases, too. These equations [eq. (22)] need to be solved frequently (in
total P = h/∆t  1 times per h), namely, at each inner point inside the outer interval
h  ∆t for the minimization of coordinate residuals [eq. (16)]. As a result, the com-
putational overhead can be unacceptably high at large enough values of N , reducing the
efficiency of MD/3D-RISM-KH simulation.
A way to remedy the above situation lies in the following. The basis set can be extended
from a relatively small number of N . 100, say, to a larger value N ′  N by collecting
the force-coordinate pairs during a broad previous time interval ∆H = N ′h Nh. Then
the weighting squared distances in the 3M -dimensional space between the transformed
basis outer coordinates Rij,k′ and the current origin point r∗ij ,
R2ik′(t) =
1
Mi
M∑
j=1
′
w(r∗ij)
(
Rij,k′ − r∗ij
)2 ≡ ϑ1,(i,k′) , (26)
can be readily expressed for each i = 1, 2, . . . ,M and k′ = 1, 2, . . . , N ′ in terms of
the smallest eigenvalues ϑ1,(i,k′) [see the text after eq. (12)]. Now these distances can be
sorted in the ascending order, and the first N most closest points can be selected among
the extended set to satisfy the condition Ri1 < Ri2 < . . . < RiN . The forces Fi,k′ must
be resorted synchronically with the coordinates Rij,k′ to form the best pair subset with N
points. It should then be used when performing the advanced extrapolation [eq. (21)].
The above procedure can further improve the quality of the extrapolation, especially at
N ′  N . The reason is that the choice of the nearest outer pairs in the transformed space
additionally reduces the coordinate region in which the extrapolation is performed. This
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leads to a decrease of the coordinate residuals and, as a consequence, to an increase of the
accuracy. In fact, such an additional reduction minimizes the change in the transformed
solvation forces during torsion motion of the solute. Note that such motion (characterizing
by large amplitudes) is responsible for transitions of the biomolecule from one conforma-
tional pool to another where the torsion potential has a local minima. Thus, an optimal
value for the expanded interval ∆H = N ′h should be of order of the mean life time in
local conformational minima. Then, whenever the transition to other conformations oc-
curs, the subset can be quickly reselected to fit the basis outer points to the current solute
conformation. The accuracy of such fitting is especially high if the molecule has already
been near this conformation at previous times.
It is worth remarking that the selecting procedure at N  N ′ requires only little
extra numerical efforts even for large enough N ′ (of order of several thousands). This
is explained by the fact that computational cost grows with increasing N ′ just slightly.
Indeed, the selection operates only with the smallest eigenvalues ϑ1,(i,k′) (and not with
eigenvectors) of small 4×4 matrices, and so the computational time is linearly proportional
to N ′ (with a small coefficient near N ′). The eigenvectors q1,(i,k) are necessary only for
the best subset with k = 1, 2, . . . , N  N ′ to build the transformation matrix Si,k for the
extrapolation [eq. (21)]. On the other hand, the overhead increases much more rapidly with
increasing N , namely, proportionally up to (N + 1)3, as this is required to find solutions
to (N + 1) linear equations [eq. (22)]. In addition, the selection procedure is performed
only once per many (p 1) inner time steps, further lowering the computational costs.
5.5 The whole algorithm of GSFE
With the techniques laid out in the preceding subsections, the resulting generalized solva-
tion force extrapolation (GSFE) algorithm can be briefly described as follows.
At the very beginning, the 3D-RISM-KH integral equations are converged after each
∆t of the N first inner steps with no extrapolation to fill out the basis set. Then the
extrapolation starts with N points and the extended N ′-set is accordingly completed step
by step in the integration process. Since h can be much larger than ∆t, the outer step
cannot be put immediately equal to h  ∆t. The reason is that then the extrapolation
skews because of the significant non-uniformity of the time intervals between the points
from the set. This issue can be remedied in such as a way that the outer time interval is
smoothly increased every inner step from ∆t to h with an increment of ∆t.
Further, after each p∆t step, the eigenvalue problem [eqs. (11) and (12)] is solved for
the extended set with N ′ coordinates. The first N < N ′ points are selected by sorting
the corresponding smallest eigenvalues [eq. (26)] in the ascending order. The coordinates
and forces related to the subset obtained are then transformed by the local non-Eckart like
rotations [eq. (19)] in terms of the S-matrix [eq. (9)] constructed on the N eigenvectors.
Having the transformed coordinates, the system of (N + 1) linear equations [eq. (22)] is
built and solved for the expansion coefficients. Note that the inversion of the (N + 1) ×
(N + 1) matrix in [eq. (22)] is performed only once per p inner steps because it remains
unchanged during time p∆t [see eq. (23)], while the right-hand side vector in [eq. (22)]
varies [eq. (24)] every ∆t.
Using the expansion coefficients, the solvent forces are extrapolated at each inner step
∆t within the outer time interval t ∈]t1, t0[ of length h as the weighted sum of their N
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previous outer transformed values, followed by the inverse transformation [eq. (21)]. The
extrapolation procedure is applied h/∆t times to achieve the next outer point. At that
point, the solvent forces are calculated explicitly by solving the 3D-RISM-KH integral
equations. The extended N ′-set is then updated by the new outer force-coordinate pair,
while the oldest one is discarded. All these actions are repeated H/h times for the next
outer intervals until the desired simulation time length H is achieved.
This completes the derivation of the GSFE algorithm applicable to arbitrary
biomolecules.38 Formal replacement rij = ri − rj with ri − rc and r∗ij with ri,1, where
rc is the center of mass of the solute molecule as well as putting w ≡ 1 with R → ∞
and Mi ≡ M leads to the global non-Eckart transformation used in ASFE.37 For large
molecules, however, the global rotations appear to be small, thus having practically no
effect on extrapolation improvement. Moreover, the extended set and the inversion of the
(N+1)×(N+1) matrix in ASFE are carried out each (p = 1) inner time step, which signif-
icantly lowers the efficiency of the computations. In GSFE, applying the frequency regime
with 1 p P = h/∆t appreciably reduces computational cost. This is achieved with-
out loss of precision since the increased distances during time p∆t are compensated by the
inverse non-Eckart-like local transformations.
Worth pointing out is also that the rotational superpositions [eqs. (7) and (8)] introduced
for GSFE look somewhat similar to those originally derived for analysis of macromolecular
structures obtained in conventional MD or experiment.114 Note that there is no unique ap-
proach to separate translational, angular, and internal motions of these molecules. Within
the well-known Eckart scheme115–120 such a separation can be carried out unambiguously
only for molecular structures with one equilibrium state. It does not work for more com-
plicated molecules where two or more local equilibrium states can exist. In Ref.114, this
problem was solved exploiting Gauss’ principle of least constrain by minimizing the coor-
dinate deviation norm 1M
∑M
i=1mi
(
δS(t, δt)ri(t+ δt)− ri(t)
)2
= min, where mi is the
mass of ith atom and δt is the time step. For instance, in the limit δt→ 0, this allows us to
uniquely define the angular velocity Ω(t) = 1(t) limδt→0 δφ/δt of an arbitrary molecule
at any time t, where δS(t, δt) ≡ S(∆q(t)) with ∆q(t) = {cos(δφ/2),1(t) sin(δφ/2)}
is the matrix of rotation of the whole molecule by angle φ around the unit vector 1 pass-
ing through the center of mass. The standard Eckart method appears as a particular case
of the non-Eckart approach when the number of local equilibrium states is equal to one.
Moreover, in the absence of internal degrees of freedom, the non-Eckart angular velocity
completely coincides with the well known definition for rigid bodies.
The present non-Eckart like superposition scheme differs in several aspects from the
original non-Eckart method.114 It is modified by normalizing weights and applied individ-
ually for each reference atom of the solute molecule at discrete moments of time. This re-
sults in local reorientations of atomic groups instead of those in rotation of the molecule as
a whole. Moreover, rather than only analyzing simulation or experimental data,114, 121–123
the newly introduced non-Eckart like scheme is aimed at optimizing the performance of
MD simulations.
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6 OIN Ensemble MTS-MD Steered with Extrapolated 3D-RISM-KH
Mean Solvation Forces
The equations of motion for solute atoms in hybrid MD/3D-RISM-KH simulation in
the canonical-isokinetic OIN ensemble steered with 3D-RISM-KH mean solvation forces
which are extrapolated with the GSFE technique can be cast in the compact form36
dΓ
dt
= LΓ(t) , (27)
where Γ = {r,v; ς,w} denotes the extended phase space and L is the Liouville operator.
The extended space, apart from the full set of coordinates r ≡ {ri} and velocities v ≡ {vi}
of all solute atoms, includes also all thermostat frequencies ω ≡ {ωκ,i} with κ = 1, . . . ,K
and their conjugated dynamical variables ς ≡ {ςi}. The latter are introduced by means
of the relation dςi/dt = (τ2i ω
2
1,iω2,i −
∑K
κ=2 ωκ,i), where K is the number of chains per
thermostat. The Liouvillian can be split up as
L =
M∑
i=1
(Ai +Bi + Cv,ω,i + Cω,i + Cς,i) (28)
into the kinetic Ai = vi · ∂/∂ri, potential
Bi =
(
fi
mi
− vivi · fi
2Ti
)
· ∂
∂vi
− vi · fi
2Ti
ω1,i
∂
∂ω1,i
, (29)
and chain-thermostat parts
Cv,ω,i =
τ2i ω
2
1,i
4
ω2,ivi · ∂
∂vi
+
(
τ2i ω
2
1,i
4
− 1
)
ω1,iω2,i
∂
∂ω1,i
, (30)
Cω,i =
K∑
κ=2
(
ω2κ−1,i −
1
τ2i
− ωκ+1,iωκ,i
) ∂
∂ωκ,i
, (31)
Cς,i = −
(
τ2i ω
2
1,iω2,i −
K∑
κ=2
ωκ,i
)
∂
∂ςi
. (32)
In the canonical OIN ensemble36 each atom is coupled with its own thermostat by
imposing the constraint Ti = 3kBT/2, where
Ti =
miv
2
i
2
+
3kBT
4
τ2i ω
2
1,i
2
(33)
is the full kinetic energy of the i-th subsystem. The quantity τi is related to the relaxation
time, determining the strength of coupling of atom i with its thermostat.
The total forces fi = fi(f) + fi are now divided into the fast solute-solute component
fi(f) and slow 3D-RISM-KH solute-solvent one fi. In view of eq. (29), this results in the
corresponding splitting of the potential operator as Bi({fi}) = Bi({fi(f)}) + Bi({fi}) ≡
Bf + Bs. Mention that the solute-solute forces fi(f) are calculated always directly (by
−∂U1/∂ri), while the 3D-RISM-KH solute-solvent mean forces fi are either evaluated
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explicitly in the form eq. (6) or approximated with f˜i using the transformation eq. (21).
Then Bs({fi}) transforms to Bs({f˜i}) ≡ B˜s.
Thus, using the MTS decomposition method,60, 66, 67, 120 the solution Γ(h) = eLhΓ(0)
to eq. (27) over the outer time interval h from an initial state Γ(0) can be presented36 as
the following product of exponential operators:
Γ(h) =
n∏
n′=1
eC
δt
2 eB
(n′)
fs
δt
2 eAδteB
(n′)
fs
δt
2 eC
δt
2 Γ(0) +O(δt2) . (34)
Here, n = h/δt 1 is the total number of sub-inner time steps with length δt ∆t each,
C = Cv,ω + Cω + Cς ,
eB
(n′)
fs
δt
2 =

eBf
δt
2 eBs
∆t
2 only once per h when n′ = 1
eBf
δt
2 eB˜s
∆t
2 every ∆t/δt inner step n′
eBf
δt
2 for all other n′
(35)
is the generalized velocity propagator, ∆t is the inner (δt ∆t h) time step,O(δt2) is
the accuracy of the decomposition, and the subscript i is omitted for the sake of simplicity.
Note that we should first update (by eCδt/2 and eBδt/2) the complete set of velocities
vi and frequencies ωκ,i belonging to all atoms (i = 1, 2, . . . ,M ) and thermostat chains
(κ = 1, . . . ,K) before to change the coordinates ri of all particles by eAδt. A nice feature
of the OIN decomposition is that the action of all the single-exponential operators which
arise in eqs. (34) and (35) on Γ can be handled analytically using elementary functions.36
Therefore, the propagation Γ(t) = [Γ(h)]t/h of dynamical variables from their initial
values Γ(0) to arbitrary future time t can be performed by consecutively applying the single
exponential transformations of a phase space point Γ in the order defined in eqs. (34) and
(35). As can be seen, the fastest Bf -component of motion is integrated most frequently,
namely, n = h/δt times per outer interval h with the smallest (sub-inner) time step δt,
while the (original or approximated) slow 3D-RISM-KH forces are applied impulsively
only every ∆t/δt sub-inner step, i.e., h/∆t < n times. Note that almost all these im-
pulses (when ∆t  h) are obtained by employing the extrapolated 3D-RISM-KH forces
[eq. (21)] in terms of the operator B˜s, and the explicit 3D-RISM-KH calculations [eq. (6)]
are used in Bs only once per outer time interval h. Taking into account that the solute-
solute forces are much cheaper to evaluate than the solute-solvent ones, obvious speedup
is achieved compared to single time step propagation (n = 1, δt = h) without extrapola-
tion (∆t = h). Moreover, the existence of the impulsive inner time steps of length ∆t > δt
gives a possibility of reducing the number of (either extrapolative or direct) 3D-RISM-KH
evaluations from h/δt to h/∆t. Finally, applying the GSFE approach allows further sig-
nificant improvement of the overall efficiency, since 3D-RISM-KH calculations which are
the most expensive are performed just once per outer step h.
It is worth emphasizing that the presence of OIN thermostatting terms in B and C [see
eqs. (29) to (32)] eliminates MTS resonance instabilities. The latter appear in conventional
MD simulation (in the microcanonical and canonical ensembles) already at relatively small
values of outer time steps. In hybrid MD/3D-RISM-KH simulation, additional instability
can come from uncertainties caused by the approximate character of solvent force extrap-
olation. The canonical-isokinetic OIN propagation [eq. (34)] efficiently eliminates both
these types of instabilities by imposing the individual isokinetic constraint [eq. (33)] on
402
each solute atom. Moreover, the accurate GSFE approach makes possible to drastically in-
crease the sizes of inner and especially outer time steps compared to standard integration.
In view of the above, the following hierarchy of time steps,
δt ∆t h Nh N ′h = ∆H  H, (36)
should be set in order to achieve optimal performance of hybrid MTS-MD/OIN/3D-RISM-
KH simulation using the generalized solvation force extrapolation (GSFE) approach. We
thus have up to five time scales. This accomplishes coupling of the generalized solvation
force extrapolation (GSFE) with the MTS-MD/OIN/3D-RISM-KH method. The resulting
scheme will be referred to as hybrid MTS-MD/OIN/GSFE/3D-RISM-KH simulation, or
OIN/GSFE/3D-RISM-KH integrator.
Strictly speaking, quasidynamic behavior obtained in MTS-MD/OIN/GSFE/3D-
RISM-KH simulation differs from true dynamics in conventional MD with explicit sol-
vent. In particular, such quasidynamics does not obey the Maxwell velocity distribution,
and thus, unlike microcanonical MD, cannot get us real time correlation functions. How-
ever, as was proven rigorously,36 the configurational part of the extended partition function
obtained in hybrid MTS-MD/OIN/GSFE/3D-RISM-KH simulation at targeted temperature
T does coincide with the true canonical distribution of the physical system in coordinate
space. This is a very important feature because the original conformational properties,
including spatial atom-atom density distribution functions of the solute macromolecule
(or supramolecule), are readily reproduced in MTS-MD/OIN/GSFE/3D-RISM-KH simu-
lation. Such quasidynamic sampling appears to be much more efficient than that following
from “real-time” (microcanonical or canonical) MD simulations.
7 Illustrations of the Hybrid MTS-MD/OIN/GSFE/3D-RISM-KH
Simulation Method on Biomolecular Problems
The new method of hybrid MTS-MD with OIN thermostat steered with 3D-RISM-KH
mean solvation forces using GSFE has been implemented in the Amber 11 package124 (As-
sisted Model Building with Energy Refinement). The source files SANDER.F, RUNMD.F,
MDREAD.F, MD.H, AMBER_RISM_INTERFACE.F, and FCE_C.F from the original
package were modified to run hybrid OIN/GSFE/3D-RISM-KH simulation in parallel by
the compiled module SANDER.RISM.MPI. The first two Fortran modules were modified
to implement a program code for solving the canonical-isokinetic OIN equations of mo-
tion by adapting the velocity-Verlet like version of the decomposition integration eq. (34)
to its leapfrog-like counterpart. (The differences between the standard velocity-Verlet and
leapfrog schemes can be found, for instance, in Refs.111, 125) The third and fourth modules
were altered to organize the input/output for new parameters and observable quantities.
The last two Fortran documents were rewritten to implement the GSFE procedures.
The accuracy of the OIN/GSFE/3D-RISM-KH integrator, including generalized sol-
vation force extrapolation and optimized isokinetic Nose´-Hoover chain thermostatting,
in reproducing the equilibrium and conformational properties has been validated against
explicit solvent MD for solutes of different complexity and stiffness in ambient solvents:
fully flexible models of alanine dipeptide (22 atoms) in water, asphaltene dimer (336
atoms) in toluene, miniprotein 1L2Y (304 atoms) and protein G (862 atoms) in water.38
Details of the hybrid simulation setup and the force fields used are listed in Ref.38
403
7.1 Conformational properties of biomolecules
The hybrid OIN/GSFE/3D-RISM-KH simulations of miniprotein 1L2Y and protein G in
ambient water at temperature T = 300 K and density 1 g/cm3 started from the folded
crystal conformations obtained in NMR experiment, taken from PDB (protein data bank)
structures 1L2Y126 and 1P7E,127 respectively. The total duration of quasidynamics was
25 ns for miniprotein 1L2Y and 60 ns for protein G. The conformational properties were
checked in terms of atomic root-mean-square deviations (RMSD), radius of gyration Rg,
and tertiary structure of the biomolecules. The RMSD was calculated with respect to the
initial conformations, with account for only the most massive atoms, Cα, whereas the
radius of gyration was computed for all atoms of the proteins.
Figures 1 and 2 present the tertiary structures of hydrated miniprotein 1L2Y and pro-
tein G obtained on OIN/GSFE/3D-RISM-KH quasidynamics of duration t = 25 ns with
outer time step h = 1 ps (left panels) in comparison to their initial crystal structure con-
formations.126, 127 As is seen, the OIN/GSFE/3D-RISM-KH quasidynamics maintains the
secondary and tertiary structures of the proteins very well even at the huge 1 ps outer time
step. It is an excellent result, taking into account how many numerical techniques and ap-
proximations are involved in this hybrid approach. Note that the main sources of possible
uncertainties here are the approximate characters of the force fields, mean solvation force
extrapolation, and the 3D-RISM integral equation with the KH closure approximation. A
comparison of the tertiary structures shows that these uncertainties do not affect the method
ability to reproduce the true conformational behavior. Some difference between the initial
and final conformations in Figures 1 and 2 is explained by the fact that they correspond
to crystal and liquid states. Moreover, the conventional MD simulations with explicit sol-
vent38 give the folded conformations very similar to those shown in the right-hand parts of
Figures 1 and 2.
Figure 1: Tertiary structure of miniprotein 1L2Y
from experiment126 before the simulation (left part)
and after OIN/GEFE/3D-RISM-KH quasidynamics
of duration 25 ns with outer time step 1 ps (right part).
Figure 2: Same as in Figure 1 but for protein G.127
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7.2 Simulation speedup
The SANDER module in which the MTS-MD/OIN/GSFE/3D-RISM-KH algorithm has
been implemented is relatively fast for single CPU core run but not the the best for parallel
execution, compared to the PMEMD module, top parallel performer in the Amber MD pack-
age. However, SANDER has been available in the GPL version from Amber Tools, and thus
presents a convenient platform for testing the method, including scaling up in paralleliza-
tion. All the simulations were carried out with up to 48 CPU cores per parallel job with
4x Infiniband Interconnect. For the hybrid OIN/GSFE/3D-RISM-KH simulation with 1 ps
(and other values of) outer time step for hydrated protein G as well as hydrated miniprotein
1L2Y and asphaltene dimer in toluene, the relative speedup with the number of CPU cores
utilized in parallel constitutes 80% to 60% for 4 to 8 CPU cores and then levels out to 50%
for up to 48 CPU cores – a typical picture for the interprocessor communication toll in the
SANDER module. The efficiency staying at 50% is far from the saturation regime, and so
utilizing much more CPU cores in parallel is possible.
The productivity achieved for hydrated protein G in 48 CPU cores parallel run of the
OIN/GSFE/3D-RISM-KH quasidynamics with outer time step at the upper limit h = 1 ps
was 10 ns/day. (WIth SFE instead of GSFE, the upper limit of outer time step drops to
h = 24 fs and the productivity goes down to 0.44 ns/day; without solvation force extrapo-
lation, to 24 fs and 0.15 ns/day.) The productivity saturates for outer time step increasing
to h ∼ 2− 4 ps, as the portion of computing effort spent on converging the 3D-RISM-KH
integral equations drops inversely with h (about 88;75;50% for h = 1; 2; 4 ps) and for
h = 4 ps goes below the expenses invariably required at each inner time step for calcula-
tion of intramolecular solute atomic forces, propagation of coordinates and velocities, and
solvation force extrapolation.
The productivity of conventional MD simulation of protein G in explicit water was
about 1 ns/day on 48 CPU cores in parallel using the standard SANDER module and all
the same simulation setup parameters like the cutoff radii for the solute-solvent interac-
tions and so on. The OIN/GSFE/3D-RISM-KH quasidynamics of hydrated protein G thus
achieved actual 10-fold acceleration in terms of a “direct” comparison of the number/time
of inner time steps of protein conformation evolution to that in explicit solvent MD. As
demonstrated in Section 7.3 below, quasidynamics steered with 3D-RISM-KH mean sol-
vation forces provides 5- to 100-fold time scale compression of protein conformational
changes coupled with solvent exchange, thus achieving a huge effective speedup of protein
conformational sampling by a factor of 50 to 1000 times compared to conventional MD
with explicit solvent or real time dynamics.
7.3 Protein folding
Illustrated below is the of the ability of hybrid MTS-MD/OIN/GSFE/3D-RISM-KH inte-
grator algorithm to produce self-organized, native conformations of proteins, starting from
denatured states. Miniprotein 1L2Y was designed more than ten years ago126 and up to
date is the smallest protein to display folding properties. Its 304 atoms constitute a 20-
residue amino acid sequence within the so-called tryptophan (Trp) cage (TC5b, PDB code:
1L2Y). The small size and stability of miniprotein 1L2Y at room temperature make it an
ideal candidate for computer simulation tests.
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So far, there have been no results on folding of this simplest 1l2Y protein by conven-
tional (unbiased) MD simulations in explicit solvent. The reason is that a time interval of
4 to 10 µs is still practically unreachable in one MD run even for modern supercomputers.
There are a lot of challenges hindering protein folding simulations.5 The main difficulty
is that protein energy landscape is characterized by a vast number of local minima sepa-
rated by energy barriers hard to overcome. One of the ways to obviate this problem lies
in applying biased replica exchange MD simulation.128–130 In the replica exchange ap-
proach, a great number of short simulations (replicas) are performed in parallel at different
temperatures. After certain periods, the conformations are exchanged with a Metropolis
probability. As a result, the necessary simulation length corresponding to each replica may
be much shorter than the real folding time. However, the whole simulation must span over
a wide temperature range with levels spaced closely enough to enable exchanges with high
acceptance ratios. This significantly increases the total computational load.
Of much less challenge, high-temperature unfolding MD simulations of the Trp cage
in explicit water has been performed.131 Replica exchange MD simulations of reversible
unfolding/folding of the miniprotein in explicit solvent have been done, too.129, 130
An efficient way to overcome the difficulties inherent in conventional MD of
biomolecules is to contract detailed degrees of freedom of individual solvent molecules
and perform quasidynamics of the biomolecule steered with mean solvation forces,68, 69
as described in Sec.2. Many works have been devoted to study folding and unfolding
pathways in the Trp-cage system using MD simulations with GBSA implicit solvation.
Simmerling et al.132 obtained the folded conformation of miniprotein 1L2Y beginning
from an unfolded state. Laser temperature jump relaxation experiments have shown that it
is the most rapidly folding protein known with a folding time of order of 4 µs.133 These
experiments were supplemented with stochastic MD/GBSA simulations of the kinetics
that indicated a folding time between 1.5 and 8.7 µs.134 Replica exchange MD in im-
plicit solvent has also been carried out to determine the folding thermodynamics of the
miniprotein.128 Quite recently, the experimentally suggested intermediate and unfolded
states in the folding pathway of the Trp-cage miniprotein have been identified in enhanced
MD/GBSA simulations.135
With the high efficiency of OIN/GSFE/3D-RISM-KH quasidynamics, it has been pos-
sible to completely fold miniprotein 1L2Y in 60 ns simulation with 1 ps outer time step,
starting from a well denatured, almost fully extended conformation. Similarly to the
MD/GBSA simulation,132 the solution temperature was increased from T = 300 to 325 K
so as to make the folding time less dependent on initial conditions.
Figure 3 presents four conformational states of hydrated miniprotein 1L2Y obtained
on 15, 18, 20, and 60 ns of the OIN/GSFE/3D-RISM-KH quasidynamics starting from the
denatured state. As is seen, the miniprotein remains almost completely unfolded like in
the initial denatured conformation until 15 ns of simulation, and after that, drastic confor-
mational changes appear quickly. An α-helix begins forming from 18 ns on and expands
to its nearly full size by 20 ns of quasidynamics. Furthermore, the 310-helix secondary
structure arises. This looks very similar to the miniprotein native folded states (Figure
1). Some difference apparently means that the simulation time length of 20 ns is still not
long enough to achieve the lowest energy state. During the next 40 ns of quasidynam-
ics totaling to the 60 ns long simulation, the miniprotein partially unfolded and folded up
again several times but each time in a somewhat different way, confirming the conclusions
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from MD/GBSA simulations.135 Finally, by 60 ns of the quasidynamics, the most folded
lowest energy conformation of hydrated miniprotein 1L2Y has been attained. This demon-
strates that a protein folding event can be achieved with the unbiased approach of hybrid
OIN/GSFE/3D-RISM-KH quasidynamics. (That was previously considered feasible rather
with biased methods like replica exchange MD).
Mention that no folding activity was observed in the 60 ns conventional MD simula-
tion of miniprotein 1L2Y in explicit water (with the analogous simulation setup). This is
quite reasonable, as in real experiment the miniprotein folds in 4 to 9 µs,133, 134 and so the
same folding time scale should be expected in explicit water MD simulation. With the
miniprotein folding observed in 60 ns quasidynamics of hybrid OIN/GSFE/3D-RISM-KH
simulation, we thus can claim time scale compression by a factor of 100 compared to con-
ventional MD with explicit solvent. (Note that the with the earlier versions of solvation
force extrapolation, the time scale compression obtained for hydrated alanine dipeptide
was only about 5 times.37)
With the 10-fold acceleration of time rate of protein conformational evolution com-
pared to that in explicit solvent MD as benchmarked in Section 7.2, the effective speedup
of conformational sampling with OIN/GSFE/3D-RISM-KH quasidynamics overall comes
to 50- to 1000-fold compared to conventional MD simulation with explicit solvent. The
intrinsic acceleration inherent in OIN/GSFE/3D-RISM-KH quasidynamics is expected
to further increase with the complexity of proteins since 3D-RISM-KH mean solvation
forces properly account for effects of chemical specificities of both solute and solvent
molecules in protein confinement, as discussed in Sections 3 and 2.
15 ns 18 ns
20 ns 60 ns
Figure 3: Conformational states of hydrated miniprotein 1L2Y in the OIN/GSFE/3D-RISM-KH folding simula-
tion of duration 25 ns with outer time step 1 ps.
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The hybrid MTS-MD/OIN/GSFE/3D-RISM-KH integrator can efficiently sample
phase space of biomolecules for essential solvation events with rare statistics such as
protein conformational changes coupled with solvation exchange and localization. This
provides a substantial gain over conventional MD with explicit solvent requiring an enor-
mous number of time steps and computational time in such cases. In this context, the use
of the 3D-RISM-KH molecular theory of solvation appears to be similar to some extent
to other techniques enhancing statistical convergence, such as replica exchange MD, um-
brella sampling, weighted histogram, parallel tempering, and other biased methods22 that
were originally developed for conventional MD or Monte Carlo simulations. An advantage
of MTS-MD/OIN/GSFE/3D-RISM-KH quasidynamics is that it can dramatically improve
conformational sampling with much lower computational cost.
8 Concluding Remarks
In this hybrid simulation method, multiple time step molecular dynamics (MTS-MD)
of biomolecules is steered with mean solvation forces obtained from the statistical-
mechanical, 3D-RISM-KH molecular theory of solvation. To speed up such hybrid simu-
lation, mean solvation forces acting on atoms of the biomolecule in conformations at long
outer time steps are obtained by converging the 3D-RISM-KH integral equations, and in
conformations at successive inner time steps are calculated by generalized solvation force
extrapolation (GSFE) using a relatively small number of best (closest) solute atomic coor-
dinates and corresponding 3D-RISM-KH mean solvation forces from previous outer time
steps. GSFE is based on a set of techniques including the non-Eckart like transformation of
coordinate space separately for each solute atom, extension of the force-coordinate pair ba-
sis set followed by selection of the best subset, balancing the normal equations to minimize
the deviations by modified least squares, and incremental increase of the outer time step in
motion integration. The MTS-MD evolution of a biomolecular conformation steered with
GSFE of 3D-RISM-KH mean solvation forces is efficiently stabilized with the method of
optimized isokinetic Nose´-Hoover chain (OIN) thermostat.
The 3D-RISM-KH theory yields the solvation structure in terms of 3D maps of den-
sity distribution functions of solvent interaction sites around a solute molecule with full
and consistent account for effects of chemical functionalities of all solution species. The
solvation free energy and subsequent thermodynamics is then obtained at once as a sim-
ple integral of the correlation functions by performing thermodynamic integration analyt-
ically. The latter allows analytical differentiation of the free energy functional and thus
self-consistent field coupling with MD.
Based on the first principles of statistical mechanics, 3D-RISM-KH mean solvation
forces consistently reproduce, at the level of fully converged molecular simulation, both
electrostatic forces (hydrogen bonding, other association, salt bridges, dielectric and De-
bye screening, ion localization) and nonpolar solvation effects (desolvation, hydrophobic
hydration, hydrophobic interaction), as well as subtle interplays of these such as prefer-
ential solvation, molecular recognition and ligand binding. This is very distinct from the
continuum solvation schemes such as the Poisson-Boltzmann (PB) and Generalized Born
(GB) models combined with the solvent accessible surface area (SASA) empirical nonpo-
lar terms and additional volume and dispersion integral corrections, which are parameter-
ized for hydration free energy of biomolecules but are neither really applicable to solvation
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structure effects in complex confined geometries nor transferable to solvent systems with
cosolvent or electrolyte solutions at physiological concentrations.
In MD steered with 3D-RISM-KH mean solvation forces, the solvent dynamics is av-
eraged out and the protein quasidynamics, strictly speaking, differs from its true dynamics.
However, the contraction of the solvent dynamics does not affect the equilibrium con-
formational properties of the system. Moreover, as mean solvation forces is a statistical
average of detailed solvation forces quickly varying in explicit solvent, this quasidynamics
automatically filters out fast and short movements of the protein due to detailed interac-
tions with solvent molecules but keeps the overall damping and steering effect of solvation
forces. In fact, it performs essential dynamics of protein in solution (in the presence of sol-
vent, co-solvent, counterions, and other possible components), with full effect of molecular
steric forces and chemical specificities, such as desolvation barrier in hydrophobic interac-
tion and hydrogen bonding (as distinct from implicit solvent MD missing such effects).
Generally speaking, mean solvation forces obtained by statistical-mechanical averag-
ing depend on the protein dynamics as well as conformation, which results in mutual cou-
pling of the protein and solvent dynamics. However, the protein dynamics, in particular,
essential dynamics realizing protein functions, is usually much slower that the solvent dy-
namics. (Mind that solvent localization and exchange have slow rate – related to diffusion
and partitioning in protein confined geometries, protein conformational transitions, and
binding strength – but fast local solvent motion dynamics.) Therefore, except for particu-
lar processes where the solvent dynamics is important, its coupling with the protein is weak
enough and can be neglected, resulting in a quasiequilibrium solvent description. Much in
this way, 3D-RISM-KH mean solvation forces are obtained from statistically averaged cor-
relations of quasiequilibrium solvent around the protein at successive conformational snap-
shots, and so the solvent dynamics is entirely decoupled from the protein conformational
dynamics and is contracted in the mean solvation forces. (For comparison, in the con-
tinuum solvation models, mean solvation forces are also calculated for successive frozen
conformational snapshots of the protein and so do not include coupling of the solute and
solvent dynamics. However, constructed empirically, they are missing important molecular
effects of solvent such as desolvation barrier and hydrogen bonding directionality, which
are readily represented in the 3D-RISM-KH theory.)
For systems where solvent dynamics is important or is a target property, these ques-
tions can be addressed within the recently developed method of the generalized Langevin
equation (GLE) in the 3D site formalism which, using an input of equilibrium correlation
functions from 3D-RISM-KH, gives time-dependent correlation functions of both protein
and solvent in a single formalism.136, 137 The GLE theory is involved computationally and
also requires formulation of so-called memory kernels that adequately represent both relax-
ation physics and effects of chemical specificities of solvent and protein.136 Nevertheless,
it constitutes a promising approach to include the solvent dynamics and its coupling with
the protein in the framework of MTS-MD steered with mean solvation forces obtained
from molecular theory of solvation.
The hybrid MTS-MD/OIN/GSFE/3D-RISM-KH integrator accurately reproduces con-
formational properties of biomolecular systems against reference simulations using con-
ventional MD with explicit solvent, as has been validated on the examples of hydrated
alanine dipeptide, an asphaltene dimer in toluene solvent, hydrated miniprotein 1L2Y, and
hydrated protein G.
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The MTS-MD/OIN/GSFE/3D-RISM-KH quasidynamics of hydrated protein G
showed 10-fold acceleration in terms of a “direct” comparison of the number/time of inner
time steps of protein evolution to that in explicit solvent MD. Furthermore, quasidynamics
steered with 3D-RISM-KH mean solvation forces provides 5- to 100-fold time scale com-
pression of protein conformational changes coupled with solvent exchange, thus achieving
a huge effective speedup of protein conformational sampling by a factor of 50 to 1000
times compared to conventional MD with explicit solvent or real time dynamics.
This enabled for the first time to quickly fold the miniprotein from a fully denatured,
extended state in about 60 nanoseconds of this effective quasidynamics steered with 3D-
RISM-KH mean solvation forces, compared to the average physical folding time of 4 to 9
microseconds observed in experiment.
The intrinsic acceleration inherent in this quasidynamics is expected to further increase
with the complexity of proteins since 3D-RISM-KH mean solvation forces properly ac-
count for effects of chemical specificities of both solute and solvent molecules in protein
confinement. The hybrid MTS-MD/OIN/GSFE/3D-RISM-KH integrator can be applied to
various biomolecular systems and biomaterials – such as large proteins, DNA strands, and
cellulose nanocrystals – in different solvents, solvent mixtures, and electrolyte solutions.
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We review the capabilities of liquid state theory as a solvation model for solute systems de-
scribed by various levels of theory. Starting with a characterization of the pure solvent in terms
of its site-site intermolecular distribution functions, the chemical potential of the solute can be
computed analytically by solving a solute-solvent integral equation theory for a given solute-
solvent Hamiltonian. The effect of electronic polarizability can be captured by allowing either
the electronic wave function or a classical model of intramolecular polarizability to adapt to a
polarizing environment self-consistently. The target quantity, the free energy in solution is then
given by adding the relaxed intramolecular energy to the chemical potential originating from
the correspondingly adapted intermolecular interactions. We outline integral equation theory in
general and specialize on realizations of such schemes based on the three-dimensional “refer-
ence interaction site model” (3D RISM), supplemented by illustrations of the performance for
a range of benchmark systems.
1 Introduction
1.1 Solvation Effects
Solvation affects the thermodynamics as well as the dynamics of a system that is immersed
in a fluid environment. Physically, the presence of a solvent alters the effective interactions
between and within solute species, giving rise to a “free energy surface” that is defined
by adding the intramolecular energy and the chemical potential. The latter is essentially a
measure for the free energy change upon moving the solute from the (ideal) gas phase into
the solvent phase (where we have to clearly specify reference conditions and the molecular
state). The driving force of molecular processes involving the solute is therefore not only
its intramolecular Hamiltonian but in addition the change in free energy of the total system
including the solvent. Dynamically, if solvent degrees of freedom are supposed to relax
faster than intra-solute modes, one would need to modify equations of motion accordingly,
for instance by accounting for effective solvent friction and random forces in the sense of
the Langevin equation. In these notes, we restrict ourselves to the thermodynamics.
1.2 Statistical Mechanics of Solvation
We start with the basic statistical-mechanical reduction of a system composed of solute
(u) and solvent (v) particles and their respective coordinates Ru and Rv (for further details
see for instance1,2,3). In thermal equilibrium, working in the canonical ensemble, the
expression
P (Ru,Rv) =
exp[−βU(Ru,Rv)]∫
exp[−βU(Ru,Rv)] dRu dRv (1)
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represents the probability of finding a specific solute-solvent configuration. It is given by
the normalized Boltzmann factor of the configuration’s total potential energy U scaled by
an inverse temperature β. The key to a reduction to an effective energy function is based
on the formal procedure of averaging (integrating) out solvent degrees of freedom via
P (Ru) =
exp[−βW (Ru)]∫
exp[−βW (Ru)] dRu (2)
where we define the “potential of mean force” (PMF) W by
exp[−βW (Ru)] =
∫
exp[−βU(Ru,Rv)] dRv. (3)
The PMF constitutes the effective potential energy controlling the solute structure (where
the term “solute” can refer to an arbitrary collection of diluted species such that for instance
association reactions can be treated on the same footings as intramolecular processes). It is
clearly a free energy, since it can be shown that the PMF is related to an ensemble average
of a derivative of the potential energy by the “reversible work theorem”4,
∂W (Ru)
∂Ru,i
=
〈
∂U(Ru,Rv)
∂Ru,i
〉
≡ −〈fi〉 , (4)
with the “mean force” f acting on a specific solute degree of freedom i. In this sense, the
difference of the Helmholtz (free) energy F between two (frozen) solute configurations
in an always fully relaxed, equilibrated solvent is directly related to the difference of the
PMF,
W (Ru(2))−W (Ru(1)) = F (Ru(2))− F (Ru(1))
= µex(Ru(2)) + U(Ru(2))− [µex(Ru(1)) + U(Ru(1))],
(5)
which in turn is equivalent to the sum of the change of intra-solute energy and the respec-
tive excess chemical potentials µex in the given configurations. The latter identity follows
from constructing a thermodynamic cycle where the solute is moved in its frozen configu-
ration and with formally frozen intramolecular energy (i.e. ignoring a change upon moving
it into a differently polarizing environment) from the ideal gas phase into solution. Thus,
for an unpolarizable intramolecular energy function, µex equals to the solvation free en-
ergy (assuming identical reference concentrations in both phases), and the intramolecular
energy in solution and in the gas phase would be the same.
By viewing the PMF as a free energy difference between two fixed (i.e. constrained as
denoted by the Dirac delta function δ) configurations of a solute molecule, it is possible to
connect it with distribution functions g,
W (Ru(2))−W (Ru(1)) = −β−1 ln
∫
δ (Ru −Ru(2)) exp[−βU(Ru,Rv)] dRu dRv∫
δ (Ru −Ru(1)) exp[−βU(Ru,Rv)] dRu dRv
= −β−1 ln P (Ru(2))
P (Ru(1))
≡ −β−1 ln g (Ru(2))
g (Ru(1))
,
(6)
which simplifies for, e.g., two atoms at a distance |Ru(2) −Ru(1)| = r to
W (r) = −β−1 ln g(2)(r) ≡ g(r) (7)
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where we assumed g(2) → 1 for infinite separation in the thermodynamic limit and the su-
perscript “(2)” indicates the pair distribution function (PDF). Note that the general relation
between probability and distribution function involves consideration of equivalent atoms
in a fluid mixture, i.e. we are free to attribute particles to types “solute” and “solvent” on
chemical or topological grounds. For instance, we could single out two solvent molecules
(each for simplicity assumed to be a single site here) in a pure solvent and designate them
as one “solute supermolecule”. By taking into account that we have N possibilities for
picking the first molecule among a total of N and N -1 for the second, we have4
N(N − 1)P (r) = ρ20g(2)(r) ≡ ρ20gvv(r) (8)
by normalizing to the bulk solvent density ρ0 = N/V where V is the volume. In this case,
the superscript “vv” denotes the solvent-solvent PDF. Analogously, for a single solute
(again assumed to be single site) in a solvent of N -1 particles, we obtain (solute-solvent,
uv case)
(N − 1)P (r) = ρ0
V
guv(r), (9)
and for two single solute species (solute-solute, uu case)
P (r) =
1
V 2
guu(r). (10)
In the thermodynamic limit for N → ∞ and V → ∞ with ρ0 being finite the latter two
situations essentially imply zero solute density.
The preceding derivations show that access to the free energy surface in solution is
provided by computing distribution functions. However, being a state function, the free
energy can also be calculated according to Eq. (5) directly by adding the supermolecule’s
excess chemical potential (based on its – possibly polarized – solute-solvent Hamiltonian
in solution) and the solute-solute interaction potential, again possibly modified due to the
presence of the solvent in comparison with gas phase energies. The PDFs defined for
the solute-solvent case are also linked to µex via the coupling parameter approach that
forms the basis of “thermodynamic integration” methods for computing solvation free en-
ergies5, 6. For general anisotropic rigid bodies with relative distance vector r and solid
angle Ω, the expression reads
µex =
1∫
0
〈
∂Uuv(λ)
∂λ
〉
λ
dλ = ρ0
1∫
0
dλ
∫
dr dΩ guv(r,Ω;λ)
∂Uuv(r,Ω;λ)
∂λ
(11)
where the solute-solvent interaction Uuv is assumed to vanish for λ = 0 and to be fully
effective for λ = 1. A hierarchy of reductions to pairs of solute molecule and solvent sites
(γ) or even a complete decomposition into all solute (α) and solvent site pairs is possible,
yielding equivalently
µex =
1∫
0
dλ
∑
γ
ρ0,γ
∫
drguvγ (r;λ)
∂Uuvγ (r;λ)
∂λ
(12)
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and
µex =
1∫
0
dλ
∑
γ
ρ0,γ
∑
α
∫
drguvαγ(r;λ)
∂Uuvαγ (r;λ)
∂λ
(13)
under the assumptions of pairwise additivity of solute-solvent interactions. These expres-
sions show that PDFs are the key to a complete thermodynamic description of solvated
systems.
2 Integral Equation Theory
2.1 Concepts
While PDFs are in principle accessible from MD (or Monte-Carlo) simulations, such sam-
pling approaches suffer from both, statistical noise and ergodicity, i.e. limited time scale
problems. Particularly for slow processes characterized by large barriers, alternative strate-
gies can be useful. In this context, liquid state theory provides the framework to pre-
dict PDFs directly, noise-free, and analytically from interaction potentials. Given that the
many-body problem cannot be solved exactly, it is inevitable that such theories have ap-
proximate character. In this sense, a sensible and practically useful theory should on one
hand predict liquid and solution structure along with thermodynamics with an accuracy
that approaches simulation data. On the other hand, since the time scale is not an issue,
liquid state theory has the additional benefit that it can be coupled with molecular electronic
structure calculations in a way that is barely possible with simulations.
Essentially two liquid state theory frameworks are practically important for molecular
systems in solution, classical density functional theory (cDFT)7,8,9 and integral equation
theory which can be conceptually derived from the former7. In this chapter we will first
outline the fundamental theory of integral equations for the simple liquid case, followed
by the extension to molecular systems and quantum chemistry in the next.
2.2 Ornstein-Zernike and Closure Equations
The Ornstein-Zernike (OZ) equation connects the “total (pair) correlation function” (TCF)
h = g−1 with the “direct correlation function” (DCF) c via a convolution product that reads
for a simple homogeneous liquid composed of spherically symmetric particles 1 and 2
t(r = |r12|) = h(r)− c(r) = ρ0
∫
dr3c(r32)h(r13) ≡ ρ0(c ∗ h)(r) (14)
where t represents the “indirect correlation function” (ICF). Generalization to inhomo-
geneous solutions10 (for instance due to the presence of a wall or confinement) or to
anisotropic molecular systems with orientational degrees of freedom (molecular Ornstein-
Zernike equation, MOZ11) is possible but will not be covered here. This relation can be
viewed as constitutive for the DCF, whose physical meaning can be interpreted as that part
of the total correlation between particles not mediated by others, which becomes apparent
by inserting h recursively on the r.h.s. of Eq. (14). Its range is therefore comparable to that
of the interaction potential.
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While we note but not elaborate here the existence of alternative derivations from di-
agrammatic expansions7, the cDFT formalism provides the most modern framework for
understanding the origin. Briefly, the key relation in cDFT is the stationarity of the grand
potential written as functional over the (inhomogeneous) particle density, at the equilib-
rium density for a given (external) potential that perturbs the homogeneous liquid structure
Ω = F − µN = F [ρ (r)]− µ
∫
drρ (r) (15)
with the functional derivative with respect to the density
0 =
δΩ
δρ (r)
∣∣∣∣
ρ=ρ(eq)
. (16)
The potential can be realized, e.g., by an external field acting on the particles, but can
also be viewed as originating from one of the liquid’s particles. In this sense (known in
the literature as “Percus’ trick”), the framework originally designed for inhomogeneous
systems can also be used for treating homogeneous liquids. The potential Uext enters the
Helmholtz free energy functional that can be decomposed into an intrinsic (subscript “int”)
part and the effect of the external potential. The first term is comprised of a (known) ideal
and a (generally unknown) excess part, giving rise to the expression
F [ρ ] = Fint[ρ ] +
∫
drρ(r)Uext(r)
= F idealint [ρ ] + F
ex
int [ρ ] +
∫
drρ(r)Uext(r)
= F idealint [ρ ] + F
ex,hom.ref.
int [ρ ] + F
ex,B
int [ρ ] +
∫
drρ(r)Uext(r).
(17)
The stationarity of the grand potential then implies
δF
δρ(r)
∣∣∣∣
ρ=ρ(eq)
− µ+ Vext(r) = 0. (18)
Approximations have to be made for F exint [ρ ]. A useful way is to split this term into a part
termed “homogeneous reference” component F ex,hom.ref.int [ρ ]and a rest F
ex,B
int [ρ ] that can
either be approximated further or neglected. The first part can be calculated analytically
to second order in a density expansion within the conceptual framework of cDFT, which
defines h and c by functional derivatives of F and Ω (where we implicitly assume that the
derivatives are taken at the equilibrium density in order to obtain the equilibrium TCF and
DCF):
δF exint [ρ ]
δρ (r)
= µex(r) ≡ −β−1c(1)(r), (19)
δ2F exint [ρ ]
δρ (r) δρ (r′)
= −β−1c(2)(r, r′) ≡ −β−1c(r, r′), (20)
−β−1 δ
2 Ω[ρ ]
δψ (r) δψ (r′)
= h(r, r′) ρ (r)ρ (r′) + ρ (r) δ(r− r′), (21)
with ψ (r) = µ(r) − Uext (r). Tedious algebra7,8 ultimately leads from Eqs. (18)-(21)
to the OZ Eq. (14) and another so-called “closure” relation that “closes” it by providing
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an independent expression connecting h and c together with the (external) potential which
we now simply abbreviate by u. Assuming the validity of pairwise additive molecular
interactions and the Percus trick we obtain for a simple liquid
h(r) + 1 = g(r) = exp[−βu(r) + h(r)− c(r) +B(r)] (22)
where the so-called “bridge function” B is defined by a functional derivative of the “re-
mainder” free energy functional beyond second order in the density expansion according
to12
B(r) = β
δF ex,Bint
δρ(r)
∣∣∣∣∣
ρ=ρ(eq)
. (23)
Neglecting B by setting it identically to zero represents the “hypernetted chain” (HNC)
approximation13, BHNC(r) = 0, while various non-zero approximations are available such
as the Percus-Yevick (PY) closure or the mean spherical approximation (MSA)7. Typically
and for practical purposes, as outlined further below, bridge functions are approximately
written as functions (not functionals) of the ICF, as in the case of PY the closure becomes
for example
BPY(r) = ln[1 + t(r)]− t(r), (24)
corresponding to a linearization of the general closure exponential except for the potential.
2.3 Multicomponent Ornstein-Zernike Equations
In order to connect the OZ framework with the hierarchy of PDFs defined in chapter 1,
it is useful to write down a general expression for fluid mixtures. For example, a two
component mixture of spherical particles with an infinite diluted solute species in a single
component solvent would yield in a compact matrix notation(
hvv hvu
huv huu
)
−
(
cvv cvu
cuv cuu
)
=
(
cvv cvu
cuv cuu
)
∗
[(
ρ0 0
0 0
)
·
(
hvv hvu
huv huu
)]
(25)
where the order of u and v indices does not matter in this simple case. Upon performing
the matrix multiplication (i.e. by defining the star between matrices as usual multiplica-
tion operator with each resulting matrix element given as a convolution), we obtain three
separate equations for the pure solvent (vv), solute-solvent (uv), and solute-solute (uu)
cases2,14,15,16 (derived in these references for the more general molecular case discussed
below),
hvv(r) = cvv(r) + (cvv ∗ ρ0hvv)(r), (26)
huv(r) = cuv(r) + (cuv ∗ ρ0hvv)(r), (27)
huu(r) = cuu(r) + (cuv ∗ ρ0hvu)(r). (28)
These relations provide important insight since they show that for infinitely diluted systems
the pure solvent Eq. (26) is identical with the OZ Eq. (14), i.e. the presence of an infinites-
imal trace amount of solute does not perturb the solvent, as expected. Consequentially, the
uv Eq. (27) contains a pure solvent contribution that is independent of the kind of solute
and that can therefore be precomputed for a given solvent model. This is evident by trans-
forming the relation to reciprocal (k) space by a Fourier transform (as is common practice
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for numerical solution to integral equation theories, but we will not further elaborate these
methods here) which simplifies the convolution to a simple product:
hˆuv(k) = cˆuv(k) + ρ0cˆ
uv(k)hˆvv(k) = cˆuv(k) [1 + ρ0hˆ
vv(k)], (29)
ρ0hˆ
uv(k) = cˆuv(k) [ρ0 + ρ
2
0hˆ
vv(k)] ≡ cˆuv(k) χˆvv(k). (30)
Here, χˆvv is the solvent susceptibility or density correlation function of the pure solvent
since it describes physically the linear response function responsible for a density fluctua-
tion in response to an external potential exerted on the solvent (in our case here due to the
presence of a solute molecule).
Analogously, the uu Eq. (28) contains precomputable uv functions on the r.h.s., which
allows for non-iterative and therefore very efficient calculations of solute-solute PMFs, for
instance within the HNC approximation:
wuuHNC(r) = −β−1 ln guuHNC(r) = uuu(r)− β−1tuuHNC(r)
= uuu(r)− β−1(cuv ∗ ρ0hvu)(r).
(31)
The second term in the last line reflects physically the solvation contribution to the total
PMF.
In summary, a typical OZ study consists of several steps which are easily generalized to
molecular situations described below: (a) solve the vv equation for a given solvent model,
(b) use the resulting solvent susceptibility for different uv calculations representing differ-
ent solute models, (c) solve the uu equations for various solute pairs, using their interaction
potential and precomputed uv distribution functions. In this way, integral equation theory
allows for the rapid access to the full set of distribution functions in complex solution
systems, subject to the possibility to find convergent solutions to the nonlinear equations
numerically and to apply adequate approximations to the bridge function (not discussed in
detail here).
2.4 Chemical Potential and Free Energy from Integral Equations
An important next step after PDFs have been determined is the calculation of chemical
potentials (and related Helmholtz free energies for the solvent by extending the coupling
parameter scaling to all vv interactions) by inserting them into Eqs. (11)-(13). To this end,
one has to account for the implicit coupling parameter dependence of all correlation func-
tions appearing in conjunction with the scaled potential in the constitutive set of integral
equation and closure, Eqs. (14) and (22). For the HNC approximation, this integration
can indeed be performed directly by exploiting the fact that the HNC/OZ system yields an
exact derivative for µex and F which facilitates the derivation of a closed form that only
depends on end point correlation functions17,18, shown here for the chemical potential of a
simple liquid:
µexHNC = ρ0
∫
dr
[
1
2
h2(r)− c(r)− 1
2
h(r)c(r)
]
. (32)
Note that TCFs and DCFs appearing in this relation can be vv or uv functions; in the
former case one would therefore obtain the excess chemical potential of the pure solvent.
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Problematic issues arise if one assumes non-zero bridge functions, for which the cou-
pling parameter dependence ofB has to be known. For instance, ifB is given as a function
of the ICF t, as within the PY approximation, Eq. (24), the λ dependence of c and h would
implicitly scaleB. However, it turned out that such a bridge definition violates an essential
principle of thermodynamics, the independence of a state function such as the free energy
from the integration path19. This problem arises also in cases where the bridge function
is directly extracted from simulation data where the scaling behavior is unknown, and for
practically all classes of bridge models and free energy functionals in use (for an overview
of available free energy models see20 and references cited therein). One way to cope with
the situation is to invoke a perturbation expansion where an end point (i.e. fully scaled)
bridge function enters into a correction to the HNC chemical potential21.
The physically more rigorous approach involves searching for properties of the bridge
function that violate or control the path independence. To this end, a formalism based
on a general variational principle that is equivalent to the path independence demanded by
thermodynamics has been developed by us22. Without going into details, it could be shown
that several functional classes of bridge function dependencies on correlation functions can
indeed be constructed in a path-independent manner, most notably if the bridge dependence
is given by a “renormalized” ICF, .i.e. by writingB(r) = B(t(r)−βu(r)) ≡ B(t∗). In this
way, it is possible to derive closed form expressions for the chemical potential for closure
approximations that satisfy certain numerical stability issues associated with HNC, termed
“partial series expansion” closure of order n (PSE-n)23:
µexPSE-n = ρ0
∫
dr
[
1
2
h2(r)− c(r)− 1
2
h(r)c(r)−Θ(h(r)) (t
∗(r))k+1
(k + 1)!
]
, (33)
again for simple liquids. All derivations made so far directly apply also to the molecu-
lar case discussed in the next chapter, requiring only straightforward generalizations by
summing over site components as defined in Eqs. (12) and (13).
An important physical aspect is associated with path-independent free energy or chem-
ical potential functionals, namely its stationarity with respect to variation of correlation
functions18,23. This leads essentially to the compact expression
δµex
δu(r)
= ρ0g(r) (34)
for simple liquids (again with straightforward molecular generalization). In practice, such
a property is useful for two reasons. Firstly, it allows for the calculation of gradients of
free energy surfaces with respect to nuclear coordinates R, in a generic formulation given
by
∇Rµex(R) = ρ0
∫
dr g(r; R)∇RU(r; R). (35)
This result allows for geometry optimization in solution and coupling of an integral equa-
tion framework with MD simulations in the sense of an implicit description of solvent
degrees of freedom24. Secondly, stationarity of the chemical potential can be coupled with
the quantum-mechanical variational principle to construct a total stationary functional for
computing self-consistent solute wave functions in solution (see below).
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3 Molecular Theories
3.1 Reference Interaction Site Model
In comparison with simple liquids composed of spherically symmetric particles, molec-
ular solution systems pose additional challenges due to the dimensionality problem. For
instance, the description of the correlation between two anisotropic rigid bodies requires
six coordinates, three for relative distance and three for angular degrees of freedom. Al-
though the MOZ equation11 is a conceptually straightforward generalization of integral
equation theories of simple liquids, its numerical solution on a six-dimensional (6D) grid
is technically extraordinarily demanding and has not been attempted yet. Instead, an ex-
pansion of the correlation functions in a set of suitable basis functions (rotational invari-
ants) is possible. Coupled with efficient numerical schemes, this approach is nevertheless
mathematically and algorithmically challenging and has found only limited, but fascinating
application, e.g.25.
It is therefore advisable to search for simpler schemes that yield site-site distribution
functions (scaling with the product of the number of solute and solvent sites, and the num-
ber of radial grid points) or solute molecule / solvent site PDFs (scaling with the number
of solvent sites and of 3D grid points). Starting with the MOZ equation, this involves an
approximation of the 6D molecule-molecule DCF in terms of simpler site-site or molecule-
site functions. The first approach leads to the 1D “reference interaction site model” (RISM)
integral equation theory (also termed site-site OZ, SSOZ)26,27, the second to the 3D RISM
methodology28,29,30. Conceptually, the 6D DCF is approximated by a sum of site-site or
molecule-site components, leading to the possibility to integrate out the angular depen-
dence which leads to the occurrence of intramolecular site-site correlation functions for
specifying the solvent alone (3D RISM) or the solute and the solvent (1D RISM).
In summary, the 1D RISM equations are given in matrix formulation by (see also
refs.2,14,15)
ρ0h
vv = ωv ∗ cvv ∗ (ρ0ωv + ρ20hvv), (36)
ρ0h
uv = ωu ∗ cuv ∗ (ρ0ωv + ρ20hvv) = ωu ∗ cuv ∗ χvv, (37)
huu = ωu(1) ∗ cuu ∗ ωu(2) + ωu(1) ∗ cu(1)v ∗ ρ0hu(2)v (38)
for single-component solvents, where each matrix element represents a solute site / solvent-
site pair, e.g. hαγ(r). The intramolecular correlation matrix ω consists of elements that,
for rigid molecules, are essentially Dirac δ-functions that constrain site distances to fixed
lαα′ or lγγ′ , represented in reciprocal space by
ωˆ(k) =
sin(kl)
kl
. (39)
One immediately sees that the hierarchy of correlation functions defined in section 2.3 still
holds by considering each site as a component of a mixture. For dielectric solvents, the
equations have to be modified to a dielectrically consistent (DRISM) variant31,32, since the
1D RISM dielectric permittivity yields only a trivial result7. It is important to note that the
1D RISM approximation, if used in conjunction with a generic closure similar to Eq. (22),
contains well characterized artifacts originating from the fact that Eq. (23) does not hold,
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leaving the bridge function only as a formal quantity. This also becomes apparent from a
derivation within a cDFT framework33.
The 3D RISM equations generically result from setting the intramolecular correlation
matrix of the solute to a scalar with value one in reciprocal space, leaving the vv part as
before for 1D RISM. We then obtain, accounting for an arbitrary shape of the solute by
changing the radial distance to a 3D grid coordinate,
ρ0h
uv = cuv ∗ χvv, (40)
huu = cuu + cu(1)v ∗ ρ0hu(2)v, (41)
where in the last equation the solute pair is placed in a fixed relative orientation16.
While still hampered by approximation errors due to the site-site solvent description, the
3D RISM approach represents the most successful, technically manageable, and widely
adopted integral equation methodology today. One has to note though that, related to ap-
proximation shortcomings, relative free energies are more reliable than absolute ones due
to error compensation.
3.2 Coupling RISM Theory with a Polarizable Solute Hamiltonian
Thus far, we assumed a given solute-solvent interaction potential that does not change
upon immersing a solute molecule in a possibly polar solvent, reflecting an unpolariz-
able model. Physical reality, however, dictates changes of the solute’s charge distribution
when it is exposed to a polarizing environment. This is not only true for dipolar solvents
which certainly exhibit the strongest effects, but also for fluids with non-zero higher elec-
tric multipole moments. If the solute is described by a classical fixed charge force field,
polarization effects can only be modeled to some extent if different conformations exhibit
varying charge distributions, but will definitely fail if polarization is essential for quanti-
tative predictions of solvation free energies. To this end, solvent-induced electric fields
have to be coupled to an adequately responding charge density; of course in principle bidi-
rectionally by repolarizing single solvent molecules, but this latter process is very hard to
describe statistical-mechanically.
Both, a quantum-mechanical description of the solute’s charge density and a classically
polarizable force field can be used to serve the purpose to add more physical reality. As to
the former, the polarizable continuum model34 (PCM) is the most widely adopted method-
ology to couple a continuum solvent model in the sense of Poisson-Boltzmann theory to
an electronic wave function. In this, as in other implicit solvation approaches, one has to
keep in mind the limitations of the thermodynamic framework. The wave function ψ expe-
riences an equilibrium solvent, which implies that we assume for an observable associated
with operator Oˆ 〈
〈ψ|Oˆ|ψ〉
〉
T
≈
〈
〈ψ〉T |Oˆ|〈ψ〉T
〉
, (42)
i.e. a (true) observable that is thermally averaged (subscript “T ”) over solvent configu-
rations is taken to be identical to one computed with a thermally averaged wave function
(defined as being exposed to an equilibrium solvent). This is of course only an approxi-
mation that may fail dramatically in certain situations. Even worse are phenomena where
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nonequilibrium configurations play a role, most notably for calculations of spectroscopic
properties.
If we, however, accept the approximation, we need a criterion from which a joint, self-
consistent electronic and solvent structure can be determined. We can again refer to Eq.
(5) to this end by defining an “absolute” free energy of a solute in solution via
F = µex + Esol (43)
whereEsol represents the quantum-mechanical solute energy in solution (taken as an inten-
sive, “per particle” quantity as is also assumed for F ). Note that F can be safely replaced
by the Gibbs energy G if the solvation process at constant pressure is hypothetically per-
formed at a constant solvent volume whose average corresponds to this pressure35. This
ansatz allows for the construction of the target criterion, namely a variational principle that
minimizes F upon simultaneous variation of wave function and chemical potential. While
the former is a fundamental concept in quantum mechanics, the latter is valid for closures
that satisfy stationarity with respect to variation of solvent structure, as defined by correla-
tion functions, see Eq. (34). This forms the basis of the RISM-SCF (self-consistent field)
approach developed for 1D and 3D setups as well as for its variants including an MOZ
implementation (for an overview, see36 and references cited therein).
An alternative that does not require global variational principles is provided by an ap-
proach adopted from “cluster embedding” strategies developed originally for solid state
environments. Here, one attempts to model the effect of a periodic crystal on a small, ele-
mentary fragment by a set of embedding point charges that are fitted to represent the true
electrostatic field at the location of a cluster of atoms. Such a strategy can be immediately
adapted to a 3D RISM solvation framework, a methodology developed and termed (“em-
bedding cluster”) EC-RISM by us37. Briefly, we identify embedding point charges q at
grid point ri with the locally integrated charge density ρq (that originates from a solvent
site charge qγ) over the grid point volume Vi,
q(ri) =
∫
Vi
dr
∑
γ
qγρ0,γgγ(r) ≈ ρq(r)Vi. (44)
The embedding charges polarize the electronic solute Hamiltonian, giving rise to an up-
date of the solute-solvent interaction potential (calculated approximately from solute point
charges or, exactly, from the electrostatic potential determined by the wave function), that
leads in turn to a new set of correlation functions and resulting grid charges. The cycle
is repeated until mutual self-consistency between solute electronic and solvent structure is
achieved.
In practice, the EC-RISM methodology works well for a variety of cases, most recently
for the prediction of nuclear magnetic resonance (NMR) magnetic shieldings and chemical
shifts (see38 and references therein for other applications). The essentially same strategy
can also be employed if the charge relaxation is not modeled by an electronic wave func-
tion, but by a classically polarizable solute force field39. In this case, a change of atomic
polarizabilities in response to a polarizing environment is also initiated by a set of em-
bedding point charges, yielding an updated electrostatic potential on the grid which is in
turn inserted into the closure relation for computing a new set of correlation functions. As
for quantum-mechanical EC-RISM applications, a typically unpolarizable, fixed charge
solvent force field is combined with a polarizable solute model.
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3.3 Selected Applications
As an illustrative example taken from recent work performed in the group of the authors we
show practical calculation results for aqueous solutions in order to demonstrate advantages
and limitations of typical integral equation applications.
Water is of course the most relevant solvent for all kinds of chemical and biochemical
processes. Therefore, much work has been invested into developing water models suitable
for MD simulations, i.e. with as few details as necessary to describe structure, dynamics,
and thermodynamics well. These, for instance, three-site models such as TIP3P or SPC/E40
can also be used in 1D RISM applications with one notable extension, namely that non-
zero Lennard-Jones (LJ) parameters have to be assigned to hydrogen in order to prevent
divergence of the numerical solution.
Figure 1: Left: site-site PDFs for liquid SPC/E water under various pressures from 1D RISM/HNC and from MD
simulations; right: water dimer PMF in water and its components, calculated with solvent susceptibilites taken
from 1D RISM/HNC or from MD (reference simulations by D. Horinek, Regensburg).
An interesting research area is the study of solution systems under extreme conditions,
particularly high pressure, since proteins tend to explore entirely different high-energy,
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typically unfolded conformational regions under these conditions. Understanding extreme
environmental condition properties also serves to possibly learn about the origin of life or
fundamentals of exobiology. Therefore, a key question is to examine the impact of high
pressure on water structure and PMFs of model systems.
Figure 1 shows results of 1D and 3D RISM calculations on SPC/E water and a water
dimer immersed in water (for 1D RISM, hydrogen LJ parameters were assigned from ear-
lier work39). One can see that RISM results with the HNC closure are semiquantitatively
correct with notable exceptions concerning oxygen-oxygen packing structure (which in
turn can be improved by smaller hydrogen LJ parameters at the prize of worsening H-H
and O-H structure), particularly at high pressure. It is, however possible to directly extract
the solvent site-site susceptibility χ from MD simulations41 which basically corrects for
1D RISM deficits and eliminates a source of error for subsequent 3D RISM calculations.
A comparison of both approaches (χ taken from 1D RISM/HNC and from MD within
EC-RISM) is also shown in Figure 1 for the water dimer. Figure 2 shows corresponding
3D oxygen densities for the dimer at different distances for χ from MD, illustrating the
effect of high pressure on the solvation shell structure which becomes more pronounced.
We also identify the origin of the PMF barrier at close distance, the displacement of water
molecules between the pair.
Figure 2: 3D oxygen distribution around a water dimer for various distances at ambient and high pressure,
computed using EC-RISM/PSE-2/MP2/6-311++G(2d,2p). Blue corresponds to solvent-depleted regions, yellow
to red to enrichments.
In Figure 1, we can furthermore observe a typical feature of RISM calculations, error
compensation in thermodynamic quantities. This is due to the fact that the PMF contains
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the isolated water molecules as reference state, treated with the same level of theory. As
a consequence, the 1D RISM level of theory does not play a substantial role for features
of the PMF. Both approaches yield closely corresponding curves that agree even better at
ambient pressure.
An interesting feature of a charge distribution that is allowed to relax due to environ-
mental polarization can also be identified from Figure 1: Even though the separate com-
ponents, electronic energy and chemical potential in solution are quite sensitive towards
pressure perturbation, the total PMF apparently is not. This is almost perfectly satisfied
at 1 bar pressure, i.e. at conditions used for typical force field applications. In principle,
we see here the balance between strain on the wave function and more favorable chemical
potential.
4 Concluding Remarks
While we have shown that integral equation theories as a liquid state theory with sound
physical and largely non-empirical motivation can be successfully employed in a variety
of situations, many question have to be left unanswered. From our point of view, the
most urgent issue concerns the construction of bridge functions that provide good quality
approximations to liquid structure and thermodynamics at the same time. This has not been
achieved with present day approaches and represents a major conceptual and numerical
challenge. Work in our laboratory is ongoing to address these questions in the context
of developing software for numerical solutions. Both questions, physics and numerical
mathematics, have to be viewed in context, since a physically correct theory should also
have numerically stable solutions, if they exist.
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Smoothed dissipative particle dynamics (SDPD) combines two popular mesoscopic techniques,
the smoothed particle hydrodynamics and dissipative particle dynamics (DPD) methods, and
can be considered as an improved DPD approach. Advantages of the SDPD method over con-
ventional DPD include the possibility of using an arbitrary equation of state, direct input of
transport properties, and a well-defined physical scale of discretized elements or fluid particles.
The SDPD method has been already applied to a number of mesoscopic problems involving
complex fluids. Despite several advantages of the SDPD method over the conventional DPD
model, the original formulation of SDPD by Espan˜ol and Revenga (2003) lacks angular mo-
mentum conservation, leading to unphysical results for problems where the conservation of
angular momentum is essential. To overcome this limitation, the SDPD method is extended by
introducing a particle spin variable such that local and global angular momentum conservation
is restored. The new SDPD formulation (SDPD+a) is directly derived from the Navier-Stokes
equation for fluids with spin, while thermal fluctuations are incorporated similar to the DPD
method. In this chapter, we describe the basics of the SDPD method and show several of its
applications including particle margination in blood flow. In addition, the SDPD method with
angular momentum conservation is validated using two problems: (i) the Taylor-Couette flow
with two immiscible fluids and (ii) a tank-treading vesicle in shear flow with a viscosity contrast
between inner and outer fluids. For both problems, the new SDPD method leads to simulation
predictions in agreement with the corresponding analytical theories, while the original SDPD
method fails to capture properly physical characteristics of the systems due to violation of an-
gular momentum conservation.
1 Introduction
Mesoscopic hydrodynamic simulations, such as the Lattice-Boltzmann (LB) method1,
dissipative particle dynamics (DPD)2–4, multi-particle collision dynamics (MPC)5, 6,
smoothed particle hydrodynamics (SPH)7, 8 etc., are frequently used to investigate a wide
range of problems including colloidal and polymer solutions, dynamics of microswim-
mers, tissue growth, and flow behavior of vesicles and cells. All these examples include
mesoscopic length scales (e.g., the size of suspended particles) rendering the modeling
on atomistic level impossible. A continuum approximation is also not appropriate for such
problems due to the loss of necessary mesoscopic details. Thus, large scientific efforts have
been invested to derive reliable and efficient mesoscopic simulation techniques, which are
able to tackle a wide range of problems.
A recently established mesoscopic method, smoothed dissipative particle dynamics
(SDPD)9, combines advantages of two popular techniques namely SPH and DPD. The
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SDPD method for fluid flow is directly derived from the Navier-Stokes equation using a
Lagrangian discretization similar to SPH, while the inclusion of thermal fluctuations in
SDPD is similar to that in the DPD formalism. SDPD can also be considered as an im-
proved DPD method. Advantages of the SDPD method over conventional DPD include
the possibility of using an arbitrary equation of state, direct input of transport properties,
and a well-defined physical scale of discretized elements or fluid particles. In addition, it
has been shown that the SDPD method produces proper scaling of thermal fluctuations for
different fluid particle sizes10. The SDPD method has been already applied to a number
of problems including simulations of different particles11 and polymers12 in a suspension,
single red blood cells in tube flow13, margination of leukocytes14, and margination of dif-
ferent particles15 in blood flow.
Despite the advantages of SDPD over the DPD method, the original SDPD formula-
tion9 does not conserve angular momentum, both locally and globally. Recent numerical
simulations using the MPC method16 have shown that angular momentum conservation
is essential in some problems including Taylor-Couette flow with two immiscible fluids
and vesicle tank-treading in shear flow. A violation of angular momentum conservation
may lead to an asymmetric stress tensor and spurious unphysical torques, resulting in erro-
neous simulation results. To derive a consistent version of SDPD with angular momentum
conservation, we introduce a spin variable, such that each SDPD particle possesses an an-
gular velocity17. This idea is similar to that of the fluid particle (FPM) model18, where
every particle possesses an angular velocity; however, FPM lacks a direct connection to
the discretization of the Navier-Stokes equation. Also, a spin variable has been introduced
in the single-particle DPD formulation19, where a colloidal particle can be represented by
a single DPD particle with spin. Consistent SDPD formulation with angular momentum
conservation is obtained by a direct discretization of the Navier-Stokes equation for a fluid
with spin20.
We will show several applications of the SDPD method. The SDPD method will be
applied to the problem of micro- and nano-particle margination (i.e., particle migration
toward the walls) in blood flow, which is a crucial step in drug delivery since it is a pre-
condition for particle adhesion at the vessel walls. The importance of angular momentum
conservation will be illustrated using two examples. First, the Taylor-Couette flow with
two immiscible fluids is simulated showing that the extended SDPD method results in pre-
dictions in agreement with the analytical solution derived from the Navier-Stokes equation.
The second problem to test the SDPD method with angular momentum conservation is a
tank-treading vesicle in shear flow, which has been described theoretically by Keller and
Skalak21. Vesicle tank-treading in shear flow corresponds to rotational motion of a mem-
brane around the vesicle center-of-mass, while the vesicle preserves its stationary shape
with a finite inclination angle. The new SDPD formulation results in predictions of vesicle
inclination angles for several viscosity contrasts between inner and outer fluids in agree-
ment with the Keller-Skalak theory21, while the SDPD method without angular momentum
conservation clearly fails to capture quantitatively correct dynamics.
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2 Smoothed Particle Hydrodynamics
The basic equations to describe viscous fluid flow are the Navier-Stokes (NS) equations20.
In a Lagrangian description, the NS equations take the form
ρ
dv
dt
= −∇p+ η∇2v +
(η
3
+ ξ
)
∇∇ · v, (1)
where v is the fluid’s velocity, ρ is the fluid’s density, p is the pressure, η is the dynamic
shear viscosity, and ξ is the bulk viscosity. For the closure of the equations above, we also
need to add the continuity equation given by
dρ
dt
+ ρ∇ · v = 0. (2)
The smoothed particle hydrodynamics (SPH) method7, 22 for fluid flow is a Lagrangian
discretization of Eqs. (1) and (2). In the SPH method, a field variable g˜(r) is replaced by
the convolution integral of a field g(r) and a kernel function W (r, h) as,
g˜(r) ≈
∫
V
g(r′)W (r− r′, h) dV ′, (3)
where the kernel function has to be differentiable and depends on the distance |r− r′| and
the smoothing length h. In addition, the integral over W (r − r′, h) has to be normalized
and the condition lim
h→0
W (r− r′, h) = δ (r− r′) needs to be satisfied. For W (r, h) being
the delta function, we would have g˜(r) = g(r). The convolution integral is discretized
using small fluid volumes (or particles) such that ρ(r′)dV ′ → mj with mj being the mass
and ρ(r′) → ρ(rj) being the mass density of particle j at the position vector rj . The
discretized convolution integral is then given by
g˜(ri) ≈
N∑
j=1
mj
ρ(rj)
g(rj)W (|ri − rj |, h), (4)
where N is the number of particles (Lagrangian discretization points) within the volume
V characterized by the smoothing radius h. Furthermore, derivatives of the field variable
g(r) follow similar approximation strategy which is described in Appendix A. Further in
the text, we will also use the notations ρ(rj) = ρj , g(rj) = gj , andW (|ri−rj |, h) = Wij .
Using the SPH formalism, the continuity equation (2) becomes (see Eq. (31))
dρi
dt
=
∑
j
mjvij · ∇iWij , (5)
where∇iWij can be analytically calculated. The particle density ρi is defined as
ρi =
∑
j
mjWij . (6)
Hence, the density of particle i can be computed using its neighboring particles located
within a sphere with a radius h. Similarly, different terms of the NS equation (1) can be
discretized to obtain the equations which govern particle dynamics. Using the Newton’s
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second law of motion midvi/dt = Fi and the rules in Eqs. (32)-(36) of Appendix A we
obtain the two forces: conservative (C) and dissipative (D) given by
FCij =
(
pi
ρ2i
+
pj
ρ2j
)
Fijrij ,
FDij = −
(
5η
3
− ξ
)
Fij
ρiρj
vij − 5
(η
3
+ ξ
) Fij
ρiρj
eˆij(eˆij · vij), (7)
where pi is the particle pressure, eˆij = rij/|rij |. A function F (rij) = Fij ≥ 0 is defined
such that ∇iWij = −rijFij , and Fi =
∑
j
(
FCij + F
D
ij
)
, where the sum runs over all
neighboring particles j of the particle iwithin the radius h. The conservative force controls
locally the pressure field in the system. The dissipative force provides translational friction
leading to the reduction of the velocity difference between two particles.
Time evolution of the position and the velocity of a particle i follows the Newton’s
second law as
r˙i = vi, v˙i = Fi =
∑
j
1
mj
Fij . (8)
Equation (8) is integrated using the velocity-Verlet algorithm23. Finally, in simulations the
Lucy function7
W (r) =
105
16pih3
(
1 + 3
r
h
)(
1− r
h
)3
, (9)
is often used as a kernel function, which leads to F (r) = 3154pih5
(
1− rh
)2
. The equation of
state for the pressure is often chosen to be
p = p0
(
ρ
ρ0
)α
+ b, (10)
where ρ0 is the reference density, and the parameters p0, α, and b can be freely selected.
This pressure equation yields the speed of sound c2 = p0α/ρ0, which can be easily con-
trolled through the above parameters resulting in a good approximation of fluid incom-
pressibility22, 24.
3 Smoothed Dissipative Particle Dynamics
The smoothed dissipative particle dynamics (SDPD) method proposed by Espan˜ol and
Revenga9 is a mesoscopic particle-based hydrodynamic approach which has been derived
from the SPH7, 22 and DPD2, 3 simulation methods. Thus, in addition to the hydrodynamics
described by SPH, consistent thermal fluctuations (i.e., they satisfy a balance between
dissipative and random contributions) similar to those in the DPD method have to be added.
To derive the random contribution, it is convenient to represent the dissipative force in Eq.
(7) in a tensorial form as FDij = −T ij · vij , where T ij = A(rij)1+B(rij)eˆij eˆij and
A(rij) =
(
5η
3
− ξ
)
Fij
ρiρj
and B(rij) = 5
(η
3
+ ξ
) Fij
ρiρj
. (11)
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Following the general framework of the fluid particle model18, a random force can be
defined as
F˜ijdt =
√
2kBT
(
A˜(rij)dWSij +
B˜(rij)
3
tr[dWij ]1+ C˜(rij)dWAij
)
· eˆij , (12)
where dWij is a matrix of independent Wiener increments, tr[dWij ] is the trace of this
matrix, dWSij = 12 (dWij + dWji) − 13 tr[dWij ] is the traceless symmetric part, and
dWAij = 12 (dWij − dWji) is the antisymmetric part. The functions A˜(r), B˜(r), and
C˜(r) are related to A(r) and B(r) of the tensor T ij as A(r) = (A˜(r)2 + C˜(r)2)/2 and
B(r) = (A˜(r)2 − C˜(r)2)/2 + (B˜(r)2 − A˜(r)2)/3. To further simplify the expression in
Eq. (12), we can select C˜(r) = 0 leading to
A˜(rij) =
(
2
(
5η
3
− ξ
)
Fij
ρiρj
)1/2
and B˜(rij) =
(
2
(
5η
3
+ 8ξ
)
Fij
ρiρj
)1/2
. (13)
The combination of forces in Eqs. (7) and (12) constitute the SDPD method, which de-
scribes hydrodynamics with consistent thermal fluctuations. The evolution of particle posi-
tion and velocity follows Eq. (8). The derivation of SDPD in Ref.9 also includes an energy
conservation equation, which we omit here for simplicity. Note that this formulation vi-
olates the conservation of angular momentum, which can be essential in some physical
problems (several examples will follow). The SDPD method without angular momentum
conservation9 will be called SDPD-a.
4 SDPD with Angular Momentum Conservation
In SDPD, dissipative and random forces possess not only a part along the inter-particle
axis as in DPD, but also a component perpendicular to the inter-particle axis. This perpen-
dicular part of dissipative and random forces destroys local and global angular momentum
conservation. There exist a version of the SDPD method with angular momentum conser-
vation25, where the perpendicular component of dissipative and random forces has been
neglected resulting in a method formulation very similar to DPD. In this method the input
viscosity has to be scaled by a theoretically defined coefficient which depends on space
dimension. However, it is advantageous to keep a perpendicular component of the dissipa-
tive force, since it provides much more efficient control over fluid transport properties than
the component along inter-particle axis alone26.
To extend the original SDPD formulation9, we introduce a spin variable for every par-
ticle ωi. In addition, each particle will also possess a moment of inertia Ii analogously to
the already defined particle mass. In order to obtain discretized equations for the SDPD
formulation with spin, we consider the NS equation with spin27,
ρ
dv
dt
= −∇p+ (η + ηr)∇2v +
(η
3
+ ξ − ηr
)
∇∇ · v + 2ηr∇× ω, (14)
where ηr is the rotational viscosity and ω is the spin angular velocity. The introduced spin
variable can be interpreted in two different ways. On the one hand, it is an approach used
to recover angular momentum conservation in the SDPD formulation. On the other hand,
the spin can be thought of as an effective angular velocity of a fluid volume represented by
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a particle. However, it should not be confused with a molecular spin. The discretization of
the NS equation with spin provides a consistent model, where translational and rotational
friction interactions are properly balanced unlike the FPM model which does not have a
direct connection to the NS equation.
Following the rules for derivatives in Appendix A we obtain the three forces: conser-
vative (C), dissipative (D), and rotational (R) given by
FCij =
(
pi
ρ2i
+
pj
ρ2j
)
Fijrij ,
FDij = −
(
5η
3
+ 3ηr − ξ
)
Fij
ρiρj
vij − 5
(η
3
+ ξ − ηr
) Fij
ρiρj
eˆij(eˆij · vij), (15)
FRij = −2ηr
Fij
ρiρj
rij × (ωi + ωj) .
The conservative and dissipative forces are very similar to the expressions in Eq. (7). In
addition, now we have a rotational force which is also dissipative, but acts on particles’
angular velocities such that a spin of one particle leads to a change in translational and
angular velocity of another particle.
The defined set of deterministic forces in Eq. (15) can be referred to as a SPH dis-
cretization with angular momentum conservation. However, the SDPD method also incor-
porates consistently thermal fluctuations by appending a random force to the set of forces
in Eq. (15). Here, the combination of dissipative, rotational, and random forces has to
satisfy the fluctuation-dissipation balance. Similarly to the dissipative force, we re-write
the rotational force in a tensorial form as FRij = −T ij · (rij × (ωi + ωj))/2. Note that
the same tensor T ij is used for both dissipative and rotational forces in order to satisfy
the fluctuation-dissipation theorem when a random force is added18. This implies that
ηr = 5η/3− ξ and
A(rij) = 4
(
5η
3
− ξ
)
Fij
ρiρj
, and B(rij) = 10
(
ξ − 2η
3
)
Fij
ρiρj
. (16)
Then, the corresponding functions for the random force in Eq. (12) are given by
A˜(rij) =
(
2
(
20η
3
− 4ξ
)
Fij
rirj
)1/2
and B˜(rij) =
(
2
(
17ξ − 40η
3
)
Fij
rirj
)1/2
.
(17)
The full set of forces for the SDPD method with angular momentum conservation is
finally given by
FCij =
(
pi
ρ2i
+
pj
ρ2j
)
Fijrij ,
FDij = −
(
γaij
(
vij +
eˆij (eˆij · vij)
3
))
− 2γ
b
ij
3
eˆij (eˆij · vij) , (18)
FRij = −γaij
rij
2
× (ωi + ωj) ,
F˜ij =
(
σaijdWij + σbij
1
3
tr[dWij ]1
)
· eˆij
dt
,
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where
γaij =
(
20η
3
− 4ξ
)
Fij
ρiρj
, γbij =
(
17ξ − 40η
3
)
Fij
ρiρj
, (19)
and σa,bij = 2
√
kBTγ
a,b
ij . It is important to note that these equations are only valid for
2η/3 ≤ ξ ≤ 5η/3, such that the friction coefficients (γaij + 2γbij)/3 and γaij are positive.
Another simplification which can be made is the reduction to a single dissipative parameter
γij such that ξ = 20η/21 and
γaij = γ
b
ij = γij =
20η
7
Fij
ρiρj
, σaij = σ
b
ij = σij = 2
√
kBTγij . (20)
The derived SDPD method with angular momentum conservation will be referred to as
SDPD+a further in text. To describe time evolution of the position and of the translational
and angular velocity of a particle i, Eq. (8) with an addition of angular velocity integration
(ω˙i =
∑
j Nij/Ij) is employed, where Nij is the torque exerted by particle j on particle
i and is given by Nij = rij × Fij/2. This leads to local and global angular momentum
conservation. More details on the SDPD method with angular momentum conservation
can be found in Ref.17.
5 Application of the SDPD Method
The SDPD method has been used in simulations of colloidal particles11 and polymers12,
single red blood cells in tube flow13, margination of leukocytes14, and margination of
micro- and nano-particles15 in blood flow.
5.1 Margination of micro- and nano-particles in blood flow
The first step in the delivery of small drug carriers is their transport along blood vessels
which determines their initial distribution. Further, the distribution of micro- and nano-
particles is affected by their binding to specific targeted sites. However, efficient binding
of carriers can be achieved only if they are present near vessel walls at sufficiently high
concentrations, and thus, the distribution of micro- and nano-carriers within vessel cross-
sections plays an essential role in their efficient delivery. The cross-sectional distribution
of micro- and nano-particles depends on local blood flow properties such as hematocrit
(volume fraction of red blood cells) and flow rate as well as on the particle characteristics
such as their size, shape, and deformability. The migration of various suspended parti-
cles toward walls in blood flow, which is also often referred to as margination, has been
observed for white blood cells28, 29, 14, platelets30, 31, and rigid micro-particles32, 33. Parti-
cle margination in blood flow is mediated by red blood cells (RBCs), which migrate to
the vessel center34 due to hydrodynamic interactions with the walls (called lift force)35–37,
and lead to an increased concentration of different particles within the RBC-free layer
(RBCFL) near a wall (a layer void of RBCs). More precisely, the margination mechanism
is a consequence of the competition between lift forces on RBCs and suspended particles,
and their interactions in flow38. Similarly, micro- and nano-carriers have a potential to get
marginated15, and therefore to interact with vessel walls.
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(a) (b)
Figure 1: Particle distributions in blood flow. Illustrations of 3D simulations of blood flow for different hematocrit
values (a) Ht = 0.2 and (b) Ht = 0.4. RBCs are drawn in red, while spherical carriers with a size of Dp =
1.83 µm are colored according to their radial position r. For better contrast, carrier positions from several time
instances are superimposed in the plots.
Numerical simulations of blood flow on a single-cell level allow us to explore the flow
behavior and interaction of blood cells and other suspended components39–41. Thus, the
role of particle size and shape on the margination efficiency can be investigated in sil-
ico15 providing information about particle adhesion potential, since particle margination
is an essential pre-condition for particle adhesion. The findings in Ref.15 indicate that
spherical particles have slightly better margination properties than ellipsoids, however the
adhesion efficiency of ellipsoidal particles appears to be superior in comparison with that
of spheres due to a larger area for adhesive interactions42. The larger particles possess a
larger probability of being marginated. As the particle size becomes very small (less than
about 100− 200 nm), the particle distribution within vessel cross-section can be described
well by the volume of blood plasma, since small particles are uniformly distributed within
the suspending fluid.
The simulations are based on the SDPD-a method. Blood is modeled as a suspension
of RBCs and micro- or nano-particles. RBCs and suspended micro- and nano-particles are
modeled by a collection of particles on their surface connected by viscoelastic springs. The
membrane model also incorporates bending resistance and the area and volume conserva-
tion constraints. For full details about the membrane model and simulation conditions and
setup we refer the reader to Ref.15.
Margination of micro- and nano-particles in blood flow depends on hematocrit Ht,
vessel diameter, and flow rate15. Figure 1 illustrates the distribution of carriers with a
diameter Dp = 1.83 µm for two Ht values. For better visibility, the carrier positions from
a few snapshots are superimposed in the plot. The carrier surfaces are colored according to
their radial position in the channel, with yellow color indicating a position near the channel
center, while blue color corresponds to a position near the wall. Clearly, the carriers are
marginating better for the case of larger Ht.
Carrier positions in blood flow sampled over time lead to particle distributions, which
reflect the probability of a particle to be at a certain distance from the wall. Figure 2 shows
several center-of-mass distributions of circular particles in 2D with Dp = 1.83 µm for
several Ht values. The RBC-free layer (RBCFL) thickness, which is computed from sim-
ulation snapshots through the analysis of the RBC core boundary43 similar to experimental
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Figure 2: Center-of-mass distributions of carriers for various Ht values. 2D simulation results for circular par-
ticles with Dp = 1.83 µm. The wall is at y/W = 0, where W is the channel width. The arrows indicate the
boundary of the RBCFL for the different hematocrits, marked by corresponding colors.
measurements44, is depicted by small arrows. The distributions have been averaged over
the halves of the channel due to symmetry. Figure 2 shows that the carriers migrate into
the RBCFL and remain quasi-trapped there. With increasing Ht, the carriers marginate
better, as indicated by the development of a strong peak in the distribution near the wall
at y/W = 0 (W is the channel width), and the motion of the peak position towards the
wall. This is due to a decrease in the RBCFL thickness leading to a smaller available space
for the particles. This trend is in agreement with experimental observations32 and simula-
tions45–47 of margination of blood platelets, which have a comparable size. Further details
on micro- and nano-particle margination in blood flow depending on various conditions
can be found in Ref.15.
5.2 Taylor-Couette flow of two immiscible fluids
To illustrate the importance of angular momentum conservation, we test the SDPD method
on Taylor-Couette flow, which usually refers to a fluid flow in the gap between two rotating
cylinders as shown in Fig. 3. However, we consider a setup, where the inner cylinder is
replaced by another immiscible fluid such that no mixing between the two fluids at Ri
can occur. A solution of the incompressible NS equation for this problem yields a linear
angular velocity profile vφ(r) = Ω0r across both immiscible fluids, where r is the radial
position. Note that this solution is independent of the viscosity values of the immiscible
fluids.
Recent numerical simulations with a similar setup16 have shown that the conservation
of angular momentum is necessary to obtain correct velocity and torque profiles across
immiscible fluids with different viscosities. In simulations, the ratio of fluid viscosities
was set to ηi/ηo = 3. The computational domain was assumed to be periodic in the
cylinder-axis direction, while the cylinder wall was modeled by a layer of frozen particles
with a thickness h whose structure (e.g., radial distribution function) was the same as
that of the fluids. To prevent mixing of the fluids and particle penetration into the wall,
specular reflection of particles has been imposed at cylindrical surfaces with r = Ri and
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Figure 3: A sketch of two cylinders with radii Ro and Ri where the subscripts ’o’ and ’i’ denote the outer and
inner cylinders, respectively. The gap between cylinders is filled with a fluid colored in blue. Taylor-Couette
flow can be generated by rotation of the outer cylinder with a rotational frequency Ωo. In simulations with two
immiscible fluids, the inner cylinder (shaded area) is replaced by another fluid which cannot mix with the fluid
inside the gap between two cylindrical surfaces.
r = Ro. The wall particles were rotated with a constant angular frequency Ωo in order to
generate flow. Figure 4 shows angular velocity profiles for the Taylor-Couette flow using
both SDPD+a and SDPD-a methods. The SDPD+a simulation properly captures a linear
profile of angular velocity, while the SDPD-a method leads to distinct slopes within the
regions of different viscosities.
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Figure 4: Angular velocity vφ profiles for the Taylor-Couette flow with two immiscible fluids using both SDPD+a
and SDPD-a methods. Radial position r is normalized by the cylinder radiusRo, while angular velocity is scaled
with the cylinder angular velocity ΩoRo. The SDPD+a method leads to a correct linear profile, while the SDPD-
a method fails to do so due to violation of angular momentum conservation. The SDPD-a results for different
resolution with ρ = 10ρ0 and for a twice larger system size (marked as ”scaled”) show hardly any dependence
on fluid resolution.
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6 Tank-Treading of a Vesicle in Shear Flow
Flow dynamics of soft deformable objects such as liquid droplets, lipid vesicles, red blood
cells, and elastic capsules has attracted a lot of scientific interest recently due to a wide
range of possible applications. For instance, a number of experiments36, 48, theoretical
approaches21, 49, 50, and simulations50–52, 39 have shown that fluid vesicles exhibit a rich dy-
namical behavior in shear flow including tank-treading (TT) and tumbling (TB) motion.
The tumbling motion corresponds to vesicle rotation around its center-of-mass nearly as
a rigid body. A tank-treading vesicle in shear flow shows a stationary shape with a finite
inclination angle θ > 0 with respect to the flow direction, while the membrane is rotating
around the center-of-mass of the vesicle, see Fig. 5. The occurrence of different vesicle
motion is governed by the viscosity contrast λ = ηi/ηo between fluids inside and outside
the vesicle with viscosities ηi and ηo, respectively. A physical explanation for the TT-to-
TB transition can be derived from the two components of shear flow: an elongational part
which tends to stretch and align a vesicle along the x = y axis with an inclination angle of
θ = pi/4 and a rotational part of the flow which exerts a torque on the vesicle membrane.
Increasing of viscosity contrast leads to higher shear stresses inside the vesicle opposing
its TT motion, which results in an effective torque and decrease of the vesicle inclination
angle. Thus, for high enough λ a transition from TT to TB motion occurs. Keller and
Skalak (KS)21 derived a theory which predicts the TT-to-TB transition. Moreover, the KS
theory is able to predict the inclination angle θ in the vesicle TT regime. Details of the KS
theory are given in Appendix B.
Figure 5: Simulation snapshots of a tank-treading vesicle in shear flow for λ = 2. A xy-plane view, where the
flow is in x direction. The red sphere is attached to a fixed position on a vesicle in order to illustrate the TT
motion of the membrane; however, it is just a marker used for visualization and introduced at post-processing
stage. Note that small shape fluctuations are clearly visible.
The vesicle membrane is modeled by a collection of particles on an ellipsoidal surface.
An illustration of a vesicle structure is shown in Fig. 5. The model incorporates membrane
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bending rigidity, the constraints for vesicle area and volume, and the viscosity contrast
between inner and outer fluids; more details on vesicle modeling can be found in Ref.17.
The simulated ellipsoidal vesicle has a prolate shape with a1 > a2 = a3 and an aspect
ratio of a1/a2 ≈ 1.7. The vesicle is placed in a box, where periodic boundary conditions
are applied in x and z direction, while shear flow is generated in the x direction, as shown
in Fig. 5.
The inclination angle of a TT vesicle in shear flow is calculated by
θ = arctan(uy/ux), (21)
where u = (ux, uy, uz) is the eigenvector of the moments of inertia tensor with the
smallest eigenvalue. Figure 6 compares inclination angles obtained from simulations with
SDPD+a and SDPD-a fluids and from the KS theory for different viscosity ratios λ. The
simulation results obtained with a SDPD+a fluid agree very well with the KS theory pre-
dictions, while the results using a SDPD-a fluid show a significant overestimation of the
inclination angle at large λ. The results for λ = 1 from both SDPD+a and SDPD-a cases
coincide indicating that angular momentum conservation does not affect simulation results
if inner and outer fluids have the same viscosity. The deviations of the SDPD+a results
from the KS theory predictions might be due to small shape fluctuations of the vesicle
and/or numerical errors indicated by error bars in Fig. 6.
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Figure 6: Comparison of inclination angles θ of a TT vesicle in shear flow obtained from SDPD+a (blue) and
SDPD-a (red) simulations and from the KS theory (black) for different viscosity ratios λ.
7 Summary
We presented an overview of the SDPD-a method9 and its extension17, which satisfies local
and global angular momentum conservation. In the SDPD+a, each particle possesses an
angular velocity, and its rotational contribution has been derived from the NS equation
with spin following the SPH formalism. This leads to a spin variable similar to the FPM
model18. Thermal fluctuations in SDPD+a have been also included similar to those in FPM
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18. Several applications of the SDPD method have been considered. The first example
concerned the margination of micro- and nano-particles in blood flow, which is important
in drug delivery. Simulations of Taylor-Couette flow with two immiscible fluids show that
SDPD+a leads to correct predictions of flow profiles in agreement with analytical results,
while SDPD-a fails to capture properly flow characteristics due to violation of angular
momentum conservation. Finally, simulations of vesicle dynamics in shear flow reveal that
angular momentum conservation is essential to obtain correct results for the inclination
angle of a tank-treading vesicle if there exists a viscosity contrast λ between inner and
outer fluids. For λ 6= 1 the SDPD+a method predicts vesicle characteristics in agreement
with the KS theory for a vesicle in shear flow, while SDPD-a overestimates the inclination
angle. In conclusion, the family of SDPD methods including the version with angular
momentum conservation provides valuable tools for modeling flows of complex fluids.
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Appendix
A Calculation of Derivatives
We summarize the calculation of derivatives of field variables similar to those in SPH22.
Using Eq. (4), the first derivative of a field g can be approximated as
∂g˜
∂x
=
N∑
j=1
mj
ρj
g
∂Wij
∂xi
, (22)
where the notations are identical to those in the main text. A disadvantage of this approx-
imation is that the derivative does not vanish for g being a constant function. Therefore, a
better approximation is given by
∂g˜
∂x
=
1
φ
(
∂(g˜φ)
∂x
− g˜ ∂φ
∂x
)
, (23)
where φ must be a differentiable function. Following Eq. (22), we then obtain
∂g˜
∂x
=
1
φi
N∑
j=1
mj
ρj
φj (gj − gi) ∂Wij
∂xi
. (24)
When φ = 1, Eq. (24) reduces to
∂g˜
∂x
≈
∑
j
mj
ρj
gji
∂Wij
∂xi
, (25)
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where gji = gj − gi. In Eq. (24), φ = ρ can be also selected, yielding an approximation
for the first derivative as
∂g˜
∂x
≈ 1
ρi
∑
j
mjgji
∂Wij
∂xi
. (26)
The choice for different discretizations (φ = 1 or φ = ρ) may depend on a problem
of interest. For instance, when different interacting fluids with large density ratios are
considered, it has been shown that the approximation in Eq. (24) with φ = 1 is more
accurate than that with φ = ρ, because ρ in Eq. (25) is included directly inside the sum53, 22.
Furthermore, if only a single fluid is employed, an approximation φi ≈ ρj can be used
making the above choices for φ equivalent.
There exists another definition for the first derivative,
∂g˜
∂x
= φ
(
∂
∂x
(
g˜
φ
)
+
g˜
φ2
∂φ
∂x
)
. (27)
Following the SPH formalism22 we obtain
∂g˜
∂x
≈ φi
N∑
j=1
mj
ρj
(
gj
φj
+
gi
φ2i
φj
)
∂Wij
∂xi
. (28)
As a result, a choice of φ = 1 here leads to
∂g˜
∂x
≈
N∑
j=1
mj
ρj
(gj + gi)
∂Wij
∂xi
, (29)
while for φ ≈ ρ Eq. (28) becomes
∂g˜
∂x
≈ ρi
N∑
j=1
mj
(
gj
ρ2j
+
gi
ρ2i
)
∂Wij
∂xi
. (30)
A set of equations above defines different approximations of first derivatives, which
can be used to derive discretizations of other differential operators in the NS equation. For
instance, using Eq. (26) the gradient of g(r) can be approximated as
∇g˜ ≈ − 1
ρi
∑
j
mjgij∇iWij , (31)
where gij = gi − gj . Similarly, the divergence and the curl of a vector field G˜(r) are
discretized as
∇i · G˜i ≈− 1
ρi
∑
j
mjGij · ∇iWij , (32)
∇i × G˜i ≈− ρi
∑
j
mj
ρiρj
(Gj + Gi)×∇iWij . (33)
The second derivatives are then given by
∇i
(
∇i · G˜i
)
≈ −
∑
j
mj
Fij
ρiρj
(5eˆij (eˆij ·Gij)−Gij) (34)
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and
∇2i g˜i ≈ −2
∑
j
mj
Fij
ρiρj
gij , (35)
where eˆij = rij/rij is the unity vector along the separation direction of particles i and j9.
The curl of a vector field G can be approximated as
∇i × G˜i ≈ φi
∑
j
mj
ρj
∇iW (rij)×
(
Gj
φj
+
φjGi
φ2i
)
, (36)
where a selection of φ = 1 leads to
∇i × G˜i ≈
∑
j
mj
ρj
∇iW (rij)× (Gj + Gi) , (37)
while φ = ρ results in
∇i × G˜i ≈ ρi
∑
j
mj∇iW (rij)×
(
Gj
ρ2j
+
Gi
ρ2i
)
. (38)
B Keller-Skalak Theory
The Keller-Skalak (KS) theory21 assumes a fixed ellipsoidal shape (r1/a1)2 + (r2/a2)2 +
(r3/a3)
2 = 1, where ri, i ∈ {1, 2, 3} are the Cartesian coordinates and ai are the semiaxes
of the ellipsoid. The motion of a vesicle is derived by considering energy balance between
the energy supplied by the fluid and the energy which dissipates on the membrane and
inside the vesicle. This balance leads to a differential equation given by
dθ
dt
=
1
2
γ˙ (B cos(2θ)− 1) , (39)
where γ˙ is the shear rate. If B > 1, the vesicle is in the TT regime, and hence, a steady
inclination angle can be found as θ = 0.5 arccos(1/B), where B is a function of vesicle
shape and viscosity contrast given by
B = f0
(
f1 +
1
f1
(
1
1 + f2(λ− 1)
))
,
f0 =
2
a1/a2 + a2/a1
,
f1 = 0.5 (a1/a2 − a2/a1) , (40)
f2 = 0.5g(α
2
1 + α
2
2),
g =
∫ ∞
0
(α21 + s)
−3/2(α22 + s)
−3/2(α23 + s)
−1/2 ds,
αi =
ai
a1a2a3
.
Note that the KS theory does not consider vesicle’s membrane viscosity.
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Electric fields are often employed in experiments in order to probe the properties of both
pure electrolyte solutions and electrolyte solutions containing charged colloids and/or poly-
electrolytes. These systems pose a problem for computer simulations as their properties are a
result of coupled electrostatic and hydrodynamic interactions. Both of these interactions are
long-ranged and thus non-trivial to treat in a simulation context. In this chapter we review
our efforts to simulate such electrohydrodynamic systems using molecular dynamics particles
to represent solvated ions, colloids and polymers. Our approach uses standard algorithms for
the long-ranged electrostatic interactions and couples the particles to a Lattice-Boltzmann fluid
in order to simulate the long-ranged hydrodynamic interactions. First we present this method
in detail and follow with several example systems to which we have successfully applied the
model. Then, we show that for a charged colloid in a monovalent salt solution the algorithm
produces results which agree with both experimental data and theoretical calculations. Next,
the algorithm is shown to reproduce the electrophoretic behavior of a single polyelectrolyte.
The third system is a charged colloid grafted with oppositely charged polyelectrolytes, where
we show that the system undergoes a mobility reversal as a function of the concentration of
monovalent salt. The results are shown to be in good agreement with numerical calculations.
The final system demonstrates how the Lattice-Boltzmann algorithm can be used to simulate
the conductivity of a nanopore threaded with a DNA strand. The results are substantiated with
the help of atomistic simulations.
1 Introduction
Typical aqueous solutions contain both negative and positive charges, often referred to as
salt. When polymers, proteins, biological cells and colloids typically ionize when placed in
an aqueous solutions. The acquired surface charge is most often negative. Modern micro-
and nano-fluidic devices used to conduct experimental assays made out of silicon or glass
also acquire a negative surface charge when placed in contact with an aqueous solution.
From a simulation perspective, these prototypical soft matter systems pose a challenge
as their conformations are largely governed by electrostatic interactions, which are long-
ranged in nature and thus both non-trivial to implement and computationally expensive to
calculate.
When these systems are subject to an external electric field the situation becomes even
more complicated. Hydrodynamic interactions, which can be ignored in equilibrium, be-
come of primary importance. In fact, as will be shown in this contribution, failing to
properly take into account hydrodynamic interactions in such cases frequently results in
not only erroneous quantitative values, but also in failing to capture the correct qualitative
behaviour of the system. Despite this, many studies simply ignore hydrodynamic interac-
tions due to the computational cost of fully taking them into account.
The systems where both electrostatic and hydrodynamic interactions can be roughly
divided into three categories: 1) Electrophoresis, the movement of solvated objects due
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to the application of an applied electric field, 2) Electroosmosis, the motion of fluid due
to the application of an electric field tangential to a charged surface, 3) Conductance, the
flux of electric charge through an aqueous solution. The inherent interplay of long-ranged
electrostatic and hydrodynamic interactions in these phenomena make them a particular
challenge to simulate. While a number of approaches exist for both types of interaction,
the necessary simulation time often makes modeling such systems unfeasible in practice.
This contribution focuses on the application of Lattice-Boltzmann to the simulation of
electrokinetic phenomena. Lattice-Boltzmann sacrifices atomistic detail in order to achieve
a massive increase in speed. In fact, it has been shown that the relative speedup can be a
factor 20 or higher using a CPU LB code1, 2. A further speed increase of almost two or-
ders of magnitude can be achieved by using a GPU LB3. The book chapter is structured
as follows: First a brief introduction to the theory of hydrodynamics is presented in Sec-
tion 2. Section 3 consists of a short review of the SEM. The Lattice-Boltzmann method is
described in Section 4. Next we examine the electrophoretic mobility of a simple colloid
in Section 5, followed by a linear polyelectrolyte in Section 6, and then a colloid grafted
with polyelectrolytes in Section 7. Finally we take a detailed look at the conductance of
a nanopore in Section 8. We end the contribution by providing a brief conclusion and
discussion of future prospects in Section 9.
2 Hydrodynamics
This section provides an introduction to hydrodynamics, taken verbatim from4. In order
to study the behaviour of particles within a solvent, a precise understanding of the fluid is
needed. Due to the nonlinear and long-range nature of the forces involved, fluid mechanics
is a highly complex topic and a complete description of hydrodynamic interactions easily
fills books, such as Landau and Lifshitz5. The essential concepts and quantities that will
be used within this chapter are briefly summarized in the following.
2.1 What are hydrodynamic interactions?
The Merriam-Webster’s dictionarya defines hydrodynamics as “. . . a branch of physics that
deals with the motion of fluids and the forces acting on solid bodies immersed in fluids and
in motion relative to them”.
Simply speaking, hydrodynamic interactions are long-range interactions arising within
a fluid. An object that is moved through the fluid creates a movement of fluid particles
around its surface called flow. This local disturbance of the fluid propagates through the
medium. It can affect the movement of another object: if the flow created by the first
object is strong enough, the second object might even be dragged along. The interaction
necessary to mediate this force is called hydrodynamic interaction. Likewise, the presence
of an object, e.g., a wall, inside a moving fluid can influence the flow and divert it in such
a way that other objects inside the fluid are not affected by it any more. The first object
(the wall) shields the second object from the flow, thereby reducing the force exerted by
the fluid on this particle. This effect is called hydrodynamic shielding.
In the following section, the theoretical framework that describes hydrodynamics from
a physicist’s point of view is presented.
ahttp://mw1.m-w.com/dictionary
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Figure 1: The motion of fluids and the forces acting on solid bodies immersed in them is called hydrodynamics.
a) The flow created by a moving body can induce motion in a second body. b) An object placed in between the
two bodies modifies and can even block the hydrodynamic interactions (HI). Figure reproduced from4.
2.2 Navier-Stokes equation
In general, a fluid is composed of small particles or molecules that move around and collide
with each other and with immersed objects following some conservation laws, namely the
conservation of mass, momentum and energy known from classical mechanics. However,
due to the large number of such particles within the fluid, a continuum assumption can be
made. Only the combined effect of the individual fluid molecules is considered. In this
case, the individual particle properties are replaced by averaged local quantities such as the
density ρ and the flow velocity ~v.
The dynamics of the continuous fluid are then described by the Navier-Stokes equation,
which in its most general form can be written as:
ρ
(
∂~v
∂t
+ ~v · ∇~v
)
= −∇p+∇ · T+ ~f, (1)
where ~v is the fluid velocity, ρ is the fluid density, p is the pressure, T is the general stress
tensor, and ~f sums all forces acting on the fluid, be that gravity, centrifugal forces, etc.
As the Navier-Stokes equation only ensures conservation of momentum, an additional
equation has to be enforced for conservation of mass:
∂ρ
∂t
+∇ · (ρ~v) = 0. (2)
Equation 1 can be simplified if additional assumptions about the nature of the fluid
are taken into account. In the present study, only incompressible Newtonian fluids will be
considered, for which the stress tensor T is proportional to the local strain ∇~v with the
dynamic viscosity η as proportionality constant. In this case the Navier-Stokes equation
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can be simplified:
ρ
( ∂~v
∂t︸︷︷︸
Unsteady
acceleration
+ ~v · ∇~v︸ ︷︷ ︸
Convective
acceleration
)
= −∇p︸ ︷︷ ︸
Pressure
gradient
+ η∇2~v︸ ︷︷ ︸
Viscosity
+ ~f︸︷︷︸
Other
forces
. (3)
2.2.1 Solving the Navier-Stokes equation
In general, the set of Navier-Stokes equations (Eq. 1) is composed by nonlinear partial
differential equations in almost every real situation. Few exceptions exist, for example, in
one dimensional flow, called also the Stokes flow (or creeping flow), for which Eq. 1 boils
down to the single ordinary differential equation that can be easily solved analytically.
Due to the nonlinearity, many problems are difficult or impossible to solve analytically.
Furthermore, no closed-form solutions are proved to exist for the unsimplified Navier-
Stokes equations.
However, many computational methods to solve the Navier-Stokes equations are
known: finite volume methods (FVM)b, finite element methods (FEM)c, and finite dif-
ference methods (FDM)d to name a few. All of these methods discretize the whole fluid
volume into smaller elements, and the partial differential equations are specialized to these
elements making them numerically solvable. In general, the accuracy of the solution de-
pends on the geometry of flow and the chosen discretization.
Mesoscopic fluid models will be introduced (see Section 4.7) that solve Navier-Stokes
equations and allow for direct coupling to chosen simulation approach.
2.3 Important hydrodynamic quantities
When describing a specific fluid and its properties a whole zoo of hydrodynamic quantities
can be used. So far, the fluid density ρ and the dynamic viscosity η have been introduced
to describe the fluid itself. Often one is especially concerned with the ratio between the
viscous force and the inertial force. This ratio is characterized by the kinematic viscosity
ν:
ν =
η
ρ
. (4)
As a guideline, the density of water is roughly ρ = 1g/cm3, and its dynamic viscosity
is η ≈ 1mPa·s = 1cP (centi poisee). This leads to a kinematic viscosity of ν = 1mm2/s =
1cSt (centi stokes).
To characterise the fluid flow, several dimensionless physical quantities have been in-
troduced. Below the four most commonly used ones are listed. All of them describe the
ratio between different physical aspects of the fluid and can be used to distinguish different
flow characteristics.
bhttp://tinyurl.com/sdbp3
cCiarlet, Phillippe G. (1978). The Finite Element Method for Elliptic Problems. Amsterdam: North-Holland
dWilliam F. Ames, Numerical Methods for Partial Differential Equations, Section 1.6. Academic Press, New
York, 1977. ISBN 0-12-056760-1.
enamed after Jean Louis Marie Poiseuille
456
The Reynolds number Re quantifies the ratio between the inertial forces (V 2ρD2) and
the viscous forces (ηDV ), where D is the relevant physical length scale, and it is a dimen-
sionless quantity that is defined as follows:
Re =
ρV D
η
, (5)
with V being the average fluid velocity. The Reynolds number is used to describe the onset
of turbulent flow. Flows with a Reynolds number below a critical value (≈ 104 for pipes)
are laminar, whereas flows with a higher Reynolds number might show turbulence.
For example, the Reynolds number of the blood flow in the aorta is Re ≈ 103, the one
of a person swimming is Re ≈ 106, and finally the one of a large ship moving at full speed
is Re ≈ 109.
The second dimensionless number, the Schmidt number Sc, defines the ratio of mo-
mentum diffusivity (∝ ν) and mass diffusivity D:
Sc =
ν
D
=
η
ρD
. (6)
As such, the Schmidt number relates the the convective matter transport to the diffusive
transport.
In liquids, such as water, Sc ≈ 1000 and the momentum transport is much more promi-
nent than actual matter transport. For example, while water waves collectively transport
large momenta, the individual water molecule on average moves over very small distances.
Another dimensionless number is the Knudsen number Kn. It is a microscopic quantity
defined as the ratio between the molecular mean free path length λ, the distance a molecule
travels until the first collision, to a representative physical length scale L:
Kn =
λ
L
. (7)
The Knudsen number can be used to determine whether a fluid should be described by
statistical mechanics or by continuum mechanics. If Kn > 1, i.e., the mean free path of a
molecule is comparable or larger to the relevant length scale, a continuum approximation
is no longer valid.
All problems discussed in this chapter have Knudsen numbers smaller than one.
The Mach number Ma describes the speed of an object v moving through a fluid relative
to the speed of sound cs in it:
Ma =
v
cs
. (8)
Objects that move with a speed higher than Ma = 1 travel faster through a medium than the
disturbance they cause to the medium. Obviously, this leads to strongly nonlinear effects
that will not be treated in this work. All velocities in the systems of interest are subsonic
with Ma < 1.
3 Electrokinetic Equations
In this section we provide an outline of the standard electrokinetic model, copied verba-
tim from6. When a charged particle immersed in a fluid is subject to a uniform applied
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electric field ~E, it moves in a process termed electrophoresis as illustrated in Fig. 2. The
medium resists the particle’s motion by exerting a drag force ~Fd. Usually, the particle is
surrounded by counterions and in an electrolyte solution, an electric double layer (EDL)
will form around it consisting of (i) the Stern layer consisting of the ions strongly attached
to the surface, and (ii) the diffuse layer with a characteristic length scale called the Debye
length λD. The counterions in the EDL also move under the influence of the electric field,
dragging the fluid along with them. This generates an electro-osmotic flow (EOF) in the
fluid, the velocity of which is the counterpart of the electrophoretic velocity of the particle.
Since the counterions have a charge opposite to that of the particle, they move in the oppo-
site direction and thus exert an extra hydrodynamic friction force on the particle, mediated
by the surrounding solvent. This force is known as the retardation force ~Frt.
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Figure 2: A sketch of the electrophoresis of a positively charged colloid (large red sphere). On the left-hand side
the ions are depicted explicitly, the negative ones shown in gray and the positive ones shown in red, while the
equivalent mean-field implicit ion approach is illustrated on the right-hand side. In the steady state, the electric
force ~Fe exerted on the colloid is canceled by the sum of the drag force ~Fd, the retardation force ~Frt, and the
relaxation force ~Frl. Figure reproduced from6.
The concurrent action of the applied field and that of the particle motion deforms the
counterion cloud, creating a dipole which causes an electric retarding force to act on the
particle called the relaxation force ~Frl. The two retardation and relaxation forces are cou-
pled; The asymmetry of the counterions cloud affects the retardation force, and the fluid’s
velocity distribution needs to be explicitly taken into account in the calculation of ion den-
sities leading to relaxation force. In the steady state, the net force acting on the particle is
zero and it acquires a drift speed vd. At low field strengths, vd is linearly proportional to
the strength of the applied field | ~E| ≡ E and the proportionality constant is defined as the
electrophoretic mobility:
µ =
vd
E
(9)
µ is the main quantity of interest in electrophoresis and also the one measured in exper-
iments. It is related to ζ, the potential drop at the shear plane (introduced below) with
respect to the bulk, and hence to the charge density of the object. When the fluid adjacent
to a surface flows tangentially as a result of electrical forces, or shear mechanical forces,
458
or etc., a thin layer, referred to as the Stern layer, is shown to adhere to the surface and
become stagnant7. No hydrodynamic flow can develop within this layer and the fluid starts
to shear beyond it. The imaginary surface separating this stagnant layer from the mobile
part of the fluid is referred to as the shear or slip plane. Information about the value and
distribution of the particle’s charge, often unknown a priori, can be extracted by measuring
µ and converting it to ζ. As will become clear in the course of this section, the conversion
from µ to ζ, or vice versa, is not always straight forward and needs a theory which takes
into account all the important properties of the system.
In order to calculate the electrophoretic mobility theoretically, a set of coupled non-
linear differential equations, referred to as the electrokinetic (EK) equations, needs to be
solved. They describe the motion of the fluid as well as that of the particle and the ions.
In the following, the origin of the co-moving coordinate system is fixed on the particle.
The force balance in the liquid can be described via the NS equations (Eq. 1), as intro-
duced in Sec. 2. In the limit of low Reynolds numbersf, the convective accelerations can
be neglected and the NS reduces to Stokes equation which in the steady state (∂~u/∂t = ~0)
reads:
η∇2~u(~r)−∇p(~r)−
N∑
j=1
njzje∇ψ(~r) = ~0, (10)
where nj is the number density of the ion species j. The last term in this equation is the
body force density due to the electrostatic interactions and introduces the retardation force
in the equations. The electric potential ψ (including the applied field) satisfies Poisson’s
equation. At the low velocities typically encountered in electrophoresis, the fluid can in a
good approximation be considered as incompressible, in which case the continuity equa-
tion simplifies to:
∇ · ~u(~r) = 0. (11)
The number of ions in the system is conserved:
∂ni
∂t
= ∇ · (nj~vj) = 0, (12)
where the ion velocities ~vj can be found from the Nernst-Planck (NP) equation plus an
advective term in the steady state:
λj(~u(~r)− ~vj)− zje∇ψ(~r)− kBT∇ log nj = ~0. (13)
The first term of this equation is the convective contribution due to the fluid flow with λj
being the drag coefficient of the ith ion species. The second term is the electric force due
to the external field, and the last term is the diffusive contribution due to the ideal gas
contribution to the chemical potential.
The boundary conditions needed to solve these equations are:
fThe Reynolds number is a dimensionless quantity defined as the ratio of the inertial to the viscous forces and
is used to determine the flow regime in a fluid or find similar flow patterns in different ones. Since it is the only
parameter present in the non-dimensional form of the NS equation, the Reynold number characterizes the flow
for a given geometry.
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{
~u(|~r| = rs) = ~0,
~u(|~r| → ∞) = −µ~E, (14)
associated with equations 10 and 12, where rs is the position of the shear plane, and:{
~vi(|~r| = rs) · nˆ = 0,
ni(|~r| → ∞) = n0i (∞),
(15)
for the ions, where nˆ is the unit vector perpendicular to the surface and n0i (∞) is the
equilibrium density of the ions in the bulk.
These equations govern electrokinetic phenomena and can, in principle, be used for
solid surfaces of arbitrary shape. In this work, I will focus on the electrophoresis of spheri-
cal colloids. Solving this set of coupled nonlinear partial differential equations analytically
is possible only for the most simple geometries or situations. However, for generic condi-
tions the usual approach is numerical, and analytical solutions exist only for a few limiting
cases which will be introduced below.
3.1 Hu¨ckel limit
In the absence of added salt, the only ions in the system are the intrinsic counterions pro-
duced by the dissociation of surface groups. For a charged sphere the electrical potential
decreases as 1/r with distance and cannot compete with the increase in entropy which
causes the counterions to “evaporate” from the surface. In an infinite volume or in the
limit of no salt, the particle is merely a sphere with charge Q subject to an electric force
~Fe = Q~E. The only force opposing its motion is the Stokes viscous drag force exerted by
the fluid ~Fd = 6piηR~v, whereR is the radius of the particle and ~v its velocity. In the steady
state, these two forces cancel each other and the particle moves with a draft velocity vd:
~vd =
Q
6piηR
~E. (16)
For low applied field strengths, the electrophoretic mobility in this salt-free limit, known
as the “Hu¨ckel limit”8, 9, is then simply given by:
µ =
Q
6piηR
. (17)
Since the potential vanishes at infinity, the zeta potential in this case is merely the potential
at the surface:
ζ =
Q
4piεR
, (18)
such that the mobility in Eq. 17 can be rewritten as:
µ =
2ε
3η
ζ. (19)
This analytical expressions derived for the Hu¨ckel limit can be used as an approximation
for very low salt conditions where κR 1.
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3.2 Helmholtz-Smoluchowski limit
In contrast to the Hu¨ckel limit, at very high salt concentrations the Debye layer is thin,
κR  1. Most counterions accumulate in the close vicinity of the interface and “see”
the particle as effectively flat. In other words, the local curvature at each point is much
larger than the Debye length and the geometry is essentially planar. This is the well-known
“Helmholtz-Smoluchowski limit”. Under these conditions at low Reynolds numbers, the
Stokes equation (Eq. 10), with a body force proportional to a tangentially applied electric
field ~E = {Ex, 0, 0}, yields the tangential fluid speed vx as:
d2vx
dh2
= −Exρ(h)
η
, (20)
where h is the vertical distance from the surface and we have assumed ~∇p = ~0 and a
purely electric body force. Substituting in Poisson’s equation we obtain:
d2vx
dh2
=
εEx
η
d2φ
dh2
. (21)
This ordinary differential equation is straight forward to solve. Integrating both sides twice
with respect to h and applying the boundary conditions dvx/dh = dφ/dh = 0 as h →
∞, vx(hs) = 0, vx(∞) = veo, φ(hs) = ζ, and φ(∞) = 0, we find the Helmholtz-
Smoluchowski (HS) equation for the EOF velocity:
vx = veo = −εζ
η
Ex. (22)
The electrophoretic mobility in this limit is then:
µ = −veo/Ex = εζ/η (23)
. The HS equation describes the constant plug flow velocity profile outside the Debye layer.
Inside the layer the charge density decreases exponentially with distance from the surface
with a characteristic decay length equal to the Debye length λD = κ−1, and so does the
velocity:
vx(h) = veo
(
1− e−κh) . (24)
The HS formula applies to all particle shapes as long as the condition κR  1 is
fulfilled and ζ is low, i.e. at very high salt concentrations the electrophoretic mobility is
independent of the shape10. For high zeta potentials (ζ & 2 kBT/e ' 50 mV) other effects
such as the polarization of the Debye layer and surface conductance7 become important and
need to be taken into account. This is done either by solving the EK equations numerically
or using approximate analytical expressions7. O’Brien provided such an expression which
account for the diffuse-layer conductivity11:
µred ≡ 3
2
ηe
εkBT
µ =
3
2
ζred −
6
[
ζred
2 − ln 2z (1− exp (−zζred))
]
2 + κR1+3m/z2 exp
(
− zζred2
) , (25)
where µred and ζred = eζ/(kBT ) are respectively the reduced electrophoretic mobility
and the reduced ζ−potential, and m is the dimensionless mobility of the ions (m ' 0.15
in aqueous solution). The O’Brien equation (Eq. 25) is a simplified form of an equation
derived by Dukhin and Semenikhin7 by neglecting terms of order (κR)−1.
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4 The Hybrid Molecular Dynamics-Lattice-Boltzmann Model
-
-
-
- -
- -
-
+
++
+
+
+
+
+
εr
Figure 3: Scheme of the coarse-grained model to simulate polyelectrolyte electrophoresis. It is comprised of
a bead-spring model for the polyelectrolyte and the counterions (Section 4.1), the handling of full electrostatic
interactions within a dielectric continuum model (Section 4.3), and the treatment of hydrodynamic interactions
with a mesoscopic fluid (Section 4.8). Figure reproduced from4.
In this section we introduce the simulation model we use to simulate electrokinetic
phenomena, copied almost verbatim from4. The model features can be represented by
the scheme in Figure 3. The polyelectrolyte is modeled by a set of impenetrable spheres,
each of which represents a individual monomers, and that are connected to each other by
springs. Likewise the dissociated counterions are modeled as impenetrable spheres. In this
representation, atomistic degrees of freedom are combined into the microscopic degrees
of freedom of the spheres. This approach is called coarse-grained molecular dynamics
(Section 4.1). Monomers and ions carry electric charges by which they interact. The elec-
trostatic interactions are influenced by the dielectric nature of the surrounding solvent. As
the solvent particles are not explicitly included, a continuum model is used to allow for
full electrostatics (Section 4.3). For the same reason, hydrodynamic interactions between
the solute particles and the solvent are not described on a particle level. Instead a meso-
scopic fluid model is applied that restores hydrodynamic interactions without having to
track individual solvent particles (Section 4.8). All interactions are calculated in a periodic
simulation box to recover bulk behaviour.
See Section 4.9 for an exhaustive list of parameters used to adapt this model to the
physical systems studied in this work.
4.1 Coarse-grained molecular dynamics
The basic idea of (coarse-grained) molecular dynamics is straightforward and described in
detail in standard text books on simulation methods, such as12, 13. Only the central aspects
relevant to this work are reviewed in the following section.
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4.2 Interaction potentials
All particles interact with one another via potentials that describe their physical nature.
The polyelectrolyte is comprised of N particles representing the individual monomers.
A truncated, purely repulsive, Lennard-Jones or Weeks-Chandler-Anderson potential14
UWCA(rij) =
4ij
[(
σij
rij
)12
−
(
σij
rij
)6
+ 14
]
for rij < rcut
0 for rij ≥ rcut
(26)
is acting between all particles in the system determining their size. Here, rij is the distance
between two interacting particles i and j, σij sets the length scale, and ij the energy
scale of the interaction. The physical particle size is directly related to the parameter σij ,
which is therefore also seen as the effective size of the particles. In this study, the cutoff
rcut =
6
√
2σij ensures a purely soft repulsive interaction.
The N monomers are connected to a chain by finitely extensible nonlinear elastic
(FENE) bonds15
UFENE(rij) =
1
2
kR2 ln
(
1−
(rij
R
)2)
, (27)
with stiffness k, maximum extension R, and rij again being the distance between the
interacting monomers.
Together, these two potentials create a fully flexible self-avoiding polymer composed
by N units. Stiff polymers with higher persistence length are modeled by including a bond
angle potential
UBA(φ) =
K
2
(φ− φ0)2, (28)
where the angle φ created by three connected particles is harmonically restored to the
equilibrium angle φ0 via an elastic constant K.
Unbound ions interact via a WCA potential, Eq. 26, that defines their physical size.
4.3 Continuum electrostatics
All particles in the system, i.e., all N monomers and all ions, carry an electrical charge qi
that creates a non-bonded long-range interaction given by the Coulombic potential
UC(rij) =
1
4pi0
qiqj
rrij
. (29)
Here, qi and qj are the effective charges on each particle, 0 is the permittivity of free
space, and r is the dielectric constant of the medium. When an explicit polar solvent is
used, including r is not necessary. However, for simulations with either implicit or non-
polar solvent models, as the ones used in this study, r is an effective dielectric constant
that includes the screening effects due to the medium (e.g., r = 80 for water).
When the system is simulated at a certain temperature T by using a thermostat, Equa-
tion 29 is commonly reformulated as
1
kBT
UC(rij) = lB
qˆiqˆj
rij
, (30)
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using the Bjerrum length lB as defined by
lB =
e20
4pi0rkBT
, (31)
which represents the distance at which two unit charges experience an electrostatic poten-
tial that is equal to the thermal energy kBT .
4.4 Electrostatics in periodic boundary conditions
In this study, as well as in many others, periodic boundary conditions are used to approach
bulk system behaviour within the limit of currently available computer systems. The main
simulation cell is extended infinitely in all dimensions via copies of itself. In this way, it
can be avoided that particles which are close to the boundary of the simulation cell, “feel”
a different environment than particles in the center of the cell.
Unfortunately, the calculation of the electrostatic interaction is complicated by the pe-
riodic boundary conditions as not only the contribution of the real charges but also of the
periodically repeated images has to be taken into account. Therefore, equation 29 has to
be rewritten as follows:
UC,PBC(~r) =
1
4pi
1
2
N∑
i=1
N∑
j=1
∑
~n∈Z3
† qiqj
|~rij + ~nL| , (32)
where ~rij = ~ri−~rj , the difference between the position of the charges. The sum over ~n is
taken over all simple cubic lattice points, ~n = (nxL, nyL, nzL) with nx, ny , and nz being
integers. The † indicates that the i = j term must by omitted for ~n = 0 to avoid to take
into account the interaction of a particle with itself.g
The use of Eq. 32 in order to compute electrostatic interactions is known as direct sum
method, which, although simple to implement, suffers from a major drawback: the sum
over ~n is an infinite series. This entails that when we want to evaluate the sum numerically
we must perform a cutoff, i.e., we assume that the contributions arising from larger ~n values
can be neglected. Unlike the WCA interaction (Eq. 26), which is extremely short ranged,
the Coulombic interaction is long ranged and only decays very slowly (∝ 1r ). While a
cutoff value is appropriate in one dimension12, the long-ranged contributions are important
in two or three dimensions and a too low cutoff value incurs large numerical errors. For
this reason, inclusion of electrostatic effects can be computationally expensive and many
sophisticated techniques have been developed to address this particular problem (see16 and
the references therein).
4.5 Ewald sum
The electrostatic force in a periodic system can be more efficiently calculated using an
Ewald sum, which involves calculating the short range interactions in real space and the
long range contributions in Fourier space17, 18.
gEquation 32 is only conditionally convergent in 3D. In other words, the value of the sum is not well defined
unless one specifies the way we are going to sum up the terms (spheric, cubic, cylindric, etc.).
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The algorithm is based on splitting the slowly convergent equation 32 into two series
which can be computed much faster at a given accuracy by expressing 1/r as
1
r
=
f(r)
r
− 1− f(r)
r
. (33)
An usual choice is f(r) = erfc(αr), where α is called the Ewald splitting parameter,
which result in the Ewald formula for the energy of the main cell
U = U (r) + U (k) + U (self) + U (dipolar) (34)
where U (r) is called the real space contribution, U (k) is the reciprocal space contribution,
U (self) is the self-energy, and U (dipolar) accounts for the dipolar correction.
In the case of performing a spherical sum over the lattice vectors ~n, the expressions for
these contributions are given by
U (r) =
1
2
N∑
i
N∑
j
∑
~n∈Z3
†
qiqj
erfc(α|~rij + ~nL|)
|~rij + ~nL| (35)
U (k) =
1
2L3
∑
~k∈K3,~k 6=0
4pi
k2
exp (−k2/4α2)
N∑
i
N∑
j
qiqj exp(−i~k · ~rij) (36)
U (self) = − α√
pi
N∑
i
q2i (37)
U (dipolar) =
2pi
(1 + 2)L3
(
N∑
i
qiri
)2
(38)
where K3 = {2pi~n/L : ~n ∈ Z3}.
In practice the sums for U (r) and U (k) are evaluated performing cutoffs given by rcut
and kcut. Typical implementations, as the one we are going to use, assume the minimum
image convention, i.e., , rcut < L/2 and therefore ~n = 0 in the expression for U (r).
The advantage of the Ewald sum is two-fold. On the one hand, the convergence of
Equations 35 and 36 is faster than the Equation 32 making it possible to define a more
efficient cutoff for a given accuracy. On the other hand, it is possible to derive exact
estimates for the error incurred by applying a certain cutoff.
4.6 Fast calculation of electrostatics
Although the Ewald sum method represents a substantial improvement with respect to the
direct sum, in many cases it is not as fast as one would desire. This drawback is specially
notorious when we are dealing with systems containing a large number of charged particles
and is mainly due to the fact that the computer time in Ewald sums scales with the number
of particles as O(N2), or in the best versions as O(N3/2). These scalings entail that the
computer time grows very quickly with the number of particles.
The approach is efficiently sped up by the use of fast Fourier transformation (FFT)
in commonly used algorithms: the so-called particle-particle-particle mesh (P3M)19, 20,
particle mesh Ewald (PME)21, and smooth PME (SPME)22 methods. See23 for a review
of the individual methods and a detailed comparison. Further interesting approaches to
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solve this problem are the (fast) multipole methods24 and the local reaction field (LRF)
method25. A number of fast electrostatic algorithms have been recently implemented into
the ScaFaCoS library26.
In this study, the P3M algorithm is used that scales like O (N log(N)) ∼ O(N). De-
serno et al.27 derived error estimates that predict the achieved accuracy of the method
based on the parameters chosen. This and other error estimates28, 29 are used in an auto-
mated tuning routine that checks all parameter combinations that yield the desired accuracy
α for the given system and selects the set that uses the least computation time. Recently
we also showed how to convert an SPME algorithm into the preferable P3M29. As a last
note we would like to note that all so far mentioned Coulomb solvers assume a uniform
dielectric background in which the charges reside. This is mostly true for bulk water, but
can be dangerous for charges near interfaces or inhomogeneities. For this, also specialized
Coulomb routines exist30–35.
4.7 Mesoscopic fluid models
An alternative approach to include hydrodynamic interactions is to model an explicit fluid
where fluid particles are interacting via a WCA potential (Eq. 26). This conceptually ob-
vious approach is easy to implement and preserves long-range hydrodynamic interactions.
In practise, however, as the trajectory of every fluid particle has to be calculated explicitly,
much computing time is spent on details of the fluid which are often not of interest. For this
reason, several modeling techniques to maintain the hydrodynamic interactions within the
fluid while neglecting the costly computational details of the fluid motion have been devel-
oped. The description of the hydrodynamic effects in these approaches lies in between the
use of an explicit description of fluid molecules and the solution to the continuous Navier-
Stokes equations (Eq. 1). In particular, a clever use of conservation laws allows these
methods to employ local algorithms to recover the solution to the hydrodynamic equations
in the large-scale/long-time limit, bypassing at the same time the molecular detail of the
fluid and thus reducing dramatically the computational cost of the simulation.
Nowadays, the most commonly used methods are Multiparticle Collision Dynamics
(MPC) – also called Stochastic Rotation Dynamics (SRD) – 36–38, Dissipative Particle Dy-
namics (DPD)39–41, and Lattice-Boltzmann (LB)42–45. There are several recent publications
reviewing the different mesoscopic fluid models:46–48.
4.7.1 Comparison of mesoscopic fluid models
All of the above methods use a simple (but sufficient) model to describe fluid dynamics,
and can also act as thermostats that define the local temperature when coupled to MD
particles. As such, they are well suited to study the polyelectrolyte electrophoresis as they
can dissipate the energy transferred to the system by the applied electric field.
Due to their conceptual differences, these methods use different types of parameters
to describe the fluid, which results in a different suitability for specific problems. For
example, while the fluid viscosity is directly accessible in LB methods, it becomes a com-
bination of different parameters and can only be controlled indirectly in DPD49. Similarly,
while DPD and LB can only approximate the continuous-time dynamics of the fluid when
the discrete time step is small, SRD is proven to yield correct long-time hydrodynamic
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interactions for any step size. However, SRD’s transport properties depend explicitly on
the chosen time step50. More differences between the methods arise if confined fluids or
interactions with large obstacles or particles are studied. Here, the ability to treat different
boundary conditions becomes important, which is covered in detail in the literature51, 52.
All three methods share a similar computational efficiency, and computation times de-
pend mainly on the implementation, on the computer system, and also on the investigated
system, see53 for an example. However, the speedup over explicit fluid simulations can be
a factor 20 or higher1, 2.
This study uses the Lattice-Boltzmann method that is briefly reviewed in the following
section. Related studies with DPD54, 55, MPCD56, 57, or a LB-PB lattice solver58–60 to cover
electrokinetic phenomena exist.
4.8 The Lattice-Boltzmann method
The Lattice-Boltzmann (LB) method is based on a solution of the discretized Boltzmann
transport equation, which by means of a Chapman-Enskog expansion leads to the Navier-
Stokes equation (Eq. 1) in the incompressible limit43, 45.
Figure 4: The 18 velocity vectors ~ci for a D3Q18 lattice. From the central grid point, the velocity vectors point
towards all 18 nearest neighbors marked by filled circles. Figure reproduced from4.
The main quantities in the LB approach are the particle densities ni(~r, t) at each point
~r on a spatially discrete grid at time t, rather than the fluid particles in the volume. It
is an inherently statistical approach, where discrete velocities ~ci(a/τ)(i = 1, . . . , b) are
associated to the particle densities ni(~r, t), with a being the grid spacing, τ the time step
of the discretization, and the ~ci vectors pointing towards the ith of b next neighbors on the
grid. Each of the ni(~r, t) can be interpreted as the fraction of fluid that will move with the
i-th discretized velocity at time t and position ~r.
The particle densities ni(~r, t) define the hydrodynamic quantities of interest, the mass
density ρ(~r, t), the fluid momentum ~j(~r, t), and the fluid velocity ~u(~r, t), as given by the
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following equations:
ρ(~r, t) =
∑
i
ni(~r, t) (39)
~j(~r, t) =
∑
i
ni(~r, t)~ci (40)
~u(~r, t) = ~j(~r, t)/ρ(~r, t). (41)
The LB method consists of two steps, a collision step and a streaming step. During
the collision step the particle densities at each lattice site are updated. In the streaming
step, the updated particle densities are propagated over the grid according to the associated
velocity vectors.
The evolution of ni(~r, t) in the collision step is described by the Lattice-Boltzmann
equation:
ni(~r + ~cia, t+ τ) = ni(~r, t) +
b∑
j=1
Lij(nj(~r, t)− neqi (ρ, ~u)), (42)
where the last term expresses the relaxation towards a local pseudo-equilibrium. The dis-
cretized Boltzmann equation provides a generic description for the time evolution of the
particle densities, but there is freedom in the choice for the actual form of the collision in-
tegral Lij . A common formulation is the Bhatnagar-Gross-Krook (BGK) approximation61
with a diagonal Lii = τ/τr, where τr is a phenomenological relaxation time. It prescribes
the timescale for the relaxation towards the equilibrium density neqi (ρ, ~u), which can be
written as
neqi (ρ, ~u) = ρa
ci
(
1 +
~u · ~ci
c2s
+
(~u · ~ci)2
2c4s
− u
2
2c2s
)
(43)
with cs being the speed of sound.
However, in ESPResSo, following44, 1, 62, a general form for Lij was used, where the
matrix structure is derived from physical and numerical arguments. The method is gen-
erally referred to as the Multi-Relaxation Time (MRT) version of the Lattice-Boltzmann
developed by d’Humie`res63. In this formulation the collision occurs in mode space. In
mode space the first mode is the mass, followed by three momentum mode as given in
equation 39. The next three modes represent the bulk stress of the fluid, and are followed
by three modes representing the shear stress of the fluid. The bulk modes are linearly re-
laxed with a relaxation time τb = τ/λb while the shear modes are relaxed with a relaxation
time τs = τ/λs. The 9 higher order modes, which have no obvious physical meaning, are
called ghost modes and are not relaxed as it is unclear how to properly relax them. For a
more detailed explanation we recommend the doctoral thesis of Ulf D. Schiller62.
One can show via Chapman-Enskog expansionh that this model leads to the Navier-
Stokes equations in the limit of small Knudsen and Mach numbers. From this, the relation
hThe Chapman-Enskog expansion is essentially an asymptotic analysis in time and space with t1 = t and
r1 = r followed by a Taylor expansion of ni to second order in . Using that the conservation laws for mass
and momentum must hold at every order in  together with the substitution of the expansion of ni into the
Boltzmann equation 42 leads to the hydrodynamic equations when collecting terms in orders of .
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between the non-trivial eigenvalue λ of Lij and the kinematic viscosity ν follows:
ηs = −ρa
2
3τ
(
1
λs
+
1
2
)
(44)
ηb = −2ρa
2
3τ
(
1
λb
+
1
2
)
(45)
which can be used to specify the shear, ηs, and bulk, ηb, viscosity as an explicit input
parameter for the LB method.
In order to thermalize the fluid under electrophoretic conditions, a stochastic term
n′i(~r, t) = −Dq
∑
αβ
σ′αβciαciβ (46)
fulfilling fluctuation-dissipation relation is added to the Lattice-Boltzmann equation (42)44.
It has recently been shown that this noise has to be applied to all non-conserved modes of
the collision operator to prevent poor thermalization on smaller length scales, and not only
to the elements of the viscous stress tensor64, 65.
4.8.1 Coupling LB to coarse-grained molecular dynamics
On the length and time scales important in polyelectrolyte electrophoresis, the physical
observables do not depend on the microscopic details of the coupling between the LB
fluid and the coarse-grained molecular dynamics particles, as long as it is assured that the
hydrodynamic interactions within the fluid evolve on time scales faster than the diffusion
time scale of the monomers. Therefore, it is not necessary to resolve the shape of the
particles for the fluid, but they can instead be treated as point particles. This approach was
originally suggested by Ahlrichs et al.1.
In analogy to the Stokes friction for a sphere in viscous fluid, the force on a particle
exerted by the fluid is assumed to be proportional to the difference between the monomer
velocity ~v and the fluid velocity ~u at the monomer’s position
~FD = −Γbare (~v(t)− ~u(~r, t)) . (47)
Here, the friction coefficient Γbare determines the strength of the interaction between fluid
and particles. In order to conserve total momentum of fluid and monomers, the opposite
force has to be assigned to the fluid in the particles’ cell fulfilling
− ~FD/a3 = ∆
~j
∆t
=
∑
i
∆ni(~r, t)~ci
ρ
a2τ∆t
. (48)
As the fluid velocity ~u is only defined at the grid sites, ~u(~r, t) has to be interpolated to the
particle position. This is done by a simple linear interpolation with the neighboring grid
nodes, as indicated in Figure 5.
Additionally to the dissipative coupling, a stochastic random force is added to model
the thermalizing properties of the fluid:
~FR = ~ζi(t). (49)
As for simulations using a Langevin thermostat, ~ζi(t) has to fulfill the following equations:
〈~ζi(t)〉 = 0 and 〈~ζi(t) · ~ζj(t′)〉 = 6ΓbarekBTδijδ(t− t′). (50)
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u(1,t) u(2,t)
u(3,t) u(4,t)
u(r,t)
Figure 5: The coupling scheme between fluid and particles is based on the interpolation of the fluid velocity ~u
from the grid nodes marking the cell the particle is in to the actual position ~r of the particle. This is done by
linear interpolation. The difference between the actual particle velocity ~v(t) and the interpolated velocity ~u(~r, t)
is used in the momentum exchange of Equations 47 and 48. Figure reproduced from4.
Again, the added momentum has to be transferred to the fluid following Eq. 48.
Both ~FD and ~FR are added to the total force ~FT before integrating the equations of mo-
tion for the particles. At the same time, the fluid is updated according to the LB method.
The momentum exchange between particles and fluid correctly reproduces long-range hy-
drodynamic interactions at relatively low computation costs compared to an explicit fluid.
4.8.2 Validity of the LB Coupling Scheme
In this subsection (taken verbatim from66), we take a deeper look at the coupling scheme
introduced in the previous subsection. We note that the considered coupling mechanism
is not over-damped, but resolves the inertial time scale. It is helpful to quantify this scale
for an illustrative case. Assuming a colloid of R =1 µm radius with the density of water
immersed in water, the characteristic time scale of the decay of the velocity to the velocity
is
m/Γbare = ρ
4pi
3
R3/6piηR ≈ 200 ns. (51)
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In comparison, the time to diffuse over its own radius is
r2/DkBTR
2/6piηR ≈ 5 s. (52)
This time scale is a factor of approximately 107 larger than the inertial time scale. Ac-
cordingly, the Schmidt number is 107. Matching both numbers independently is thus very
difficult, as the number of time steps must be at least equal to the ratio of the two. Using
the Lattice-Boltzmann algorithm for colloidal particles is only be practical following the
idea of telescoping of time scales67. If two time scales in a physical system are sufficiently
separated, a simulation method can be applied where the time scales are closer together
but still sufficiently separated. Practically, a much smaller Schmidt number may be as
good as the correct one, which allows a significant reduction in the number of time steps.
The clear advantage of using an algorithm where the inertial time scale is resolved, is that
hydrodynamic interactions can be achieved by purely local operations.
Interestingly the friction coefficient Γbare in Eq. 47 is not identical to the inverse mo-
bility of a particle. When a force ~Fext is applied to a particle also the underlying fluid
starts to move, as it is accelerated by the friction force. A stationary state is reached, when
the applied forces and the friction force cancel, and then the applied force is completely
transferred to the fluid. The particle velocity will then be given by
~v = ~Fext/Γbare + ~u (~r) . (53)
Note, that due to the finite resolution of the grid, the fluid velocity at the particle position
remains finite, in contrast to the divergent Stokeslet in the continuum case. Hence, if
the resolution of the LB fluid is raised, the velocity at the position of the particle can
be expected to be proportional to the resolution, as the flow field, decaying like 1/r, is
finer resolved. Furthermore in the Stokes equation the fluid velocity is proportional to the
inverse of the viscosity. These dimensional arguments lead to a particle mobility of the
form
~µ =
1
Γbare
+
g
ηa
, (54)
which was suggested by Ahlrichs and Du¨nweg1. g is a numerical constant, which is sup-
posedly independent of all other parameters. We performed the same check of this formula
as Ahlrichs and Du¨nweg, and could confirm this behaviour for sufficiently high viscosities.
As the LB method only fulfills the Stokes equation in the limit of large lengths, the flow
field on short distances may deviate from the 1/ηa scaling discussed above. This is why
the numerical value of g also depends weakly on the viscosity. For the D3Q19 method
with the first order coupling, g is around 0.04.
We define the hydrodynamic radius RH of a particle coupled by this method as the
radius of a sphere with the same mobility in the same medium. This leads to the following
expression
1
RH
=
6piη
Γbare
+
6pig
a
. (55)
Thus for all choices of η and Γbare, the hydrodynamic radius can be at maximum
RH ≤ a
6pig
≈ 0.75a. (56)
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This point is very important from a practical perspective. Making the lattice of the LB
finer does not leave the physics unchanged. On the contrary, it weakens the hydrodynamic
interactions, as the hydrodynamic radius is decreased.
As a further test, we investigated the conductance of an electrolyte. Onsager68, based
on work of Debye and Hu¨ckel, derived a model for how the conductance of an electrolyte
depends on the concentration. His theory applies for sufficiently small concentrations,
and contains two effects, relaxation and retardation. First, the radial distribution of ions
is skewed by the applied electric field, the relaxation effect. This leads to a reduction
of the field strength at the position of the ion, and hence a reduction of the conductance.
Second, ions of opposite charge moving in opposite directions are subject to hydrodynamic
interactions which also slow them down, the retardation effect. In Onsager’s calculation,
hydrodynamic interactions are taken into account on the Oseen level. The results of this
calculation is known as the Debye-Hu¨ckel-Onsager limiting law and is contained e.g., in
many physical chemistry books. For a 1:1 electrolyte, it can be brought to a particularly
simple form, where it reads as
σ = 2cµ0
(
1− 0.07λB
λD
− RH
λD
)
, (57)
where c is the salt concentration. It is apparent, that the retardation term vanishes for
vanishing hydrodynamic radii.
For small c, the Debye-Hu¨ckel-Onsager law is exact. Interestingly, this means that the
conductivity can not be expanded in a Taylor series in c, as the slope at c = 0 is infinite,
but must be expanded in terms of
√
c. Different empirical extensions have been proposed
to extend the range of applicability of this formula to higher salt concentrations.
We performed simulations of a monovalent electrolyte at room temperature represented
by spherical particles interacting with the WCA potential with σ = 0.45 nm and  = kBT .
The hydrodynamic radius were set to be commensurate with that of K and Cl ions to 0.15
nm. This was done by using a lattice constant of 0.34 nm. This length was chosen as the
unit of length in the simulations. The mass of both cations and anions was chosen as unity.
Using the mean experimental mass this fixes the unit of time of our simulations to 1.5 ps.
We chose a viscosity of 0.8 in simulation units, corresponding to 0.11 mPa s. This is a
factor of 10 smaller than real water, but the resulting diffusion constant is 1.3 10−8m/s
also a factor of 10 larger. The Schmidt number is even smaller by a factor of 100, as we
have reduced the viscosity and enhanced the diffusion constant. The box shape is cubic
with an edge length of 20 simulation units, or 6.68 nm. The choice of the parameters is
convenient from a practical perspective, as the diffusion constant is relatively high, and
therefore simulated systems exhibit a high signal-to-noise ratio. On the other hand, the
fluctuation-dissipation theorem is fulfilled sufficiently precisely to derive unique transport
coefficients. It is, however, not unique, and from our perspective further investigations of
the role of the parameters are necessary.
In Fig. 6 the result is depicted and compared to experimental results to NaCl from69.
Furthermore we compare the results to simulations without hydrodynamic interactions us-
ing Langevin dynamics. The friction coefficient in the Langevin dynamics simulations are
chosen such that the mobility of an isolated particle is matched. The conductance of the
experimental data is normalized by its value at infinite dilution, and the simulation data is
normalized by the mobility of isolated particles.
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Figure 6: Specific conductance of an electrolyte simulated with Langevin dynamics and the LB method. (a) Plot-
ted with a linear concentration axis, (b) axis scaled by the square root of the concentration. Simulation data with
Langevin dynamics are shown as squares, and data obtained with the LB method are shown as circles. Experi-
mental data, interpolated with splines, is shown as grey lines. The result of the Debye-Hu¨ckel-Onsager (DHO)
formula is added in the right plot as dashed lines, both with (blue) and without the hydrodynamic contribution
(red). Figure reproduced from66.
The agreement with the experimental data is very good. The simulation data captures
the experimental curve almost to the statistical accuracy of the simulation data. The relax-
ation effect is weaker than the retardation effect, but constitutes an important contribution.
For small electrolyte concentrations we find considerable deviations, that are caused by
the finite size of our simulation box. For the smallest considered salt concentration only
four ion pairs were used. Such a good agreement between simulation and experiment is
somewhat surprising, and quite encouraging. Our simulation data not only captures low
concentration as the Debye-Hu¨ckel-Onsager law, but can describe the experimental data
over the entire concentration range.
4.8.3 Technical remarks on LB
The implementation used in this study allows to specify the fluid and the coupling via five
parameters:
• the average fluid mass density ρ,
• the kinematic viscosity ν,
• the grid spacing a,
• the time step τ used for the fluid evolution,
• and the coupling parameter Γbare.
Whereas the first two parameters define the physical properties of the fluid, and the fol-
lowing two parameters detail the numerical discretization, the coupling parameter has no
predefined meaning. However, it can be related to the single particle friction coefficient
Γbare of the implicit fluid model via equation 55
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Description Typical values used
General N length of polymers in monomers 1 . . . 256
nc number of chains 1 . . . 20
cS concentration of additional salt 0 . . . 1M
σ0 length scale of the system 2.5 . . . 4.2 A˚
kBT energy scale of the system 1.0
m0 mass scale of the system 1.0
Interaction σij length scale of the WCA potential 1.0
potentials ij energy scale of the WCA potential 0.25
(Section 4.2) k spring constant for the FENE springs 30.0
connecting the PE monomers
R maximal extension of the FENE springs 1.5
K harmonic constant of the bond potential 0 . . . 30.0
to increase the persistence length
φ0 equilibrium angle of the bond potential 0◦
∆t time step for the integration of motion 0.01
Electrostatics qi charges of the particles 1.0
(Section 4.3) lB Bjerrum length (≈ 7.1 A˚/σ0) 1.7 . . . 3.4
α accuracy requirement for electrostatics 1e−4
Hydro- ρ density of the mesoscopic LB fluid 0.5 . . . 3
dynamics ν kinematic viscosity 0.3 . . . 3.0
(Section 2) a grid spacing of the lattice 1.0
Γbare coupling constant for the particles 20.0 . . . 50
τ time step for the update of the fluid 0.01 . . . 0.05
Table 1: Summary of the parameters typically employed in hybrid LB-MD simulations, including the range of
values used in this study. Parameters without physical units are specified in reduced MD units.
Finally, it remains to be pointed out that the parameters specifying the length and time
scales of the molecular dynamics simulation, σij and ∆t, and of the LB fluid, a and τ , can
be chosen independently of one another. However, as the grid spacing a defines the length
scale on which hydrodynamic interactions are correctly resolved, it should be similar or
smaller than σij . On the other hand, one can confirm easily that τ can be chosen up to
5-times larger than ∆t without a significant loss in accuracy for the systems investigated
in this work. As the updating of fluid is the most time-consuming step during simulation,
this provides a significant speed-up in computation time.
4.9 Typical system parameters
The typical parameters given in Table 1 can be specialized to match the physical properties
of a target system.
Unless indicated, all simulation parameters are given in reduced units in the energy
scale kBT , the mass scale m0 and the relevant length scale σ0 that is used to match the
model to a specific physical system.
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4.10 Determining transport coefficients in simulations
The simulation model is used to determine two different transport coefficients for the model
polyelectrolyte that are likewise determined in the associated experiments.
4.11 Diffusion
The diffusion coefficient D characterises the thermal motion of the polyelectrolyte. It is
obtainable from the simulation trajectory of the polyelectrolyte chain, by measuring the
slope of the center of mass’ mean-square displacement
D =
〈
[~rcm(t)− ~rcm(0)]2
〉
6t
,
where ~rcm is the position of the center of mass, and t is the time. The angular brackets
〈. . .〉 indicate the averaging over many configurations.
Alternatively, the diffusion coefficient D can be obtained from the integration of the
velocity auto-correlation function of the center of mass
D =
1
3
∫ ∞
0
〈~vcm(t) · ~vcm(0)〉 dt. (58)
Here, ~vcm is the center of mass velocity of the polyelectrolyte at a given time. Again, the
angular brackets 〈. . .〉 indicate the averaging over many configurations.
(a) (b)
Figure 7: The diffusion coefficient D of a polyelectrolyte chain of length N = 32 is determined (a) via a fit
(dashed line) to the linear part of the mean square displacement, which yields a diffusion coefficient of D =
0.0045 ± 0.0002 via Equation 4.11, (b) and via fitting a t−3/2 power law to the long-time tail of the center of
mass auto-correlation function and using Equation 58, which results inD = 0.0041±0.0005. Figure reproduced
from4.
The accuracy of both methods depends on the number of statistically independent data
samples. In Figure 7, sample graphs to determine the diffusion of a polyelectrolyte chain
of length N = 32 using Equations 4.11 and 58 are presented. Since simulations with
hydrodynamic interactions are computationally very demanding, the achievable accuracy
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is limited. The errors are determined from the statistical fluctuations of the data and the
uncertainty in the fit parameter.
In Figure 7a, the diffusion is obtained from a fit to the linear part of the mean square
displacement. This yields a diffusion coefficient of D = 0.0045 ± 0.0002 in simulation
units. To calculate the integral in Equation 58, a fit to the slowly decaying long-time tail
of the center of mass’ velocity auto-correlation function has to be obtained as shown in
Figure 7b. Here, the theoretical predicted functions are used to match the long-time tail:
without hydrodynamic interactions, an exponential decay of the velocity correlations is
expected, whereas with hydrodynamic interactions the correlation function decays with
t−3/2. The figure shows the more interesting case with hydrodynamic interactions. The
combined results of simulation data and long-time fit are integrated and a diffusion coeffi-
cient of D = 0.0041 ± 0.0005 is obtained, which is in agreement with the corresponding
value obtained from the mean square displacement.
Both methods are strictly equivalent for classical systems, but for the remainder of this
work, the integral method is used to obtain the diffusion coefficient as one can use a similar
formulation to obtain the mobility of the polyelectrolyte (see Equation 60), and thus can
determine both quantities without additional computational effort.
4.12 Electrophoretic mobility
The second transport coefficient of interest is the electrophoretic mobility µ. It charac-
terises the motion of the polyelectrolyte in an external electric field.
In capillary electrophoresis experiments70, the electrophoretic mobility of the solute is
determined by the ratio of the velocity to the applied electric field. This method can be
directly transferred and applied to computer simulations. The external electric field E is
modeled by a constant force proportional to the electric charge acting on the particles in
the solution. This causes a directed motion with a certain velocity v. From this one can
obtain the electrophoretic mobility
µ =
v
E
. (59)
Transforming this in a straightforward way to simulations is not always advantageous.
Polyelectrolyte mobilities in free solution are of the order of 4 · 10−8 m2/Vs71–74; under
experimentally used electric fields of up to 1000 V/cm, this leads to a velocity of about 100
nm/s. Having in mind the natural diffusive motion with a diffusion constant of D ≈ 10−10
m2/s75, 73, this directed electrophoretic motion is difficult to separate from the underlying
fluctuations within the accessible time frame of simulations that usually is limited to mi-
croseconds.
This problem can be overcome by simulating long trajectories at the expense of com-
puting time. Applying an artificially high external field also reduces the computational
effort, but may induce a conformational change of the polyelectrolyte and its surrounding
counterions, which leads to significant discrepancies between experimentally observed re-
sults and simulations. According to Netz et al. this effect is attributed to the polarisation
and the following removal of the counterion cloud surrounding the polyelectrolyte76, 77.
Below a critical value, the mobility is not affected by the electric field, and the system is in
the linear response regime.
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Experimentally used electric fields are usually below 1 kV/cm, which corresponds to
a reduced field strength of E = 0.001, and as such are far below the critical threshold.
This study focuses on the behaviour of polyelectrolytes in weak electric fields below the
threshold ofE ≈ 0.2. For simulations, the usage of a weak electrical driving force requires
long simulations times, in order to be able to accurately separate the directed motion from
the thermal fluctuations.
Alternatively, the electrophoretic mobility can be calculated from the following Green-
Kubo relation
µ =
1
3kBT
∑
i
qi
∫ ∞
0
〈~vi(0) · ~vcm(τ)〉 dτ, (60)
where the summation is over all charged particles (monomers, counterions, and salt ions)
in the system, and the ~vi are their individual velocities and the qi their charges. Here,
~vcm is the velocity of the center of mass of the polyelectrolyte. This approach has been
successfully applied in simulations of charged colloids78, 8. Please refer to the ph.d. thesis
of Dr. Kai Grass4 for a detailed derivation of Equation 60.
This method guarantees that no conformational changes of the chain structure or the ion
distribution are induced by an artificially high external field. Another beneficial side effect
of this method is that both transport properties can be obtained from the same simulation
trajectories in the absence of an applied field without additional computational effort.
5 Electrophoresis of a Colloidal Sphere
In this section (with large sections taken verbatim from references79, 78, 80) we review work
done on the electrophoresis of colloidal spheres using the hybrid LB-MD scheme. Instead
of using a stationary exclusion represented by bounce-back boundary conditions to model
the colloid, we use point particles (‘monomers’). The coupling of the monomers which
make up the colloid to the surrounding fluid is as described in Section 4.8.1. The flow
velocity at the location of the monomer is obtained via linear interpolation from the sur-
rounding lattice sites, and this implies that the lattice spacing should be of the order of
the monomer size. The advantage of this approach is that it is quite flexible, because var-
ious large objects of soft matter physics (colloidal particles, polymer chains, membranes,
etc) can be built up from elementary monomers, without major restructuring of the un-
derlying simulation program. However, it is not possible to model the colloidal particle
just in terms of a single monomer. While the electrostatic interactions plus the excluded
volume between colloidal particle and counterions could be easily represented in terms of
a single strongly charged particle with large repulsion radius, such a particle would have
inappropriate hydrodynamic properties. The fluid would be coupled only to the centre of
the particle, while a faithful representation of the hydrodynamics requires stick bound-
aries at the surface of the particle, or a good approximation thereof. Furthermore, we
wish to faithfully represent the particle’s rotational motion. For these reasons, we add a
two-dimensional tethered network of monomers which we wrap around the surface of the
central sphere, such that the overall structure resembles a raspberry as seen in Figure 8.
The coupling to the solvent is then done only via the surface sites in terms of the monomer
friction coefficient. For reasonably large friction, this is an excellent approximation to a
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stick boundary condition, as has been shown in81 in terms of both the translational and the
rotational motion of the sphere, see also 82 .
Figure 8: Raspberry-like model of a colloidal sphere. There is a central large bead of radius R = 3 and charge
Z = 20. The small beads of radius 1 are connected with their nearest neighbors on the surface via FENE bonds.
A repulsive soft-core potential is also operating between all the monomers. The counterions are moving freely in
space and interact with the central bead via the Coulomb potential and the repulsive LJ potential. Figure taken
from79.
In the work presented here the electrophoresis of colloids of radius R = 3 was inves-
tigated using the aforementioned raspberry model. In order to define a dynamic effective
charge of the colloid, which is related to the zeta potential, we look at the radial distribu-
tion of the ionic velocity in the double layer, taking the velocity component in the direction
of the external field as shown in Figure 9. As the instantaneous velocities are governed
by thermal fluctuations and thus have a very small signal-to-noise ratio, we calculated the
average velocity over 10 LJ time units. This procedure averages out the stochastic compo-
nents of the velocity so that the directional drift dominates the motion. The corresponding
average curves are shown in figure 5. The velocity is shown relative to the mean veloc-
ity of the colloid. We see that the ions in the nearest surroundings of the particle surface
move along with the colloid. The relative velocity reaches unity at about r = 4, which is
in agreement with the shear plane being about one ion diameter from the surface. From
there, the correlation decreases monotonically and turns negative at about r = 8. We then
see a region of anti-correlation spanning until r = 15, the half-box distance. In this re-
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gion, the ionic drift velocity is anti-parallel to the colloidal one. Since there is no well
defined plateau near the particle, it is not possible to define a slip surface (where the ion
motion stops being fully correlated with that of the central particle) unambiguously, al-
though r = 4.5 (the dotted line) seems like a reasonable value. This defines, on the one
hand, the effective hydrodynamic radius of the overall object, and on the other hand the
effective charge (i.e. the charge within the slip surface). Furthermore, the zeta potential
would be the electrostatic potential at this surface minus the potential at infinity.
Figure 9: Radial distribution of the ionic drift velocity along the external field direction for colloids of different
charge in an external electric field E = 0.2. The thin dashed curve indicates the approximate position of the slip
surface. The various curves represent different bare colloid charges ranging from Z = 40 (the solid orange
curve) to Z = 120 (the dash-dotted turquoise curve).Figure taken from79.
In Figure 10 we examine the reduced mobility as a function of the bare colloidal charge
Z. Three curves are shown, two where an electric field is applied to the system and the
mobility is calculated directly as the velocity divided by the applied external field, and one
using the Green-Kubo method as described in Section 4.12. While the direct method with
an applied field of E = 0.1 is in good agreement with the mobility measure using the
Green-Kubo method, the curve for E = 0.2 shows a significantly larger mobility. This
is because the velocity is a nonlinear function of the applied electric field and mobilities
calculated at higher electric fields tend to overestimate the colloid’s mobility. It should be
noted that the electric fields at which this occurs are on the order of 100,000 V/cm, which
is much larger than what is achievable experimentally. The advantage of using a high elec-
tric field is an improved signal (velocity, which is proportional to E) to noise (diffusion,
which is independent of E) ratio. For this reason most electrophoresis simulations try to
use the highest electric field for which the velocity is still a linear function of the applied
field The mobility itself first sees a linear increase in the mobility for low charges as one
would naively expect. In this regime the electrostatic potential in the vicinity of the col-
loid’s surface is relatively small and thus the nonlinear nature of the Poisson-Boltzmann
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equation is not yet apparent. As the charge on the colloid increases the nonlinear terms in
the Poisson-Boltzmann equation cause the counterions to strongly adsorb to the colloid’s
surface. These strongly adsorbed ions are also firmly hydrodynamically coupled to the
colloid’s surface due to their close proximity. When one examines the mobility values
closely, one actually sees a slight drop in the electrophoretic mobility at the highest bare
charges. This is only possible due to a second effect, often referred to as the relaxation
force. The charged double layer is perturbed by the applied electric field, creating a dipole
in the charge cloud. This perturbation results in an electrostatic force between the coun-
terions and the oppositely charged colloid. This additional force on the colloid is in the
opposite direction as that from the applied field, thereby reducing the colloid’s mobility.
Figure 10: Reduced electrophoretic mobility of the colloidal particle, as a function of its charge Z . No salt is
added, and, apart from the central colloid, the system comprises of Z monovalent counterions. The linear box
size is L = 30. For strong driving field E, one observes nonlinear effects, while the results for weak driving
agree favorably with the results of Green–Kubo integration (GKI). Note that the driving field is here given in the
Lennard-Jones unit system of the simulation. Figure taken from80.
Comparing the experimental and simulated mobility data in Figure 11, where the re-
duced mobility is shown as a function of the colloid density, one observes good agreement
as long as the density is sufficiently large. However, simulation and experiment deviate
in the regime of very low volume fractions. The reason is that at low densities the rel-
ative amount of the counterions in the experimental system becomes small compared to
the back- ground ionic concentration (in this case, due to water dissociation), so that the
dependence of the mobility on the volume fraction weakens. In the regime of background
salt dominance, it should not depend on the colloid density at all, as it is assumed in the
electrokinetic theories. In principle, one must expect that the salt species will introduce
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yet another dimensionless parameter into the problem. However, we found that the ef-
fect of salt can be incorporated, within a reasonable approximation, by just adding the salt
concentration to the counterion concentration, such that we obtain a new scaling variable
κR with κ2 = 4lB(ni + nsalt), where ni is the counterion density and nsalt) is the salt
concentration. While not mathematically rigorous, this has been shown to be a reason-
able approximation in closed nanoscopic systems over a wide range of salt and counterion
concentrations83. The use of this procedure can be supported by the observation that the
electrostatic potential in the regions centered between the colloids varies only weakly, such
that a description in terms of a linearized PB equation is possible. In these regions, how-
ever, the local counterion concentration contributes to the screening parameter, too.
All of the simulations presented to this point were performed using only counteri-
ons. The unabsorbed counterions are then used to calculate an effective salt concentration.
Figure 12 compares data obtained in a series of simulations at zero salt concentration and
multiple colloids to results of simulations at constant but increasing amounts of added salt.
The data coincide over a considerable region of R. The salt series curve continues with a
slight increase, which is also a feature seen in the classical electrokinetic works84, 85. Yet,
we note that the minimum on the electrophoretic mobility can be related to the general
behavior of the ionic double layer for highly charged colloids86. The agreement of the mo-
bilities obtained for the same effective charge (total charge minus the number of adsorbed
counterions) and R again supports our mapping postulate. Moreover, it clearly shows that
the sort of ions present in the cloud is of minor importance for the mobility. The elec-
trolyte effect, which leads to slowing down the particle drift, is produced in one case by
solely counterions and in another case by both counterions and salt ions. In both cases
it is only the total ion concentration that matters. Generally, we expect this scaling to be
valid across the weak screening regime, κR . 1, but deteriorate at high salt conditions,
κR  1, where our assumptions of insensitivity to the ion parameters and the close cor-
relation between the static effective surface potential and the zeta potential are no longer
justified.
6 Free Solution Electrophoresis of Polyelectrolyte Chains
In this section we simulate the mobility of a single charged polymer (a polyelectrolyte)
in bulk (free solution). The material in this section is largely taken verbatim from the
thesis of K. Grass87. More details on polyelectrolyte electrophoresis can be found in the
reviews88, 89.
We determine the electrophoretic mobility µ as the ratio between the measured center
of mass velocity vPE and the magnitude of the electric field E:
µ =
v
E
.
For comparison, the results are normalized by the monomer mobility µ1.
In a previous publication90, we employed a mesoscopic coarse-grained model using
molecular dynamics simulations in connection with a Lattice-Boltzmann (LB) algorithm
to extend the theoretical understanding of polyelectrolyte electrophoresis on a more de-
tailed level, and in particular, we intended to investigate the role of hydrodynamic inter-
actions in these systems. Our results were able to match the free-solution electrophoretic
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Figure 11: Reduced electrophoretic mobility of a spherical particle versus (a) particle volume fraction and (b)
reduced screening parameter, calculated from counterion and salt contributions (see text) for various systems with
matching Z. The solid curves represent a fit to the experimental data. Figure taken from78.
mobility µ of short polyelectrolyte chains, here polystyrene sulfonate (PSS), as a function
of the number of repeat units N with quantitative agreement to experiments as shown in
Figure 13. Since the three data sets have different solvent viscosities the mobility is nor-
malized by the corresponding constant mobility for long chains, the so-called free-draining
mobility, µFD. The electrophoretic mobility increases for short oligomers, reaches a max-
imum for intermediate degrees of polymerization, and slowly decreases towards a plateau
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Figure 12: Variation of the electrophoretic mobility of particles of charge Z = 60 in an external field E = 0.1
versus the reduced screening parameter. The screening parameter was calculated from the concentration of the
free ions at different colloid volume fractions and/or concentrations of added 1:1 salt. The curve is a guide to the
eye. Figure taken from78.
value for long chains. To understand this observation, the hydrodynamic interactions were
investigated in detail and we found that they are actually the major driving force for the
length dependent mobility for short and intermediate chain lengths. The constant mobility
for long chains can be attributed to an effective screening of hydrodynamic interactions,
which leads to the so-called free-draining behavior. The inset in Figure 13 shows a com-
parison to a coarse-grained simulation that neglects hydrodynamic interactions. This leads
to a qualitatively completely different behavior, showing a monotonically decreasing mo-
bility. Agreement to the experimentally observed behaviour is only achieved as long as
hydrodynamic interactions are included correctly as has been shown in detail in our previ-
ous investigations91, 90.
Figure 14 displays the characteristic behaviour of flexible polyelectrolytes for vanish-
ing salt concentration cs = 0 mM: initially, the electrophoretic mobility increases with
N to reach a maximum at intermediate chain lengths and then slowly decays towards a
constant value for long chains. This constant value, often called the free-draining limit
µFD, can be explained by the length independence of the ratio between effective charge
and effective friction for long chains as we will show later.
In the presence of added salt, the long chain mobility is reduced, which is consis-
tent with the experimentally observed behavior92. Furthermore, the shape of the curve is
influenced, and the maximum at intermediate chains is suppressed for increased salt con-
centration. At cs = 160 mM the maximum disappears and the measured mobility becomes
length independent within the resolution of the simulation. A further increase of the added
salt concentration leads to a further reduction of the limiting mobility µFD, not shown here,
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Figure 13: The normalized electrophoretic mobility µ/µFD as a function of the number of repeat units N for
simulation data including hydrodynamic interactions (HI), and experimental data coming from capillary elec-
trophoresis (CE) and from electrophoretic NMR. The inset compares to simulation data obtained with a model
neglecting hydrodynamic interactions. Figure reproduced from87.
while the monomer mobility µ1 remains almost unchanged. This leads eventually to an in-
verted length-dependence with a monotonic decrease of the mobility towards the limiting
value.
In the simple local force picture, the constant center of mass velocity vPE that de-
termines the electrophoretic mobility is a direct result of the cancellation of two acting
forces: the electric driving force FE = QeffE is canceled by the solvent friction or drag
force FD = ΓeffvPE. Here, Qeff is the effective charge of the polyelectrolyte, which can
be thought of as the bare charge of the polyelectrolyte reduced by oppositely charged ions
in solution that associate to the polyelectrolyte chain. The association of counterions to a
PE chain is known as counterion condensation93, 94. The compound formed by the poly-
electrolyte and the associated ions is moved through the solvent under the influence of the
external field and experiences a Stokesian drag force with an effective friction coefficient
Γeff that is a priori unknown. In the steady state both forces balance and the mobility is
given by
µ =
v
E
=
Qeff
Γeff
.
Next, let us compare the results of Figure 14 to the case when long-range hydrody-
namic interactions between the particles are neglected in simulations, i.e., by using a stan-
dard Langevin thermostat. The results are shown in Figure 15. One immediately notices
that the observed electrophoretic mobility differs significantly from the behaviour observed
in Figure 14. Independent of the salt concentration, the mobility decreases monotonically
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Figure 14: The normalized electrophoretic mobility µ/µ1 of polyelectrolyte chains of lengthN for three different
salt concentrations using the LB algorithm. The added salt not only influences the absolute mobility, but likewise
changes the characteristic shape of the mobility with respect to chain length N . Figure reproduced from87.
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Figure 15: The normalized electrophoretic mobility µ/µ1 for different chain length N at varying salt concentra-
tions cs without hydrodynamic interactions differs significantly from the behaviour observed in Figure 14. The
mobility shows a salt-dependent monotonic decrease for short chains and a salt-independent constant value for
long chains. Figure reproduced from87.
with chain length and slowly approaches a constant value for long chains which is indepen-
dent of the salt concentration. While the mobility is indeed chain length independent for
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long chains, the qualitative behaviour is drastically different compared to both the exper-
imental results and simulations including hydrodynamic interactions. This is an excellent
example of how failure to account for hydrodynamic interactions can fail to even qualita-
tively reproduce the physics of a system.
7 Electrophoresis of a Polyelectrolyte-Grafted Colloid
In this section we examine the mobility of a polyelectrolyte-grafted colloid, the material
for this section is largely taken verbatim from95. The electrophoresis of bare charged par-
ticles of different shapes and surface charges, such as DNA, spherical colloids, and flat
surfaces has been extensively studied in the past decades. Recently, specific attention was
drawn to the phenomenon of mobility reversal of such particles as a function of the ionic
strength. This mobility reversal is, however, related to charge inversion and thus, limited
to multivalent counterions and relatively high surface charge densities and salt concentra-
tions96–106. The charge inversion is caused by the strong correlations of the multivalent
counterions and as such does not occur with monovalent salt ions.
The electrokinetic properties of polyelectrolyte-coated spheres, usually referred to as
soft particles, are significantly more complex than that of bare particles due to the nonuni-
form nature of the surface charge distribution and the additional hydrodynamic drag of the
polymers107–111. It is necessary to take these additional effects into account correctly to
model the electrophoretic mobilities of biological cells which often have naturally occur-
ring polymer layer coatings on their surface112–117. In addition, artificial polymer coatings
are used to control the electrokinetic properties of surfaces118–120, and the rheological prop-
erties of electrorheological fluids121, 122. Polymer-grafted colloids also show great promise
as drug and gene delivery vehicles123–125. The broad range of applications has generated
extensive theoretical, numerical, and experimental work on the electrophoretic properties
of diffuse, soft particles126, 109, 127–131, 115, 132.
In a recent publication95, we reported on a molecular dynamics (MD) simulation study
of the electrophoresis of negatively charged colloids grafted with positively charged poly-
mers in the presence of monovalent salt of varying concentration. The simulation were
performed using the ESPResSo package133, 134 and all particles were considered explicitly,
as shown in Fig. 16. Full hydrodynamic interactions were taken into account using a GPU-
based Lattice-Boltzmann (LB) algorithm3. We investigated the mobility for two distinct
cases; in the first case the soft colloid as a whole was charge neutral, i.e. the colloid charge
was exactly balanced by the charges on the grafted polyelectrolytes. In the second case,
the magnitude of the colloidal core’s charge was larger than the charge on the grafted layer
and thus the soft colloid had a net negative charge of Qnet = −50 e.
Fig. 17 shows the results for the mobility as a function of salt concentration for both
cases. We found that the net-neutral soft colloid had a positive mobility at moderate and
high salt concentrations. The negatively net-charged soft colloid reversed mobility as a
function of monovalent salt concentration. The physical origin of this mobility reversal
is different than that of the bare surfaces as it does not rely on the strong correlations of
multivalent salt. A careful examination of the radial monomer and ion density profiles and
comparing the two important length scales of the system, namely the Debye length λD and
the polymer layer’s thickness H , revealed the mechanisms causing these behaviors.
Let us first examine the low salt limit of the mobility. In this regime, the mobility is zero
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Figure 16: A simulation snapshot of the neutral soft colloid at cs = 0.01 M showing the neutral monomers
(green beads), charged monomers (yellow beads), positive salt ions (red beads), negative salt ions (blue beads),
and the surface raspberry beads (grey beads). The inset shows a cut of the raspberry with the negative central
particle in blue. Figure taken from95.
for the net-neutral soft colloid and negative for the net-negative soft colloid, as could be
expected. At low salt concentrations there are hardly any salt ions in the system, making the
Debye length longer than the characteristic dimensions of the colloid. In the Hu¨ckel limit
of no salt, the mobility of a spherical particle is given by µ = Qnet/(6piηRH), where RH
is the hydrodynamic radius of the object. While this explains the results for the net-neutral
case, using this relation for our net-charged soft colloid withRH = Rcol+2R⊥G ∼ 7σ gives
µred ≈ −15 which is much larger than the simulation mobility at cs = 0.001 M. R⊥G is the
component of the radius of gyration perpendicular to the core’s surface and has a value of
R⊥G ∼ 2σ. 2R⊥G is a measure of the brush thickness. The high density of counterions near
the colloid’s surface seen in Fig. 18 (d) shows that the system is still far from the Hu¨ckel
limit. Due to the finite colloidal concentration, there is still have a significant amount of
counterions around the colloid which reduce its bare charge, and thus lower the mobility136.
Besides, the polymer layer hinders the motion of the ions and the fluid, thus creating an
additional drag force.
Upon increasing the salt concentration, λD progressively shrinks and more ions pene-
trate the brush. The electroosmotic flow (EOF) of these ions is non-uniformly dampened by
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Figure 17: The reduced mobility µred as a function of salt concentration cs and the corresponding Debye length
λD. MD simulations for a neutral soft colloid with Qnet = 0 e (blue circles) and a charged soft colloid with
Qnet = −50 e (red circles) are shown. Numerical results are depicted by the solid lines (blue for Qnet = 0 e
and red for Qnet = −50 e). The dashed line shows the numerical result for a negatively charged soft colloid
with the same colloid and net charge density as used for the red circles, but with Rcol = 1 µm. Figure taken
from95.
the brush, the closer to the colloidal core’s surface, the stronger the screening. Therefore,
the EOF generated by the core’s counterions is mostly screened, whereas the competing
contribution of the oppositely charged polyelectrolytes to the EOF partially reaches the
bulk. The accumulation of ions within the brush is most pronounced when λD is commen-
surate withH . This is why the net-neutral soft colloid acquires a positive mobility at about
cmathrms = 0.05 M (λD ' 4σ). Of particular note is that the mobility of the negatively
charged soft colloid changes sign around cs = 0.1 M. This salt concentration corresponds
to λD ∼ 3σ which is slightly smaller than H . In Fig. 18, we see that the accumulation
of counterions is significantly greater at cs = 0.1 M compared to cs = 0.001 M. At the
highest salt concentration, cs = 2.0 M, the mobilities in Fig. 17 saturate at a finite value,
in contrast to bare colloids where the mobility is negligible at high ionic strengths137, 138.
The mobilities are roughly the same regardless of the colloidal core’s charge. This hap-
pens because the Debye layer is so thin that sufficient counterions aggregate within a few
bead diameters of the colloid surface to neutralize it, as seen in Figs. 18(b and d). Since
the polymer brush is rather thick, the EOF generated by these ions is almost completely
screened by the polymers and the mobility is largely determined by the properties of the
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Figure 18: Radial density profiles for cs = 0.001 M (dashed black lines), cs = 0.1 M (dashdotted blue lines)
and cs = 2 M (dotted red lines) of the monomers ρmono(r) and fluid charge, i.e. the sum of the ions’ charges
excluding the charges fixed on the polymers, ρch(r). Panels (a) and (b) show the data for the neutral soft colloid
while panels (c) and (d) show the results for Qnet = −50 e. All curves are shifted vertically by factors of 0.35
for the sake of visibility. The solid lines represent the values produced by the program from Hill et al.135. Figure
taken from95.
coating polyelectrolytes119, 120, 135, 139. This is in line with theoretical predictions for the
electrophoretic mobility of soft surfaces at hight salt concentrations. According to the
analytical expression derived by Ohshima et al.126, in the limit of κ → ∞ the mobility
is proportional to the charge density of the grafted polyelectrolyte layer. This results in
µred ∼ 0.6 for our parameters, which agrees with our simulation and numerical results.
It is important to note that the nature of the mobility reversal that we observed for
the net-charged soft colloid with respect to monovalent salt concentration is completely
different than that observed in the case of bare colloids in the presence of multivalent salt.
Whereas the latter is caused by the overcharging of the colloid due to ion correlations, the
former is a mere result of the interplay between the EOF and the screening effect of the
brush.
We also compared all of our mobility results in Fig. 17 to numerical results of the ex-
tended electrokinetic model of Hill et al.135 and found good agreement. In this numerical
approach, the electrokinetic equations are based on the Darcy-Brinkman formalism and
solved in a manner similar to the standard electrokinetic model84, 85. The qualitative trend
as a function of salt concentration were the same as in the simulations for Qnet = 0 e
and Qnet = −50 e. In both cases the slight differences between the numerical and simu-
lation results were mostly due to the fits to the simulations’ monomer densities shown in
Figs. 18(a and b), which were used as an input into the numerical calculations. The good
agreement of our simulation results with the numerical approach confirmed the validity
and applicability of the Darcy-Brinkman equation to describe electrokinetic phenomena of
soft particles.
Using the numerical solver of Hill et al., we further showed that the reversal also oc-
curs for experimentally realizable colloids at experimentally accessible salt concentrations.
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This is shown by the black dashed line in Fig. 17. The salt concentration at which the mo-
bility reverses sign is almost the same as the one in the case of the smaller colloid since the
mechanism causing it is independent of the colloid size and only depends on the ratio of
the two important system length scales, namely, λD and the thickness of the polyelectrolyte
layer.
8 Nanopore Conductance
8.1 Lattice-Boltzmann/MD simulations
In this section we will present a model of ion transport through nanopores based on coarse-
grained simulations. This section is copied verbatim from66 with some minor modifica-
tions. The modeling strategy relies on treating all charged objects as explicit particles, and
replacing the water molecules by a continuum. As dynamic quantities are considered, a
simple dielectric picture is not sufficient. The water, like any solvent, assumes an active
role in the dynamics. The two main effects of water are the electroosmotic flow and hydro-
dynamic interactions. Electroosmotic flow occurs as a collective phenomenon, where the
concerted motion of many ions induces water flow. Hydrodynamic interactions are also
relevant in ion conduction phenomena. We will show below that they cause, for example,
a decrease of the specific conductivity of an electrolyte with increasing concentration.
For the systems consisting of ions and water, the hydrodynamic radius of the particles
must be matched. This is the key prerequisite to obtain the correct ratio of convective
and direct ion transport and therefore must be matched in our mesoscopic approach. The
numerical value of the viscosity, on the contrary, is not important. By using appropriate
scaling factors we can a posteriori deduce the physical values of all observables. We apply
the LB model to the problem of nanopore conduction using an infinite cylinder. We sys-
tematically compare the results of the Lattice-Boltzmann simulations to those produced by
the standard electrokinetic equations in an infinite cylinder.
8.2 Nanopore conduction with the LB model
8.2.1 LB simulations of the conductivity of a nanopore
The hybrid LB-MD scheme outlined in Section 4 was applied to calculate the conductance
of a nanopore in the presence and in the absence of a coarse-grained double stranded (ds)
DNA molecule. Inspired by the electrokinetic continuum model, the DNA molecule was
represented as a charged cylinder and the nanopore as a cylindrical channel. We consid-
ered a system where both the pore and the DNA are infinite based on periodic boundary
conditions along the channel. This way we can simulate a finite piece of pore and DNA
that imitates an infinite system. The DNA cylinder was charged by placing particles with
one elementary charge at a mutual distance of 0.16 nm along the cylinder axis. The DNA-
ion interaction was modeled by a WCA interaction with  = kBT and σ =0.425 nm, and
the distance was shifted by 0.575 nm to obtain a steep potential and a distance of closest
approach of around 1 nm. The Bjerrum length of 0.71 nm reflects a temperature of 298
K and an aqueous solvent. A box length of 25 nm was chosen and again all lengths were
expressed in units of the LB lattice constant of 0.34 nm.
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The total charge of the cylinder consisted of 144 elementary charges. The system was
neutralized by adding 144 positive counterions, and a varying number of extra ions was
added to the system. In this geometry it is impossible to use an ion reservoir. Our strategy
was therefore adding a different numbers of salt ions, perform the simulation and deter-
mine the concentration of a hypothetically attached reservoir a posteriori. This leads to a
somewhat different salt concentration than one obtains by dividing the number of ions by
the pore volume. We determined the salt concentrations by calculating the local concentra-
tion as a function of the distance to the pore axis, and fitting a constant to the mean of the
concentration of positive and negative ions in a region between 3 and 4.5 nm away from
the pore axis. If the Poisson-Boltzmann equation held exactly, this method would yield
the exact same results given that the electrostatic potentials are smaller than kBT/e. This
is the case in the regions used for averaging. The same method was also applied for the
atomistic simulations described below, where we performed further simulations to justify
it.
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Figure 19: Radial density profile of ions. K+ ions are shown as squares, and Cl− ions as circles as obtained from
the simulations. Corresponding results of the electrostatic continuum model are shown as lines. The left half of
the plot is corresponds to a reservoir concentration of 135 mM and the right half to 600 mM.
In Fig. 19 we display the ion densities we obtained from our simulations for two differ-
ent data sets, corresponding to 101 and 505 ion pairs added to the system. The correspond-
ing reservoir concentrations were determined to be 135 mM and 600 mM. The agreement
between the electrokinetic infinite cylinder model and the simulations is good. Especially
for the higher salt concentration case the decay of the counterion cloud towards the bulk
value is somewhat faster in the simulations compared to the PB theory. This indicates that
some ion correlation effects are visible that are present in our coarse-grained simulations
and not contained in the mean-field PB theory. Overall, however, the PB theory does a
good job reproducing the results of the coarse-grained simulations. The usage of the LB
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method here is irrelevant since hydrodynamic interactions do not affect the static ion den-
sity distributions. We therefore can say, consistent with previous findings140, that the ion
density and hence also the electrostatic potential around a charged rod with the line charge
density of DNA is described well by the Poisson-Boltzmann equation, and that correlation
effects do not play a major role.
Next, we want to examine the velocities of the ions and fluid as a function of radial
distance. In order to do this we use a slightly modified version of the standard electrokinetic
model using a position and concentration dependent mobility for the ions given by:
µ (r) = µ0 × fconc ×
(
1− 8
9
a
r − rDNA
)
×
(
1− 8
9
a
r − rwall
)
, (61)
where fconc is a factor based on experimental conduction data which takes into account
the concentration dependence of the ions’ mobilities. We use the concentration of ions of
opposite sign when calculating fconc, since the reduction in ionic mobilities due to retarda-
tion forces and collisions with other ions are mostly the result of interactions with ions of
opposite charge. The terms in parenthesis account for the increased friction of the ions as
they are in the vicinity of the DNA at rDNA or the wall at rwall and are based on the refer-
ences141, 142. A more detailed description of this modification to the standard electrokinetic
model can be found in the Doctoral thesis of Stefan Kesselheim66.
The position-dependent water and ion velocities from this modified version of the stan-
dard electrokinetic model, together with our LB simulation results and the experimental
data of Smeets et al. 143 are depicted in Fig. 20a. The water velocities obtained in the sim-
ulations are larger in the simulations than in the electrokinetic model. This is true for both
data sets shown, although the deviations for higher salt concentrations are larger. Qualita-
tively the fast decay of the counterion cloud in the simulations will lead to a smaller water
flow. This can be understood by considering the extreme case of ions sitting right at the
boundary. The force acting on them is immediately transferred into the DNA and they do
not produce electroosmotic flow. The effect can be considered analogous to a lever. The
larger the distance of the counterions from the DNA, the larger is the EOF they create.
This qualitative finding is also the reason why the EOF is smaller when the Debye length
gets smaller. A second possible cause is related to the coupling scheme of the LB particles.
Due to the multilinear assignment scheme forces in a certain range are directly transferred
into the DNA without causing an acceleration of the water. This could be a second source
of deviation, which we have not completely ruled out. Finally it is interesting to note that
the position of the hydrodynamic boundary is found exactly at the desired distance from
the pore axis, although the cylinder is represented on a lattice. The ion velocities we ob-
tain are in good qualitative agreement with the values obtained from the continuum model,
although significantly smaller. This is not surprising as the conductance decreases with
increasing concentration in the coarse-grained simulation model.
In the electrokinetic continuum model the ion velocity is just the water velocity plus a
constant offset. Inspired by this notion we define an effective position-dependent mobility
as the difference between the local ion velocity and the water velocity, as
µ± = ± (v±z (r)− u±z (r)) . (62)
It is shown in Fig. 20b for both ion species, again for the same two data sets as used
before. We normalize their values by the mobility of an isolated particle. At least for
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Figure 20: (a) Ion velocity as a function of the distance to pore axis. K+ and Cl− ions as squares and circles
resp. The velocity of the LB fluid replacing the water is displayed as diamonds. The corresponding continuum
model prediction are shown as lines. (b) Ion mobility as a function of the distance from the pore axis pore axis.
Figure reproduced from66.
the higher concentration data set the mobility is almost constant in the center between the
DNA and the pore wall. This constant, however, is significantly smaller than unity, which
reflects the concentration dependence of the conductance. Towards the walls the mobility
decreases significantly. This observation is discussed in more detail below. The mobility
of counterions is somewhat larger than the mobility of the coions. For this behavior we
have so far not found a satisfactory explanation, but it is observed throughout our data.
Next let us examine the modulation of the total current in the pore, which we define as
∆I/I = (Iwith DNA − Iwithout DNA) /Iwithout DNA. (63)
The results are shown in Fig. 21 for the experiments, the LB simulations, and the standard
electrokinetic model (assuming that the mobility of the ions is constant). The standard
electrokinetic always shows an enhanced current for the salt concentrations shown, and the
predicted current is always higher than both the experimental results and the LB simula-
tions. This is not surprising since it neglects both the increased friction experienced by
ions in the vicinity of the wall and the reduced mobility of ions at higher salt concentra-
tions. When one uses the modified mobility tensor in Eq. 61 the agreement improves, but
the crossover from current enhancement to current blockade still only occurs at 800 mM.
The LB simulations do even better, predicting a crossover at around 700 mM. The slight
difference between the two can be understood by the slight differences in the position de-
pendent mobilities and the electroosmotic flow seen in Fig. 20. While the modifications of
the standard electrokinetic model reproduce the LB results, there is still a large discrepancy
in comparison to the experimental results of Smeets et al. 143.
Clearly both the standard electrokinetic model and the LB simulations fail to quanti-
tatively reproduce the experimental results. We have, however, identified four important
contributions to the current inside the pore, (a) the excluded volume of the DNA which
ions can not enter, (b) the counterion cloud of the DNA which brings extra ions into the
pore, (c) the electroosmotic flow and (d) the mobility reduction near boundaries. The exact
shape, position of the charges, surface structure and other microscopic details determine
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Figure 21: The current modulation as a function of the ionic strength. The experimental data of Smeets et al. 143
is shown as black diamonds, which shows a larger deviation both compared to the LB simulations (dashed green
line) and the standard electrokinetic model (blue circles).
the relative magnitude of these effects. For this reason we decided to perform atomistic
simulations as described in the next section.
8.3 Atomistic model of nanopore conductance
In this section we present our atomistic resolution model of a DNA in a nanopore. From
the previous models we have learned what are the key effects that determine how much
the nanopore current is modulated by the presence of a DNA molecule: (a) the excluded
volume of the DNA, (b) the DNA charge and the structure of the counterion cloud (c)
electroosmotic flow, and (d) friction effects near the DNA. The magnitude of each effect
however remains unclear. All of them are significantly affected by the microstructure of
the DNA. Therefore we studied these quantities with a model with atomic resolution to
achieve a more realistic picture.
The guiding principle of atomistic simulations is that every atom is represented by a
particle. While computationally quite costly, atomistic simulations are more realistic and
offer insights which cannot be gained through coarse-grained approaches. The possibility
to zoom in on details which are experimentally inaccessible allows scientists to gain an en-
tirely new perspective on microscopic mechanisms, that, for example, are e.g., biologically
relevant.
In Fig. 22 we outline our simulation setup. Just as in our previous simulations, we
investigate the central part of a cylindrical nanopore. The system length is chosen in agree-
ment with the symmetry of a DNA molecule. We use a simulation box size of 6.76 nm,
which contains exactly two full turns of the double helix. We apply periodic boundary
conditions to mimic an infinite system. We choose a DNA homopolymer which consists
only of CG base pairs. The DNA is held in place by harmonic springs attached to the phos-
phorous atoms of the backbone, so that it can deform and fluctuate but cannot move away
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from its initial position. Water and ions are added to the system. An electric field is applied
parallel to the pore axis and the ion motion is monitored and analyzed. For comparison,
two simulation setups with and without a DNA molecule were performed. In principle, this
system mimics as close as possible the continuum model based on the standard electroki-
netic equations and the hybrid LB-MD model. The only difference is that more classical
degrees of freedom are taken into account explicitly in terms of particles. Similar simu-
lation studies have been conducted by Luan et. al.144, but with a focus on measuring the
force acting on the DNA.
6.76 nm 15 nm
15
 n
m
5 
nm
V A
cis trans
Figure 22: The simulation setup used for the atomistic simulations. We focus on the central, cylindrical part of
a long nanopore. 20 base pairs, corresponding to two full turns of the helix are simulated in periodic boundary
conditions. The pore is formed by Lennard-Jones bead forming a cylinder of radius 5 nm. A box of 6.76× 15×
15 nm3 is used, and an electric field is applied along the pore axis.
For the simulations, we used the MD package GROMACS 4.5.5145, 142, 146. The some-
what difficult choice of a combination of a force field, a water model, and interaction
parameters of KCl are discussed in the original publications147, 66
8.4 Atomistic simulation results
Our goal is to perform a detailed investigation of the static and dynamic properties of the
system. It is split into two parts: First, the density profiles c± (r) and velocity profiles
v± (r) , u (r) are compared to the continuum model. Second we determine the electric
current through the pore and compare this to the experimental results of143.
The static ion density profile reflects the typical behavior known from the literature
(e.g.,148, 144, 149). Fig. 23 shows, as an example, the simulation with 64 added ion pairs.
The counterion density exhibits two significant peaks. One peak occurs at r=0.5 nm (full
height not shown), and a second peak is observed at r=1.25 nm. The first peak is related to
counterions entering into the major and minor grove of the DNA. This peak compensates
for around 1/3 of the DNA’s bare charge at all considered salt concentration. The second
peak indicates the effective radius of the DNA backbone. For larger distances than 1.25 nm,
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Figure 23: (a) Comparison of the ion concentration as a function of the distance r from the pore axis at around
0.3 M of the atomistic data (points) to the continuum model (broken lines). The long distance decay of the second
peak at r = 1.25 nm is well described by the continuum model. (b) Comparison of the measured ion and water
velocities as a function of r.
the ion distribution is well described by the continuum model. In the region between
r = 3 nm and r = 4 nm an almost complete screening of the DNA charge was observed
for all salt concentrations.
In the right panel of Fig. 23 we display the ion velocities v± of both ion species and
the water velocity u as a function of the radial position r for the same data set. The
continuum model (dotted curves) and the atomistic simulation data behave qualitatively
similar. An electroosmotic flow of water is observed in the migration direction of the K+
ions. Both ion species move significantly faster than the water whose velocity tends to zero
in the atomistic model approximately at the inner boundary of the continuum model. The
agreement of the hydrodynamic no-slip boundary between both models up to the size of a
water molecule is remarkable.
Motivated by the simple decomposition of the ion velocity v± = µ±E + u in the
continuum model, we define a position dependent mobility of the ions by computing their
actual velocity minus the local water velocity, µ (r)± = (v± − u) /E. In the region far-
thest away from both the pore wall and the DNA the mobility is constant, and we denote
this constant value by µD, the free mobility. We find that its value is concentration depen-
dent, and the trends of the experimental data in bulk electrolyte69 are well reproduced (not
shown). This was, however, not investigated in more detail. In the left panel of Fig. 24 we
show the position dependent K+ mobility for electrolyte concentrations between 0.15M
and 1.2M, normalized by µD. All curves collapse onto a single master curve. The range
of the mobility reduction is comparable with the effect found in Ref.150. The different
geometries, however, make a direct comparison difficult.
Zhang and Shklovskii e.g., introduced a friction coefficient between ions and DNA
and151, which they calculate based on hydrodynamic arguments, similar to those we
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brought forward in Sec. 8.2. Comer et al. measured the diffusion coefficient of ions in
the vicinity of the different nucleotides in atomistic simulations150. They found that the
diffusion coefficient changes by more than a factor of two in the first nanometer from the
nucleotide, independent of the specific base. We interpret the mobility reduction at the
boundary as being caused by three factors. First, the major and minor groove produce a
microscopically rough DNA surface, and ions trapped inside are virtually immobile. Sec-
ond, the charge pattern on the DNA causes electrofriction86, 152 that can extend beyond the
DNA backbone. Finally, hydrodynamic effects will slow down the motion of particles near
a hydrodynamic boundary, as Comer et al. have shown.
In order to quantify how the mobility reduction next to the boundary affects the current,
we split the current into three contributions: (1) the current ID that would be expected
if the mobility was constant and the water was immobile, (2) the convective current IW
due to the water flow, and (3) the (negative) current contribution IF that is suppressed by
interfacial friction. We express all of these in terms of current densities which we define as
the direct current density jD = c+µ+DE−c−µ−DE, the convective current density (as in153)
jW = c
+u − c−u, and the interfacial current reduction density jF = j − jD − jW, where
j is the total current density. The direct current depends, aside from the concentration
dependence of the mobility, only on the number of ions of both species inside the pore.
Therefore it contains both, the extra counterions that the DNA brings into the pore, and the
ions expelled from the pore due to the DNA’s finite volume.
 0
 0.2
 0.4
 0.6
 0.8
 1
 1.2
 0  1  2  3  4  5
µ(r
)/µ
D
radial position in nm
0.15 M
0.27 M
0.57 M
0.76 M
1.21 M
ion-DNA friction ion-wall friction
free diffusion
(a)
 0  1  2c
u
rr
e
n
t d
en
sit
y 
* r
ad
ia
l p
os
itio
n
radial position in nm
advective current
interfacial current reduction
jDjD + jW
-jF
direct current
(b)
Figure 24: (a) Position dependent ion mobility normalized by the bulk mobility (v − u)/µDE for five different
salt concentrations. Near the DNA and the wall a significant reduction is observed. (b) Observed current densities
as a function of r. We distinguish the direct current jD , the convective current jW and the (negative) frictional
current jF . The direct current near the DNA is largely cancelled by friction.
In the right panel of Fig. 24 we report the direct and convective current density, and
the density of interfacial current reduction. They are multiplied by the radius, so that
the area under the graph corresponds to the magnitude of the associated current. The
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area between the jF curve (yellow) and the sum of jD and jW (blue) represents the total
current. The shape of the direct current follows exactly the ion concentration reported in
Fig. 23. The convective current jW = (c+ − c−)u is nonzero only in the regions with net
charge, namely the Debye layer. It only occurs if a DNA is in the pore, and it is a positive
modulation of the total current. In the proximity of the DNA, the conduction is largely
suppressed. The fact that ions in the DNA’s grooves are virtually immobile is reflected in
jD and jF being almost equal. This however applies only to 1/3 of the counterions. Ions
further away from the pore axis, also at r > 1 nm, have a considerably reduced mobility,
resulting in a larger frictional current reduction.
We performed identical simulations also for a DNA-free pore. We investigate the rela-
tive current modulation (Iwith DNA − Iwithout DNA) /Iwithout DNA as this quantity depends nei-
ther on the length of the investigated pore nor on the absolute value of the mobility of the
ions. The total current was calculated from the displacement of the ions during a simu-
lation run. In Fig. 25 the results are displayed together with the experimental data. The
lines are only guides to the eye. The current obtained in the DNA-free simulations is inter-
polated by a third order polynomial to get a continuous function to determine the relative
current modulation for every salt concentration. We decompose our data into a direct, an
convective and a frictional component. For all salt concentrations the current modulation
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Figure 25: Relative current modulation caused by the DNA as a function of salt concentration for the experiments
(diamonds) and simulations (circles). The quantitative agreement between simulations and experiments is good,
especially the location of the crossover point between enhancement and reduction. We decomposed the total
current into direct current (downward triangles), convective current (upward triangles), and friction (squares) and
consider their contribution to the modulation independently. The current reduction due to friction is responsible
for observing an overall current reduction at large salt concentrations.
from the simulations are in good agreement with the experimental data. For high salt con-
ditions a current reduction of around 5% is observed. The experiments suggest a somewhat
lower reduction, however with uncertainties similar to the deviations between experiments
and simulation. For low salt concentrations the predicted current enhancement is larger
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than experimentally observed. This can be justified by noting that the experimentally used
nanopores are not very long (around 40 nm) and have an hourglass shape. Only the radius
at the constriction corresponds to the 10 nm used here. When the pore is wider the relative
enhancement or blockade can be expected to be smaller. The crossover point between en-
hancement and blockade occurs at an electrolyte concentration of 0.3 M, agreeing with the
experiments.
The observed direct current is always larger in presence of the DNA since the number
of ions in the pore at equal reservoir concentration is always larger with DNA in the inves-
tigated concentration range up to 1.2 M. The continuum model predicts this to be the case
up to 0.85 M. Thus the obstruction of the cross section due to the DNA’s finite volume is
always overcompensated by the presence of the Debye layer. The convective contribution
to the current only appears in the presence of a DNA strand and is always positive. The ef-
fect that is responsible for the crossover effect, however, can be clearly identified. Without
the mobility reduction at the surface of the DNA no current blockades would be observed.
This comparison of LB simulations to atomistic simulations, experimental results and
numerical calculations demonstrate both the strengths and drawbacks associated with our
approach. The Lattice-Boltzmann simulations did an excellent job at reproducing the bulk
behaviour of the system. The obvious drawback of the LB simulations was their failure to
reproduce the increased hydrodynamic drag experienced by ions near the surface. While
this shows the need to tune the LB simulations in order to reproduce the correct physical
behaviour, they still allow for a dramatic increase in system size, something which is not
possible with the atomistic approach. In addition it gives us important insight in how to
improve the continuum model. More details about the results presented in this chapter can
be found in the original publications154, 147, 66
9 Conclusion and Outlook
In this book chapter we have looked at the use of molecular dynamics simulations com-
bined with a Lattice-Boltzmann fluid for the simulation of electrokinetic phenomena in
soft matter. The section 2 started with an introduction to the basic theoretical framework
which is used to understand such phenomena, followed by a detailed explanation of the
simulation method in section 4. Next we looked at how the MD-LB hybrid simulations
performed on a number of simple systems.
In the first system we examined in section 5, the electrophoresis of simple colloids
in bulk solution, the method was able to accurately reproduce experimental colloid mo-
bilities. While this method has proved successful for relatively small colloids from one
to ten nanometers in size, the raspberry model used will probably struggle with increas-
ing colloidal size. An interesting future avenue of investigation would be to model the
colloid using the boundary conditions suggested by Ladd et al. 155, allowing for the sim-
ulation of significantly larger colloids. The next system investigated in section 6 was the
electrophoresis of a single polyelectrolyte in bulk solution, where we again saw excel-
lent agreement with experimental results. One possibility for new simulations in this area
would be to simulate a polyelectrolyte under conditions more typical in experiment, such
as in a polymer network or microfluidic device. The next example was the electrophoresis
of a polyelectrolyte-grafted colloid in section 7. The simulation results showed excel-
lent agreement with numerical calculations based on the standard electrokinetic model.
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Furthermore, the system displayed a mobility reversal with increasing concentration of
monovalent salt. Here, the large number of parameters in the system leaves a large part of
the phase space yet to be explored. There are also a wealth of experimental results which
could be compared to. The final system which we examined in section 8 was the role of
the presence of a charged dsDNA on the conductivity of a nanopore. In this example we
initially observed a significant deviation from the experimental results due to the neglect
of the change of the ion friction near the DNA, which has been detected using all-atom
simulations. An incorporation of this back into the LB scheme is possible and leads to a
perfect agreement with the all-atom simulations156. This opens up the possibility to look
at finite length pores and the role of the DNA’s motion on the conductivity using the LB
scheme, since those aspects are out of range for an all-atom treatment.
Overall, the simulations presented in this contribution conclusively demonstrate the
ability of Lattice-Boltzmann to produce meaningful results for soft matter systems. In the
near future, we foresee that Lattice-Boltzmann simulations will be able to accurately model
an ever increasing number of soft matter systems as processor speeds and the amount of
memory available continue to increase. This will no doubt be coupled with a transition
from a time where simulations are used to understand existing experimental results, to an
era where simulations are used to help design optimized experimental setups.
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Particle-stabilized fluid interfaces are very common in industrial applications as they can be
found for example in the food, cosmetics, or oil industries. However, until recently our un-
derstanding of these systems was mostly based on experiments, highly simplified theoretical
calculations and only very few numerical approaches. The lack of well established and widely
applied simulation codes is not surprising since computer simulations of particle stabilized fluid
interfaces are a highy complex task. Suitable algorithms need to be able to treat the hydrody-
namics of the involved solvents, the dynamics of the suspended colloidal particles, as well as
the interactions between all those constituents at the same time. Furthermore, the simulation
of large scale 3D emulsions requires highly efficient and massively parallel implementations
and access to state of the art supercomputers. In these lecture notes we summarize the relevant
details of our own simulation method for particle stabilized interfaces which is based on a com-
bined Lattice-Boltzmann and molecular dynamics solver. We provide an overview on important
implementation details and review a number of recent applications from our group with the aim
to demonstrate the specific features of particle stabilized fluid interfaces.
1 Introduction
Particle stabilized emulsions have a high potential for various purposes with industrial ap-
plications, such as cosmetics, improved low-fat food products, ice cream, drug delivery,
or tertiary oil recovery1–3. While amphiphilic surfactant molecules are traditionally em-
ployed as emulsification agents, their effects can be mimicked or supplemented by the
use of colloidal particles. These may be a cheaper or less toxic alternative to surfactants,
but most importantly they may be customized to include additional desirable properties.
Examples include ferromagnetic particles4, 5, particles with different interfacial properties
on different parts of their surface (for example Janus particles)6–10, or nonspherical parti-
cles11–18, where the geometric anisotropy has an impact on their stabilization properties.
Those chemically or geometrically anisotropic particles will under certain conditions de-
form the surrounding fluid-fluid interface. This leads to capillary interactions which can
be used to tune the attraction or repulsion of adsorbed colloidal particles and as such might
find applications such as the formation of new soft and highly tunable materials17, 10.
The energy differences involved in the adsorption of colloidal particles at a fluid in-
terface are generally orders of magnitude larger than thermal fluctuations. Therefore,
this adsorption process is practically irreversible19, 18 and Ostwald ripening can be fully
blocked20–24. In this manner, particles allow for long-term stabilization of an emulsion15, 25.
However, colloidal particles stabilize fluid interfaces kinetically and not thermodynam-
ically. They reduce the interfacial free energy by their presence: maintaining a fluid-fluid
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interface is energetically expensive, and it is favourable to replace it with particle-fluid in-
terface. This is exactly what happens when a particle adsorps to such a fluid-fluid interface.
In contrast, due to their amphiphilic ineractions with the involved fluids, surfactants reduce
the interfacial tension directly, which also reduces the total interfacial free energy. These
effects are described in some detail in Frijters at al.26. Note that emulsions are in general
not necessarily thermodynamically stable, as the energy cost of retaining the remaining in-
terfacial area is still larger than the gain in entropy when the fluids mix completely. There
are several ways to improve the stabilization properties, for example by using anisotropic
particles with an additional rotational degree of freedom15.
Particle-stabilized emulsions can present in various forms, classified by the shapes
and sizes of their fluid domains. The form that most resembles a traditional, surfactant-
stabilized emulsion is the “Pickering emulsion”27, 28, which consists of particle-covered
droplets of one fluid suspended in another fluid. A more recent discovery is the bicon-
tinuous interfacially jammed emulsion gel, or “bijel”, which is characterized by two large
continuous fluid domains that are intertwined and are only stable because of the particles
present at their interfaces. This form was first predicted by numerical simulations29, and
shortly thereafter confirmed experimentally30, 31. Parameters that affect the final state of an
emulsion include the ratio between the two fluid components, the volume fraction of the
particles, and their wettability. These parameters have been studied numerically by various
authors15, 25, 32–35.
Computer simulations of particle stabilized emulsions require a solver for the dynam-
ics of the involved fluid species combined with an algorithm to track the suspended parti-
cles and their interactions. Here we use the Lattice-Boltzmann (LB) method for the fluid
components, coupled to solid particles whose inter-particle interactions are simulated by
molecular dynamics. This approach has proven very successful during recent years due
to its ease of implementing multiphase flows, inherent parallelism allowing to harness the
power of state of the art supercomputers, and straightforward methods to couple the fluid-
and particle solvers. The simulation method is briefly explained in the following section 2.
Within the scope of this lecture we then review three distinct applications of the method
where we studied fundamental properties of particle stabilized fluid interfaces before we
conclude in Sec. 4. The current lecture nodes represent a shortened collection of several
original articles36, 26, 37, 38, 18, 15, 25 and the interested reader is referred to those for more de-
tails.
2 Simulation Method
2.1 The Lattice-Boltzmann method
For the simulation of the fluids we apply the Lattice-Boltzmann method which is based on
the discrete form of the Boltzmann equation:39
f ci (x + ci∆t, t+ ∆t) = f
c
i (x, t) + Ω
c
i (x, t), (1)
where f ci (x, t) is the single-particle distribution function for a fluid component c with
discrete lattice velocity ci at time t located at lattice position x. Numerous discretizations
in space and time are possible, but the most popular one in three dimensions is the so-called
512
D3Q19 lattice. The distance between lattice nodes is given by the lattice constant ∆x and
nineteen directions are allowed for the velocity. ∆t is the timestep and
Ωci (x, t) = −
f ci (x, t)− f eqi (ρc(x, t),uc(x, t))
(τ c/∆t)
(2)
is the Bhatnagar-Gross-Krook (BGK) collision operator40. The fluid density is defined as
ρc(x, t) = ρ0
∑
i
f ci (x, t), (3)
where ρ0 is a unit mass factor. τ c denotes the relaxation time for component c and
f eqi (ρ
c,uc)=ζiρ
c
[
1+
ci ·uc
c2s
+
(ci ·uc)2
2c4s
−(u
c ·uc)
2c2s
+
(ci ·uc)3
6c6s
−(u
c ·uc) (ci ·uc)
2c4s
]
(4)
is a discretized third order expansion of the Maxwell-Boltzmann distribution function.
cs =
1√
3
∆x
∆t
(5)
is the speed of sound,
uc =
∑
i
f ci (x, t)ci/ρ
c(x, t) (6)
is the fluid velocity and ζi denotes a coefficient depending on the direction: ζ0 = 1/3 for
the zero velocity, ζ1,...,6 = 1/18 for the six nearest neighbors and ζ7,...,18 = 1/36 for the
next nearest neighbors in diagonal direction. The kinematic viscosity can be calculated as
νc = c2s∆t
(
τ c
∆t
− 1
2
)
. (7)
In the following we choose ∆x = ∆t = ρ0 = 1 for simplicity, but a conversion to SI units
is trivial41. In all simulations the relaxation time is set to τ c ≡ 1.
2.2 A multicomponent Lattice-Boltzmann method
Several extensions for the Lattice-Boltzmann method have been developed to simulate
multicomponent and multiphase fluids42–46. The article Liu et al.47 provides an extensive
overview. Here, we use the multicomponent pseudopotential method introduced by Shan
and Chen42. Every species has its own set of distribution functions following Eq. (1). A
mean field force
Fc(x, t) = −Ψc(x, t)
∑
c′
gcc′
∑
x′
Ψc
′
(x′, t)(x′ − x) (8)
is calculated locally and acts between the components. The summation includes the dif-
ferent fluid species c′ and x′, the nearest neighbors of lattice positions x. gcc′ is a phe-
nomenological coupling constant between the species and Ψc(x, t) is a monotonous weight
function representing an effective mass. For the results presented here, the form
Ψc(x, t) ≡ Ψ(ρc(x, t)) = 1− e−ρc(x,t) (9)
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is used. To incorporate Fc(x, t) in f eqi we define
∆uc(x, t) =
τ cFc(x, t)
ρc(x, t)
. (10)
The macroscopic velocity included in f eqi is shifted by ∆u
c as
uc(x, t) =
∑
i f
c
i (x, t)ci
ρc(x, t)
−∆uc(x, t). (11)
As we are interested in immiscible fluids we choose a positive value for gcc′ which leads
to a repulsive interaction and thus to the emergence of surface tension. A typical range of
the coupling parameter is 0.08 ≤ gcc′ ≤ 0.14.
2.3 Colloidal particles
We couple a traditional molecular dynamics algorithm to the Lattice-Boltzmann solver in
order to compute the interactions and trajectories of the suspended particles. The particle
trajectories follow Newton’s equations of motion
F = mu˙par, D = Jω˙par, (12)
which are integrated using a classical leap frog integrator. F and D are the force and torque
acting on the particle with massm and moment of inertia J . upar and ωpar are the velocity
and the rotation vector of the particle.
The particles are discretized on the Lattice-Boltzmann lattice. They are coupled to
both fluid species by a modified bounce-back boundary condition as pioneered by Ladd
and Aidun33, 48–52. The lattice Boltzmann equation then becomes
f ci (x + ci, t+ 1) = f
c
i¯ (x + ci, t) + Ω
c
i¯ (x + ci, t) + C. (13)
C depends linearly on the local particle velocity, i¯ is defined in a way that ci = −ci¯
is fulfilled. A change of the fluid momentum due to a particle leads to a change of the
particle momentum in order to keep the total momentum conserved:
F(x, t) =
(
2f ci¯ (x + ci, t) + C
)
ci¯. (14)
If the particle moves, some lattice nodes become free and others become occupied. The
fluid on the newly occupied nodes is deleted and its momentum is transferred to the particle
as
F(x, t) = −
∑
c
ρc(x, t)uc(x, t). (15)
A newly freed node (located at x) is filled with the average density of theNFN neighboring
fluid lattice nodes xiFN for each component c
33,
ρc(x, t) ≡ 1
NFN
∑
iFN
ρc(x + ciFN , t). (16)
Hydrodynamics leads to a lubrication force between the particles. This force is reproduced
automatically by the simulation for sufficiently large particle separations. If the distance
between the particles so small that there is no lattice node between them anymore, this is
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supposed to fail. Therefore, if the smallest distance between two identical spheres with
radius R is smaller than a critical value ∆c = 23 a lubrication correction is introduced as
52
Fij =
3piµR2
2
rˆij(rˆij(ui − uj))
(
1
rij − 2R −
1
∆c
)
. (17)
Here, µ is the dynamic viscosity, rˆij a unit vector pointing from one particle center to
the other one and ui is the velocity of particle i. These corrections can be generalized
to nonspherical particles in several ways. A simple, but less accurate approach is based
on a scaling of the potentials following Berne and Pechukas53, 54, 35. By appropriately de-
termining the distance between particle surfaces and also including tangential forces, the
accuracy can be improved substantially55. For very small particle distances, the diverging
nature of the lubrication correction can cause the simulation to become unstable. Since
this case only happens a very few times even in very dense systems, we introduce a Hertz
potential56 which has the following shape for two identical spheres with radius R:
φH = KH(2rp − r)5/2 for r < 2rp. (18)
Here, r is the distance between particle centers. For larger distances φH vanishes. KH is
a force constant and is chosen to be KH = 100 in all our simulations.
The Shan-Chen forces also act between a node in the outer shell of a particle and its
neighboring node outside of the particle. This leads to an unphysical increase of the fluid
density around the particle. In order to avoid this effect, the lattice nodes in the outer shell
of the particle are filled with a virtual fluid with a fluid density corresponding to the average
of the value in the neighboring free nodes for each fluid component:
ρcvirt(x, t) = ρ
c(x, t). (19)
This can be used to control the wettability of the particle surface. We define the parameter
∆ρ named “particle color”. Positive values of ∆ρ are added to the “red” fluid component,
ρrvirt = ρ
r + ∆ρ, (20)
and negative values are added to the “blue” component,
ρbvirt = ρ
b + |∆ρ|. (21)
This leads to an approximately linear relation between ∆ρ and the three-phase contact
angle θp35.
2.4 Implementation
The locality of the Lattice-Boltzmann algorithm makes the implementation of massively
parallel codes straightforward57. Generally, a regular, orthogonal grid is used, and the
collision operator and boundary implementations are based on local operations so that at
each lattice node only information from its own location is required. The computationally
most demanding parts of a typical Lattice-Boltzmann code are “streaming” and “collision”
routines. In practice, the number of floating point operations required at every timestep is
not the limiting factor, but the random access in memory required for the streaming and
eventual non-local force computations makes the algorithm a memory-bound numerical
method. This implies a number of issues for the implementation of highly efficient codes,
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Figure 1: Strong scaling of LB3D on JUQUEEN. (a) relates to a system with only one fluid component, (b) to
one with two fluid species and suspended particles37, 35.
be it on shared-memory multicore nodes, distributed memory clusters, or accelerator cards
such as graphical processing units (GPUs) or Xeon Phi cards.
Several well established and highly scalable Lattice-Boltzmann implementations exist,
which have all demonstrated excellent scaling on hundreds of thousand CPUs. To name
a few, Ludwig58, LB3D59, walBerla60, MUPHY61, and Taxila LBM62 are all codes which
have been used for numerous high quality scientific publications. Most of these codes are
able to handle solid objects suspended in fluids. The first three can even combine this with
multiple fluid components or phases.
Our own implementation, LB3D, is written in Fortran 90 and parallelized using MPI.
Long-running simulations on massively parallel architectures require parallel I/O strategies
and checkpoint and restart facilities. LB3D uses the parallel HDF5 library for I/O which has
proven to be highly robust and performant on all supercomputers we had access to. LB3D
has been shown to scale almost linearly on up to 262,144 cores on the European Blue Gene
systems Jugene and Juqueen based at the Ju¨lich Supercomputing Centre in Germany36, 47.
However, such excellent scaling required some optimizations of the code: Initially, LB3D
showed only low efficiency in strong scaling beyond 65 536, which could be related to
a mismatch of the network topology of the domain decomposition in the code and the
network actually employed for point-to-point communication. The Blue Gene/P provides
direct links only between direct neighbors in a three-dimensional torus, so a mismatch can
cause severe performance losses. Allowing MPI to reorder process ranks and manually
choose a domain decomposition based on the known hardware topology, efficiency can
be brought close to ideal. The importance of these implementation details is depicted by
strong scaling measurements based on a system of 1 0242×2 048 lattice sites carrying only
one fluid species (Fig. 1a) and a similarly sized system containing two fluid species and
4 112 895 uniformly distributed particles with a diameter of ten lattice units (Fig. 1b).
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Figure 2: Equilibrium state of a spherical particle at a fluid-fluid interface. The contact angle, θ = cos−1(h/R),
where h is the height of the particle centre of mass above the interface and R the particle radius, is defined with
respect to Fluid 1. The force, F , on the particle acts to detach it into the wetting (positive force) or non-wetting
(negative force) fluid (Figure reprinted from Davies et al.18).
3 Applications
3.1 Detachment energies of spheroidal particles from fluid-fluid interfaces
The detachment energy of a single particle from a fluid-fluid interface plays a crucial role
in our understanding of particle-stabilised emulsions. Several authors have studied the
detachment of particles in the past, but to the best of our knowledge, none of these extended
their treatment to the case of anisotropic spheroidal particles, which we focused on in a
recent paper by Davies et al.18. This section gives a summary of the results presented in
that publication.
Previous detachment energy studies focussing on free energy differences between an
equilibrated particle at an interface63–70 and in the bulk revealed a crucial dependence on
particle shape: prolate and oblate spheroidal particles attach to interfaces more strongly
because they reduce the interface area more than spherical particles for a given particle
volume.71–75 For a particle already adsorbed at an interface to detach itself, the particle
must deform the interface and overcome the interface’s resistive force: there is a free-
energy barrier and an associated activation energy.
We develop a simple thermodynamic model for the detachment energy of spheroidal
particles from fluid-fluid interfaces as a function of contact angle and aspect ratio only, and
highlight the implications of our simplifications. Assuming that the effect of gravity can
be neglected, the surface free energy of a particle at an interface (Fig. 2) is given by
E = σ12A12 + σp1Ap1 + σp2Ap2, (22)
where Aij is the area and σij is the surface-energy of the i, j interface where
i, j = {1: fluid 1, 2: fluid 2, p: particle}.76 We neglect line-tension since it is relevant
only for nano-sized particles.72 The surface area of the particle is Ap = Ap1 + Ap2. The
free energy of a system in which the particle is fully immersed in either fluid 1 or fluid
2 is given by Ei = σ12A12 + σpiApi where i = 1, 2. Taking the free energy difference
between a spherical particle at an interface (Fig. 2) and a spherical particle immersed in
the bulk fluid yields the detachment energy73, 74
E = piR2σ12(1− | cos θ|)2. (23)
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Equilibrium Resistance Detachment
Figure 3: Snapshots of a prolate spheroidal particle of aspect ratio α = 2 under the influence of an external
force detaching from an interface. For each snapshot, we run a simulation with the particle fixed and measure the
resistive force from the interface on the particle (Figures reprinted from Davies et al.18).
For neutrally wetting micron-sized particles at an interface with surface-tension σ12 =
50 mN m−1, the detachment energy is much larger than the thermal energy, E/kBT ∼
107, and particles irreversibly attach to the interface. For nano-sized particles at the same
interface with very large or small contact angles, E ∼ kBT , and particles may freely
adsorb to and desorb from the interface19.
For our simulations, we initialise a system volume of size 1283 in lattice units which
is half filled with liquid 1 and half filled with liquid 2 (ρ(1) = ρ(2) = 0.7), such that an
interface forms at x = 64. The top and bottom are closed with solid walls. The particle
density is chosen as ρp = 2 which is an arbitrary choice. The particle is placed at the
interface and is not under the influence of any external forces. We first equilibrate the
system until the interface diffuses and the particle establishes its equilibrium position, and
hence its contact angle, on the interface.33 Then, we apply a constant external force to the
particle. As stated above, the wettability of the particles can be tuned and we determine the
contact angle by subtracting the height of the particle centre of mass above the interface
(we linearly interpolate the interface position) and dividing by the particle radius, cos θ =
h
R .
33, 26
To obtain the minimum detachment force, we employ a binary search algorithm: we
start the algorithm by using the fact that the particle remains attached at the interface for a
zero-force, Fatt = 0, and guessing a force which detaches the particle, Fdet. We then run
a new simulation with a force, Fnew = 12 (Fatt + Fdet) and repeat this procedure until we
determine Fdet to the desired accuracy. As a next step, we run a single simulation with the
minimum detachment force, saving the simulation state frequently. We then run several
simulations from the saved simulation snapshots (Fig. 3) but now with the particles fixed
so that drag, buoyancy and gravity forces can be neglected. We let the systems from each
snapshot equilibrate, and we measure the resulting force on the particle which is exactly
the resistive force of the interface. This allows us to build a force-distance curve F (x). We
fit F (x) with a fourth-order polynomial, which allows us to capture the linear regime and
the detachment break-off regime accurately, and integrate the fitted function numerically to
obtain the detachment energy. The detachment distance is the minimum distance at which
the resistive force exerted by the interface on the particle is zero. As discussed shortly, the
resistive force decreases discontinuously to zero at the point of detachment.
The restoring force provided by the interface to the particle as a function of displace-
ment from equilibrium is shown in Fig. 4a. The corresponding fourth-order polynomial
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(a) (b)
Figure 4: a) The normalized resistive force for a spherical particle of radius R = 10 is approximately linear for
small displacements as predicted by de Gennes et al.77, 78 and O’Brien.79 The symbols are simulation data and
the dashed lines represent fourth-order polynomial fits to that data. The fourth-order fits are integrated in order to
obtain the detachment energy, E
b) Dependence of the detachment energy on the aspect ratio, α, for several different contact angles, θ. Each set of
coloured data points represents different wettabilities of the particles. Stars are theoretical calculations from our
thermodynamic model in eq. (24) and eq. (25) and symbols are numerical data (Figures reprinted from Davies et
al.18).
fits are also shown.
Davies et al.18 introduce a simplified thermodynamic model describing the detachment
energies of prolate and oblate spheroids in their equilibrium positions from interfaces.
∆E⊥ =
h¯2
2
(
1− α
2G(α)
)
− h¯
2
+
α
4G(α)
, (24)
∆E‖ =
h¯2
2
(
1− α
2G(α)
)
− h¯
2
+
1
4G(α)
. (25)
These approximate expressions are simple quadratic functions of the dimensionless height
h¯ and the aspect ratio α. G(α) is a geometry factor. In Fig. 4b we compare the analytical
results from Eq. (24) and Eq. (25) with our simulation data.
We find good agreement between our thermodynamic model and the numerical simula-
tions. For neutrally wetting particles, the measured detachment energies from simulations
are larger than those predicted by the thermodynamic model; this is expected since the
particle has to deform the interface to overcome its resistive force. The differences are
of the order of 10%, suggesting that the thermodynamic model, which does not take into
account interface deformations, is fairly accurate for the particle aspect ratios we investi-
gated. Similarly, we find good agreement for θ = 68◦ where the numerical data show a
higher detachment energy than predicted by the thermodynamic model, as expected. For
contact angles θ = 52◦ and θ = 32◦, we still find good qualitative agreement between
thermodynamic theory and numerical simulations for both prolate and oblate spheroids.
However, for oblate spheroids the numerical detachment energy is less than the analytical
predictions, though within errors of the order of the symbol size.
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Caeff = 0.04 Caeff = 0.08 Caeff = 0.12
Figure 5: Side-view of deformed droplets ( a) χ = 0.00, b) χ = 0.27 and c) χ = 0.55). The particles prefer to
stay in the center of the channel where the shear flow is weakest. The particles further exhibit tank-treading-like
behaviour: they move around the interface following the shear flow (Figure reprinted from Frijters et al.26).
3.2 Shear induced deformation of particle-armored droplets
Droplets covered by colloidal particles appear as a building block of emulsions, or might
be produced as individual containers for example for drug delivery purposes. In this sec-
tion we review some simulation results on how such droplets behave under an externally
imposed shear flow. The section is based on an article by Frijters et al.26 and the reader is
referred to this article for more details.
A fraction χ of the interface of a droplet immersed in a second fluid is covered with
particles and a shear flow is imposed by moving boundaries at the top and bottom of the
simulation domain, which causes the droplet to deform. The resulting deformation can be
quantified using Taylor’s dimensionless deformation parameter80, 81
D ≡ L−B
L+B
. (26)
Here L and B are the length and the breadth of the droplet. For small deformations, Taylor
predicts a linear dependence of the deformation of a droplet on the capillary number (see
Eq. 27), which becomes D = 35/32Ca for equiviscous fluids. Due to the finite system
size, we define the capillary and Reynolds numbers in terms of an effective shear rate γ˙eff ,
which is measured at the interface of the droplet during the simulation:
Caeff ≡ µmγ˙
effRd
σ
, Reeff ≡ ρmγ˙
effR2d
µm
, (27)
These are defined in terms os the dynamic viscosity µm of the medium, the radius of the
initial undeformed droplet Rd and the surface tension σ. The effective Reynolds number
is varied between approximately 0.6 < Reeff < 25.
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Figure 6: a) The deformation parameter D as a function of the effective capillary number Caeff for χ = 0 (red
squares), χ = 0.27 (blue circles), χ = 0.41 (green diamonds), and χ = 0.55 (purple triangles). The effect
of adsorped particles is very weak for low χ, becomes noticeable at χ > 0.4. Taylor’s law is reproduced for
small Ca (dashed line). The inset depicts that the Reynolds number scales linearly with the capillary number.
b) The deformation parameter D as a function of the rescaled mass of the particles m∗p, with χ = 0.55 and
Caeff = 0.1. The inertia of the heavier particles causes additional deformation as they drag the droplet interface
in the direction of the shear flow (Figures reprinted from Frijters et al.26).
Let us first understand the effect of nanoparticles on the deformation properties of the
droplet, by discussing how they position themselves at and move over the droplet interface.
The fluid-fluid interaction strength is held fixed at gbr = 0.10 and the particles with radius
rp = 5.0 are neutrally wetting (θp = 90◦) and have a mass density which is identical to
the fluid mass density. The simulation volume is chosen to be nx = ny = 256, nz = 512,
with an initial droplet radius of Rinitd = 0.3 · nx = 76.8, while the number of particles
is varied as np = 0, 128, 256, 320, 384, 446 and 512. This results in surface coverage
fractions between χ = 0 and χ = 0.55. The capillary number is changed by changing
the shear rate. Some examples of the deformations thus realised are shown in Fig. 5, for
Caeff = 0.04, 0.08, 0.12 and χ = 0.0 (a), χ = 0.27 (b) and χ = 0.55 (c).
The interface of a sheared and thus deformed droplet is increased as compared to its
original spherical shape and more space is available for the particles to move freely over
the interface (cf. Fig. 5). The particles are swept over the interface with increasing velocity
as they move away from the center plane of the system and up the shear gradient. If the
particles would not be affected by the shear flow, they would prefer to occupy interface with
high local curvature as can be explained by a geometrical argument: the interface removed
by a spherical particle at a curved interface is larger than the circular area removed from a
flat interface. This explains why in this dynamic equilibrium, most particles can be found
at the tips of the droplet (see Fig. 5 b)). Even though the overall structure of the particles on
the droplet interface remains stable over time, individual particles move over the interface,
performing a quasi-periodic motion.
The linear dependence of the deformation parameter D on the effective capillary num-
ber introduced above is recovered for low capillary number and low particle coverage
(cf. Fig. 6a). When the coverage fraction grows beyond χ > 0.40 the deformations in
this regime increase with increasing χ and constant capillary number. Combining Eqns. 27
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results in a relation between the capillary and Reynolds number:
Reeff = σ
(
ρmRd
µ2m
)
Caeff (28)
Since we change Caeff explicitly by changing the shear rate, Reeff is proportional to the
capillary number for a fixed value of the surface tension and inertial effects increase the
deformation. Furthermore, since the particles do not affect the surface tension, all curves of
the Reynolds number versus capillary number have the same slope (cf. inset of Fig. 6a and
Eq. (28)). This implies that the increased deformation in the case of added particles is not
caused by changes in inertia of the fluids, but instead the inertia of the particles themselves
plays a decisive role here: As shown in Fig. 6b, we have varied the mass of the particles
over two orders of magnitude. We kept χ = 0.55 and Caeff = 0.1 constant and rescaled
the mass scale with the reference mass: m∗p = mp/524. The particles are accelerated
as long as they are on the part of the droplet interface that experiences a shear flow at
least partially parallel to the particle movement. Eventually, particles have to “round the
corner”. The increased inertia of heavier particles makes it more difficult to change their
movement, leading to a situation where the droplet interface is in fact initially dragged
farther away in the direction of the shear flow instead. This then explains the increase of
deformation with increasing particle mass. As our deformation is increased substantially,
the system size limits the deformation we can induce. Therefore, the values presented here
are underpredictions of the actual effect of increased mass at high deformations.
3.3 Timescales of emulsion formation caused by anisotropic particles
In this section different types of particle stabilized emulsions and the effect of the particle
shape on some of their properties are discussed. The results presented here are a summary
of an article recently published by Gu¨nther et al.35.
We find two different types of emulsions in our simulations, namely the Pickering
emulsion (Fig. 7, left) and the bijel (Fig. 7, right). The choice of parameters (such as
particle contact angle, particle concentration, fluid-fluid ratio, particle aspect ratio) deter-
mines the type of emulsions. Parameter studies for emulsions have been discussed in the
past.33, 35, 25 for spherical and ellipsoidal particles, respectively. Here, we limit ourselves to
anisotropy effects on the time dependence of the emulsion formation. We use prolate ellip-
soids (m = 2; Fig. 7, top), spheres (m = 1; Fig. 7, center) and oblate ellipsoids (m = 1/2;
Fig. 7, bottom). The interaction parameter between the two fluids (see Eq. (8)) is chosen
as gbr = 0.08 which corresponds to a fluid-fluid interfacial tension of 0.0138. The parti-
cles are neutrally wetting (contact angle θp = 90◦) and the particle volume concentration
is chosen as Ξ = 0.24. The simulated systems have periodic boundary conditions in all
three directions and a side length of LS = 256∆x. Initially, the particles are distributed
randomly. At each lattice node a random value for each fluid component is chosen so
that the designed fluid-fluid ratio is kept (1:1 for the bijels and 5:2 for the Pickering emul-
sions). When the simulation evolves in time, the fluids separate and droplets/domains with
a majority of one of the fluids form.
The average size of droplets/domains L(t) can be determined by measuring
L(t) =
1
3
∑
i=x,y,z
L(t)i, with L(t)i =
2pi√〈k2i (t)〉 . (29)
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Figure 7: Snapshots of typical simulated Pickering emulsions (left) and bijels (right) after 105 timesteps. The
emulsions are stabilized by prolate ellipsoids (m = 2, top), spheres (m = 1, center) and oblate ellipsoids
(m = 1/2, bottom). The parameter determining if one obtains a bijel or a Pickering emulsion is the fluid ratio
which is chosen as 1:1 for the bijels and 5:2 for Pickering emulsions (Figure reprinted from Gu¨nther et al.15).
〈k2i (t)〉 =
∑
k k
2
i (t)ς(k, t)/
∑
k k
2
i (t) is the second-order moment of the three-
dimensional structure function ς(k, t) = (1/ςn)|ϕ′k(t)|. ϕ′ = ϕ˜− 〈ϕ˜〉 is the fluctuation of
ϕ˜ which is the Fourier transform of the order parameter field ϕ = ρr − ρb.
The time development of L(t) for the three different particle types (prolate, spherical
and oblate (m = 2, 1 and 1/2) and for Pickering emulsions and bijels is shown in Fig. 8a.
We can identify three regimes: in the first few hundred timesteps the initial formation
of the droplets/domains starts. Then, the growth of droplets/domains is being driven by
Ostwald ripening. At even later times, droplets/domains grow due to coalescence. When
two droplets unify, the area coverage fraction of the particles at the interface is increased
because the surface area of the new droplet is smaller than that of the two smaller droplets
before. At some point the area coverage fraction of the particles is sufficiently high to
prevent further coalescence. The state which is reached at that time is (at least kinetically)
stabilized and one obtains a stable emulsion. The values for L(t) are larger for bijels than
for Pickering emulsions. This can be explained by the way we calculate L(t) (see Eq. (29)
and related text) using a Fourier transformation of the order parameter field.
It can clearly be seen that anisotropic particles are more efficient in interface sta-
bilization than spheres since they can cover larger interfacial areas leading to smaller
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Figure 8: a) Pickering emulsion and bijel: Time development of the average domain size L(t) (see Eq. (29)) for
m = 1 and m = 2. At first view, a steady state is reached after about 105 timesteps. L(t) is larger for bijels
than for Pickering emulsions, which is due to the measurement being based on the Fourier transform of the order
parameter. Ellipsoids are able to stabilize larger interface areas than spheres leading to smaller L(t).
b) Bijel: Zoom form = 2 andm = 1/2: Time development of the average domain sizes depicting the impact of
the additional timescales. The range of the variation of L(t) is larger as compared to the Pickering emulsion due
to the impact of a small deformation on the larger effective interface of the bijel (Figures reprinted from Gu¨nther
et al.15).
fluid domains (note that the simulation volume is kept constant). However, the differ-
ence in L(t) for m = 2 and m = 1/2 is small. This can be understood as follows:
if a neutrally wetting prolate ellipsoid is adsorbed at a flat interface, it occupies an area
AP,F (m > 1) = m
1/3Ap,s, where Ap,s is the occupied interface area for a sphere with
the same volume. This corresponds in the case of m = 2 to the occupied interface being
larger by a factor of 1.26 as compared to spheres. For an oblate ellipsoid the occupied
interface area is AP,F (m < 1) = m−2/3Ap,s which for m = 1/2 is by a factor of 1.59
larger than the area occupied by spheres. Since in emulsions the interfaces are generally
not flat, these formulae can only provide a qualitative explanation of the behavior of L(t):
If the interface curvature is not neglectable anymore, we lose some of the efficiency of
interface stabilization, which is more pronounced for m < 1. This explains why the value
of L(t) for m = 1/2 is only slightly smaller than for m = 2.
It seems that L(t) reaches a steady state after some 105 timesteps for both types of
emulsions and for all three values of m. However, if one zooms in one can observe that
L(t) develops for a longer time period if the particles have a non-spherical shape. As will
be demonstrated below, the reason for this phenomenon is the additional rotational degrees
of freedom due to the particle anisotropy. Furthermore, the time development of L(t) for
emulsions stabilized by prolate particles requires more time than that for the oblate ones.
If a particle changes its orientation as compared to the interface or a neighboring particle
this generally changes the interface shape. In this way the domain sizes are influenced,
leading to changes of L(t) – an effect which is not observed for m = 1.
Fig. 8b depicts a zoom-in of the time development of L(t) for bijels with m = 2 and
m = 1/2, respectively. One observes that L(t) decays in both cases. The range of the
decay is larger for m = 2 than for m = 1/2. The time of reordering is much shorter
for m = 1/2 as compared to m = 2. These effects can be explained by the presence of
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additional rotational degrees of freedom for the anisotropic particles. While oblate particles
have only a single additional rotational degree of freedom as compared to spheres, prolate
particles show an even more complex behavior due to their second additional rotational
degree of freedom.
Th first additional timescale we find can be related to the adsorption of single particles
and their further rotation towards the interface during the initial stages of emulsion forma-
tions. However, while the decrease of L(t) in Fig. 8b is certainly of the order of 106 LB
timesteps, we find that the single particle dynamics can only be responsible for effects on
scales of the order of 103 timesteps.
By means of time dependent orientational order parameters and pair correlation func-
tions we investigate the impact of collective effects of many particles being adsorbed at
a flat fluid-fluid interface. For prolate particles, here also the mutual orientation of the
particles is important and one has an additional degree of freedom leading to particle ori-
entational ordering. The presence of many particles at an interface leads to two additional
timescales in the reordering. The first one is the rotation of the particle towards the in-
terface. The particle rotates towards its final orientation parallel to the interface. For
higher particle concentrations the time needed for a particle to come to its final orienta-
tion increases. Hydrodynamic as well as excluded volume effects become more important.
Above a critical concentration not every particle reaches its “final” orientation. In sum-
mary, time scales involved in many-particle effects are found to be of the order of 104 to
even several 105 timesteps.
In emulsions the interfaces are generally not flat. Pickering emulsions usually have
(approximately) spherical droplets and a bijel has an even more complicated structure of
curved interface. The simplest realization of a curved interface is a single droplet. By
simulating the ordering of many prolate ellipsoids at a droplet surface, it was found that
the ordering is somewhat faster than in the case of flat interfaces. This is not surprising
because capillary interactions between the particles play a substantial role in the case of
curved interface.
We can understand one of the additional timescales with the behavior of the ellipsoidal
particles at a single droplet. The particles reorder and it can be shown that this leads
to a small change of the shape of the droplet which is (almost) exactly spherical in the
beginning32. A change of the interface shape caused by reordering of anisotropic particles
leads to a change of L(t). The reordering of particle ensembles at flat as well as spherical
interfaces takes of the order of 105 timesteps. This reordering takes place in idealized
systems with constant interfaces which do not change their shape considerably. In real
emulsions, however, the interface geometry changes substantially during their formation.
For example, two droplets of a Pickering emulsion can coalesce. After this unification the
particle ordering starts anew. This explains the fact that the additional timescale we find in
our emulsions is of the order of several 106 timesteps.
This reordering is pronounced in the case of curved interfaces, where the movement
of the particles leads to interface deformations and capillary interactions. During the for-
mation of an emulsion, droplets might coalesce (Pickering emulsions) or domains might
merge (bijels). After such an event the particles at the interface have to rearrange in order
to adhere to the new interface structure. Due to this, the local reordering is practically
being “restarted” leading to an overall increase of the interfacial area on a timescale of at
least several 106 timesteps.
525
Our findings provide relevant insight in the dynamics of emulsion formation which
is generally difficult to investigate experimentally due to the required high temporal res-
olution of the measurement method and limited optical transparency of the experimental
system. It is well known that in general particle-stabilized emulsions are not thermody-
namically stable and therefore the involved fluids will always phase separate – even if this
might take several months. Anisotropic particles, however, provide properties which might
allow the generation of emulsions that are stable on substantially longer timescales. This
is due to the continuous reordering of the particles at liquid interfaces which leads to an
increase in interfacial area and as such counteracts the thermodynamically driven reduction
of interface area.
4 Conclusion
We introduced our simulation method for fluid interfaces stabilized by colloidal particles,
gave some details of the implementation of a highly efficient and massively parallel simu-
lation code and reviewed a number of recent applications.
When an interface is stabilized by colloidal particles, it is of fundamental interest to
understand how reversible the adsorption of the particles is. For typical particle diameters
of the orders of micrometres, the energy required to detach a particle can be of the order
of several thousand kBT . For nanoparticles, however, thermal energies might be of the
same order as the gain in free energy due to the particles being adsorped. In Sec. 3.1
and the recent publication by Davies et al.18, we studied this problem in detail and in
particular presented a simplified thermodynamic model to estimate detachment energies of
spheroidal particles. The model shows good agreement with our simulations and allows
the experimentalist to do ad-hoc estimates in order to for example better understand how
stable an emulsion stabilized by colloidal particles of different shapes will be.
Particles and surfactants show some important differences when used for the stabi-
lization of fluid interfaces. As shown in Sec. 3.2 and a recent paper by Frijters et al.26,
particles do not directly change the interfacial tension, but reduce the interfacial free en-
ergy by removing interface area. Furthermore, particles are massive objects and under
extreme circumstances such as high mass density and strong shear forces, the inertia of the
particles plays a role. This can, for example, lead to an enhanced deformation of particle
armored droplets in shear flow.
The geometrical shape of the particles used to stabilize an emulsion plays an important
role for the dynamics and long-term stability of the systems. This was demonstrated in
Sec. 3.3 and the recent article by Gu¨nther at al.15, where we studied the appearance of
additional timescales in the dynamics of the formation of emulsions stabilized by oblate
or prolate ellipsoids. The dynamics during the adsorption process of a single particle as
well as interfacial jamming or capillary interaction between particles play a crucial role.
These effects cause a continuous, long-term reordering of already adsorped particles which
might be utilized to counteract the inherent thermodynamic instability of these systems by
improved kinetic stabilization.
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Multiparticle collision dynamics is a particle-based simulation method developed to investigate
the properties of mesoscale objects such as colloids or polymer solutions. A large number
of works have now consolidated the method, as a very solid alternative for the simulation of
most types of soft matter systems. Hydrodynamic interactions, transport of heat and mass, as
well thermal fluctuation are by construction included with this technique. In this chapter the
details of the method implementation are summarized, and some examples of the simulation of
hydrodynamic flows in soft matter systems are reviewed.
1 Introduction
Macroscopic descriptions of fluid properties have been extensively studied on the basis of
the work of Navier and Stokes from the first half of the 19th century71. The Navier-Stokes
equation accounts for the global and local conservation of momentum. The complete de-
scription of the fluid requires also the continuity equation for the mass conservation and
the heat equation for the energy conservation. In case that thermal fluctuations are of
relevance, the three conservation equations can be generalized to the fluctuating hydrody-
namic equations37. In a few cases these equations can be solved analytically, but in general
fluid behavior predictions require to solve coupled sets of nonlinear partial differential field
equations by use of finite difference or finite element methods. This is the basis for a well
established set of methods which are still widely employed. Nevertheless, there are many
situations where these methods can not be applied. This can be due to the no applicability
of the continuum equations, to the difficulties in obtaining numerical convergence. Rele-
vant examples of such limitations appear in problems in which the microscopic properties
of the fluid components are important in determining the overall fluid behavior.
From a different perspective, simulation methods like molecular dynamics simulation
(MD) or Monte Carlo (MC) are based on a microscopic description of fluids16. These tech-
niques would reproduce the exact dynamical, equilibrium or steady state properties of the
complex fluids if unlimited computing power would be available. To simulate in all detail
the dynamical behavior of mesoscale objects, with their surrounding solvent is, due to the
large separation of relevant length and time scales, far away from our computational possi-
bilities. However, these intermediate scales (see Fig. 1) are essential to understand a large
number of macroscopic phenomena. Most soft matter systems fall into this range of meso-
scopic systems ranging from polymers, colloids, droplets, liquid crystals, mixtures, porous
media and many biological matter like membranes, or vesicles. Furthermore, many are the
processes in which these systems display interesting features like shear flow, microfluidics,
microphase separation, or membrane structuring among others. The understanding of these
phenomena is still an outstanding challenge for our basic knowledge of fluid mechanics,
and moreover, have a considerable practical relevance.
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Figure 1: Mesoscale dynamics bridges microscopic and macroscopic scales.
The aim to ’bridge the length and time scales gap’, and the increasing availability of
computing power, has stimulated the development of several mesoscale simulation tech-
niques in recent years31, 16, 4. This has been done fundamentally either from the ’top-
down’ approach which consists on discretizations of the continuum equations, or from
the ’bottom-up’ approach which consist in coarse grained descriptions of the fluid where
the microscopic scale is strongly simplified, but relevant effects are still taken into account.
In this line, it can be considered that a first mesoscopic model of colloids suspensions is
to ignore the solvent and to treat the colloids as hard sphere. The colloids structure is then
summarized as impenetrable objects. Their dynamics is accounted by means of MD or MC
simulations. This has indeed been successful in predicting static properties of colloidal
dispersions in quite early simulations. However, in order to describe dynamical properties
of colloidal dispersions, one should also consider solvent effects, and the detail in which
this has to be done will depend on the particular effect that one wants to reproduce. One
important issue will be if hydrodynamic interactions (HI) should be included or not.
In the absence of hydrodynamic interactions, a force Fi applied to a particle will result
in a linear increase of the particle velocity vi = D0kBT Fi, where kB is the Boltzmann con-
stant, T the system temperature, andD0 the diffusion coefficient8. D0 is a constant that de-
pends on the solute and solvent properties. In the presence of hydrodynamic situations, the
velocity increase of a particle due to an applied force is not linear anymore but depends on
the position and velocities of all neighboring particles, vi = 1kBT
∑
j Dij(rN )Fj , where
Dij(rN ) is the hydrodynamic mobility tensor or Oseen tensor. Hydrodynamic interactions
are therefore dynamical many-body forces characterized by long range interactions that in
three dimensions decay like the inverse particle distance,∼ r−1. The proper description of
such HI is fundamental in many systems and processes like polymer or colloid suspensions,
microphase separation or microfluidics devices.
In recent years, several particle-based hydrodynamic mesoscopic techniques have been
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When one particle in solution moves, the fluid
around is perturbed such that the movement of
all neighboring particles is affected.
Figure 2: Diagram of hydrodynamic interactions.
proposed31. Mass and momentum local conservation are necessary requirements for hydro-
dynamic interactions to be correctly modeled. Two of the most well-known and extended
hydrodynamic mesoscopic simulation techniques are Lattice-Boltzmann (LB)46, 70 and dis-
sipative dynamics dynamics (DPD)22, 13, 20. In the LB method particle densities move in
the nodes of a lattice with discretized velocities, such that mass and momentum fulfil lo-
cal conservation laws70. In standard DPD, particles positions and velocities are updated
according to Newton equations of motion by considering conservative, dissipative and
stochastic interactions. Mass and momentum are then conserved quantities and thermal
fluctuations are taken into account. A more recent approach has been proposed by Maleva-
nents and Kapral42, 43 with the method multiparticle collision dynamics (MPC), also known
as stochastic rotation dynamics (SRD). This method conserves in its basic implementation
mass, momentum, and energy, including also thermal fluctuations, and the motion is not
restricted by the presence of an underlying lattice. This simplicity presents MPC as a
promising tool for the investigation of numerous systems.
In this chapter the implementation details of the mesoscopic method MPC are intro-
duced. A couple of example applications are also reviewed which selection is unavoidably
biased by my own experience in the field. For further explanations of the method, I refer
the interested reader to more extended reviews89, 30, 17 and to the original literature.
2 Multiparticle Collision Dynamics: The Method
This mesoscale simulation technique is developed from a previous method known as direct
simulation Monte Carlo (DSMC). DSMC was developed for simulating flow of relatively
dilute gases6, and consists in a set of particles that alternate streaming and collision steps.
In the streaming step all particles move ballistically, and then collisions are performed
among randomly selected pairs of particles. The space is divided into collision boxes
inside which the mentioned pairs are chosen. The number of collisions per time step is
fixed by the known collision frequency at the specified density. The precise rules for the
collisions depend on the molecular model that one wants to reproduce. This is still a
widely employed method for the simulation of gases, important for example in aeronautic
problems, but mostly restricted to such diluted gases. An extension of the DSMC for dense
gases has been recently proposed1.
Multiparticle collision dynamics is a variant of the DSMC method, in which binary
collisions are replaced by multi-particle collisions in a prescribed collision volume. Mass,
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momentum, and energy are locally conserved quantities by construction and it has been
demonstrated that the hydrodynamic equations are satisfied. MPC can also be consider
the most recent mesoscopic technique, since it was first introduced by Malevanets and
Kapral42, 43 in 1999. Since there has been an large number of works to consolidate the
method, The MPC method has already been extensively tested, showing for example to
reproduce the Navier-Stokes equation42, to include hydrodynamic interactions for example
in polymer solutions64, 50, or more recently to fulfil the fluctuation theorem5.
In this one and a half decades, MPC has successfully been applied to a large number
of systems like colloidal solutions54, 79, rod-like colloids63, 62, star polymers66, 69, 14, poly-
electrolyte solutions15, red-blood cells52, 47. These systems have been simulated in various
conditions like equilibrium, confinement, shear or capillary flows, or under temperature
or density gradients. More recently, MPC is being very successful in the simulations of
various systems of microswimmers both biological12, 18, 88, 61, 11 and synthetic68, 7, 81, 87, 59, 90.
MPC has furthermore served to propose novel microscale machines85, 80.
2.1 MPC fluid model
The fluid is modeled by N point particles. Each of these particles is characterized by its
position ri and velocity vi, and labeled with i = 1, . . . , N . Positions and velocities are
continuous variables, which evolve in discrete increments of time. The massmi associated
with the particles is usually taken to be the same, but more generally, different masses can
be assigned.
a) b) c)
Figure 3: Diagram of the MPC dynamics in 2 dimensions. (a) Streaming step, (b) particles sorted into collision
boxes and (c) rotation of the particle velocity relative to the center of mass.
The MPC algorithm consists of two steps, streaming and collision, which are illustrated
in Fig. 3. In the streaming step the particles do not interact with each other (see Fig. 3a),
they move ballistically according to their velocities during a time increment h, to which I
will refer as collision time. Thereby, the evolution rule is
ri(t+ h) = ri(t) + hvi(t). (1)
In the collision step, the particles are sorted into collision boxes (see Fig. 3b), and
interact with all other particles in the same collision box. This multibody interaction takes
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place through the collision box center of mass velocity. This is
vcm,i(t) =
∑(i,t)
j (mjvj)∑
jmj
, (2)
such that vcm,i(t) is the velocity of the center of mass of all particles j, which are located in
the collision box of particle i at the considered time t. The collision boxes are typically the
unit cells of a d-dimensional cubic lattice with lattice constant a, although other geometries
would be possible. The collision is then defined as a rotation of the velocities of all particles
in a box in a co-moving frame with its center of mass. Thus, the velocity of the i-th particle
after the collision is
vi(t+ h) = vcm,i(t) +R(α) [vi(t)− vcm,i(t)] , (3)
where R(α) is a stochastic rotation matrix. This implies that each particle changes during
the collision the magnitude and the direction of its velocity (see Fig. 3c), in such a way that
the total momentum and kinetic energy are still conserved within every collision box. This
is easy to visualize since the collision box center of mass velocity vcm,i does not change
during the collision,
(i,t)∑
j
mvj(t+ h) =
(i,t)∑
j
m
(
vcm,i(t) +R(α) [vj(t)− vcm,i(t)]
)
=
(i,t)∑
j
mvj(t) (4)
(i,t)∑
j
m
2
v2j (t+ h) =
(i,t)∑
j
m
2
(
vcm,i(t) +R(α) [vj(t)− vcm,i(t)]
)2
=
(i,t)∑
j
m
2
v2j (t).
Therefore, with the collision rule in Eq. (3), the conservation of mass, local momentum
and kinetic energy are guaranteed by construction.
MPC units - In the simulations,N particles are initially placed at random in a cubic system
of linear extension L. The average number of particles in a collision box is ρ = N(a/L)d,
the scaled number density. Starting from an arbitrary distribution of velocities, only a few
steps are required to reach the Maxwell-Boltzmann velocity distribution. The equilibrium
temperature T is then given by the average kinetic energy m
〈
v2i
〉
= 3kBT , where kB
is the Boltzmann constant. It is necessary to choose reference units, and these can for
instance be,
Mass unit: m ≡ particle mass
Length unit: a ≡ collision box size
Energy units: kBT ≡ system temperature
which corresponds to measure length and time according to xˆ = x/a and
tˆ = t
√
kBT/ma2. The scaled mean free path is then given by λ = hˆ.
Random rotation - Together with the collision step the stochastic rotation matrix R(α)
has been introduced, such that α is a parameter of the model. The direction around which
the rotation is performed is different in neighboring boxes, but inside a particulate box all
particles suffer the same rotation. In two dimensions, the rotation of the relative velocity
to the box center of mass is simply given by an angle ±α, where the sign independent and
randomly chosen for each cell (see Fig. 4a). In three dimensions, two main schemes have
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been described for the random collisions. The first one74 chooses the rotation direction
among the three main axis and the rotation is performed by an angle ±α. The second
scheme2 consists in choosing a random direction in space for each box around which the
relative velocities are rotated by the angle α. The second scheme is slightly more difficult
to implement but in return it introduces less anisotropy in the system due to the underling
lattice.
a)
- α
- α - α - α
- α
- α - α - α - α
- α - α - α - α
- α - α
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Figure 4: a) Realization of the random direction rotation in two dimensions (red +α, blue −α). b) Diagram of
the random shift of the collision grid.
Random shift - In order to perform the multiparticle collision, as I have already discussed,
particles are sorted into cells where the collision takes place. The choice of these collision
boxes defines a preferential grid, and the first naive choice would be a fixed grid whose
outside borders coincide with the system boundaries, similar as sketched in Fig. 3b. Nev-
ertheless, such a fixed grid does not fulfill Galilean invariance if the mean free path is not
large enough. This can be visualized in the case of two systems, one at rest and the second
moving with a constant velocity. If the displacement of particle i is smaller than the size
of the collision box a, the particles in the collision box will not be the same in the moving
system and in the system at rest, which will lead to different dynamics in the two cases
and therefore a to breakdown of the Galilean invariance. Therefore, a random shift of the
collision grid has to be performed in the execution of the collision step25, 26, in order to
ensure Galilean invariance in the full range of possible parameters.
Random shift is performed by displacing the collision grid a random number uniformly
distributed in the interval (0, 1) which is chosen independently in each collision. In Fig.4b,
the solid black grid represents the fixed grid, while the discontinuous red grid would be one
of the possible displaced grids. Note that periodic boundary conditions are applied, such
that for example, the last-right column of the shifted grid would include some particles of
the first-left column of the fixed grid. As a consequence of such a shift no special frame
exits and Galilean invariance is restored. Similarly, two particles placed at a quite small
distance would not interact if a fix grid would separate them. The random shift imple-
mentation produces also that the probability of two particles to interact will be inversely
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proportional to their relative distance, in a way similar to a soft range potential. Random
shift also facilitates the transfer of momentum between neighboring particles, since the
different positions of the grid in two consecutive collision steps make possible transfer of
momentum over larger distances per time unit.
Implementation of walls - For many interesting situations, it is necessary to implement of
walls as boundary conditions. Two main types of boundary conditions are possible when
simulating a solid wall, these are stick and slip. This classification is performed attend-
ing the difference of velocity between the fluid and the wall. Slip boundary conditions
allow that the fluid in contact with the wall and the wall itself have different velocities.
Stick boundary conditions (also called no-slip) impose a continuous change of velocity
between the wall and the fluid. The standard procedure to obtain stick is known as bounce-
back. When a particle hits the wall its trajectory is reverted and its velocity is inverted (see
Fig. 5a). These considerations apply to many simulation techniques.
For simulating fixed walls with MPC, standard bounce-back is applied during the
streaming step. This will be enough when the walls exactly coincide with the boundaries
of the collision cells. However, the walls will generally not coincide with the cell bound-
aries, due to special geometries or to random shift. In these cases (see Fig. 5b), the cells
in the boundary will be generally partially filled, which will not lead to the desired stick
boundary conditions. An efficient solution to overcome this problem has been proposed36.
The idea is that for all the cells of the channel which are cut by walls and have as a con-
sequence a number of particles n smaller than the average number of particles in the bulk
ρ, extra virtual particles will be added. The function of these virtual particles is to obtain
the behavior of a fluid with constant density and temperature in the cells at the boundaries.
The velocities of the virtual-wall particles are drawn from a Maxwell-Boltzmann distribu-
tion of zero average velocity and the same temperature T as the fluid. The collision step
in Eq. (3) is then carried out with the average velocity of all particles in the cell. Since the
sum of random vectors drawn from a Gaussian distribution is again Gaussian-distributed,
it is not necessary to calculate the velocities of the individual particles. Instead, the center
of mass velocity in Eq.(3) can be written as
vcm,i =
∑i
jmvj + a
ρ
(5)
where a is a vector whose components are numbers from a Maxwell-Boltzmann distribu-
tion with zero average and variance (ρ− n)kBT .
Poiseuille flow Giving a fluid resting between to planar walls, a gravitational field g is
applied in one direction parallel to the walls. After a relaxation time, the system reaches a
stationary state with a parabolic velocity profile between the walls and in the direction of
the force. See an example in Fig. 5c, where planar fixes walls are implemented at y = 0
and y = Ly = 25. It is known71 that the measured maximum velocity of the parabola
is inversely proportional to the kinematic viscosity ν of the fluid like vmax = gL2y/(8ν).
This behavior is reproduced by MPC simulations, and it can be used as a measurement
for the viscosity displayed by the MPC fluid36, 64, 65. Alternative methods to determine the
viscosity from simulations have been employed in Refs.33 and27, where a system under
shear flow and vorticity correlations have been respectively used.
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a) b) c)
Figure 5: a) Diagram of the bounce-back rule. b) Random-shift in the presence of walls. c) Parabolic velocity
profile in the presence of a gravitational field reproduced by MPC.
2.2 Transport properties
Transport coefficients of the MPC solvent have been studied intensively. Analytical ex-
pressions have been derived from kinetic theory by generalizing point-like collisions to
finite collision volumes26, 27, 74, 33. The theoretical expressions describe numerical results
very well. This is quite convenient since different properties of the fluid can be tuned by
choosing the adequate set of model parameters.
Viscosity - The total kinematic viscosity, ν = νkin+νcoll, is the sum of two contributions,
the kinetic viscosity νkin and the collisional viscosity νcoll, which have been calculated in
two and three dimensions. In three dimensions74, 33, these expressions are
νcoll =
1
λ
(1− cosα)
18
(
1− 1
ρ
)
(6)
νkin = λ
[
1
(4− 2 cosα− 2 cos 2α)
5ρ
ρ− 1 −
1
2
]
.
The viscosity data obtained from Poiuselle flow simulations are presented in Fig. 6 to-
gether with the theoretical predictions of Eq. (6). The obtained agreement is quite remark-
able, in contrast to the case of other mesoscopic simulation techniques such as dissipative
particle dynamics57. Density fluctuations can also be included in the theory33, which no-
ticeably improves the agreement with the simulations results for small number densities;
for ρ ≥ 5 these contributions are negligible.
The ratio between the kinetic and the collisional contributions to the kinematic viscos-
ity varies considerably with the model parameters, as can be seen easily from the theoretical
expressions (6). In Fig. 6 the total kinematic viscosity and its two contributions are plotted
as a function of the collision time step. The collisional contribution is dominant for large
collision small collision times, while the kinetic viscosity dominates in the opposite case
of small collision angles and large collision times.
Diffusion coefficient - The self-diffusion coefficient can be a calculated by
the Green-Kubo formalism from the velocity autocorrelation function (VACF) as
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a) b)
Figure 6: a) Dimensionless kinematic viscosity as a function of the collision time λ. Red line is the total theo-
retical prediction with α = 130 and ρ = 5, blue line is the collisional contribution and green line the kinetic
contribution. Symbols are the simulation results, with system size L/a = 20. B) Theoretical Schmidt number
versus collision time. The α and ρ parameters are specified in the legend.
D = 13
∫∞
0
dt 〈v(t)v(0)〉27. In order to obtain an analytical prediction, the Brownian
approximation is employed for the VACF, what yields to,
D = λ
(
1
γ
− 1
2
)
, γ =
2
3
(1− cosα)
(
1− 1
ρ
)
, (7)
where the decorrelation factor γ has been specified for the 3-dimensional case. A simula-
tion measurement can be obtained through the VACF or by calculating the averaged mean
square displacement. The agreement with simulation results is quite reasonable for large
values of the mean free path λ, but not so for small ones. This is due to the fact that the
Brownian approximation neglects the effect of correlations between particles. This de-
viation is therefore an indication of the importance of the enhancement of the collective
behavior in the regime where the mean free path is smaller than the box size64, 65.
Schmidt number - A convenient measure of the importance of hydrodynamics is the
Schmidt number Sc = ν/D, where ν is the kinematic viscosity and D the diffusion coef-
ficient. Thus, Sc is the ratio between momentum transport and mass transport. It is known
that this number for gases is on the order of unity, while in fluids like water it is on the
order of 102 to 103. A prediction for the Schmidt number of a MPC fluid can be obtained
from the theoretical expressions (6) for the kinematic viscosity, and the diffusion coeffi-
cient in Eq. (7). In Fig. 6, the theoretical prediction is plotted for Sc as a function of the
mean free path (or collision time) for different values of the rotation angle. This shows
that Sc becomes considerably larger than unity for the same range of parameters where the
collisional viscosity is considerably larger than the kinetic viscosity.
In order to perform simulations where the hydrodynamic effects are more easily taken
into account, it is advisable to employ large values of the rotation angle α (like α = 130o)
and small values of the collision time (like h = 0.1 or smaller). These restrictions, together
with the election of the number density ρ, still give a large margin to chose particular values
for the transport coefficients like the viscosity η = νρ. However, it should be recall that
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the simulations will become computationally more expensive as for smaller collision times
and for larger number densities.
2.3 Model variations
MPC with Andersen thermostat
The MPC algorithm has been constructed such that mass, and translational momentum
are locally conserved, which is essential for obtaining correct hydrodynamic behavior. As
already discussed, the original version of MPC defined with the collision rule in Eq. (3)
also conserves energy. This means that the method is suited to be applied to investigate
transport of energy or systems with temperature gradients40, and in principle also that
temperature is constant without the necessity of any additional thermostat. This is though
not the case only in many cases the system has external influences like in the presence of
a gravitational force, shear flow, or an electric field. In these cases, the interaction with
a thermostats might be necessary similar to most simulation techniques23, 24. A collision
with an intrinsic thermostat can be defined53 alternatively to Eq. (3) as
vi(t+ h) = vcm,i(t) + δv
ran = vcm,i(t) + v
ran
i −
1
Nc
∑
vranj (8)
where Nc is the number of particles in the collision cell and the sum runs over all particles
in the cell. Here, the new relative velocities are Gaussian random numbers with variance√
kBT/m, being T the thermostating temperature. This method is know as MPC-AT in
contrast to the standard one which is now frequently called MPC-SRD.
MPC with angular momentum conservation
Besides the multiple advantages of the two described MPC methods, local angular mo-
mentum is not conserved in any of them. Although the violation of angular momentum
conservation does not affect the generic form of the hydrodynamic equations28, 23, 55, the
fluid stress tensor is no longer symmetric28, 60, 19, 86. This affects the propagation of sound,
but is unimportant for the evolution of vorticity of a bulk fluid. The absence of angular
momentum conservation leads to a non-physical contribution to the torque in the case of
circular Couette flow, or to incorrect velocity fields in some cases19, 86.
Angular momentum conservation can be restored by imposing constraints on the new
relative velocities. The collision rule in this case is
vi(t+h) = vcm,i(t)+v
ran
i −
1
Nc
∑
vranj +
{m
Π
∑[
rj,c ×
(
vj − vranj
)]× ri,c} , (9)
where Π is the moment of inertia tensor of the particles in the cell, and rj,c = rj − Rc
is the relative position of particle j in the cell and Rc is the center of mass of all particles
in the cell. This is then an angular-momentum conserving modification of MPC-AT53, 19,
denoted MPC-AT+a.
Non-ideal MPC
A new version of the model proposed in Ref.29 introduces generalized excluded volume
interactions between fluid particles such that fluids with non-ideal-gas equation of state are
produced. The additional consideration of interactions between different types of particles
leads to the possibility of simulating multicomponent fluids73.
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2.4 Implementation of complex structures
After regarding the implementation and characteristic behavior of a simple fluid with sim-
ulated with MPC, the next important question is how to model complex structures with a
MPC solvent. The general strategy is to define an hybrid algorithm where the solvent is
simulated with the MPC technique and both, the solute description and the solute-solvent
interactions, are accounted with specific models. Different structures like colloids, poly-
mers or membranes have therefore developed different coupling schemes. Some of them
are summarized below.
MD coupling This was the first coupling introduced for MPC by Malevanets and
Kapral43, 44, it was applied to a colloidal dispersion. The idea of this coupling is that
both the solute-solute and solute-solvent interactions are taken into account through ex-
plicit potentials with molecular dynamics (MD), and only the solvent-solvent interactions
were mesoscopically described through MPC. This leads to a considerable speed up of
the simulations respect to a simulation that will consider all the solvent-solvent interaction
with MD.
For example, in case a polymer is considered, Nm particles of mass M are taken
to be the polymer monomers. These monomers are connected by harmonic springs and
have excluded-volume interactions with the solvent particles and eventually also between
monomers of the same polymer. The MD time steps are integrated, for instance, with the
velocity-Verlet algorithm with a time step ∆t generally 20 to 100 times smaller than the
collision time. This discrete time evolution is then interrupted every h/∆t steps such that
solvent particles interchange momentum among themselves through a MPC collision (see
Fig. 7a). Typical potential parameters are then related to the MPC units.
In Ref.38 Lee and Kapral employ this coupling to study dynamics of polymer with
solvent of different qualities. This is achieved by changing the excluded volume inter-
actions from purely repulsive to a Lennard-Jones interaction that accounts for repulsive
interactions at short distances to attractive interactions at intermediate distances. The poor
solvent is reproduced by considering attractive interactions between monomers and repul-
sive between solvent and solute particles. Oppositely, the good solvent considers repulsive
interactions between monomers and repulsive between monomers and solvent particles.
MPC coupling In this case only solute-solute interactions are described with MD, while
both solvent-solvent and solute-solvent interactions are described with MPC interactions.
This means that the MPC streaming step in Eq. (1) is used to update the positions just of
the solvent particles, while in the collision step in Eq. (3) both solvent and solute particles
are taken into account. The collision is performed through the collision box center of mass
velocity Eq. (2) where the solute particles are generally considered to have larger mass
than the surrounding solvent particles. Similarly to the MD coupling, the position update
of the solute particles is performed in several MD steps between MPC collisions, and it
is in the MD where the particular characteristics of the interaction potential are taken into
account.
Coming back to the polymer example45, 50, Nm point particles of mass M are also
taken to be the polymer monomers. These monomers are connected by harmonic springs
and may also interact via an excluded-volume potential. The typical distance between
consecutive monomers (bond length) could be equal to the box size, so that there is no
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b) c)
Figure 7: a) Diagram of the time evolution in MD and MPC couplings. b) Diagram of the inclusion of a polymer
in a MPC solvent. c) Polymer center of mass diffusion coefficient with the MPC coupling together with the Zimm
theoretical prediction.
more than one monomer in each collision box. The potential strength would similarly be
taken in units of the thermal energy kBT . This procedure is interrupted every h/∆t steps
for updating the positions of the fluid particles and for the MPC collision, where solvent
and solute particles interchange momentum. This implies that the solvent particles can
enter the cores of the monomers, but the monomers cannot inter penetrate each other (see
Fig. 7b). In return, the MPC coupling is computationally less costly than the MD coupling
since in every MD time step the solvent is ignored. Other properties like solvent induced
depletion interactions are different between both couplings.
The MPC coupling has been used to study the dynamics of short polymer chains in
solution64, 50. The predictions of the Zimm theory, in which the effect of hydrodynamic
interactions is taken into account, are in excellent agreement with the simulation results
for instance, for the center of mass diffusion coefficient (see Fig. 7c) and for the relaxation
times of the Rouse modes. This agreement is found in the parameter regime where the
collective behavior has been described to dominate the dynamics, which also is when the
Schmidt number displayed larger values. Polymer collapse has also been studied with this
coupling showing the relevance of hydrodynamics interactions32, 34.
Boundary conditions coupling Specific solvent-solute interactions can be defined at the
boundaries between the solute surfaces and the surrounding solvent. In order to simulate
the interaction of a flow with an spherical obstacle, the MPC solvent particles interact with
the sphere surface as with a planar wall with a bounce back collision36, 35, 2. As can be seen
in Fig. 8 the fluid instability expected for high Reynolds numbers is properly reproduced.
More elaborated rules have been introduced when simulating moving colloids56. These
interactions take into account not only the transfer of linear momentum and energy be-
544
tween solvent and solute particles, but also the transmission of angular momentum from
the solvent collisions to the solute particle.
Figure 8: Velocity field of a left-to-right flow past a sphere for high Reynolds number conditions (reproduced
from Ref.2).
Further couplings In order to describe different specific situations other couplings can be
defined. An example is the simulation of vesicles in flow51, 52. In this case, solvent free
models for the simulation of membranes like discretized curvature models or triangulated
surfaces are employed in combination of the MPC solvent. Interestingly in this case, the
fluids inside and outside the vesicle do not mix and can have different fluid properties like
density or viscosity.
2.5 Random MPC solvent
A standard procedure to determine the relevance of HI is to compare simulations with and
without HI. In principle existing methods without HI, like BD in Sect. 2.1, would provide
a valuable comparison. Nevertheless, the ideal to perform a good comparison is that the
considered methods differ as little as possible apart from the inclusion of HI. With this
spirit we proposed the random MPC solvent67. The idea is to replace the solvent-solute
interaction in the collision step by the interaction with a heat bath. Since the positions of the
solvent particles within a cell are not required in the collision step, no explicit particles have
to be considered. Instead, each monomer is coupled with an effective solvent momentum
P which is directly chosen from a Maxwell-Boltzmann distribution of variance mρkBT
and a mean given by the average momentum of the fluid field – which is zero at rest,
or (mργ˙riy, 0, 0) in the case of an imposed shear flow. This strategy is related to that
proposed in Sect. 3.1 and Ref.36 in order to model the no-slip boundary conditions of
solvent particles at a planar wall. The total center-of-mass velocity is then given by
vcm,i =
Mvi + P
mρ+M
, (10)
with which the collision step in eq. (3) is performed. Note that similarly to the MPC
solvent, the complex structure trajectory is sampled by MD and the interaction with the
solvent is performed every collision time h.
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The random MPC solvent has therefore similar properties as the MPC solvent, except
those associated with HI. The relevant parameters in both methods are the density ρ, the
rotation angle α, and the collision time h which can be chosen to be the same. Simple to
compare are the velocity autocorrelation functions65. The random MPC solvent will only
lead to an exponentially decaying correlation function. Naturally, this leads to differences
in the diffusion coefficient. Other transport coefficients such as the viscosity depend on HI
only weakly72 and consequently are expected to be essentially identical in both solvents.
A very important advantage provided by this method is that no explicit solvent particles
need to be considered. This translates into a computational speed-up by several orders
of magnitude, depending on the considered system size. Moreover, to implement non-
equilibrium conditions is straightforward. Examples of application of this technique can
be found in Refs.67, 10, 39.
3 Simulation of Hydrodynamic Flows with MPC
The described MPC method simulates an explicit solvent which includes hydrodynamic
interactions. These interactions have shown to be the consequence of the momentum con-
servation in the MPC dynamics, where no specific fluid behavior is imposed. The flow is
hydrodynamic and results therefore of the specific boundary conditions of the problem. In
the following, a few examples of these flow are discussed. For comparison, analytical ex-
pressions for hydrodynamic flows can obtained as solution of the Navier-Stokes equations
with adequate boundary conditions. Systems of interest are frequently on the steady state
systems, with small Reynolds and Mach numbers, such that time derivatives and non-linear
terms can be neglected and the Stokes equation applies.
3.1 Colloid exposed to an external force
We first consider the case of a colloid with slip boundary conditions experiencing a con-
stant external force and moving at velocity u. A relevant example is a sedimenting colloidal
sphere in a gravitational field. The flow field has to satisfy the three boundary conditions:
(i) Its normal component vanishes at the particle surface in the co-moving reference frame.
(ii) The slip boundary implies that the tangential stress vanishes at the particle surface.
(iii) The flow field vanishes at an infinite distance. The solution of this flow depends then
on the shape of the stress tensor and therefore on the presence or absence of angular mo-
mentum conservation. Figure 9a displays the velocity field around the colloid. Fig. 9b
shows the quantitative comparison of the measured flow with the corresponding analytical
expressions in the absence or presence of AMC86. The agreement between the analytical
expressions and the simulation results is very good.
3.2 Thermophoretic flows
In the presence of a temperature gradient, a colloid in solution shows a directed motion,
this is known as thermophoresis76, 58, 78. The colloid motion is not the result of an exter-
nally applied force, but it results from the unbalance of the force exerted by the surrounding
fluid83. In the MPC simulation the thermophoretic force is not externally imposed either,
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Figure 9: a) Velocity field of an externally applied fluid flow past a fixed colloidal sphere (cross-section through
the colloid center). Blue solid lines correspond to the stream lines, small red arrows are the solvent velocity
field, and the background color code indicates the normalized velocity modulus. b) Normalized fluid velocity as
a function of the separation from the center of a fixed colloidal particle in a fluid with a constant flow velocity at
infinity. Symbols refer to the simulation results, in an axis along the flow (‖, solid), and axis perpendicular to the
flow (⊥, empty). Lines correspond to the analytical predictions.
but it emerges as a consequence of the temperature variation of the solvent colloid interac-
tions.
The temperature gradient can be imposed to the MPC fluid at boundary walls or with
periodic boundary conditions, similar as it is done with MD simulations21, 49. Since MPC-
SRD conserves by construction local kinetic energy, temperature inhomogeneities can be
simply taken into account, in contrast to other intrinsically isothermal methods as dissi-
pative particle dynamics or lattice Boltzmann, where generalized version of the methods
are necessary. The fact that MPC has the equation of state of an ideal gas implies that
the temperature gradient is accompanied of a density gradient40. Compressibility effects
will then be present although they have show though to be of small importance for ther-
mophoretic colloids84. The colloid is implemented with MD coupling with the MPC sol-
vent. Due to their tunable properties and simplicity, Lennard-Jones type of potentials have
been employed41 for the colloid solvent interactions. Thermophobic colloids are those that
preferably drift to colder areas, as it is the case in most of the experimental colloidal parti-
cles. Colloids simulated with attractive colloid solvent interactions and MPC have shown
to be thermophobic. In contrast, colloids simulated with repulsive interactions result to be
thermophilic, drifting to warmer areas.
Besides the colloid drift, the temperature inhomogeneity also induces a flow of the
solvent around the colloid. This flow directly emerges from the MPC simulations due to
its hydrodynamic character. The analytical expression of the flow around a fixed colloid
can be now obtained from the Stokes equation by considering that the integral of the stress
tensor over the particle surface corresponding to the thermophoretic force fT . The resulting
stationary flow field9, 48 is,
v(r) = − 1
8piηr
(rˆrˆ + I) · fT + R
2
8piηr3
(3rˆrˆ− I) · fT . (11)
547
Here, R is the particle radius, η the solvent dynamic viscosity, rˆ = r/|r| and I the unit
tensor. The flow is the superposition of a Stokeslet and a source-dipole. Equation (11) in-
dicates that the flow velocity around a fixed particle in a temperature gradient has opposite
direction to the thermophoretic force, and that it is of long range since it decays linearly
with the inverse distance from the particle center. The flow field induced by a thermophilic
particle fixed between walls at different temperatures obtained by simulations is shown in
Fig. 10. A very precise quantitative agreement with Eqs. (11) has been demonstrated84
when the effect of back flow is considered, as can be seen Fig. 10. Note that the difference
between the cold and the warm branches is small what implies that the compressibility
effects in MPC are small.
C
 
 
o
 
 
l
 
 
d
H
 
 
o
 
 
t
a
c
a
h
b
d
bu
-0.002
0.000
a) va,c
va,h
Lz/2σ
 
 
-0.004
-0.002
0.000
 0  2  4  6  8
b)
simulations
unbounded
cte bf app
reflection
r/σ
Lx/2σ
 
 
 
 
aV
bV
Figure 10: Left) Cross section of the flow field induced by a thermophilic colloid fixed between parallel cold and
hot walls. Small red arrows indicate the flow velocity direction and intensity, while the thick blue lines correspond
to the flow stream lines. The axes where the flow velocities are quantified in are displayed here in white. Right)
Flow velocity as a function of distance from the colloid center. Symbols correspond to simulation results, dashed
lines to the theoretical calculation in Eq. (11), dotted lines to the constant backflow approximation, and solid
lines to theoretical calculation with the reflection method. Arrows indicate the position of the system boundaries.
a) Velocity in axis a. b) Velocity in axis b.
In case the colloid can freely move, the thermophoretic force induces a drift in the
colloid. The colloid thermophoretic velocity uT results from the balance of the ther-
mophoretic and the friction forces fT = γuT , with γ the friction coefficient, which can
be approximated to be spatially constant82. The solution of Stokes equation needs to con-
sider now the particle drift and that the balancing forces on the particle result in a vanishing
integral of stress tensor over the particle surface. The obtained velocity flow field3, 77 reads,
v(r) =
R3
2r3
(3rˆrˆ− I) · uT . (12)
The flow velocity across the colloidal center and along the temperature gradient has now
the same direction as the thermophoretic force, and decays with the inverse of the distance
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cubed. This is much faster than in the case of a fixed particle. The flow field induced by
a freely moving colloid in a temperature gradient has been obtained by simulations and it
is shown in Fig. 11. A very precise quantitative agreement with Eq. (12) has been found84
and it is shown in Fig. 11.
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Figure 11: Left) Cross section of the velocity field around a freely drifting thermophilic colloidal sphere in a
temperature gradient. The inset shows the theoretical result from Eq. (12). Right) Velocity field around a drifting
thermophoretic particle as a function of distance from the particle, with positive direction toward the hot side.
Symbols refer to the simulation results, lines to the theoretical calculation from Eq. (12). a) Velocity field Va,
solid and open symbols correspond to Vac and Vah, respectively. b) Velocity field Vb.
Furthermore, the existence of a thermophoretically induced fluid flow has interest not
only from a fundamental point of view, but can also find numerous practical applications,
like the existence of inter-colloidal hydrodynamic attraction, and the possibility of design-
ing thermophoretic pumps84, 85.
3.3 Thermophoretic crystals
When freely moving colloidal particles are confined between walls at different tempera-
tures, the directional thermophoretic force will naturally drive them towards one of the
walls. The colloids may then stay at an averagely fixed distance of the confining wall
performing a two-dimensional Brownian motion75, 9. It is then to be expected that the
thermophoretically induced flow field is related to that of a fixed particle in Eq.(11), but
asymmetrically modified by the presence of the wall. In contrast to the symmetric system
in Fig. 10 where the colloid was fixed equidistant from both walls, the thermophoretically
induced flow field of a thermophilic colloid close to the hot wall in Fig. 12 has now a
strong lateral component toward the colloidal sphere and parallel to the wall. If a second
particle is in the neighborhood of the colloid, it will suffer a hydrodynamic drag toward
the first particle, this is a thermophoretically induced attraction force. This attraction force
is then perpendicular to the temperature gradient, and will decrease as function of the dis-
tance. When the lateral flow is strong enough (high |αT |), the attraction force can be larger
than other repulsive contributions or than thermal fluctuations, originating stable colloid
aggregation. Such 2D colloidal thermophoretic crystals, have indeed been experimentally
observed75, 9, and show to form and be stable only in the presence of a temperature gradient.
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Figure 12: Cross section of the flow field around a thermophilic particle fixed in a near-wall environment. The
inset shows the velocity field in a plane parallel to the walls and between the colloid and the hot wall.
3.4 Star polymers under shear
One example in which it is not easy to provide an analytical prediction of the hydrody-
namic flow is the interaction of a star polymer with a shear flow. The distortion of the
external flow has been investigated with MPC simulations66, 67 and it is shown in Fig. 13a.
The shear flow produces the elongation, orientation and rotation of the star polymer with
the flow. In correspondence, the fluid shows to rotate together with the star polymer. Out-
side the region covered by the star polymer, the fluid adapts to the central rotation by
generating a counter-rotating vortex and correspondingly two hyperbolic stagnation points
of vanishing fluid velocity. It can be understood this fluid behavior will have an effect in
the star polymer dynamics, in comparison with a polymer that would be simulated in an
unperturbed linear velocity profile expectable from shear flow. The precise effect of the
hydrodynamic interactions can in this case be quantified by performing additional simu-
lations in the absence of HI as described in Sec. 2.5, as shown in Fig. 13b for the star
polymer rotational frequency. The rotation frequency ωz and the various functionalities
a) b)
Figure 13: a) Stream lines of a fluid interacting with a star polymer under a shear flow. b) Normalized rotational
frequency of star polymers as a function of the applied shear flow in the presence and absence of hydrodynamic
interactions.
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collapse on two master curves, when the Weissenberg number Wi is rescaled by a factor
ϕ(f), which turns out to be the same with and without HI. For small Wi, all frequencies
are expected to approach ωz = 0.5γ˙. For large Wi, the master curves follow a power law
decay, ωz/γ˙ ∼ Wi−θ, with θ = 1 in the presence of HI, and θ = 0.6 without HI. This
implies that without HI the rotation frequency keeps growing with the applied shear rate as
ωz ∼ γ˙0.4, while with HI it approaches a constant for large shear rates. In both cases, the
effect of the deformation and alignment under shear flow leads to a sub-linear growth with
Wi. In the presence of HI, the co-rotating fluid core, dragged along by the star polymer,
screens the driving force even more and a limiting velocity appears, similar to the motion
of a capsule. The rotational dynamics is therefore not only quantitatively different in the
cases with and without HI, but also qualitatively.
4 Concluding Remarks
In the last fifteen years, multiparticle collision dynamics has shown to be a very convenient
and robust simulation method to investigate the dynamical properties of soft matter and
biological systems. The simplicity of its implementation, and its versatility is pushing the
method forward for a large class of systems where thermal fluctuations are of importance.
One additional advantage is that not only the hydrodynamic effects on the solute properties
can be studied, but also the distortion that the fluid undergoes due to the presence of the
solute.
The implementation details of MPC are comprehensibly summarized in this chapter.
A few relevant examples of applications of MPC to systems where the induced flow fields
are of relevance are here also reviewed. In the cases where comparison with the solution
of the Stokes equation is possible, MPC simulation results show to perfectly agree. Con-
sequently, in cases where analytical solution can not be obtained the results obtained with
MPC simulations are very reliable.
References
1. F. J. Alexander, A. L. Garcia, and B. J. Alder. A consistent Boltzmann algorithm.
Phys. Rev. Lett., 74:5212–5215, 1995.
2. E. Allahyarov and G. Gompper. Mesoscopic solvent simulations: Multiparticle-
collision dynamics of three-dimensional flows. Phys. Rev. E, 66:036702, 2002.
3. J. L. Anderson. Colloid transport by interfacial forces. Annu. Rev. Fluid Mech.,
21:61, 1989.
4. N. Attig, K. Binder, H. Grubmu¨ller, and K. Kremer, editors. Computational Soft
Matter: From Synthetic Polymer to Proteins. NIC-Directors, 2004.
5. M. Belushkin, R. Livi, and G. Foffi. Hydrodynamics and the fluctuation theorem.
Phys. Rev. Lett., 106:210601, 2011.
6. G. A. Bird. Molecular Gas Dynamics. Clarendon, Oxford, 1976.
7. P. de Buyl and R. Kapral. Phoretic self-propulsion: a mesoscopic description of
reaction dynamics that powers motion. Nanoscale, 5:1337, 2013.
8. J. K. G. Dhont. An Introduction to Dynamics of Colloids. Elsevier, 1996.
9. R. Di Leonardo, F. Ianni, and G. Ruocco. Colloidal attraction induced by a tempera-
ture gradient. Langmuir, 25:4247, 2009.
551
10. J. Elgeti and G. Gompper. Self-propelled rods near surfaces. Europhys. Lett.,
85:38002, 2009.
11. J. Elgeti and G. Gompper. Emergence of metachronal waves in cilia arrays. Proc.
Natl. Acad. Sci., 110:4470–4475, 2013.
12. J. Elgeti, U. B. Kaupp, and G. Gompper. Hydrodynamics of sperm cells near surfaces.
Biophys. J., 99:1018, 2010.
13. P. Espan˜ol and P. Warren. Statistical mechanics of dissipative particle dynamics.
Europhys. Lett., 30:191, 1995.
14. D. A. Fedosov, S. P. Singh, A. Chatterji, R. G. Winkler, and G. Gompper. Semidilute
solutions of ultra-soft colloids under shear flow. Soft Matter, 5:4109, 2012.
15. S. Frank and R. G. Winkler. Polyelectrolyte electrophoresis: Field effects and hydro-
dynamic interactions. Europhys. Lett., 83:38004, 2008.
16. D. Frenkel and B. Smit. Understanding Molecular Simulation: From Algorithms to
Applications. Academic Press, San Diego, 2nd edition, 2002.
17. G. Gompper, T. Ihle, D. M. Kroll, and R. G. Winkler. Multi-particle collision dy-
namics: A particle-based mesoscale simulation approach to the hydrodynamics of
complex fluids. Adv. Polym. Sci., 221:1–87, 2009.
18. I. O. Go¨tze and G. Gompper. Mesoscale simulations of hydrodynamic squirmer
interactions. Phys. Rev. E, 82:041921, 2010.
19. I. O. Go¨tze, H. Noguchi, and G. Gompper. Relevance of angular momentum conser-
vation in mesoscale hydrodynamics simulations. Phys. Rev. E, 76:046705, 2007.
20. R. D. Groot and P. B. Warren. Dissipative particle dynamics: Bridging the gap
between atomistic and mesoscopic simulation. J. Chem. Phys., 107:4423–4435,
1997.
21. B. Hafskjold, T. Ikeshoji, and S. K. Ratkje. On the molecular mechanism of thermal
diffusion in liquids. Molecular Phys., 80:1389–1412, 1993.
22. P. J. Hoogerbrugge and J. M. V. A. Koelman. Simulating microscopic hydrodynamic
phenomena with dissipative particle dynamics. Europhys. Lett., 19:155–160, 1992.
23. C. Huang, A. Chatterji, G. Sutmann, G. Gompper, and R. Winkler. Cell-level canon-
ical sampling by velocity scaling for multiparticle collision dynamics simulations. J.
Comp. Phys., 229:168, 2010.
24. C. Huang, A. Varghese, G. Gompper, and R. Winkler. Thermostat for nonequilibrium
multiparticle-collision-dynamics simulations. Phys. Rev. E, 91:013310, 2015.
25. T. Ihle and D. M. Kroll. Stochastic rotation dynamics: A galilean-invariant meso-
scopic model for fluid flow. Phys. Rev. E, 63:020201(R), 2001.
26. T. Ihle and D. M. Kroll. Stochastic rotation dynamics I: Formalism, galilean invari-
ance, green-kubo relations. Phys. Rev. E, 67:066705, 2003.
27. T. Ihle and D. M. Kroll. Stochastic rotation dynamics II: Transport coefficients,
numerics, long time tails. Phys. Rev. E, 67:066706, 2003.
28. T. Ihle, E. Tu¨zel, and D. M. Kroll. Equilibrium calculation of transport coefficients
for a fluid-particle model. Phys. Rev. E, 72:046707, 2005.
29. T. Ihle, E. Tu¨zel, and D. M. Kroll. Consistent particle-based algorithm with a non-
ideal equation of state. Europhys. Lett., 76:664–670, 2006.
30. R. Kapral. Multiparticle collision dynamics: Simulation of complex systems on
mesoscales. Adv. Chem. Phys., 140:89–146, 2008.
31. M. Karttunen, I. Vattulainen, and A. Lukkarinen, editors. Novel Methods in Soft
Matter Simulations. Springer, 2004.
552
32. N. Kikuchi, A. Gent, and J. M. Yeomans. Polymer collapse in the presence of hydro-
dynamic interactions. Eur. Phys. J. E, 9:63–66, 2002.
33. N. Kikuchi, C. M. Pooley, J. F. Ryder, and J. M. Yeomans. Transport coefficients of
a mesoscopic fluid dynamics model. J. Chem. Phys., 119:6388–6395, 2003.
34. N. Kikuchi, J. F. Ryder, C. M. Pooley, and J. M. Yeomans. Kinetics of the polymer
collapse transition: The role of hydrodynamics. Phys. Rev. E, 71:061804, 2005.
35. A. Lamura and G. Gompper. Numerical study of the flow around a cylinder using
multi-particle collision dynamics. Eur. Phys. J. E, 9:477–485, 2002.
36. A. Lamura, G. Gompper, T. Ihle, and D. M. Kroll. Multiparticle collision dynamics:
Flow around a circular and a square cylinder. Europhys. Lett., 56:319–325, 2001.
37. L. D. Landau and E. Lifshitz. Statistical Physics. Butterworth-Heinemann, 1980.
38. S. H. Lee and R. Kapral. Mesoscopic description of solvent effects on polymer
synamics. J. Chem. Phys., 124:214901, 2006.
39. M. P. Lettinga, J. K. G. Dhont, Z. Zhang, S. Messlinger, and G. Gompper. Hydro-
dynamic interactions in rod suspensions with orientational ordering. Soft Matter,
6:4556–4562, 2010.
40. D. Lu¨sebrink and M. Ripoll. Temperature inhomogeneities simulated with
multiparticle-collision dynamics. J. Chem. Phys., 136:084106, 2012.
41. D. Lu¨sebrink, M. Yang, and M. Ripoll. Thermophoresis of colloids by mesoscale
simulations. J. Phys.: Condens. Matter, 24:284132, 2012.
42. A. Malevanets and R. Kapral. Mesoscopic model for solvent dynamics. J. Chem.
Phys., 110:8605–8613, 1999.
43. A. Malevanets and R. Kapral. Solute molecular dynamics in a mesoscopic solvent. J.
Chem. Phys., 112:7260–7269, 2000.
44. A. Malevanets and R. Kapral. Mesoscopic multi-particle collision model for fluid
flow and molecular dynamics. Lec. Notes Phys., 640:116, 2004.
45. A. Malevanets and J. M. Yeomans. Dynamics of short polymer chains in solution.
Europhys. Lett., 52:231–237, 2000.
46. G. R. McNamara and G. Zanetti. Use of the boltzmann equation to simulate lattice-
gas automata. Phys. Rev. Lett., 61:2332, 1988.
47. J. L. McWhirter, H. Noguchi, and G. Gompper. Flow-induced clustering and align-
ment of red blood cells in microchannels. Proc. Natl. Acad. Sci., 106:6039–6043,
2009.
48. J. Morthomas and A. Wu¨rger. Hydrodynamic attraction of immobile particles due to
interfacial forces. Phys. Rev. E, 81:051405, 2010.
49. F. Mu¨ller-Plathe. A simple nonequilibrium molecular dynamics method for calculat-
ing the thermal conductivity. J. Chem. Phys., 106:6082–6085, 1997.
50. K. Mussawisade, M. Ripoll, R. G. Winkler, and G. Gompper. Polymer dynamics in a
mesoscopic solvent. J. Chem. Phys., 123:144905, 2005.
51. H. Noguchi and G. Gompper. Fluid vesicles with viscous membranes in shear flow.
Phys. Rev. Lett., 93:258102, 2004.
52. H. Noguchi and G. Gompper. Dynamics of fluid vesicles in shear flow: Effect of
membrane viscosity and thermal fluctuations. Phys. Rev. E, 72:011901, 2005.
53. H. Noguchi, N. Kikuchi, and G. Gompper. Particle-based mesoscale hydrodynamic
techniques. Europhys. Lett., 78:10005, 2007.
54. J. T. Padding and A. A. Louis. Hydrodynamic and brownian fluctuations in sediment-
ing suspensions. Phys. Rev. Lett., 93:220601, 2004.
553
55. J. T. Padding and A. A. Louis. Hydrodynamic interactions and brownian forces in
colloidal suspensions: Coarse-graining over time and length-scales. Phys. Rev. E,
74:031402, 2006.
56. J. T. Padding, A. Wysocki, H. Lo¨wen, and A. A. Louis. Stick boundary conditions
and rotational velocity auto-correlation functions for colloidal particles in a coarse-
grained representation of the solvent. J. Phys.: Condens. Matter, 17:S3393, 2005.
57. I. Pagonabarraga, M. H. J. Hagen, and D. Frenkel. Self-consistent dissipative particle
dynamics algorithm. Europhys. Lett., 42:377, 1998.
58. R. Piazza and A. Parola. Thermophoresis in colloidal suspensions. J. Phys.: Condens.
Matter, 20:153102, 2008.
59. O. Pohl and H. Stark. Dynamic clustering and chemotactic collapse of self-phoretic
active particles. Phys. Rev. Lett., 112:238303, Jun 2014.
60. C. M. Pooley and J. M. Yeomans. Kinetic theory derivation of the transport coeffi-
cients of stochastic rotation dynamics. J.Phys. Chem.B, 109:6505–6513, 2005.
61. S. Y. Reigh, R. G. Winkler, and G. Gompper. Synchronization and bundling of
anchored bacterial flagella. Soft Matter, 8:4363–4372, 2012.
62. M. Ripoll. Helicopter rotation and smectic-isotropic coexistence of strongly attractive
rods. Phys. Rev. E, 83:040701(R), 2011.
63. M. Ripoll, P. Holmqvist, R. G. Winkler, G. Gompper, J. K. G. Dhont, and M. P.
Lettinga. Attractive colloidal rods in shear flow. Phys. Rev. Lett., 101:168302, 2008.
64. M. Ripoll, K. Mussawisade, R. G. Winkler, and G. Gompper. Low-reynolds-number
hydrodynamics of complex fluids by multi-particle collision dynamics. EPL, 68:106–
112, 2004.
65. M. Ripoll, K. Mussawisade, R. G. Winkler, and G. Gompper. Dynamic regimes of
fluids simulated by multiparticle-collision dynamics. Phys. Rev. E, 72:016701, 2005.
66. M. Ripoll, R. G. Winkler, and G. Gompper. Star polymers in shear flow. Phys. Rev.
Lett., 96:188302, 2006.
67. M. Ripoll, R. G. Winkler, and G. Gompper. Hydrodynamic screening of star polymers
in shear flow. Eur. Phys. J. E, 23:249–354, 2007.
68. G. Ru¨ckner and R. Kapral. Chemically powered nanodimers. Phys. Rev. Lett.,
98:150603, 2007.
69. S. P. Singh, R. G. Winkler, and G. Gompper. Nonequilibrium forces between dragged
ultrasoft colloids. Phys. Rev. Lett., 107:158301, 2011.
70. S. Succi. The Lattice Boltzmann Equation: for fluid dynamics and beyond. Claren-
don, Oxford, 2001.
71. D. J. Tritton. Physical Fluid Dynamics. Oxford Science publications, second edition,
1988.
72. E. Tu¨zel, T. Ihle, and D. M. Kroll. Dynamic correlations in stochastic rotation dy-
namics. Phys. Rev. E, 74:056702, 2006.
73. E. Tu¨zel, G. Pan, T. Ihle, and D. M. Kroll. Mesoscopic model for the fluctuating
hydrodynamics of binary and ternary mixtures. Europhys. Lett., 80:40010, 2007.
74. E. Tu¨zel, M. Strauss, T. Ihle, and D. M. Kroll. Transport coefficients for stochastic
rotation dynamics in three dimensions. Phys. Rev. E, 68:036701, 2003.
75. F. M. Weinert and D. Braun. Observation of slip flow in thermophoresis. Phys. Rev.
Lett., 101:168301, 2008.
76. S. Wiegand. Thermal diffusion in liquid mixtures and polymer solutions. J. Phys.:
Condens. Matter, 16:R357–R379, 2004.
554
77. A. Wu¨rger. Thermophoresis in colloidal suspensions driven by marangoni forces.
Phys. Rev. Lett., 98:138301, 2007.
78. A. Wu¨rger. Thermal non-equilibrium transport in colloids. Rep. Prog. Phys.,
73:126601, 2010.
79. A. Wysocki, C. P. Royall, R. G. Winkler, G. Gompper, H. Tanaka, A. van Blaaderen,
and H. Lo¨wen. Direct observation of hydrodynamic instabilities in a driven non-
uniform colloidal dispersion. Soft Matter, 5:1340–1344, 2009.
80. M. Yang, R. Liu, M. Ripoll, and K. Chen. A microscale thermophoretic turbine driven
by external diffusive heat flux. Nanoscale, 6:13550–13554, 2014.
81. M. Yang and M. Ripoll. Simulations if thermophoretic nanoswimmers. Phys. Rev.
E, 84:061401, 2011.
82. M. Yang and M. Ripoll. Drift velocity in non-isothermal inhomogeneous systems. J.
Chem. Phys., 136:204508, 2012.
83. M. Yang and M. Ripoll. Driving forces and polymer hydrodynamics in the soret
effect. J. Phys.: Condens. Matter, 24:195101, 2012.
84. M. Yang and M. Ripoll. Thermophoretically induced flow field around a colloidal
particle. Soft Matter, 9:4661, 2013.
85. M. Yang and M. Ripoll. A self-propelled thermophoretic microgear. Soft Matter,
10:1006, 2014.
86. M. Yang, M. Theers, J. Hu, G. Gompper, R. G. Winkler, and M. Ripoll. Effect of
the angular momentum conservation on hydrodynamic simulations of colloids, 2015.
(preprint).
87. M. Yang, A. Wysocki, and M. Ripoll. Hydrodynamic simulations of self-phoretic
microswimmers. Soft Matter, 10:6208, 2014.
88. Y. Yang, V. Marceau, and G. Gompper. Swarm behavior of self-propelled rods and
swimming flagella. Phys. Rev. E, 82:031904, 2010.
89. J. M. Yeomans. Mesoscale simulations: Lattice Boltzmann and particle algorithms.
Physica A, 369:159–184, 2006.
90. A. Zo¨ttl and H. Stark. Hydrodynamics determines collective motion and phase be-
havior of active colloids in quasi-two-dimensional confinement. Phys. Rev. Lett.,
112:118101, Mar 2014.
555

Responsive Particle Dynamics for Modeling Solvents
on the Mesoscopic Scale
Wim Briels
Computational Biophysics, University of Twente
P.O. Box 217, 7500AE Enschede, The Netherlands
and
Forschungszentrum Ju¨lich, ICS 3, D-52425 Ju¨lich, Germany
E-mail: w.j.briels@utwente.nl
In this chapter we will review the standard ways to perform stochastic simulations on soft matter
without memory. In order to make these methods available for very concentrated complex
polymeric soft matter in which the particles experience large frictions we will extend these
models to include memory and hydrodynamics at the Brownian level. This allows us to study
flow instabilities and even flow in complex geometries.
1 Introduction
It is our intention in this paper to describe a model for simulating complex soft matter
systems, possibly flowing through complex geometries, and possibly undergoing phase
transitions or flow instabilities. This requires that the model faithfully represents all ther-
modynamic and all rheological properties of the system. The simplest way to do this
would be to perform a full glory particle based simulation, if not this would be impossible
because of prohibitively large computational costs (just to make an understatement). Yet
this is more or less what we want to do, although we will have to remove the adjective ’full
glory’.
Complex soft matter systems usually consist of very large particles with many internal
degrees of freedom, dissolved in an appropriate solvent or in the molten state. The proto-
typical example of a particle is a star polymer of hundreds of kilo-Daltons. We will develop
a severely coarse-grained simulation model for such a system, in which each molecule is
represented by just its center of mass position. This requires special tricks of course, as
can be understood from a glance at Fig. (1). In the left panel of this figure we have de-
picted an artist’s impression of a star polymer solution. Each polymer consists of many
arms connected to a central point. The concentration is such that the arms of each polymer
are highly entangled with many of their neighbors. One of the characteristics of polymers
as opposed to normal molecules is that they interact with hundreds of neighbors, not just
something between ten and twenty as in dense liquids or solutions of normal molecules.
Now, the act/art of coarse-graining is to remove all explicit reference to the internal de-
grees of freedom of each molecule and the degrees of freedom of the solvent. Once we
have done this, our system looks geometrically like the right hand panel of Fig. (1). This
looks very much like an ideal gas, yet we have to make the particles move like the centers
of mass do in the the left hand panel.
We will gradually build the theory underlying the model that we need. We start by
reviewing the theory behind the Langevin equation that describes the motion of colloidal
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Figure 1: Definition of coarse-graining. In the left panel a complex soft matter system is depicted, consisting of
star polymers dissolved in a solvent. Each star consists of many arms connected to a central point, while each
arm is a polymer of many kilo Daltons of mass. The concentration is such that each star interacts with many,
usually hundreds, of neighboring fellows. In the right panel we have depicted what the system looks like when
only centers of mass are seen. This is what is simulated by our coarse model. The dynamics of the points in the
right panel must be equal to that of the centers of mass in the left panel.
particles in a solvent. Next we discuss changes to be made in order to make the model
applicable to our aimed for systems. In section 4 we notice that momenta usually play
no role in soft matter systems and that it is better to dispense with them altogether. The
result of this section will be the final model that we apply in our simulations. It describes
displacements of the particles with respect to a background flow which drags them along.
Our algorithm includes updates to calculate the time evolution of the background flow.
Interactions between particles will be such that they give rise to correct thermodynamical
behavior of the system. A reasonably small set of structural variables is introduced to
describe memory effects that result from the fact that every configuration of the coarse
degrees of freedom on the small scale may be accompanied by one of many configurations
of the eliminated degrees of freedom. These variables describe how the eliminated dgrees
of freedom would have responded to the changing coarse configurations. The method
therefore carries the name of Resposive Particle Dynamics (RaPiD). It is important that the
additional structural variables do not influence the thermodynamics of the system. Finally
in section 5 we describe one example that has been simulated using this method.
2 The Langevin Equation
Our discussion in this section will be very much along the lines of McQuarrie’s textbook
on Statistical Physics1. The prototypical example of a system to which stochastic differen-
tial equations are applied is the infinitely diluted suspension of colloids in an appropriate
solvent. In this case each colloidal particle can be assumed to move independently of all
other particles, while only being influenced by the surrounding solvent molecules. In the
usual explanation of the action of the solvent molecules on the colloid it is assumed, that
while the colloid moves through the liquid, it experiences more collisions with the solvent
molecules in the front than in its back. This gives rise, on average, to a force opposite
to the direction of its motion and proportional to the absolute value of its velocity. The
deviation of the instantaneous force from this average force is then a quickly fluctuating
contribution, which on average equals zero. The corresponding equation of motion for the
558
colloid is called the Langevin equation and reads
m
dv
dt
= −ξv + Fran. (1)
Here v denotes the velocity of the particle andm its mass; ξ is called the friction coefficient
and Fran the random force. Notice that the dimensions of ξ are kg/s. Below we will prove
that the random forces are related to the friction coefficient according to
< Fran(t)Fran(0) >= 2ξkBTδ(t)1. (2)
The latter equation is called the Fluctuation-Dissipation theorem.
The left hand side of Eq. (2) should be read like< F ranx (t)F ranx (0) > < F ranx (t)F rany (0) > < F ranx (t)F ranz (0) >< F rany (t)F ranx (0) > < F rany (t)F rany (0) > < F rany (t)F ranz (0) >
< F ranz (t)F
ran
x (0) > < F
ran
z (t)F
ran
y (0) > < F
ran
z (t)F
ran
z (0) >
 (3)
Pointy brackets in general indicate an equilibrium average. When we average the product
of two variables taken at different times, the interpretation is a bit more involved. In the
present case, < F ranα (t)F
ran
β (0) > is called the time correlation function of the random
forces in α and β direction. It is the average value of F ranα (t) at time t over all realizations
which had F ranβ (0) at time t = 0, multiplied by F
ran
β (0) and next averaged over all
possible realizations. A realization is just a time sequence of positions of the colloidal
particle under investigation. A practical way to calculate < F ranα (t)F
ran
β (0) > from a
realization of length T is
< F ranα (t)F
ran
β (0) >=
1
T − t
∫ T−t
0
dτF ranα (τ + t)F
ran
β (τ) (4)
1 is the 3 × 3 unit matrix. Moreover, δ(t) is the Dirac delta, which may be thought of as
an infinitely narrow function centered at t = 0 and whose integral is equal to unity. For its
numerical treatment see the section on Brownian Dynamics.
Next consider a dense system of N colloids which interact via a potential Φ(r3N ),
where r3N = {r1, r2, ..., rN}. A conservative force
Fi = −∇iΦ (5)
then acts on particle i. We assume that the Langevin equation for particle imay be obtained
by adding a subscript i to all quantities and by adding −∇iΦ in the right hand side of Eq.
(1). Besides this we assume that the frictions and random forces are not influenced by these
extensions. The final equations then read:
mi
dvi
dt
= −∇iΦ− ξivi + Frani , (6)
< Frani (t)F
ran
j (0) >= 2ξikBTδ(t)δij1. (7)
Here we have assumed that random forces acting on different particles are uncorrelated,
which is reflected in the Kronecker delta δij in the right hand side of the Fluctuation-
Dissipation theorem, which equals unity when i = j and zero otherwise.
Let me finally notice that we have ignored the possibility that moving one particle has
an influence on other particles via the flow field induced in the solvent. The corresponding
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interactions are called hydrodynamic interactions. They are indeed relevant for colloidal
suspensions in Newtonian fluids, but play a minor role in the applications of stochastic
methods presented in his chapter.
2.1 Fluctuation Dissipation theorem
In this section we restrict ourselves again to particles moving independently from each
other in absence of any external fields. It will be assumed that friction forces and corre-
sponding random forces, resulting from interactions with the solvent, are independent of
possible interactions between the particles. Only in the case of hydrodynamic interactions
a more general treatment is needed.
In order to prove the Fluctuation-Dissipation theorem we notice that
v(t) = v(0)e−ξt/m +
1
m
∫ t
0
dt′e−ξ(t−t
′)/mFran(t′) (8)
solves the Langevin equation for the initial velocity v(0). We next invoke the equipartition
theorem of statistical physics, which says that, in equilibrium, velocities along different
Cartesian axes are uncorrelated, i.e. that < vα(t)vβ(t) >=< vα(t) >< vβ(t) >= 0 in
case α 6= β, while < vα(t)vα(t) >= kBT/m. In order to make the particle forget its
initial velocity and to reach equilibrium, we must take the limit of t −→ ∞ in the above
solution. The equipartition theorem then says
lim
t→∞ < v(t)v(t) >=
kBT
m
1. (9)
Inserting Eq. (8) we obtain
lim
t→∞
1
m2
∫ t
0
dt′
∫ t
0
dt′′e−ξ(2t−t
′−t′′)/m < Fran(t′)Fran(t′′) >=
kBT
m
1. (10)
Next we make use of < Fran(t′)Fran(t′′) >=< Fran(t′′ − t′)Fran(0) > and change
integration variables to τ ′ = t′′ + t′ and τ ′′ = t′′ − t, obtaining
lim
t→∞
1
2m2
∫ 2t
0
dτ ′
∫ t
−t
dτ ′′e−ξ(2t−τ
′)/m < Fran(τ ′′)Fran(0) >=
kBT
m
1. (11)
Performing the integral over τ ′ we obtain∫ t
−t
dτ ′′ < Fran(τ ′′)Fran(0) >= 2ξkBT1. (12)
If we next assume that the time-correlation functions of the random forces are very short
lived, expressed as < F rani (t)F
ran
i (0) >= Cδ(t), and perform the final integral, we
obtain the Fluctuation-Dissipation theorem.
2.2 Einstein equation
We now integrate the equations of motion once more in order to obtain displacements. Also
in this subsection we ignore effects of interactions and external fields on the displacements
of the particles and concentrate on the contributions from the solvent.
560
Integrating Eq. (8) we obtain
r(t)− r(0) = v(0)m
ξ
(1− e−ξt/m) + 1
m
∫ t
0
dt′
∫ t′
0
dt′′e−ξ(t
′−t′′)/mFran(t′′). (13)
By interchanging integrations we simplify the second term in the right hand side, obtaining
1
m
∫ t
0
dt′′
∫ t
t′′
dt′e−ξ(t
′−t′′)/mFran(t′′) =
1
ξ
∫ t
0
dt′′(1− e−ξ(t−t′′)/m)Fran(t′′). (14)
Using the Fluctuation-Dissipation theorem it is now a simple task to calculate
< ∆r(t)∆r(t) > =
m2
ξ2
(1− e−ξt/m)2v(0)v(0)
+
kBT
ξ
(2t− 3m
ξ
+ 4
m
ξ
e−ξt/m − m
ξ
e−2ξt/m)1, (15)
where ∆r(t) = r(t)− r(0). Usually we are interested in equilibrium situations, where we
may average the first term over the Maxwell distribution, obtaining< v(0)v(0) >= kBTm 1
and
< ∆r(t)∆r(t) >= 2
kBT
ξ
(t− m
ξ
+
m
ξ
e−ξt/m)1. (16)
For times t much larger than mξ we may neglect the last two terms. We then calculate the
mean square displacement by taking the trace
< ∆r(t) ·∆r(t) >= Tr < ∆r(t)∆r(t) >= 6Dt, (17)
where
D =
kBT
ξ
. (18)
D is called diffusion coefficient and Eq. (18) the Einstein relation.
3 Application to Complex Soft Matter
In this section we will address the various terms in the Langevin equation from the per-
spective of its application to complex, visco-elastic soft matter systems. The prototypical
system to have in mind is that of a melt or concentrated solution of highly branched poly-
mers. Our intention is to reduce the degrees of freedom of each polymer to include only
its three positional degrees of freedom. This means that all solvent molecules and all inter-
nal degrees of freedom of the polymers are eliminated from our description and can only
influence the dynamics of the polymers via the three terms in the right hand side of the
Langevin equation. For more information, see Briels2 and van den Noort et. al.3.
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3.1 Potential of mean force
The main difference between simple molecular fluids and polymer systems is that simple
molecules are rather compact objects packed in a liquid such that they interact with about
ten to twenty neighboring fellow molecules, while polymers are large open structures in-
teracting with hundreds of other polymers. As a result the usual assumption of pair wise
additive interactions will not be applicable to the case of highly coarse-grained polymer
solutions or melts.
In order to get a better understanding of the interactions in polymer systems, notice that
−∇iΦ is the average force on coarse particle i in case all velocities are equal to zero, i.e.
for a fixed configuration r3N = {r1, r2, ..., rN}. Denoting the potential energy of the fully
detailed microscopic system as V (r3N , qM ), where qM denotes all the eliminated degrees
of freedom, the average force on particle i reads
Fi = −
∫
dqM∇iV (r3N , qM ) exp{−βV (r3N , qM )}∫
dqM exp{−βV (r3N , qM )} . (19)
Here we have assumed that dqM includes possible Jacobians necessary to provide the
correct volume element. Comparison of this expression and Fi = −∇iΦ leads to
Φ(r3N ) = −kBT ln
∫
dqM exp{−βV (r3N , qM )}. (20)
This says that Φ(r3N ) is the free energy of the eliminated degrees of freedom, i.e. the qM ,
in the presence of the field provided by the retained coordinates r3N . Now with Φ being a
free energy we write
Φ(r3N ) =
N∑
i=1
a(ηi(r
3N )), (21)
where a(ηi(r3N )) is the free energy per polymer in a system with polymer volume fraction
equal to the local volume fraction ηi(r3N ), with the contribution of the center of mass
excluded. The local volume fraction may be defined as
ηi(r
3N ) =
1
ρmax
N∑
j=1
w(rij), (22)
where ρmax is the maximum polymer (number) density and w(r) some normalized,
monotonously decaying weight function with a range on the order of two or three times
the radius of gyration of the polymers; the normalization is such that
∫
d3rw(r) = 1.
A popular expression for the free energy per polymer (excluding the contribution of its
center of mass) derives from the Flory-Huggins free energy4.
3.2 Memory
One of the characteristics of complex polymer solutions or melts is their visco-elasticity.
In order to include the effects of visco-elasticity, the Langevin equation may be generalized
to read
mi
dvi
dt
= −∇iΦ−
∫ t
0
dt′vi(t′) · ζi(t− t′; r3N (t′)) + Frani , (23)
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< Frani (t)F
ran
j (0) >= kBTζi(t; r
3N (0))δij . (24)
Here ζi is a 3 × 3 matrix which is multiplied into the vector vi. Besides this, we have
assumed that the total friction force on particle i depends on its velocity at all times
t′ prior to t and that the corresponding friction tensor ζi depends on the configuration
r3N time t′. The generalized friction is said to include ’memory’. We will not prove the
Fluctuation-Dissipation theorem as given in Eq. (24). Notice however, that if we assume
ζi(t; r
3N (0)) = 2ξiδ(t)1 we get back Eqs (6) and (7). Note also that, again, we neglect
hydrodynamic interactions.
Let us now try to understand Eq. (23). Within the present context it is useful to rewrite
the memory term to read
−
∫ t
0
dri(t
′) · ζi(t− t′; r3N (t′)). (25)
This equation reveals the possibility of an entirely different interpretation of the friction
term than the one used at the beginning of this chapter to motivate the original Langevin
equation Eq. (1). It says that if we displace a particle by dri(t′), at all times t after
t′ the particle will experience a force opposing the displacement and being linear in its
components. The strength of the force will gradually fade away with increasing time lapse
t− t′ after the displacement. The total force at time t is simply the sum of all contributions
from displacements in the past.
From a computational point of view Eqs (23) and (24) constitute a very complicated set
of equations. Not only do we need to keep track of a usually long history of configurations
in order to calculate the friction tensor, but also do we have to sample random forces from
complicated coupled distributions to guarantee that the Fluctuation-Dissipation condition
Eq. (24) is met. We would rather prefer to deal with the so called Markovian situation
where the friction depends only on the instantaneous configuration. Let us therefore inves-
tigate a bit closer the meaning of the friction term.
To simplify our considerations we concentrate on one particular displacement dri(t′).
As a result of this displacement the environment of the particle, in a more detailed treatment
described by the eliminated degrees of freedom qM , will be slightly perturbed to a non-
equilibrium configuration. This leads to a force that is slightly different from the average
force −∇iΦ that goes with the new configuration. The difference is what is described by
−dri(t′) · ζi(t − t′; r3N (t′)). With increasing time t it gradually fades away because the
eliminated degrees of freedom relax to their new equilibrium state. So, friction in a visco-
elastic material basically results from non-equilibrium of the eliminated coordinates.
The above strongly suggests that we restore the slowly evolving part of the friction
force, i.e. its memory part, back into the conservative force that derives from the free
energy Φ. The fast evolving part of the friction force may then be included as a Markovian
friction force. To this end we introduce structural parameters λm = {λ1, λ2, ..., λm},
which together describe the thermodynamic state of the eliminated degrees of freedom. At
equilibrium they take values λmeq(r
3N ) = {λeq1 (r3N ), λeq2 (r3N ), ..., λeqm(r3N )}. We next
assume that the conservative potential Φ may be replaced by A(r3N , λm) = Φ(r3N ) +
Φt(r3N , λm) with
Φt(r3N , λm) =
1
2
m∑
s=1
αs(λs − λeqs (r3N ))2. (26)
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We assume that the λs have no dimensions, which implies that the αs have dimensions of
energy. Φt is called the transient potential, and the corresponding forces −∇iΦt are called
transient forces. For brevity of notation we define
A(r3N , λm) = Φ(r3N ) + Φ(r3N , λm) (27)
and call it (total) free energy.
3.3 Flow
An obvious short-coming of the Langevin equation presented so far is the fact that the
possibility of a moving background is not accounted for. Obviously the friction felt by
a particle results not from its absolute motion, but from its velocity with respect to the
velocity of the background, i.e. the average local velocity of the eliminated degrees of
freedom. This can easily be incorporated into the Langevin equation by replacing −ξivi
by −ξi[vi −V(ri)], so
mi
dvi
dt
= −∇iA− ξi[vi −V(ri)] + Frani . (28)
This addition makes it necessary to have a model to estimate the local background velocity
V(ri) at the position of the particle ri. We will present a possible way to do this in the
section on Brownian Dynamics.
It is appropriate at this point to mention a different way to deal with flowing systems.
This is done in Dissipative Particle Dynamics (DPD) by introducing pairwise frictions,
which automatically conserve momenta and give rise to a Galilei invariant algorithm5. We
will not discuss this method here, as it cannot be easily adapted to the case of overdamped
systems, i.e. systems with very large friction forces.
4 Brownian Dynamics
In many applications of stochastic simulations to soft matter the friction coefficient ξi is
very large, which we call the overdamped case. In these cases the time step becomes lim-
ited, not by the rapidity with which the conservative forces change, but by the contributions
of the random forces which become very large.
This can be seen from a naive integration of the Langevin equation:
midvi = −∇iAdt− viξidt+
√
2kBTξi
dt
Θidt. (29)
Here Θi is a random vector characterised by < Θi,α >= 0 and
< Θi,αΘi,β >= δαβ . (30)
Notice that with the last term in Eq. (29) we have represented the random force Frani by√
2kBTξi/dtΘi. Obviously this equals zero on average, while
< F rani,α F
ran
i,β >=
2kBTξi
dt
δαβ . (31)
Indeed, when dealing with discretized time, δ(t) = 1/dt, so the last equation agrees with
the Fluctuation-Dissipation theorem. Now, looking at Eq. (29) we notice that ξi and dt
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always appear in the combination ξidt. In particular in the random term this may be very
annoying because it forces us to use small time steps in order to prevent large velocity
changes, which lead to large displacements and finally to wildly fluctuating conservative
forces. These problems may be circumvented by eliminating velocities altogether from the
description. This we will do in the next subsection. Of course, if we are interested in flow,
we will have to come up with a method to measure flow velocities. This we will do in the
third subsection of this section.
4.1 Brownian propagator
This section is essentially a simplified version of a paper by Ermak and McCammon6.
Suppose we are treating a system with very large friction. Characteristic for such systems
is that, time intervals ∆t exist such that, independent of the velocity at the beginning of
the interval, the particle mostly samples velocities from a Maxwell distribution, while at
the same time it hardly displaces. By the latter we mean that displacements during time
∆t are such that the potential hardly changes. We may therefore choose time intervals ∆t
such that
1
∆t
∫ t+∆t
t
dt′mi
dvi
dt′
=
1
∆t
[mivi(t+ ∆t)−miv1(t)] (32)
is arbitrarily small, while at the same time
1
∆t
∫ t+∆t
t
dt′∇iA(r3N (t′)) ≈ ∇iA(r3N (t)). (33)
Let us have a closer look at the meaning of the approximation in the last equation.
Taylor-expanding ∇A(r3N (t′)) we find that the first term that is neglected in Eq. (33)
is ∑
j
∇i∇jA(r3N (t)) · 1
∆t
∫ t+∆t
t
dt′(rj(t′)− rj(t)). (34)
Since we are considering the overdamped case, the dominant contribution to |rj(t′)−rj(t)|
is proportional to (t′ − t)1/2, all other contributions being proportional to (t′ − t)n with
n ≥ 1. After integration over t′ and division by ∆t this is proportional to √∆t. All other
contributions are proportional to larger powers of ∆t. Our approximation therefore implies
that we neglect all terms proportional to any power of ∆t larger than zero.
Summarizing our results so far, we have
0 = −∇iA− 1
∆t
∫ t+∆t
t
dt′ξi(t′)vi(t′) +
1
∆t
∫ t+∆t
t
dt′Frani (t
′) (35)
Treating the last two terms similarly to the gradient term, we must evaluate them up to
zeroth order in ∆t. We start with
1
∆t
∫ t+∆t
t
dt′ξi(t′)vi(t′) =
1
∆t
∫ t+∆t
t
dt′[ξi(t) +
N∑
j=1
∇jξi(t) · (rj(t′)− rj(t))]vi(t′)
(36)
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Performing the integration in the first term and rewriting the second, we obtain
∆ri(t)
∆t
ξi(t) +
N∑
j=1
∇jξi(t) · 1
∆t
∫ t+∆t
t
dt′(rj(t′)− rj(t))vi(t′), (37)
where ∆ri(t) = ri(t+ ∆t)− ri(t). Contributions from potential forces to the integral are
at least proportional to (∆t)2, so we can restrict attention to contributions from random
terms. These are uncorrelated among different particles, so only terms with i = j will
contribute. We rewrite the argument of the remaining integral to get
∆ri(t)
∆t
ξi(t) +∇iξi(t) · 1
2∆t
∫ t+∆t
t
dt′
d
dt′
[(ri(t
′)− ri(t))(ri(t′)− ri(t))], (38)
where only random displacements should be taken into account. Performing the integral
and averaging over all possible realizations, we get
∇iξi(t) · 1
2∆t
< (ri(t+ ∆t)− ri(t))(ri(t+ ∆t)− ri(t)) >= kBT
ξi
∇iξi(t), (39)
where we have used Eq. (16).
Collecting terms so far we have
0 = −∇iA− ∆ri
∆t
ξi − kBT
ξi
∇iξi + 1
∆t
∫ t+∆t
t
dt′Frani (t
′) (40)
Now, consider the last term. Assuming that the friction ξi may be taken constant during
the time interval ∆t, the integral of the random forces may be written as
1
∆t
∫ t+∆t
t
dt′Frani (t
′) =
1
∆t
√
2kBTξidt
∆t
dt∑
k=1
Θi,k. (41)
First of all, notice that the three Cartesian directions may be treated independently from
each other. Next, the sum of N random numbers with mean zero and variance equal to
unity is a random number with mean zero and variance equal to N , so
1
∆t
√
2kBTξidt
∆t
dt∑
k=1
Θi,k =
1
∆t
√
2kBTξidt
√
∆t
dt
Θi. (42)
Introducing this into Eq. (40) and rearranging the result we get after some simple algebra
∆ri = − 1
ξi
∇iA∆t+ kBT∇i 1
ξi
∆t+
√
2kBT∆t
ξi
Θi. (43)
This concludes our derivation of the Brownian propagator.
From now on we do not need to discriminate ∆t from dt anymore, so we will replace
∆t by dt again. Clearly, the whole procedure that we have gone through for displacements
may be repeated for changes in the structural parameters λm. This finally leads to the
Brownian propagator
dri = − 1
ξi
∇iAdt+ kBT∇i 1
ξi
dt+
√
2kBTdt
ξi
Θi (44)
dλs = − 1
αsτs
∂A
∂λs
dt+
√
2kBTdt
αsτs
Θs (45)
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where we have written the ’friction coefficient’ that goes with λs as αsτs. So, τs is a
characteristic time governing the relaxation of λs towards its equilibrium value λeqs (r
3N ).
We have assumed that τs does not depend on λs.
Notice that, whereas time step and friction always occurred as a product ξdt in the
Langevin equation, they appear as a fraction dtξ in the Brownian propagator. This means
that with increasing frictions increasingly larger time steps can be used.
4.2 Memory
It is instructive7 to formally integrate Eq. (45) and put the result into the equation that
describes the dynamics of positions, Eq. (44). When doing so, we will neglect the random
contribution in Eq. (45). Using the expression for Φt in Eq. (26) and assuming that all λs
are equal to zero at time zero, we obtain
−∇iΦt =
m∑
s=1
αs[
1
τs
∫ t
0
dt′λeqs (r
3N (t′))e−(t−t
′)/τs − λeqs (r3N (t))]∇iλeqs (r3N (t)).
(46)
There are many ways to rewrite this equation. We restrict ourselves to just one of them.
We rewrite the integral in the right hand side according to
1
τs
∫ t
0
dt′
∫ t′
0
dt′′
dλeqs
dt′′
e−(t−t
′)/τs =
1
τs
∫ t
0
dt′′
∫ t
t′′
dt′
dλeqs
dt′′
e−(t−t
′)/τs . (47)
Next we perform the integral ove t′ and write λeqs (t) as an integral of its derivative from
time zero to time t, obtaining
−∇iΦt = −
m∑
s=1
αs
∫ t
0
dt′
∂λeqs
dt′
e−(t−t
′)/τs∇iλeqs (r3N (t)). (48)
Performing some cosmetic actions, this may be written in the suggestive form
−∇iΦt = −
N∑
j=1
∫ t
0
drj(t
′) · [
m∑
s=1
αs∇jλeqs (r3N (t′))∇iλeqs (r3N (t))e−(t−t
′)/τs ], (49)
which has a strong resemblance to the generalized friction introduced earlier.
Let us now have a closer look at what type of variables can be used as structure pa-
rameters λs. We will illustrate our discussion again using the example of star polymers.
The left most part of Fig. (2) shows two stars equilibrated at a distance rij . Next, these
two stars are quickly displaced to a new distance rnewij . It is clearly seen that the arms of
the stars are ’torn apart’ and will need some time to adjust to the new situation. As time
passes by, the arms more and more relax, until in the rightmost picture they have found
the equilibrium configuration that goes with the new distance rnewij . We therefore define
structure parameters λij with every pair of particles (i, j) at distances smaller than some
cutoff value Rc, not necessarily the same as in section (4.4) below. The corresponding
equilibrium values λeqij (rij) depend on the distance rij between the two particles.
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Figure 2: Two stars at equilibrium in the leftmost panel, displaced to a new distance in the second panel and next
relaxing towards equilibrium at the new distance, which they reach in the rightmost panel. The thermodynamic
state of the arms is described by a structural parameter λij which equals λ
eq
ij (rij) in the leftmost panel and
λeqij (r
new
ij ) in the rightmost panel.
4.3 Equilibrium
We now ask what is the equilibrium distribution that goes with the Brownian propagator.
We present our arguments for the case of a independent particles in a potential A. Gener-
alization to the case of a dense suspension of particles is then obvious.
In general we may say that the probability G(r)d3r to find the particle in a cube of
volume d3r = dxdydz evolves according to
∂
∂t
G(r) = −∇ · J(r), (50)
where J is the flux of particles, i.e. the number of particles that go through unit area, per
unit of time. Equilibrium occurs when the flux is equal to zero. The flux in our case may
readily be understood to be given by
J(r) = −1
ξ
G(r)∇A(r) + kBTG(r)∇ 1
ξ(r)
+ Jran(r), (51)
where Jran(r) is the contribution from the random displacements made by the particles.
Since random displacements in the three Cartesian directions are independent, we may
restrict ourselves to treating just one of these.
Consider a plane of unit area at position x. The number of particles that pass through
this plane during time ∆t by making a step of size between ∆ and ∆ + d∆ in positive
x-direction is given by
1
2
G(x−∆/2)P∆t(x−∆/2; ∆)∆d∆. (52)
Here P∆t(x; ∆)d∆ is the probability that a particle at position x during time ∆t makes a
step of size between ∆ and ∆ + d∆in positive x-direction. The factor of one half takes
into account that only half of the particles move in positive direction. With a similar ex-
pression for particles passing through the plane in negative direction we obtain an overall
contribution to Jranx from particles through the plane with step-size between ∆ and ∆+d∆
1
2
G(x−∆/2)P∆t(x−∆/2; ∆)∆d∆− 1
2
G(x+ ∆/2)P∆t(x+ ∆/2; ∆)∆d∆. (53)
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After Taylor expanding G and P∆t to first order in ∆ we obtain
− 1
2
∂G(x)
∂x
P∆t(x; ∆)(∆)
2d∆− 1
2
G(x)
∂
∂x
P∆t(x; ∆)(∆)
2d∆. (54)
We next integrate over all values of ∆ and divide by ∆t, obtaining
Jranx = −
∂G(x)
∂x
kBT (x)
ξ(x)
−G(x) ∂
∂x
kBT (x)
ξ
. (55)
Generalizing to three Cartesian coordinates we obtain for the total flux
J(r) = − 1
ξr)
G(r)∇A(r) + kBT (r)G(r)∇ 1
ξ(r)
−∇[G(r)kBT (r)
ξ(r)
]. (56)
We have included the possibility that the temperature depends on the position of the parti-
cle.
Now let us draw a few conclusions. First, rewrite the flux as
J(r) = − 1
ξ(r)
G(r)∇A(r)− kBT (r)
ξ(r)
∇G(r)− 1
ξ(r)
G(r)∇kBT (r). (57)
We find that besides external forces, both concentration gradients and temperature gradi-
ents give rise to fluxes. Fluxes due to temperature gradients are called Soret fluxes.
Next, assume that the temperature is constant throughout the system. Putting the flux
equal to zero, we find that the distribution is proportional to the Boltzmann factor, i.e.
G(r) ∝ e−A(r)/kBT . (58)
So, the statistical equilibrium distribution gives rise to zero flux, as expected.
Finally, it is not difficult to understand that the equilibrium distribution that goes with
Eqs (44,45) is given by
G(r3N , λm) ∝ e−A(r3N ,λm)/kBT . (59)
Integrating the last equation over all possible values of the λs we obtain
G(r3N ) ∝
∫
dλme−A(r
3N ,λm)/kBT
= e−Φ(r
3N )/kBT
∫
dλme−
1
2
∑m
s=1 αs(λs−λeqs (r3N ))2/kBT
∝ e−Φ(r3N )/kBT . (60)
The distribution of configurations r3N in the stationary state is therefore equal to the ex-
act equilibrium distribution of the system (provided Φ(r3N ) faithfully represents the free
energy of the structural parameters as defined in Eq.(20)). As a result thermodynamic
properties simulated with this model will be the exact thermodynamic properties of the
system.
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4.4 Flow
As they stand, our equations of motion, Eqs (44) and (45), are not Galilei invariant. In
order to achieve this, we include an affine displacement V(ri)dt in the right hand side
of Eq. (44). Notice that this term would have appeared automatically had we started our
derivation of the Brownian propagator with a Langevin equation including a local velocity
term. So its physical meaning is the same as in the Langevin equation. It is a background
flow field with respect to which the particles move and experience friction forces.
Now this forces us to invent a way to calculate the local velocity V(ri) at the position
of particle i. One way is to make use of a predefined velocity field obtained on the basis
of some macroscopic phenomenological theory. If we want the flow to develop itself as a
result of applied forces and boundary conditions, however, this will not do. We will assume
that the background flow at position r may be obtained as some local average of the drift
velocities of the particles near r, drift velocities being defined as displacements defined by
time intervals. Moreover, we assume that a good representation of the background flow
field may be obtained by giving its value at a discrete set of points, for which we choose
the positions of the particles. Defining vi = V(ri) it is possible to motivate the following
update scheme for the local velocities vi
dvi =
1
τf
[− 1
ξi
∇iA+
N∑
j=1
fij(rij)(vj − vi)]dt+
N∑
j=1
√
2kBT
ξi
fij
Θij
τf
, (61)
where the random pair vectors must be such that Θij = −Θji. The functions fij are
defined according to
fij(rij) =
15
2piR3c
ξj(
1
ρi
+
1
ρj
)(1− rij
Rc
)3
ρi =
21
2piR3c
N∑
j=1
ξj(1− rij
Rc
)4(4
rij
Rc
+ 1). (62)
Here Rc is some cutoff distance such that on average about 15 particles contribute to the
sum in ρ. We refer for further details to Padding and Briels8.
When dealing with flowing matter, choosing the correct propagator is only part of the
story. In case one is interested in the influence of hydrodynamics on equilibrium properties
one can perform simulations with periodic boundary conditions. This has been done in the
paper by Padding and Briels8 and it was found that all theoretical results are reproduced
correctly. If one is interested in flow instabilities that occur in the bulk of the system,
non-equilibrium simulations with Lees-Edwards boundary conditions may be performed.
This has been done to study shear banding with a variety of systems. The example of
telechelic polymers will be discussed below. If, however, interest lies in systems with
hard walls, one has to come up with the correct way to implement stick our partially stick
boundary conditions. These methods have been developed for standard simulations, but
for the present model are still under construction.
5 Telechelic Polymers
I will restrict myself to discussing one example of a simulation performed with the RaPiD
scheme.
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Figure 3: 3-block copolymers dissolved in water with increasing concentration from left to right. The two outer
blocks are hyprophobic (green) and the middle block hydrophylic (blue). The hydrophobic middle blocks of
some twenty polymers gather together to form micelles, while the middle blocks are dissolved in the solvent.
At low concentrations micelles exist as independent flowers. At higher concentrations the two outer blocks of
one polymer do not necessarily take part in one and the same micelle, but may be part of two different micelles,
thereby forming bridges between them. Bridges are colored red for visualization purposes only.
In Fig. (3) a solution of 3-block co-polymers is depicted. In the left hand side of the
figure the concentration is low, while in the right hand side it is large. The two outer blocks
of the polymer are hydrophobic (green) while the inner block is hydrophylic (blue). At low
concentrations the stars look like flowers. The outer, hydrophobic blocks of some twenty
polymers have gathered together to form a micelle, thereby minimizing the unfavorable
interaction with the solvent. The middle blocks are dissolved in the solvent. With increas-
ing concentrations the hydrophonic outer blocks may take part in two different micelles,
thereby establishing a bridge between the two micelles. These bridges severely influence
the rheological properties of the fluid.
As mentioned above, the transient potential is assumed to be a pairwise sum of all pairs
within a predescribed cutoff distance
Φt(r3N , λm) =
1
2
N−1∑
i=1
N∑
j=i+1
α(λij − λeqij (rij))2. (63)
The meaning of the λij ia taken to be the number of bridges between particles i and j. Then
it is reasonable to assume that all α’s are equal. Moreover the thermodynamic potential in
this case is best represented by a sum of pair potentials as well. The pair contributions were
calculated by means od Scheutjens-Fleer theory. All parameters in the model were known
except α. For more information see Sprakel et. al.9. In Fig. (4) we present the results of our
calculations of viscosities together with experimental values. The experimental viscosities
were used to fit the only unknown parameter in the model. The interesting point is that
viscosities vary by five orders of magnitude when the concentratios vary by three orders of
magnitude, yet all of this can be reproduced by adjusting only one parameter.
Encouraged by our result so far, we now try to go for predictions. To this end we have
performed non-equilibrium simulations in which the systems are sheared according to well
established methods in simulation country. In Fig. (5) results are shown for a system with
concentration of 20 gram/liter and a shear rate of 4/τ , where τ is the characteristic time
occurring in the propagator for λij . In the left panel, upper figure the stress is plotted as
function of time lapse since the start of the run. It is clearly seen that, initially, the stress
is constant, but, after some time, begins to drop until it reaches a new stationary value. In
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Figure 4: Viscosities versus concentration. Open circles are experimental values and crosses are theoretical
results. The black circles are the results of simulations with artificially enlarged frictions. The reason for doing
so is that these larger frictions allow larger time steps and therefore shorter simulations. As can be seen changing
the friction to (incorrect) larger values only influences the results at small concentrations. This tells us that, while
at low concentrations viscosities are determined by frictions with the solvent, at higher concentrations viscosities
are determined by interactions between the particles, as expected.
the left panel, lower figure the flow velocity in x-direction is plotted for various equidistant
positions along the gradient direction. In a normal situation, with a constant shear rate at
all positions along the gradient direction, all lines would be parallel and equidistant (since
the velocity would linearly increase along the gradient direction). We see however, that
concomitantly with the drop of the stress velocities begin to change until after some time
the velocities in a number of planes along the gradient direction differ from each other by
only very small amounts. One may say that the system has split into two parts, one in
which the shear rate is large, and one in which the shear rate is very low. In the example
discussed here, the band with the lower shear rate has a somewhat larger concentration
than the one with the higher shear rate. As a result the two bands can easily be visualized
as seen in the right panel. The phenomenon just described is called shear banding, and has
been theoretically analyzed by Dhont10. It is important to notice that banding would not
have occurred in our simulations had we imposed a linear flow field instead of measured
the background flow as described in the theory section.
In Fig. (6) we show some quantitative results for the banding observed with the system
of Fig. (5). In the left panel we present the concentrations in the two bands as a function
of applied shear rate. In cases when no banding occurs, the concentration is constant and
equal to 20 gram/liter. For shear rates when banding does occur, two concentrations are
given, one for each band. As can be seen they clearly differ. In the right panel, shear rates
in the two bands are plotted as a function of the applied shear rate. Again, when no banding
occurs, the system is homogeneously sheared with only one shear rate, equal to the applied
shear rate. In this case, also experimental results are available (open circles), and it is seen
that experiment and simulations are very well in agreement.
6 Concluding Remarks
In this paper we have reviewed the standard examples of stochastic dynamics simulations
and adjusted them to be applicable to simulate the flow of complex soft matter in com-
plex geometries. The changes needed to accommodate to soft matter systems consisted
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Figure 5: Results from non-equilibrium simulations with telechelic systems of concentrations equal to 20
gram/liter and shear rates equal to 4/τ . Left upper figure shows tresses as function of time lapse since the
start of the run. After some initial period of constant stresses, the stresses begin to drop to lower values until they
reach a new stationary value. Concomitantly with the stress drop the velocity field changes (left lower figure)
such that the system splits into two bands, one of which has a shear rate smaller than the applied shear rate, while
the other has a shear rate larger that the applied shear rate. Since the concentrations in the two bands differ, the
bands can be easily observed, as shown in the right part of the figure. In these figures, flow is from left to right
with increasing velocities from bottom to top. The ratio between flow velocity and vertical position is the shear
rate. In the dark bands shear rates are less then in the lighter bands.
Figure 6: Quantitative results from the simulations described in Fig. (5). In the left panel the concentrations in
the two bands are plotted as a function of the applied shear rates. When no banding occurs the concentration
is constant throughout the box and equal to the overall concentration. When banding occurs the concentration
in the high shear rate band is less than the overall concentration while that in the low shear rate band is larger
than the overall concentration. In the right panel the corresponding shear rates are plotted as a function of the
imposed shear rates. In this case experimental results are available and seen to be in very good agreement with
the simulated results.
of inclusion of memory, adjusting the method to overdamped systems and guaranteeing
hydrodynamics also for the Brownian propagator.
I have presented results for only one system, solutions of telechelic polymers. Sev-
eral more systems have been successfully simulated by now. The linear rheology of linear
polymers was shown to be well represented by the RaPiD model for frequencies just be-
yond the first crossing point of the shear and loss moduli. Non linear rheology was well
reproduced up to rather high shear rates. One of the success stories of the method has been
with pressure sensitive materials where both shear and elongational viscosities were well
reproduced. In times where The Web of Science plays an important role in rating scientists
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the interested reader may find results obtained with the RaPiD model by typing in any of
the names mentioned in the Acknowledgements below.
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NFFT Based Fast Ewald Summation for Various Types
of Periodic Boundary Conditions
Franziska Nestler, Michael Pippig and Daniel Potts
Technische Universita¨t Chemnitz, Faculty of Mathematics
09107 Chemnitz, Germany
E-mail: {franziska.nestler, michael.pippig, daniel.potts}@mathematik.tu-chemnitz.de
The fast calculation of long-range interactions isno a demanding problem in particle simulation.
In this tutorial we present fast Fourier-based methods for the Coulomb problem with mixed pe-
riodicity. The main focus of our approach is the decomposition of the problem into building
blocks that can be efficiently realized. For that reason we recapitulate the fast Fourier trans-
form at nonequispaced nodes (NFFT) and the fast summation method. Application of these two
methods to the Ewald splitting formulas yields efficient methods for calculating the Coulomb
energies in 3d-periodic, 2d-periodic, 1d-periodic, and also in 0d-periodic (open) boundary con-
ditions.
1 Introduction
We start with a formal definition of the Coulomb problem with mixed periodic boundary
conditions. Assume that N charges qj ∈ R at positions xj ∈ R3, j = 1, . . . , N , fulfill the
charge neutrality condition
N∑
j=1
qj = 0. (1)
The total Coulomb energy of the particle system can be formally written as
US :=
1
2
N∑
j=1
qjφS(xj),
where for each particle j the potential φS(xj) is given by
φS(xj) :=
∑
n∈S
N∑
i=1
′ qi
‖xij + Ln‖ . (2)
Thereby, we denote by ‖ · ‖ the Euclidean norm and define the difference vectors xij :=
xi − xj . The edge length of the simulation box in each dimension subject to periodic
boundary conditions is given by L > 0. Furthermore, the set of translation vectors S ⊆ Z3
will be defined later on according to the given boundary conditions. Note that the prime
on the double sum indicates that for n = 0 all terms with i = j are omitted. We are also
interested in the forces acting on the particles, which are given by
FS(xj) := qjES(xj), with the fields ES(xj) := −∇φS(xj).
For the sake of brevity, we will derive fast algorithms for computing the potentials φS(xj)
and skip the analog derivation of algorithms for computing the forces FS(xj) within this
tutorial.
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The different cases of mixed periodic boundary conditions are described as follows.
Assume periodic boundary conditions in the first p ∈ {0, 1, 2, 3} dimensions and non-
periodic (open) boundary conditions in the remaining 3 − p dimensions. Then, we set
S := Zp × {0}3−p with xj ∈ [−L/2, L/2)p × R3−p, i.e., the sum over S in (2) can be
interpreted as a replication of the primary box along all dimensions subject to periodic
boundary conditions. For a graphical illustration see Figures 1 and 2.
1
L
L
L
1
Figure 1: In the 0d-periodic case the particles are distributed within a finite box in R3 (left). In the 3d-periodic
case the simulation box with edge length L is duplicated along all three dimensions (right).
L
L
1
L
1
Figure 2: The simulation box is duplicated along two of three dimensions in the 2d-periodic case (left) and along
one dimension in the 1d-periodic setting (right).
It is important to note that except for open boundary conditions the sum (2) is only
conditionally convergent, i.e., the values of the potentials φS(xj) depend on the order of
summation. A common definition is to sum up the interactions box wise in a spherically
increasing order, i.e.,
φS(xj) :=
∞∑
t=0
∑
n∈S
‖n‖2=t
N∑
i=1
′ qi
‖xij + Ln‖ . (3)
The well known Ewald summation technique16 is the main basis for a variety of fast
algorithms for the evaluation of (2) under 3d-periodic boundary conditions, see26, 15, 11, 13, 33.
It is based on the trivial identity
1
r
=
erfc(αr)
r
+
erf(αr)
r
. (4)
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Hereby, α > 0 is generally known as the splitting parameter, erf(x) := 2√
pi
∫ x
0
e−t
2
dt is
the error function and erfc(x) := 1− erf(x) is the complementary error function.
If (4) is applied to (2), the potential φS(xj) is split into two parts. Thereby, the sum
containing the erfc-terms includes a singularity at r = 0 but converges that fast that a good
approximation is obtained by only considering few summands. The second part, contain-
ing the error function, is still conditionally convergent but exclusively involves smooth
and L-periodic functions. The well known Ewald approach transforms this part into a fast
convergent Fourier space sum under the implicit assumption of the spherical summation
order (3). For a derivation in the 3d-periodic case we refer to the paper12, where con-
vergence factors are applied in order to calculate conditional convergent sum. A similar
derivation of the Ewald formulas for the 2d- and 1d-periodic settings can be found in the
Appendix of40.
In the case of 3d-periodic boundary conditions the nonequispaced fast Fourier trans-
form (NFFT)30 can be directly applied to the Fourier space sum in order to achieve a fast
algorithm. For all other kinds of mixed boundary conditions it is also possible to derive
fast algorithms based on the NFFT. However, dimensions subject to non-periodic boundary
conditions require special treatment in order to get fast convergent Fourier approximations.
More precisely, we must embed non-periodic functions into smooth periodic functions,
such that their Fourier sum converges rapidly, see Section 2.1 for details.
The outline of this tutorial is as follows. We start with some preliminary remarks about
Fourier approximations and give a short introduction to the nonequispaced fast Fourier
transform (NFFT) in Section 2. In Section 3 we present the main ideas of the fast Ewald
summation for 3d-periodic boundary conditions. In Section 4 we consider the case of
periodic boundary conditions in two of three dimensions. Thereby, we follow mainly the
presentation from Section 4 in40. We continue in Section 5 with the 1d-periodic case in
an analog manner as in Section 5 of40. Finally we extend the results to 0d-periodic (open)
boundary conditions in Section 6. Finally, in Section 7 we conclude the tutorial and give
references to numerical results.
2 Prerequisite
In this section we introduce three different concepts from Fouier analysis, which we apply
in order to derive the presented algorithms, see Sections 3–6.
2.1 Fourier approximations
In the following, we discuss three different approaches to compute a Fourier approximation
of a non-periodic function f within an interval [−L,L].
Variant I (Periodization): The continuous Fourier transform of the function f ∈
L1(R) is given by
fˆ(ξ) =
∫
R
f(x)e−2piixξdx.
If f is sufficiently small outside the interval [−L,L], we may approximate f by its h-
periodic version
∑
n∈Z f(· + hn), where h ≥ 2L, apply the Poisson summation formula
577
and truncate the resulting infinite sum in order to obtain an approximation of the form
f(x) ≈
∞∑
n=−∞
f(x+ hn) =
1
h
∞∑
l=−∞
fˆ(l/h)e2piilr/h
≈ 1
h
M/2−1∑
l=−M/2
fˆ(l/h)e2piilr/h, (5)
where M ∈ 2N has to be chosen sufficiently large. Alternatively, we could argue as
follows. First, we truncate the Fourier integral and, second, we approximate the resulting
finite integral via the trapezoidal quadrature rule
f(x) =
∫
R
fˆ(ξ)e2piixξdξ ≈
∫ K/2
−K/2
fˆ(ξ)e2piirξdξ
≈ K
M
M/2−1∑
l=−M/2
fˆ( lKM )e
2piirlK/M . (6)
Comparison of (5) and (6) shows that this approach is equivalent to considering a h = M/K
periodization of f , as described above.
This approach is limited to functions that decay sufficiently fast in the interval
[−h/2, h/2). In other words, whenever f is not sufficiently small we need to choose a
relatively large period h 2L, which may also result in the choice of a large cutoff M .
Variant II (Truncation): We take a sufficiently large cutoff h ≥ 2L and approximate
the function f on the interval [−h/2, h/2] by a Fourier series
f(x) ≈
M/2−1∑
l=M/2
cle
2piilx/h,
where we compute the coefficients cl by
cl :=
1
h
∫ h/2
−h/2
f(x)e−2piilx/hdx.
Note that the approximated h-periodic function is only smooth of order zero in r = h/2,
which results in a rather slow second order convergence in Fourier space. Thus, one may
have to choose M very large in order to achieve a good approximation. In contrast to
Variant I, this approximation approach can be used for non decaying functions f as well.
Variant III (Regularization): Another approach to obtain a Fourier space represen-
tation of f is as follows. The key idea is to cutoff f outside the interval [−L,L] but use
a Fourier approximation on the slightly larger interval [−h/2, h/2]. In the resulting gap
[L, h− L] we construct a regularization function that interpolates the derivatives of f at L
up to order p − 1 ∈ N. Therefore, we get a Fourier approximation of a (p − 1)-times dif-
ferentiable function which means (p + 1)-th order convergence in Fourier space. In order
to construct the smooth ((p− 1)-times differentiable) transitions we have to regularize the
function f . Thereby, we assume that we know the function values and the derivatives in
the boundary points (in the following denoted by aj and bj) and compute a regularization
(in the following denoted by P ). The following theorem gives the precise definition of
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the regularizing function. We remark that in our application we always know the function
values and the derivatives in the boundary points. Methods without this knowledge are
known as Fourier extensions28 or Fourier continuations35.
Theorem 2.1. Let an interval [m − r,m + r], r > 0, and the interpolation values aj =
f (j)(m− r), bj = f (j)(m+ r), j = 0, . . . , p− 1, be given. For y = x−mr the polynomial
P (x) =
p−1∑
j=0
B(p, j, y)rjaj +
p−1∑
j=0
B(p, j,−y)(−r)jbj ,
of degree 2p− 1, which is defined using the basis polynomials
B(p, j, y) :=
p−1−j∑
k=0
(
p− 1 + k
k
)
1
j!2p2k
(1− y)p(1 + y)k+j ,
satisfies the interpolation conditions P (j)(m−r) = aj , P (j)(m+r) = bj , j = 0, . . . , p−1.
Proof. See Corollary 2.2.6 in3 or Proposition 3.2 in17.
In summary, we see some graphical illustrations of the above-mentioned three Fourier
approximation variants in Figures 3 and 4.
−L L−h2 h2 3h2
C∞
−L L−h2 h2 3h2
C0
Figure 3: Variant I (periodization) on the left and Variant II (truncation) on the right side.
−L L−h2 h2 3h2
Cp−1
Figure 4: Variant III (regularization).
The main advantage of Variant III is that we are able to construct a function of arbitrary
smoothness p while the period h can be chosen relatively small compared to the interval
length 2L. On the other hand, the fact that the approximated functions in Variant I are C∞
makes this approach spectrally accurate. Using Variant II allows us to choose h relatively
small. But, the functions are only continuous and of no higher smoothness. Thus, the
Fourier coefficients only decrease rather slow, which also results in the choice of a large
cutoff M .
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2.2 Nonequispaced discrete Fourier transform (NDFT)
Let the dimension d ∈ N, the torus Td := Rd/Zd ' [−1/2, 1/2)d and the sampling set
X := {xj ∈ Td : j = 1, . . . , N} with N ∈ N be given. Furthermore, let the multi degree
M = (M1, M2, . . . ,Md)
> ∈ 2Nd and the index set of possible frequencies
IM :=
{−M12 , . . . , M12 − 1}× . . .× {−Md2 , . . . , Md2 − 1}
be given. We define the space of d-variate trigonometric polynomials TM of multi degree
M by
TM := span
{
e−2piik·(·) : k ∈ IM
}
.
The dimension of this space and, hence, the total number of Fourier coefficients is |IM | =
M1 · . . . ·Md. Note that we abbreviate the inner product between the frequency k and the
time/spatial node x by k · x = k1x1 + k2x2 + . . .+ kdxd. For clarity of presentation the
multi index k addresses elements of vectors and matrices as well.
For a finite number |IM | of given Fourier coefficients fˆk ∈ C, k ∈ IM , one wants to
evaluate the trigonometric polynomial
f(x) :=
∑
k∈IM
fˆke
−2piik·x ∈ TM (7)
at given nonequispaced nodes xj ∈ Td, j = 1, . . . , N . Thus, our concern is the computa-
tion of the matrix vector product
f = Afˆ , (8)
where
f := (f (xj))j=1,...,N , A :=
(
e−2piik·xj
)
j=1,...,N ; k∈IM , fˆ :=
(
fˆk
)
k∈IM
.
The straightforward algorithm for this matrix vector product, which is called NDFT,
takes O(N |IM |) arithmetical operations. A related matrix vector product is the adjoint
NDFT
fˆ = Aa`f , fˆk =
N∑
j=1
fje
2piik·xj ,
where Aa` = A
>
. Furthermore, note that the inversion formula F−1 = F a` for the
(equispaced and normalized) Fourier matrix F does not hold in the general situation of
arbitrary sampling nodes for the matrixA.
2.3 Nonequispaced fast Fourier transform (NFFT)
Several algorithms have been proposed for the fast computation of (8), cf.14, 8, 49, 48, 18, 21. In
this section we summarize the main ideas of the most successful approach based on48, 32, 30.
It makes use an oversampled FFT and a window function ϕ that is simultaneously well
localized in time/space and frequency domain. Given that the window function is well
localized in spatial domain, its periodic version
ϕ˜(x) :=
∑
k∈Zd
ϕ(x+ k)
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is well defined.
Throughout the rest of the tutorial we denote by σ ≥ 1 the oversampling factor and by
m := σM ∈ N the (oversampled) FFT size (in the case d = 1). Furthermore, for d > 1
let the vector valued oversampling factor be defined by σ = (σ1, . . . , σd)> ∈ Rd (where
σ1, . . . , σd ≥ 1) and the FFT size be denoted bym := σM . For notational convenience
we use the pointwise product
σ M := (σ1M1, σ2M2, . . . , σdMd, )>
and the point wise inverse
M−1 :=
(
M−11 ,M
−1
2 , . . . ,M
−1
d
)>
.
The main idea is now to approximate the function f by a sum of translates of the one-
periodic function ϕ˜, i.e.,
f(x) ≈
∑
l∈Im
glϕ˜(x− lm−1),
where we usem ≥M sampling points/translates.
A transformation into Fourier space gives
f(x) ≈
∑
k∈Im
∑
r∈Zd
gˆkck(ϕ˜)e
−2pii(k+rm)·x (9)
with the help of the well known convolution theorem. A comparison of (7) and (9) shows
that it is reasonable to set
gˆk :=
{
fˆk
ck(ϕ˜)
: k ∈ IM ,
0 : else.
(10)
The final algorithm can basically be divided into three steps (building blocks) and can
be summarized as follows.
1. Deconvolve the trigonometric polynomial f ∈ TM in (7) with a window function in
frequency domain, see (10).
2. Compute an FFT on the result of step 1.:
gl :=
1
|Im|
∑
k∈Im
gˆke
−2piik·(lm−1), l ∈ Im.
3. Convolve the result of step 2. with the window function in time/spatial domain, i.e.,
evaluate this convolution at the nodes xj , j = 1, . . . , N :
f(xj) ≈
∑
l∈Im
glϕ˜(xj − lm−1).
Obviously, we end up with a complexity of O(|IM | log |IM | + N) arithmetic oper-
ations. Thereby, the prefactors depend on the required accuracy as well as the properties
of the window function. For a description of the NFFT in its matrix-vector notation we
refer to48. Note that the adjoint NDFT can be approximated in a very similar way by an
adjoint NFFT and yields the same enhanced arithmetic complexity. Error bounds in the
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∞–norm have already been derived for a variety of possible window functions, see49, 47
for instance. For error estimates in the L2-norm as well as an automated tuned NFFT
see39. A widely used implementation is available as part of the NFFT package29 and is
based on the FFTW20. This package also offers support of shared memory parallelism50.
A parallel implementation for graphic processing units was proposed in31. Furthermore, an
MPI-based parallel NFFT (PNFFT) implementation with support for distributed memory
parallelism was proposed in45 and is publicly available42. It is based on a highly scalable
MPI extension of FFTW called PFFT43, 41.
3 Fast Ewald Summation for 3d-Periodic Boundary Conditions
For an electrical neutral system (1) of N charges qj distributed in a cubic box of edge
length L we define the electrostatic potential subject to 3d-periodic boundary conditions
by
φp3(xj) := φZ3(xj) =
∞∑
s=0
∑
n∈Z3
‖n‖2=s
N∑
i=1
′ qi
‖xij + Ln‖ ,
i.e., we set S := Z3 within the definition (3). Remember that the order of summation
has to be specified because of the conditional convergence of the infinite sum, as already
pointed out in the introduction.
The following formula was at first presented in16 by using the Ewald splitting. For a
derivation based on convergence factors, see12. We have
φp3(xj) = φ
p3,S(xj) + φ
p3,L(xj) + φ
p3,self(xj), (11)
where for the splitting parameter α > 0 we define the short range part
φp3,S(xj) :=
∑
n∈Z3
N∑
i=1
′qi
erfc(α‖xij + Ln‖)
‖xij + Ln‖ ,
the long range part
φp3,L(xj) :=
1
piL
∑
k∈Z3\{0}
e−pi
2‖k‖2/(α2L2)
‖k‖2
(
N∑
i=1
qie
2piik·xi/L
)
e−2piik·xj/L,
and the self potential
φp3,self(xj) := − 2α√
pi
qj .
Often a fourth term, the so called dipole correction, appears in the decomposition (11),
cf.13. The dipole correction term is the only part depending on the order of summation.
However, if a spherical summation order is applied, the dipole correction term depends
only on the norm of the dipole moment
∑N
j=1 qjxj and, additionally, on the dielectric
constant of the surrounding medium. Therefore, it can be computed efficiently in O(N)
arithmetic operations. If the medium is assumed to be metallic, the dipole term vanishes
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and (11) applies. It should be mentioned that the formulas above can be generalized to
non-cubic boxes and also non-orthogonal (triclinic) boxes, cf.16, 11, 27.
Since the complementary error function erfc rapidly tends to zero, the short range
part of each potential φp3,S(xj) can be obtained by direct evaluation, i.e., all distances
‖xij + Ln‖ larger than an appropriate cutoff radius rcut > 0 are ignored. If we assume a
sufficiently homogenous particle distribution, each particle only interacts with a fixed num-
ber of neighbors. Thus, the real space sum can be computed with a linked cell algorithm19
in O(N) arithmetic operations for this case.
In order to compute the long range parts φp3,L(xj) we truncate the infinite sum and
compute approximations of the sums
Sˆ(k) :=
N∑
i=1
qie
2piik·xi/L, k ∈ IM ,
with an adjoint NFFT and evaluate
φp3,L(xj) ≈
∑
k∈IM\{0}
bˆkSˆ(k)e
−2piik·xj/L, j = 1, . . . , N,
via the NFFT. Thereby, we define the Fourier coefficients
bˆk :=
1
piL
e−pi
2‖k‖2/(α2L2)
‖k‖2 .
The proposed evaluation of φp3,L(xj) at the points xj , j = 1, . . . , N , requires O(N +
|IM | log |IM |) arithmetic operations.
In matrix vector notation we may write(
φp3,L(xj)
)N
j=1
≈ A˜DA˜a`q, (12)
where A˜ ≈ A denotes the matrix representation of the NFFT (≈NDFT) in three dimen-
sions,D is a diagonal matrix with entries bˆk, k ∈ IM , and q = (q1, . . . , qN )> ∈ RN .
Relations to existing work
A straightforward method, that accelerates the traditional Ewald summation technique by
NFFT was already presented in44. This combination was first presented in25 is very similar
to the FFT-accelerated Ewald sum methods, namely, the so-called particle-particle particle-
mesh (P3M), particle-mesh Ewald (PME) and smooth particle-mesh Ewald (SPME), see13
and also51.
4 Fast Ewald Summation for 2d-Periodic Boundary Conditions
In this section we denote for y = (y1, y2, y3) ∈ R3 the vector of its first two components
by y˜ := (y1, y2) ∈ R2, j = 1, . . . , N . We consider an electrical neutral system (1) of
N charges qj ∈ R at positions xj = (x˜j , xj,3) ∈ LT2 × R. Under periodic boundary
conditions in the first two dimensions we define the potential of each single particle by
φp2(xj) := φZ2×{0}(xj) =
∞∑
s=0
∑
n∈Z2×{0}
‖n‖2=s
N∑
i=1
′ qi
‖xij + Ln‖ ,
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i.e., we set S := Z2 × {0} within the definition (3). This can be rewritten in the form
φp2(xj) = φ
p2,S(xj) + φ
p2,L(xj) + φ
p2,0(xj) + φ
p2,self(xj), (13)
where for some α > 0 we define the short range part
φp2,S(xj) :=
∑
n∈Z2×{0}
N∑
i=1
′qi
erfc(α‖xij + Ln‖)
‖xij + Ln‖ ,
the long range parts
φp2,L(xj) :=
1
2L
∑
k∈Z2\{0}
N∑
i=1
qi e
2piik·x˜ij/L ·Θp2(‖k‖, xij,3),
φp2,0(xj) := −2
√
pi
L2
N∑
i=1
qiΘ
p2
0 (xij,3), (14)
the self potential
φp2,self(xj) := − 2α√
pi
qj ,
and the functions Θp2(k, r), Θp20 (r) for k, r ∈ R are defined by
Θp2(k, r) :=
1
k
[
e2pikr/L erfc
(
pik
αL
+ αr
)
+ e−2pikr/L erfc
(
pik
αL
− αr
)]
,
Θp20 (r) :=
e−α
2r2
α
+
√
pir erf(αr).
These expressions were already given in23. In the Appendix of40 we give a proof using
convergence factors, similar to the proof of the 3d-periodic case in12. Thereby, we always
start with the splitting (4) and then use the technique of convergence factors to derive the
Fourier space representation of the long range part by applying the Poisson summation
formula.
The evaluation of the short range part φp2,S(xj) is again done by a direct evaluation.
For the computation of the long range part we truncate the infinite sum in φp2,L(xj), i.e.,
for some appropriate M˜ = (M1,M2) ∈ 2N2 we set
φp2,L(xj) ≈ 1
2L
∑
k∈IM˜\{0}
N∑
i=1
qie
2piik·x˜ij/LΘp2(‖k‖, xij,3).
and apply the regularization Variant III from Section 2.1 to the functions Θp2(‖k‖, ·).
To this end we assume without loss of generality L3 > 0 large enough such that
xj,3 ∈ [−L3/2, L3/2], i.e., the particle coordinates are bounded also in the non-periodic
dimension. Thus, all the functions Θp2(‖k‖, ·) have to be evaluated only within the finite
interval [−L3, L3]. Note that we have to double the interval length since we do not have
periodicity in the last dimension. The same approximation idea is applied to the kernel
function Θp20 (r) in (14). Note that limx→±∞[e
−x2 +
√
pix erf(x)] = limx→±∞ |x| =∞,
i.e., the approximation Variant I given in Section 2.1 is not applicable.
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At first, we choose h > 2L3 and accordingly some ε ∈ (0, 1/2) such that |xij,3| ≤
L3 =: h(1/2 − ε) < h/2 for all i, j = 1, . . . , N . This corresponds to a surrounding box
that is large enough to hold all differences of particle coordinates in the last dimension.
In addition, since the strong inequality h > 2L3 holds we have some extra space for
constructing a regularization. In order to approximate the long range parts φp2,L(xj) +
φp2,0(xj) efficiently we consider for k ∈ {‖k‖ : k ∈ IM˜} the regularizations
KR(k, r) :=

1
2L
Θp2(k, r) : k 6= 0, |h−1r| ≤ 1/2− ε,
−2
√
pi
L2
Θp20 (r) : k = 0, |h−1r| ≤ 1/2− ε,
KB(k, r) : |h−1r| ∈ (1/2− ε, 1/2],
(15)
where we claim that each function KB(k, ·) : [−h/2,−h/2 + hε] ∪ [h/2 − hε, h/2] → R
fulfills the Hermite interpolation conditions
∂j
∂rj
KB(k, h/2− hε) =
{
1
2L
∂j
∂rj Θ
p2(k, h/2− hε) : k 6= 0,
− 2
√
pi
L2
dj
drj Θ
p2
0 (h/2− hε) : k = 0,
(16)
∂j
∂rj
KB(k,−h/2 + hε) =
{
1
2L
∂j
∂rj Θ
p2(k,−h/2 + hε) : k 6= 0,
− 2
√
pi
L2
dj
drj Θ
p2
0 (−h/2 + hε) : k = 0,
(17)
for all j = 0, . . . , p−1. Hereby, we refer to p ∈ N as the degree of smoothness. In order to
end up with h-periodic, smooth functions KR(k, ·), the functions KB(k, ·) are constructed
such that
∂j
∂rj
KR(k, h/2) =
∂j
∂rj
KR(k,−h/2) for j = 0, . . . , p− 1
is also fulfilled. In Theorem 2.1 we show that the functions KB(k, .) can be constructed
as polynomials of degree 2p − 1 by two point Taylor interpolation. Figure 5 shows an
example of such a regularization KR(k, ·).
In summary, the functions KR(k, ·) are h-periodic and smooth, i.e., KR(k, ·) ∈
Cp−1(hT). Therefore, they can be approximated by a truncated Fourier series up to a
prescribed error. To this end, we approximate for each k ∈ {‖k‖ 6= 0 : k ∈ IM˜} the
function
1
2L
Θp2(k, r) ≈
∑
l∈IM3
bˆk,le
2piilr/h (18)
for |r| ≤ h/2 − hε = L3 by the truncated Fourier series of its regularization KR(k, ·).
Analogously, for k = 0 we have
− 2
√
pi
L2
Θp20 (r) ≈
∑
l∈IM3
bˆ0,le
2piilr/h. (19)
Thereby, we choose the frequency cutoff M3 ∈ 2N large enough and compute the Fourier
coefficients bˆk,l in (18) as well as bˆ0,l in (19) by the discrete Fourier transform
bˆk,l :=
1
M3
∑
j∈IM3
KR
(
k, jhM3
)
e−2piijl/M3 , l = −M3/2, . . . ,M3/2− 1.
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0−h/2 + hε h/2− hε
−h/2 h/2
∂j
∂rj
KB(k, h/2− hε) =
1
2L
∂j
∂rj
Θp2(k, h/2− hε)
1
2L
Θp2(k, ·)
KB(k, ·) KB(k, ·)
1
Figure 5: Example for KR(k, ·) for k ≥ 1. At the boundaries (gray area) the regularization adopts the values
of the boundary function KB(k, ·). We also marked the points, where the conditions (16) and (17) are fulfilled.
In our implementation, the function in the gray area is a polynomial of degree 2p − 1 constructed by two-point
Taylor interpolation.
This ansatz is closely related to the fast summation method described in47. Due to the fact
that we have Θp20 (·),Θp2(k, ·) ∈ C∞(R) (k ≥ 1) we are not restricted in the choice of
the parameter p. By choosing M3 large enough we can construct approximations (18) and
(19) of a required accuracy.
If k ∈ {‖k‖ 6= 0 : k ∈ IM˜} is large enough, then the function value Θp2(k, h/2)
might be sufficiently small so that
Θp2(k, r) ≈
∑
n∈Z
Θp2(k, r + hn),
yields a good approximation, see Figure 6.
−h/2 h/2
Θp2(k, r) ≈
∞∑
n=−∞
Θp2(k, r + nh)
Θp2(k, ·)h-periodization
1
Figure 6: If k is sufficiently large, the h-periodic version of Θp2(k, ·) might be a good approximation of
Θp2(k, ·).
In this case we could also apply Variant I, as described in Section 2. The analytical
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Fourier transform of Θp2(k, ·) is given by
Θˆp2(k, ξ) =
∫ ∞
−∞
Θp2(k, r)e−2piirξdr =
2L
pi(k2 + L2ξ2)
e−pi
2k2/(α2L2)−pi2ξ2/α2 ,
see34, for instance. Applying the Poisson summation formula leads to
1
2L
Θp2(k, r) ≈ 1
2L
∑
n∈Z
Θp2(k, r + hn) ≈ 1
2Lh
∑
l∈IM3
Θˆp2(k, l/h)e2piilr/h,
i.e., we can simply set bˆk,l := (2Lh)−1Θˆp2(k, l/h) instead of regularizing the function.
In summary, we obtain the following approximation for the long range parts,
φp2,L(xj) + φ
p2,0(xj) ≈
∑
k∈IM˜
∑
l∈IM3
bˆ‖k‖,l
N∑
i=1
qie
2piik·x˜ij/Le2piilxij,3/h
=
∑
(k,l)∈IM
bˆ‖k‖,l
(
N∑
i=1
qie
2piiv(k,l)·xi
)
e−2piiv(k,l)·xj ,
where we substitute the truncated Fourier series (18), (19) into (13), (14) and defineM :=
(M˜ ,M3) ∈ 2N3 as well as the vectors v(k, l) := (k/L, l/h) ∈ L−1Z2 × h−1Z. The
expressions in the inner brackets
Sˆ(k, l) :=
N∑
i=1
qie
2piiv(k,l)·xi , (k, l) ∈ IM ,
can be computed by an adjoint NFFT. This will be followed by |IM | multiplications
with bˆ‖k‖,l and completed by an NFFT to compute the outer summation over the indexes
(k, l) ∈ IM . Therefore, the proposed evaluation of φp2,L(xj) + φp2,0(xj) at the points
xj , j = 1, . . . , N , requires O(N + |IM | log |IM |) arithmetic operations.
We obtain a similar matrix-vector notation as in the 3d-periodic case, namely,(
φp2,L(xj) + φ
p2,0(xj)
)N
j=1
≈ A˜DA˜a`q, (20)
where A˜ denotes the matrix representation of the NFFT in three dimensions for the nodes
(x˜j/L, xj,3/h) ∈ T3, D is a diagonal matrix with entries bˆ‖k‖,l, (k, l) ∈ IM , and q =
(q1, . . . , qN )
> ∈ RN .
Relations to existing work
The Ewald formulas (13) for 2d-periodic geometries were already proposed in23. We re-
mark that a method based on the splitting (13) is used in34 in combination with Variant I of
Section 2. As pointed out on page 12 in34 this approach is limited to functions that decay
sufficiently fast in the interval [−h/2, h/2). In other words, whenever Θp2(k,max |xij,3|)
is not sufficiently small we need to choose a relatively large period h  2L, which may
also result in the choice of a large cutoff M3. Some other Fourier based algorithms, like
MMM2D6 or ELC4 already exist. A method based on approximation Variant II from Sec-
tion 2.1 is proposed in38. However, as mentioned in Section 2.1 this method suffers from
the rather slow convergence rate in Fourier space. See also52, 9 for algorithms with higher
complexity.
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5 Fast Ewald Summation for 1d-Periodic Boundary Conditions
In this section we denote for some y = (y1, y2, y3) ∈ R3 the vector of its last two com-
ponents by y˜ := (y2, y3) ∈ R2. We consider a system of N charges qj ∈ R at positions
xj = (xj,1, x˜j) ∈ LT × R2, j = 1, . . . , N . If periodic boundary conditions are assumed
only in the first coordinate we define the potential of each single particle j by
φp1(xj) := φZ×{0}2(xj) =
∞∑
s=0
∑
n∈Z×{0}2
|n1|=s
N∑
i=1
′ qi
‖xij + Ln‖ (21)
i.e., we set S := Z× {0}2 within definition (3). In the following we denote by
Γ(s, x) :=
∫ ∞
x
ts−1e−tdt
the upper incomplete gamma function. For the case s = 0 the well known identity
Γ(0, x) = −γ − lnx−
∞∑
k=1
(−1)k x
k
k!k
holds for all positive x, see [number 5.1.11] in2. Thereby, γ is the Euler-Mascheroni
constant. The function Γ(0, ·) is also known as the exponential integral function. We
easily see
lim
x→0
Γ(0, x) + lnx+ γ = 0.
The potential (21) can be written as
φp1(xj) = φ
p1,S(xj) + φ
p1,L(xj) + φ
p1,0(xj) + φ
p1,self(xj),
where for the splitting parameter α > 0 we define the short range part
φp1,S(xj) :=
∑
n∈Z×{0}2
N∑
i=1
′qi
erfc(α‖xij + Ln‖)
‖xij + Ln‖ ,
the long range parts
φp1,L(xj) :=
2
L
∑
k∈Z\{0}
N∑
i=1
qi e
2piik(xi,1−xj,1)/L ·Θp1(k, ‖x˜ij‖) , (22)
φp1,0(xj) := − 1
L
N∑
i=1
‖x˜ij‖6=0
qiΘ
p1
0 (‖x˜ij‖), (23)
the self potential
φp1,self(xj) := − 2α√
pi
qj ,
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and the functions Θp1(k, r),Θp10 (r) for k, r ∈ R are defined by
Θp1(k, r) :=
∫ α
0
1
z
e
−pi2k2
L2z2 e−r
2z2dz,
Θp10 (k, r) := γ + Γ(0, α
2r2) + ln(α2r2) .
The function Θp1(k, r) can be expressed by the incomplete modified Bessel function
of the second kind24, see Section 5.2.2 in40. This function is known to be indefinitely
often differentiable and, thus, we can construct regularizations of similar structure as (15)
in order to construct a fast algorithm. In this case the final algorithm requires a smooth
bivariate regularization, which can be obtained easily from a one dimensional construction
as the Fourier coefficients are radial in x˜ij .
By the Lemma 5.2 in40 we show that the function Θp1(k, r) for fixed r tends to zero ex-
ponentially fast for growing k, which allows the truncation of the infinite sum in φp1,L(xj).
Furthermore, Lemma 5.3 in40 shows that also the kernel in φp1,0(xj) is a smooth func-
tion, which allows the application of the fast summation method. Note that we have
limx→±∞ γ + Γ(0, x2) + ln(x2) = ∞. Thus, the approximation Variant I given in Sec-
tion 2.1 is not applicable, just as in the case of the k = 0 term of the 2d-periodic Ewald
sum. However, using the fast summation approach, the function is truncated and embed-
ded in a smooth and periodic function, which does not require localization of the kernel
function.
Similar as in the previous section we derive the fast algorithm based on (22) and (23).
The evaluation of the short range part φp1,S(xj) is done by a direct evaluation again. Due
to Lemma 5.2 in40 we truncate the infinite sum in φp1,L(xj), i.e., for some appropriate
M1 ∈ 2N we set
φp1,L(xj) ≈ 2
L
∑
k∈IM1\{0}
N∑
i=1
qie
2piikxij,1/LΘp1(k, ‖x˜ij‖).
In the following we assume that x˜j ∈ [−L2/2, L2/2]× [−L3/2, L3/2], i.e., x˜ij ∈ [−L2, L2]×
[−L3, L3]. Thus, the particle distances regarding the non-periodic dimensions ‖x˜ij‖ are
bounded above by
√
L22 + L
2
3. Furthermore, we choose some h > 2
√
L22 + L
2
3 and ac-
cordingly some ε ∈ (0, 1/2) such that ‖x˜ij‖ ≤
√
L22 + L
2
3 =: h(1/2 − ε) < h/2 for all
i, j = 1, . . . , N .
In order to approximate the long range part φp1,L(xj) + φp1,0(xj) efficiently we con-
sider for k ∈ {0, . . . ,M1/2} the regularizations
KR(k, r) :=

2
L
Θp1(k, r) : k 6= 0, |h−1r| ≤ 1/2− ε,
− 1
L
Θp10 (r) : k = 0, |h−1r| ≤ 1/2− ε,
KB(k, r) : |h−1r| ∈ (1/2− ε, 1/2],
KB(k, h/2) : |h−1r| > 1/2,
,
where each function KB(k, ·) : [h/2− hε, h/2]→ R is constructed such that KR(k, ‖ · ‖) :
hT2 → R is in the Sobolev space Cp−1(hT2), i.e., KB(k, ·) fulfills the interpolation
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conditions
∂j
∂rj
KB(k, h/2− hε) =
{
2
L
∂j
∂rj Θ
p1(k, h/2− hε) : k 6= 0,
− 1L d
j
drj Θ
p1
0 (h/2− hε) : k = 0
(24)
for j = 0, . . . , p− 1 as well as
∂j
∂rj
KB(k, h/2) = 0 for j = 1, . . . , p− 1. (25)
Note that KR(k, ‖ · ‖) is constant for all the points {y ∈ hT2 : ‖y‖ ≥ h/2}. Therefore, the
conditions (25) ensure smoothness of KR(k, ‖ · ‖) in the points {y ∈ hT2 : ‖y‖ = h/2}.
Furthermore, (25) does not include any restriction on the function value of KR(k, h/2),
since it does not influence the smoothness of KR(k, ‖ · ‖). In Appendix C of40 we show
that an adopted version of Theorem 2.1 can be used to construct the regularizing functions
KB(k, ‖.‖) as interpolation polynomials of degree 2p−2. By our construction the functions
KR(k, ‖ · ‖) are h-periodic in each direction and smooth, i.e., KR(k, ‖ · ‖) ∈ Cp−1(hT2).
For a graphical illustration of a regularization KR(k, ·) see Figure 7.
∂j
∂rj
KB(k, h/2) = 0
∂j
∂rj
KB(k, h/2− hε) =
2
L
∂j
∂rj
Θp1(k, h/2− hε)
h/2− hε
−h/2 + hε h/2
−h/2
2
L
Θp1(k, ·)
1
Figure 7: Example for KR(k, ·) for k ≥ 1. Over the gray area the regularization adopts the values of the
boundary function KB(k, ·), which we compute via a modified two point Taylor interpolation. In the corners
(striped area)KR(k, ·) has the constant valueKB(k, h/2). We also marked the points, where the conditions (24)
and (25) are fulfilled.
To this end, we approximate for each k ∈ IM1 \ {0} the function
2
L
Θp1(k, ‖y‖) ≈
∑
l∈IM˜
bˆk,le
2piil·y/h (26)
for ‖y‖ ≤ h/2− hε by a trigonometric polynomial. In the case k = 0 we use the approxi-
mation
− 1
L
Θp10 (α
2‖y‖2) ≈
∑
l∈IM˜
bˆ0,le
2piil·y/h. (27)
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Thereby, we choose M˜ = (M2,M3) ∈ 2N2 large enough and compute the Fourier coeffi-
cients bˆk,l by
bˆk,l :=
1
|IM˜ |
∑
j∈IM˜
KR
(
k, ‖j  M˜−1‖h
)
e−2piij·(lM˜
−1)
for all k ∈ IM1 .
For relatively large values of k we may again obtain a good approximation by setting
Θp1(k, ‖y‖) ≈
∑
n∈Z2
Θp1(k, ‖y + hn‖),
compare to the 2d-periodic case and Figure 6. With the help of the analytical Fourier
transform
Θˆp1(k, ‖ξ‖) = L
2
2pi(k2 + L2‖ξ‖2)e
−pi2k2/(α2L2)−pi2‖ξ‖2/α2
and the Poisson summation formula we get
2
L
Θˆp1(k, ‖y‖) ≈ 2
L
∑
n∈Z2
Θp1(k, ‖y + hn‖) ≈ 2
Lh2
∑
l∈IM˜
Θˆp1(k, h−1‖l‖)e2piil·y/h,
i.e., we can simply set bˆk,l := 2(Lh2)−1Θˆp1(k, h−1‖l‖) instead of regularizing the func-
tion.
In summary we obtain the following approximation for the long range parts
φp1,L(xj) + φ
p1,0(xj) ≈
∑
k∈IM1
∑
l∈IM˜
bˆ|k|,l
N∑
i=1
qie
2piikxij,1/Le2piil·x˜ij/h
=
∑
(k,l)∈IM
bˆ|k|,l
(
N∑
i=1
qie
2piiv(k,l)·xi
)
e−2piiv(k,l)·xj ,
where we use the truncated Fourier series (26) and (27) and defineM := (M1,M˜) ∈ 2N3
as well as the vectors v(k, l) := (k/L, l/h) ∈ L−1Z× h−1Z2.
The expressions in the inner brackets
Sˆ(k, l) :=
N∑
i=1
qie
2piiv(k,l)·xi , (k, l) ∈ IM ,
can be computed by an adjoint NFFT. This will be followed by |IM | multiplications with
bˆ|k|,l and completed by an NFFT to compute the outer summation over the indexes (k, l) ∈
IM . The proposed evaluation of φp1,L(xj) + φp1,0(xj) at the points xj , j = 1, . . . , N ,
requires O(N + |IM | log |IM |) arithmetic operations.
Again, using a matrix-vector notation we can write(
φp1,L(xj) + φ
p1,0(xj)
)N
j=1
≈ A˜DA˜a`q, (28)
where A˜ denotes the matrix representation of the NFFT in three dimensions for the nodes
(xj,1/L, x˜j/h) ∈ T3, D is a diagonal matrix with entries bˆ|k|,l, (k, l) ∈ IM , and q =
(q1, . . . , qN )
> ∈ RN .
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Relations to existing work
The Ewald formulas for 1d-periodic geometries were already proposed in46. Some Fourier
based algorithms, like MMM1D7, where already proposed. A method based on approxi-
mation Variant II from Section 2.1 is proposed in36. However, as mentioned in Section 2.1
this method suffers from the rather slow convergence rate in Fourier space. See also53, 10
for algorithms with higher complexity.
6 Fast Ewald Summation for 0d-Periodic (Open) Boundary
Conditions
We consider a (not necessarily electrical neutral) system of N charges qj ∈ R at positions
xj ∈ R3, j = 1, . . . , N . Under open boundary conditions the potential of each single
particle j is defined by
φp0(xj) := φ{0}3(xj) =
N∑
i=1
′ qi
‖xij‖ ,
i.e., we set S := {0}3 within the definition (3). This can be rewritten as
φp0(xj) = φ
p0,S(xj) + φ
p0,L(xj) + φ
p0,self(xj),
where for the splitting parameter α > 0 we define the short range part
φp0,S(xj) :=
N∑
i=1
′qi
erfc(α‖xij‖)
‖xij‖ ,
the long range part
φp0,L(xj) :=
N∑
i=1
qiΘ
p0(‖xij‖), (29)
the self potential
φp0,self(xj) := − 2α√
pi
qj ,
and the function Θp0(r) is defined by
Θp0(r) =
{
2α√
pi
: r = 0,
erf(αr)
r : else.
Using Variant III of Section 2, i.e., the fast summation approach, the function is approxi-
mated by a Fourier series. Similar as in the previous section we derive the fast algorithm
now based on (29). The evaluation of the short range part φp0,S(xj) is done by a direct
evaluation again.
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In the following we assume that we have ‖xij‖ ≤ L =: h(1/2− ε). As an example, if
xj ∈ L1T × L2T× L3T, we can set L :=
√
L21 + L
2
2 + L
2
3. In order to approximate the
long range part φp0,L(xj) efficiently we consider the regularizations
KR(r) :=

Θp0(r) : |h−1r| ≤ 1/2− ε,
KB(r) : |h−1r| ∈ (1/2− ε, 1/2],
KB(h/2) : |h−1r| > 1/2,
,
where the functionKB(·) : [h/2−hε, h/2]→ R is constructed such thatKR(‖·‖) : hT3 →
R is in the Sobolev space Cp−1(hT3), i.e., KB(k, ·) fulfills the interpolation conditions
dj
drj
KB(h/2− hε) = d
j
drj
Θp0(h/2− hε) for j = 0, . . . , p− 1
as well as
dj
drj
KB(h/2) = 0 for j = 1, . . . , p− 1. (30)
Note that KR(‖ · ‖) is constant for all the points {y ∈ hT3 : ‖y‖ ≥ h/2}. Therefore, the
conditions (30) ensure smoothness of KR(‖ · ‖) in the points {y ∈ hT3 : ‖y‖ = h/2}.
Furthermore, (30) does not include any restriction on the function value of KR(h/2), since
it does not influence the smoothness of KR(‖ · ‖). In Appendix C of40 we show that
an adopted version of Theorem 2.1 can be used to construct the regularizing functions
KB(k, ‖.‖) as interpolation polynomials of degree 2p−2. By our construction the function
KR(‖ · ‖) is h-periodic in each direction and smooth, i.e., KR(‖ · ‖) ∈ Cp−1(hT3).
To this end, we approximate the function
Θp0(‖y‖) ≈
∑
l∈IM
bˆle
2piil·y/h
for ‖y‖ ≤ h/2 − hε by a trigonometric polynomial. Thereby, we choose M =
(M1,M2,M3) ∈ 2N2 large enough and compute the Fourier coefficients bˆl by
bˆl :=
1
|IM |
∑
j∈IM
KR
(‖j M−1‖h) e−2piij·(lM−1) .
In summary we obtain the following approximation for the long range parts
φp0,L(xj) ≈
∑
l∈IM
bˆl
N∑
i=1
qie
2piil·xij/h
=
∑
l∈IM
bˆl
(
N∑
i=1
qie
2piil·xi/h
)
e−2piil·xj/h,
where we use the truncated Fourier series. The expressions in the inner brackets
Sˆ(l) :=
N∑
i=1
qie
2piil·xi/h, l ∈ IM ,
can be computed by an adjoint NFFT. This will be followed by |IM | multiplications
with bˆl and completed by an NFFT to compute the outer summation with the complex
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exponentials. The proposed evaluation of φp1,L(xj) + φp1,0(xj) at the points xj , j =
1, . . . , N , requires O(N + |IM | log |IM |) arithmetic operations.
As for the different types of periodic boundary conditions, we also obtain a matrix-
vector notation for the 0d-periodic case, which reads as(
φp0,L(xj)
)N
j=1
≈ A˜DA˜a`q, (31)
where A˜ denotes the matrix representation of the NFFT in three dimensions for the nodes
xj/h ∈ T3,D is a diagonal matrix with entries bˆl, l ∈ IM , and q = (q1, . . . , qN )> ∈ RN .
Relations to existing work
This method can be interpreted as nonequispaced convolution. For equispaced nodes the
discrete convolution and its fast computation is typically realized by FFT exploiting the ba-
sic property e2pii(y−x) = e2piiye−2piix. Following these lines, the method can be interpreted
as “convolution at nonequispaced nodes” by Fourier methods as well, more precisely by
the NFFT. This new method includes convolutions, e.g., with kernels of the form 1/‖x‖.
We remark that some FFT-accelerated Ewald26, 22 methods contain similar steps as the fast
summation based on NFFT. A method based on approximation Variant II from Section 2.1
is proposed in37. However, as mentioned in Section 2.1 this method suffers from the rather
slow convergence rate in Fourier space.
7 Conclusion
With this tutorial we provide an overview of the NFFT based fast Ewald summation for
all kinds of mixed periodic boundary conditions. The main advantage of our approach is
that all presented algorithms have a common structure. More precisely, the short range
parts of the potentials are always computed directly and the long range parts are computed
by an adjoint NFFT, a point-wise multiplication in Fourier space and, again, an NFFT in
three dimensions, see the matrix vector notation for the 3d-periodic case in (12), for the 2d-
periodic case in (20), for the 1d-periodic case in (28), and for the 0d-periodic case in (31).
Non-periodic boundary conditions are handled via a combination of the corresponding
mixed-periodic Ewald formulas and the concept of NFFT based fast summation. Thereby,
we embed the non-periodic functions of the mixed-periodic Ewald formulas into smooth
periodic functions and obtain rapidly convergent Fourier approximations. Note that this
approach also includes the 0d-periodic (open) case.
Since all algorithms depend on common building blocks, code and algorithm improve-
ments can be realized individually on the more elementary submodules. For example, a
MPI-based parallel NFFT algorithm was proposed in45 and is publicly available42. The
parallelization of the NFFT module led to a parallel version of all the above mentioned
Ewald summation methods at once.
Following the naming scheme of the particle-particle particle-mesh (P3M) method,
our proposed framework is called particle-particle NFFT (P2NFFT), since the short range
particle-particle interactions are computed in the same way as in P3M algorithms, while
the long range particle-mesh part is computed by NFFTs.
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In order to rate the very good performance of the proposed algorithms, we compared
the method to the P2NFFT method for 3d-periodic systems45 as well as to the method
proposed in34 by considering similar numerical examples, see40. Note that the P2NFFT al-
gorithm is highly optimized, publicly available1, and recently compared to other methods,
such as the P3M method, the fast multipole method and multigrid based methods, see5 and
the references therein.
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The need for high-performance computers (HPC) which are capable of solving large-scale nu-
merical problems is growing. In this lecture we provide an overview on current trends in devel-
opment of HPC architectures and hardware technologies. These will in future allow for further
significant enhancement of performance. However, there are technological trends which have
significant impact on the architectural design space. These should be taken into account by
application developers in order to be prepared for efficient use of future HPC architectures.
1 Introduction
Different studies indicate a growing need for supercomputing resources to address chal-
lenging problems in science and engineering, at some point reaching the need for exascale
facilities.1, 2 One of the key areas which was identified is material science, chemistry and
nano-science. Increase of scalable compute resources are necessary to enable, e.g., com-
plete simulations of entire systems. Increasing the resources, which are today available for
single pioneering calculations on high-end capability systems, by 2-3 orders of magnitude
would allow to perform many such simulations concurrently, i.e. high-throughput runs for
several systems and many different parameters become possible on large capacity systems.
Since at least 2 decades, research and development on HPC architectures and tech-
nologies resulted in an exponential growth in available computing resources. Since 1993
the performance of high-end HPC systems can be compared in terms of throughput of
double-precision floating-point operations while executing the High-Performance LIN-
PACK (HPL) benchmark, i.e. while solving a dense linear set of equations. The results
are used for ranking the systems in the Top500 List.3 In Fig. 1 we show the performance
achieved as a function of time for the number one systems as well as the aggregate perfor-
mance of the top 10 and 100 systems. For the latter case we also show how the performance
since 1993 would have evolved assuming a doubling of the performance every 14 months.
In the context of this observed scaling, often the term “Moore’s Law” is used, which is
misleading in several respects. The term was initially introduced to describe the observed
increase in density of transistors within integrated circuits.4 As we will see later this does
have a strong impact on improving performance, but there are several other architectural,
technological as well as commercial factors that drive the growth in overall system per-
formance. Therefore, this behaviour should be considered as a mere phenomenological
observation rather then the consequence of more fundamental mechanisms.
In this lecture we will have a deeper look into this trend of performance increase and
discuss some of the underlying technologies. Before we explore key technology trends in
section 3, we will provide a model based framework for analysing computer architectures
and performance in section 2. On this basis we will look into processor, accelerator and
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Figure 1: Evolution of the aggregate performance achieved for the top 1, 10 and 100 systems from the Top500
List3 over time. The line shows how the aggregate performance of the top 100 systems would have developed
from June 1993 on assuming a doubling of the performance every 14 months.
network technologies in the sections 4, 5 and 6, respectively. To connect back to applica-
tions for the research fields, which are topic of this Ju¨lich School in Computational Science,
section 7 provides a digression where we analyse requirements for a specific computational
fluid-dynamics method, namely the Lattice-Boltzmann method. This will be followed by a
presentation of two examples for state-of-the-art supercomputer architectures in section 8.
2 Abstract Machines and Performance Models
State-of-the-art HPC architectures and many of their components, e.g. computing devices
like processors or network devices, have become extremely complex. To keep the level
of complexity for application developers (but also HPC system architects) manageable
it is mandatory to introduce suitable levels of abstractions. Abstract machine models are
becoming a commonly used vehicle for enabling so-called co-design processes, where sys-
tem architects and technology engineers work together with developers of applications and
algorithms for designing new system architectures as well as algorithms and implementa-
tions of applications that can efficiently exploit these new architectures. Recently, Ang et
al.5 suggested the use of what they call proxy architecture models, which are abstract mod-
els of possible system architectures that are parametric. The resulting parameter space can
then be explored using, e.g., performance models to optimize the architecture for a given
set of applications. Architectural parameters include, e.g., throughput of floating-point
operations or memory bandwidth and capacity.
Performance models have a long history in computer science, but are also becoming
more widely used in computational science. Ideally, the effort for creating application
specific performance models for a given system architecture is significantly below that of
creating an optimized implementation. Models thus allow for a quick assessment of the
performance one could hope to achieve for a given architecture and algorithm. Hoefler
et al.6 suggested application developers to use models for all phases of software design
following the waterfall model. The later refers to a design process which sequentially
progresses through multiple phases. During an initial analysis phase performance models
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can help to select the right algorithms, while during the later implementation phase such
models can become the basis for making trade-off decisions. Even during the final mainte-
nance phase performance models can be useful, e.g. to identify performance problems for
particular input parameter choices.
Performance models are always based on an underlying machine model. The perfor-
mance predictions typically depend on the parameters of such (often implicitly assumed)
models.a Predictions obviously also depend on the application or algorithm specific pa-
rameters, in particular problem size related parameters. Suitable choices of such applica-
tion specific parameters are often difficult to fix, because this requires a deeper analysis of
the research goals. But they nevertheless can have huge impact on the achievable perfor-
mance.b
The choice of an abstract machine model considered in this lecture is based on the
assumption that data transport is a major performance limiting factor for today’s computer
architectures. In this model we consider a computer architecture being composed of two
types of devices:
• Storage devices: A storage device allows to hold a certain amount of data and is char-
acterized by its storage capacity C. An example for a storage device is the processor’s
main memory that features a given capacity Cmem.
• Transport or processing devices: A transport device connects storage devices to
facilitate data transport between these devices. Processing devices are very similar
but additionally provide data processing capabilities. The key parameter for such
devices is bandwidth (or throughput) B. Note that a processing device might connect
a storage device with itself. One example for such a processing device is an arithmetic
unit capable of performing floating-point operations at a rate Bfp in units of Flop/s.
This simple model can easily be mapped onto a graph where the nodes and edges
represent storage and transport or processing devices, respectively. In Fig. 2 (left) we
show a model for a very simple processor architecture comprising two storage devices,
an external main memory (MEM) and a register file (RF),c and two transport/processing
devices: a memory bus and an arithmetic unit. During program execution data is moved
via the memory bus, a transport device connecting external main memory and register file,
into the processor. Once the data is available in the register file the arithmetic pipeline can
take this as input and write the results of the arithmetic operation back to the register file,
i.e. the same storage device.
In Fig. 2 (right) we provide an example for adapting the level of abstraction. It shows a
model for an architecture comprising multiple processors interconnected in a ring topology
by connecting pairs of processors through a network link. In this model all details of the
node’s processor architecture are omitted.
aIn some cases the underlying machine model is not parametric. E.g., semi-empirical performance models deter-
mine machine dependent parameters from fits to application performance measurements.
bThe Top500 List is often criticised for not fixing the size of the linear system to be solved. Any supplier of HPC
solutions is free to choose a problem size for which performance for a given system is maximized.
cThe term register file refers to a set of registers. A register file features one (or more) input (output) ports for
writing data to (reading data from) any of the registers. Register files exist in all processor architectures currently
used for HPC systems.
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Figure 2: Abstract machine model for a single processor (left) and a multi-node (right) system. More details are
explained in the text.
Based on this abstract machine model we introduce a simple performance model that
is based on the information exchange function Ikx,y(W ).
7 For a given computational task
identified by the index k this function gives the amount of information which needs to be
exchanged between the storage devices x and y. The amount of information depends on
the problem size W . Let us consider an example from the Basic Linear Algebra Subrou-
tines (BLAS) library which is widely used, namely the SAXPY function. This function
implements the computational task
~y ← α~x+ ~y, (1)
where α is a scalar and ~x, ~y are arrays of single-precision floating-point numbers. The
problem size is parametrized by the array length which we denote with N . An implemen-
tation of this function has to load all elements of the input arrays ~x, ~y from memory to
register file and store the output array ~y. For each array element the arithmetic unit has
to perform one multiplication and one addition. We thus obtain the following information
exchange functions:
Imem = (2 + 1) ·N · 4 Byte, (2)
Ifp = 2 ·N Flop. (3)
We assume that the scalar variable can be kept in the processor while executing this task.
For sufficiently large N we can ignore loading α.
To estimate the performance we use the latency-bandwidth model. In this model it is
assumed that the time required to transport or process a certain amount of data I can be
parametrized linearly using the following ansatz:
t = λ+
I
β
, (4)
where λ refers to the start-up latency, i.e. the time from start of an operation until the first
data arrives. β denotes the asymptotic bandwidth, i.e. the bandwidth which is observed
for large problem sizes where the start-up latency becomes negligible. This asymptotic
bandwidth β must be smaller than the nominal hardware bandwidth B, i.e. β ≤ B.
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In case of the SAXPY function the time needed to load and store data as well as to
process the data can be estimated as follows:
tmem = λmem +
(2 + 1) ·N · 4 Byte
βmem
(5)
tfp = λfp +
2 ·N Flop
βfp
. (6)
If we make the assumption that load or store and arithmetic operations can be executed
concurrently, then the model predicts the total execution time to be given by
t = max(tmem, tfp). (7)
For tmem < tfp the performance is considered to be compute bound or otherwise memory
bound.
The ratio of arithmetic operations versus the amount of data, that needs to be moved
from the relevant storage device, e.g. external main memory, to the arithmetic units, is
called Arithmetic Intensity.8 In our framework we can define the Arithmetic Intensity as
follows:
AI =
Ifp
Imem
. (8)
For the SAPY function we thus have AI = 1 Flop/6 Byte.
Let us assume the start-up latencies to be negligible.d We then can use the Arithmetic
Intensity to express the predicted sustained floating-point performance bfp of the SAXPY
function as follows:
bfp =
Ifp
t
= min
(
Ifp
tfp
,
Ifp
tmem
)
' min (βfp,AI · βmem) ≤ min (Bfp,AI ·Bmem) . (9)
Through this simple arithmetic transformation we obtained an upper limit (roof) for the
achievable performance for a given computational device, which is characterized by the
hardware parameters Bfp and Bmem, as a function of the Arithmetic Intensity, which is a
feature of the given computational task. This approach to assess the maximum attainable
performance is called Roofline Model.9
For small AI the computational task is memory bound. With increasing AI the at-
tainable performance increases until AI = Bmem/Bfp, when the point of maximum per-
formance is reached. For larger AI the task becomes compute bound for the given com-
pute device. In Fig. 3 we show the rooflines for different processor and accelerator de-
vices. From this plot one can easily see that the performance of the SAXPY function with
AI ' 0.2 Flop/Byte is bound by the memory bandwidth for all compute devices which we
will discuss in more detail in the next sections.
3 Technology Trends
For about two decades the CMOS technology, which is the basis for all computational de-
vices considered here, could be improved while keeping electrical fields roughly constant.
dThis assumption will hold for sufficiently large array length N .
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Figure 3: Results for the roofline model for the processors and accelerator devices discussed in in more detail in
the sections 4 and 5. The hardware parameters are listed in Table 1 and 2.
This could be achieved by increasing the transistor density (following the above mentioned
Moore’s scaling4), increasing the switching speed and reducing the supply voltage. These
CMOS technology improvements, following the so-called Dennard scaling,10 allowed to
improve performance in two ways:
1. The increase in transistor density enabled more complex designs comprising more or
more complex execution units. This allowed to increase the number of concurrently
executed operations.
2. Increasing switching frequency allowed for higher clock speeds and as a result higher
throughput of instructions and thus again more operations per time unit.
The end of Dennard scaling was reached about 10 years ago when supply voltage
reached about 1 V and further voltage reduction became a challenge.11 As a consequence it
became more beneficial to only increase transistor density, i.e. Moore’s scaling still holds,
at constant clock speed. Dennard and collaborators later published an analysis where they
concluded that a reduction down to about 0.5 V would be beneficial in terms of power
efficiency.12 But they did foresee a significant reduction of the clock speed.
This technology trend has significant impact on the scaling of applications. With scal-
ing we mean that if machine performance, e.g. the floating-point performance Bfp, in-
creases by a factor S then a similar speed-up is observed for the sustained performance
bfp. If an increase of Bfp is due to an increase of the number of concurrently executed
floating-point operations then the application likely also has to become more parallel in
order to allow for a sufficient number of operations to be executed independently.
A more fundamental rule affecting computer architectures at different levels is Rent’s
rule, which relates the number of logic elements (or gates) G and the number of edge
connections (or terminals) T :13
T = k Gp, (10)
where the Rent coefficient k gives the average number of connections per logic element
and the Rent exponent p determines the scaling. The number of logic elements G relates
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to the computational performance, while the number of edge connections T is related to
the data transport capabilities. As often p  1 it follows that it becomes challenging to
keep communication and computational performance balanced when the number of logic
elements increases.14 Efficient packaging therefore is an increasingly important aspect of
modern architectures and with increasing system size communication becomes a limiting
factor.15 Minimizing data transport by exploiting data locality properties of applications,
which is already crucial today, will become even more important.
Using the terminology of the abstract machine architecture introduced in the previous
section, modern processor and system architectures comprise various types of storage de-
vices. They differ significantly in terms of bandwidth B and capacity C and are typically
arranged hierarchically, with fast but small (slow but large) storage devices being closer
to (further away from) the processing pipelines. With faster computing devices, like the
so-called accelerators (see section 5), the memory hierarchy becomes deeper due to the
need for particularly fast memory.
This second important technology trend requires the application developers to further
improve on data locality. This is even more challenging as current programming envi-
ronments do provide only few ways of expressing information about data locality, i.e. the
burden of exploiting data locality largely remains with the developer.
4 Processor Architectures
In this section we discuss two processors which are suitable for state-of-the-art HPC sys-
tems and which have become available in 2014, namely a new Intel Xeon processor of
the Haswell generation and the POWER8 processor from IBM. Intel Xeon processors cur-
rently dominate in the market of high-end HPC systems as more than 80 % of the systems
listed in the Top5003 List (as of November 2014) are based on processors of this type. A
selection of hardware parameters of the processors considered in this section are listed in
Table 1.
Processors, like the ones presented here, feature significant amounts of parallelism at
different levels:
• Core parallelism: The processors comprise 10 cores or more. Each core can execute
independent sets of instructions, but share parts of the memory hierarchy like the
interfaces towards the external memory.
• Instruction Level Parallelism (ILP): Each core can at each clock cycle execute mul-
tiple instructions concurrently, e.g. multiple arithmetic instructions plus load or store
instructions.
• Data-parallel instructions: Vector or SIMDe instructions allow to perform the same
operation(s) on multiple operands. This allows, e.g., to add two short vectors of
floating-point numbers using just a single instruction.
Combining all this different levels of parallelism, processors can perform several hun-
dreds of double-precision floating-point operations per clock cycle.
eSIMD stands for Single Instruction, Multiple Data.
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Application programmers often have to cope with an additional level of parallelism as
processor architectures provide hardware support for executing multiple threads, i.e. the
ability to process independent sets of instructions. This hardware feature is often called Si-
multaneous Multi-Threading (SMT). Each core of the POWER8 processor supports 8-way
SMT, i.e. such a processor with 10 cores can execute 80 threads concurrently. While all
threads running on one core share most of the hardware resources, using multiple threads
can help improving the utilization of these resources. For instance, if execution of one
thread is stopped while waiting for a load instruction to complete then another thread may
be ready for executing arithmetic instructions.
While floating-point performance Bfp continues to increase at significant rates, effi-
cient exploitation of this performance becomes more challenging as memory bandwidth
Bmem increases at a much lower rate. In Fig. 3 the roofline curves for both processors
are shown. Both differ significantly in terms of minimum Arithmetic Intensity that would
be theoretically required for maximum floating-point performance being attainable. The
slope of the left part of the roofline is given by the ratio Bmem/Bfp.
The roofline plotted in Fig. 3, however, assumes that all input to and all output from
the processing pipelines needs to be moved over the memory bus. This is often not the
case as in practice most applications feature a significant amount of data locality. This
means that most of the data that was loaded into the processor will be accessed again
shortly thereafter. If the data can be kept in a cache until it is re-used it does not have
to be loaded over the memory interface again. Caches feature much higher bandwidth,
in particular the caches which are closest to the processing pipelines, typically called L1
cache. The available memory capacity is, however, significantly smaller as can be seen
from Table 1 by comparing CL1d and Cmem.f In this table we also list the maximum
bandwidth Bld/st that in theory could be achieved for the maximum possible throughput
of load and store instructions. As each core has its own private L1 cache, the aggregate
bandwidth for reading from or writing to these caches scales with the number of cores.
Intel E5-2680 v3 IBM POWER8
Core clock speed [GHz] 2.5 3.4
Number of cores 12 10
Bfp [Flop/cycle] 192 80
Bfp [GFlop/s] 480 272
Bld/st [GByte/s] 12 · 240 10 · 218
CL1d [kiByte] 12 · 64 10 · 64
Bmem [GByte/s] 68 192
Cmem [GiByte] O(100) O(100 . . . 1000)
Table 1: Key hardware parameters of processors suitable for HPC architectures.
fWe refer to an L1d cache, which is used only for data, to distinguish it from the L1i cache, which is used only
for instructions.
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5 Accelerators
By using simpler core architectures as well as lower clock frequencies it is possible to
increase the parallelism of compute devices even more. A typical example for such ar-
chitectures are graphics processing units (GPU), which are meanwhile extensively used
for numerical calculations. Simulations of field theories were among the first applications
that did exploit the performance of GPUs.16 Recently, the Many Integrated Core (MIC)
architecture has been introduced by Intel. The architecture is much more similar to tradi-
tional processors but with the number of (simple) cores being significantly increased and
particularly wide SIMD pipelines integrated.
As of today, these devices are not operated stand-alone but in combination with pro-
cessors. The main program is executed on the processor and only selected functions are
off-loaded to these so-called accelerators. In Table 2 we compare the performance parame-
ters of currently available accelerators which are suitable for HPC systems. By comparing
these hardware parameters with those for the processors listed in Table 1 the following can
be observed:
• The core clock frequency used for accelerators is 2-4 times smaller compared to pro-
cessors.
• The number of double-precision operations per clock cycle isO(1000), i.e. 6-17 times
larger then for the considered processors.
• As a consequence, significantly more floating-operations can be executed per time
unit.
In Fig. 3 we also show the rooflines for the accelerator devices discussed in this section.
Again a high Arithmetic Intensity is required before reaching the point where performance
is expected to be mainly limited by the maximum throughput of floating-point instructions.
Compared to the performance of these devices the aggregate cache and other on-chip mem-
ory capacity is small. Therefore, exploiting data locality is much harder compared to the
processors discussed in the previous section.
In Fig. 4 we show a typical single-socket node architecture with an accelerator device.
Accelerators are attached via an I/O interface to the processor. This link is relatively slow
compared to the bandwidth available on the memory interfaces of both, processor and ac-
celerator. To avoid this becoming a performance bottleneck the amount of data transferred
Intel Xeon Phi 7120 NVIDIA K40
Core clock speed [GHz] 1.24 0.75
Number of cores 61 –
Bfp [Flop/cycle] 976 1920
Bfp [GFlop/s] 1210 1430
Bmem [GByte/s] 384 288
Cmem [GiByte] 8-16 12
Table 2: Key hardware parameters of accelerator devices suitable for HPC architectures.
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over this link must be minimized. Another strategy to hide the effects of this slow connec-
tion is to overlap transfer with other computations.
CPU ACC
MEM
MEM
16 GByte/s
O(300 GByte/s)
O(10 GiByte)
O(100) GByte/s
16x PCIe GEN3
O(100 GiByte)
Figure 4: Typical single-socket node architecture with a processor (CPU) and an accelerator (ACC), like those
shown in Table 1 and 2, respectively. Both, processor and accelerator have their own main memory (MEM)
attached. The dashed line indicates the separated memory coherence domains of processor and accelerator.
6 High-Performance Networks
Using one or more accelerator devices it is possible to realize compute nodes that feature a
floating-point performance ofO(1 . . . 10) TFlop/s. To increase the performance even more
requires a network that interconnects many compute nodes.
A network typically interconnects different types of nodes, namely compute nodes and
switches. All high-performance networks are based on point-to-point connections between
these nodes. Messages which are sent from one node thus usually have to traverse multiple
links to reach the receiving node. The performance characteristics of such networks are
largely determined by the link technology, network topology as well as the switch and
routing technology.
The performance of technologies which are used for point-to-point communication
can usually be well described by a latency-bandwidth model as shown in Eq. (4). The
start-up latency refers to the time from start of the transfer until arrival of the first data at
the destination. For low-latency network technologies λ ' 1µsec, i.e. O(3000) processor
clock cycles. While it becomes more difficult to reduce the start-up latency, link bandwidth
continues to increase. Commonly used link technologies provide a bandwidth Bnet '
O(20 . . . 50) Gbit/s which is about to increase to Bnet = 100 Gbit/s.
Also the network topology has a major impact on the overall network performance. De-
pending on the communication patterns a network topology may be more or less suitable.
There are different performance relevant metrics which characterise a network topology.
In this lecture we limit us to the following metrics:
• Network diameter: The diameter is the maximum distance between 2 nodes. The
larger the diameter the more hops may be required to perform a point-to-point com-
munication between nodes and the start-up latency for communication will thus in-
crease. This also affects the performance of collective operations where a small
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amount of data has to be collected from all nodes (e.g., in case of a global sum)
and/or distributed to all nodes (e.g., in case of a broadcast operation).
• Bi-section bandwidth: The bi-section bandwidth refers to the aggregate bandwidth of
all links connecting two equal halves of the machine. This metric is important for
all-to-all communication patters where large amounts of data are exchanged. In this
case all nodes communicate with all other nodes and therefore all nodes of one half
of the system have to communicate with all nodes of the other half of the system.
The following network topologies can be most frequently found in current high-end
HPC architectures:
• Fat-tree topology: In a tree topology the non-leaf nodes are switches and leaf nodes
are compute nodes. The advantage of tree topologies is that the diameter grows as
log(N), where N is the number of compute nodes. To avoid small bi-section band-
width the fat-tree topology was proposed.17 In this topology the number of links
towards the root level is increased. A disadvantage of fat-tree topologies is the large
number of switches required when N becomes large, which results in high costs.
• d-dimensional torus topology: A torus topology is a popular choice for architectures
with a very large number of compute nodes N . Network diameter and bi-section
bandwidth scale as N1/d and Nd−1, respectively. While larger d improves these
properties of the network, the costs also become large, e.g., because widely separated
nodes need to be connected using long cables. In today’s systems one typically finds
3 ≤ d ≤ 5.
• Dragonfly topology:18 This topology features very low diameter while compromising
on bi-section bandwidth. The dragonfly topology is a multilevel topology where at the
lowest level a set of compute nodes is connected to a high-radix switch. A group of
such switches is then interconnected using an all-to-all topology. Yet another level can
be formed by interconnecting these groups of switches. The network diameter scales
as N1/k, where k is the switch radix, i.e. the scaling properties are better compared
to tree topologies.
7 Digression: Lattice-Boltzmann Method
The Lattice-Boltzmann Method (LBM) is an approach to computational fluid-dynamics
which requires HPC resources to investigate problems of interest. We want to use LBM as
a non-trivial example to review different topics related to modern HPC architectures and
technologies presented in the previous sections.
The computations follow an iterative update scheme where for each location ~xi the
following expression has to be evaluated:g
fα(~xi + ~eα,i ∆t, t+ ∆t) =
fα(~xi, t)− ∆t
τ
[
fα(~xi, t)− f (eq)α (ρ(~xi, t), ~ui(~xi, t))
]
. (11)
gWe largely follow the notation of Feichtinger et al.19
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Figure 5: Graphical representation of the velocities in the Lattice-Boltzmann Method model D2Q9. The dashed
blue line indicates the domain decomposition over several processes. To update the particle distributions at the
shown lattice point during the propagate step requires input from 9 points, out of which 5 are owned by 3 other
processes.
where fα is the particle distribution in the α-th direction and f (eq) is the equilibrium dis-
tribution. For evaluating this expression one usually proceeds in two steps: First, the RHS
is computed (this is called the collision step), which is followed by the assignment to the
LHS (propagate step). The last step does not involve any floating-point operations and
thus its performance completely depends on the memory performance.
Let use consider the collision step in more detail. There are different formulations
of LBM. To apply the methodology introduced in section 2 we use the relatively simple,
2-dimensional D2Q9 model (see Fig. 5 for a graphical representation). To compute the
RHS of Eq. (11) at a single location we have to load all fα and store the same number of
intermediate results. For a lattice of sizeL2 we thus have an information exchange between
processor and external memory of Imem = L2 · 18 · 8 Byte when this calculation is done in
double-precision. The arithmetic computations require almost 80 floating-point operations:
Ifp = L
2 · 78 Flop. Therefore, the Arithmetic Intensity AI= Ifp/Imem ' 0.6 Flop/Byte.
From Fig. 3 we can conclude that also the collision step is memory bound.
For more complex and more frequently used LBM models the AI is much larger. This
allows for very efficient implementations of LBM based applications on both processors
as well as accelerators. For instance, in case of the D2Q37 model the number of values
which need to be loaded and stored only increases to 37 while the number of floating-
point operations increases to almost 5,772, leading to an AI of almost 10. The roofline
model indicates that for compute devices similar to the ones considered in this lecture,
that the application is compute bound. While according to this naive version the roofline
model maximum compute efficiency is attainable, this is in practice not achieved. One
reason is that we argue purely on basis of nominal performance numbers Bfp and Bmem.
Furthermore, other performance limiting aspects have not been discussed in this lecture.
Bortolotti et al.20 demonstrated that a floating-point performance efficiency of 70% and
62% could be achieved on Intel Xeon processors and NVIDIA K20x GPUs, respectively.
Parallelization of LBM applications is relatively easy. Depending on the size of the
problem that is considered, the inherent data-parallelism is large. During the collision and
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propagate step each location can be updated independently. The propagate step, however,
requires the update of a halo as some of the input data is owned by other processes (see
Fig. 5). Assuming a regular d-dimensional lattice (with d = 2, 3) of size Ld, parallelization
involves a domain decomposition in d′ dimensions (with d′ ≤ d). For simplicity let us
assume d′ = d and a local domain size ld with l = L/N1/d. For the information exchange
between node and the network we thus obtain:
Inet = b · 2 · d · ld−1, (12)
where b is the amount of memory needed to store the distribution functions needed for a
single location. In case of the D2Q9 model we find b = 3 · 8 Byte, as one easily see from
Fig. 5. To avoid network communication becoming a bottleneck requires
Inet
Bnet
 max
(
Ifp
Bfp
,
Imem
Bmem
)
. (13)
(Here we again assumed that we can ignore start-up latencies.) Note that for fixed hardware
parameters Bnet, Bfp and Bmem as well as fixed problem size Ld the LHS and RHS scale
differently with the number of nodes, namely N−(d−1)/d and N−1, respectively. This
means that by reducing N the network bandwidth requirements can be relaxed.
Because of the typically high AI, the collision step can be efficiently implemented on
accelerator devices like GPUs. As the required total amount of memory for this application
is relatively small, all data can be kept in the memory of the accelerator device. Therefore
the link connecting this device and the processor is not expected to be a bottleneck for this
type of applications.
8 Modern Supercomputer Architectures
In the previous sections we discussed several key components of modern HPC architec-
tures. We finish with an overview on two state-of-the-art HPC architectures and specific
installations based on these architectures.
The IBM Blue Gene/Q architecture became available in 2012.21–23 As of November
2014, 4 of the top 10 systems of the Top5003 List are based on this architecture.
For this architecture a processor is used that had been specifically designed for this
architecture. Each processor contains 17 IBM A2 cores, 16 are used for executing user
programs while the remaining one runs a slim-lined operating system. The cores are rela-
tively simple, with instructions being executed in order. They support 4-way Simultaneous
Multi-Threading (SMT). The processor implements the POWER Instruction Set Architec-
ture (ISA) extended by the Quad Processing eXtension (QPX) ISA. The QPX instructions
are executed by a co-processor unit which comprises a 4-way SIMD unit. At each clock
cycle this co-processor can execute 4 multiply-add operations. Running at a core clock
frequency of 1.6 GHz the processor’s peak performance thus is 204.8 GFlop/s.
A key differentiating feature of the Blue Gene/Q processor architecture is the network
that has been integrated on the chip. There are 11 links on each processor, out of which
10 are used to connect the processor with its 10 neighbours within a 5-dimensional torus.
The 11-th link can be used to connect a compute node to an I/O node, through which
communication with the data center network and external storage is realised.
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A Blue Gene/Q processor and 16 GByte of memory are integrated on a small node
card. 1024 of these node cards can be mounted in a single rack. This very dense design is
possible because the racks are liquid cooled, such that there is no need to leave space for
airflow.
One of the largest existing Blue Gene/Q installations is hosted by the Ju¨lich Super-
computing Centre. It comprises 28 racks. Selected hardware parameters are provided in
Table 3.
The CRAY XC30 architecture differs from the one of Blue Gene/Q in different aspects.
The node architecture is based on a commodity processor, namely Intel Xeon, which is
based on the x86 ISA. Additionally, accelerator devices can be integrated.
The network is based on the Aries network processor developed by CRAY, which com-
prises a 48-port router.24 8 of its ports are used to attach 4 compute nodes to each router.
Another 30 ports are used to connect 96 routers in a 2-dimensional all-to-all structure,
while the remaining 10 ports are used for the top-level all-to-all interconnect. This net-
work topology would in principle allow to interconnect 92,544 nodes such that each node
could reach any other node in at most 5 network hops.
As of November 2014 the largest XC30 system is installed at the Swiss national su-
percomputing centre CSCS. Each node of that system comprises an Intel Xeon E5-2670
processor plus an NVIDIA K20x GPU. Selected hardware parameters are again provided
in Table 3.
JUQUEEN Piz Daint
Number of nodes 28,672 5,272
Bfp [MFlop/cycle] 3.7 9.8
Bfp [PFlop/s] 5.9 7.8
Bmem [PByte/s] 1.2 1.6
Cmem [TiByte] 448 196
Power [MWatt] 2.3 2.3
Table 3: Key hardware parameters of the Blue Gene/Q system JUQUEEN installed at Ju¨lich Supercomputing
Centre (Germany) and Piz Daint, a CRAY XC30 at CSCS (Switzerland). The listed power consumption was
measured during execution of the High-Performance LINPACK benchmark. For typical applications running on
these systems power consumption is lower.
9 Conclusions and Outlook
The floating-point capabilities of today’s HPC systems result from extreme parallelism.
Efficient exploitation of these systems requires concurrent execution of O(106) floating-
point operations. Around 2017 and after 2020 it is expected that the next generation of
parallel computer architectures systems will become available with a peak compute per-
formance of O(100) PFlop/s and O(1) EFlop/s, respectively. This will, however, only be
possible by yet another significant increase of parallelism.
Being able to utilize the performance of such systems will require significant efforts
from developers of algorithms and applications. While challenging in use, high-end HPC
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systems, however, open significant opportunities for scientific research and the creation of
new scientific knowledge and results, as shown in the other lectures of this school.
To learn more about computer architectures in general and the use of high-performance
computing systems for scientific applications we recommend the textbooks of Hennessy
and Patterson25, Ananth Grama et al.,26 as well as Hager and Wellein27 for further reading.
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Computational Trends in Solvation and Transport in Liquids 
Lecture Notes
edited by Godehard Sutmann, Johannes Grotendorst, Gerhard Gompper, Dominik Marx  
The majority of chemical reactions including many important industrial processes 
and virtually all biological activities take place within a liquid environment. Solvents, 
of which water is certainly the most important, are able to “solvate” molecules, 
thereby transferring these as “solutes” into the liquid state. Transport processes and 
solute-solute interactions in the solvent are then supporting structure formation, self-
organization or chemical reactions. Solvents are not only able to provide a liquid phase 
for simple chemical reagents and the much more complex proteins; they have the 
additional ability to wet extended surfaces such as lipid membranes or metal 
electrodes, thereby creating interfaces. An in-depth understanding of solvation at a 
fundamental level of chemistry, physics and engineering is essential to enable major 
advances in key technologies for environmentally friendly technologies, e.g. to reduce 
pollution, to increase energy efficiency or to prevent corrosion to name but a few 
challenges to our modern day society. In biophysics and life sciences, water is the 
most important and dominant solvent, providing the basic environment for the 
complexity of life. Therefore, an understanding of solvation is crucial to unravel 
biological function in a comprehensive way.
The Lecture Notes contain the current state-of-the-art methods to treat solvation and 
transport on different levels of resolution. Topics include ab initio methods, atomistic 
and mesoscale methods for modeling accurately the solute-solvent interaction and an 
efficient treatment of the solvent on a mesoscopic level. Recent advances in math-
ematical techniques are introduced, which are fundamental for efficient treatment of 
solute-solvent systems. Recent trends and future directions in computational science 
are addressed to provide a perspective for software development and computer archi-
tectures.
This publication was edited at the Jülich Supercomputer Centre (JSC) which is an 
integral part of the Institute for Advanced Simulation (IAS). The IAS combines the 
Jülich Simulation sciences and the supercomputing facility in on organizational unit. It 
includes those parts of the scientific institutes at Forschungszentrum Jülich which use 
simulation on supercomputers as their main research methodology.
