Integration of topological measures for eliminating non-specific interactions in protein interaction networks  by Bayir, Murat Ali et al.
Discrete Applied Mathematics 157 (2009) 2416–2424
Contents lists available at ScienceDirect
Discrete Applied Mathematics
journal homepage: www.elsevier.com/locate/dam
Integration of topological measures for eliminating non-specific
interactions in protein interaction networks
Murat Ali Bayir 1, Tacettin Dogacan Guney 2, Tolga Can ∗
Department of Computer Engineering, Middle East Technical University, 06531 Ankara, Turkey
a r t i c l e i n f o
Article history:
Received 15 January 2007
Received in revised form 25 November
2007
Accepted 11 June 2008
Available online 20 September 2008
Keywords:
Protein interaction networks
Line graph transformation
Clustering coefficient
Betweenness centrality
Graph clustering
a b s t r a c t
High-throughput protein interaction assays aim to provide a comprehensive list of
interactions that govern the biological processes in a cell. These large-scale sets of
interactions, represented as protein–protein interaction networks, are often analyzed
by computational methods for detailed biological interpretation. However, as a result
of the tradeoff between speed and accuracy, the interactions reported by high-
throughput techniques occasionally include non-specific (i.e., false-positive) interactions.
Unfortunately, many computational methods are sensitive to noise in protein interaction
networks; and therefore they are not able to make biologically accurate inferences.
In this article, we propose a novel technique based on integration of topological
measures for removing non-specific interactions in a large-scale protein–protein
interaction network. After transforming a given protein interaction network using line
graph transformation, we compute clustering coefficient and betweenness centrality
measures for all the edges in the network. Motivated by the modular organization of
specific protein interactions in a cell, we remove edges with low clustering coefficient and
high betweenness centrality values. We also utilize confidence estimates that are provided
by probabilistic interaction prediction techniques. We validate our proposed method by
comparing the results of a molecular complex detection algorithm (MCODE) to a ground
truth set of known Saccharomyces cerevisiae complexes in the MIPS complex catalogue
database. Our results show that, by removing false-positive interactions in the S. cerevisiae
network, we can significantly increase the biological accuracy of the complexes reported
by MCODE.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
In the last few years, large-scale protein–protein interaction networks of an increasing number of organisms have
been made publicly available due to recent advances in high-throughput techniques in molecular biology [22,24,1]. The
yeast two-hybrid (Y2H) [14,26] and affinity purification with mass spectrometry (APMS) [12,13] techniques are the two
most commonly used high-throughput assays for discovering novel protein interactions. In addition to these experimental
techniques, probabilistic information integration techniques utilize indirect genomic evidence such as co-expression, co-
localization, and co-existence in multiple organisms for constructing networks with more accuracy and better proteome
coverage [15,5,17,27].
An accurate large-scale protein–protein interaction network is an invaluable resource to a biologist, because such
a network can be utilized for discovering new molecular pathways and complexes [2,23,8], and for assigning function
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to uncharacterized proteins [18,16,20]. However, the accuracy of such predictions is bounded by the accuracy of the
analyzed network. As an example, consider a hypothetical protein with unknown function in a protein–protein interaction
network. Furthermore, assume that this uncharacterized protein has non-specific interactions (i.e., interactions which are
not observed in a living organism) to other proteins with known functions. It is not difficult to see that a function prediction
algorithm based on belief propagation [18] may assign an erroneous function to the hypothetical protein, and mislead the
biologist.
Unfortunately, interactions reported by high-throughput techniques are often incomplete and contain non-specific
(i.e., false-positive) interactions [9,10]. The main challenge of a genome-wide analysis is that the protein pairs that do
not interact outnumber interacting proteins significantly. For example, there are 100,000 estimated interactions out of 18
million possible in Saccharomyces cerevisiae [28]. Even a very accurate technique is bound to generate many false-positive
interactions in such a setting. On the other hand, probabilistic prediction techniques provide confidence estimates for
predicted interactions [15,17]. However, it is challenging to establish a reliable confidence cutoff for separating interacting
and non-interacting protein pairs.
There have been efforts to increase the quality of information in protein–protein interaction networks. Yu et al. aim
to decrease the number of false-negatives by completing defective cliques in protein interaction networks [30]. When
compared to a ‘‘gold standard’’ set of protein pairs, the authors report that the addition of predicted interactions results in
a more accurate protein interaction network. In a complementary study, Saito et al. remove false-positive interactions in a
protein interaction network by analyzing the degree of individual proteins [21]. However, this localmeasure is not sufficient,
as stated by Ucar et al., who propose another technique for removal of false-positive interactions using connectivity and
density information [25]. Ucar et al. evaluate the accuracy of their technique by analyzing the Gene Ontology (GO) term
enrichment of the clusters found in the interaction network.Webelieve that amore direct evaluation using a ‘‘gold standard’’
set of known interactions, such as the MIPS complex catalogue database [19], will provide a better assessment of the utility
of the proposed technique.
In this article, we propose a new method for removing non-specific interactions in a large-scale protein–protein
interaction network. Ourmethod is an unsupervised techniquewhich is based on topologicalmeasures computed on the line
graph transformation of the original interaction network. Similar to the technique proposed by Ucar et al. [25], we compute
clustering coefficient and betweenness centrality measures for all the nodes in the transformed network, where the nodes
of the transformed network correspond to the edges of the original network. However, unlike Ucar et al. [25], we integrate
individual topological measures into a single combined measure by computing their geometrical mean. Furthermore, if
available, we utilize the confidence estimate of an interaction as an additional factor in the geometrical mean. We, then,
proceed by removing edges with low clustering coefficient and high betweenness centrality values until a predefined
number or percentage of edges are removed from the original network. The rationale behind removal of edges with low
clustering coefficient is the fact that molecular complexes are clique-like structures in protein networks. Therefore, edges
in a sparse neighborhood are more likely to be false-positive interactions. It is widely accepted that the interactions in
a cell are organized in a modular structure and the crosstalk between modules is minimal [3]. Therefore, edges with high
betweenness centrality values aremore likely to benon-specific interactions; and removal of them from the original network
is biologically motivated.
We validate our proposed method by comparing the results of a molecular complex detection algorithm (MCODE) [2] to
a ground truth set of known S. cerevisiae complexes in the MIPS complex catalogue database [19]. A recent comparison of
clustering algorithms for protein–protein interaction networks showed that MCODE is sensitive to noise in the network [7].
Therefore, MCODE is a suitable candidate for evaluating the utility of removing false-positive interactions in a protein
interaction network. Our results show that, by removing non-specific interactions in the S. cerevisiae network, we can
significantly increase the biological accuracy of the complexes reported by MCODE.
The rest of the article is organized as follows. In Section 2.1, we describe the interaction dataset used in validation of
the proposed technique. In Section 2.2, we give a detailed explanation of the computational procedures employed by the
proposed technique. We present experimental results for validation of the proposed technique in Section 3. We conclude
with a brief discussion in Section 4.
2. Materials and methods
In this section,wedescribe the experimental datasets used in validation of the proposed technique.Wepresent the details
of line graph transformation and the computation of topological measures on the resulting graph. The integration of various
measures is explained in Section 2.2.3. We also give a brief description of the complex detection algorithm MCODE [2] at
the end of this section.
2.1. Datasets
Many biological studies for identification of protein interactions have targeted the model organism S. cerevisiae
(i.e., baker’s yeast) due to its small genome, extensive genetic information, and well-known biochemistry. In our
experiments, we used the protein–protein interaction dataset for yeast provided by the Database of Interacting Proteins
(DIP) [22] (December 03, 2006 version). The DIP dataset for yeast contains 17,481 interactions determined by experimental
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Fig. 1. A protein–protein interaction network of S. cerevisiae. The thickness of an edge indicates the weight associated with that edge.
techniques such as yeast two-hybrid and affinity purification coupled with mass spectrometry. The set of interactions can
be represented by an undirected unweighted network in which the nodes represent proteins and the edges represent the
interactions between proteins. In order to incorporate confidence estimates in terms of edge weights to this network, we
used a probabilistic functional network of yeast proteins by Lee et al. [17]. Lee et al. provide 235,222 predicted functional
interactions for yeast proteins which are weighted by the likelihood of interaction. We take the 34,000 highest likelihood
edges, named as ConfidentNet by Lee et al., and transfer the weights of these edges to the DIP network, resulting in an
undirected weighted network of 3570 yeast proteins with 11,142 interactions.3 This network is used in the experimental
results we report in this article. Fig. 1 shows a snapshot of the network drawn using the Pajek graph visualization
software [4]. The figure clearly demonstrates the difficulty of analyzing such large-scale networks manually by visual
inspection and motivates the use of computational analysis techniques.
The complex catalogue downloaded from the MIPS Comprehensive Yeast Genome Database (CYGD) [19] (May 18, 2006
version)4 is used as a ‘‘gold standard’’ set of protein interactions for evaluating the accuracy of the proposed techniques. The
MIPS complex catalogue contains an extensive set of manually curated complexes of yeast proteins as well as complexes
that are identified by high-throughput systematic analyses. Discarding the complexes resulting from high-throughput
experiments, we used the remaining high-quality set of 267 MIPS complexes as a ground truth set to compute the accuracy
measures described in Section 3.
2.2. Methods
In this section, we give the details of our proposed technique to remove false-positive interactions in a protein–protein
interaction network. The main steps of our method can be listed as follows:
• line graph transformation of the protein–protein interaction network,
• computation of topological measures in the line transformed network,
• data integration, and
• removal of false-positive interactions.
2.2.1. Line graph transformation
In general, topologicalmeasures such as clustering coefficient and betweenness centrality are related to nodes of a graph.
However, our goal in this study is to remove edges rather than nodes of a given protein–protein interaction network.
Therefore, we transform the original network of protein interactions into a line graph representation, as in [25]. In this
section, we describe the line graph transformation.
The line graph L(G) of a graph G is a graph in which each vertex represents an edge of G, and any two vertices of L(G) are
adjacent if and only if their corresponding edges share a common endpoint in G. The important property of line graphs is
that attributes of edges in the original graph can be easily transferred to vertices in L(G). There is some other terminology
in the literature used for line graphs, such as the edge graph, the adjoint graph, the interchange graph, or the derived graph of
G. Detailed information for line graphs is given by Brandstädt et al. [6]. We demonstrate line graph transformation with an
example below.
As shown in Fig. 2, the line graph transformation in Fig. 2b has five vertices, since the original graph in Fig. 2a has five
edges. The edges of the line graph are determined with respect to the common endpoints in the original graph. To illustrate;
3 The intersection of the DIP network with the network of Lee et al. results in 11,1142 interactions.
4 ftp://ftpmips.gsf.de/yeast/catalogues/complexcat/.
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Fig. 2. (a) A graph with five nodes and five edges. (b) The line graph transformation of the graph in (a).
edge A is adjacent to node 1, which is also one endpoint of edges B and C . Therefore, node A in the transformed graph is
connected to node B and node C with two edges.
2.2.2. Topological measures
Clustering coefficient. The clustering coefficient [29] is a topological metric in the graph for determining how the neighbors
of a node are interconnected. This metric is commonly used to identify strongly connected components of the network. The
clustering coefficient of Ci of node i in the network is defined with the following equation:
Ci = 2mki(ki − 1) , (1)
where ki is the degree of node i, i.e., the size of the neighborhood of node i, and m is the number of edges in the induced
subgraph of the neighbors of i (not including i). The clustering coefficient of a node gives the ratio of the existing edges in the
node’s neighborhood to all the possible edges that can occur between the neighboring nodes.5 In other words, the clustering
coefficient gives the density of the neighborhood of a node. For example, the clustering coefficient of node C in the graph
given in Fig. 2b is equal to 2×34×3 = 0.5, since the degree of node C is 4 and the number of edges in the induced subgraph of
C ’s neighbors (i.e., A, B, D, and E) is 3.
If we return to our original problem, the proteins sharing a significant number of interactions can be interpreted
as a molecular complex sharing a common function in a cellular process. For this reason, the nodes in the line graph
transformation correspond to edges in the original network which have a high probability of being a member of a protein
complex with a specific function in the cell. Therefore, we remove nodes with low clustering coefficients in the line graph.
These nodes correspond to potential false-positive edges in the original PPI network.
Betweenness centrality. Betweenness centrality [11] is another topological metric in graphs for determining how the
neighbors of a node are interconnected. Nodes that occur onmany shortest paths have higher betweenness values compared
to other nodes that do not. This metric is commonly used for identifying vertices which affect the data flow in the network.
The betweenness centrality of a node i is given by the following equation:
Bi =
∑
∀a,b6=i
di(a, b)
((n− 1)(n− 2))/2 , for n > 2, (2)
which gives the ratio of the number of shortest geodesic paths between node pairs (not including i) that pass through node
i over the number of all node pairs in the graph except node i. Here, n is the total number of nodes in the graph, and di(a, b)
is the ratio of shortest paths between nodes a and b that pass through node i over the number of all shortest paths between
a and b. Below, an example for calculating betweenness centrality is given.
For the graph given in Fig. 3, the betweenness centrality of node B is 0.58. The node pairs with shortest paths that go
through node B are (A, C), (A,D), (A, E), and (C,D). There are two shortest paths from C to D, one of which passes through
B, (C–B–D), and the other path passing through E, (C–E–D). In this case, for the node pair (C–D), dB(C,D) = 1/2 = 0.5.
There are also two shortest paths between nodes A and E all of which pass through B, which gives dB(A, E) = 2/2 = 1. B is
also on all the shortest paths A–C and A–D, which gives the betweenness of node B as 1+1+1+0.5
(4×3)/2 = 0.58.
In a protein interaction network, the edges in a specific molecular complex should have lower betweenness centrality
than the nodes that mediate crosstalk between molecular complexes. In other words, edges (in the original network) with
a high betweenness centrality can be considered as hubs of the network. If we assume that the crosstalk between modules
5 Note that for a node with degree 0 or 1, the clustering coefficient is undefined. Such cases can be treated specially and the clustering coefficient can be
set to 0. For a node with k = 0, the node does not have any neighbors to consider; and for a node with k = 1, the number of edges in the neighborhood is
always zero, since there are no self-edges in the network.
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Fig. 3. A sample graph.
is minimal [3], edges with high betweenness centrality values are more likely to be non-specific interactions. Therefore,
removal of such edges from the original network is biologically motivated.
2.2.3. Data integration
After computation of the aforementioned topological measures for every edge in a protein interaction network, the
next and the most critical step is the selection of false-positive edges for removal. Previous methods [21,25] consider
different measures individually as an edge removal criterion. In this article, we propose a data integration approach for
removal of potential false-positive interactions. For each edge in the network, we have clustering coefficient, betweenness
centrality, and confidence estimate values. The confidence estimate values are the interaction likelihoods computed using a
Bayesian approach and obtained directly from the probabilistic functional network of yeast proteins by Lee et al. [17]. Edges
with low clustering coefficient, high betweenness centrality, and low confidence estimates are candidates for removal. In
order to work in a uniform scale, we use the multiplicative inverse of clustering coefficient and confidence estimates, and
then normalize all values to the range [0, 1]. To give an example, the original clustering coefficient, which is in the range
[min _cc, 1], is transformed to the range [1, 1min _cc ] after the multiplicative inversion process and then normalized back to
the range [0, 1]. Here, min _cc is the minimum clustering coefficient observed in the network. The original value of min _cc
is mapped to 1, and the original value of 1 is mapped to 0. The mapping of intermediate values depends on the value of
min _cc . After the inversion and normalization of the computed measures, edges with values close to 1 are the edges that
are potential false-positives and they are to be removed first.
We compute a combined measure, FP, as the geometric mean of the individual measures. We claim that FP is correlated
with the probability of being a false-positive interaction. We validate our claim in Section 3 by comparison of identified
clusters to known protein complexes. We use the geometric mean instead of arithmetic mean, because it is not desirable to
remove an edge with a very high clustering coefficient, even if the edge has a high betweenness value. In other words, the
geometric mean is a more conservative combined measure than the arithmetic mean. To give an example, an edge with a
normalized confidence estimate value of 0.5, a betweenness value of 1, and a normalized clustering coefficient value of 0 has
FPWBC = 3
√
0.5× 1× 0 = 0, whereas the arithmetic mean is 0+1+0.53 = 0.5, which incorrectly indicates a higher probability
of being a false-positive edge even for an edge with a very high clustering coefficient. Here, FPWBC indicates the combined
measure using the individual measures: confidence estimate (W ), betweenness centrality (B), and clustering coefficient (C).
We have experimented with all possible combinations of data integration and report our results in Section 3.
2.3. Molecular complex detection (MCODE) algorithm
The Molecular COmplex DEtection algorithm (MCODE) by Bader and Hogue [2] is a technique for finding densely
connected regions in protein interaction networks. They propose the core-clustering coefficient, a variant of the clustering
coefficient, as a metric to sort the vertices in a graph with respect to their local neighborhood density. They define a k-core
as a graph G ofminimal degree k, where for all v in G, deg(v)>= k. The core-clustering coefficient of a vertex, v, is defined as
the density of the highest k-core of the immediate neighborhood of v including v. Each vertex in the graph is then processed
starting from the vertex with the highest core-clustering coefficient. For a seed vertex (i.e., a single vertex which is used
to create a cluster in its neighborhood) that is being processed, the neighborhood vertices that have clustering coefficients
above a certain percentage of the seed vertex’s clustering coefficient are included in the cluster defined by the seed vertex.
The nodes that are claimed by the current cluster are removed from the network, and the process continues with the next
seed vertex until no vertex is left to process. As a postprocessing step, clusters are enhanced with additional neighborhood
vertices that are members of other clusters, resulting in overlapping clusters.
MCODE is a biologically successful algorithm for detectingmolecular complexes in protein–protein interaction networks.
However, a recent comparison of clustering algorithms for protein–protein interaction networks shows that MCODE is
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sensitive to noise in the network [7]. Therefore, MCODE is a suitable candidate for evaluating the utility of removing false-
positive interactions in a protein interaction network. In our tests,weuseMCODEparameters that are optimized for accuracy
as given by Brohée and van Helden [7].
3. Experimental results
In order to demonstrate the effectiveness of our proposed approach, we evaluate the biological accuracy of the clusters
identified by MCODE with respect to the ground truth set of MIPS molecular complexes. We implemented our approach
in Java and ran the algorithm a number of times to create networks with different sizes by removing different numbers of
edges based on the topological measures and the confidence estimates provided. The generated networks are then input
to the MCODE program and the resulting clusters output by MCODE is analyzed by another performance analyzer program
that we have implemented in Java. In this section, we analyze the effect of varying the number of removed edges. We also
evaluate various data integration approaches by considering all possible combinations of individual measures. As a baseline
for the accuracy of MCODE clusters, we also randomly remove edges from the original network.
The ‘‘gold standard’’ MIPS complex dataset contains 267 molecular complexes ranging from molecular complexes with
a single protein (e.g., exonucleases) to the cytoplasmic ribosomal large subunit with 81 proteins. As stated in Section 2.1,
the original protein–protein interaction network (with all the edges present) contains 3570 yeast proteins with 11,142
interactions. MCODE algorithm detects 58 clusters in the original protein–protein interaction network with the parameters
optimized for accuracy. The smallest cluster detected by MCODE contains 3 proteins and the largest cluster is a cluster
of 114 proteins. Because of the number and size discrepancy between the MIPS complexes and MCODE clusters, it is not
straightforward to measure the correspondence between them. For our experiments, we employ the sensitivity, positive
predictive value, and accuracy statistics proposed by Brohée and van Helden [7] to measure the match between the MIPS
reference set and an MCODE clustering result. Below, we describe these statistics. In the rest of the article, the term cluster
refers to the clusters detected by MCODE and the term complex refers to a MIPS ground truth complex.
Sensitivity
The sensitivity, Sni,j, is a complex-wise measure, and it describes the fraction of proteins of complex iwhich are found in
cluster j over the number of all proteins in complex i:
Sni,j = Ti,jNi , for Ni > 0, (3)
where Ni is the number of proteins in complex i and Ti,j is the number of complex i proteins found in cluster j. The overall
sensitivity Sni of a complex i is given by the cluster which contains most members of complex i:
Sni = mmax
j=1
Sni,j, (4)
where m is the number of clusters detected by MCODE. For example, if a cluster contains 46 members of the cytoplasmic
ribosomal large subunit, and no other cluster contains moremembers, the sensitivity of that complex will be 46/81 = 0.57.
If a complex is entirely contained in a cluster, the sensitivity of that complex is 1, even when that cluster contains proteins
from other complexes.
In order to assign a single sensitivity value to an MCODE clustering result, we define the overall sensitivity Sn of the
clustering algorithm as a weighted average of complex sensitivities:
Sn =
n∑
i=1
NiSni
n∑
i=1
Ni
, (5)
where n is the number of MIPS complexes that have Sn > 0. In other words, we ignore the MIPS complexes that are
completely left out of the MCODE clustering result.
Positive predictive value
The positive predictive value, PPVi,j, is a cluster-wise measure, and it describes the proportion of members of a cluster
assigned to a complex relative to the total number of members of this cluster assigned to all complexes. In other words, it
measures the purity of an MCODE cluster. If all the proteins in a cluster are from the same complex, PPV of that cluster is 1.
For n complexes andm clusters, PPVi,j is defined as
PPVi,j = Ti,jn∑
k=1
Tk,j
, (6)
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Fig. 4. (a) Sensitivity, (b) positive predictive value, and (c) accuracy of the MCODE algorithm for different measures. C: clustering coefficient only,
B: betweenness centrality only, W : confidence estimate only, WBC: all three measures integrated. The x-axis shows the percentage of edges removed
from the original protein interaction network.
where Ti,j is defined as the number of members of cluster j assigned to complex i, and Tk,j indicates the members of cluster j
assigned to other complexes. The overall positive predictive value PPVj of a cluster j is given by the complex with the highest
number of proteins in cluster j:
PPVj = nmax
i=1
PPVi,j. (7)
In order to assign a single positive predictive value to an MCODE clustering result, we use the weighted average of the
positive predictive values of clusters:
PPV =
m∑
j=1
(
n∑
k=1
Tk,j
)
/PPVj
m∑
j=1
n∑
k=1
Tk,j
. (8)
Accuracy
In order to characterize the result of anMCODE clustering result with a single value, we define accuracy as the geometric
mean of sensitivity Sn and positive predictive value PPV as in Brohée and van Helden [7].
Acc = √Sn× PPV . (9)
We first analyze whether integration of different measures is effective in increasing the quality of a protein interaction
network. To this end, we evaluated the sensitivity, positive predictive value, and accuracy of MCODE clusters by iteratively
removing the edges of the protein interaction network and by using both individual measures and the combined measure.
Fig. 4 shows the results of this experiment. We expect higher sensitivity values with most of the nodes present, since the
clusters are expected to be larger. Likewise, we expect higher positive predictive values with a smaller network which will
produce smaller and more homogeneous clusters. Along with our expectations, the highest sensitivity is obtained at 0.44
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Fig. 5. The accuracy of the MCODE clustering algorithm with and without confidence estimates.
Fig. 6. The accuracy of the MCODE clustering algorithm by integrating all available measures versus integrating a subset of the measures.
by removing 5% of the edges using the betweenness centrality measure only. Similarly, the highest positive predictive value
is obtained at 0.8 by removing 80% of the edges using the betweenness centrality measure only. On the other hand, the
combined measure attains the highest overall accuracy at 0.52 by removing 70% of the edges. This result shows that a 40%
accuracy increase can be obtained by removing edges that are potential false-positives. Fig. 4 also shows that any individual
topological measure and the combined measure is significantly better than removing edges in a random fashion. We may
conclude from Fig. 4 that, if one wants to achieve the best overall accuracy, the combined measure is the best. However,
individual measures may also be used, if one is interested in obtaining the best sensitivity or the best positive predictive
value only.
Next, we analyze whether incorporating confidence estimates is effective in identifying non-specific interactions. Fig. 5
shows that the confidence estimates are beneficial in identifying false-positive edges. Without the confidence estimates the
best accuracy that can be obtained is 49%. The use of available weights on edges increases the accuracy to 52%.
In the last experiment, we investigate whether using all the computed topological measures and the available edge
weights produces better results compared to using a subset of the available information. Fig. 6 shows that, actually,
integration of confidence estimates and betweenness centrality gives the best accuracy of 54%, which is 1.46 times better
than the accuracy of MCODE on the original network. This result shows that the clustering coefficient is not as effective
as betweenness centrality or the confidence estimates generated by probabilistic methods. In order to obtain confidence
estimates, interaction data sources can be weighted by their quality using a ground truth set of interactions, and the
weights for a single interaction can be combined using the sum or product of the weights. The confidence estimates we
use in this article are provided by Lee et al., who employ a Bayesian approach to compute confidence estimates in terms of
likelihoods [17].
4. Conclusions and discussions
In this article, we have proposed a novel technique to eliminate non-specific interactions from protein–protein
interaction networks. We integrated topological measures such as clustering coefficient and betweenness centrality with
weights on the edgeswhich show the likelihood of interaction as computed by probabilistic predictionmethods.We showed
that by integrating the betweenness centrality with confidence estimates for removing potential false-positive interactions
that constitute 60% of the original network, we can increase the accuracy of the discovered clusters by 1.46 fold. This result
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promises a significant improvement in the quality of protein–protein interaction networks obtained by high-throughput
interaction assays. We want to emphasize that the proposed technique is unsupervised and is able to identify false-positive
interactions by using only the topological properties of edges. One may argue that the confidence estimates are obtained
using supervised techniques; however, using the betweenness centrality measure only produces better results than using
confidence estimates only.
The proposed technique can be improved by a supervised learning framework utilizing the gold standardMIPS complexes
as training data. One may employ a Bayesian approach and find the correlation of topological measures with clustering
accuracy. By finding the likelihood distributions of individual data sources, a more optimal integration function can
be learned. Another direction for improving on the proposed technique is to incorporate the addition of false-negative
interactions method of Yu et al. [30] with the false-positive edge removal method we proposed in this article in order to
obtain an even more accurate protein–protein interaction network.
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