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The detection of repeating patterns in sequences is of interest 
in many fields. Biological sequences are especially enriched of 
many types of repeating patterns. For example, repetitive DNA 
sequences occur frequently in genomes. In this thesis, we study 
the detection of short adjacent repeats in multiple sequences. As 
a type of repetitive DNA sequences, a short adjacent repeat is 
an array of two or more approximate copies of a pattern, where 
gaps might exist between any neighboring repeating units. Iden-
tifying short adjacent repeats is an important issue in Bioinfor-
i 
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matics. Take tandem repeats, a special type of short adjacent 
repeats where the length of any inter-unit gap is zero, for ex-
ample, researches have suggested that tandem repeats play a 
significant role in genetic markers, gene regulation, and human 
diseases. 
Although the problem of tandem repeats detection has been 
widely studied, traditional methods, which are either based on 
string matching methods or signal processing methods, largely 
rely on the periodicity of a short segment. Therefore, they can-
not handle gaps between repeating units. They are also in-
“ capable of detecting the common sequence pattern in multiple 
DNA sequences. This problem is becoming more serious as more 
genomes become available. One motivation of this research is 
to detect the common short adjacent repeats shared by multiple 
“ DNA sequences from some particular loci because it might shed 
light on molecular structure, function, and evolution. 
In this thesis, we first formulate short adjacent repeats de-
tection as a statistical problem by using a full probabilistic gen-
erative model. We then propose a Markov chain Monte Carlo 
ii -
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(MCMC) algorithm to infer the parameters of the model in a 
de novo fashion. The solution differs from all existing methods 
since it is of probabilistic nature and the statistical inference 
gives us a comprehensive picture of the related uncertainty. 
As the features of short adjacent repeats are motif pattern, 
location, and structure, the key idea of our method is to use the 
motif matrix 0 to model repeating units as stochastic strings 
which are adjacently embedded in a homogeneous background 
and to implement a Bayesian approach to infer the location 
set A and the structure set S in the missing-data framework. 
We specify an independent prior distribution for each parameter. 
Then, the MCMC algorithm iterates the sampling steps, each 
of which updates the corresponding parameter conditional on 
the current values of all other parameters. After the MCMC 
chains converge, the sampled parameter values give us a whole 
picture of their jointly posterior distribution. We demonstrate 
the effectiveness of our scheme using both synthetic data and 
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• In this thesis, we mainly focus on the algorithm that de-
tects short adjacent repeats in multiple DNA sequences. 
In the first chapter, we answer the following questions: 
what is the repetitive DNA sequence, what are the tan-
dem repeats, what are the short adjacent repeats, what 
is the significance of studying tandem repeats, and what 
are the main contributions of this thesis. In the end of 
this chapter, the layout of this thesis is given. 
Since J. D. Watson and F. Crick discovered the double helix 
1 
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structure of DNA molecules in 1953, the modern era of molec-
ular and structural biology has come. A single-strand DNA 
sequence is a succession of four nucleotides, denoted by the four 
letters A, T, C and G, representing the primary structure of 
a real DNA molecule. It is this quaternary system that deter-
mines the protein functions and carries the inheritable genetic 
information which constitutes the genetic blueprint of living or-
ganisms. Over the past twenty years, the Genome Projects has 
generated abundant of genome sequence data (the whole set of 
DNA sequences of a species) whose size varies from about 5’ 000 
‘ base pair (bp) in a very simple organism (e.g., the viruses SV40) 
to more than lO^ bp in some higher plants; the human's genome 
contains about 3 x 10^ bp [19 . 
w 
Nowadays, the availability of abundant of finished genome 
sequence data motivates the research works on DNA sequence 
analyses, including gene searching, restriction enzyme cutting 
site searching, transcription factor binding site searching, re-
peats detection, composition detection, etc. One of the popular 
research areas is repeats detection. In the past thirty years, the 
t • 
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identification of repetitive patterns in biological sequences has 
been an interesting, but challenging, problem. In this thesis, 
we mainly focus on the algorithm that detects short adjacent 
repeats in multiple DNA sequences. 
1.1 Repetitive DNA Sequence 
1.1.1 Definition and Categorization of Repetitive D N A 
Sequence 
Repetitive DNA, which can be found in all living organisms, 
is a type of DNA sequences that are repeated many times in 
a haploid genome [45]. Noted that it is unnecessary that they 
are exactly the same, but they consist of families of sequences 
related [22]. In some organisms, repeats even make up a substan-
tial fraction of the entire genome [5], e.g., 44.9% of the human 
genome is occupied by DNA repeats [18 . 
Repetitive DNA can be divided into two categories: tandem 
repeats and interspersed repeats [5]. The former ones are those 
repeats of which repeat units are placed next to each other in 
CHAPTER 1. INTRODUCTION 4 
an array, while the latter ones are those repeats of which re-
peat units are distributed around the genome in an apparently 
random fashion. Figure 1.1 shows the classification system of 
repetitive DNA sequence [5]. As shown in Figure 1.1, we mainly 
concentrate on the left branch of this repetitive DNA classifica-
tion tree. 
Repet i t ive DNA | 
f • 画 • • •，—SSJHLSUaLHI J ...... 
• f I I 
I r~ “ • lnii.r>|KT»i.d 
I (Salclliic DNA) \ ‘ 
I ~ ~ - r ~ ~ j ———— 
• ‘ - 1 [ t - II.I “ 
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\wm^mmmmmmmmi^mm.mkmmimm j ： 1 j > ! I ； 
LTR elements Rciroposonx Rcpikativc Consen alive 
Tranvpowns Transposonv 
‘ • . • , 
RCrovim. 的丨嶋 po 讓 • "-INtS 
Rctrovinisi 
“ (HRVs) 
,� Figure 1.1: Repetitive DNA sequence classification system. 
1.1.2 Definition and Categorization of Tandem Repeats 
A tandem repeat in DNA is two or more contiguous, approxi-
mate copies of a pattern of nucleotides [2]. An example would 
be shown in Figure 1.2, where the pattern (also called the repeat 
r 
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unit) ATCCG is repeated three times. 
Repeats location, repeats structure, pattern width, and copy 
number are four major features of tandem repeats [50]. The 
tandem repeats can be classified into two types according to 
the last two features [38]: minisatellites (also called variable 
number of tandem repeats (VNTR)) and microsatellites (also 
called simple tandem repeats.(STR)). The size of minisatellites 
ranges from Ik bp to 20A: bp, where the pattern width ranges 
from 9 bp to 80 bp. The microsatellites are less than 150 bp 
long, whose pattern width ranges from 2 bp to 6 bp. Table 1.1 
briefly lists the tandem repeats classification system and their 
examples. 
Since the widely used definition of tandem repeats empha-
sizes the consecutiveness, we erase this constraint by allowing 
short gaps between repeating units. Hence, we consider tandem 
repeats as a special type of short adjacent repeats where the 
length of any gap is zero. 
Table 1.1: Tandem repeats classification system. 
a 
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...gatcacca | A T C C G | A T C C G I A T C ( ^ ttcagtac. •. 
Figure 1.2: An example of a tandem repeat existing in a DNA sequence. 
Its pattern has a width of 5 bp and a copy number equal to 3. Lower ease 
letters represent background nucleotides. 
Size / -
Type Pattern width Example Location 
Minisatellites Ik - 20k bp / Hypervariable Centromeric 
9 - 80 bp minisatellites regions 
Telomeric Near the 
minisatellites telomeres 
Microsatellites < 150 bp / {CA)^ All 
1 — 6 bp chromosomes 
1.1.3 Definition and Categorization of Interspersed Re-
peats 
Different from tandem repeats, interspersed repeats are arisen 
by transposition, which is the movement of a genetic element 
t 
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from one site to another in a DNA molecule [5]. This type of 
repeats recurs at many dispersed positions within a genome. 
By types of their transpositional intermediates, interspersed 
repeats can be classified into two classes: RNA transposons and 
DNA transposons. As we do not consider interspersed repeats in 
this thesis, the interested audicnce can find a nice introduction 
of interspersed repeats in [5 .. 
1.2 Research Significance 
In recent years, researches have suggested that tandem repeats 
play a more and more important role in genetic markers, gene 
regulation, and human diseases. 
Because the number of copies in any specific tandem repeat is 
often polymorphic in the population, some tandem repeats are 
used as the significant genetic markers for DNA fingerprinting, 
linkage analysis, and paternity testing [7, 12, 46]. For instance, 
in the United States, the core set of 13 tandem repeats are be-
ing used to generate the FBI Combined DNA Index System 
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(CODIS) database which has been successful at linking DNA 
profiles from crime scene evidence and at aiding paternity test-
ing [31]. We also use 6 of these 13 tandem repeats to verify our 
algorithm in Chapter 6. Another example is that recent studies 
of allele diversity at tandem repeat loci have provided support 
for the “Out of Africa" hypothesis of modern human evolution 
1,42:. • 
In addition, tandem repeats have been proven play a crucial 
role in gene regulation and appear to be linked with some types 
of transcription factor binding sites. They may interact with 
• transcription factors where they are able to alter the structure 
of the chromatin or act as protein binding sites [26]. They are 
also found to have an apparent function in the development of 
immune system cells because it was found that breakpoints for 
.. immunoglobulin heavy chain switch recombination occur within 
tandem repeats preceding the heavy chain constant region genes 
11 . 
Last but not least, the discovery of the trinucleotide repeat 
diseases and cancers has piqued interest in tandem repeats [35, 
t 
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36’ 40]. Those diseases, including Fridreich's ataxia {GAA re-
peats) [8], myotonic dystrophy {CTG repeats) [13], Hunting-
ton's disease {CAG repeats) [20], spinal and bullar muscular 
atrophy {GAA repeats) [37], and fragile-X mental retardation 
{CGG repeats) [44] are caused by the unexpectedly dramatic 
increase in the copy number of a trinucleotide pattern. In af-
flicted individuals, the copy number has been amplified from the 
normal range of tens of copies to hundreds or thousands [34] • It 
has been suggested that the repeats themselves produce unusual 
physical structures in the DNA, resulting in polymerase slippage 
and amplification [47, 48 . 
In conclusion, takeing tandem repeats for example, the de-
tection of short adjacent repeats is of considerable significance. 
1.3 Contributions 
In this work, we make the following contributions to this repeats 
detection problem: 
• Most existing methods have focused on the detection of 
CHAPTER 1. INTRODUCTION 10 
tandem repeats in a single DNA sequence, but none has 
the inherent ability to detect the common sequence pat-
tern in multiple DNA sequences. We expand the scope of 
identifying tandem repeats to multiple DNA sequences, by 
relaxing the implicit assumption of a single DNA sequence 
in existing work. This is especially helpful in the case where 
tandem repeats shared by multiple DNA sequences from 
some particular loci shed light on molecular structure, func-
tion, and evolution. It can also be easily adapted to detect 
** 
tandem repeats within a single DNA sequence. When the 
‘ repeats in a single DNA sequence are spread around, the 
algorithm can be directly used by dividing the single se-
quence into multiple sub-sequences. 
、、 
• We introduce a full probabilistic generative model for the 
‘approximate short adjacent repeats and a binary vector 
data structure to address the inter-unit insertions problem. 
The generative model in this thesis is well along the line 
of [21, 25], which used the sequence motif model to detect 
f 
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the enriched pattern in multiple sequences. In the scenario 
of repeats detection, the same pattern is also enriched in 
a local area in each sequence. Our model is built to make 
use of the two levels of signal enrichment. We use Bayesian 
approach [14, 24] to infer the parameters of our model. 
• We introduce a Bayesian approach to detect short adjacent 
repeats in a de novo fashion and use a collapsing technique 
'25] to improve computing efficiency. We demonstrate the 
effectiveness of the Markov chain Monte Carlo (MCMC) 
algorithm through experiments on both synthetic data and 
real biological data. 
1.4 Thesis Organization 
This thesis is divided into seven chapters and is organized as fol-
low. Chapter 2 introduces existing methods for tandem repeats 
detection in the respect of repeats model. A brief overview of 
our method is also given in Chapter 2 and it helps audience un-
derstand our idea quickly. In Chapter 3, we go over preliminary 
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knowledge of multinomial distribution, Dirichlet distribution, 
Metropolis-Hastings sampling, and Gibbs sampling. In Chapter 
4，we formulate the statistical problem, explore the parameter 
structure and deduce the posterior distribution of our model. 
The maximum a posteriori (MAP) estimate is used as the point 
estimate of the parameters. In Chapter 5, we formally present 
the schematic procedure of the MCMC algorithm and demon-
strate it in detail step by step. In Chapter 6, we carry out 
extensive experiments on both synthetic data and real data to 
I* 
verify the algorithm. Chapter 7 concludes the thesis and issues 
‘ some possible future works. 
• End of chapter. 
1 
Chapter 2 
Literature Review and 
Overview of Our Method 
Summary 
In this chapter, we introduce existing methods for tan-
dem repeats detection in the respect of repeats model: 
exact tandem repeats, fuzzy tandem repeats, and ap-
proximate tandem repeats. Then, a brief overview of 
our method is presented that helps audience understand 
our idea quickly. 
13 
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2.1 Existing Methods 
Most existing methods for identifying short adjacent repetitive 
patterns focus on tandem repeats in DNA sequence. Generally 
speaking, the methods of detecting tandem repeats in a single 
DNA sequence can be classified into three categories, depending 
on the tandem repeats models: exact tandem repeats (also called 
perfect tandem repeats), fuzzy tandem repeats and approximate 
tandem repeats. 
. The detection of exact tandem repeats is relatively easy and 
well studied. [27] described an algorithm (a variation of the 
Knuth-Morris-Pratt algorithm) that could find all exact tan-
dem repeats in a sequence of length n, of which time complexity 
�� was O(nlogn). [28] proposed an optimal seed-up parallel algo-
rithm to detect tandem repeats. [9] was a program based on 
the Aho Corasick algorithm for finding exact tandem repeats 
using a keyword tree. [10] presented a vectorizable algorithm 
to find exact tandem repeats. [49] marked nucleotides of length 
2 bp to 6 bp for different lists which were used to match the 
t 
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sequence. However, since lots of substitutions (changing from 
one nucleotide to another, also called intra-unit mismatches in 
this thesis), insertions and deletions occur in DNA sequences, 
there are few exact tandem repeats existing in nature. 
A number of methods for finding fuzzy tandem repeats, where 
the patterns differ from each other only by substitutions, were 
therefore developed. [4] focused on fuzzy tandem repeats with 
the pattern width ranging from 3 bp to 24 bp. Because the 
fuzzy tandem repeats require that the pattern width in the re-
peats is the same, this kind of algorithms are in vain when deal-
ing with the other approximate tandem repeats. In addition to 
substitutions, there are insertions and deletions taking place in 
approximate tandem repeats. 
In recent decades, many works focused on approximate tan-
dem repeats detection. [30] presented a compression algorithm 
testing the presence of a particular type of dosDNA (approxi-
mate tandem repeats of small motifs with the pattern width no 
more than 4 bp). [32] proposed an algorithm that first filtered 
out non-repetitive regions of the sequence using statistical prop-
« 
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erties, and then detected all approximate tandem repeats which 
fulfilled certain criteria for the remaining parts. [2] also proposed 
the two-step method: it first searched for significant exact repe-
titions in the sequence and then used a threshold to check if these 
repetitions were actual approximate tandem repeats. Moreover, 
2] developed a computer program callcd tandem repeats finder 
(TRF) based on this method. “ 
All the above methods can be categorized as string matching 
algorithms. Recently, more and more signal processing methods 
have been proposed for addressing the repeats detection prob-
‘ lem. [6] has designed an algorithm based on short time peri-
odicity transform. [39] has used a tricolor spectrogram to show 
minisatellites in sequences. [43] has proposed a sum spectrum 
based on the Fourier transform. [33] has developed a computer 
“ program called the spectral repeats finder (SRF). [16] has pre-
sented an algorithm based on an orthogonal exact periodic sub-
space decomposition technique and also extended it to approx-
imate tandem repeats. [50] has introduced a method based on 
parametric spectral estimation with two-step: it first analyzed 
1 
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the spectrogram of a DNA sequence based on the autoregres-
sive model, and then selected the significant peaks for searching 
tandem repeats within corresponding regions. 
However, all those methods relied on the periodicity of a short 
segment in a single long sequence. Also, none has the inherent 
ability to detect the common tandem repeats in multiple DNA 
sequences. 
2.2 Overview of Our Method 
The mentioned tandem repeat example 
..• ATCCGATCCGATCCG• • • 
shows an exact tandem repeat without any mismatches, inser-
tions or deletions. In general, we represent an exact tandem 
repeat with pattern X1X2 • " x j (the pattern width J > 2) and 
copy number ft {Q > 2) as 
X = {XIX2... Xj)^ = X1X2... .. • X1X2 " - x j , 
where Xj.'^j could be any of four letters A, T, C and G. For the 
sake of convenience, we name X as the repeat segment within 
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a DNA sequence, X1X2 - • - xj as the repeat unit which makes 
up a repeat segment and Xj as the j-th letter (also called nu-
cleotide) within a repeat unit. Compared with the exact tan-
dem repeats, we are more concerned with the short adjacent 
repeats, which are approximate tandem repeats in the case of 
intra-unit mismatches and inter-unit insertions in this thesis. 
The inter-unit insertion denotes the case when one or more let-
ters are inserted between any two adjacent repeat units. 
An example of short adjacent repeats would be 
•.. ATCCGATgCGtATCCG... 
(the lower case highlights the variations), where the letter C is 
substituted by the letter g within the second repeat unit (the 
�� case of intra-unit mismatches), and a letter t is inserted between 
the second repeat unit and the third repeat unit (the case of 
inter-unit insertions). 
In our work, we model the tandem repeats by a 4 x J motif 
1 
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matrix [25] as 
_ — 
Oa,1 0A,2 . . . 以 A, J 
_ 1 . . •没T’J 
02 … 二 , 
Oc,l . . . 
Og,1 . . . 
where each column specifies the probabilities of finding the-cor-
responding nucleotides in that position. Besides, we model the 
background area by using a vector as 
� "jT 
0 = (h (h (Pc <h ， • -
where each element represents the probability of finding the cor-
responding letter at a non-unit position. Noted that T denotes 
vector transpose. 
Given a set of DNA sequences, each of which is embedded 
with a repeat segment composed of multiple repeat units (adja-
cent but allow inter-unit insertions in-between) generated from 
the same motif matrix, our goals are: (1) to detect where the 
repeat segment locates within each sequence; (2) to point out 
where the repeat units are within each repeat segment; (3) to 
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estimate the motif matrix that describes the pattern of the col-
lection of all repeat units; (4) to estimate the distribution of the 
homogeneous background. • 
As far as we know, this is the first work using motif ma-
trix [21, 25] for repeats detection. The key idea is to use the 
motif matrix to model repeat units as stochastic strings which 
are adjacently embedded in a homogeneous background, and to 
implement a Bayesian inference in the missing-data framework 
23, 41]. We use R, A, and S to denote the set of given DNA 
sequences, the set of repeat segment starting positions and the 
‘ set of within-segment structures, respectively. For the Bayesian 
inference of these parameters, we specify independent prior dis-
tributions for the parameters 0 , A and S. A MCMC algo-
rithm iterates the following sampling steps: P (8, S, R), 
P (A|S, e , R), and P (S|A, 9,屯，R). Each of the sampling 
steps updates the corresponding parameter conditional on the 
current values of other parameters. After the MCMC iterations 
converge, the sampled parameter values give us a whole picture 
of their jointly posterior distribution. 
I 
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In this chapter, we go over the preliminary knowledge 
used in Chapter 4 and 5. Multinomial distribution and 
Dirichlet distribution are introduced for better under-
standing of our generative model. Metropolis-Hastings 
- sampl ing and Gibbs sampling are introduced for better 
understanding of the MCMC algorithm. Acknowledge-
ment: some materials are from Wikipedia. 
22 
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3.1 Multinomial Distributions 
The multinomial distribution is a generalization of the binomial 
distribution. Suppose each trial result is exactly one of a fixed fi-
nite number N of possible outcomes with probabilities Py,…,Vn 
and there are in total K independent trials, where Pn > 1 < 
n < A^  and YZ=\ Pn = Then let the discrete random variables 
Xn denote the number of times the n-th outcome was observed 
over the K trials. The vector X = (Xi, ...,Xjv) follows a multi-
nomial distribution with parameters K and (pi, 
The probability mass function of the multinomial distribution 
is: 
f (^xi,..”3CN.,K,]h,…,彻)=Pr (^1 =工 I,...,知=Xn) 
(spN ^ (3.1) 
—VfN (x I)丄丄. 
3.2 Dirichlet Distribution 
Similar to the relationship between the multinomial distribution 
and the binomial distribution, the Dirichlet distribution is a 
generalization of the beta distribution. Also it is conjugate prior 
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of the multinomial distribution in Bayesian statistics. That is, 
its probability density returns the belief that the probabilities of 
N rival events are Xn given each event has been observed a几一 1 
times. 
The Dirichlet distribution of order N > 2 with parameters 
> 0,1 < n < A^  has a probability density function: 
r(E:i 七 1 
/(XI,...,X7V;Q;i,...,Q;7V) 二 T-riV -n/ X 丄 1《“， （3.2) 
Un=l r (cx,) 
where F is the Gamma function, 工n � 0,1 < n < yv and 
Z^n=l 丄n 一丄. 
. An example of Dirichlet distribution can be given by consid-
ering an urn containing balls of N different colors. Initially, the 
urn contains ai balls of color 1, 0^ 2 balls of color 2, and so on. 
Now perform K draws from the urn, where after each draw, the 
.. ball is placed back into the urn with an additional ball of the 
same color. In the limit as K approaches infinity, the propor-
tions of different colored balls in the urn will be distributed as 
Dirichlet ( a i , a ^ ) [3]. 
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3.3 Metropolis-Hastings Sampling 
The Metropolis-Hastings algorithm [17, 29] is a MCMC method 
for obtaining a sequence of random samples from a probability 
distribution for which direct sampling is difficult. 
The Metropolis-Hastings algorithm can draw samples from 
any probability distribution requiring only that a func-
tion proportional to the density can be calculated. In Bayesian 
applications, the normalization factor is often extremely diffi-
cult to compute, so the ability to generate a sample without 
knowing this constant of proportionality is a major virtue of the 
algorithm. The algorithm generates a Markov chain in which 
each state t 糾 depends only on the previous state xK The algo-
rithm uses a proposal density Q which depends on the 
current state x\ to generate a new proposed sample x'. This 
proposal is accepted as the next value, i.e., = x' ii a drawn 
from Uniform (0,1) satisfies 
z . f , P i x ^ Q i ^ ] (O O) 
( 3 . 3 ) 
Otherwise, the current value of x is retained: 奸i = x^. 
i» 
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3.4 Gibbs Sampling 
The Gibbs sampling [15] is an algorithm to generate a sequence 
of samples from the joint probability of two or more random 
variables. It is a special case of the Metropolis-Hastings algo-
rithm wherein the random value is always accepted and thus it 
is usually faster to use. 
The key to the Gibbs sampling is that one only considers uni-
variate conditional distributions. Such conditional distributions 
- are far easier to simulate than complex joint distributions and 
usually have simple forms. For instance, consider a bivariate 
random variable {x,y), and suppose we wish to compute both 
marginals, p(x) and p{y). The idea behind the algorithm is 
�� that it is far easier to consider a sequence of conditional distri-
butions, p{x\y) and p(y|:r)，than it is to obtain the marginal by 
integration of the joint density p (x, y). The sampler starts with 
some initial value po for y and obtains Xq by generating a ran-
dom variable from the conditional distribution p {x\y = y�). The 
sampler then uses XQ to generate a new value of yi, drawing from 
f 
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the conditional distribution based on the value ;ro, p {y\x - XQ). 
The sampler proceeds as follows, 
a：^  〜 二 yi-i) ( 3 4 ) 
Repeating this process k times, generates a Gibbs sequence of 
length k, where a subset of points {xi,yi) are taken as our sim-
ulated draws from the full joint distribution. 




‘ In this chapter, we present the input data and parame-
ters of our generative model. Table 4.1 and Table 4.2 list 
the key notations used in this thesis. Then, as two evolv-
\  
ing parameter groups are maintained, we investigate the 
-relationship between the two parameter groups. Before 
concluding this chapter, we deduce the full posterior dis-
tribution as well as the collapsed posterior distribution. 
28 
f 
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4.1 Generative Model 
In order to formulate our problem, we define four kinds of pa-
rameters c o r r e s p o n d i n g to the four goals stated in the Section 
2.2： (1) A is the set of repeat segment starting positions that 
reveals where the repeat segment locates within each sequence; 
(2) S is the set of repeat segment structures that could tell how 
many times the repeat unit repeats within each repeat segment 
and where they arc; (3) 0 stands for the motif matrix that 
describes relative residue frequencies for each position of the re-
peat unit; (4) $ represents the background distribution, i.e., the 
relative residue frequencies at a non-unit position. 
In the following subsections, we give the exact definitions of 
the input data R and those four kinds of parameters A, S, 6 , 
and (I)’ respectively. For ease of presentation, an example of the 
schematic diagram of our generative model is shown in the end 
of this section. 
Table 4.1: Key notations I. 
« 
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Notation Definition 
J The pattern width. 
R The set of all input DNA sequences. 
R^ The n-th sequence of R. 
/ The nucleotide at the l-th position in Rn. 
7b ^ L • 
E The finite alphabet {A, T, C, G} for DNA sequences. 
Ln The length of Rn-
A The set of repeat segment starting positions. 
, an The repeat segment starting position of Rn. 
5 The set of repeat segment structures. 
Sn The repeat segment structure of Rn. 
6 ^ The binary variable indicating if a repeat unit starts 
�� at the z-th position of or not. 
g- The gap length between the z-th repeat unit and 
the i + l-th repeat unit. 
Table 4.2: Key notations II. 
r 
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Notation Definition 
Zn The length of s几. 
Q The copy number equal to |s丄 
G The maximum allowed gap length. 
9 The motif matrix. 
0. The probabilities of finding each letter at the j " 
-th position of the repeat unit. 
Ok j The probability of finding the letter k at the j 
-th position of the repeat unit. 
$ The background distribution. 
The probability of finding the letter k at the non 
-unit position. 
4.1.1 Input Data R 
A set of N input sequences, denoted by R, can be written as 
sequence Ri : ri’i ri，2 . . . n’Li 
sequence R2 ：� 2 , 1 2^,2 . . . 2^,L2 
Data set R : , 
• • • • • 
： : : •. : 
sequence RN ： r ^ i 7^2 . . . TN^LN 
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where the residue ’“ 1 < n < A/‘, 1 < / < Z/^  is from the 
finite alphabet X] E = C, G} for DNA sequences), and 
Ln,l ^ n < N is the length of the n-th sequence R^. Noted 
that it is not necessary that all sequences are of the same length. 
In the model, we assume that the multiple input sequences are 
mutually independent. We denote the collection of indices by 
I = {(n, G : n = 1,. • •, iV; Z = 1 , . . . ， F o r any set W C 
we define R ^ = {r^,/ ： (n, I) E W}. We also define W^ = 
I \ W SiS the set of all elements which are members of I but not 
f 
members of W. 
4.1.2 Parameters A (Repeat Segment Starting Posi-
tions) 
A set of repeat segment starting positions, denoted by A, can 
� ]T 
. be written as (I2 . . . _ - I t reveals where the repeat 
segment locates within each sequence. To begin with the sim-
plest case, we assume that there is only one repeat segment per 
sequence. Similar to motif discovery problem [25], the algorithm 
can be extended to allow multiple repeat segments per sequence. 
r 
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For each P(an), we use a uniform distribution, which means 
each sequence is priorly considered to contain a repeat segment 
starting at a random position. We further assume the indepen-
dence among all elements in A. Thus, 
N 
/:>(A)=np(�n)ai. (4-1) 
n = l 
4.1.3 Parameters S (Repeat Segment Structures) 
A set of repeat segment structures, denoted by S, can be written 
� "jT 
as s^ s? ••• sir , where Sn, 1 < n < iV is a binary vector 
1 2 •/V" 
一 J 
of the following format: 
Sn 二 1 0 . . . 0 U,J+gi+l . . . . . . ？ n . Z , . 
The binary variable = 1 indicates that there is a repeat unit 
occurring from z to z J - I within the repeat segment s^, 
or equivalently, from an-\-z-l to an+ Z + J - 2 within the 
sequence Rn. To avoid non-identifiability, we require that the 
first element 1 < n < N must be 1. The total number of 
1 within Sn, denoted by |sn|, is equal to the copy number H of 
the repeat segment. 1 < 2 < O - 1 is the gap length between 
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the z-th repeat unit and the i + 1-th repeat unit. We assume 
that each repeat segment is composed of multiple repeat units 
separated by gaps of random length from 0 to G, where G is the 
maximum allowed gap length. By introducing the binary vector 
we are now able to deal with the case of inter-unit insertions. 
For P(s^), we assume it is only determined by the copy num-
ber, in other words, the number of 1 in the vector s…More 
specifically, we set /^(s�) oc e'®"'. The tuning constant £ is a 
positive real number less than 1, which means the probability 
will decrease if there are more repeat units. Without loss of 
‘ generality, we make the assumption that all elements in S are 
mutually independent. Thus, 
N 
�� (4 .2 ) 
n=l 
t. 
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4.1.4 Parameters 0 (Motif Matrix) 
The motif matrix denoted by 0 , can be written as a 4 x J motif 
matrix [25] as 
r — 
- 1 6t,1 . . .沒T， J 
Oi 62 Oj = ， 
Oc,l . . . Oc,J “ 
OG,1 . . . OQJ 
where Ok,j,k e < j < J is the probability of finding the 
letter k at the position j among all repeat units. 
It is assumed that all repeat units are independent and iden-
tical samples from this motif matrix 6 of width J . We take 9 
as the product multinomial model with product Dirichlet priors 
B [25] as, 
PA,I … I 3 A , J 
‘ 1 ftr’i At,2 . . . A v 
B = f3, f32 … f 3 j = ， 
"G，1 Pg,2 . . . 
if each 6 j are independent and 4-dimensional Dirichlet random 
variables with distributions Dirichlet . Without any prior 
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knowledge, we set all elements in B equal to 1. As a result, we 
have 
P ( e ) o c l . (4.3) 
4.1.5 Parameters $ (Background Distribution) 
The background distribution denoted by can be written as 
- - 1T 
0 二 (h (pT (h (t>G , 
,where (j)k,k eY, is the probabilities of finding each letter k at 
' a non-unit position. 
By analogy with the subsection 4.1.4, we assume that all 
nucleotides at non-unit positions are independent and identical 
samples from the background distribution Similar to 0 , $ 
“ represents a multinomial model with Dirichlet priors a , where � ， 
AA OIT OL(Y OLG • Also, we set all elements in a equal 
to 1. Consequently, we have 
m o c l . (4.4) 
t 
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4.1.6 An Example of the Model Schematic Diagram 
For ease of presentation, Figure 4.1 shows an example of the 
schematic diagram of our repeats model. In this specific model, 
there are 5 sequences with each length equal to 1 < n < 5. 
For each repeat segment, the starting position and structure are 
shown on top of the gray area. The background area is painted' 
in white, whatever the borderline is dotted or solid. Each white 
square with solid borderline represents a gap with length 1. 
A: Si=丨 1000010001000010001000] Li 
f l l c • - - I I I I 11 I " — I - - ^ - - - l " " " " " ； 
„ az； S 2=[10001000100010001000] U 
crrrrrJZZ： i i i • 丨二二二二二二二二二二：：二二二二二：：二二二二二二二二二二二二二二二：：二二二二二二i 
„ a ; S3=[10000010001000] Lz 
A； S4=[1000100010001000100010001000] 
R* \ZZZZZZZZZZZZZZZZZZZZZZZZZZZ-r I I I I I I I 「：：：：：：：二二二 
as； S5=ri000010001000010001000000100010001 “ 
D- —•••丨 麵—— — _ — — 
I , > ^ 
Segment 
ir:::�Background 
c = i Unit with width / = 4 
• One Gap between two adjacent units 
Figure 4.1: The schematic diagram of the generative model under the settings 
yV = 5 and J = 4. 
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4.2 Parameter Structure 
The algorithm maintains two evolving parameter groups. The 
first group, A and S, indicates the locations of all repeat units. 
The second group, 6 and describes the repetitive pattern and 
the background distribution. 
Before investigating the relationship between the two param-
eter groups, we introduce a counting function h [25]. For a given 
set of categorical data, e.g., 7 = {y i，...，y“ . . . where 
‘ each yi takes values from J] , we define the counting function 
h such that h (y ) = [rriA mr mc tug ]了，where rrik.k e Z 
is the total number of letter k observed in Y. It is noted that 
the function h has an additive property. If another data set 
�� is given, then h {¥)十 h ( r ) = h ( y ® r ) , where the left side 
is just the ordinary addition for vectors and Y indicates 
combining the two categorical data sets Y and Y'. 
Given A and S, the observation of all repeat units' indices 
can be denoted as set 
U = {(n^UAo^n + z - 1 ^  j - I))} ^ . 
r 
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where n 二 1 , . . . , TV, 2： 二 1 , . . . , Zn,j 二 1, ...J. Notice that the 
element (n, Cn,z(an + 之一 1 + j 一 1)) exists if and only if = 1, 
because there is no 0-th position in the sequences. As U gives 
the indices of all repeat units, the observations of all letters at 
non-unit positions can be denoted as R^yc. We also write the 
set of the residues occupied in the j-th positions of all repeat 
units as • 
where n = 1,…，N, z = 1 , . . . , Zn-
We can get the sufficient statistics by applying the counting 
function h on R^c and Ri7(j), 1 < j < J . We denote the results 
r 
as a vector h (R[/c) = ^^ WT WC WQ and a 4 x J matrix 
陶，1 . . . t u a j 
r 1 饥TA 爪T,2 . . . mT,J 
h ( R [ / ) = mi m2 . . . m j = • 
mc’i rnc,2 •.. mcj 
爪G,i 爪G’2 •. . rriGj 
• 
As the same assumption as [25], h (Ru) follows a product multi-
a 
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nomial distribution (PM) with parameter B, i.e., 
h (Ru)�PM (6; |mi|, |m2|, . . .， |mj|) , 
where = tuaj + mrj + mcj + m c j , 1 < j < J , if each 
my follows the multinomial distribution Multinomial {Oj, |mj |) . 
h(R|7C7) follows a multinomial distribution with parameter 
i.e., 
h (Rue)�Multinomial WA + WT + WC-\- WQ). 
For the Bayesian inference of 9 and we use conjugate 
priors, which are product Dirichlet distribution (PD) [25] and 
‘ Dirichlet distribution, respectively. Therefore, the posterior dis-
tribution of 0 is PD{B + h (R「)），if each are independent 
and 4-dimensional Dirichlet random variables with distributions 
Dirichlet iPj). Similarly, the posterior distribution of $ is 
„ Dirichlet (a + h (Rue)). 
4.3 Posterior Distribution 
In this section, we first present the full posterior distribution. 
Then，a collapsing technique is used to make the proposed al-
t 
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gorithm introduced in the next chapter computationally more 
efficient. 
4.3.1 The Full Posterior Distribution 
Given A, S, 0 and <l>, the probability of observing the given 
data R can be written as „ 
P (R |A , S, e , 二 一 J ^ 0产一， (4.5) 
where we define the vector power of a vector as the product of 
all elements after taking corresponding power, i . e . ,少h(R^)= 
c ^ A 輕 度 and 0 � ( R _ ) 二 With mutu-
ally independent priors, the jointly posterior distribution of A, 
S, 9 and <E> can be written as 
P(A, S, 0 , oc P (R |A , S, e , $ ) P ( A ) P ( S ) P ( 0 ) P ( $ ) . 
Due to the complete-data likelihood of all parameters: Equa-
tion 4.5 and the prior distributions of each kind of parameters: 
Equation 4.1, Equation 4.2, Equation 4.3, and Equation 4.4，we 
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can write the full posterior distribution as 
P(A，S, e, oc J| 0�(R"�)). （4.6) 
j=i • 
4.3.2 The Collapsed Posterior Distribution 
The MCMC algorithm based on the above jointly posterior dis-
tribution can be low efficient because of the big dimension of the 
solution / search space as well as the product Dirichlet sampler 
for 0 . A widely used solution is to integrate out the nuisance 
” parameters. As A and S are mainly concerned, 0 and $ are 
thus nuisance parameters. Or at least, it is not difficult to esti-
mate approximate 9 or $ given A and S. Using the collapsing 
technique of [25]，wc can actually integrate out 0 and ^ in order 
to make the proposed algorithm computationally more efficient. 
Noted that 
P(A，S|R) 二 j j P ( A , S , e , $ | R ) d e d $ , 
our choices of the Dirichlet priors for 9 and 中 enable us to 
integrate out both 0 and $ analytically. The resulting collapsed 
/ 
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posterior distribution can be written as 
P(A,S |R) 
J (4.7) 
oc Is却(h (R^c) + a) l[r (h {Ruu)) + Pj) • 
4.4 Conclusion 
In this chapter, we introduce our generative model with the in-
put data and four kinds of parameters which can be classified 
into two groups. Our probabilistic model makes the following 
assumptions: (1) the multiple input sequences are mutually in-
dependent; (2) each sequence contains a repeat segment starting 
at a random position; (3) each repeat segment is composed of 
multiple repeat units separated by gaps of random length from 
0 bp to C bp; (4) all repeat units are independent and identi-
cal samples from the same motif matrix 0 of width J; (5) all 
nucleotides at non-unit positions are independent and identical 
samples from the background distribution 
Moreover, we make the relationship between the two param-
eters groups explicit: the posterior distribution of O follows 
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PD (B + h (Ru)) and the posterior distribution of 中 follows 
Dirichlet (a + h (R^c)), where Ku and Rj/c are determined 
by A and S. 
Last, we deduce both the full and collapsed posterior distri-
bution. Our goal is to characterize the parameter values (both 









At ‘ the beginning of this chapter, we present the 
schematic procedure as shown in Table 5.1 and Ta-
ble 5.2, respectively. Then, we present an elaborate 
algorithm based on the improved one which is shown 
in Table 5.2 step by step. 
45 • 
« 
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5.1 Schematic Procedure 
5.1.1 The Basic Schematic Procedure 
Given a set of N sequences R, our task is to seek one repeat 
segment per sequence. All the N repeat segments consist of 
the same or alike repeat unit with equivalent width J . The 
algorithm maintains two groups of evolving parameter struc-
tures: (1) A and S, which indicate the set of all repeat units 
R|7, and (2) 0 and which describe the motif matrix and the 
‘ background distribution. Our objective is to explore the most 
, probable repeat segment location and structure within each se-
quence. These N repeat segments are obtained by locating A 
and adjusting S to maximize the posterior probability of the 
“ matching area Rf/. In other words, the target is to find out the 
maximum a posteriori (MAP) of S , 0 , $ | R ) . 
The basic idea of addressing the optimization problem is to 
use Metropolis-in-Gibbs scheme [14, 24] to fully explore the pos-
terior distribution, as shown in Table 5.1. 
Table 5.1: The basic schematic procedure. ‘ 
t 
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Step 1: Initialize A, S, 9 and 
Step 2: Sample and Update A via P(A|S, 9 , <l>, R)； 
Step 3: Sample and Update S via P(S|A, 0 , <l>, R); 
‘ S t e p 4: Sample and Update 9 and 少 via P ( e ,举,S，R ) ; 
Step 5: Repeat Step 2-4 until convergence; 
5.1.2 The Improved Schematic Procedure 
However, this standard Metropolis-in-Gibbs scheme based on 
the full posterior distribution is too time-consuming because it 
involves sampling from a product Dirichlet distribution [25]. In-
stead, we work on the collapsed posterior distribution P(A, S|R) 
to improve computing efficiency. The idea is to integrate out the 
nuisance parameters 0 and 少.The improved schematic proce-
dure is shown in Table 5.2. 
After initialization, the MCMC algorithm proceeds through 
iterations, each of which updates a^ and s^ one sequence after 
another in ascending order from 1 to TV or at random. Within 
each iterative procedure, we pretend that N - l repeat segments 
have been known, and we stochastically predict for the repeat 
a 
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segment within the remaining sequence. More specifically, when 
the n-th sequence Rn is selected, we use the given information, 
A卜几]and S [ — t o estimate the current 'motif matrix' and 
A 
'background distribution' so as to determine new an and 
sequentially. Here, A卜…denotes the set 
- -iT 
dl ... Qm_l ttn+1 ... CLN ‘ 
and S[_几]denotes the set 
- 1T 
Si . . . Sn_l Sn+l . . • SjY . 
Intuitively, the more accurate the estimated motif matrix 
A 
and background distribution ^n constructed in the predictive 
update step, the more accurate the determination of a^ and s^ 
�� in the following sampling steps, and vice versa. 
“ Table 5.2: The improved schematic procedure. 
； 
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Step 1: Initialize A and S; 
Step 2: for n from 1 to iV do 
2.1: Calculate and 4>n via A[_n] and S卜几]; 
/S A 
2.2: Sample and Update an via F(an|sn, ©n,(公n, R)； 
A A . 
2.3: Sample and Update Sn via P(sn|an, 
Step 3: Repeat Step 2 until convergence; 
5.2 Initialization 
As shown in Table 5.2, the first step is to initialize A and S. A 
is a iV X 1 column vector and the initial value of a^, 1 < n < A^  is 
randomly chosen from all of its possible values 1 , . . . , - J +1. 
S is a AT X Z binary matrix and all its row vectors are initially 
set as 1 0 . . . 0 , i.e., all elements are 0 except the first 
one. 
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A A 
5.3 Predictive Update Step for 9n and 
Suppose we are proceeding through the z-th iteration, the esti-
mated On is calculated as, 
爲 + h ( R … - 1 " � ) 
台二 = 」 \ H ⑴ 乂 、 , 广 1 , . . . " ’ (5.1) 
曰j + h〔〜：丨”⑴） 
where [/[一几]denotes all repeat units' indices excluding those re-
peat units' within Rn. O^ n-j is the j-th column vector in 
A 
The estimated 亞„ is calculated as, 
‘ a + h (R[-n]) — E U h 
< � 二 - J / � 1 � . (5.2) 
+ |h (R[-n]) - h (Rf；二)⑴) 
Noted that we define the absolute value of a vector as the sum-
mation of all elements within the vector. 
5.4 Gibbs Sampling Step for a^ 
On condition that the repeat segment structure within the n-th 
sequence is known, we consider every possible repeat segment 
X with this structure as a promising instance. Using the re-
sults obtained in the predictive update step, we calculate the 
/ 
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probability of generating those matching repeat units within X 
according to the current 'motif matrix' gI'^ and the probability 
of generating all letters within X according to the 'background 
distribution' respectively. The ratio of these two proba-
bilities is assigned as the weight to each X, of which starting 
position is from 1 t o L „ - J + 1. To sum up, we use the Gibbs . 
sampling to update new 二 a； as follows, 
J z 沪） � 
p K j s r ) , 閱 ) , 軟 ) , R ) - n n e i ) . ; f + “ + H ) ’ : (5.3) 
Notice that the component equals to 1 if = 0. The normal-
ized factor is the summation of all instances, i.e., 
Ln-J+i 
< = i 
5.5 Metropolis-Hastings Sampling Step for Sn 
The 1 X Z binary vector s^ under the settings J and G allows 
at least {G + 1 ) L ^ ^ � v a l i d states, where [J is the floor func-
tion. As the dimension of s,” which is Z � i s usually a very large 
number, it is extremely difficult to compute the normalization 
constant of P(sn|an, O^, ^n’ R). Based on that fact, we use the 
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Metropolis-Hastings sampling to update new Sn^  because it has 
the ability to generate a sample without knowing this constant. 
In our case, the Hastings ratio can be written as • 
"二 P(sri)|ai。，6j?,私�)’R)/^(s“; s”)， (5.4) 
where P (s;“ si卜i)) is the proposal density, which specifies the 
probability of proposing a move to s'^  given the previous state 
si卜 1). The move is accepted, s^^ = sj^ , with the probability 
min (1, A); otherwise, si!) = Sn ”. 
In order to make the Markov chain ergodic and converge fast, 
we design five moves which can be categorized into three types as 
shown in Figure 5.1. For the sake of convenience, we transform 
the binary vector Sn into another format, 
• gi ... 9i ... 9n-i ， 
where gi is the gap length between the i-th repeat unit and the 
i + 1-th repeat unit and Q is the copy number, i.e., H = . 
We denote Qi, 1 < i < 5 as each transition probability from the 
current state to the corresponding state next time. They satisfy 
I 
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the constraint E L i Qi 二 1. An example of full state transition 
diagram under the settings G = 2 and n 観 二 4 is shown in 
Figure 5.2. 
5.5.1 Rear Indel Move 
The first type of move is to insert a repeat unit from all its pos- _ 
sible positions behind the current last repeat unit with the tran-
sition probability Qi or delete the current last repeat unit with 
the transition probability Q2. Let 4 be the starting position of 
the 6-th repeat unit within the repeat segment s^, and it is not 
hard to say, zi®"' is the starting position of last repeat unit within 
For the rear insertion case, the possible position " is chosen 
f r o m t h e r a n g e a j ? + + J — 1 t o a ? + 之I：”)! + J + G — 1. 
Therefore, we write the Hastings ratio as follows, 
117 = 1 ^ irL+i-lJ Q2 /r r\ 
' 二 T E ： ! ^ 靜 + 1 ) . ( ) 
For the rear deletion case, as we know the last repeat unit within 
(i) |sii“i)l 
the repeat segment is located at z/ 二 an _ 1. Thus, we 
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Figure 5.1: State transition diagram of the current state 
pi is the deterministic gap length and gi is the candidate gap length randomly 
chosen from the range 0 to G between the i-th. repeat unit and the i + 1-th 
repeat unit. Qi, 1 < i < 5 is the transition probability for each move under • 
three categories: rear indel move, partial shift move, and front indel move. 
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have 
\ i n 二 夏 + ” i Q i / { G + i ) 
^ = -—J~ n . (⑶） 
£ n 119 � Q2 
5.5.2 Partial Shift Move 
This move is to make partial shifts within the repeat segment 
Sn and its transition probability is Q^. We randomly choose the 
order b in the range of 2, |si卜i)| , and we make partial shifts 
from the position z^. The number of shifts fi is also randomly 
chosen among all its possible values from — + J to — 
+ J -^G. Thus we have 
Ti 
(i-1) 於） 
‘ t-TJ ‘+J-i 1) 
i 丄 1 i.z=z^  sn,z (^i) 
Qs/ {G + 1 ) … 
二 n八-1 ” ' ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ " ^ . • 
n 中r ⑴ 
Notice that the component equals to 1 if = 0. 
5.5.3 Front Indel Move 
Actually, the last type is to move s^ and corresponding a^ as 
a group using Metropolis-Hastings algorithm. For the sake of 
clear organization, we do not plan to separate it into another ‘ 
r 
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subsection. In according with the rear indel move, we design 
the inserting move, with transition probability Q4, as adding a 
repeat unit from a possible position E a^n - G - J.al^ - J 
in front of the current repeat segment starting position. If the 
move is accepted, we renew with v at the same time. Also, 
we design the deletion move, with the transition probability Q s , . 
as removing the first repeat unit within the repeat segment while 
renewing alP with aj? + ^ - 1 if accepted. The corresponding 
Hastings ratios are 
ri j=i ^IL+i-ij Q5 (5 8) 
n � J + > / ( � + 1 ) . 
and 
� 1 n 二 1 广 1 Q v + 1 ) ) 
respectively. 
5.6 Phase Shifts 
Although the collapsed sampler seems to work well in the MCMC 
algorithm, it may face the phase problems [21], which gets the 
MCMC algorithm stuck in a local optimum. 
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An example of the phase problem can be illustrated as fol-
lows. Suppose it is given 4 sequences, each of which repeat seg-
ment consists of perfect repeat units without gaps, and starts 
at the position 100, 200, 300 and 400, respectively. The pattern 
width is 20 bp. If the current iteration has ai = 97, a? = 197 
and as = 297, it will most likely proceed to choose a^ 二 397. 
Local moves are incapable of escaping this local optimum. 
The solution is to compare the current A with sets shifted 
left and right [21]. We randomly choose a reasonable number 
. � 
jL and denote a 1 x iV vector 二 /i . . . /x • Then, the 
Hastings ratio will be 
� P ( A + ^ ， S ) P ( R | A + /x，S) 
A 二 P ( A | R , S ) X P ( R | A , S ) • 似 0 ) 
5.7 Conclusion 
In this chapter, we present both the basic schematic proce-
dure based on the full posterior distribution and the improved 
schematic procedure based on the collapsed posterior distribu-
tion. Because the former one involves sampling from a product • 
I 
CHAPTER 5. METHODOLOGY 59 
Dirichlet distributions, resulting in time-consuming, we prefer 
to choose the latter one. 
After initialization, the MCMC algorithm proceeds through 
iterations, each of which has three steps: predictive update step 
for 白n and 4>n, Gibbs sampling step for and Metropolis-
Hastings sampling step for Sn. Intuitively, the more accurate . 
/s 
the estimated motif matrix 0n and'background distribution ^n 
constructed in the predictive update step, the more accurate the 
determination of and s^ in the following sampling steps, and 
vice versa. 
Moreover, in case of the MCMC algorithm get stuck in a 
local optimum. We execute the phase shifts step after every 
M-th iterations. 
• End of chapter. 
Chapter 6 
Results and Discussion 
Summary 
‘ In this chapter, we present the results of two experi-
ments: one on synthetic data and the other on real data. 
The test on synthetic data helps us explore the effective-
ness of our algorithm. Also, we show how to choose the 
• . pattern width J via this experiment. The test on real 
data, compared with the widely used program Tandem 
Repeats Finder [2], validates the algorithm in practice. 
60 
， 
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6.1 Settings 
We design two experiments, one on synthetic data (Experiment 
1) to explores how effective the algorithm is and the other on 
real data (Experiment 2) to shows its performance on real data. 
All tests are conducted using C + + on a PC with 2.66G CPU 
and 2G memory. 
In Experiment 1, we use synthetic data for ease of carrying 
out the experiment and evaluating the performance in a fully 
controlled manner. We generate the synthetic DNA sequences 
set R. It contains N sequences with equivalent length L, each of 
which contains only one repeat segment whose starting position 
is randomly selected. Within each repeat segment, we also ran-
domly pick out the copy number in the range of [Qrnin, ^ max, 
and the gap length g i , l < i < 0 - 1 between the z-th repeat unit 
and the i + l-th repeat unit in the range of [0,G]. All repeat 
units with width J are generated following the predetermined 
motif matrix 9 , and the background distribution is assumed to 
� ]T 
be 亞二 0.25 0.25 0.25 0.25 . With all parameters and e 
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known, the actual value of the jointly posterior probability can 
be calculated for reference. We evaluate the performance based 
on: (1) whether the joint posterior probability converges to its 
actual value; (2) what the false positives (FP) and the false neg-
atives (FN) (also called type I and II errors, respectively) are. 
The false positive is the number of predicted repeat units which 
are not actual repeat units. The false negative is the number of 
actual repeat units which are not predicted by our algorithm. 
We report an error whenever the address of the examining repeat 
unit in one set can not be found in the other set. 
‘ Since the algorithm requires the pattern width J to be input, 
we also demonstrate how to select J via Experiment 1. The 
method is to execute the algorithm with a range of plausible 
widths and then choose the best result according to the MAP. 
. Noted that the solution space is approximately unchanged when 
varying J . 
In Experiment 2, we evaluate the ability of the algorithm to 
detect tandem repeats with gap allowed in multiple sequences 
named Short Tandem Repeats (STRs) markers. Also, we com-
I 
CHAPTER 6. RESULTS AND DISCUSSION 63 
pare our outcome with the result of testing those markers one 
after one using Tandem Repeats Finder (TRF) program [2]. 
6.2 Experiment on Synthetic Data 
The settings of the synthetic DNA sequences are A^  = 10, L = 
5000, Qmin = 10, U = 30’ G 二 3’ J 二 6, and 0 written as 
follows, 
0.80 0.10 0.10 0.05 0.10 0.85 
0.05 0.80 0.15 0.05 0.80 0.05 
e 二 • 
0.10 0.05 0.70 0.05 0.05 0.05 
0.05 0.05 0.05 0.85 0.05 0.05 
The settings of the algorithm are G 二 3, £ = 0 . 2 5，二 Q2 = 
Qs = 1/6, and (34 二 仏 = 1 / 3 -
Table 6.1 and Table 6.2 shows the comparison of actual and 
predicted values of repeat segment starting positions and repeat 
unit copy numbers, respectively. Table 6.3 shows the average 
false positive and false negative after 100 independent repeated 
trials. 
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Table 6.1: Comparison of actual and predicted values of repeat segment starting 
positions. 
Seq. No. 1 2 3 4 5 
Actual 3928 4367 613 4404 3049 
Predicted 3928 4367 613 4398 3032 
Seq. No. 6 7 8 9 10 
Actual 471 1343 2637 4617 4652 
Predicted 480 1335 2637 4655 4652 
Tabic 6.2: Comparison of actual and predicted values of repeat unit copy numbers. 
Seq. No. 1 2 3 4 5 6 7 8 9 10 
Actual 15 11 15 30 10 20 23 23 24 29 
�� Predicted 15 11 15 31 12 21 26 23 18 29 
Table 6.3: Average false positive (FP) and false negative (FN). 
# of Actual Repeat Units 200 FN 21.23 
Average # of Predicted Repeat Units 208.57 FP 29.80 
/ 
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Figure 6.1, Figure 6.2 and Figure 6.3 show the trace of the 
unnormalized joint posterior probability, the traces of all repeat 
segment starting positions and the traces of all repeat unit copy 
numbers, respectively. As shown in Figure 6.1, the MCMC trace 
initially escalates as the number of iterations increases, but after 
about 1200 iterations it stabilizes around the actual value of the 
jointly posterior probability. Figure 6.2 shows that in the first 
100 iterations, the traces change dramatically and they converge 
to each stable state afterwards. Figure 6.3 shows the repeat unit 
copy numbers start going up from 1 and fluctuate within only 
a small range after about 1000 iterations. It is observed that 
the traces of repeat segment starting positions converges most 
fast. We also find that the traces of the unnormalized joint 
posterior probability and repeat unit copy numbers have almost 
simultaneously rising trend, especially around 1000 iterations, 
as the copy number traces of Rg and Rio step up, the trace of 
the unnormalized joint posterior probability has a subsequent 
uprush. 
In summary, the goals of the algorithm in Chapter 2 are 
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achieved using this synthetic data test. 
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Figure 6.1: The trace plot of the unnormalizcd log joint posterior probability 
P(A’S|R). • 
Sincc 0 and (I> aire collapsed, the solution space of A and S is 
. approximately unchanged when varying J. Based on that fact, 
we can execute the algorithm with a range of plausible widths 
and then choose the best result according to the MAP. We take 
a simple experiment that calculating each average unnormal-
ized MAP after 100 independent repeated trials conditional on' 
r 
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different J and the result is shown in Figure 6.4. Clearly, the 
most likely value of J is 6. We also find that the other peaks 
approximately equal to 6-fold numbers. 
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Figure 6.4: Average unnormalized log MAP conditional on different pattern 
width J . 
6.3 Experiment on Real Data 
We run our experiment on 6 Short Tandem Repeats (STRs) 
markers that have the length ranging from 131 bp to 420 bp and 
) 
CHAPTER 6. RESULTS AND DISCUSSION 70 
the same pattern GATA or its shifted form ATAG. With other 
7 STR markers where the sequence patterns differ from GATA, 
this core set of 13 STR markers are being used to generate the 
FBI Combined DNA Index System (CODIS) database which 
has been successful at linking DNA profiles from crime scene 
evidence and at aiding paternity testing [31 . 
Table 6.4 presents the experiment result for these 6 STR 
markers via the algorithm with the setting G = e = 0.10, 
= Q2 二 Q3 = 1/6, and QA = Q5 = 1/3. The estimated motif 
matrix is as follows 
‘ 0.93 0.03 0.94 0.02 
. 0.03 0.90 0.04 0.04 
e = . 
0.00 0 .06 0.00 0.00 
‘ 0.04 0.01 0.02 0.94 
‘ -For reference, TRF is used to detect tandem repeats within each 
marker and the result is also shown in Table 6.4, We find that 
the locations and the copy numbers of detected tandem repeats 
using TRF is a little bit different from those using our algorithm. 
But one of our superiorities is using a probabilistic matrix to 
I 
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model tandem repeats rather than only reporting repeat unit 
pattern. 
Table 6.4: Tandem repeats identified by TRF and our algorithm. 
TRF 
Marker Pattern Location .Copy No. Location Copy No. 
CSFIPO AG AT 94 18 92 16 
D3S1358 AGAT 41 16.8 39 16 
D5S818 AGAT 110 13.8 112 13 
D7S820 GATA 126 15.3 125 15 
D13S317 GATA 128 17.3 94 24 
D16S539 GATA 275 11 261 16 
• End of chapter. 
. -
Chapter 7 
Conclusion and Future Work 
7.1 Conclusion 
In this thesis, we expand the scope of identifying tandem repeats 
to multiple DNA sequences, by relaxing the implicit assumption 
of a single DNA sequence in existing work, which are either 
� based on string matching methods or signal processing meth-
ods. This is helpful in analyzing the relationship among DNA 
sequences, e.g., different species, in the course of evolution. 
Also, we introduce a full probabilistic generative model to 
model the tandem repeats. As far as we know, this is the first 
work using sequence motif model 0 for the problem of detecting 
72 
t 
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repeats from a homogeneous background In order to handle 
gaps between repeating units, we design a binary vector data 
structure Sn-
Furthermore, we introduce a Bayesian approach to detect 
tandem repeats in a de novo fashion. The MCMC algorithm is to 
iterate the sampling steps: P (9, S, R), P (A|S, 0/1>, R), 
and P (S| A, 0 , R), each of which updates the corresponding 
parameter conditional on the current values of other parame-
ters. After the MCMC iterations converge, the sampled pa-
rameter values give us a whole picture of their jointly posterior 
distribution. In order to improve computing efficiency, we use 
a collapsing technique by reducing the parameter space to only 
two kinds of parameters, A and S. We demonstrate the effec-
tiveness of the algorithm through experiments on both synthetic 
data and real data. 
CHAPTER 7. CONCLUSION AND FUTURE WORK 74 
7.2 Future Work 
We believe that Bayesian approach for identifying tandem re-
peats in multiple DNA sequences can find many applications. 
Our work takes the initial step to enable this repeats identifi-
cation across multiple DNA sequences services. Many interest-
ing and important directions are worth exploring. For example, 
our work is limited in the sense that requiring the repeat unit 
with the same width, in other words, not allowing the case of 
- deletions and inter-unit insertions. Another question is how to 
implement parallel computing on the MCMC algorithm so as to 
make it converged into global optimum faster. Studying these 
problems is an interesting future direction. 
、、 
• End of chapter. 
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