Motivation
It is no secret that problems that were 10 years ago considered intractable except on dedicated supercomputers, now routinely run on modest commodity personal computers. However, it is not quite as well recognized that these advances have also been accompanied by important changes in programming languages, all of which aim at greatly reducing the effort of writing codes. Scientific applications are no exceptions; many legacy programs written in Fortran, C or even C++ could probably be rewritten in a more concise way using a variety of scripting languages, such as Matlab, Scilab, IDL, Mathematica and others. Scripting languages have several advantages over 'conventional' languages, these include: (1) scripting languages produce portable codes, (2) require little or nor memory management responsibility by the programmer and (3) allow data types to be dynamically set at run time. All of these factors contribute to making codes less bug prone and so ultimately lead to increased productivity and shorter code development cycles.
These advantages, unfortunately, have a price; scripting languages tend to be inferior in raw numerical performance when benchmarked against compiled codes. Our experience, however, has been that scripting languages, and in particular Python, often perform above expectation, and are thus well positioned to find the optimum between satisfactory execution time and acceptable program development cost.
It is convenient here to distinguish between matrix oriented scripting languages (Matlab, Scilab, IDL,...) geared towards engineering and scientific applications from symbolic languages (Mathematica, Maple,...) that are strong in manipulating mathematical expressions, and general purpose scripting languages (Python, Perl,...) . Although this distinction has become increasingly blurred, Matlab now allows for some degree of abstract programming while Mathematica improved its raw numerical performance, it is generally true that languages in group one are superior in number crunching at the expense, perhaps, of limited programming flexibility. Languages in group three on the other hand are traditionally used for web programming, as substitutes to shell scripts, for text processing and the production of graphical user interfaces. Python is one such language although one could also claim that, thanks to the NumPy [Ascher et al.] module extension, Python has some overlap with languages in group one, too.
Although extremely useful for rapid prototyping, we have found that matrix oriented languages are not always suitable for scientific applications. Many objects such as trees, graphs and sparse matrices do not neatly fit into a matrix cast. In dealing with unstructured meshes for instance, there can be an arbitrary number of connections between a node and its neighbors, which may only be known at run time. These are typical cases where Python nested structures are best suited. We have also found the dictionary data type in Python, where values are accessed by keys, extremely useful. Dictionaries (or hash tables) can grow dynamically during a calculation. Keys can be (immutable) aggregate objects, including strings, integers, doubles, a list, or a mixture of these. Finally, Python is unique in fully supporting (yet not enforcing) object oriented programming. The usual arithmetic operators can be overloaded as in C++. However, in addition to C++ the slicing operators such as a(n:m) (available in Fortran 90 and Matlab) can also be overloaded.
In summary, Python contains features individually but not globally available in Fortran 90, Java and C++. It is for the above reasons that we have selected Python as the programming language for ELLIPT2D.
ELLIPT2D's scope
ELLIPT2D solves equations of the form
on arbitrary two-dimensional domains Ω, subject to boundary conditions of Robbins type,
Here, ∇= [∂/∂x ∂/∂y] denotes the Cartesian "Del" operator, which applies to everything on its right, and "n" is the vector normal to the boundary contour Γ (n ⋅∇ would be the normal derivative). The solution to be determined is v(x,y), with F a positive definite, in general 2 by 2 tensor, and g(x,y) and s(x,y) arbitrary user-defined functions of the independent variables (x, y).
Equation (1) In addition to the functions F(x,y), g(x, y) and s(x, y), the user must also provide the functions α and β which may vary piecewise on the boundary Γ. Letting α in (2) go to zero, one obtains Neumann boundary conditions
whereas Dirichlet boundary conditions v = β / α (on Γ), are obtained by taking the limit of α and β large. These two types of boundary conditions have a simple physical interpretation. For the Poisson problem mentioned above, Neumann boundary conditions correspond to an electric field being applied on the boundary whereas Dirichlet conditions simulate the application of electrodes, which force the potential to take imposed values. ELLIPT2D allows either Neumann, Dirichlet or Robbins boundary conditions to be applied on various boundary regions including internal boundaries. Thus, Eq. (1) with (2) can be regarded as the most general form of linear, self-adjoint, second order elliptic equation in two dimensions.
Solution procedure
ELLIPT2D solves (1) and (2) using the finite element (FE) method. To allow for maximum flexibility in the shape of the domain, linear triangular elements were chosen to approximate the solution v(x, y).
A detailed description of the FE method is beyond the scope of this paper and thus the FE method will only be sketched here. There are numerous books on the subject (e.g.
[Braess]) which the interested reader can consult. The implementation of the FE method in ELLIPT2D is standard. First the weak form of Eq. (1) is obtained by multiplying (1) by a test function (a finite element) and integrating over the domain. Second an integration by parts is performed to decrease the order of the "Del" operators applying on v(x, y), and third v(x, y) is expanded in the basis of finite element functions. This reduces (1) to a linear matrix system
where 'A' is the 'stiffness' matrix, 'V' the unknown vector whose elements are the node values of v(x,y), and 'b' a vector containing the source contributions. The matrix elements of 'A' are integrals coupling two finite elements. Similarly, the 'b' vector comprises integrals of the test functions times the source term s(x,y). In the case of linear finite elements, these integrals are straightforward to evaluate, depending only on the node values of the F(x, y), g(x, y) and s(x, y) functions. Due to the integration by parts mentioned above, there is in addition a contribution to 'A' and 'b' from the boundary when Robbins or Neumann type boundary conditions are applied. In the case of Dirichlet boundary conditions, the A-matrix and b-vector must be modified so as to force 'v' to take the prescribed values.
Because the finite elements have finite support (i.e. have a zero value away from neighboring cells), coupling is non zero only for a limited number of 'A' elements, and so 'A' is sparse. The elements of 'A' are stored efficiently using a dictionary representation {(i0, j0): v0, (i1, j1): v1, ...} where (i0, j0) are the row/column key indices and v0 the corresponding value of the (nonzero) matrix element (i0, j0). Together with a vector class, the usual matrix operations addition, multiplication, etc. are overloaded in a sparse matrix class.
One difficulty arising with unstructured meshes is the extra bookkeeping required to track the connectivity between nodes. A dictionary data type 'node' is used for this purpose: {i0 : [(x0, y0) , [im, ...] , a0, ...} where i0 is a node index (a key), (x0, y0) its coordinates, [im, ...] are the connections of i0 to its neighbors, and a0 some additional node attribute (used for instance to indicate if a node is on a boundary). Note that the length of the connectivity list [im, ...] varies from node to node for unstructured meshes. Such a data structure is straightforward to implement in Python but often difficult or cumbersome in other languages.
Efficient methods to solve (3) exist when 'A' is sparse. One such method, which is particularly easy to implement for matrices that have arbitrary sparsity, is the conjugate gradient (CG) method. With the matrix operations overloaded in the sparse matrix and vector class, the CG method could be implemented in fewer than 30 Python lines.
The process of solving the elliptic equation can thus be summarized as follows: 
A simple example
Let us go through each of these steps in detail for a simple example. Consider the problem of solving the Laplace equation on a rectangular mesh xmin, xmax = 0., 1. ymin, ymax = 0., 1.4
with 'nx1' nodes in the 'x' direction and 'ny1' nodes in the 'y' direction. A grid object (nodes + connections) is constructed by calling a 'canned' method grid = reg2tri.rect2criss((xmin, ymin, xmax, ymax), nx1, ny1)
which breaks a rectangular domain into a regular set of triangles. For more general structured meshes, 'grid' can be constructed from a set of interleaving (x, y) coordinates. For totally arbitrary domains, a Delaunay triangulation can be performed using thè Ireg2tri' module. In the latter case, a list of boundary segments, possibly holes and regions need in addition be provided.
Next we apply boundary conditions, which we choose to be a sine wave on the west edge, and zero Dirichlet conditions on the south and north edges: On the east edge, we impose zero-flux Neumann boundary conditions. Since zero-flux conditions are the default boundary conditions of the FE method, there is no need to create a 'Neumann' object in this case.
The 'ellipt2d' object can now be built '0.' equ = ellipt2d.ellipt2d(grid, F, g, s) and the stiffness matrix computed
Notice that the functions 'F', 'g' and 's', which are passed as arguments to the ellipt2d constructor, are strings. For more general equations, these can be any expressions of 'x' and 'y' such that 'F' is positive definite and the functions are finite at the nodes. Thus, we could just as well have chosen F="2 + cos(pi*x**2 *y)" for instance. For problems where these functions cannot be expressed in closed form, ELLIPT2D offers in addition the option to supply 'F', 'g' or 's' as vector instances, instead of strings; vector.zeros(N) is equivalent to supplying "0.", for instance. Also note that a scalar form of 'F' was fed into ellipt2d: that is "1." is formally equivalent to the identity matrix
Also of interest, the constructor ellipt2d does not take the boundary object 'db' as input, the role of the boundary condition object being to update the stiffness matrix and right hand side vector. When the boundary conditions are of the zero-flux type, a natural boundary condition of the problem, there is no boundary contribution from the weak form and this step can be avoided altogether, as in the present case for the east edge.
equ.dirichletB (db,amat,b) In the final step, we solve Eq. The CG method is iterative in nature and requires an initial guess 'v0'. The next arguments specify the maximum tolerance and the maximum number of iterations. Methods for saving the results in various formats (toUCD for AVSExpress, toDX for openDX) are available equ.toUCD (v, 'ex.inp') for graphical postprocessing.
Laplace equation with imposed sine function on the west, v=0 on the north and south boundaries and zero flux on the east.
Application I
Next consider the more challenging problem of solving the Grad-Shafranov equation 
