We present a subgradient extragradient method for solving variational inequalities in Hilbert space. In addition, we propose a modi…ed version of our algorithm that …nds a solution of a variational inequality which is also a …xed point of a given nonexpansive mapping. We establish weak convergence theorems for both algorithms.
Introduction
In this paper, we are concerned with the Variational Inequality (VI), which consists in …nding a point x ; such that x 2 C and hf (x ); x x i 0; 8x 2 C;
where H is a real Hilbert space, f : H ! H is a given mapping, C H is nonempty, closed and convex, and h ; i denotes the inner product in H. This problem, denoted by VI(C; f ), is a fundamental problem in Variational Analysis and, in particular, in Optimization Theory. Many algorithms for solving the VI are projection algorithms that employ projections onto the feasible set C of the VI, or onto some related set, in order to iteratively reach a solution. In particular, Korpelevich [1] proposed an algorithm for solving the VI in Euclidean space, known as the Extragradient Method (see also Facchinei and Pang [2, Chapter 12] ). In each iteration of her algorithm, in order to get the next iterate x k+1 ; two orthogonal projections onto C are calculated, according to the following iterative step. Given the current iterate x k ; calculate
and then
where is some positive number and P C denotes the Euclidean least distance projection onto C. Figure 1 illustrates the iterative step (2) and (3). The literature on the VI is vast and Korpelevich's extragradient method has received great attention by many authors, who improved it in various ways; see, e.g., [3, 4, 5] and references therein, to name but a few. Though convergence was proved in [1] under the assumptions of Lipschitz continuity and pseudo-monotonicity, there is still the need to calculate two projections onto C. If the set C is simple enough, so that projections onto it are easily executed, then this method is particularly useful; but, if C is a general closed and convex set, then a minimal distance problem has to be solved (twice) in order to obtain the next iterate. This might seriously a¤ect the e¢ ciency of the extragradient method. Therefore, we developed in [6] the subgradient extragradient algorithm in Euclidean space, in which we replace the (second) projection (3) onto C by a projection onto a speci…c constructible half-space, which is actually one of the subgradient half-spaces as will be explained later. In this paper, we study the subgradient extragradient method for solving the VI in Hilbert space. In addition, we present a modi…ed version of the algorithm, which …nds a solution of the VI that is also a …xed point of a given nonexpansive mapping. We establish weak convergence theorems for both algorithms.
Our paper is organized as follows. In Section 3, we sketch a proof of the weak convergence of the extragradient method. In Section 4, the subgradient extragradient algorithm is presented. It is analyzed in Section 5. In Section 6, we modify the subgradient extragradient algorithm and then analyze it in Section 7.
Preliminaries
Let H be a real Hilbert space with inner product h ; i and norm k k, and let D be a nonempty, closed and convex subset of H. We write x k * x to indicate that the sequence x converges strongly to x: For each point x 2 H; there exists a unique nearest point in D, denoted by P D (x). That is,
The mapping P D : H ! D is called the metric projection of H onto D. It is well known that P D is a nonexpansive mapping of H onto D, i.e.,
The metric projection P D is characterized [7, Section 3] by the following two properties:
and
and if D is a hyperplane, then (7) becomes an equality. It follows that
We denote by N D (v) the normal cone of D, at v 2 D, i.e., N D (v) := fd 2 H j hd; y vi 0; 8y 2 Dg:
We also recall that in a real Hilbert space H;
for all x; y 2 H and 2 [0; 1]:
De…nition 2.1 Let B : H 2 H be a point-to-set operator de…ned on a real Hilbert space H. B is called a maximal monotone operator i¤ B is monotone, i.e., hu v; x yi 0; 8u 2 B(x) and 8v 2 B(y);
and the graph G(B) of B;
is not properly contained in the graph of any other monotone operator.
It is clear ( [8, Theorem 3] ) that a monotone mapping B is maximal if and only if, for any (x; u) 2 H H; if hu v; x yi 0 for all (v; y) 2 G(B), then it follows that u 2 B(x):
The next property is known as the Opial condition [9] . Any Hilbert space has this property. in H that converges weakly to x (x k * x),
The next lemma was proved in [10 H be Fejér-monotone with respect to D; i.e., for every u 2 D;
Then
converges strongly to some z 2 D:
Notation 2.1 Any closed and convex set D H can be represented as
where c : H ! R is an appropriate convex function.
We denote the subdi¤erential set of c at a point x by @c(x) := f 2 H j c(y) c(x) + h ; y xi; 8y 2 Hg:
For z 2 H; take any 2 @c(z) and de…ne
This is a half-space the bounding hyperplane of which separates the set D from the point z if z = 2 int D: Otherwise T (z) = H. The next lemma is known (see, e.g., [11, Lemma 3 .1]). and w
be two sequences in H such that for some 0;
lim sup
and lim
Then lim
The next fact is known as the Demiclosedness Principle [12] . Demiclosedness Principle. Let H be a real Hilbert space, D a closed and convex subset of H and let S : D ! H be a nonexpansive mapping, i.e.,
Then I S (I is the identity operator on H) is demiclosed at y 2 H, i.e., for any sequence
The Extragradient Algorithm
In this section we sketch the proof of the weak convergence of Korpelevich's extragradient method, (2)- (3).
We assume the following conditions.
Condition 3.1
The solution set of (1), denoted by SOL(C; f ); is nonempty.
Condition 3.2
The mapping f is monotone on C, i.e.,
hf (x) f (y); x yi 0; 8x; y 2 C:
We will use the same outline in Section 5. The next lemma is a known result which is crucial for the proof of our convergence theorem.
and fy k g 1 k=0 be the two sequences generated by the extragradient method, (2)- (3), and let u 2 SOL(C; f ): Then, under Conditions 3.1-3.3, we have
Proof. see, e.g., [ and fy k g 1 k=0 generated by the extragradient method weakly converge to the same solution u 2 SOL(C; f ) and furthermore,
Using (25) with k (k 1), we get
Continuing, we get for all integers K 0;
and therefore
Hence lim
By Lemma 3.1, the sequence fx k g 1 k=0 is bounded. Therefore it has at least one weak accumulation point. If x is a weak limit point of some subsequence
and w-lim
Let
where N C (v) is the normal cone of C at v 2 C (see 9). It is known that A is a maximal monotone operator and
and therefore x 2 A 1 (0) = SOL(f; C) : The Opial condition now implies that the entire sequence weakly converges to x. Finally, if we take
then by (7) and Lemma 2.1, we see that u
converges strongly to some u 2 SOL(C; f ): We also have
and hence u = x, which completes the proof.
The Subgradient Extragradient Algorithm
Next we present the subgradient extragradient algorithm [6] .
Algorithm 4.1 The subgradient extragradient algorithm
Step 0: Select a starting point x 0 2 H and > 0; and set k = 0.
Step 1: Given the current iterate x k ; compute
construct the half-space T k the bounding hyperplane of which supports C at y k ;
and calculate the next iterate
Step 2: If x k = y k then stop. Otherwise, set k (k + 1) and return to Step 1.
Remark 4.1 Every convex set C can be represented as a sublevel set of a convex function c : H ! R as in (15); so if c is, in addition, di¤ erentiable at y f (y k ) onto the hyperplane T k : Figure 2 illustrates the iterative step of this algorithm. We assume the following condition. 
5 Convergence of the Subgradient Extragradient Algorithm
In this section we give a complete proof of the weak convergence theorem for Algorithm 4.1, using similar techniques to those sketched in Section 3. First we show that the stopping criterion in Step 2 of Algorithm 4.1 is valid.
By the variational characterization of the metric projection onto C, we have
Since > 0; inequality (43) implies that x k 2 SOL(C; f ): The next lemma is crucial for the proof of our convergence theorem.
Lemma 5.2 Let
Proof. Since u 2 SOL(C; f ), y k 2 C and f is monotone, we have
This implies that
So,
By the variational characterization of the metric projection onto T k , we have
for all k 0: Thus,
Denoting
for all k 0; we get
for all k 0: Hence,
where the last inequality follows from (47). So,
and by (49),
Using the Cauchy-Schwarz inequality and Condition 4.1, we obtain
In addition,
Combining the above inequalities and using Condition 4.1, we see that
Finally, we get
which completes the proof. 
Proof. Fix u 2 SOL(C; f ) and de…ne
Using (60) with k (k 1), we get
or y
Since the sequence
is monotonically increasing and bounded,
By Lemma 5.2, the sequence fx k g 1 k=0 is bounded. Therefore, it has at least one weak accumulation point: If x is a weak limit point of some subsequence
De…ne the operator A by (34). It is known that A is a maximal monotone operator and
On the other hand, by the de…nition of y k and (7),
or
for all k 0: Using (68) and applying (71) with y kj 1 j=0
; we get
Hence, 
and since A is a maximal monotone operator, it follows that x 2 A 1 (0) = SOL(f; C) : In order to show that the entire sequence weakly converges to x, assume that there is another subsequence
that weakly converges to some x 0 6 = x and x 0 2 SOL(f; C) : Note that from Lemma 5.2 it follows that the sequence kx
is decreasing for each u 2 SOL(C; f ). By the Opial condition we have
and this is a contradiction, thus x 0 = x. This implies that the sequences x k 1 k=0
and y
converge weakly to the same point x 2 SOL(C; f ): Finally, put
so by (7) and since x 2 SOL(C; f );
By Lemma 2.1, u
converges strongly to some u 2 SOL(C; f ): Therefore h x u ; u xi 0
and hence u = x:
6 The Modi…ed Subgradient Extragradient Algorithm
Next we present the modi…ed subgradient extragradient algorithm which …nds a solution of the VI which is also a …xed point of a given nonexpansive mapping. Let S : H ! H be a nonexpansive mapping and denote by Fix(S) its …xed point set, i.e., Fix(S) = fx 2 H j S(x) = xg:
Algorithm 6.1 The modi…ed subgradient extragradient algorithm
construct the half-space T k as in (39) and calculate the next iterate
Step 2: Set k (k + 1) and return to Step 1. Figure 3 illustrates the iterative step of this algorithm. We assume the following condition. In this section we establish a weak convergence theorem for Algorithm 6.1. The outline of its proof is similar to that of [11, Theorem 3.1] . and y k 1 k=0 generated by Algorithm 6.1 weakly converge to the same point u 2 Fix(S) \ SOL(C; f ) and furthermore, Figure 3 : The iterative step of Algorithm 6.1.
where the last two inequalities follow from the Cauchy-Schwarz inequality and Condition 4.1. Therefore
Observe that
Thus
where the last inequality follows from the fact that < 1=L. Using (10), we get
Therefore there exists lim
and x k 1 k=0
and t
are bounded. From the last relations it follows that
Hence, lim
In addition, by the de…nition of y k and T k ;
where the last inequality follows from Condition 4.1. So,
Furthermore,
So applying Lemma 2.2, we obtain
Since
It follows from (106) and (110) that 
we obtain by the Demiclosedness Principle that (I S)(x) = 0; which means that x 2 Fix(S): Now, again by using similar arguments to those used in the proof of Theorem 5.1, we get that the entire sequence weakly converges to x: Therefore the sequences x k 1 k=0
and y k 1 k=0 weakly converge to x 2 Fix(S) \ SOL(C; f ). Finally, put
Since x 2 Fix(S) \ SOL(C; f ); it follows from (7) that
By Lemma 2.1, u k 1 k=0 converges strongly to some u 2 Fix(S) \ SOL(C; f ): Therefore hx u ; u xi 0
and hence x = u :
Remark 7.1 In Algorithm 6.1 we assumed that S was a nonexpansive mapping on H: If it is de…ned only on C we can replace it by e S = SP C ; which is a nonexpansive mapping on C. In this case the iterative step is as follows:
construct the half-space T k (39) and calculate the next iterate
Conclusions
In this paper we proposed two subgradient extragradient algorithms for solving variational inequalities in Hilbert space and established weak convergence theorems for both of them. The second algorithm …nds a solution of a variational inequality which is also a …xed point of a given nonexpansive mapping.
