Recently, studying fundamental graph problems in the Massively Parallel Computation (MPC) framework, inspired by the MapReduce paradigm, has gained a lot of attention. A standard assumption, common to most traditional approaches, is to allow Ω(n) memory per machine, where n is the number of nodes in the graph and Ω hides polylogarithmic factors. However, as pointed out by Karloff et al. [SODA'10] and Czumaj et al. [arXiv:1707.03478], it might be unrealistic for a single machine to have linear or only slightly sublinear memory.
Introduction
Parallel Computation Paradigms for Massive Data: When confronted with huge data sets, purely sequential approaches become untenably inefficient. To address this issue, several parallel computation frameworks specially tailored for processing large scale data have been introduced. Inspired by the MapReduce paradigm [DG08] , Karloff, Suri, and Vassilvitskii [KSV10] proposed the Massively Parallel Computation (MPC) model, which was later refined in many works [GSZ11,BKS14,ANOY14, BKS17, C LM + 17].
Massively Parallel Computation Model: In the MPC model, an input instance of size N is distributed (arbitrarily or randomly) across M machines with local memory of size S each. The computation proceeds in rounds, each round consisting of local computation at the machines interleaved with global communication (also called shuffling, adopting the MapReduce terminology) between the machines.
In the shuffling step, every machine is allowed to send as many messages to as many machines as it wants, as long as for every machine the total size of sent and received messages does not exceed its local memory capacity. The quantity of main interest is the round complexity: the number of rounds needed until the problem is solved, that is, until every machine outputs its part of the solution. This measure constitutes a good estimate for the actual running time, as local computation is presumed to be negligible compared to the cost-intensive shuffling, which requires a massive amount of data to be transferred between machines.
Sublinear Memory Constraint: Note that S ≥ N leads to a degenerate case that allows for a trivial solution. Indeed, as the data fits into the local memory of a single machine, the input can be loaded there, and a solution can be computed locally. Due to the targeted application of MPC in the presence of massive data sets, thus large N , it is often crucial that S is not only smaller than N but actually substantially sublinear in N . The total memory M · S in the system has to be at least N , so that the input actually fits onto the machines, but ideally not much larger. Summarized, one requires S = O (N ε ) memory on each of the M = O N 1−ε machines, for 0 < ε ≤ ε < 1.
Sublinear Memory for Graph Problems: Traditional MPC techniques for graph problems need essentially linear in n-for instance, Ω(n) or mildly sublinear like n 1−o(1) -memory per machine, where n is the number of nodes in the input graph 1 . We refer to [BDH18] for a brief discussion of this assumption. Note that for sparse graphs with N = O(n) edges, this violates the sublinear memory constraint, getting close to the degenerate regime. This issue has been artificially circumvented by explicitly restricting the attention to dense graphs with N = Ω(n 1+ε ) edges, as to ensure sublinearity in N while still not having to relinquish the nice property that (essentially) all nodes fit into the memory of a single machine [KSV10] .
Besides being a stretch of the definition, this additionally imposed condition of denseness of the input graph does not seem to be realistic. In fact, as recently also pointed out by [C LM + 17], most practical large graphs are sparse. For instance in the Internet, most of the nodes have a small degree. Even for dense graphs, where in theory the sublinear memory constraint is met, practicability of the parameter range does not need to be ensured; linear in n might be prohibitively large.
Furthermore, it is a very natural question to ask whether there is a fundamental reason why the known techniques get stuck at the near-linear barrier. One important aspect of our work is, from the theory perspective, that it breaks this threshold and thereby opens up a whole new unexplored domain of research questions.
Low-Memory MPC Model: We propose the study of a more realistic regime of the parameters for problems on large graphs, captured by the following low-memory MPC model.
Low-Memory MPC Model for Graph Problems:
Given a graph G = (V, E), where |V | = n and |E| = m, and M = O m n ε machines with local memory S = O (n ε ) each, for 0 < ε ≤ ε < 1, we raise the question of what problems can be solved efficiently-that is, in poly log log n rounds.
Note that for sparse graphs, this condition exactly matches the sublinear memory constraint, and hence does not allow a trivial solution, as opposed to the setting with essentially linear memory assumed by all traditional MPC algorithms. We point out that low memory variants of the MPC model have been studied before [PPR + 12, CPPU15], resulting in O(log n)-round algorithms for a variety of problems. For many of the fundamental graph problems, however, O(log n) is often particularly easy to achieve, for instance by directly adopting LOCAL algorithms. We thus restrict our attention to "efficient" algorithms, which we define to be a poly log log n function, given that the state-of-the-art algorithms in the MPC model tend to end in this regime of round complexities.
Note that no non-trivial lower bounds are known, and in fact not expected to be known due to circuit lower bounds [RVW16] .
Remark 1.1. If a node cannot be stored on a single machine, as its degree is larger than S, one has to introduce some sort of a workaround, e.g., have several smaller-degree copies of the same node on several separate machines. In the end of Section 2, we argue how to get rid of this issue, in our problem setting, by a clean-up phase in the very beginning. To make the statements and arguments more readable, we throughout think of this clean-up as having taken place already. Instead, one could also work with the simplifying assumption that every machine has S = O (n ε + ∆) memory, so that this issue does not arise in the first place.
Limitations of Standard MPC Techniques
In the following, we briefly overview recent techniques from the world of Massive Parallel Computation algorithms, and give some indications as to why they are likely to fail in the low-memory setting. The restriction to substantially sublinear memory, to the best of our knowledge, indeed rules out all the known MPC techniques, which seem to hit a boundary at roughly S = Ω(n): moving from essentially linear to significantly sublinear memory incurs an exponential overhead in their round complexity, regardless of the density of the graph. This blow-up in the running time gives rise to the question of to what extent this near-linear memory is necessary for efficient algorithms.
(Direct) PRAM/LOCAL Simulation: One easy way of devising MPC algorithms is by shoehorning parallel or distributed algorithms into the MPC setting. For not too resource-heavy PRAM algorithms, there is also a standard simulation technique [KSV10, GSZ11] that automatically transforms them into MPC algorithms. This approach, however, suffers from several shortcomings. First and foremost, the reduction leads to an Ω(log n) round complexity, which is exponentially above our efficiency threshold.
Round Compression: Another similar technique, called round compression, introduced by Assadi and Khanna [AK17, Ass17] , provides a generic way of compressing several rounds of a distributed algorithm into fewer MPC rounds, resulting in an (almost) exponential speed-up. However, this method heavily relies on storing intermediate values, leading to a blow-up of the memory. In particular, when requiring the algorithm to run in poly log log n rounds, superlinear memory per machine seems inevitable.
Filtering: The idea of the filtering technique [LMSV11, KMVV15] is to reduce the size of the input by carefully removing a large amount of edges from the input graph that do not contribute to the (optimal) solution of the problem. This reduction is done by either randomly sampling the edges, or by deterministically choosing sets of relevant edges, so that the resulting (partial) problem instance fits on a single machine, and hence can be solved there. This requires significantly superlinear memory, or logarithmically many rounds if memory is getting close to the linear regime. Moreover, the approach seems to get stuck fundamentally at S = Ω(n), since it relies on one machine eventually seeing the whole (filtered) graph.
Coresets: One very recent and promising direction for MPC graph algorithms is the one of (randomized composable) coresets [AK17,ABB + 17], in some sense building on the filtering approach. The idea is that not all the information of the graph is needed to (approximately) solve the problem. One thus can get rid of unimportant parts of the information. Solving the problem on this core, one then can derive a perfect solution or a good approximation to it, at much lower cost. This solution, however, is found by loading the coreset (or parts of it) on one machine, and then locally computing a solution, which again seems to be stuck at S = Ω(n), for similar reasons as the filtering approach.
Local Techniques for Low-Memory MPC
In this section, we propose a direction that seems to be promising to pursue in order to devise efficient MPC algorithms in the substantially sublinear memory regime.
Inherent Locality and Local Algorithms:
The low-memory MPC model, as compared to the traditional MPC graph model and the streaming setting, suffers from inherent locality: Since the memory of a single machine is too small to fit all the nodes simultaneously, it will never be able to have a global view of all the nodes in the graph. When devising techniques, we thus need to deal with this intrinsic local view of the machines. It seems natural to borrow ideas from local distributed graph algorithms, which are designed exactly to cope with this locality restriction. A direct simulation, however, in most cases only results in Ω(poly log n)-round algorithms. The problem is that these algorithms do not make use of the additional power of the MPC model, the global allto-all communication, as the communication in those message-passing-based models is restricted to neighboring nodes.
Local Meets Global:
We propose a technique to enhance local-inspired approaches with global communication, in order to arrive at efficient algorithms in the world of low-memory MPC which are exponentially faster than their local counterparts and whose memory requirements are polynomially smaller per machine than their traditional MPC counterparts. We describe this technique in the context of the MIS problem on trees, even though it is more general.
Our Results
In this paper, we focus on the Maximal Independent Set (MIS) problem, one of the most fundamental local graph problems. We propose efficient algorithms for the case of trees, which is particularly interesting for the following reason. While trees admit a trivial solution in the linear-memory MPC model, this cheat will not work in our low-memory setting. In some sense, it thus is the easiest nontrivial case, which makes it the most natural starting point for further studies. In fact, we strongly believe that our techniques can be extended to more general (sparse) graph families, such as constantarboricity graphs.
We provide two different efficient algorithms for MIS on trees. Our first algorithm in Theorem 1.2 is strikingly simple and intuitive, but comes with a small overhead in the total memory of the system, meaning that M · S is super-linear in the input size n. Theorem 1.2. There is an O(log 2 log n)-round MPC algorithm that w.h.p. 2 computes an MIS on nnode trees in the low-memory setting, that is, with S = O (n ε ) local memory on each of M = O n 1−ε/3 machines, for any 0 < ε < 1.
Our second algorithm in Theorem 1.3 gets rid of this overhead at the cost of a factor of log log n in the running time.
Theorem 1.3. There is an O(log 3 log n)-round MPC algorithm that w.h.p. computes an MIS on nnode trees in the low-memory setting, that is, with S = O (n ε ) local memory on each of M = O n 1−ε machines, for any 0 < ε < 1. Theorems 1.2 and 1.3 show that the memory can be reduced substantially from n poly log n to n ε or even n 1/ poly log log n (see Corollary 1.4) while not incurring a significant loss in the round complexity, compared to the recent O(log log n)-round MIS algorithm by Ghaffari et 
Moreover, our result improves exponentially on the algorithms which are directly adopted from the PRAM/LOCAL model: an O(log n)-round algorithm for general graphs due to Luby [Lub86] and independently Alon, Babai, Itai [ABI86] and the O( √ log n · log log n)-round algorithm for trees by Lenzen and Wattenhofer [LW11] . Note that our result is for unrooted trees. For rooted trees, the PRAM/LOCAL algorithm by Cole and Vishkin [CV86] directly gives rise to an O(log * n)-round MPC algorithm.
Throughout the paper, when we mention the low-memory MPC setting, we refer to the parameter range for S as given in Theorems 1.2 and 1.3. However, ε does not need to be a constant. Indeed, we can even go to subpolynomial memory S = n o(1) . Corollary 1.4. For any ε = Ω (1/ poly log log n), an MIS on an n-node tree can be computed on M = O n 1−ε/3 machines with S = O (n ε ) local memory each in O 1 ε · log 2 log n MPC rounds.
Our Approach in A Nutshell
In the following, we give a short (and slightly imprecise) sketch of the steps of our algorithm. Our approach is based on the shattering technique which recently has gained a lot of attention in the LOCAL model of distributed computing [BEPS16] and goes back to the early nineties [Bec91] . The idea of shattering is to randomly break the graph into several significantly smaller components by computing a partial solution. The problem on the remaining components then is solved by a postshattering algorithm.
Shattering
The goal of our shattering technique is to compute an independent set such that after the removal of these independent set nodes and all their neighbors, the remaining graph, w.h.p., consists of components of size at most poly log n. This is done in two steps: first, the maximum degree, w.h.p., is reduced to poly log n using the iterated subsample-and-conquer method, and then a local shattering algorithm is applied to this low-degree graph.
I) Degree Reduction via Iterated Subsample-and-Conquer:
Our subsample-and-conquer method will w.h.p. reduce the maximum degree of a graph polynomially, from ∆ to roughly ∆ 1/(1+ε) , as long as ∆ = Ω(poly log n). After O(log 1+ε log ∆) iterations, the degree of our graph drops to poly log n.
Subsample: We sample the nodes independently with probability roughly ∆ −1/(1+ε) , where ∆ is an upper bound on the current maximum degree 3 of the graph. This subsampling step guarantees, roughly speaking, the following three very desirable properties of the graph G induced by the sampled nodes.
i) The diameter of each connected component of G is bounded by O(log ∆ n).
ii) The number of nodes in each connected component of G is at most n ε/3 .
iii) Every node with degree ∆ 1/(1+ε) or higher (in the original graph) has many neighbors in G .
Conquer: We find a random MIS in all the connected components of G in parallel. This can be done by gathering the connected components 4 , locally picking one of the two 2-colorings of this tree uniformly at random, and adding the black, say, nodes to the MIS. We will see that properties i) and ii) are crucial to ensure that the gathering can be done efficiently. In particular, storing the components on a single machine is possible due to the small size of the components, and the gathering is fast due to the small diameter. Because of property iii), the randomness in the choice of the MIS in every connected component, as well as the tree structure, all high-degree nodes in the original graph (sampled or not), w.h.p., will have an adjacent independent set node and thus, are removed from the graph for the next iteration.
II) Low-Degree Local Shattering:
Once the degree has dropped to ∆ = poly log n, we apply the shattering part of the LOCAL MIS algorithm of Ghaffari [Gha16] , which runs in O(log ∆ ) = O(log log n) rounds and w.h.p. leads to connected components of size poly ∆ · log n = poly log n in the remainder graph. Observe that the simulation of this algorithm in the MPC model is straightforward.
Post-Shattering
Once we have connected components of size poly log n, we can gather them efficiently and solve the remaining problem locally.
Algorithm Overview and Roadmap
In this section, we give the formal statements we need to prove our main result, and provide an overview of the structure of the remainder of the paper. We start with a result that is repeatedly used to gather all nodes of a connected component onto one machine, provided that they fit there. It will come in two variants, which naturally give rise to Theorems 1.2 and 1.3, respectively. The proof is deferred to Section 4.
Lemma 2.1 (Gathering). Let G be an n-node graph, and consider any n -node subgraph of G consisting of connected components of size at most k = O n ε/3 and diameter at most d. Then there are a) an O(log d)-round low-memory MPC algorithm with M = O n 1−ε/3 machines and b) an O(log d·log log n)-round low-memory MPC algorithm with
that compute an assignment of nodes to machines so that all the nodes of a connected component of this graph are on the same machine.
Next, we will provide the results corresponding to the two main parts of our algorithm, the shattering and the post-shattering.
Lemma 2.2 (Shattering).
There is an O(log log n · log log ∆)-round low-memory MPC algorithm that computes an independent set on an n-node tree with maximum degree ∆ so that the remainder graph, after removal of the independent set nodes and their neighbors, w.h.p. has only components of size at most poly log n.
The proof of this Shattering Lemma can be found in Section 3. The following Post-Shattering Lemma is a direct consequence of the Gathering Lemma. Proof. By Lemma 2.1, we can gather the connected components in O(log k) rounds. Then, an MIS of each connected component can be computed locally. Note that Theorem 1.1 by Ghaffari [Gha16] certifies that the number of nodes remaining after our shattering process can be made small enough to satisfy the conditions required by Lemma 2.1.
Note that the naive simulation of the corresponding LOCAL post-shattering algorithm [Gha16, PS92] would lead to a round complexity of 2 O( √ log log n) . We now put together the results to prove Theorems 1.2 and 1.3.
Proof of Theorems 1.2 and 1.3. We apply the O(log log n · log log ∆)-round shattering algorithm from Lemma 2.2 to get an independent set, with connected components of size k = poly log n in the remainder graph. Then we run the post-shattering algorithm from Lemma 2.3 to find an MIS in all these components. The combination of the initial independent set found by the shattering and all the MIS found by the post-shattering results in an MIS in the original tree.
Memory per Machine below ∆: If the degree of a node is larger than the local memory, one needs to store several lower-degree copies of this node on different machines. Here, we give a short argument for why one can assume without loss of generality that all incident edges of a node are stored on the same machine. Notice that in a tree with n nodes, there can be at most n 1−ε/2 nodes with degree at least n ε/2 . If we now just ignore all these high-degree nodes and find an MIS among the remaining nodes, the resulting graph, after removal of all MIS nodes and their neighbors, has at most n 1−ε/2 nodes. Repeating this argument roughly 2/ε times gives an MIS in the whole input graph.
Shattering
Lemma 3.1 (Iterated Subsample-and-Conquer). There is an O(log 1+ε log ∆)-round low-memory MPC algorithm that computes an independent set on an n-node tree with maximum degree ∆ such that the remainder graph, after removal of the independent set nodes and their neighbors, w.h.p. has maximum degree poly log n.
The proof of this lemma can be found in Section 3.1. Figure 1 : Consider a non-subsampled high-degree node v. While most of its neighbors will not be subsampled (gray nodes), there will still be many, say k, subsampled neighbors. Since we are in a tree, all the subtrees G 1 , . . . G k of subsampled neighbors of v are disjoint and thus colored independently. Node v will thus, w.h.p., see at least one black neighbor. This node will be added to the MIS, what leads to the removal of v from the graph.
Lemma 3.2 (Low-Degree Local Shattering [Gha16] ). There is an O(log ∆)-round LOCAL algorithm that computes an independent set on an n-node graph with maximum degree ∆ so that the remainder graph, after removal of all nodes in the independent set and their neighbors, w.h.p. has connected components of size poly ∆ · log n.
We now combine these two results to prove Lemma 2.2.
Proof of Lemma 2.2. We apply the algorithm of Lemma 3.1, w.h.p. yielding an independent set with a remainder graph that has maximum degree ∆ = poly log n. On this low-degree graph, we simulate the LOCAL algorithm of Lemma 3.2 in a straight-forward manner, which takes O(log ∆ ) = O(log log n) rounds and w.h.p. leaves us with connected components of size poly ∆ · log n = poly log n.
Degree Reduction via Iterated Subsampling
We prove the following result, and then show how it can be used to prove Lemma 3.1. For the purposes of the proof of Lemma 3.3 we assume that ∆ is a large enough poly log n in order to be able to apply Lemma 2.1. Notice that from the perspective of the final runtime, the exponent of the logarithm turns into a constant factor hidden in the O-notation.
Lemma 3.3. There is an O(log log n)-round low-memory MPC algorithm that computes an independent set on an n-node tree G with maximum degree ∆ = Ω(poly log n) such that the remainder graph, after removal of the independent set nodes and their neighbors, w.h.p. has maximum degree at most ∆ (1+δ )δ , for some δ = Θ (1/(1 + ε)) and any δ > 0.
Proof. We first outline the algorithm and then slowly go through the steps of the algorithm again while proving its key properties.
Algorithm: Every node is sampled independently with probability ∆ −δ into a set V . The connected components of G = G[V ] are gathered by Lemma 2.1, and one of the two 2-colorings is picked uniformly at random, independently for every connected component. This can be done locally. All the black nodes, say, are added to the MIS, and are removed from the graph along with their neighbors. See Figure 1 .
We first prove that the random subsampling leads to nice properties of the graph induced by subsampled nodes. iii) Every node with degree Ω ∆ (1+δ )δ in G has Ω(poly log n) neighbors in G .
Proof. Consider an arbitrary path of length = Ω 1 δ · log ∆ n in G. This path is in G only if all its nodes are subsampled into V , which happens with probability at most ∆ −δ· = 1 poly n . A union bound over all-at most n 2 many-paths in the tree T shows that, w.h.p., the length of every path, and hence in particular also the diameter of every connected component, in G is bounded by O 1 δ · log ∆ n . Since the degree among the subsampled nodes is bounded by O ∆ 1−δ , w.h.p., which is a simple application of Chernoff and union bound, it follows that every connected component consists of at most O ∆ (1−δ)· = n O((1−δ)/δ) nodes. Finally, another simple Chernoff and union bound argument shows that every node with degree Ω ∆ (1+δ )δ in the graph G has at least Ω ∆ δ ·δ = Ω(poly log n) neighbors in G , which concludes the proof of Claim 3.4.
Since G consists of components that have a low diameter by Claim 3.4 i) and that are small enough to fit on a single machine by Claim 3.4 ii)-provided that δ = Θ (1/(1 + ε)) is chosen such that the components have size O n ε/3 -we can gather them efficiently, in O(log log n) rounds, by Lemma 2.1. The random MIS can then be easily computed locally.
It remains to show that every high-degree node in G, w.h.p., has at least one adjacent node that joins the MIS, which leads to the removal of this high-degree node from the graph. Note that this is trivially true for all subsampled nodes, by maximality of an MIS. Now consider an arbitrary non-subsampled node v with degree Ω ∆ (1+δ )δ and its Ω(poly log n) subsampled neighbors, by Claim 3.4 iii). Observe that, since we are in a tree and thus in particular in a triangle-free graph, there cannot be edges between these neighbors. Therefore no two neighbors of a non-subsampled node belong to the same connected component in G , which means that all the neighbors in V of v are colored independently, and hence are added to an MIS independently with probability 1/2. By the Chernoff inequality, w.h.p. at least one of v's neighbors must have been added to an MIS, and a union bound over all nodes concludes the proof.
Proof of Lemma 3.1. This follows from log 1 (1+δ )δ log ∆ = log 1+ε log ∆ repeated applications of Lemma 3.3.
Gathering Connected Components
In this section, we provide a proof of the Gathering Lemma. Our approach is essentially a tuned version of the Hash-to-Min algorithm by Chitnis et al. [CDSMR13] and the graph exponentiation idea by Lenzen and Wattenhofer [LW10] . Notice that, however, Chitnis et al. only show an O(log n) upper bound for the round complexity; it is not possible to just use their method as a black box. The section is divided into two subsections, where we first give a simple and fast but memory-inefficient algorithm and then present a slightly slower algorithm that only needs a constant space overhead.
In very recent works, independent of this paper, Andoni et al. Furthermore, to turn their algorithm to work with high probability, the straightforward approach requires a logarithmic overhead in the total memory.
Naive Gathering
Proof of Lemma 2.1, part a). We first present the algorithm. The underlying idea of the algorithm is to find a minimum-ID 5 node within every component and to create a virtual graph that connects all the nodes of that component to this minimum-ID node, the leader.
Gathering Algorithm: In every round, every node u completes its 1-hop neighborhood to a clique. Once a round is reached in which there are no more edges to be added, u stops and selects its minimum-ID neighbor as its leader. We refer to Figure 5 for an illustration.
Observe that once there is a round in which u does not add any edges, the component of u forms a clique, and thus all nodes in this component have the same leader, namely the minimum-ID node in this clique. Next, we prove that this algorithm terminates quickly. Proof. Consider any shortest path u 1 , . . . , u of length 2 ≤ ≤ d. After the first round, every u i gets connected to u i−2 and u i+2 for 2 < i < − 1. Thus, the diameter of the new graph is at most 2d/3 . After O(log d) iterations, the diameter within each component has reduced to 1, and the algorithm halts.
It remains to show that not too many edges are added, so that the virtual graph of any component still fits into the memory of a single machine. Proof. During the execution of the algorithm, each node in a component may create an edge between any other two nodes in the corresponding component, thus at most k 3 .
Since we require the components to be of size at most O(n ε/3 ), the previous claim guarantees that the virtual graph of any connected component indeed fits into the memory. So as to not overload any machine with too many components, we assume that the shuffling distributes the components to the machines in an arbitrary feasible way, e.g., greedily 6 . Remark 4.3. A weakness of the gather algorithm is that we need O(k 3 ) memory to store a connected component of size k, even if this component originally just consisted of as few as k − 1 edges. This is because a single edge can exist on up to k machines. In the worst case, the required memory is blown up by a power 3. This leads to a super-linear overall memory requirement, that is, we need roughly N 1+2ε/3 total memory in the system. Notice that this can be implemented either by adding more machines or by adding more memory to the machines, since we do not care on which machines the resulting components lie, as long as they fit the memory.
In-Space-Gathering in Trees
The simple and naive gathering algorithm can be very wasteful in terms of space usage over the whole system. In this section, we provide a fine-tuned version of the gathering method that works, asymptotically, in space. In other words, the total space requirement drops to O(n). Informally, our algorithm first turns every connected component into a rooted tree and then determines which nodes are contained in the same tree component by making sure that each node learns the ID of the root of its tree. For the latter part, we prove the following.
Lemma 4.4. There is an O(log d)-round low-memory MPC algorithm that works in an n-node forest of rooted trees with maximum diameter d and, for every node, determines the root of the corresponding tree. The algorithm requires M = O n 1−ε machines.
Proof. Let parent(v) denote the parent of node v and define parent(r) = r for a root node r. Consider the following pointer-forwarding algorithm that is run in parallel for every node v. In every round, for every child u of v, we set parent(u) := parent(v). The process terminates once v points to a root, i.e., to a node r for which parent(r) = r. Notice that after every step, following the parent pointers still leads to the root node.
Let (v 1 , v 2 , . . . , v k ) be the directed path from node v 1 to the root r = v k of its subtree in round t. After one round of the algorithm, every v i is connected to v min{i+2,k} . Thus, the length of the path is at most k/2 . After O(log k) = O(log d) rounds the algorithm terminates yielding the claim.
Given Lemma 4.4, what remains to show for our algorithm is how to root a tree. The idea is to once more use the graph exponentiation method to learn an -hop neighborhood of a node in log steps. However, in order to prevent the space requirement from getting out of hand, each node performs only a bounded number of exponentiation steps, after which all nodes that already know their parent in the output orientation are removed from the graph. Then this process is iterated until at most one node (per connected component) remains.
In the following, we give a formal description of an algorithm A for rooting a tree of diameter d. The algorithm takes an integer B as input parameter that describes the initial memory budget for each node v, i.e., an upper bound on the number of edges that v may add before the first node removal. The execution of A is subdivided in phases i = 0, 1, . . . which consist of O(log d) rounds each. Set B 0 = B. In phase i, each node v does the following:
In round 0, node v sets its local budget B v to B i . In each following round j = 1, 2, . . ., node v first connects its 1-hop neighborhood to a clique by adding edges between all its neighbors that are not connected yet, but it does so only if the number of added edges is at most B v . Then v updates its local budget by decreasing B v by the number of edges that v added. If B v was not large enough to connect v's 1-hop neighborhood to a clique, then v does not add any edges in round j. This concludes the description of round j, of which there are O(log d) many. Denote the tree at the beginning of phase i by T i , and for each neighbor u of v, denote the set of nodes that are closer to u than v in T i by S i u (v). Phase i concludes with a number of special rounds: First, v checks whether it has a neighbor u in T i with the following properties: For the sake of this example, assume that the initial budget is 2. As illustrated in Figure 6a , leaves are always able to determine their parent.
Assuming that the tree has non-leaf minimum degree 3, removing all the leaves at least roughly doubles the budget of all nodes. Thus, in the second step, illustrated in Figure 6b , nodes with degree at most 4 are able to complete their 1-hop neighborhoods into a clique. Small subtrees rooted at (or connected to) v are removed quickly in our process, as illustrated in Figure 6c , and therefore, node v requires large subtrees to survive for many phases. If such a neighbor u exists (which, by definition, is unique), then v sets parent(v) = u . Second, v removes all edges that it added during phase i (regardless of whether a parent is set). Third, v is removed from T i if it already chose its parent, i.e., if it set parent(v). Fourth, the budget per node is updated, by setting B i+1 = B i · n i /n i+1 , where n i and n i+1 are the numbers of nodes of T i and T i+1 , respectively. This concludes the description of phase i. We execute this process until at most 1 node remains; since in each phase (at the very least) all leaves are removed, this process eventually terminates. It is straightforward to check that if a node v chooses its parent u = parent(v) in phase i, then any neighbor u = u of v in T i also chooses its parent in phase i, and, what is more, u chooses v as its parent (which, combined with the following observations, shows that the orientation of the input tree induced by the parent choices of the nodes yields indeed a rooted tree). Hence, given the above process, one of two things happens in the end: either exactly one node remains, or all nodes are removed but there is exactly one pair of nodes that chose each other as their parent. In the former case, no action has to be taken, as the remaining node is simple the root of our rooted tree. In order to handle the latter case, we add a simple fifth special round at the end of each phase i: Each node v removed in phase i checks whether the node it chose as its parent chose v as its parent. If this is the case, then the node with the higher id removes its choice of parent and becomes the root node of the input tree. See Figure 6 for an illustration of algorithm A.
Next, we present a number of lemmas in order to determine the runtime of algorithm A. Here, a subtree T (v) rooted at some node v corresponds to the descendants of v in the rooted tree T returned by A (or in the rooted subtree of T induced by the nodes of some T i ).
Lemma 4.5. Consider some arbitrary phase i, and let T (v) be the subtree of
, then v chooses its parent in phase i and is removed from the tree.
Proof. Let k be some arbitrary non-negative integer, and consider any node u in T (v) with distance at least 2 k to v. Observe that, according to A, the distance between any two nodes in T i decreases by a factor of at most 2 per round. Hence, after round k of phase i, all nodes contained in the 1-hop neighborhood of u are actually also contained in T (v). Thus, each edge that u would have added if it had connected its 1-hop neighborhood to a clique in each of the rounds 1, . . . , k + 1, disregarding any budget constraints, is an edge between nodes from T (v). Since |T (v)| ≤ √ B i , the number of edges between nodes from T (v) is bounded from above by B i ; it follows that u had enough budget to indeed connect its 1-hop neighborhood to a clique in each round up to and including round k + 1. Now consider any node w whose distance to v in T i is at least 2 k , but at most 2 k+1 − 1. Let w 0 , . . . , w k be nodes on the unique path between v and w with distance 2 0 , . . . , 2 k to v. Due to the observations above, it is straightforward to check that, in each round 1 ≤ h ≤ k, node w h−1 connects node w h to v, while in round k + 1, node w k connects node u to v. Since the depth of T (v) is upper bounded by log d, it follows that after log d rounds, all nodes from T (v) are contained in v's 1-hop neighborhood. Hence, v will choose the only neighbor that is not contained in T (v) as its parent, and v is removed in phase i. Since k was chosen arbitrarily, the lemma statement follows.
Lemma 4.6. Let T be a rooted tree with n nodes and diameter at most d. Let 1 ≤ α ≤ n, and let C be the set of nodes v with the property that
Proof. Assign one dollar to each node that is not contained in a subtree of size at most α. Every such node then distributes its dollar evenly among all of its descendants in C. Note that, for each leaf node w of the tree obtained from T by deleting all nodes in C, the number of descendants of w in C is at least α since otherwise w would be in C, by the definition of C. Hence, all nodes that are not contained in C have at least α descendants in C.
Consider then any node v ∈ C. Since the diameter of the tree is d, node v can have at most d ancestors in T . Every ancestor of v distributes at most 1/α dollars to v and therefore, v receives at most d/α dollars. As the amount of dollars did not change during its redistribution from nodes not contained in C to nodes in C, we can conclude that |C| · (d/α) ≥ n − |C| which implies that |C| ≥ n · (α/(d + α)).
Lemma 4.7. Assume that the input parameter B for our algorithm A satisfies B ≥ d 3 . Then the runtime of A on trees with n nodes and diameter d is O(log d · log log n).
Proof. Observe that the sequence B 0 , B 1 , . . . of budgets at the beginning of phases 0, 1, . . . is monotonically non-decreasing, by definition. Hence, B i ≥ d 3 for all phases i. Now consider some arbitrary phase i, and let n i denote the number of nodes of T i . By Lemma 4.5 and Lemma 4.6, the number of nodes that are removed in phase i is at least n i · (
. Thus, for the new budget B i+1 , it holds by definition that
Since, as observed above, d ≤ B
1/3
i , we obtain B i+1 ≥ B
7/6
i , which implies B i+5 ≥ B 2 i . Recall that in each phase i, at least a ( √ B i /d)-fraction of nodes is removed. Thus, after O(log log n) phases, all nodes (except possibly for one node) have been removed and the termination condition of A is satisfied. Since every phase takes O(log d) time, the claim follows. Now we have all the ingredients to prove the second part of Lemma 2.1. It is a simple corollary of the following theorem.
Theorem 4.8. Consider a forest F of n nodes where every tree is of diameter at most d. There is an MPC algorithm that finds the connected components of F in time O(log d · log log n) where
Proof. Imagine that we run algorithm A in parallel on all trees of the input forest F , with input parameter B = d 3 . There are only two parts of A that are of a global nature, i.e., where the actions of nodes do not depend on their immediate neighborhood: the termination condition that all nodes, possibly except for one, have been removed, and the part where the node's budgets are updated from B i to B i+1 . The former is easily adapted to the case of forests; each node simply terminates when itself or all its neighbors are removed. Regarding the updating of the budget, we adapt the tree rooting algorithm as follows: we still set the new budget B i+1 to B i · n i /n i+1 , but now n i and n i+1 denote the total number of nodes (i.e., in all trees of the forest) that have not been removed yet at the beginning of phase i, resp. phase i + 1.
In the following, we verify that Lemmas 4.5, 4.6, and 4.7 also hold for forests instead of trees. In the case of Lemma 4.5, this is obvious as the argumentation is local and thus also applies to forests. Lemma 4.6 trivially also holds for forests since the lemma statement holds for all trees in the forest. Finally, since the argumentation of the proof of Lemma 4.7 does not make use of the fact that the input graph is a tree except when applying Lemmas 4.5 and 4.6, it follows that Lemma 4.7 also holds for forests.
Hence, our adapted tree rooting algorithm actually transforms the forest into a rooted forest in time O(log d · log log n). Now we can apply Lemma 4.4, and, e.g., color each component with the color of the root node, thereby marking the connected components. Due to the runtime given in Lemma 4.4, our total runtime is still O(log d · log log n).
It remains to show that the claimed memory constraints are satisfied. Due to the space guarantee given in Lemma 4.4, it is sufficient to show that the memory overhead induced by adding edges during the execution of out forest rooting algorithm does not exceed the allowed amount. Thus, consider the number of edges added in an arbitrary phase i. Since each node adds at most as many edges as its budget allows, i.e., at most B i edges, the total number of edges added in phase i is upper bounded by n i · B i . By the definition of B j+1 , we have n j+1 · B j+1 = n j · B j , for any phase j. Hence, the value of n i · B i is the same for every phase i, and we obtain n i · B i = n 0 · B 0 = n · d 3 . Therefore, the number of edges added in any phase i does not exceed n · d 3 , and since all added edges are removed again at the end of each phase, the lemma statement follows.
Remark 4.9. In the analysis, we implicitly assumed that edges incident on nodes are always added only once. It could, however, be the case that some node is "unlucky" and many of its neighbors add a copy of the same edge many times. This misfortune could potentially result in adding n ε copies of the same (virtual) edge, which could, in turn, overload the memory per machine constraint on the machines containing these unlucky nodes. For the sake of simplicity, we decided to leave this problem to the shuffling algorithm of the underlying MPC framework that can, for example, load the nodes onto the machines greedily after each communication step. Since the total memory constraint is satisfied, this is always feasible. Alternatively, the shuffling algorithm could simply drop duplicate messages.
Open Questions
General Graphs:
P1 Devise (or rule out) a low-memory MPC algorithm that finds an MIS in general graphs in time O(poly log log n).
Other Fundamental Graph Problems: As an MIS of the line graph 7 corresponds to a Maximal Matching in the original graph, an MIS algorithm usually directly gives rise to a Maximal Matching algorithm. In the MPC framework, however, it might not even be possible to store the line graph, which seems to complicate the simulation of the MIS algorithm on the line graph.
P2 Devise an efficient low-memory MPC algorithm for the Maximal Matching problem.
