Abstract. We consider nonlinear optimal control problems with state constraints and nonnegative cost in infinite dimensions, where the constraint is a closed set possibly with empty interior for a class of systems with a maximal monotone operator and satisfying certain stability properties of the set of trajectories that allow the value function to be lower semicontinuous. We prove that the value function is a viscosity solution of the Bellman equation and is in fact the minimal nonnegative supersolution.
1. Introduction. We study optimal control infinite horizon problems with state constraints in infinite dimensions. Let H be a real Hilbert space and let A be a maximal monotone operator in H, possibly nonlinear and multivalued. Let U be a Hilbert space and let f : D(A) × U → H; the precise assumptions on f are stated in section 2. Our choice of the running cost g forces a state constraint on the trajectories of the system (1.1). Namely, let K denote the closure of dom(g) = {x: g(x) is finite}; we remark that K may have an empty interior (with respect to D(A)). Then clearly V (x) = +∞ for x ∈ D(A) \ K, so that dom(V ) ⊂ K. Observe that for x ∈ dom(V ) in (1.3) it is enough to take the infimum over all controls u ∈ U(x), where U(x) = u ∈ L 2 (0, ∞; U ): J(x, u) < +∞ , (1. 4) and we can write V (x) = inf {J(x, u): u ∈ U(x)} for x ∈ dom(V ) ⊂ K. (1.5) In particular, for every x ∈ dom(V ) there exists a control u ∈ L 2 such that g(y(t)) is finite for almost all t ≥ 0; that is, u is admissible for the state constraint K and satisfies y(t, x, u) ∈ K for all t ≥ 0.
We refer to M. Soner [20] for sufficient conditions for existence of admissible controls at all points in the finite-dimensional case and to P. Cannarsa, F. Gozzi, and M. Soner [6] for infinite-dimensional systems. We also recall I. Capuzzo-Dolcetta and P. L. Lions [7] for a general study of constrained viscosity solutions in finite dimensions. In our study we do not require the condition U(x) = ∅ for x ∈ K and thus dom(V ) may be strictly contained in K.
As usual, following the dynamic programming approach, the value function V is expected to solve in some weak sense the associated Bellman equation The main technical problems in proving (1.6) are due to the fact that K, and, consequently, dom(V ), may have an empty interior. A suitable concept of solution, taking into account this and the singularity of the Hamiltonian outside dom(g), is introduced in section 3. It is clear that even if dom(V ) = D(A), solutions of (1.6) are never unique, and this ill-posedness of the problem may not be fixed by prescribing solutions to vanish at a particular point; see the paper by the second author [22] for some examples.
A finite horizon version of the control problem we study, for a linear system, linear operator A and convex cost g, and the time-dependent version of (1.7) associated with it, were studied by P. Cannarsa and G. Di Blasio in [5] . In [5] the authors assume that U(x) = ∅ for x ∈ K and define weak solutions of the evolution equation corresponding to (1.7) as pointwise limits of increasing sequences of strong solutions of approximate equations that are associated with unconstrained convex control problems. Strong solutions are meant in the sense of convex control theory; see V. Barbu and G. Da Prato [3] .
Our approach is different. We directly define solutions of (1.6) as viscosity solutions in the spirit of D. Tataru [24] , [25] and M. G. Crandall and P. L. Lions [15] , modifying their definition to take into account the failure of comparison between super-and subsolutions of (1.6) and to cope with extended real-valued solutions. This idea allows us to eliminate the convexity assumption and to extend the framework of [5] to include certain nonlinear systems; see sections 2 and 6 for precise assumptions and examples. On the other hand we do not prove general explicit formulas for the optimal feedback law, as in [5] . This kind of result remains for now a peculiarity of convex control, where more regular (e.g., convex) value functions are available. We refer the reader also to [3] for these results in the case of unconstrained control problems. We prove that the value function in (1.5) is the minimal nonnegative viscosity supersolution of (1.6) . To this end we extend to infinite-dimensional systems certain optimality principles for viscosity supersolutions and subsolutions proved by the second author in [21] and [22] in finite dimensions.
Our techniques have a broader scope. We decided to treat the infinite horizon problem without discount factor and the stationary problem (1.6) here because of the additional technical difficulties it poses, namely, the lack of comparison for viscosity solutions of the Bellman equation. In the case of the finite horizon problem and the infinite horizon problem with a positive discount factor, appropriate analogues of our main result hold and are in fact easier to obtain. When g is Lipschitz, the corresponding Hamilton-Jacobi equations do satisfy comparison and have unique solutions, as is known from Crandall and Lions [15] , which can be used to simplify our proofs. However, if g is merely extended real-valued and lower semicontinuous, one only expects uniqueness results in the spirit of our Proposition 2.5.
The plan of the paper is as follows. Our assumptions and statements are discussed in section 2. The definitions and references for the theory of viscosity solutions, as well as some preliminary lemmas, are given in section 3. In section 4 we study the relationship between Hamilton-Jacobi-Bellman equations and value functions of control problems. In section 5 we complete the proof of our main result. Finally, in section 6 we present some examples of systems and constraints satisfying our assumptions.
Preliminaries: Assumptions and statements.
H is a fixed real Hilbert space and A a maximal monotone (equivalently, m-accretive) operator in H. Then −A generates a strongly continuous semigroup S(t) of contractions on D(A); we refer the reader to V. Barbu [1] or H. Brézis [4] for the theory of nonlinear semigroups.
The function f in the state equation (1.1) will always satisfy
Note that from (2.1) and Hölder's inequality, for every x, z ∈ D(A), u ∈ L 2 , and t > 0, 2) and then by Gronwall's lemma y(t, z, u) stays bounded for t bounded, uniformly in u bounded in L 2 and z bounded in D(A). Using (2.2) again we deduce
Our most restrictive, although natural, assumption on the system is one of the following two stability conditions:
Conditions (W) and (S) are not directly comparable. Note however that by (2.1) and Gronwall's inequality we have that
and therefore (S) is equivalent to its version with x n ≡ x ∈ D(A). Moreover, the condition that y(·, x, u n ) converges pointwise to y(·, x, u) in (S) is equivalent to uniform convergence in C([0, T ]; U ); see Theorem 2.3.1 in Vrabie [26] . It is well known (and can be easily deduced from the Duhamel principle) that the weak condition (W) holds if the operator A is linear and f (x, u) = Bu, where B ∈ L(U, H). In particular, our framework extends that in [5] . If instead −A generates a compact semigroup, then the strong condition (S) is satisfied when f (x, u) = f 1 (x) + f 2 (x)u and f i , i = 1, 2 are Lipschitz; see Proposition 2.7 and Remark 2.8 below. The condition (S) is also satisfied if f (x, u) = Bu, B ∈ L(U, H) is compact, and A generates a weakly equicontinuous semigroup; see Remark 2.10 at the end of this section.
Remark 2.1. All the results we present in this paper hold with trivial changes even if we require the controls to satisfy the condition u(t) ∈ C ⊂ U for a.e. t ≥ 0, where C ∋ 0 is such that L 2 (0, T ; C) is weakly closed in L 2 (0, T ; U ) for T > 0, for example, if C is closed and convex. For previous results on convex control problems with control constraints see also Di Blasio [17] .
In what follows, LSC(Ω), U SC(Ω), w-LSC(Ω), and w-U SC(Ω) will stand for the spaces of all lower semicontinuous, upper semicontinuous, sequentially weakly lower semicontinuous, sequentially weakly upper semicontinuous (possibly extended real-valued) functions on Ω, respectively.
We will always assume that
is at least lower semicontinuous and denote
One can impose state constraints on the system (1.1) on given closed set K by starting off with any g: D(A) → [0, +∞) and setting g ≡ +∞ off K, so that the value function V associated with such a running cost satisfies dom(V ) ⊂ K. Obviously g ∈ LSC(D(A)) if and only if g |K ∈ LSC(K), and asking for g ∈ w-LSC(D(A)) roughly amounts to g |K ∈ w-LSC(K) and the set K to be weakly closed.
We state the main result of the paper, which says that the value function V given by (1.3) can be uniquely characterized as the minimal nonnegative lower semicontinuous supersolution of (1.6). For the definition of viscosity solutions we refer to the next section. Recall that V : D(A) → [0, +∞] satisfies dom(V ) ⊂ K and is given by (1.3).
Theorem 2.2. Assume (2.1) and (2.4). Suppose that g ∈ w-LSC(D(A)) (g ∈ LSC(D(A)), respectively). If (W) ((S), respectively) holds, then V is a viscosity solution of (1.6) and it is the minimal nonnegative, sequentially weakly lower semicontinuous (strongly lower semicontinuous, respectively) extended real-valued viscosity supersolution of (1.6). Theorem 2.2 will follow from the following series of propositions. The first statement is about the regularity of the value function. Note that the proof we give also shows existence of optimal controls for our problem; see section 5.
Proposition 2.3. Assume (2.4) and suppose that (1.1) has a unique mild solution for any u ∈ L 2 (0, ∞; U ) and
The second statement relates the value function to the Hamilton-Jacobi equation. Proposition 2.4. Assume (2.1) and (2.4) and suppose that g ∈ LSC(D(A)). Then the value function V is a viscosity solution of (1.6).
The third statement characterizes the value function through the equation. Proposition 2.5. Assume (2.1) and (2.4). Suppose that g ∈ w-LSC(D(A)) (respectively, g ∈ LSC(D(A))) and (W) ((S), respectively) holds. Suppose that w ∈ w-LSC(D(A)) (w ∈ LSC(D(A)), respectively) is a nonnegative, extended real-valued viscosity supersolution of (1.6). Then w ≥ V on D(A), where V is the value function given by (1.5).
We will prove more than the statement of Proposition 2.5, namely, an optimality principle for supersolutions of (1.6). We refer to section 5 for the actual statement of this result, see Lemma 5.5, and to [21] and [22] for similar results in the finitedimensional case. Note in particular that from Proposition 2.5 it follows that there exists a viscosity supersolution of (1.6) which is finite at x if and only if V (x) is finite and, therefore, if and only if there is at least one control providing a finite cost at x, i.e., U(x) = ∅.
Remark 2.6. If A is linear, −A generates a compact semigroup, f (x, u) = Bu, where B ∈ L(U, H), and (2.1) and (2.4) hold, then the following holds true (note that it is stronger than both (W) and (S)):
Then statements a little bit stronger than the ones above hold; e.g., g ∈ LSC(D(A)) implies that V ∈ w-LSC(D(A)), etc.
We continue this section by proving the sufficient condition for (S) that we mentioned above.
Proposition 2.7. Suppose that f (y, u) = f 1 (y) + f 2 (y)u, where
Then for every 0 < t ≤ T , E n : C ([0, t]; H) → C ([0, t]; H) and we claim that with respect to the sup-norm in
where L denotes a Lipschitz constant for f 1 and f 2 , and C = max n { u n L 2 (0,T ;U ) }.
If
and (2.5) holds if k = 1. Suppose that (2.5) holds for k ≥ 1. Then
Then (2.5) follows by induction. In particular, E k n is a contraction for big k. Note that y ′ + Ay ∋ f 1 (y) + f 2 (y)u n if and only if y is a fixed point of E n : y = E n [y]. For n = 1, 2, . . . , ∞ denote y n (·) = y(·,x, u n ). Then by (2.5) y n can be obtained as a limit of iterations, starting from the constant function 0
We claim that
letting m → ∞ in (2.7) and Hölder's inequality give (2.6).
We will prove that
Since for every k ≥ 1,
uniformly on [0, T ] as n → ∞ by the Baras theorem; see, e.g., Corollary 2.3.1 in [26] . Thus (2.9) holds for k = 1. Suppose that (2.9) is proved for k ≥ 1. Then
, and using the Baras theorem again gives (2.9) for k + 1. Therefore, (2.9) is proved by induction, and consequently (2.8) is satisfied, and the proof of the proposition is complete, since, as observed above, (S) is equivalent to its version with x n =x.
Remark 2.8. The result of Proposition 2.7 has independent interest. However, since the proof of the main result of this paper requires condition (2.1) on the vector field f , there are really two cases where we can apply Proposition 2.7. Either f 2 ≡ B ∈ L(U, H) is constant, or we choose our controls in the restricted set L 2 (0, +∞; C), where C is convex, closed, and bounded in U ; see Remark 2.1. Note also that the proof of Proposition 2.7 shows existence and uniqueness of mild solutions of y ′ + Ay ∋ f 1 (y) + f 2 (y)u for any maximal monotone operator A.
Remark 2.9. Let Φ: H → R ∪ {+∞} be a lower semicontinuous and convex function dom(Φ) = ∅. Then its subgradient ∂Φ is an example of a multivalued, maximal monotone operator. Note that for our purposes it is not restrictive to assume that Φ ≥ 0. In fact, if (x 0 , p 0 ) ∈ ∂Φ, then defining
we getΦ(x 0 ) = 0 and (x 0 , 0) ∈ ∂Φ. In particular ∂Φ = ∂Φ − p 0 andΦ ≥ 0, sinceΦ is convex. Therefore, for A = ∂Φ the properties of the system (1.1) are unaffected.
Assume now that Φ satisfies the following coercivity condition, namely, dom(Φ) ⊂ V ⊂ H, where V is a Hilbert space compactly and algebraically imbedded into H, and there are two functions ω, ρ: [0, +∞) → [0, +∞), ρ nondecreasing, such that ω( y V ) ≤ ρ( y ) + Φ(y) and lim r→+∞ ω(r) = +∞.
Then for all λ ≥ 0 the sublevel set {y ∈ H: y 2 + Φ(y) ≤ λ} is bounded in V and is hence compact in H. This means that Φ is of compact type, which is equivalent to saying that −∂Φ generates a compact semigroup; see [26 
The situation we just described appears in the so-called abstract parabolic variational inequalities, where we are given an operator in H of the form A = (Ã + ∂ϕ) ∩ H × H. The operatorÃ is supposed linear, bounded, and symmetric;Ã:
V is a Hilbert space compactly and algebraically imbedded into H; V dense in H. Moreover,Ã satisfies for a > 0, b ∈ R,
The function ϕ: H → R ∪ {+∞} is supposed to be nonnegative, lower semicontinuous and convex, dom(ϕ) = ∅. For simplicity of notation we supposeÃ monotone (otherwise b < 0 and one has to considerÃ − bI in the following). Then by defining Φ: H → R ∪ {+∞},
we get ∂Φ =Ã + ∂ϕ and we fall into the situation above, namely, the operator −A = −∂Φ generates a compact semigroup, and Proposition 2.7 applies.
Remark 2.10. Other situations are known in the literature where our condition (S) is satisfied. We can consider systems of the form
where −A generates a weakly equicontinuous semigroup, B ∈ L(U, H) is compact, and our set of admissible controls is restricted to L 2 (0, +∞; B U R ) for some R > 0. For the proof of this statement, see [26, Theorem 2.9.2] . See also Remark 2.1 and section 6 for an explicit example.
3. Viscosity solutions. Over the last decade substantial progress in the theory of Hamilton-Jacobi-Bellman-Isaacs equations in infinite-dimensional spaces has been made due to the introduction of the notion of viscosity solution. In particular, very general results have been obtained for equations with unbounded terms; see, e.g. [18] , [24] , [15] , and [25] .
We seek to solve the partial differential equation
where Ω ⊆ D(A). Whenever the function u is regular enough, the derivative Du is understood in the sense of Fréchet and is identified with an element of H. Thus F : Ω × R × H → R is appropriate. However, in general our solutions will not be smooth in the above sense and we need to relax the concept of solution. In case of a bounded A (see [10] , [11] , [12] ) the theory of viscosity solutions for (3.1) is not much different from the finite-dimensional one for which we refer the reader to [8] . For an unbounded A one additional difficulty is in the interpretation of the term Ax, Du(x) whenx ∈ D(A). The classical approach (see, e.g., work of Barbu and Da Prato [3] ) is restricted to equations with convex and Lipschitz ingredients and linear A. Crandall and Lions [13] , [14] , [16] introduced a notion of viscosity solution suitable for a linear A and more general nonlinearities F . Ishii [18] deals with the case of A = ∂h, where h is convex and lower semicontinuous. The definition of solution suitable for (3.1) with no additional assumptions on A besides maximal monotonicity has been introduced by Tataru [24] and later refined by Crandall and Lions [15] and Tataru [25] . Here we will follow Crandall-Lions's approach [15] .
As explained in [24] , for ϕ ∈ C 1 (H) it is natural to interpret the unbounded term Ax, Dϕ in terms of the derivatives of ϕ along the trajectories of S(t). This motivates the following definition.
We refer to [15] and [19] for basic properties of these operators. Next we introduce "test functions." Lip(Ω) will denote the space of all Lipschitz continuous functions on Ω. Given ψ ∈ Lip(Ω), L(ψ) will denote its best Lipschitz constant. Hereafter we denote with P the projection of H onto D(A).
Definition 3.2. We will say that
Remark 3.3. As explained in [15] , the restrictions on ψ in (3.2) and (3.3) are made only for notational convenience. Since only the values of ψ on D(A) matter, one can always extend ψ from D(A) to all of H via ψ(x) = ψ(P x) without increasing its Lipschitz constant to guarantee that (3.2) and (3.3) hold.
The notion of viscosity solution we are about to introduce is specific for equations of the form (1.6) but trivially adapts to include more general equations arising in optimal control and differential games. The technical reasons for introducing a new concept instead of following [15] exactly are presented in Remark 3.7 below along with comments explaining the relationship between this notion and the one due to Tataru and Crandall-Lions.
Given an extended real-valued function w on D(A), we denote by w * and w * its upper and lower semicontinuous envelopes, respectively; i.e., for x ∈ D(A),
Definition 3.4. Suppose that (2.1) holds and let g as in (2.4) be lower semicontinuous. Then w ∈ U SC(D(A)) (w ∈ LSC(D(A)), respectively) is a viscosity subsolution (respectively, supersolution) of (1.6) if for every subtest (respectively, supertest) function Φ = ϕ + ψ ∈ C 1 (H) + Lip(H) and a local maximum (respectively,
A function w (not necessarily continuous) defined on D(A) is a solution of (1.6) if w * is a subsolution and w * is a supersolution of (1.6).
In the following we write B r (x) for the closed ball in H of radius r centered at x. Note that in both (3.4) and (3.5) one can replace L(ψ) by a local Lipschitz constant for ψ. Indeed, suppose that ψ is L−Lipschitz on B r (x). Let Q denote the (orthogonal) projection onto B r (x) ∩ D(A) and putψ(x) = ψ(QP x). Thenψ(P x) =ψ(x) for all x,ψ is L−Lipschitz on H and coincides with ψ nearx on D(A), and therefore can be used in place of ψ. Also by modifying ϕ away fromx using an appropriate cut-off technique one can achieve that it is not restrictive to suppose ϕ ∈ Lip(H); this can be done without destroying the subtest (or supertest) property.
Remark 3.5. Note that if u is a solution of (1.6) then the supersolution condition (3.5) may have to be checked at all pointsx ∈ dom(w * ), even forx ∈ dom(w * ) \ dom(g), while the subsolution condition (3.4) is meaningful only at pointsx ∈ D(A) such that both w and g are locally bounded from above nearx on D(A), since otherwise eitherx ∈ dom(w * ) or g * (x) = +∞ and (3.4) is trivially satisfied. In particular, it follows that (3.4) trivializes unlessx ∈ dom(g * ) ⊂ int(K) (the interior is taken with respect to D(A)). This shows that in our problem, at least when K has an empty interior, the role of subsolutions is neither particularly meaningful nor helpful. We considered the Hamilton-Jacobi-Bellman equation (1.6) for our problem in the whole of D(A) only for notational convenience. As a matter of fact the supersolution condition really plays a role only in K = dom(g), as the following result shows. In the proof of Proposition 3.6 (and also in the proof of Lemma 5.5 below) we will use a perturbed optimization technique due to Tataru (see [25] and also CrandallLions [15] ). For x, y ∈ D(A) define the Tataru distance d by
d is almost a metric (it lacks symmetry). In [25] Tataru proved a version of the classical Ekeland ε-variational principle with d in place of the norm. Subsequently, this optimization technique was successfully employed in proofs of comparison and uniqueness of viscosity solutions by Tataru and then Crandall and Lions; see [24] , [15] , [25] , and the proof of Lemma 5.5.
Proof of Proposition 3.6. Of course we only need to show the necessary part. Suppose that u(z) < +∞, z ∈ Ω. Choose r > 0 such that B 2r (z) ∩ D(A) ⊂ Ω and pick any y ∈ B r (z) ∩ D(A). Since u is bounded from below, by choosing sufficiently large M > 0 we can guarantee that
where σ > 0 and g(x) = u(x) + M x − y 2 (inf ∅ = +∞). For ǫ > 0 use Tataru's perturbed optimization (see [25] ) to findx ∈ B 2r (z)∩D(A) such that the mapping x → g(x) + ǫ d(x,x) has atx finite minimum over B 2r (z) ∩ D(A). From (3.7) it follows that if ǫ is sufficiently small then x−z < 2r and, consequently, u(x)+M x−y 2 +ǫ d(x,x) has atx local minimum relative to Ω. Denoting Φ(x) = −M x − y 2 − ǫ d(x,x), Φ is a supertest function and
), which contradicts (3.6). Remark 3.7. We recall here the definition of solution employed by Crandall and Lions in [15] and compare it with ours. In order to interpret the term "Dψ" for merely Lipschitz ψ in the general case of (3.1), for (x, r, p) ∈ Ω × R × H and λ > 0, they introduce the notation
A function u ∈ U SC(Ω) (u ∈ LSC(Ω), respectively) is a CL-viscosity subsolution (respectively, CL-supersolution) of (3.1) with a continuous F if for every subtest (respectively, supertest) function Φ = ϕ + ψ ∈ C 1 (H) + Lip(H) and a local maximum (respectively, minimum)x ∈ dom(u) of u − Φ relative to Ω, we have
These definitions still make sense for extended real-valued F . In this case, as well as in the case of discontinuous F , the definitions of sub-and supersolutions have to be modified in a usual way by inserting appropriate semicontinuous envelopes (e.g., F * for the subsolution condition and F * for supersolutions).
is as in (1.6) then both notions of supersolutions clearly coincide, while the notion of Crandall-Lions' subsolution is stronger than the one given in Definition 3.4. The reason for introducing a new concept of solution as in Definition 3.4 is to eliminate "error terms" which appear while proving that the value function of a control problem or a differential game solves the associated Hamilton-Jacobi equation; see, e.g., the proof in the next section and also [12] , [24] , and [19] . Such error terms can be eliminated by means of comparison principle if it holds for the equation under consideration; see [12] and [19] for the appropriate argument. Problems of type (1.6) that we study here fail to have unique solutions and we dispense with error terms by relaxing the notion of solution. We observe however that our notion applied to Hamiltonians satisfying typical conditions required to carry out the proof of uniqueness of viscosity solutions yields the same unique solution as the one in [15] .
Next two auxiliary lemmas on change of variables will be used in the proof of the main result in section 5. For convenience, Lemmas 3.8 and 3.9 are stated for general Hamiltonians and Crandall-Lions's notion of supersolution. We will apply them to Hamiltonians as in (1.6), recalling that in this case, by Remark 3.7, the two notions of supersolutions as given in [15] and in Definition 3.4 are equivalent. where Ω ⊆ D(A) and F : Ω × H → R is upper semicontinuous and locally uniformly continuous in its second variable. Then W (x) = 1 − e −w(x) is a CL-supersolution of
where F (x, r, p) = (1 − r)F (x, p/(1 − r) ).
Proof. For r ∈ R ∪ {+∞} put ρ(r) = 1 − e −r , where ρ(+∞) = 1; then W = ρ(w) and 0 ≤ W ≤ 1, but W < 1 on dom(w). Let Φ = ϕ + ψ be a supertest function and suppose that W − Φ has a local minimum (relative to Ω ∩ dom(w)) atx ∈ Ω ∩ dom(w), so W (x) < 1. Without loss of generality we may assume that
Locally nearx on Ω ∩ dom(w),
with equality atx, whereφ = ρ −1 (ϕ) = − ln(1 − ϕ). It follows that w −φ −ψ has a local minimum relative to Ω atx, whereψ = ρ −1 (eφψ) = − ln(1 − ψ 1−ϕ ). We will show thatφ +ψ is a supertest function. Clearlyφ(P x) ≥φ(x) for all x,φ ∈ C 1 (H) and Dφ(x) = Dϕ(x)/(1 − W (x)). Formally (but strictly a.e. in every direction)
Therefore,
+ o(1) as r ↓ 0, and from (3.8) and the locally uniform continuity of H
Now note that for any y ∈ D(A) and h > 0, from the mean value theorem
as y →x and h ↓ 0 and consequently
Combining this with (3.11) gives
and (3.9) follows.
Proof. Suppose that W −Φ has a local minimum relative to D(A) atx ∈ D(A). If x ∈ Ω there is nothing to show. Otherwise, since Φ is a supertest function, it follows that
provided x ∈ H is sufficiently close tox, so Φ has a local maximum relative to H at x and therefore Dϕ(x) ≤ L(ψ). Moreover,
and then
4. Value functions, dynamic programming principle and HamiltonJacobi equations. In this section we develop the dynamic programming approach for the value function in (1.3) and an auxiliary value function which will be helpful in the proof of the main result. Let f and g be as in (2.1) and (2.4), respectively. In the following for t, λ > 0, x ∈ D(A), u ∈ L 2 , and w: D(A) → R, we denote
where y(·, x, u) is the trajectory of the system (1.1) corresponding to the choice of control u(·) and initial point x ∈ D(A). We start considering the value function V given by (1.3),
and improve the representation formula in (1.5). Lemma 4.1. Assume that V (x) is finite. Then there is M x > 0 such that
Proof. The proof is immediate if we observe that by the assumption and the fact that g is nonnegative for all ǫ-optimal controls u for V (x) with ǫ ≤ 1, we have 1 2 u 2 2 < V (x) + ǫ, and then we can take, e.g., M x = 2(V (x) + 1). As a consequence the following dynamic programming principle holds. Lemma 4.2. Assume that V (x) is finite. Then there is a constant M x > 0 such that the constrained value function V satisfies, for all t ≥ 0,
Proof. If x ∈ dom(V ), the proof of the fact that
is completely standard and we skip it. Since V is nonnegative by definition, the rest of the statement follows by the same argument as in the proof of Lemma 4.1.
We now proceed with the proof of Proposition 2.4. We start recalling a preliminary technical lemma, which is based on ideas of Tataru, see [24] and [25] , but for this particular version of it we refer the reader to the paper by the authors andŚwie ֒ ch [19] . 
for all 0 ≤ t <t, uniform for v bounded in L 1 (0,t; H) andŷ sufficiently close tox. Observe that a supertest version of the previous lemma holds as well by replacing Φ with −Φ. To make the proof of Proposition 2.4 below self-contained we don't assume the lower semicontinuity of V (Proposition 2.3), and this is being taken care of in the course of the proof by introducing V * . The proof simplifies somewhat if Proposition 2.3 is proved first.
Proof of Proposition 2.4. 1. We start with the supersolution case. Suppose that V * −Φ has a local minimum atx ∈ dom(V * ) ⊂ K and V * (x) = Φ(x). We start proving that
As we mentioned above, it is not restrictive to assume that Φ is Lipschitz. Let ε ∈ (0, 1] be fixed and h > 0 be sufficiently small. Let x n →x be such that V (x n ) → V * (x).
From the proof of the dynamic programming principle Lemma 4.2 we can find a control u h n with u h n L 2 (0,h) ≤ Mx depending only onx such that
and then as in (2.2), since g is nonnegative,
where we put Cx to emphasize the dependence onx. Rearranging the terms we can find M > 0 depending only on L, L(Φ), and q such that
where r n = u h n L 2 (0,h) / √ h, and then, letting n → +∞ first, (4.4) follows. We now argue by contradiction and suppose that
That is, for all u ∈ L 2 (0, +∞; U ) and t ≥ 0 we have
Observe that for x n →x and V (x n ) → V * (x), by the proof of Lemma 4.2, the constants M xn , Mx can be chosen uniformly bounded in n, say, by M . From (2.2), (2.3), and the assumptions on g, for every sufficiently small t > 0 and all u ∈ U(x n ), u L 2 ≤ M , we then have
, where y n (·) = y(·, x n , u). Integrating from 0 to t gives
for every u ∈ U(x n ), u 2 ≤ M , and thus
We now use the dynamic programming principle Lemma 4.2, Lemma 4.3 (its supertest version), and (2.3) and get, for t > 0 sufficiently small,
where o(1) is independent of n. Hence a contradiction as n → +∞ first and t ↓ 0 next.
2. We now turn to the proof that V is a subsolution. Let Φ be a Lipschitz continuous subtest function and assume that V * − Φ attains a maximum atx ∈ dom(V * ); of course this implies thatx ∈ int(dom(V * )) ⊂ int(K) as V is nonnegative. Moreover, it is not restrictive to assume V * (x) = Φ(x). First we will prove that D
. We may also suppose thatx ∈ dom(g * ), as otherwise (3.4) is automatically satisfied. Then for sufficiently small t > 0 and large n, the control u(s) ≡ 0 for s ∈ [0, t] and suitably defined afterward is an admissible element of U(x n ). Note to this end that V is locally bounded atx; hence U(x) = ∅ for x close tox. From x ∈ dom(g * ) and (2.3) it follows that g(y(s, x n , u)) stay bounded uniformly in t small and n big. Denote this upper bound by Cx; then by Lemma 4.2 we have
Letting n → ∞ and proceeding as in (2.2) gives, for t sufficiently small,
with some constant C > 0, which implies that D − A Φ(x) < +∞. We now again argue by contradiction and suppose that
Then there is u * ∈ U such that
. By the proof of Lemma 4.2 we can choose the constants M xn , Mx uniformly bounded, say, by M . Note that fromx ∈ int(dom(V * )) and by (2.3), for a sufficiently small t > 0 and then for n large, we can find an admissible control u t ∈ U(x n ) satisfying u t (s) = u * for s ∈ [0, t] (we can suitably extend it outside [0, t]). Denoting y n (·) = y(·, x n , u t ) from (2.1) and (2.3) there exists t > 0 such that, for s ∈ [0, t] and large n,
Integrating from 0 to t gives
and consequently, denoting y(·) = y(·, x n , u) for a general u ∈ U(x n ),
From this, using Lemma 4.3, we get
where o(1) does not depend on n as t ↓ 0. Letting n → +∞ we then obtain −tθ ≥ o(t), and this finally leads to a contradiction. In the rest of this section, we proceed with some results concerning an auxiliary problem we will need in the proof of Proposition 2.5, and for λ > 0 and w: D(A) → R consider the value function
The function v λ is known as the value of a stopping time control problem with stopping cost w. 
Proof. By definition of v λ , since g and w are nonnegative, we immediately obtain
where we recall that ρ(r) = 1 − e −r . Therefore, for any ǫ-optimal control u for v λ (x) with ǫ ≤ ǫ independent of x, from Lemma 4.4 we have that
Therefore, if T > 0 is sufficiently small we get
and the conclusion by definition of ρ.
As a consequence of the previous two lemmas, the following dynamic programming principle holds for the auxiliary value function v λ defined by (4.7). Lemma 4.6. Under the assumptions and using the notation of Lemma 4.4, for all x ∈ D(A) and t ≥ 0 we have that
, there is ǫ > 0 such that for z ∈ D(A), z − x < ǫ, and |v
Proof. The first part of the statement follows easily from the definition of v λ (x), Lemma 4.5, and the usual dynamic programming principle arguments, and we skip its proof.
We now assume that x ∈ D(A) and (v λ ) * (x) > w * (x). If the statement was false, we could find sequences x n ∈ D(A) and 0 < δ n , t n < 1/n such that
and then using the definition of v λ and J λ , we can modify the control u n off [0, t n ] (we still use the same notation however) in such a way that by a change of variables in the integrals on the left-hand side we get
Hence there is a sequence s n ∈ [0, t n ] such that
By the uniform L 2 estimate on the controls u n , i.e., u n L 2 (0,sn) ≤ K, the definition of J λ and by (2.3), we know that
Therefore, as n → ∞ in (4.10) we obtain
and then we have a contradiction. Given Lemma 4.6, with a proof similar to the one of Proposition 2.4 we can show the following result. 
where solutions of (4.11) are defined by adapting Definition 3.4 in an obvious way. It is well known that stopping time control problems give rise to "quasi-variational inequalities" of the form (4.11); see [23] and the references therein.
5. Regularity and optimality principle. In the course of the proof of our main result we will use inf-convolutions to regularize various functions, including g. For h: H → R ∪ {+∞} and ǫ > 0 put
If h is lower semicontinuous and bounded from below then h ǫ converge to h pointwise from below as ǫ ↓ 0. It is also known that if h is bounded or uniformly continuous then h ǫ is globally Lipschitz. Moreover, if h is weakly lower semicontinuous then so is h ǫ ; see [9] . Therefore, combining inf-convolutions with an appropriate cutoff technique, for any bounded from below, (weakly) lower semicontinuous function h: D(A) → R ∪ {+∞} one can construct a sequence h 1 ≤ h 2 ≤ · · · ≤ h n ≤ · · · of bounded, globally Lipschitz (weakly) lower semicontinuous functions on H such that h = sup n h n on D (A) .
In what follows we will frequently rely on the following well-known simple fact. X is going to be H equipped with either weak or strong topology.
Lemma 5.1. Suppose that X is a topological space and let φ, φ n : X → R ∪ {+∞} be sequentially lower semicontinuous. If
and taking a supremum over N gives (5.1).
The following lemma guarantees the existence of optimal controls in the problems we consider and relies on one of the crucial assumptions (W) or (S) (see also Theorem 3.4 in [17] ).
Lemma 5.2. Assume that (1.1) has a unique mild solution for any u ∈ L 2 (0, ∞; U ) and
, respectively) holds and
where y(·) = y(·, x, u) is the mild solution of (1.1) and
Proof. It is clear by definition that C is smaller than the right-hand side of (5.2) for any choice of u # ∈ L 2 . To prove the opposite inequality, we may assume that C < +∞. For every n there exists u n ∈ L 2 such that for every t ≥ 0
Hence u n are uniformly bounded in L 2 , and one can find u # ∈ L 2 such that u n ⇀ u # weakly in L 2 (0, T ; U ) for every T > 0 (passing to a subsequence if necessary). By the stability assumption y n (s) ≡ y(s, x, u n ) converges to y # (s) ≡ y(s, x, u # ) weakly (respectively, strongly) in H for every s > 0. Using the lower semicontinuity of φ n 's, g n 's, and the norm, from Lemma 5.1 and Fatou's lemma we deduce lim inf
for every t ≥ 0 and the result follows. Corollary 5.3. Under the assumptions of Proposition 2.3 the value function V in (1.5), i.e.,
has optimal controls.
Proof. Apply Lemma 5.2 with g n ≡ g and φ n ≡ 0. Given existence of optimal controls, we show that V is lower semicontinuous. Proof of Proposition 2.3. Suppose for instance that g ∈ w-LSC(D(A)) and that (W) holds (the other case follows similarly). Let x n ⇀ x, x n , x ∈ D(A). We may assume that lim inf n→∞ V (x n ) < +∞, and, passing to a subsequence, that V (x n ) converges to lim inf n→∞ V (x n ). From Corollary 5.3 for every n there exists u n ∈ L 2 an optimal control for V (x n ); that is,
Then u n 2 are uniformly bounded and there is u # ∈ L 2 such that u n ⇀ u # weakly in L 2 (0, T ; U ) for all T > 0 (passing to a subsequence if necessary), and then by (W) y(s, x n , u n ) ⇀ y # (s) ≡ y(s, x, u # ) weakly in H for every s > 0. Taking lim inf as n → ∞ in (5.3) yields, as in the proof of Lemma 5.2,
for every t > 0 and therefore lim inf n→∞ V (x n ) ≥ V (x). Proposition 2.5 is contained in the statement of Lemma 5.5 below, which is an optimality principle for viscosity supersolutions of equation (1.6) . First, however, we prove the following elementary statement.
where f satisfies (2.1). Then for all R > 0 and k
Proof. Observe that by the assumption (2.1), F (x, p, r, s) is finite for all (x, p, r, s) ∈ D(A) × H × R × [0, 1). From one side, by choosing u = 0 we have by (2.1) 
Therefore, to reach the conclusion it is enough to consider only u's such that
We will use the elementary fact that for every q ∈ [1, 2) there is a constant C depending only on q (namely, C = (
for all ǫ > 0, s ≥ 0.
(One quick way to prove this is to realize that it is equivalent to proving ψ(sǫ 1/(2−q) ) ≥ −C for ψ(r) = r 2 − r q .) Taking ǫ = k 8LR from (5.4) it follows that only u's satisfying
or equivalently
are of interest, from which the conclusion follows easily.
We are now left with the most delicate step of the proof. Lemma 5.5. Assume (2.1) and (2.4). Suppose that g ∈ w-LSC(D(A)) (g ∈ LSC(D(A))) and (W) ((S), respectively) holds. Suppose that w ∈ w-LSC(D(A)) (w ∈ LSC(D(A)), respectively) is a nonnegative extended real-valued viscosity supersolution of (1.6). Then
for all x ∈ D(A).
(5.5)
In particular w ≥ V . Proof. We treat the weakly lower semicontinuous case, the other case being similar.
1. Suppose that w ∈ w-LSC(D(A)) is a nonnegative supersolution of (1.6). Construct two increasing sequences 0 ≤ g 1 ≤ g 2 ≤ · · · and 0 ≤ w 1 ≤ w 2 ≤ · · · of bounded, globally Lipschitz and weakly lower semicontinuous functions defined on H such that on D(A) g = sup n g n and w = sup n w n , as at the beginning of this section. For every n put W n (x) = 1 − e −wn(x) ≡ ρ(w n (x)); 0 ≤ W n < 1. Note that from (2.1) the Hamiltonian H n (x, p) = sup u∈U {− f (x, u), p − 
on {x ∈ D(A): W (x) < 1} = dom(w). We extend W by 1 off dom(w) (we still call this extended function W ). Since W ∈ w-LSC(D(A)), by Lemma 3.9 W is a CL-supersolution of 6) where for (x, r, p) ∈ D(A) × [0, 1] × H we denote
Observe that H n (x, 1, p) may be infinite, but H n (x, 1, 0) = 0 so that H * n (x, 1, 0) ≥ 0 and the proof of Lemma 3.9 applies. Also note that from Lemma 5.4 one can easily show that H n is uniformly continuous on bounded closed subsets of D(A) × [0, 1) × H. By Remark 3.7, W is a supersolution of (5.6) in the sense of Definition 3.4.
2. For n ∈ N and x ∈ D(A) let U (x) = inf u∈L 2 sup t≥0 J λ n (t, x, u, W n ) be as in (4.7) and (4.1) with g ≡ g n . By Lemma 4.4 there is κ > 0 such that 0 ≤ U ≤ 1 − 2κ. Moreover, U * is a subsolution of (5.6) by Proposition 4.7. We will show that
The proof of (5.7) follows along the lines of the standard comparison theorem despite the Hamiltonian in (5.6) being possibly discontinuous and extended real valued, and we will only highlight the main points. To show (5.7) we argue by contradiction and suppose that U * (ẑ) − W (ẑ) ≡ 2γ > 0 for someẑ ∈ D(A). We first make the following general remark. Let Ψ: H × H → R, Ψ = ϕ + ψ, be a nonnegative subtest function for the operator
and atx,ŷ we can use the equations for U * , W , respectively, and the uniform continuity of H n on the bounded subsets of
It follows that with such test functions the proof of the doubling Theorem 3.1 in [15] can be applied (no matter if we use the notion of solution introduced in Definition 3.4 instead of the one employed in [15] ).
3. For the sake of simplicity we start assuming that (0, 0) ∈ A, so that ϕ(x) = x 
note that Φ ≤ 1 − 2κ and, for sufficiently small δ,
For every ǫ > 0 use perturbed optimization with Tataru's distance to findx,ŷ ∈ D(A) such that Φ(x,ŷ) ≥ sup Φ − ǫ and the map Φ(x, y) − ǫd(x,x) − ǫd(y,ŷ) has a strict global maximum at (x,ŷ). Note that
Otherwise, as we mentioned above, we can apply the doubling theorem in [15] to obtain 
Moreover, since Φ decays quadratically at infinity, for α and δ fixed,x andŷ remain bounded uniformly in ǫ ↓ 0. Therefore, letting ǫ ↓ 0 and using Lemma 5.4 gives
Let R > 0 and suppose that x ∈ D(A), p + δ x ≤ R, and 0 ≤ r ≤ 1 − 1 R . By Lemma 5.4 we can find C = C(R) such that
From (2.1) we then get 13) and finally taking lim sup as α → ∞ and using (5.10) and the uniform continuity of g n yields lim sup
The same inequality also holds in the first case because of (5.9) and x −ŷ → 0, and then (5.8) yields a contradiction. If (0, 0) ∈ A then one replaces δ x 2 by δ x −x 2 for any fixedx ∈ D(A). As D
, additional terms of the form 2δ A •x ,x −x appear, but they will vanish when δ ↓ 0.
4. Thus (5.7) is proved and for every λ > 0 and n ≥ 1,
Fix x ∈ D(A). Letting λ ↓ 0 in (5.14) we obtain for every fixed T > 0,
which implies, for all n ≥ 1 and T > 0,
Sending n → ∞ in (5.15) as in Lemma 5.2 (hence here we finally use the assumption (W)), we get, for every x ∈ D(A),
In order to pass to the limit as T → ∞ in (5.16) we proceed as follows. For given ε > 0, we apply (5.16) with T = 1 and find u 1 ∈ L 2 such that
for t ∈ [0, 1]. Then we apply (5.16) again at y(1, x, u 1 ) with T = 1 and find u 2 ∈ L 2 such that
for t ∈ [0, 1], and so forth. We proceed recursively and define u(t) = u therefore, in particular u ∈ L 2 since g and w are nonnegative and u ∈ U(x). Since ǫ was arbitrary we obtain for all x ∈ D(A),
2 )ds + w(y(t)) , which concludes the proof since the other inequality follows immediately by choosing t = 0 on the right-hand side.
6. Examples. In this section we will quickly present some examples of nonlinear systems satisfying the strong stability condition (S) to which the results of this paper can be applied. These examples are meant to show that the condition is quite natural and is known to be satisfied in many interesting instances. More examples of nonlinear partial differential equations leading to systems of the form (1.1) with −A generating a compact semigroup on a Hilbert space, e.g., reaction-diffusion systems, can be found in [26] and [2] . We do not present examples with a linear operator A that, as we mentioned above, satisfy the weak stability condition (W), but instead we refer the reader to [5] .
Example 6.1 (p-Laplace operator). Let Ω be a bounded domain in R n , n ≥ 1, with smooth boundary Γ, and let p ≥ 2. Here n = (n 1 , . . . , n n ) denotes the outward normal to Γ and φ: R → [0, +∞] is lower semicontinuous and convex, φ(0) = 0. Then (6.1) gives rise to a system of the form (1.1) in H = L 2 (Ω) with a maximal monotone A, which is in fact the subgradient of a lower semicontinuous and convex function on H and such that −A generates a compact semigroup in H; see [26, Remark 2.2.5] . If f in (6.1) satisfies the assumptions of Proposition 2.7, then (S) holds.
In the previous example, by choosing specific functions φ we obtain a number of physical models interesting for the applications; see [2, In the previous example, the nonlinear perturbation y 3 of the Laplacian is the derivative of a convex function. Such example therefore falls into the class of problems that can be described by means of abstract parabolic variational inequalities; see Remark 2.9. As a matter of fact, the term y 3 can be replaced by any subgradient of a lower semicontinuous and convex function φ: R → R ∪ {+∞}. When φ has nontrivial domain then the corresponding operator is apparently multivalued and our generality is motivated. We will now describe a more explicit and specific example which is a special case of the one-phase Stefan problem; see [2, p. 279] . Moreover, the function ϕ: H → R ∪ {+∞} is the indicator function of the set {y ∈ V : y ≥ 0}. Note that a state constraint (y ≥ 0) appears in the formulation of the problem (6.3), but it is included here in the abstract definition of the operator rather than in the cost g. We end this section by presenting an example that can be described in abstract form with a noncompact semigroup but still satisfies our stability condition (S); see Remark 2.10. For other examples of this sort, again we refer to [26] . w i (x)u i (t) for (t, x) ∈ (0, T ) × Ω, y(t, x) = 0 for (t, x) ∈ (0, T ) × Γ, y(0, x) = y 0 (x) for x ∈ Ω, ∂y ∂t (0, x) = y 1 (x) for x ∈ Ω.
Here w i ∈ L 2 (Ω), the control set B U R ⊂ U = R k is finite dimensional, so the linear operator defined by the right-hand side of (6.4) has finite-dimensional range, and β: R → R is continuous, nondecreasing, and of linear growth. One has to check that (6.4) can be described in an abstract form with an operator −A in H = L 2 (Ω)×H to provide a running cost acceptable for our statements, namely, g = l + I K . An example, for H = L 2 (Ω), which leads to a nonconvex cost is the integral of a wshaped potential, e.g., has an empty interior. In some cases, if y ≡ 1 and y ≡ −1 are solutions of the parabolic equation with a given control u(·), such control can be proven to produce trajectories fulfilling the constraint for any initial condition in dom(g) by the maximum principle.
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