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Abstract
Dupire’s functional Itô calculus provides an alternative approach to the
classical Malliavin calculus for the computation of sensitivities, also called
Greeks, of path-dependent derivatives prices. In this paper, we introduce a
measure of path-dependence of functionals within the functional Itô calculus
framework. Namely, we consider the Lie bracket of the space and time func-
tional derivatives, which we use to classify functionals accordingly to their
degree of path-dependence. We then revisit the problem of efficient numer-
ical computation of Greeks for path-dependent derivatives using integration
by parts techniques. Special attention is paid to path-dependent functionals
with zero Lie bracket, called locally weakly path-dependent functionals in
our classification. Hence, we derive the weighted-expectation formulas for
their Greeks. In the more general case of fully path-dependent functionals,
we show that, equipped with the functional Itô calculus, we are able to ana-
lyze the effect of the Lie bracket on the computation of Greeks. Moreover,
we are also able to consider the more general dynamics of path-dependent
volatility. These were not achieved using Malliavin calculus.
1 Introduction
The theory of functional Itô calculus, introduced in Dupire’s seminal paper [6],
extends Itô’s stochastic calculus to functionals of the current history of a given
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process, and hence provides an excellent tool to study path-dependence. Further
work extending this theory and its applications can be found in the partial list
[4, 3, 2, 7, 8, 9, 25].
We intuitively understand path-dependence of a functional as a measurement
of its changes when the history of the underlying path varies. Here we propose a
measure of path-dependence given by the Lie bracket of the space and time func-
tional derivatives. Roughly, this is an instantaneous measure of path-dependence,
since we consider only path perturbations at the current time. We then classify
functionals based on this measure. Moreover, we analyze the relation of what we
called locally weakly path-dependent functionals and the Monte Carlo computa-
tion of Greeks in path-dependent volatility models, cf. [13].
Malliavin calculus was successfully applied to derive these Monte Carlo pro-
cedures to compute Greeks of path-dependent derivatives in local volatility mod-
els, see for example [13, 12, 22, 15, 14, 23]. However, the theory presented
here allows us to extend these Monte Carlo procedures to a wider class of path-
dependent derivatives provided that the path-dependence is not too severe. This
will be made precise in Section 3. We will also see that the functional Itô calculus
can be used to derive the same weighted-expectation formulas shown in [13].
Furthermore, unlike the Malliavin calculus approach, we are also able to pro-
vide a formula for the Delta of functionals with more severe path-dependence,
here called strongly path-dependent. In its current form, this formula enhances
the understanding of the weights for different cases of path-dependence, although
it is not as computationally appealing as the ones derived for locally weakly path-
dependent functionals. It shows however the impact that the Lie bracket has on
the Delta of a derivative contract. Additionally, the functional Itô calculus allows
us to consider the more general path-dependent volatility models, see [10], [16]
and [17], for example.
Our main contribution is the introduction of a measure of path-dependence and
the application of such measure to the computation of Greeks for path-dependent
derivatives.
The paper is organized as follows. In Section 2, we provide some background
on functional Itô calculus. Section 3 introduces the measure of path-dependence
and a classification of functionals accordingly to this measure. Finally, we present
applications of this measure of path-dependence to the computation of Greeks
in Section 4. Two numerical examples, related to Asian options and quadratic
variation contracts, are discussed.
2
2 A Primer on Functional Itô Calculus
In this section we will present some definitions and results of the functional Itô
calculus that will be necessary in Sections 3 and 4.
The space of R-valued càdlàg paths in [0, t] will be denoted by Λt . We also fix
a time horizon T > 0. The space of paths is then defined as
Λ=
⋃
t∈[0,T ]
Λt .
A very important remark on the notation: as in [6], we will denote elements of
Λ by upper case letters and often the final time of its domain will be subscripted,
e.g. Y ∈ Λt ⊂ Λ will be denoted by Yt . Note that, for any Y ∈ Λ, there exists only
one t such that Y ∈ Λt . The value of Yt at a specific time will be denoted by lower
case letter: ys =Yt(s), for any s≤ t. Moreover, if a path Yt is fixed, the path Ys, for
s≤ t, will denote the restriction of the path Yt to the interval [0,s].
The following important path operations are always defined in Λ. For Yt ∈ Λ
and t ≤ s≤ T , the flat extension of Yt up to time s≥ t is defined as
Yt,s−t(u) =
{
yu, if 0≤ u≤ t,
yt , if t ≤ u≤ s,
see Figure 1. For h ∈ R, the bumped path Y ht , shown in Figure 2, is defined by
Y ht (u) =
{
yu, if 0≤ u < t,
yt +h, if u = t.
b b
Figure 1: Flat extension of a path.
b
bb
Figure 2: Bumped path.
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For any Yt ,Zs ∈ Λ, where it is assumed without loss of generality that s ≥ t,
we define the following metric in Λ,
dΛ(Yt ,Zs) = ‖Yt,s−t−Zs‖∞+ |s− t|,
where
‖Yt‖∞ = sup
u∈[0,t]
|yu|.
A functional is any function f : Λ−→ R and it is said to be Λ-continuous if it
is continuous with respect to the metric dΛ.
Moreover, for a functional f and a path Yt with t < T , if the following limit
exists, the time functional derivative of f at Yt is defined as
∆t f (Yt) = lim
δ t→0+
f (Yt,δ t)− f (Yt)
δ t
.(2.1)
The space functional derivative of f at Yt is defined as
∆x f (Yt) = lim
h→0
f (Y ht )− f (Yt)
h
,(2.2)
when this limit exists, and for this derivative it is allowed t = T .
Additionally, we say a functional f is boundedness-preserving if, for every
compact set K ⊂ R, there exists a constant C such that | f (Yt)| ≤C, for every path
Yt satisfying Yt([0, t]) = {y ∈ R ; Yt(s) = y for some s ∈ [0, t]} ⊂ K.
Finally, a functional f : Λ −→ R is said to be in C1,2 if it is Λ-continuous,
boundedness-preserving and it has Λ-continuous, boundedness-preserving deriva-
tives ∆t f , ∆x f and ∆xx f . With obvious definition, we also use the notation Ci, j,
where C= C0,0 is the space of Λ-continuous functions.
Before continuing, some comments about conditional expectation in the con-
text of paths and functionals. Until now, we have not considered any probability
framework. We then fix throughout the paper a probability space (Ω,F ,P). For
any s≤ t in [0,T ], denote by Λs,t the space of R-valued càdlàg paths on [s, t]. Now
define the operator (· ⊗ ·) : Λs,t×Λt,T −→ Λs,T , the concatenation of paths, by
(Y ⊗Z)(u) =
{
yu, if s≤ u < t,
zu− zt + yt , if t ≤ u≤ T,
which is a paste of Y and Z.
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Given functionals µ and σ , we consider a process x given by the Stochastic
Differential Equation (SDE)
dxs = µ(Xs)ds+σ(Xs)dws,(2.3)
with s ≥ t and Xt = Yt . The process (ws)s∈[0,T ] denotes a standard Brownian mo-
tion in (Ω,F ,P) and we assume there exists a unique strong solution for the SDE
(2.3). This unique solution will be denoted by xYts and the path solution from t to
T by XYtt,T . We forward the reader, for instance, to [28] for results on SDEs with
functional coefficients.
Remark 2.1 (Strong Solutions). Unique strong solution of (2.3) might be achieved
by requiring that µ and σ are in C and satisfy the usual (fixed-time) Lipschitz and
linear growth conditions:
|µ(Yt)−µ(Zt)|+ |σ(Yt)−σ(Zt)| ≤ K‖Yt−Zt‖∞,(2.4)
|µ(Yt)|+ |σ(Yt)| ≤ K(1+‖Yt‖∞),(2.5)
for all Yt ,Zt ∈ Λ, where K > 0 is constant. The continuity of µ and σ guarantee
the proper measurability conditions, see Section 2.1
Finally, we define the conditioned expectation as
E[g(XT ) | Yt ] = E[g(Yt⊗XYtt,T )],(2.6)
for any Yt ∈ Λ. The path Yt ⊗XYtt,T ∈ ΛT is equal to the path Yt up to t and follows
the dynamics of the SDE (2.3) from t to T with initial path Yt . Moreover, if we
define the filtrationF xt generated by {xs ; s≤ t}, one may prove
E[g(XT ) | Xt(ω)] = E[g(XT ) |F xt ](ω) P-a.s.
where the expectation on the left-hand side is the one discussed above and the one
on the right-hand side is the usual conditional expectation.
An interesting issue regarding conditioned expectation is to study its smooth-
ness within the functional Itô calculus framework. It would clearly depend on the
smoothness of the functional g. A more intricate dependence would be with re-
spect to the process x and its coefficients. A partial answer is given in [25], where
the authors derived conditions on g so that the conditioned expectation operator
belongs to C1,2 in the Brownian motion case.
For the sake of completeness the functional Itô formula is stated here. The
proof can be found in [6].
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Theorem 2.2 (Functional Itô Formula; [6]). Let x be a continuous semimartingale
and f ∈ C1,2. Then, for any t ∈ [0,T ],
f (Xt) = f (X0)+
∫ t
0
∆t f (Xs)ds+
∫ t
0
∆x f (Xs)dxs+
1
2
∫ t
0
∆xx f (Xs)d〈x〉s P-a.s.
2.1 An Integration by Parts Formula for ∆x
In this section, we present some results from [4] regarding the adjoint of ∆x. Fix a
continuous square-integrable martingale (xt)t∈[0,T ] and the filtration generated by
it, (F xt )t∈[0,T ].
We denote the space of continuous square-integrable martingales in [0,T ] with
respect to the filtration (F xt )t∈[0,T ] byM 2c and we define
H2x =
{
f ∈ C ; E
[∫ T
0
f 2(Xt)d〈x〉t
]
<+∞
}
,(2.7)
L2loc,x =
{
f ∈ C ;
∫ T
0
f 2(Xt)d〈x〉t <+∞ P− a.s.
}
,(2.8)
M2x =
{
f ∈ C ; ( f (Xt))t∈[0,T ] ∈M 2c
}
.(2.9)
We could consider more general measurability conditions on f to define the spaces
above. However, Λ-continuity of the functional and continuity of the process x
guarantee the required measurability in order to consider stochastic integrals of
f (X) with respect to x, namely ( f (Xt))t∈[0,T ] will be progressively measurable
with respect to (F xt )t∈[0,T ].
Consider now the inner products
〈 f ,g〉H 2x = E
[∫ T
0
f (Xt)g(Xt)d〈x〉t
]
,(2.10)
〈 f ,g〉M 2x = E [ f (XT )g(XT )] ,(2.11)
in H2x and M
2
x , respectively. So that (2.10) and (2.11) are proper inner products, it
is necessary to suitably identify elements of these spaces as follows:
f ∼ g⇔ f (Xt) = g(Xt), d〈x〉t×dP.
Thus the quotient spacesH 2x =H
2
x /∼ andM 2x =M2x/∼ are both Hilbert spaces.
Remark 2.3. Notice that since we are considering f Λ-continuous, then we clearly
have f ∈ L2loc,x.
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Define now the Itô integral operator Ix :H 2x →M 2x as
Ix( f )(t) =
∫ t
0
f (Xs)dxs,
which is an isometry. Indeed,
〈 f ,g〉H 2x = 〈Ix( f ),Ix(g)〉M 2x .(2.12)
A test functional is an element of
Dx = { f ∈ C1,2∩M 2x ; ∆x f ∈H 2x }.(2.13)
The next proposition describes the integration by parts formula of the operator ∆x
in the space Dx.
Proposition 2.4 ([4]). For any f ∈Dx and g ∈H 2x ,
〈∆x f ,g〉H 2x = 〈 f ,Ix(g)〉M 2x .(2.14)
Proof. Since E[Ix(g)] = 0 and the goal is to compute ∆x f , it can be assumed
without loss of generality that f (X0) = 0. Then, by the Functional Itô Formula,
Theorem 2.2,
Ix(∆x f )(t) =
∫ t
0
∆x f (Xs)dxs = f (Xt)−
∫ t
0
∆t f (Xs)ds− 12
∫ t
0
∆xx f (Xs)d〈x〉s,
and thus, since f ∈M 2x , by the uniqueness of the semimartingale decomposition,∫ t
0
∆t f (Xs)ds+
1
2
∫ t
0
∆xx f (Xs)d〈x〉s = 0.
Therefore
Ix(∆x f )(t) = f (Xt),
which implies the integration by parts formula:
〈∆x f ,g〉H 2x = 〈Ix(∆x f ),Ix(g)〉M 2x = 〈 f ,Ix(g)〉M 2x ,
for all f ∈Dx and g ∈H 2x , where we have used Itô Isometry (2.12).
More generally, as it was shown in [4], the operator ∆x is closable inM 2x and
its adjoint is the Itô integral.
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2.2 Path-Dependent PDE
Suppose that the dynamics of a stock price x, under a risk-neutral measure, is
given by the path-dependent volatility model ([10], [16] and [17], for instance),
dxt = rxtdt+σ(Xt)dwt .(2.15)
So, a no-arbitrage price of a path-dependent derivative with maturity T and payoff
given by the functional g : ΛT −→ R, which will be called contract, is given by
f (Yt) = e−r(T−t)E [g(XT ) | Yt ] ,
see Equation (2.6) for the exact definition of this quantity. This expectation is
taken under the chosen risk-neutral measure. Finally, we state the path-dependent
extension of the pricing Partial Differential Equation (PDE), which is acronymed
PPDE; see for instance [6, 7, 8, 9, 25].
Theorem 2.5 (Pricing PPDE; [6]). If the price of a path-dependent derivative
with contract g, denoted by the functional f , belongs to C1,2, then, for any Yt in
the topological support of the process x,
∆t f (Yt)+
1
2
σ2(Yt)∆xx f (Yt)+ ryt∆x f (Yt)− r f (Yt) = 0,(2.16)
with final condition f (YT ) = g(YT ).
Remark 2.6. In local volatility models of [5] (σ(Yt) = σ(t,yt)), under mild as-
sumptions on σ , the Stroock-Varadhan Support Theorem states that the topolog-
ical support of x is the space of continuous paths starting at x0, see for instance
[26, Chapter 2]. So, under these assumptions, the PPDE (2.16) will hold for any
continuous path. See Appendix A for a discussion on this type of result in the case
of SDEs of the form (2.15).
3 Path-Dependence
The goal of this section is to analyze the commutation issue of the operators ∆x
and ∆t . To start, consider the following example
I(Yt) =
∫ t
0
yudu.
8
A simple computation shows
∆tI(Yt) = yt and ∆xI(Yt) = 0,
and hence
∆x(∆tI)(Yt) = 1 6= 0 = ∆t(∆xI)(Yt).
On the other hand, it is clear that the operators commute when applied to func-
tionals of the form f (Yt) = φ(t,yt), where φ is smooth. Therefore, one could ask
if the operators commute for a functional f if and only if f is of the form φ(t,yt).
The following counter-example shows that this is not true. Consider
II(Yt) =
∫ t
0
∫ s
0
yududs,(3.1)
and then notice
∆tII(Yt) =
∫ t
0
ysds and ∆xII(Yt) = 0,
which clearly implies that
∆x(∆tII)(Yt) = 0 = ∆t(∆xII)(Yt).
Definition 3.1 (Lie Bracket). The Lie bracket (or commutator) of the operators ∆t
and ∆x will play a fundamental role in what follows and it is defined as
L f (Yt) = [∆x,∆t ] f (Yt) = ∆xt f (Yt)−∆tx f (Yt),
where ∆xt = ∆x∆t and f is such that all the derivatives above exist. Abusing the
nomenclature, we will call the operator L by simply Lie bracket.
The following lemma gives an alternative definition for the Lie bracket. For
its proof, we will assume the technical assumption on f :
lim
h→0
f
(
(Yt,δ t)h
)− f (Yt,δ t)− f (Y ht )+ f (Yt)
hδ t
=
∆x f (Yt,δ t)−∆x f (Yt)
δ t
uniformly in δ t.(3.2)
Lemma 3.2. Consider a functional f such that L f exists as in Definition 3.1 and
that Condition (3.2) is satisfied. Then, the Lie bracket of a functional f is given
by the following limit,
L f (Yt) = lim
δ t→0+
h→0
f ((Yt,δ t)h)− f ((Y ht )t,δ t)
hδ t
.
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Proof. Firstly, notice that, since L f exists,
∆t∆x f (Yt) = lim
δ t→0+
lim
h→0
f
(
(Yt,δ t)h
)− f (Yt,δ t)− f (Y ht )+ f (Yt)
hδ t
,
∆x∆t f (Yt) = lim
h→0
lim
δ t→0+
f
(
(Y ht )t,δ t
)− f (Yt,δ t)− f (Y ht )+ f (Yt)
hδ t
Now, by Condition (3.2), the famous result by Moore about interchanging limit of
functions (see [18]) can be employed and the result follows.
This lemma gives a very interesting interpretation of the Lie bracket: it is a
measure of instantaneous path-dependence of the functional f , i.e. it will be zero
if, in the limit, the order of bump and flat extension of the path at the current time
makes no difference. In Figure 3, the term (Yt,δ t)h is indicated in blue and the term
(Y ht )t,δ t , in red. Lemma 3.2 also shows that the commutation issue for functionals
is not just lack of smoothness as in the finite-dimensional case.
b
b
bb
b
Figure 3: Geometric Interpretation of the L.
Proposition 3.3. Suppose the functional f :Λ−→R is given by f (Xt)= φ(t, f1(Xt),
. . . , fk(Xt)), where φ : R+×Rk −→ R has all the first and second order partial
derivatives and the Lie bracket of fi exists for any i = 1, . . . ,k. Then
L f (Xt) =
k
∑
i=1
∂φ
∂xi
(t, f1(Xt), . . . , fk(Xt))L fi(Xt)
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Proof. This follows easily by direct computation. Notice
∆x f (Xt) =
k
∑
i=1
∂φ
∂xi
∆x fi(Xt),
∆t f (Xt) =
∂φ
∂ t
+
k
∑
i=1
∂φ
∂xi
∆t fi(Xt).
Hence, one concludes
∆t∆x f (Xt) =
k
∑
i=1
∂ 2φ
∂xi∂ t
∆x fi(Xt)+
∂φ
∂xi
∆t∆x fi(Xt)
+
k
∑
i=1
k
∑
j=1
∂ 2φ
∂xi∂x j
∆x fi(Xt)∆t f j(Xt),
∆x∆t f (Xt) =
k
∑
i=1
∂ 2φ
∂xi∂ t
∆x fi(Xt)+
∂φ
∂xi
∆x∆t fi(Xt)
+
k
∑
i=1
k
∑
j=1
∂φ
∂xi∂x j
∆x f j(Xt)∆t fi(Xt).
3.1 Classification of Path-Dependence of Functionals
Based on the Lie bracket of ∆t and ∆x, we define several different categories of
path-dependence for functionals.
Definition 3.4. A functional f : Λ−→ R is called
• locally weakly path-dependent if L f = 0;
• path-independent if there exists φ : R+×R−→ R such f (Yt) = φ(t,yt);
• discretely monitored if there exist 0 < t1 < · · · < tn ≤ T and, for each t ∈
[0,T ], φ(t) : Ri(t) −→ R such that
f (Yt) = φ(t,yt1, . . . ,yti(t),yt),(3.3)
where i(t) is the maximum i ∈ {1, . . . ,n} such that ti ≤ t;
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• t1-delayed path-dependent if L f (Yt) = 0, ∀ t < t1. Moreover, a functional
f is said to be delayed path-dependent if there exists t1 > 0 such that f is
t1-delayed path-dependent;
• strongly path-dependent if ∀ [s, t]⊂ [0,T ], ∃ u ∈ [s, t], L f (Yu) 6= 0.
Remark 3.5. In Mathematical Finance, the terminology weakly path-dependent
was used to denominate derivative prices that are solution of the classical Black–
Scholes PDE with some additional boundary conditions, like, for example, Amer-
ican Vanilla options and barrier options. Assuming that the events of interest of
these contracts have not happened, their prices are still functions of just time and
the current value of the stock; see, for instance, [29]. We would like to advert the
reader that this meaning of the terminology weakly path-dependent has no rela-
tion with our definition. Here we would like to emphasise the term locally in our
terminology, which stress the instantaneous aspect of the Lie bracket L.
The next proposition analyzes the Lie-bracket of discretely monitored func-
tionals.
Proposition 3.6. If f is a discretely monitored functional such that its Lie bracket
exists, then L f (Yt) = 0 but for t1, . . . , tn.
Proof. Take t ∈ (ti, ti+1). So, for sufficiently small δ t > 0 such that t + δ t ∈
(ti, ti+1), we must have f ((Yt,δ t)h) = φ(t + δ t,yt1, . . . ,yti(t),yt + h) = f ((Y
h
t )t,δ t).
Hence, L f (Yt) = 0.
3.2 The Impact of the Contract Functional on the
Path-Dependence of the Price Functional
In this section, we will present some investigatory discussion on how the contract
functional g : ΛT −→ R influences the path-dependence, as measured by the Lie
bracket, of the price f . We do not aim to have the most general assumptions on g.
The goal here is to connect a measure of path-dependence of the contract func-
tional g to the path-dependence, as measure by the Lie bracket, of the price func-
tional f . In particular, we will derive a condition on g alone such that the price
f is locally weakly path-dependent. From this, it is clear that we should restrict
ourselves to Markovian dynamics for x. We then may write
f (Yt) = E[g(XT ) | Yt ] = E[g(Yt⊗Xytt,T )],
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where Xytt,T is the path from t to T followed by x starting at (t,yt). Therefore,
f ((Y ht )t,δ t) = E[g((Y ht )t,δ t⊗Xyt+ht+δ t,T )],
f ((Yt,δ t)
h) = E[g((Yt,δ t)h⊗Xyt+ht+δ t,T )].
If f satisfies Lemma 3.2, we find
L f (Yt) = lim
δ t→0+
h→0
E
g((Y ht )t,δ t⊗Xyt+ht+δ t,T )−g((Yt,δ t)h⊗Xyt+ht+δ t,T )
hδ t
 .
We have then the following result, with straightforward proof.
Proposition 3.7. Let g : ΛT −→ R be a contract functional such that, for any
Yt ∈ Λ and ZT ∈ ΛT , the following limit exists:
φ(Yt ,ZT ) = lim
δ t→0+
h→0
g((Y ht )t,δ t⊗Zyt+ht+δ t,T )−g((Yt,δ t)h⊗Z
yt+h
t+δ t,T )
hδ t
,(3.4)
and the following boundedness assumption is satisfied:∣∣∣g((Y ht )t,δ t⊗Zyt+ht+δ t,T )−g((Yt,δ t)h⊗Zyt+ht+δ t,T )∣∣∣≤ c(Yt ,ZT )ψ(h,δ t),(3.5)
where c : Λ×ΛT −→ [0,+∞) with E[c(Yt ,XT )]<+∞ and the limit
lim
δ t→0+
h→0
ψ(h,δ t)
hδ t
(3.6)
exists. Then, if f satisfies Lemma 3.2, we find L f (Yt) = E[φ(Yt ,XT )].
In our case, since x is a continuous diffusion, we may restrict the limit (3.4)
to continuous ZT . Readily, if φ ≡ 0, f will be locally weakly path-dependent.
Additionally, if the limit in Equation (3.4) is a constant (with respect to Z) different
than zero, then f will not be locally weakly path-dependent.
We would like to point out that if φ ≡ 0 in Equation (3.4), then f will be
locally weakly path-dependent for any Markovian model for x. It should be clear
that, in the case of path-dependent dynamics for x, the argument above does not
work.
Below we analyze two interesting examples of contract functionals g and the
path-dependence of its price functional f under Markovian models.
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Example 3.8. Let us consider the example of the double integral, see Equation
(3.1):
I(Yt) =
∫ t
0
ysds and II(Yt) =
∫ t
0
∫ s
0
yududs.
We have seen that LII = 0. However, as we will verify, f (Yt) = E[ϕ(II(XT )) | Yt ]
might not be locally weakly path-dependent, depending on ϕ , that we assume to
be in C1(R) with bounded derivative. By direct computation, we have
II((Y ht )t,δ t⊗Zyt+ht+δ t,T )− II((Yt,δ t)h⊗Z
yt+h
t+δ t,T )
= h
∫ t+δ t
t
(s− t)ds+h(T − t−δ t)δ t = hδ t(T − t)− hδ t
2
2
which implies
ϕ(II((Y ht )t,δ t ⊗Zyt+ht+δ t,T ))−ϕ(II((Yt,δ t)h⊗Zyt+ht+δ t,T )) = ϕ ′(c)
(
hδ t(T − t)− hδ t
2
2
)
,
for some c between II((Y ht )t,δ t⊗Zyt+ht+δ t,T ) and II((Yt,δ t)h⊗Z
yt+h
t+δ t,T ). Therefore,
lim
δ t→0+
h→0
ϕ(II((Y ht )t,δ t ⊗Zyt+ht+δ t,T ))−ϕ(II((Yt,δ t)h⊗Zyt+ht+δ t,T ))
hδ t
= (T − t)ϕ ′(II(Yt ⊗Zt,T )),
which means that f is not locally weakly path-dependent, if ϕ satisfiesE[ϕ ′(II(Yt⊗
Xt,T ))] 6= 0. In this case, the locally weakly path-dependence property depends on
the dynamics x.
Example 3.9. Let us consider now another example: g(YT ) = ϕ(QV(YT )), where
QV(YT ) denotes the quadratic variation of the path Yt , see Appendix B for the pre-
cise definition of this pathwise quadratic variation functional. It is straightforward
to compute
QV((Yt,δ t)
h⊗Zyt+ht+δ t,T ) = QV(Yt−)+(yt− yt−)2+h2+QV(Z
yt+h
t+δ t,T ),
QV((Y ht )t,δ t⊗Zyt+ht+δ t,T ) = QV(Yt−)+(yt− yt−+h)2+QV(Z
yt+h
t+δ t,T ).
Therefore,
QV((Y ht )t,δ t⊗Zyt+ht+δ t,T )−QV((Yt,δ t)h⊗Z
yt+h
t+δ t,T ) = 2(yt− yt−)h
which implies φ ≡ 0 in Equation (3.4), for paths Yt without discontinuity at t.
Hence, f (Yt) =E[ϕ(QV(XT )) |Yt ] is locally weakly path-dependent at continuous
paths under any Markovian dynamics for x.
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4 Greeks for Path-Dependent Derivatives
4.1 Introduction
In [13], the authors presented a computationally efficient way to calculate Greeks
for some path-dependent derivatives using tools of the Malliavin calculus. More
specifically, they considered a time-homogenous local volatility model,
dxt = rxtdt+σ(xt)dwt ,(4.1)
and contracts of the form
g(YT ) = φ(yt1 , . . . ,ytn),
where 0 < t1 < · · ·< tn ≤ T are fixed times and φ :Rn −→R is such that g(XT ) ∈
L2(Ω,F ,P). Under these assumptions, it was shown that
∆x f (Y0) = E
[
φ(xt1, . . . ,xtn)
∫ T
0
a(t)zt
σ(xt)
dwt
∣∣∣∣ Y0] ,
where x is the solution of (4.1) with x0 = Y0, z is the tangent process (or first
variation process) described by the SDE
dzt = rztdt+σ ′(xt)ztdwt(4.2)
with z0 = 1, and
a ∈ Γ=
{
a ∈ L2[0,T ] ;
∫ ti
0
a(t)dt = 1, ∀ i = 1, . . . ,n
}
.
It is also assumed that σ is uniformly elliptic, which in the one-dimensional
case boils down to σ being bounded from below.
If we define the weight
pi =
∫ T
0
a(t)zt
σ(xt)
dwt ,(4.3)
which does not depend on the derivative contract g, we may restate the result
above as:
∆x f (Y0) = E[φ(xt1, . . . ,xtn)pi | Y0].
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4.2 The Path-Dependent Volatility Model
We would like to remind the reader that we are considering the more general path-
dependent volatility models, see Section 2.2. For arithmetic simplicity, we shall
assume that r = 0:
dxt = σ(Xt)dwt .(4.4)
In this case of path-dependent volatility, we define the tangent process z to be the
solution of the linear SDE:
dzt = ∆xσ(Xt)ztdwt ,(4.5)
where z0 = 1.
Remark 4.1. We would like to point it out that the proof that z is actually the
tangent process of x, meaning that zt = ∂x0xt , will not be pursued here. As it will
be clear later, regarding our application, it is only important that the process z
cancels certain terms when we compute the differential d(∆x f (Xt)zt). Besides,
notice that, in the case of local volatility function, z becomes the usual tangent
process of x, i.e. zt = ∂x0xt .
Remark 4.2. It is very important to notice that the dynamics of the underlying
process, x, will obviously influence in the path-dependence of the price func-
tional f (Yt) = E[g(XT ) | Yt ]. In particular, the price of a derivative might be
locally weakly path-dependent under a local volatility model, but strongly path-
dependent when considering a path-dependent volatility model. This aspect of
path-dependence is really intricate and hence, in the examples presented in this
paper, we shall consider local volatility models. Nonetheless, the general results
will be derived in the full generality that the functional Itô calculus theory allows,
i.e. under path-dependent volatility models.
Remark 4.3. In the lines of what was shown in Appendix B, we will consider the
functional z such that z(Xt) = zt , i.e. z(Yt) = E(Ih(Y )t), where h(Yt) =
∆xσ(Yt)
σ(Yt) , see
Appendix B for the definition of the functionals E and Ih. Following the arguments
outlined in this appendix, one can easily show that z satisfies
∆xz(Yt) =
∆xσ(Yt−)
σ(Yt−)
z(Yt−), ∆xxz(Yt) = 0 and ∆tz(Yt) = 0.(4.6)
We now list the assumptions on σ that will be used in what follows. They will
be assumed to hold throughout the paper.
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Assumptions 4.4 (on the path-dependent volatility σ ).
1. σ > 0;
2. σ ∈ C0,1, i.e. σ is Λ-continuous, ∆xσ exists and it is also Λ-continuous;
3. SDEs (4.4) and (4.5) have unique strong solutions, see Remark 2.1;
4. the topological support of the process x contains all the continuous functions
in [0,T ] starting at x0, see Remark 2.6.
Remark 4.5 (Strong Solutions). Unique strong solution of (4.4) is guaranteed
by requiring that σ satisfies the usual Lipschitz and linear growth conditions, cf.
Remark 2.1. Strong solution of Equation (4.5) follows from the continuity in t of
∆xσ(Xt) (this is true under the assumption that σ ∈ C0,1).
Remark 4.6. We are constraining ourselves to one-dimensional processes in or-
der to make the exposition clearer, although the extension to multi-dimensional
processes is straightforward. Moreover, the results in the following sections in
this paper will be derived assuming smoothness in the sense of C, but one should
expect that they could be generalized to consider smooth functional in the sense
of C as discussed in Appendix B.
4.3 Greeks for Weakly Path-Dependent Functionals
4.3.1 Delta
The Delta of a derivative contract is the sensitivity of its price with respect to the
current value of the underlying asset. Hence, if f (Xt) denotes the price of the
aforesaid derivative at time t, its Delta is given by ∆x f (Xt).
Consider a path-dependent derivative with maturity T and contract g : ΛT −→
R. The price of this derivative is given by the functional f : Λ−→ R:
f (Yt) = E[g(XT ) | Yt ],
for any Yt ∈ Λ. In what follows we will perform some formal computations and
hence we assume f as smooth as necessary for such calculations. By the Pricing
PPDE, Theorem 2.5, we know
∆t f (Yt)+
1
2
σ2(Yt)∆xx f (Yt) = 0,
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for any continuous path Yt . Now, consider the tangent process z given by Equation
(4.5). The main idea is to apply the Functional Itô Formula, Theorem 2.2, to
∆x f (Xt)zt . First, notice that applying ∆x to the PPDE gives
∆xt f (Yt)+σ(Yt)∆xσ(Yt)∆xx f (Yt)+
1
2
σ2(Yt)∆xxx f (Yt) = 0(4.7)
In order to conclude the above, the following result is needed: if f (Yt) = 0, for all
continuous paths Y, and f ∈ C1,1 , then ∆x f (Yt) = 0, for all continuous paths Y.
The proof of this can be found in [11, Theorem 2.2]. Hence
d(∆x f (Xt)zt) = ztd(∆x f (Xt))+∆x f (Xt)dzt +d(∆x f (Xt))dzt
=
(
∆tx f (Xt)+
1
2
σ2(Xt)∆xxx f (Xt)+σ(Xt)∆xσ(Xt)∆xx f (Xt)
)
ztdt
+(∆xσ(Xt)∆x f (Xt)+σ(Xt)∆xx f (Xt))ztdwt .
Moreover, we define the local martingale
mt =
∫ t
0
(
∆xσ(Xs)
σ(Xs)
∆x f (Xs)+∆xx f (Xs)
)
zsdxs,(4.8)
with m0 = 0, where we are assuming certain integrability condition of the inte-
grand. Using Equation (4.7), we are able to derive the formula
d(∆x f (Xt)zt) = (∆tx f (Xt)−∆xt f (Xt))ztdt+dmt =−L f (Xt)ztdt+dmt .(4.9)
We start by stating the assumptions on the functional f :
Assumptions 4.7 (on the regularity of the price functional f ).
1. the Lie bracket of f , L f , exists;
2. f ∈ C2,3;
3. g(XT ) ∈ L2(Ω,F ,P).
Assumptions 4.8. L f (Yt) = 0, for continuous paths Yt .
In particular if f is locally weakly path-dependent, then f satisfies Assump-
tions 4.8. Hence, the following result holds true:
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Theorem 4.9. Consider a path-dependent derivative with maturity T and contract
g : ΛT −→ R. If the price of this derivative, denoted by f , satisfies Assumptions
4.7 and 4.8, then (∆x f (Xt)zt)t∈[0,T ] is a local martingale and the following formula
for the Delta is valid
∆x f (Y0) = E
[
g(XT )
1
T
∫ T
0
zt
σ(Xt)
dwt
∣∣∣∣Y0 ] .
Proof. By a localization argument outlined in Appendix C, we may assume that
f ∈Dx and that x and m are martingales.
From Equation (4.9), Assumption (4.8) and since Xt is a continuous path P-
almost surely, we conclude
∆x f (Xt)zt = ∆x f (X0)+mt ,
and then (∆x f (Xt)zt)t∈[0,T ] is clearly a martingale. Now, integrating with respect
to t, we get ∫ T
0
∆x f (Xt)ztdt = ∆x f (X0)T +
∫ T
0
mtdt.
Then taking expectations and noticing E[mt ] = m0 = 0, we get
E
[∫ T
0
∆x f (Xt)ztdt
]
= ∆x f (X0)T,
which implies
∆x f (X0) = E
[∫ T
0
∆x f (Xt)
1
T
zt
σ2(Xt)
σ2(Xt)dt
]
(4.10)
=
〈
∆x f (X),
1
T
z
σ2(X)
〉
H 2x
.(4.11)
Finally, since f (X) and x are martingales, by the integration by parts formula
(2.14),
∆x f (X0) =
〈
f (X),Ix
(
1
T
z
σ2(X)
)〉
M 2x
= E
[
g(XT )
1
T
∫ T
0
zt
σ(Xt)
dwt
]
.
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Remark 4.10. In the Black–Scholes model (i.e. σ(Yt) = σyt), we find the same
result as in [13]
∆x f (X0) = E
[
g(xT )
wT
x0σT
]
.
Remark 4.11. Theorem 4.9 states that, for locally weakly path-dependent func-
tionals, the weight can take the form
pi =
1
T
∫ T
0
zt
σ(Xt)
dwt ,(4.12)
cf. Equation (4.3).
Remark 4.12. Theorem 4.9 also enlightens the question when the Delta is a mar-
tingale. The theorem affirms that the lost of martingality of the Delta comes from
two factors: the stock price model through its tangent process z and the path-
dependence of the derivative contract in question.
For instance, let us consider a call option. It is a well-know fact that, under
the Black-Scholes model, the Delta is not a martingale. Although the price of a
call option is locally weakly path-dependent (actually it is path-independent), the
tangent process in this model is given by zt = xt/x0. On the other hand, under the
Bachelier model, the Delta of a locally weakly path-dependent derivative contract
is indeed a martingale, since zt = 1 in this case.
Remark 4.13. One would expect that the assumption f ∈ C2,3 could be removed
by using a density argument. However, there are no results in this direction avail-
able at the current development of the functional Itô calculus theory and to develop
such density arguments is outside the scope of this paper.
Corollary 4.14. Under the same hypotheses as in Theorem 4.9, for any s ∈ [0,T ],
one has
∆x f (Ys) =
1
(T − s)z(Ys)E
[
g(XT )
∫ T
s
zt
σ(Xt)
dwt
∣∣∣∣ Ys] ,(4.13)
where z(Ys) is the functional version of the tangent process z, see Remark 4.3.
Proof. The same argument is applied with some minor differences. Notice the
study of the integration by parts formula for ∆x can be easily extended to handle
the conditional expectation.
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4.3.2 Strongly Path-Dependent Functionals
How would these formulas change if f were strongly path-dependent? The inte-
gral form of Equation (4.9) is
∆x f (X0) = ∆x f (Xt)zt +
∫ t
0
L f (Xs)zsds−mt .(4.14)
Integrating with respect to t and taking expectation, we get
∆x f (X0) = E
[
1
T
∫ T
0
∆x f (Xt)ztdt
]
+E
[
1
T
∫ T
0
∫ t
0
L f (Xs)zsdsdt
]
.(4.15)
Now, for the first expectation, we use the same argument as in Theorem 4.9 to
conclude
E
[
1
T
∫ T
0
∆x f (Xt)ztdt
]
= E
[
g(XT )
1
T
∫ T
0
zt
σ(Xt)
dwt
]
.(4.16)
We hence proved the following theorem:
Theorem 4.15. For a path-dependent derivative with maturity T and contract
g such that its price, denoted by the functional f , satisfies Assumptions 4.7, the
following formula for the Delta holds:
∆x f (X0) = E
[
g(XT )
1
T
∫ T
0
zt
σ(Xt)
dwt
]
+E
[
1
T
∫ T
0
∫ t
0
L f (Xs)zsdsdt
]
.(4.17)
Since the formula above makes reference to f and its Lie bracket, it is not
as computationally appealing as the formula derived for locally weakly path-
dependent functionals, see Theorem 4.9. To achieve better results computational-
wise, for the second term of the right-hand side of (4.17), future research should
focus on the adjoint and/or an integration by parts for ∆t and ∆x in H 2x . An
integration by parts formula for ∆x inH 2x is presented in [6, Section 3].
In any event, an important interpretation of the second term of the right-hand
side of Equation (4.17) is as a path-dependent correction to the locally weakly
path-dependent “Delta" of Equation (4.16), which does not take into consideration
the strong path-dependence structure of the derivative contract. This is one of the
most important achievements of the functional Itô calculus framework: it allows
us to quantify how the path-dependence of the functional influences the Delta of
this contract. We would like to call attention to the fact that this was not achieved
within the Malliavin calculus framework.
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In the next sections we provide formulas for the Gamma and the Vega of lo-
cally weakly path-dependent derivative contracts. Similar formulas and proofs for
the different classifications of path-dependence of Definition 3.4 can be derived
following akin arguments.
4.3.3 Gamma
The Gamma of a derivative is the sensitivity of its Delta with respect to the current
value of the underlying asset, i.e. ∆xx f (Xt). Here we will derive a similar formula
to (4.13) for the Gamma.
Assumptions 4.16. ∆tσ = ∆txσ = 0 in Λ.
Notice that Assumption 4.16 is satisfied for time-homogenous local volatility
models, see Equation (4.1).
Theorem 4.17. Under Assumptions 4.7 and 4.8 for f and ∆x f and additionally
assuming that σ satisfies Assumptions 4.16, we find
∆xx f (Xs) = E[g(XT )ξs,T | Xs],
where
ηs =
∫ s
0
zt
σ(Xt)
dwt ,(4.18)
ξs,T =
(ηT −ηs)2
(T − s)2z2s
− ∆xσ(Xs)
σ(Xs)
ηT −ηs
(T − s)zs −
1
(T − s)σ2(Xs) .(4.19)
Proof. Firstly, there exist functionals z and η such that z(Xt) = zt and η(Xt) =
ηt a.s. By the functional derivatives formulas shown in Appendix B, we have
derived the functional derivatives of z in Equation (4.6). Additionally, by the
same arguments one can easily conclude that
∆xη(Yt) =
z(Yt−)
σ2(Yt−)
, ∆xxη(Yt) = 0 and ∆tη(Yt) = 0.
Remember now the following formula given in Corollary 4.14:
(T − s)z(Ys)∆x f (Ys)+ f (Ys)η(Ys) = E [g(XT )η(XT )|Ys] .
Define then g˜(YT ) = g(YT )η(YT ) and f˜ (Ys) = E[g˜(XT ) | Ys]. Hence,
f˜ (Ys) = (T − s)z(Ys)∆x f (Ys)+ f (Ys)η(Ys).
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It is easy to see that f˜ satisfies Assumptions 4.7, since ∆x f and f satisfy this
assumption themselves. Now, in order to apply the same argument as in the proof
of the Theorem 4.9, it is necessary to prove L f˜ = 0:
∆x f˜ (Ys) = (T − s)∆xσ(Ys−)σ(Ys−) z(Ys−)∆x f (Ys)+(T − s)z(Ys)∆xx f (Ys)(4.20)
+∆x f (Ys)η(Ys)+ f (Ys)
z(Ys−)
σ2(Ys−)
,
∆t f˜ (Ys) =−z(Ys)∆x f (Ys)+(T − s)z(Ys)∆tx f (Ys)+∆t f (Ys)η(Ys).(4.21)
Let us now compute the mixed derivatives. For this, we have to assume that
ys− = ys, which implies Ys− = Ys, see Equation (B.1). In particular, the following
computations work when Ys is continuous.
∆tx f˜ (Ys) =−∆xσ(Ys)σ(Ys) z(Ys)∆x f (Ys)+(T − s)
∆txσ(Ys)
σ(Ys)
z(Ys)∆x f (Ys)
− (T − s)∆xσ(Ys)
σ2(Ys)
∆tσ(Ys)z(Ys)∆x f (Ys)
+(T − s)∆xσ(Ys)
σ(Ys)
z(Ys)∆tx f (Ys)− z(Ys)∆xx f (Ys)
+(T − s)z(Ys)∆txx f (Ys)+∆tx f (Ys)η(Ys)+∆t f (Ys) z(Ys)σ2(Ys) ,
−2 f (Ys)z(Ys)∆tσ(Yt)σ3(Yt) ,
∆xt f˜ (Ys) =−∆xσ(Ys)σ(Ys) z(Ys)∆x f (Ys)− z(Ys)∆xx f (Ys)+(T − s)
∆xσ(Ys)
σ(Ys)
z(Ys)∆tx f (Ys)
+(T − s)z(Ys)∆xtx f (Ys)+∆xt f (Ys)η(Ys)+∆t f (Ys) z(Ys)σ2(Ys) .
Finally, since L f (Ys) = 0 = L(∆x f )(Ys), for continuous paths Ys, and Assump-
tion 4.16 is true, we find L f˜ (Ys) = 0, for continuous paths Ys. Hence, f˜ satisfies
Assumptions 4.7 and 4.8, and then, by Theorem 4.9, (∆x f˜ (Xs)zs)s∈[0,T ] is a mar-
tingale. Therefore
(T − s)zs∆x f˜ (Xs)+ f˜ (Xs)
∫ s
0
zt
σ(Xt)
dwt = E
[
g˜(XT )
∫ T
0
zt
σ(Xt)
dwt
∣∣∣∣ Xs] .
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By Equation (4.20), we find
∆x f˜ (Xs) = (T − s)zs∆xσ(Xs)σ(Xs) ∆x f (Xs)+(T − s)zs∆xx f (Xs)
+∆x f (Xs)
∫ s
0
zt
σ(Xt)
dwt + f (Xs)
zs
σ2(Xs)
.
Lastly, the result can be easily derived from the equation above.
Corollary 4.18. At s = 0,
∆xx f (X0) = E[g(XT )ξ ],
where
ξ = ξ0,T = pi2− ∆xσ(X0)σ(X0) pi−
1
Tσ2(X0)
,
since pi = ηT/T .
Remark 4.19. In the Black–Scholes model, we find the same result as in [13]:
∆xx f (X0) = E
[
g(XT )
1
X20σT
(
w2T
σT
−wT − 1σ
)]
.
However, in [13] the Gamma was derived only under the Black–Scholes model
and for path-independent derivatives with contract of the form g(XT ) = φ(xT ).
4.3.4 Vega
In this section, we restrict ourselves to time-homogeneous local volatility models,
i.e. σ(Yt) = σ(yt). Consistently to [6], we define the Vega of f (Xt) as the Fréchet
derivative of f (Xt)with respect to v=σ2. Using the result presented in [6, Section
4, Example 1], we know that the Vega of f (Xt) in the direction of u is given by
〈∇v f ,u〉= lim
ε→0
Ev0+εu[g(XT )]−Ev0[g(XT )]
ε
=
∫ T
0
∫
R
u(t,x)m(t,x)dxdt,(4.22)
where
m(t,x) =
1
2
Ev0 [∆xx f (Xt) | xt = x] pv0(t,x).
Here, Ev0 is the expectation under the local volatility model (4.1) with v0 = σ2
and pv0(t,x) is the density of xt under v0.
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Theorem 4.20. Under the hypotheses of Theorem 4.17, the Vega satisfies
〈∇v f ,u〉= Ev0
[
g(XT )
1
2
∫ T
0
u(t,xt)ξt,T dt
]
.
where ξt,T is given by Equation (4.19). Moreover,
m(t,x) =
1
2
Ev0 [g(XT )ξt,T | xt = x] pv0(t,x).(4.23)
Proof. Equation (4.22) can be rewritten as
〈∇v f ,u〉= 12
∫ T
0
Ev0 [u(t,xt)∆xx f (Xt)]dt.
Assuming the conditions of Theorem 4.17 are satisfied, then
∆xx f (Xt) = Ev0[g(XT )ξt,T | Xt ],
and thus the following is true:
〈∇v f ,u〉= 12
∫ T
0
Ev0[u(t,xt)Ev0 [g(XT )ξt,T | Xt ]]dt
=
1
2
∫ T
0
Ev0[u(t,xt)g(XT )ξt,T ]dt
= Ev0
[
g(XT )
1
2
∫ T
0
u(t,xt)ξt,T dt
]
.(4.24)
Notice now that
Ev0 [∆xx f (Xt) | xt ] = Ev0 [Ev0[g(XT )ξt,T | Xt ] | xt ] = Ev0 [g(XT )ξt,T | xt ] ,
which implies (4.23).
Remark 4.21. The results presented in the previous Theorem allows us to more
efficiently compute the Vega of a path-dependent derivative in a local volatility
model, namely we avoid the computation the functional second derivative of the
price functional, ∆xx f .
The expectation in Equation (4.23) should be understood as follows: the pro-
cess starts at (0,x0) and it is simulated up to time T , but with the condition that
xt = x (this is a spot value condition). In order to do this, one needs to simu-
late diffusion bridges, i.e. a diffusion under the condition that it starts at (0,x0)
and pass at (t,xt). This type of conditional expectation does not appear in the
case for Deltas and Gammas, since the conditional expectation involved in their
computations are conditioned to the full path Xt .
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Remark 4.22. Comparing this result with the one presented in [13], we notice
that Dupire’s formula (4.22) avoids the necessity to compute Skorohod integrals.
Actually, one can show that the formula for the Vega in [13] can be simplified to
(4.22) when g(XT ) = φ(xT ).
4.3.5 Numerical Example
Volatility derivatives are financial contracts such that their underlying asset is a
measurement of volatility or variance, such as the realized volatility over a pre-
determined period or the Chicago Board Options Exchange Market Volatility In-
dex (VIX).
In this example, we will consider the continuous-time version of options on
realized variance, more precisely options on quadratic variation, see for instance
[20]. This example was not dealt in the Malliavin calculus setting.
We will consider a payoff functional g of the form g(YT ) = φ(yT ,QV (YT )),
where QV is the functional representing the pathwise quadratic variation of the
price path, we refer the reader to Appendix B. Particularly, we will examine a
Call option with a variance European knock-out barrier, i.e. φ(y,QV ) = (y−
K)+1{QV<H}. This derivative is called a VKO Call option; it is a commonly
traded exotic derivative in the Foreign Exchange markets.
The price functional f (Yt) = E[g(XT ) | Yt ] is defined as in Equation (2.6).
We start by observing that, under a local volatility model, an augmentation-of-
variable argument shows that one can write f (Yt) = ψ(t,yt ,QV (Yt)). Following
this characterization, one could prove the smoothness of the functionψ (and hence
of the functional f ) using classical tools of PDE. Hence, f satisfies Assumptions
4.7.
To analyze the path-dependence of this derivative, we would like to derive the
Lie bracket of f . Unfortunately, the time functional derivative of ∆xQV does not
exist in the whole Λ. Nonetheless, we are able to conclude that LQV (Yt) = 0, for
continuous paths Yt , see Appendix B. Hence, under a local volatility model, the
same holds for f , by Proposition 3.3. Therefore, f satisfies Assumptions 4.8. See
Appendix B for additional details.
To make this example computationally interesting for the calculation of the
Delta and Gamma, we assume that x follows a CEV (Constant Elasticity of Vari-
ance) model, i.e. σ(x) = max{σxγ ,α}, where α = 0.001 is a lower bound in
order to ensure that σ is bounded from below, see Remark 2.6.
In the specific case of the computation of the Vega, we will assume the Black–
Scholes model (i.e. we take γ = 1). More complex local volatility models, like
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the CEV itself, could be considered. However, it would be computationally chal-
lenging to simulate its diffusion bridges (see Remark 4.21) and hence outside the
scope of this paper. The order of magnitude of the quadratic variation of x with
γ = 1 and γ = 0.5 are different. We take that into account when computing the
Vega.
Below, in Figure 4, we show the convergence plots of ∆x f (X0) and ∆xx f (X0).
These quantities are computed using Theorems 4.9 and 4.17. Moreover, in Figure
5, we compare the convergence plots using the weights given by Theorems 4.9
and 4.17 with the standard Finite Difference estimation (i.e. ∆x f (X0) = ( f (Xh0 )−
f (X−h0 )/(2h)) and ∆x f (X0)= ( f (X
h
0 )−2 f (X0)+ f (X−h0 )/h2)). Finally, we present
the plot of the Vega of f as defined in Section 4.3.4. More precisely, we plot
m(x, t) computed by Equation 4.23.
Considering the parameters given in Table 1, we show the results in Table 2
and in Figures 4, 5 and 6.
The reader should notice that Finite Difference estimation for the Delta and
Gamma perform very poorly. The reason is the discontinuity of the knock-out
volatility barrier. This feature adds significant noise to the problem, as one can
easily see in Figure 5.
Parameter Value
Initial Value (X0) 100
Volatility (σ) 0.2
CEV Parameter (γ) 0.5/1.0
Strike (K) 100
Variance Barrier (H) 4.0
Maturity (T ) 1.0
Table 1: Parameters of the example on the VKO Call option.
Mean Standard Error
f (X0) 0.3624 0.0026
∆x f (X0) 0.2087 0.0022
∆xx f (X0) 0.0604 0.0018
∆x f (X0) (FD) 0.3683 0.1884
∆xx f (X0) (FD) -28.8123 37.5483
Table 2: Monte Carlo Estimation of the Price, Delta and Gamma of the VKO Call
option.
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Convergence Plots for the Greeks of a VKO Call Option
Figure 4: Convergence Plot of the Monte Carlo Method to Compute ∆x f (X0) and
∆xx f (X0).
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Figure 5: Convergence Plot - Comparison with Finite Difference Method.
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Figure 6: Plot of m(x, t) - the Vega for a VKO Call option. The axes Time and
Spot Value mean t and x, respectively.
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4.4 More on Delta
In the following, we will derive formulas for the Delta of a derivative contract
distinguishing each path-dependence structure presented in Definition 3.4.
The goal of this section is twofold: show how the result found in [13] using
Malliavin calculus can be achieved using functional Itô calculus and then provide
a better understanding of the assumption used in the Malliavin calculus framework
that the contract g is of the form:
g(YT ) = φ(yt1 , . . . ,ytn).(4.25)
In short, this assumption implies that contracts of this form generate derivatives
prices that are discretely monitored functionals, see Definition 3.4. The main
feature of these functionals is that they exhibit local weak path-dependence but
for the finite set of times {t1, . . . , tn}, see Proposition 3.6.
4.4.1 Discretely Monitored Functionals
In this section, we consider a simple modification of the method described in Sec-
tion 4.3 to handle discretely monitored functionals as studied in [13], see Equation
(4.25).
Theorem 4.23. Assume the no-arbitrage price of a path-dependent derivative,
denoted by f , is a discretely monitored functional and that f satisfies Assumptions
4.7. Hence, we find the same representation for the Delta as in [13]:
∆x f (X0) = E
[
g(XT )
∫ T
0
a(t)zt
σ(Xt)
dwt
]
,(4.26)
for any a ∈ Γ, where
Γ=
{
a ∈ L2[0,T ] ;
∫ ti
0
a(t)dt = 1, ∀ i = 1, . . . ,n
}
.(4.27)
Proof. To focus on the essential arguments of the proof, we consider the case
with only two monitoring dates t1 < T . This setting allow us to introduce all the
elements of the proof without the burden of heavy notations. A similar reasoning
could be applied to the general case.
As we have seen in Equation (4.9),
d(∆x f (Xt)zt) =−L f (Xt)ztdt+dmt ,(4.28)
30
with (mt)t∈[0,T ] being a local martingale. By well-known localization arguments
(see Appendix C), we assume that x and m are martingales and that f ∈ Dx. As
seen in Proposition 3.6, we have L f (Xt) = 0 for all t ∈ [0, t1)∪ (t1,T ]. Since L f
does not exist at t = t1, we are only able integrate Equation (4.28) over intervals
not containing t1. Fix ε > 0 and for t ∈ (t1,T ], we integrate the SDE (4.28) over
the interval [t1+ ε, t], we get
∆x f (Xt)zt = ∆x f (Xt1+ε)zt1+ε +mt−mt1+ε .
So, multiplying by any a ∈ Γ and integrating with respect to t from t1+ε to T , we
have ∫ T
t1+ε
∆x f (Xt)zta(t)dt
=
∫ T
t1+ε
∆x f (Xt1+ε)zt1+εa(t)dt+
∫ T
t1+ε
(mt−mt1+ε)a(t)dt
= ∆x f (Xt1+ε)zt1+ε
∫ T
t1+ε
a(t)dt+
∫ T
t1+ε
(mt−mt1+ε)a(t)dt(4.29)
For t ∈ [0, t1), integrating again Equation (4.28) now over the interval [0, t], we
get
∆x f (Xt)zt = ∆x f (X0)+mt .
Multiplying by a ∈ Γ and integrating with respect to t from 0 to t1− ε give us∫ t1−ε
0
∆x f (Xt)zta(t)dt
=
∫ t1−ε
0
∆x f (X0)a(t)dt+
∫ t1−ε
0
mta(t)dt
= ∆x f (X0)
∫ t1−ε
0
a(t)dt+
∫ t1−ε
0
mta(t)dt(4.30)
Summing the two Equations (4.29) and (4.30), taking the expectation and us-
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ing the fact m is a martingale, we find
E
[(∫ t1−ε
0
+
∫ T
t1+ε
)
∆x f (Xt)zta(t)dt
]
= ∆x f (X0)
∫ t1−ε
0
a(t)dt+∆x f (Xt1+ε)zt1+ε
∫ T
t1+ε
a(t)dt
+E
[∫ t1−ε
0
mta(t)dt
]
+E
[∫ T
t1+ε
(mt−mt1+ε)a(t)dt
]
= ∆x f (X0)
∫ t1−ε
0
a(t)dt+∆x f (Xt1+ε)zt1+ε
∫ T
t1+ε
a(t)dt.
Therefore, the result follows letting ε → 0+ and applying the integration by parts
formula and using that a ∈ Γ, which means ∫ t10 a(t)dt = 1 and ∫ Tt1 a(t)dt = 0.
Remark 4.24. Comparing with Equation (4.3), we conclude that Theorem 4.23
gives the same weight as in [13].
Remark 4.25. Consider a contract g(YT ) = φ(yt1 , . . . ,ytn), where 0 < t1 < · · · <
tn ≤ T are fixed times and φ :Rn −→R. In the case of local volatility models, the
assumption that f is a discretely monitored functional in the previous Theorem is
automatically satisfied as one can simply deduce from
f (Yt) = E[φ(xt1 , . . . ,xtn) | Yt ],
and from Definition 3.4.
We would like to conclude this section observing that we were able to derive,
using the techniques of functional Itô calculus, the same results of [13], in which
Malliavin calculus was used. Furthermore, the method implemented here enlight-
ens the assumption that the derivative price needs to be a discretely monitored
functional to employ Theorem 4.23. Indeed, the main feature of such functionals
is that they are locally weakly path-dependent in the interval (ti, ti+1) allowing us
to apply the integration by parts formula in each of these interval.
One should also notice that, making the proper adaptations, a similar result to
Theorem 4.17 holds true for discretely monitored functionals, since their Deltas
are also discretely monitored functionals. Moreover, we should note that we could
derive the equivalent of formula (4.24) for discretely monitored functionals as
well.
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4.4.2 Delayed Path-Dependent Functionals
The argument presented in the proof of Theorem 4.23 can be generalized to the
delayed path-dependent functionals. The next proposition states precisely the re-
sult. Define
Γs =
{
a ∈ L2([0,T ]) ;
∫ s
0
a(t)dt = 1 and a(t) = 0, for t ≥ s
}
.
Proposition 4.26. Fix a t1-delayed path-dependent functional f satisfying As-
sumptions 4.7 and consider a ∈ Γt1 . Thus,
∆x f (X0) = E
[
g(XT )
∫ t1
0
a(t)zt
σ(Xt)
dwt
]
.(4.31)
Proof. As before, by Equation (4.14),
mt = ∆x f (Xt)zt−∆x f (X0)+
∫ t
0
L f (Xs)zsds.
Multiplying by any a ∈ Γt1 , integrating with respect to t and taking expectation,
we find
∆x f (X0) = E
[∫ T
0
a(t)∆x f (Xt)ztdt
]
+E
[∫ T
0
a(t)
∫ t
0
L f (Xs)zsdsdt
]
= E
[∫ t1
0
a(t)∆x f (Xt)ztdt
]
.
Therefore, a simple application of the integration by parts formula yields the re-
sult.
Remark 4.27. In the case of delayed path-dependent derivative, we have found
the weight
pi =
∫ t1
0
a(t)zt
σ(Xt)
dwt .
One should compare this formula with (4.3).
Remark 4.28. In the case when the Lie bracket is zero in [u,s] ⊂ [0,T ], we can
adapt the proof above to find a similar expression of (4.31) for the Delta at time u,
∆x f (Xu).
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Remark 4.29. Clearly, a discretely monitored functional is also delayed path-
dependent, but it could be computationally advantageous to consider a∈ Γ instead
of a ∈ Γt1 .
Example 4.30. Consider the following contract
g(XT ) =
(
xT − 1T − t1
∫ T
t1
xudu
)+
,
where 0 < t1 < T . This derivative is called forward-start floating-strike Asian
call option, see [14] for more details. We assume x follows the Black–Scholes
model with r = 0, dxt = σxtdwt , where σ > 0. Hence, one can easily deduce that,
for t < t1, f (Yt) = E[g(XT ) | Yt ] depends only of yt . Therefore, f is a t1-delayed
path-dependent functional.
Applying Proposition 4.26, we find
∆x f (X0) = E
[
g(XT )
∫ t1
0
a(t)zt
σxt
dwt
]
.(4.32)
Consider then the weight
pi =
∫ t1
0
a(t)zt
σxt
dwt ,
and further notice that in this model the tangent process satisfies zt = xt/x0. Hence,
pi =
1
σx0
∫ t1
0
a(t)dwt ∼ N
(
0,
1
σ2x20
∫ t1
0
a2(t)dt
)
.
One can show that the choice a ≡ 1/t1 attains minimum variance for pi over Γt1 .
Then,
pi =
wt1
t1σx0
.
Considering the parameters given in Table 3, we find the results presented in Table
4 and in Figure 7. We compare the estimation using the weight we have derived
with the finite difference approach (i.e. ∆x f (X0)≈ ( f (Xh0 )− f (X−h0 ))/(2h), for a
small h). We see that we achieve smaller standard error (and fastest convergence)
using Equation (4.32).
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Parameter Value
X0 100
σ 0.2
t1 0.2
T 1
Table 3: Parameters of the example on forward-start floating-strike Asian call
options.
Mean Standard Error
f (X0) 3.5329 0.0200
∆x f (X0) 0.03607 0.00258
∆x f (X0) (FD) 0.04055 0.01409
Table 4: Monte Carlo Estimation of the Price and Delta of a forward-start floating-
strike Asian call option.
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Figure 7: Convergence Plot of the Monte Carlo Method to Compute ∆x f (X0) -
Comparison with Finite Difference Method.
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5 Conclusion and Future Research
We have introduced an instantaneous measure of path-dependence using the func-
tional Itô calculus framework introduced in Dupire’s influential work [6]. This
measure is defined as the Lie bracket of the time and space functional deriva-
tives. We then proposed a classification of functionals by their degree of path-
dependence. Furthermore, for functionals with less severe path-dependence struc-
tures, called here locally weakly path-dependent, we studied the weighted-expectation
formulas for the Delta, Gamma and Vega. In the case of a strong path-dependent
functional, we were able to understand the impact of the Lie bracket on its Delta.
Numerical examples of the theory were also presented.
Further research will be conducted to analyze the case of strong path-dependence.
In particular, an explicit description of the adjoint of the time functional deriva-
tive ∆t . Moreover, another interesting direction for additional research is the case
of non-linear prices of path-dependent derivatives and the computation of their
Greeks; see for instance [21, 7]
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Appendices
A Topological Support of SDEs with Functional Co-
efficients1
As we have stated in Remark 2.6, the Stroock-Varadhan Support Theorem guar-
antees that, under mild assumptions of the coefficients, the topological support of
a diffusion will be the space of continuous spaces. However, to the best of our
knowledge, this theorem is not available for the case of path-dependent coeffi-
cients. In what follows, we will discuss a simple assumption on the functional σ
that guarantees that the support of the process x contains all the continuous paths.
Firstly, notice that we may remove the drift of SDE (2.15) by considering
the discounted price, e−rtxt . In the case of the general SDE (2.3), we may re-
move the drift µ by applying the Girsanov Theorem (assuming, for example, that
(µ(Xt)/σ(Xt))t∈[0,T ] satisfies the Novikov’s condition). Let us consider then the
driftless SDE
dxt = σ(Xt)dwt .
The simple assumption on σ that guarantees that the topological support of x
contains all the continuous functions in [0,T ] starting at x0 is that σ is bounded
from above and from below, i.e. 0 < a≤ σ(Yt)≤ A <+∞, for all Yt ∈Λ. We wish
to show that, given any ZT continuous and starting at x0, for any δ > 0,
P(‖XT −ZT‖∞ < δ )> 0.
By density arguments, it is sufficient to prove the inequality above for ZT of the
form
zt = x0+
∫ t
0
φsds,
for continuous ΦT = (φs)s∈[0,T ]. Notice then
‖XT −ZT‖∞ = sup
t∈[0,T ]
∣∣∣∣∫ t0 σ(Xs)dws−
∫ t
0
φsds
∣∣∣∣
= sup
t∈[0,T ]
∣∣∣∣∫ t0 σ(Xs)d
(
ws− φsσ(Xs)ds
)∣∣∣∣ .
1Compared to the published version: added the necessary assumption bounded from above on
the volatility and corrected the argument at the end of this appendix.
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Since (φt/σ(Xt))t∈[0,T ] is bounded (ΦT is continuous and σ is bounded from be-
low), we may consider the equivalent probability measure Pφ :
dPφ
dP
∣∣∣∣
Ft
= exp
{∫ t
0
φs
σ(Xs)
dws− 12
∫ t
0
φ2s
σ2(Xs)
ds
}
.
Hence
P
(
sup
t∈[0,T ]
∣∣∣∣∫ t0 σ(Xs)d
(
ws− φsσ(Xs)ds
)∣∣∣∣< δ
)
> 0⇔
Pφ
(
sup
t∈[0,T ]
∣∣∣∣∫ t0 σ(Xs)d
(
ws− φsσ(Xs)ds
)∣∣∣∣< δ
)
> 0.
Moreover, under Pφ , the process
(
wt−
∫ t
0
φs
σ(Xs)ds
)
t∈[0,T ]
is a Brownian motion.
Therefore, we have shown that
P(‖XT −ZT‖∞ < δ )> 0⇔ P
(
sup
t∈[0,T ]
∣∣∣∣∫ t0 σ(Xs)dws
∣∣∣∣< δ
)
> 0
In order to show the right-hand side of the equivalence above, we would like to
apply the Dambis-Dubins-Scharwz Theorem and to do this we will extend the
process x to the time domain [0,+∞) as follows:
xt = xT +a(wt−wT ), for t > T.
Notice that (xt)t∈[0,+∞) is a continuous local martingale with 〈x〉t almost surely
strictly increasing and continuous in t with 〈x〉∞=+∞. Therefore, by the Dambis-
Dubins-Scharwz Theorem, there exists a Brownian motion (bt)t∈[0,+∞) such that
xt− x0 =
∫ t
0 σ(Xs)dws = b〈x〉t . Thus, since 〈x〉T ≤ A2T ,
sup
t∈[0,T ]
∣∣∣∣∫ t0 σ(Xs)dws
∣∣∣∣= sup
t∈[0,〈x〉T ]
|bt | ≤ sup
t∈[0,A2T ]
|bt |,
which implies
P
(
sup
t∈[0,T ]
∣∣∣∣∫ t0 σ(Xs)dws
∣∣∣∣< δ
)
≥ P
(
sup
t∈[0,A2T ]
|bt |< δ
)
> 0,
as desired.
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B Stochastic Integrals and Quadratic Variations
An important functional we would like to consider in the context of the functional
Itô calculus is the quadratic variation. The first difficulty in this task is that this
functional cannot be continuous with respect to the dΛ metric. In fact, for any
ε > 0, consider a process (xt)t≥0 starting at zero that is a Brownian motion in
the strip [−ε,ε] and reflects once it touches either barrier −ε or ε . This process
clearly satisfies ‖Xt‖∞ ≤ ε and 〈x〉t = t, for any t ≥ 0, showing that the path Xt is
uniformly close to 0 with arbitrary quadratic variation.
Moreover, if we intuitively define f (Yt) as the quadratic variation of the path
Yt , we would face complications regarding the existence of this functional inΛ and
the choice of the sequence of partitions used to compute such quadratic variation.
For instance, there exists a sequence of partitions that generates infinite quadratic
variation for the Brownian motion.
Nonetheless, there are several ways to consider the quadratic variation func-
tional. Here we will consider the framework of the Bichteler-Karandikar pathwise
integral, see [1] or [19] for instance, where it is possible to consider a weaker con-
tinuity assumption on the functionals and extend the Functional Itô Formula to
this case. This was done in [24] and we forward the reader there for the formal
definitions and results below.
Consider the space of smooth functionals defined in the aforesaid reference,
C 1,2. This space extends C1,2 by weakening the Λ-continuity assumption. For
now, it is only necessary to know that C1,2 ⊂ C 1,2 and that the Functional Itô
Formula, Theorem 2.2, holds for functionals in C 1,2.
We now describe the Bichteler-Karandikar approach to define the pathwise
stochastic integral. They proved there exists an operator I : ΛT ×ΛT −→ ΛT such
that for any filtered probability space (Ω′,F ′,F ′t ,P′), any semimartingale x and
any adapted, càdlàg process z, both in this probability space, satisfies
I(ZT (ω),XT (ω))(t) =
(∫ t
0
zs−dxs
)
(ω) P-a.s.
Now, fix a functional h satisfying certain regularity requirements stated in [24].
Then, there exists a functional
Ih : Λ−→ R
such that
1. Ih ∈ C 1,2;
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2. Ih(Xt) =
∫ t
0
h(Xs−)dxs, for any continuous semimartingale x;
3. moreover, ∆tIh = 0, ∆xIh(Yt) = h(Yt−) and ∆xxIh = 0.
Here, the path Yt− is given by
Yt−(u) =
{
yu, if u < t,
yt− = limu→t− yu, if u = t.
(B.1)
Furthermore, based on the well-known identity for semimartingales,
〈x〉t = x2t −2
∫ t
0
xs−dxs,
and since the pathwise definition of the stochastic integral is set, the pathwise
quadratic variation is defined by the identity
QV (Yt) = y2t −2Il(Yt),(B.2)
where the functional l : Λ−→ R is given by l(Yt) = yt . From this, one can easily
show
1. QV ∈ C 1,2;
2. QV (Xt) = 〈x〉t , for any continuous semimartingale x;
3. moreover, ∆tQV = 0, ∆xQV (Yt) = 2(yt− yt−) and ∆xxQV = 2.
We can then compute the Lie bracket of the stochastic integral and the quadratic
variation functionals:
LIh(Yt) =

−∆th(Yt), if ∆yt = 0,
@, if ∆yt 6= 0,
LQV (Yt) =

0, if ∆yt = 0,
@, if ∆yt 6= 0,
where ∆yt = yt− yt− is the jump of Y at time t.
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Another functional we will be interested in is the pathwise version of the
Dolaéans-Dade exponential:
E(Yt) = exp
{
yt− 12QV (Yt)
}
∏
0<s≤t
(1+∆ys)exp
{
−∆ys+ 12(∆ys)
2
}
,(B.3)
see [27]. If x is a continuous semimartingale, one can easily see that E(Xt) =
exp
{
xt− 12〈x〉t
}
. To compute the functional derivatives of E, notice that
E(Yt) = (1+∆yt)exp
{
−∆yt + 12(∆yt)
2
}
exp
{
yt− 12QV (Yt)
}
∏
0<s<t
(1+∆ys)exp
{
−∆ys+ 12(∆ys)
2
}
.
Therefore, it is easy to conclude that
1. ∆tE(Yt) = 0;
2. ∆xE(Yt) =
1
1+∆yt
E(Yt) and ∆xxE(Yt) = 0.
As we will see, we would like to compute the functional derivative of f (Yt) =
E(Ih(Y )t), where Ih(Y )t is the path (Ih(Ys))s∈[0,t]. Therefore, a chain rule argument
allows us to write
∆t f (Yt) = 0, ∆x f (Yt) =
1
1+∆yt
E(Yt)h(Yt−) and ∆xx f (Yt) = 0.
C Localization Argument for Theorem 4.9
By the assumptions on f and σ , the process m, given in Equation (4.8), is a local
martingale. Denote the integrand that defines m by (vt)t∈[0,T ] and consider the
sequence of stopping times
τn = inf
{
t ∈ [0,T ] ;
∫ t
0
(1+(∆x f )2(Xs)+ v2s )d〈x〉t ≥ n
}
,
Then, τn→ T P-a.s, as n→+∞, and (xt∧τn)t∈[0,T ], (mt∧τn)t∈[0,T ], ( f (Xt∧τn))t∈[0,T ]
and ∫ t∧τn
0
∆x f (Xs)dxs
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are proper martingales, for every n ∈ N. Moreover, f ∈Dn, where Dn =Dx·∧τn .
By the arguments shown in the proof of Theorem 4.9, where we have assumed
that f ∈Dx and that x and m were proper martingales, we conclude that, for each
n ∈ N,
∆x f (Xt∧τn)zt∧τn = ∆x f (X0)+mt∧τn.
Then (∆x f (Xt)zt)t∈[0,T ] is clearly a local martingale and (τn)n∈N is a localizing
sequence for it. Now, integrating with respect to t, we get∫ T
0
∆x f (Xt∧τn)zt∧τndt = ∆x f (X0)T +
∫ T
0
mt∧τndt.
Hence, following the same steps performed in the proof of Theorem 4.9, we
find
∆x f (X0) = E
[
f (XT∧τn)
1
T
∫ T∧τn
0
zt
σ(Xt)
dwt
]
.
Notice now that f (XT∧τn) = E[g(XT ) |F xT∧τn], which implies
∆x f (X0) = E
[
g(XT )
1
T
∫ T∧τn
0
zt
σ(Xt)
dwt
]
.
Deploying the Cauchy-Schwarz inequality, Itô’s Isometry and using the fact that
g(XT ) ∈ L2, we find∣∣∣∣∆x f (X0)−E[g(XT ) 1T
∫ T
0
zt
σ(Xt)
dwt
]∣∣∣∣≤ E[∣∣∣∣g(XT ) 1T
∫ T
T∧τn
zt
σ(Xt)
dwt
∣∣∣∣]
≤ ‖g(XT )‖L2
1
T
(
E
[∫ T
T∧τn
z2t
σ2(Xt)
dt
])1/2
n→+∞−→ 0,
yielding the result.
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