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~ P(Xj 的~， ~ ~仰の~， ~ arg max w ~の三要素から成り立っているが，そ
れぞれの意味を以下に示す.
. P(Xj防:音響モデルによる評価




































P(W) = P(w)， w2 ，.， w，J (2.9) 
この確率をそのまま求めるのは非常に困難であるため，本式を次のように変
形してみる.
P(W) = I1 P(wrlw;-) (2.10) 
(ご P(w))P(w2Iw) )P(w3Iw) w2)... P(wL Iw)ヲw2，.， w，.) ) 




















. Bigram: P(W) =日P(w(lw(ー，) (2.12) 











，. ，-" n(11ノ(-，) 
(2.14) 
N 
hlwJ:LhZλI刷工:+，)(=A，P州 +λ2P川 (-1)+ 
(2.16) 
・ Trigram: 
n(11ノ、 .w.，‘W.I P(w/Iw t •2 , w(ー，)=一¥一 (-L'. (ーlフノ
hム，-" n(w(_2' Wwー1) 















戸= J aP(仰w肌州rlw;叫;とU斗L:ユ山Lんいυ+什+1) (付例n刈(w〈:L~〕〕一イ州引N川+什山l
i01)(...I...I-1 ¥ / / t ， ^~LI=I^ ， (2.17) (ββP尺(w帆州rlw叫;:ユLふい+叶，) (n刈(w川:N仙川+叶1)= 0の場合)
但し，a はDiscount係数と呼ばれる定数で'furing推定[14]としづ方法に



















































































































































































































ル=arEmx P(L I W)P(W~ (3.2) 




















形態素列 W の表記と文字列 Lが一致する場合は必ず 1であり ，一致しない
場合は Oである.また，確率 Pρの は，形態素ヲIJ Wの生成確率である.従
って，統計的手法による形態素解析は，与えられた文字列と一致する全ての形
態素列の中から，生成確率が最も高くなる形態素列を探索することによって実
現できる.形態素列 Wを Wl，W2，…Wm とすれば，形態素 N-gramを用いる
と，その生成確率 P(羽うは次のように表される.
P(W) = [1 P( W( I w:~ '~' +I ) (3.4) 
W XV は x番目から y番固までの形態素列を表す.
形態素解析は，文章に品詞を付与することが目的であるから，形態素解析に































P(Wzw:1 WI) P(w51 C'I) 
図(3.1)各種目gramの確率計算方法の比較
P(W I I W2W:I) 












































(C 0は形態素 11'，の属するク ラス)Cc→wx@cc¥wx ためのクラス分類を決定する方法を提案する.形態素独立，および形態素列結
(θ¥bは θ の要素から bを除くこと意味する)合候補の決定は，式(3.9)により求められるエントロビーを最小にさせる候補を
i i.連接形態素の結合によるクラス分離1つのみ選択する.
および形態点列クラス問の任立の既に初期クラスより分離されている形態素のクラス，
その形態ぷ)1IJに連接しない2クラスに対して，結合して生じる新たな形態素列クラスと，(3.9) H(c/) = LP(c/)LP(川 Ic))P(c)lcJlog2{P(wsklけP(c)Ic/)
形態素クラスとに分離する
Wx ED Wy→{Wx wy} ED {wx玖}ED {印xwy} 
{WxWr}は連接形態素 W，W，のクラス













d，.H = H(cJ -H(c/ ""c; + {wx} + cc "'w:J ントロビーを
最小にする候補を選択する本手法は，より少ないパラメ ータで精
11.連接形態素の結合によるクラス分離
d，.H = H ( C/ ) -H (c/ 
"" 











































P(wlcc) =ー とー (3.11) 
匂 N(cc)
と表される.これを，クラス Cc に属する全ての形態素について計算し，1 
から引し 1た残りが品詞 Cc から未知語が出現する確率P(ecノである.
P(eq) = 1-I P(wlcc) (3.12) 未知語の形態素解析を行うために，品詞クラス Cq に対して，同一品詞の未
知語のためのクラス Cq を導入する.クラス Cq は，任意の文字を 1文字を
出力するクラスであり，同一未知語クラスんが連続した場合は，それらをま
とめて一つの未知語とみなす.図(3.4)に， I政瀧Jという未知語を含んだ文の
品詞 Bigramを使用した形態素解析の処理例を示す.以下に， cq に関する確
率の導出を行う.
WECc 























文， 559，711形態素から成仏語葉は 7，724語である.このうち，約 4分の
1(334対話， 11，321文， 137，691形態素)を評価用データとし，残り (1，000対
話， 32，770文， 402，020形態素)を言語モデ、ル学習に使用した.
形態素解析精度の比較対象として，複合 N-gram と形態素 N-gram，および
品詞 N-gram を構築した.複合 N-gram は，活用形，および活用型を含めた
234品詞を初期状態とし，最大 2，000クラスまで分離を行い， 500分離おきに













:-J-gram i¥-gram 500 1000 1500 2000 
Bigram 98.90 98. 56 99.13 99. 07 99.02 99.01 
Trigram 98.95 98.9-:1 99.17 99. 08 99.01 99.03 
表(3.2)各種言語モデ、ルの形態素解析性能比較(品詞と読みを含めた評価)
形態素 品詞 複合 N-gram(クラス数)
N-gram N-gram 500 1000 1500 2000 
Bigram 98. 54 96. 78 98.62 98. 64 98. 62 98.63 






































形態素 Bigram : はし\(感動詞)それ(代名詞)で(佑助詞)結構(形作名 IT~i1) です(判定制)






















はこう いった形態素同士の接続ではなく ，I数詞J→「普通名詞」と いう品詞
という問での接続しか考慮することができず，出現頻度の最も高い「し¥ちJIりJ
が選択されている.形態素 Bigramでは，形態素聞の接続を直接表現すること

















次に，品詞 Bigram，形態素 Bigram，複合 Bigramの形態素解析結果およ
び遷移確率の比較によりそれぞれの有効性を比較した.
? ?。? -29-

































































1/64 1/32 1/16 1/8 1/-1 1/2 1/1 
形態点数 1 6， 306 1 14， 293 1丸 9311 50，794 1101，227 I 200，105 I 402，020 
クラス数500 9L1. 45 95. 87 96.97 97.53 98.02 98. L15 98. 62 
クラス数 1000 94. 27 95. 66 96.85 97.50 97.98 98.41 98. 64 
形態素数 品詞付与正解率 読み付与正解率
(%) (%) 
]UMAN 2.158 95. 83 9"1. 21 


























































品詞 Bigram I 複合 Bigram(分離クラス数)
500 I 1000 I 1500 















































































































































Bigram 。 500 1000 1500 2000 
ノミープレキシティ 20. 02 40. 27 19.3-1 17. 6.1 16.98 16.75 







































































































Trigram 。 500 1000 1500 2000 
ノミープレキシ 15. 13 38. 76 16.65 15. 16 14.61 14.48 
アイ









538 I 1000 I 1500 I 2000 
複合 Bigram 1 29.81 I 27.60 I 28.00 I 28.36 
表(4.5)音響分析条件



























Bigram 。 500 1000 
辞書 Subset 54.62 48.46 59.74 58. 13 


















・辞書 Fullset: データベースに出現する全ての形態素 (6，396語)











































となる • f(x/pノの最大化条件 dldplog f(x / pノ==0を解くことにより， N-
gramの遷移確率は次のように計算される.



















PA仰 =argmaxp l(plx) (5.4) 
ベイズ則を用いると，本式は次のように変形できる.
Pu・4P= arg max pf(xlp)g(p) (5.5) 
ここで，g.白ノ は，確率 p に関して何らかの情報より先見的に与えられる事





通常， N-gramの遷移確率は，最尤推定(以後 ML推定と略 (Maximum




P MI， = arg maxp f(xlp) (5.1) 
N-gramの場合，推定対象の確率p は，直前の N-l形態素列 hから次の形
態素 wへの遷移確率 p(w/tノである.観測サンプノレ，すなわちテキス トデー
タにおいて形態素ヂIJhがc(h)回観測され，その内形態素 w が後続する場合(確
率p)がc的，w)回，w以外の形態素が後続する場合(確率 l-p)が cめノー c(w)
回であるから，尤度関数 斤x/pノは，











Pん仰(wlh)= pC(h，w)(l_ p)ι( h)-c(h，w)αpαー1(1-p)β一l三 L(p) (5.6) 
-48-
? ??

































μ= ._， ~ • -，'. " (5.12) 
) ~， c， (h) 
ヲ〉~， C ，(h)p， (w I h)2 守
ゲ =]IF-μ L (5.13) 
)"c，(h) 
本式において，Cj(完ノはタスク iのテキスト内ののT-1ノ形態素ヂIJhの出現















とにより αおよび αチβが得られ，これらの値と，テキス トデータから形態素








ことにより， N-gramの遷移確率 PMAP(wnI Wln-~ノが得られる.この遷移確率











遷移確率を求めようとする N形態素列 Wjn(=h， w)が不特定タスクデータ
に含まれる場合は，既に示した MAP推定によるタスク適応手法により遷移確













Cl (h)， cl (h， w)
PMAP(wlh) 
以上をまとめると，タスク適応 N-gramの平滑化後の遷移確率 Ps(WnI Wln-1) 
は次式で表される.
図(5.1)MAP推定によるタスク適応 N-gramの遷移確率算出
尺 (wl1 lw~ -') = 
U叩恥IW~-I)
Cj(W~-') = O，cj(w;-') > 0の場合 α(W~-' )尺(Wnlwrl) (5.14) 
5.3.2 back-off smoothingによる遷移確率の平滑化













Df '" 1，1-' ¥ _ Cj(w~) + 1 
n
c， (川)+，P(wnlwl)-PAMパwn|wf-l)









"'n ι I("'~) >O 
以上の Back-off平滑化を応用した手法を用いることにより，求める N-









MAP推定により各タスクに適応させた N-gram-タスク適応モデ、ル :評価実験および考察5.4 ? ??形態素 Bigram，Trigramで作成した.
ル・タスク毎のテストセットパーフレキシティ値を表(5.2)に示す.
これらのモデ、ルをタスク毎に，
タスク全体の平均で約 29%(Bigram)， 21% (Trigram)低くなっている.特定
























番号 形態素数 不特定タスクモデル 特定タスクモデル タスク適応モデ、ル
Train Test Bigram Trigram Bigram Trigrれm 日19ram Trigr礼m
136，175 42， 698 23. 177 17.954 22. 922 18. 261 22. 159 17. 391 
2) 118， 124 38， 697 14.844 10.080 13.843 9. 942 13.401 9. 553 
3) 19，471 6，610 26. 539 17.398 23.934 17.201 20. 042 14. 364 
15，302 5，075 31. 285 24. 706 38. 158 32.851 27.994 23.041 
10，791 2，983 24. 191 16.563 21. 772 16.577 17.471 13. 187 
8，802 2，999 17. 136 11. 199 14.666 11. 402 11. 867 8.712 
8，617 2， 722 21.114 14. 186 18.391 14.619 11.641 11. 060 
8) 8， 537 2，193 21. 148 14.296 14.225 11. 307 12. 769 10.208 
9) 8， 567 2， 528 25. 171 18.167 26. 007 20.822 19.141 14.922 
10) 5，036 1，608 16. 592 10.832 14.060 10.929 10.915 7.815 
5， 326 1，439 12.982 8.887 12.179 9.631 9. 350 6.908 
3， 578 1， 165 32.918 19.395 25. 369 18.372 18.034 12.756 
13) 2， 378 1，075 30. 288 22.405 34. 246 32. 202 18. 185 16.735 
2， 572 908 35. 545 27. 109 46.611 42.088 25. 396 21. 947 
15) 1，750 509 44. 156 34.232 47.543 44. 545 25.948 23. 186 









































タスク番号 Bigram Trjgram 
24.096 19.608 
2) 14.273 10. t1.1 
3) 23. 147 19.201 
29.945 26. 039 
19.514 16.801 
6) 12.932 10.409 
16.611 13.959 
8) 14.763 12.674 
9) 21. 364 18. 491 
10) 12. 181 9.420 
10.094 8.134 
12) 22.693 19.247 
13) 19.718 18. 131 
14) 27.609 25. 528 
15) 31. 752 29. 239 























例 1) じゃあ その 漢方薬 下さ し¥
-不特定タスク Bigram: 3.83 x 10-2 9.68 X 10-4 1.93 x 10・1 5.78X10・1
-特定タスク Bigram: 1.39 X 10-1 3.97 X 10-2 1.85 X 10-1 5.55 X 10-1 




































P(wlh) = :l>-1J=;(wlh) (5.17) 
例 2) lまし¥ お願いします (文末)
但し，重み係数の和は 1(17 j A j =1)であり，それぞれの重み係数の値 A1 は
削除補間法 [12]によって求められる.また，それぞれのタスクの N-gramは









-不特定タスク Bigram: 6.99 x 10-4 
・特定タスク Bigram: 1.00 x 10・6
・タスク適応Bigram: 3.50 x 10・4
9.24 X 10-1 





タスク番号 Bigram Trigram 
23.860 20. 248 
2) 14.305 10.721 
3) 21.571 16.088 
28. 179 24. 154 
18. 752 15. 176 
6) 13.132 10. 550 
16. 161 13.529 
8) 13.697 11. 537 
9) 20. 380 16.719 
10) 12. 151 9. 635 
10.143 8.148 
20. 158 15. 358 
13) 19.801 17.827 
19.801 23. 531 
26.921 28. 328 





























表(5.5)より，タスク適応 Bigramは不特定タスク Bigramよりも 8.17%高く








































































































































R_SHOWLIST 0 スキー場名 D 標高差 C一三三 v_ 1000 
データベース検索表現:
SELECT スキー場名 FROM スキー場データ
WHERE標高差三三 l旦00
R_(コマンド名) O_(対象物名) D_(ドメイン名) C_(比較方法) v_C値)













R_SHOWLIST O_スキー場名 D標高差 C_>二 V_1000 





















スキー場名 県 標高差 リフト数
志賀高原 長野 500 27 
野沢温泉 長野 1100 29 
妙高赤倉 新潟 Q(i(i 26 
八方尾根 長野 1000 ト___34























? ? ?? ?
に対して生成確率を計算する.中間表現 Sから入力文 Wの生成確率は，次式
のように 6.2.2節で示した 5要素それぞれの文生成確率の積として近似する.
P(S) = P(SI) TI P(s，ls'_I) (6.4) 
，=2 
それぞれの確率は最尤推定により次式で容易に求められる.
P(SI) = N(sl) / L 
(6.5) 
P(WIS) =日P(WlsJ (6.3) 
但し，Stは中間表現 Sの t番目の要素を表す P(s，ls'_I) = N(s， ，S'_I) / N(s'_I) 
但し，N砂ノは中間表現データ中の要素'#'の出現回数を表し，L tよ学習デ
ータの文数を表す.音声認識では通常 left-to-right型， すなわち一方通行型のモデルが盛んに
























P(W I S)P(S) = {TI P(W I s，)} {P(SI) TI P(s[ I s[I)} (6.6) 
右辺を変形すると，次のようになる.
P(Wls1 )P(SI) TI P(WI久)P(仰ト1) (6.7) ，=2 
6.3.2要素の共起確率による中間表現の事前確率
















































2 3 4 5 
ML 82.9 80. 5 80. 5 78.0 81. 7 
ML+MCE 82.9 87.8 87.8 90.2 90. 2 
6 7 8 9 10 
79.2 79.2 79.2 78.0 80. 5 
















































































誤りの種類 認識誤り数 理解誤り数 理解正解数
助詞誤り 10 9 
重要キーワード誤り 16 16 。
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言語は，形態素(単語)列を生成する情報源であると考えられる.言語 Lにお
いて，言語モデル M の形態素列 W 作W1・・Wnノに対する生成確率を P(W1'・
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として計算される • H(L)は言語 Lから生成される形態素を特定するために必
要な情報量(ビット)であり，ある形態素の後には平均して 2HIω 個の形態素が
後続可能であることを示している.すなわち，

















例として 4形態素からなる文 W台w1，w2， w♂w4ノを考える.形態素 Bigram
の場合，文 W の遷移確率は，
P(W) = P(WI)' P(W2 I WI). P(W3 I W2)' P(W-l I W3) (8.7) 
のように， 4形態素問の遷移確率の積として表される.一方，複合 Bigramに
おいて，イヂiJえば W2と W3を結合させた場合，文 W の生成確率は，
P(W) = P(wl). P(w2， w3 I wl). P(w4 I WヲラWJ (8.8) 
のように， 3形態素列聞の遷移確率の積として求められる.しかし，この形態素
列の単位はあくまでも言語モテ、ルで、の単位で、あり ，エントロヒ---H(L)は， 1 
形態素当たりのエントロピーであるから，元の形態素数 4を用い，



















1 . 1 
p' = p' (1一一)+一一 (8.6) 
K' KV 
と補正し，遷移確率を 1に正規化している.なお，言語モデルを連続音声認識
に適用する際も， (8.5)および(8.6)式による遷移確率を用いている.
b.形態素夢IjN-gramの扱い
本論文の第 3章および第 4章で使用している「品詞と可変長形態素列の複合
N-gramJでは，特定の形態素列を結合し，言語モデルのための新たな単位とし
て扱うが，この場合のハープ。レキシティの算出方法を示す.
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?
? ? ??
