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 1．序一新しい量子化法を考える意義
 量子力学について解説した教科書は多く，理系の大学生の多くが量子力学を学んでいる．先
端技術の分野でも，量子力学はその理論的柱のひとつである．このようた状況のもとでは「量
子力学は，もうとっくの昔に完成してしまっており，手の加えようがたいものである．」と錯覚
しがちである．しかし，そうではない．量子力学が生れてから，今年でまだ，たったの60年．
還暦というわけだが，古典力学や電磁気学に比べれば，学問としてはかなり若い．まだまだ，手
を加えたり，作り直したりする余地はある．実際，量子力学の改造，発展に努力している科学
者は世界中に数多くいる．
 このようた量子力学の改造，発展の努力のほとんどは，「量子力学を確率過程として定式化し
よう．」という方向で行なわれているようである．その方向の努力には二つの側面がある：①量
子力学の基本的要請である「確率解釈」を例えば古典的確率過程から導出すること（原理的側
面），②今までの量子化法の枠をこえる新しい計算技術の獲得（実用的側面），というものであ
る．1〕
 従来，量子力学の確率過程的定式化は，もつぱら①の興味から行なわれてきた．中でも，ノ
イマンのNO－GO定理2〕を突破するべく作られたボームの理論3〕やネルソンの理論4〕は有名で
ある．ネルソンの理論は，量子揺動の根元をウィーナー型の古典的確率過程に求めて，量子力
学の定式化に成功した．原理的観点から見て，確かに興味深いが，波動関数に立戻ることのた
い量子化法として成立するか，多粒子系を矛盾なく扱えるかたど，基本的た疑問が多い．とく
に従来の量子化法よりも適応範囲が狭くたるようでは困る．
 この点，最近登場したパリジ・ウー流の「確率過程量子化法」5〕は全く違った性格を持ってい
る．この理論では，通常の時空変数の伸に新しく「仮想時間」とそれについての確率過程を導
入し，その過程の熱平衡極限（長時間極限）として量子力学を与える．現実の時間だけでなく，
新しく増した変数についての確率過程として量子力学を定式化しようとする点が斬新である．
 従来の量子化法には，教科書でおたじみの「正準量子化法」とファインマンによる「径路積
分量子化法」とがあった．パリジ・ウー流の確率過程量子化法は，両者にはない興味深い特色
や利点を持ち，第三の量子化法として注目されている．本稿では，この確率過程量子化法につ
いて述べる．
2．径路積分量子化法
 バリジ・ウー流の確率過程量子化法の話に入る前に，ファインマンの径路積分法について説
明しておこう．
 まず，簡単のため，質量mを持つ一次元粒子がポテンシャルγ（σ）の力の場の中で運動して
＊本稿は統計数理研究所に於ける講義に基づいている。
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いる場合を考える．ファインマンの径路積分量子化法は，時刻κ。のとき点σ1にいた粒子が，時
刻κ。のとき（κ1＜κ。）点σ。で見出されることの確率振幅として，
（・．1） ／吻，地111，κl／一・∫・［l1・…［古ズ肌（1（κ），a紫））1
を与えるものである・．ここで，五一÷・（a宏）γ一γ（1）は，この系のラクランソーアソ，そ
の積分・一∫舳は作用，就規格化定数，∫・［σ1は日（κ）（κ1・κ・κ・，・（κ1）一の，σ（κ・）
＝σ。）のすべての関数形（つまり粒子の径路）についての積分を表わす．この量子化法は正準量
子化法のシュレーディンガー方程式を通り越して，一気にその解である確率振幅を与えてしま
う．（2．1）が径路積分量子化法の出発点であ．る．
 この量子化法の物理的意味を考えよう．古典論では粒子の動く径路，すなわちσ（κ）の関数形
は（初期及び終期値σ（κ。）＝σ1，σ（κ。）＝σ。が与えられれば）一意的に定まる．（この径路は変分
原理δ∫舳一・の解である．）しかし，量子論戦それ以外の径路も実現する可能性がある．そ
れぞれの径路が実現することの確率振幅を…［舌∫12小（κ），a紫））・小ご比例するとす
れば重ね合せの原理によ一で，前出の確率振幅は／舳111，κ1／一語…［÷∫工・κ1で与
えられる．これが（2．1）の内容である．図2．1を見ていただきたい．
 （2．1）式が与える確率振幅は，Ψ（κ＝κ1）＝δ（σ一σ1）を初期条件とする，シュレーディンガー
方程式の解（すたわち波動関数）にたっているはずである．
 実際，（2．1）式で与えられた波動関数Ψ（σ。，κ。）＝＜σ。，κ。1σ1，κ1〉がシュレーディンガー方程
式を満足することは容易に証明できる．やってみよ1．系を記述する作用は・一ズ・・κで与
えられるから，～，ル）一・・∫・［l1…［舌・1．これを時間ルで偏微分すると・差を全
微分として次のようにたる．
κ2
’①
κ1
            q1
図2．1 ファインマンの径路積分法：
    q％
①が古典論の径路（簑一・）量子論で1ま②や③の酬実現可能
＊1σ，κ〉は「時刻κに粒子が点αにいる」という状態を表わす状態ベクトル，〈σ，パはその共役ヘクト
 ルを表わす。〈σ、，κ、’1σ、，κ、〉は，ベクトルl o、，κ1〉と1σ、，κ、〉の内積である。確率振幅＜σ。，κ。1σ1，κ1〉
 の絶対値自一乗が遷移確率を表わす。
（2．2）
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∂己舳・篶）一・∫州影一∂紫）∂、＆）1…［舌・1
      一・∫州［舌卜舌等ξ）∂島1…［が1
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                     ∂∫ここで，古典論でよく知られているように，∂σ（、、）は，時刻κ。における粒子の運動量を表わす
したがって（2．2）は
（2．3） 肋去ψ（舳）一・∫州［∂紫）力（篶）一工1…［舌・1
と書ける．つまり，［…］の中身を力（κ。）とσ（κ。）のみで書き表せば，ハミルトニアン∬とたる．
次にル）を微分演算子卜手∂、た）で置き換える．（（・・）式で見たよllこ・…「舌・1とい
う因子の前では力（κ。）＝ ∂∫∂κ2
      あ ∂を微分演算子一一で置きかえることができる．）すると，ハミル       ゴ∂σ。
／一アゾ・の部分は一1ル／ソ演算子百刈の，㍑）とだ1，積分∫州の外に出す
ことができる．結局，シュレーディンガー方程式
                  ∂       一（2・4）     娩亙舳・，κ・）＝HΨ（σ・，κ・）
を得る．o。は時刻篶での粒子の位置座標である．
 さて，（2．1）式において，κ1→一○o，κ。→十○oとおけば，散乱行列（S行列）が得られる．こ
の散乱行列も含めて，力学量期待値など物理にとって必要た量はすべてm点関数
 （2．5）        ∠（κ1，κ2，…，κ，、）＝＜01Tぽ（κ1）グ（κ2）…グ（κ、）］10＞
から求められる．グ（κ）はハイゼンベルグ表示の力学量演算子，10〉は最低エネルギー状態であ
る．T［…ユは時間順序積記号（［…］の中の演算子をκが大きいものから順に，左から右へ並べ
るという記号）である．（2．5）式は正準量子化法でのm点関数の表式であるが，径路積分法でも
・点関数の表式を作る必要がある．しかし，（・・1）の汎関数積分では…「÷∫12ム小指数
部分が純虚数のため，収束に疑問がある．そのため，時間変数κを一～κに解析接続して議論す
ることが多い．ここでもその方式を採用すれば，径路積分法は，2点関数に対して，公式
（2，6）
を与える．
（2．7）
∠（κ1，κ。）：
∫・［舳1）伽）…［一÷∫1
∫・［l1…［一÷∫1
ただし，∫はユークリッド型作用で，
∫一∫1・κ・［÷・（劣）2・γ（1）1
である．ポテンシャルγ（σ）が時間変数κに陽に依存しないとき，∠はκ1一κ。のみの関数とな
り，（∠（κユ，κ。）＝∠（κ、一κ。）と書けば）1κrκ。1→・○に対する漸近式
（2．8） ルr篶）㏄…［一÷皿1κr篶11
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から，第一励起状態と最低エネルギー状態（基底状態）のエネルギー差∠亙＝亙、一亙。を知るこ
とができる．場の理論では，σは場の量φ，κは4次元ユークリッド空間座標（x，κ。），4互は粒
子の質量とたる．
 径路積分量子化法は通常の場合，正準量子化法と等価である．しかし，正準量子化法はハミ
ルトニアンが定義できたい系の量子化には使えたい．これに対して，径路積分量子化法では，原
理的にはラグランジュアンさえあればよい．また，正準量子化法が演算子を用いるのに対し，径
路積分量子化法は。数（ふつうの数）量子化である．
 3．確率過程量子化法の基本構成
 この節から確率過程量子化法の話に入る．まず，「確率過程量子化法とは，どのような手順で
量子化を行なうのか」という筋道を述べる．原理的た手順は非常に簡単である．
 簡単のため，一粒子系の量予力学を考えよう．まず，通常の時間変数をκとする．ただしκ→
一炊という解析接続を行なっておく．次に，時間κの他に新しい“時間変数”君を導入する．こ
れを「仮想時間」と呼ぶ．力学変数σは，κのみの関数から，κとオの関数へと拡張される．す
たわち，
 （3．1）          σ（κ）→σ（κ，広）
とする．この仮想時間は，今のところ単なる数学的道具にすぎず，物理的意味は全くわからた
い．4次元時空以外の異次元空間からの揺動の効果を表わすという意見もあるが，推測の域を出
ない．ただ，最近，仮想時間オの物理的意味を示唆するかもしれたい事実に，著者は気づいた．
§4で詳述するつもりである．
 さて，σ（κ，c）の広に対する「時間」発展として，次のようだランジュバン方程式によって記
述される確率過程を導入しよう．
               ∂      δ∫（3・2）    ∂≠σ（κ，左）＝一万  十η（κ，C）・
                        g二q‘x・f）
ただし，∫は量子化したい物理系を記述する作用である．
 δS    は，5のオイラー微分を行なった後で（3．1）のおきかえを実行したものである．
 δo   q－g（π，±〕
        δ∫以下，これを単に  と書くことにする．また，η（κ，オ）はガウス型自色雑音であり，集団平均        δσ
＜…〉ηについて次の性質を持つとする．
 （3．3a）               〈η（κ，広）〉η＝0，
 （3．3b）               〈η（κ，左）η（κ’，〆）〉η＝2あδ（κ一κ’）δ（C一〆）．
ここであはプランク定数であり，ちょうどこの確率過程の拡散定数に対応している．（3．3b）の
δ（才一〆）は，この確率過程がマルコフ過程であることを意味している．（3．2）と（3．3）が確率過
                     δs穫量子化の出発点である古典的運動方程式は  ＝0であるから，（32）と（33）はηに帰因す                     δσ
る量子力学的揺動を加えたものと解釈することができる．
ラソシーバソ方程式（…）と（・1）は1一・・で熱平衡分布㏄…［一÷∫1を与える．それを
見るには，ラーンジュバン方程式（3．2）に対応するFokker－P1anck方程式
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（3．4） 音～）一カ∫かδ、1、）（δ、1、）・÷δ先））舳）
を解けばよい．P（α，f）は時刻τにおけるσの確率分布を表わす．（3．2）式の右辺第一項が減衰
型のドリフトカを与える場合，右辺のP（σ，才）に作用している演算子の固有値は離散的ゼロを
含む負の値をとり，ト○○の極限で，P（σ，オ）はゼロ固有値に属する固有関数に近づく．この固
                 ∂有関数は熱平衡分布P、。を与えるが，一P、。＝0であるから（3．4）の右辺をゼロにおいた方程式                 ∂オ
の解
舳一…［一÷・1／∫州…「一÷・1
に他だらたい．すなわちト○○では，σの任意の関数∫（σ）の期待値は，このP、。を使って，
∫ル）舳）州と書ける．したがって，量子力学における・点関数／ま
＜ση（κ1，f1）ση（κ。，才。）…ση（κア、，∠手，）〉η
（3．5）
＾＝’！こ… ＝～〃→OO
∫舳（κ1）…1（κη）…［一÷・1
∫・［l1…［一÷・1
によって与えられることにたる．ただし，ση（κ，τ）はランジュバン方程式（3．2）の解であり，
＜…＞ηはηについての平均を表わす．右辺は径路積分量子化法が与えるm点相関関数に他たら
ない．これが確率過程量子化法の手続である．この方法ではハミルト．ニアソはもちろん，ラグ
ランジュアンすら必要とせず，運動方程式のみを基礎にして量子化を行なっていることに注意
されたい．つまり，量子化の枠組としては，ラグランジュアンの存在が必要だった径路積分量
子化法よりもさらに広い．この方法の場の理論への拡張は簡単である．上の議論で，σ（κ，c）を
場の変数φ（κ，∠）に置き換えればよい．ただし，κは一般に4次元ユークリッド空間の点を表わ
す．
 §4．簡単な例
 簡単た例で確率過程量子化を実行してみよう．以下，しばらくは，プ÷ソク定数あ＝1，光速
度。＝1とした自然単位系を用いることにする．また，以後〈…〉ηの添字ηを省略する．
 まず，スカラー自由場φ（κ）を考える．作用は
（4．1） ∫一?逅?磨i∂島1（／）ヅ…／・（／）1
                                    ∂  ∂で表わされるmは粒子の質量である．対応するラソンユハソ方程式は（□≡事∂、、∂、7とし
て），
              ∂（4・2）     万φ（い）＝一（一口十m2）φ（κ，1）十η（パ），
 （4．3a）                ＜η（κ，C）〉＝O，
 （4．3b）            ＜η（κ，C）η（パ，〆）〉二2δ（κ一κ’）δ（アープ）
とたる．（4．2）はφについての線形の微分方程式であるから簡単に解ける．§6では，グリーン
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関数を用いて解くことにするが，ここでは別のやり方でやってみよう．
 κとオについてのフーリェ変換
（4．4） 1（パ）一焉鈕w～）…［伽一1ω11
を定義する．ヴ（后，ω）も同様に定義する．すると，（4．2），（4，3）はそれぞれ，
 （415）            ［一乞ω十（々2＋m2）］φ（々，ω）＝ヴ（々，ω），
 （4．6a）           〈ヴ（々，ω）〉＝0，
 （4．6b）            〈ヴ（々，ω）ヴ（后’，ω’）＞＝2δ（々十〆）δ（ω十ω’）
となる．これらを用いると，相関関数〈φ（κ，玄）φ（ツ，〆）〉は，ただちに計算できる．ト〆を固定
したままト○○とした場合，
         〈φ（κ，才）φ（κ’，〆）〉
（4．7）
÷（2葦戸∫舳ωexP［Z乞年（紅斜1■〆）］，
一（2圭γμexP［舳I牛伊〆）I才一〆一］
となる．ト。○の定常状態では，〈φ（κ，≠）φ（パ，〆）〉は常にκ一κ’，左一〆という差だけの関数に
なる．
 （4．7）で，C＝〆とおき，仮想時間の依存性をたくすと，通常の場の理論における2点関数
（4．8） ルイ）一（2去“lexP賂箒〆）］
を得る．たしかに，通常の量子化法による結果が再現された．
 さて，（4．8）は，1κ一κ’1→○○で
 （4．9）              ∠’（κ一パ）一「→const・exP［一m lκ一κ’1］
のようにふるまう．§2で述べたように，指数部分に粒子質量が現れるわけである．相互作用の
ある場合も，粒子質量が現れるという事情は同じであるが，それは作用の中のφ2の係数m2で
はたく，相互作用の効果をとり入れた一種の有効質量である．実際に観測にかかるのは，この
質量である．ただしrくり込み」をしておかなげればたらたい．
 このように，∠（κ一パ）から粒子の質量が得られるわけだが，仮想時間左についての相関関数
からも粒子質量の情報が得られることが最近わかった6〕．（4．7）式でκ＝パとおけば，
           ＜φ（κ，左）φ（κ，〆）〉
（4．10）
半（2生γ∫パxP［I（等㌶一ト〆一］，
一（。圭戸∫二、・／／一・…（一・・ξ）
とたるが，右辺は1左一〆1→coで
 （4．11）                     cOnst’exP［一m2I左■〆I］
という漸近形をもつ，指数部分には，粒子質量の2乗が現れる．相互作用がある場合も同様で
ある．あるいは，κ＝パとおくかわりに，κについて積分した平均場
（4．12）
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州・十∫～（κ，1），
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                 γ：系の体積
を考えると，これに対しては有限の1卜〆1に対しても，
（4．13） ／州の（〆）／＋÷1、。。。（一m・11一〆1）
             m
となることが示される．
 たお，作用が
（4．ユ4） ∫一??E（糾・舳）1
で与えられる量子力学的ポテンシャルモデルの場合には，指数部には“m（∠亙）2”が現れる．例
えば，
                       ユ   。 （4．15）                   σ（σ）＝一mω蕎σ                       2
という調和振動子の場合，
（4．ユ6・）    〈σ（κ，才）ル，プ）〉Tr→＊・・P［一mω1け一1’口；
                    1 （416b）         ＜Q（C）Q（〆）〉＝  2exp［＿mω看I≠＿プ■］，
                    m
（・・1・・）  ・（1）一十∫舳（／，1）
を得る．調和振動子の一ネルギー準位はムー（・・｝）伽であるから，∠五一価であ／，確か
に指数部にはm（∠亙）2が現われている．
 今述べた事実を数値計算で確かめてみよう．具体例として，量子力学でよく知られたポテン
シャルσ（α）
 （4．17）                    σ（σ）＝一σo／［cosh（ασ）］2
による1次元粒子（質量m）の非相対論的運動をとりあげる．このモデルに対するエネルギー
レベルは正確にわかっていて，
 （4．18）  ε”＝亙、／σ。＝一ζ…’［一（2m＋！）十円12，ζ＝8mσ。／α2，m＝O，1，2，…
で与えられる．従ってσ。で測ったエネルギー差は，
 （4．19）        ∠ε＝εrε。＝4ζ’1（何一2）
である．数値計算ではαよりQの相関関数を用いた方がよい．というわけは，①極限け一〆1
→∞をとらなくても指数関数的減少が起こり，それほど長距離の相関関数を計算する必要がな
いこと，②κでの積分（平均）を行なうため，統計誤差が減少すること，などの理由による．ラ
ンジュバン方程式
        ∂      ∂2（4・20） が（κ・1）一m7σ（κ・1）’2ασ・・i・h［α・（κ，1）］／…h3［ασ（κ，1）1
              ＋η（κ，c），
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図4．1仮想時間方向からの∠εの導出：数値計算の結果が理論曲線に
   よく一致している。
を数値計算で解き，いろいろなζに対して∠εを計算した結果を図4．1にまとめる．理論曲線
と非常によく一致していることがわかる．また，この計算法は仮想時間方向の相関関数を計算
するため，通常の時空変数に対応する格子点の自由度をそれほど大きくしたいでもよいという
利点がある．
 §5．任意の物理量に対するランジュバン方程式7）
 場φや粒子の位置座標σに対するランジュバン方程式のつくり方は，§3で述べたとおりで
ある．φやσがこのランジュバン方程式に従って時間発展するとき，その関数として与えられ
る物理量はどのように時間発展するのかP この問題を考えてみよう．
 まず，話を簡単にするため，ゼロ次元ガウシアソモデルを考える．作用は
                       1 。 （5．1）            S＝一α                       2
で与えられる．対応するランジュバン方程式は
                  a （5．2）           α（≠）＝一σ（C）十η（左）                  a左
である．これをIto型の確率微分方程式
 （5．3）         吻（C）＝一α（広）励十am（広）
に書き直す．ランジュバン方程式（5．2）との対応でいえば，伽（広）＝η（C）a左である．am（左）に対
する統計的性質は，
 （5．4a）         ＜伽（左）〉＝0，
 （5．4b）                       〈a〃（≠）a〃（左）＞＝2aC
である．また，a〃（才）とσ（玄）とは互いに独立である．なお，（5．4ろ）より，伽の大きさが
 （5．5）            伽～π
程度である点に注意しよう．
 σ2（才）に対するランジュバン方程式を作ってみよう．それには，（5．5）に注意しつつ，α2（≠）の
広に対する微分をつくってやればよい．やってみよう．
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（5・6） @舳）一宕2州）・鳩；（舳）戸・・（州
             ＝一2α2（C）〃十2α（才）am（左）十a〃（才）a〃（彦）十0（a左3’2）．
ここで，確率微分方程式の計算でよく使われる公式
 （5．7）           伽（左）伽（才）：2栃
を用いると，0（が／2）の項を無視して，
 （5．8）           物2（C）＝一2σ2（才）励十2σ（玄）a〃（左）十2a左
を得る．これがσ2（C）に対するランジュバン方程式である．なお，（5．7）式の等号は確率収束の
意味で成立している．（5．7）の両辺の平均をとると，＜σ（左）伽（≠）〉＝＜σ（≠）〉〈伽（≠）〉＝Oより，
 （5．9）         a〈σ2（広）〉＝一2＜σ2（C）〉励十2流
となる．これはただちに解けて，ト○・での〈42〉は，
 （5．！0）         ＜σ2（オ）〉上二L→1，
となる．たしかに∫伽・…（一∫）／∫伽・・（一・）一1の結果と一致している．
 一般に，作用S（の）（乞＝1，2，…）で記述される力学系において，力学量！（σ｛）に対するラン
ジュバン方程式は，
（・・ll）  ・舳））十家音・∂島、1亡・・∂丹、）舳）
となる．証明は，（5．6）と同様な計算を行ない，（5．7）のかわりに，伽｛（6）伽5（τ）＝2δ｛〃を用
いればよい．
 スカラー自由場の2点関数もこの方法を用いて計算することができる．前節ではκと左の両
方についてのフーリエ変換を用いて議論したが，ここではκのみのフーリエ変換を考える．す
なわち，
（・1・）  1（／，1）一÷∫州（・，1）…（伽）
で定義されるφ（后，c）を考える．ランダム変数ηについても同様である．φ（々，c）に対するラン
ジュバン方程式は，（4．2）式の両辺をフーリエ変換して，
                 ∂ （5．13）             一φ（々，C）＝＿（々2＋m2）φ（々，左）十η（々，C），                 ∂6
 （5．14a）        〈η（々，才）〉＝O，
 （5．ユ4b）                  〈η（々，Z）η（々∫，〆）＞＝2δ（后十々’）δ（広一〆），
となる．（5．2）式から（5．8）式を作ったのと同様にしてφ（后，才）φ（κ，≠）に対する方程式を作ると
次のようにたる．
 （5．！5）     a［φ（后，ご）φ（后ノ，C）］＝一｛（后2＋m2）十（后’2＋m2）｝φ（々，C）φ（々’，才）aC
                 ＋2δ（冶十々’）aC
                 ＋φ（々，才）a〃（后’，8）十φ（冶’，≠）十φ（々’，∠）a〃（々，才）．
よって，
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 （5．16）        a＜φ（后，’）φ（々’，左）〉
         二一｛（々2＋m2）十（后’2＋m2）｝〈φ（后，才）φ（后’，6）〉励十2δ（々十后’）励．
この方程式の形と，そのト○○でのふるまいは，
 （5．17）     ＜φ（后，才）φ（々’，≠）〉＝const・exp［一（后2＋m2）≠一（尾’2＋m2）左］
                 十■〆δ（W）上㍉・与δ（后・・）
となる．右辺は，通学の場の量子論が与える2点関数のフーリエ表示に他ならたい．
同様た計算法は，ゲージ理論にも適用でき，物理的考察や数値計算に役立つ7〕．
 §6．摂動論
 この節では，確率過程量子化法に基づく摂動論について述べよう．ランジュバン方程式をグ
リーン関数を用いて解く方法について述べ，次にそれを使って摂動展開を行なう．
 まず，スカラー自由場について考えよう．これは（4．1）式の作用で記述される系であった．κ
についてのみフーリエ変換した表示でのランジュバン方程式は，（5．13）で与えられる．（5．13）式
はただちに解けて，
 （6．1）              φ（后，左）＝φo（々）exp［一（后2＋m2）（玄一≠o）］
・∫・（い一・）1（川・・
とたる．ただし，φ。（々）＝φ（冶，才＝広。）は初期分布，
 （6．2）              Gl（々；C一〆）＝θ（C一〆）exP［一（后2＋m2）（C一〆）］，
 （6．3）               θ（広一〆）＝1（C＞〆），
                 ＝0（≠＜〆）
はグリーン関数であり，方程式
（6．4） ［音・（糾・・）1・（い一・）一δ（1一・）
を満足する．
 （6．1）において，第一項は左→○oでゼロにたる．従って，≠＝広。における初期分布は，量子論的
期待値の計算には全く無関係である．（もっとも，後述のゲージ場の場合は事情は異なる．）そ
こで6。＝一○○とおこう．この場合，（6．1）は定常解
（6．5） φ（・，1）一∫・（い一・）1（・，・）・・
となる．積分区問は一○oから十。cである．（6．5）と（5．14）から，ただちに，
 （6．6a）           〈φ（々，’）φ（后’，〆）〉：D（々；≠一〆）δ4（后十后’），
（・…）   ・（い一・）一・∫励”舳H”）・（・；H”）
                  ＝（后2＋m2）■1exP［一（后2＋m2）1≠一〆1］
が得られる．当然のことながら，D（々；0）＝（々2＋物2）一1はスカラー自由場の2点関数∠（κ。，κ。）
のフーリエ表示になっている．たお，みかけ上，オ→・・という操作が入ってたいように見えるが，
これは。。→一○○によって代行されている．以後，Gのことを「グリーン関数」と呼び，Dのこ
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とを「プロパケーター」と呼ぶ．（6．5）と（6．6）からわかるように，Dは2つのGを〈ηη＞とい
う平均操作によって結びつけたものである．覚えておいていただきたい．
 次に相互作用のある系について摂動展開を行なおう．話を簡単にするために，いわゆるφ3一理
論を考える．これは，次のような作用で記述されるものである．
（6．7） ・一∫刈絶（諾）2・÷・・1・・責φ・1
ここでmは粒子の質量，gは結合定数である．（この∫は2φ3の項のため，正の値をとるとは
限らない．このためファインマンの径路積分∫・［φ1…卜∫llま収束したい．ここでは・につ
いての級数だけを扱う．摂動論の例示のためである．）このSに対応するランジュバン方程式を
フーリエ表示で書げば，
       ∂（6・8） 万φ（い）＝’（々2＋m2）φ（い）十η（い）
             一音（。去月∫舳∫仇δ（H1一島）・φ（い）φ（い）
となる．右辺の最後の項が相互作用を表わす項である．フーリエ表示で書いであるため，たた
み込み積分の形をしている．（6．8）式の形式解（積分形）は，グリーン関数Gを用いて次の様に
書ける．
（…）  φ（い）一∫州・，1一・）［1（・，プ）一（。生け∫が・・
               ・∫舳δ・（・一／r島）φ（い・）φ（島，・）1・
（6．9）式を逐次代入法で解き，結合定数gによる展開式を作る．シンボリックな書き方をすれ
ば，次のようになる．
（・・1・）φ一∫・1一責∫∫山1）（・1）
       ・（排∫…∫［・（・（・1）（・／））（・1）・・（・1）（・（・1）（・1））1…
（6．10）は図で表わすと見やすくたる．今，
 （6，1！）            白G，
                →  く：＝〉Gη，
                 イ←・・一音
という対応で図を書くと，
（・・1・）  1一一・一く
                 一く・！
十
と表わされる．（例えばrくは   ／メ  と分解して考えると（6．11）との関係がわ
  ＼
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かるだろう．）（6，5）式で表わされるφをm個がけあわせ，（5．14）式と
 （6．13）    〈η（力1，ム）η（力。，云。）…η（力，、，才、）〉
           一／〆＾一〈η（川（舳）〉（∵幾二）
を使ってηに関する平均値を計算すると，m点関数に対する摂動展開め表式が得られる．この
計算にも，図を使うと便利である．（6．13）よりηに関する平均ぽすべて〈ηη〉に帰着される．
（6．6）についていえば，〈（Gη）（Gη）〉がDにたる．このことを「→とx一一の×（ハッ）が
結びついて十にたる．」と表わそう．すたわち，回との対応は，
 （6．14）          D∈⇒1×一
である．すると，m点関数（のフーリエ表示）は，①（6．5）式のφをm個がけあわせ，②すべ
てのx（バツ）をすべての可能な組み合わせで対にし，③（6．1ユ）と（6．14）の対応に従ってG＝と
Dで書き直し，④必要た積分記号を書き加えてやれば得られる．例えば，2点関数のg2のオー
ダーの項は
 （6．15）  ＜φ（后，C）φ（々’，才）＞｛2〕
十            十
十 十
       一÷・δ（州∫給∫給／・（・一・1一加）1ω，
（・．1・） ∫1・〕一∫・1・∫・1・
          X［G（冶；ト広1）D（々1；オ1一オ。）D（々。；才1－C。）G（冶；ト≠。）
           十D（々；チーC1）G（々1；才。一オ1）D（々。；才。イ1）G（々；C－C。）
           十D（々；C－C1）D（々；≠。一C1）G（々。；ZrZ、）G（々；トオ。一）
           十G（后；C一ナ1）0（々1；C1一彦。）D（々。；≠r才。）D（々；ト左。）
           十G（々；≠一C1）D（々1；左rC。）G（后。；61－6。）D（々；トエ。）1
となる．あとは，∫（2〕の中の仮想時間についての積分を実行してやれば，通常の場の理論と同じ
結果が得られる．この積分は直接行なうとやっかいだが，グリーン関数GとプロパケーターD
の間に成立する関係式
                         ∂ （617）      G（后，ト〆）＝θ（才一〆） D（后，才一〆），                        ∂〆
を用いると簡単に整理できる一（（6．17）の成立は，（6．2）と（6．6）から明らかであろう．）やってみ
よう．
（・・1・）   ∫（・〕一r・l1∫二・わ
                ・［1（1－l1）舟・（叶11）1・（いH1）
            ∂・D（々。；C。一C1）θ（オーC。） D（々；広一才。）            ∂＾
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・・（い一・）1（H1）［∂い（・1，Hl）
             ∂．D（々・，H1）］θ（H・）∂オ2D（々・H・）
・「1ト1・）か（い一1・）l1（l1一わ）
・「去D（いrわ）D（いrわ）lD（い一わ）・
この式は，部分積分の反復により，次のように変形できる．
（・・1・） ll・〕一・∫1舳（后，1一わ）・（・エ，・）肌，・）∂艮・（・十わ）
         ＝［D（々；卜広。）D（々1；0）D（后。；0）D（々；卜C。）1三。。
         ＝D（后；0）D（々；0）D（々。；O）D（々；0）．
D（々；0）がスカラー自由場の2点関数であることを思い出せば，（6．19）式が通常の量子論にお
ける結果と全く同じであることがわかる．同様な計算法は，gの任意の次数の項についても行な
うことができる．すたわち（6．17）式を用いて摂動級数をDのみで表わし，簡単た部分積分の計
算を行なうことにより，通常の場の理論と同じ結果が得られるのである．一般の場合，こうし
た計算は，確率過程量子化法に固有たある種の超対称性8〕を利用すれば簡単にたる．ここでは立
入らない．
 §7．ゲージ場の古典論
 何といっても，場の量子論の主役は現在のところ，ゲージ場である．例えば電磁場（あるい
は光子といってもよい）や，グルーオンの場はゲージ場である．この節では，古典ゲージ場に
ついて簡単に復習し，次節でゲージ場の確率過程量子化について述べる．
 まず，真空中の電磁場について簡単に復習しておこう．古典電磁場は，よく知られているよ
うに，マクスウェルの方程式によって記述される．このマクスウェルの方程式は，相対性理論
が要求するローレンツ変換に対する共変性を満たす形に書き直すことができる．その結果は，ミ
ンコフスキー空間での4次元2階反対称テンソル
                     ∂    ∂（71）      F〃＝∂、、ん一∂、レん・
を用いて，
                     ∂ （7．2）            一F〃＝O                    ∂加
となる．ここに，ギリシア文字μ，レ等は，4次元座標の成分1，2，3，4を表わすとする．すな
わち，κ1＝κ，κ。＝ツ，κ。＝z，κ。＝ゴ6である．またrひとつの項に2つ以上の同じ添字が現われ
たら，その文字についての和をとる」という規約を採用している．そして，んは
 （7，3）                      ノし＝（■41，メ1。，λ3，。44：タφ）
で定義される4元ベクトルポテンシャルで，∠＝（ん，ん，λ。）が電磁気学で用いる3次元ベク
トルポテンシャル，φがスカラーポテンシャルである．
 Fμレは2階の完全反対称テンソルであるから，その独立成分の数は6個であり，電場亙＝（万1，
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亙。，亙。）と磁場∬＝（∬1，∬。，∬。，）の各3成分を，
                   F．5＝疵ゴ
 （7．4）                ・                   ハ5＝Σε榊H尾，
                     虎＝1
の形で表わしている．ε榊は3階の完全反対称テンソルである（ε1。。＝1，ε。、。＝一1，etc．）．（7，4）
を（7．1），（7．2）に代入すれば，通常の（∬と互で書かれた）マクスウェルの方程式が再現され
る．
 量子論では，亙と∬（つまりFμレ）ではなく，んを理論上，より基本的な量として取り扱う．
λμのことを可換ゲージ場という．可換ゲージ場に対する作用は，Fμレが（7．1）で定義されてい
るとして，
（7．5） ∫一?轣V～～
で表わされる．（7．5）が与える運動方程式が，ちょうどマクスウェルの方程式（7．2）になってい
る．この作用は，ゲージ変換
                         ∂ （76）        ん一→λ’μ＝ん十 λ（κ），                         ∂κμ
               λ（κ）：κの任意のスカラー関数
に対して不変である．すたわち，んをλ’μに取りかえても，それによって記述される物理は全
く同じである．（7．6）の変換に対するこのような不変性のことを，「ゲージ不変性」という．
 ここで，（7．6）式におけるλ（κ）は任意であったから，あるんに対してλ（κ）を
                ∂2      ∂                   λ（κ）＝一  λμ               ∂κμ∂κμ    ∂κμ
を満すように選ぶと，
                     ∂ （77）             〃μ＝0                    ∂ル
を得る．（7．7）のようだ，一種の拘束条件を課すことを，「ゲージ固定」と言う．これをフーリエ
表示で再考しよう．
                δ∫作用（75）が与える運動方程式δλ、＝O，すたわちマクスウール方程式（72）をフーリェ表
示で書くと，
 （7．8）                   々2（δμレー局μ為レ／々2）λレ（々）：O
となる．λレ（々）の定義は（5．12）のφ（々，C）と同様である．ここで（7．8）式の左辺の（δμレー々μ々レ／
々2）という因子が物議のタネにたる．
              （δμレー々μ虎レ／々2）々レ＝々μ一々μ；O
となることからわかるように，この因子は，「横波成分（后μに垂直た成分）のみを選びだし，縦
波成分（伽に平行た成分）を除去する」射影演算子である．そのため，（δμレー后μ為レ／々2）は逆演
算子をもたず，方程式（7，8）は横波成分しか決めてくれたい．縦波成分は不定のまま残る．ゲー
ジ固定条件（7．7）は，縦波成分をゼロとおくことに等しい．
 んを縦波成分と横波成分に分けてみよう：ん＝〃十〃，ただし，
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 （7．9a）          横波：〃（々）＝（δμμ一々μ后レ／々2）λ、（后），
 （7．9b）          縦波：ノ1タ（后）＝（々μ后レ／冶2）λレ（冶）．
〃（后），北（々）はそれぞれ々μ〃二0（横波条件），々μ北＝々μん（縦波条件）を満足している．ま
た，作用∫を刈と〃で汎関数微分すると，
                    δ（7・！0・）      δ批∫＝州
                    δ（710b）                 ∫＝0                   δ片
となる．これから作用Sの中には，縦波成分は入っいたいことがわかる．ゲージ変換（7．6）の
フーリェ変換は，
               ん（冶）一→λ’μ（々）十冶μλ（々）
であるから，これは縦波成分のみに関する変換である．このことからわかるように，∫の中に
縦波成分が入っていないという事実は，作用積分5のゲージ不変性の反映である．
 最後に非可換ゲージ場について簡単に述べておこう．非可換ゲージ場の場合ベクトルポテン
シャルは，時空4次元成分の他に内部自由度という別の自由度を持つ．例えば，∫σ（N）非可換
ゲージ場の場合は，〃（α：1，2，…，Nし！）と表される．作用は，
（7．9） ∫一?轣O肌凧
であり，珊レは
 （7．10）        Fん＝∂μ〃一∂レ〃一4αbc刈κ
で定義される．ただし，！α6cは∫σ（N）群のジェネレーターがつくるLie代数の構造定数であ
る．この式の右辺の最後の項が存在するため，作用積分∫は可換ゲージ場の場合と違って〃
について3次と4次の自己相互作用を持つ．
 以上のような複雑さはあるが，ゲージ変換に関する議論は可換ゲージ場の場合と同様である．
実際，（7．6）式に対応するゲージ変換が定義でき，作用はその変換に対して不変になる．
 §8．ゲージ場の確率過程量子化
 それでは，ゲージ場の量子化の話に入ろう．ゲージ場の量子化という問題は，長い間，物理
学者をさんざん悩ませた．特に問題だったのはゲージ固定をせずには量子化が不可能だという
点であった．この事情は正準量子化法でも径路積分量子化法でも同じである．ゲージ固定をす
れば，理論のゲージ不変性とユニタリー性をこわす．このため，特に非可換ゲージ場の場合に
は，rファデェフ・ポポフ・ゴースト場」という奇妙なフェルミオン場（これは決して観測には
かからたいはずのゴースト（お化け）場である．）の導入が不可欠となる．
 では，確率過程量子化法の場合はどうか．この量子化法の創始者であるパリジとウーは，す
でに最初の論文で，①ゲージ固定をせずに量子化してランダウゲージ（後述）の2点関数を求
め，②ゴースト場の導入なしで，それと同じ効果が得られるという推測を与えた．これらの主
張は，もし本当なら確率過程量子化法の大きな利点と見なされるに違いたい．これらの主張の
検討を中心に，以下の話を進めていきたいと思う．
 まず，可換ゲージ場ん（κ）の量子化を考える．径路積分量子化法では，物理量∫（λ）の真空
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期待値は，
（8．1） ／州）／－N∫舳…［一∫（λ）1州
で与えられる．Mは規格化定数である．ところがexp［一S（λ）］という因子の中に縦波成分が
入っていたいために，縦波成分に対する積分は発散してしまう．そこで，ゲージ固定をして縦一
波成分に対する積分を安定化する．古典論での（7．7）式に対応する量子論におけるゲージ固定
は，作用積分の中に去∫州11ん）・といlrヶ一ソ固定項」を付加することによって行なわ
れる．すたわち，αを正の定数として，
（8．2） ・［刈一÷∫・・沁～・士∫州11ん）・
とすればよい．この∫を用いれば，（8．1）は収束する．たとえば，2点関数は
 （8．3）                 〈ノし（々）λレ（后’）〉＝δ4（后十〆）∠7μレ（后），
                ∠一μレ（尾）＝々一2（δμ”一（1一α）后μ虎レ／后2）
とたる．αをゲージパラメーターと呼び，α＝0の場合をランダウゲージ，α＝1の場合をファイ
ンマンゲージと呼ぶ．ゲージ変換に対して不変な（物理的に意味のある）量の期待値はαによ
らない．このようにすれば，（8．1）の積分は可能になるが，ゲージ固定項の導入は，同時にいろ
いろた問題を引き起こす．このことはすでに述べた通りである．
次に確率過程量子化法の場合を考えよ／．ゲージ固定項を入れたい作用・一÷∫”κ～～
の与えるランジュバン方程式は
 （8．4）             ∂‘λμ（后，才）＝一々2（δμレー尾μ為レ／后2）λレ十ημ（尾，広），
 （8．5a）             〈ημ（后，C）〉＝O，
 （8．5b）             ＜ημ（后，C）ηレ（々’，〆）＞＝2δμリδ4（々十々’）δ（C一〆）
となる．パリジとウーは
 （8．6）          ん（々，≠＝O）＝0
という初期条件を設定して（8．4）式を解いた．その解は，
（・．・）  舳，1）一ズ・・（い一・）1・（・，・）・・，
          Glμレ（々；≠一〆）＝［（δμレー々μ虎レ／々2）exP［一々2（≠一〆）］
                  一触レ／々21θ（ト〆）
である．前述のように，（8．4）式の中の（δμレー仰々レ／后2）は射影演算子であるから逆演算子はた
い．このため，古典論の運動方程式はゲージ固定せずには解けたい．しかし，ランジュバン方
程式（8．4）は∂。んという項のおかげでゲージ固定をしなくても解けたのである．
 そして，（8．7）式を用いて熱平衡極限での相関関数を求めれば，
 （8．9）     〈λμ（々，≠）λレ（々’，〆）〉
            丁務→δ（后十々’）［后一2（δ、二一々、虎レ／后・）十舳、虎レ／后・1
となる．Cに比例する項を除けば，（8．9）式はランダウゲージでの2点関数に他ならたい．しか
も，広に比例する縦波項は，ゲージ不変た量には現れたい．したがってパリジとウーの主張①
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は正しいように見える．確かに通常のゲージ固定法は使っていたい．しかし彼らは（8．6）式のよ
うに，λμの初期値をゼロとおいた．これは重大な仮定である．ランジュバン方程式（8．4）の右
辺に（δμレー仰々レ／局2）という射影演算子があるため，縦波成分北と横波成分〃に対するラン
ジュバン方程式はそれぞれ，
 （8．10a）      ∂土地（々，C）＝η左（后，≠），
 （8．ユOb）                ∂一4ゑ（冶，才）＝一冶2．4乏（后，∠）十η乏（后，才）
となる．（8．10a）は減衰項を欠くため，北はランダムウォークを行ない，初期値北（々，∠＝0）
                                 δsはト○oでも生き残るこれは，作用Sのケーノ不変性，言いかえればδ北＝0の反映である．
ゆえに初期値をゼロと置くことは，ある特別た場合を選択したことを意味する．
 一般に，〃に対する初期値を
 （8．11）                    ■4云（后，才二〇）＝々■2・后μφ（々）
とおくことにしよう．φ（冶）は適当なスカラー関数とする．すると（8．9）式の右辺には
々μんφ（々）φ（々’）／々2尾’2という項が付加される．時空一様性を保証するには，φ＝0のまわりの対称
分布をとってφについて平均すればよい．この場合，（8．9）式には，々μんφ（々）φ（々’）／尾2尾’2とい
う項が付加されるわけである．φの分布幅を与える正の無次元パラメーターをαとし，〃の実
数性を考慮に入れれば，
 （8．12）                   φ（々）φ（后’）＝＿αδ（々十々’）
が得られる．これを用いると，（8．9）式の右辺には径路積分法で計算した2点関数（8．3）と全く
同形の式が出現する．しかし，確率過程量子化の場合は一4タの初期分布の幅からゲージパラメー
ターαが現れるのである．
従って，バ／ジ中の主張①は完全に1ま正し／たかった．しかし，作用鮒こ÷∫・・κ
∂μんというゲージ固定項を入れる必要がないという点では正しかったわけである．
 それでは次に，非可換ゲージ場の場合を考えよう．作用（7．9）の与えるランジュバン方程式
は，〃について3次と4次の自己相己作用の項を持つ．しかし，自由場の場合（g＝Oの場合）
は可換ゲージ場の場合と同じ形になるから，ゲージ固定項
（・一1・）     ÷∫岬（舳戸
に頼ることなく量子化できて，（8．9）式と同形の2点関数を得る．すたわち，
 （8．！4）     〈〃（后，≠）〃（々’，左）＞
           一7＝7→δ、わδ（々十冶’）［々L2（δμレー々μ虎レ／局2）十2玄后μ虎レ／々2］
とたる．また，Cが有限かつ片〆の場合の〈〃（后，≠）地（々’，〆）〉を用いて§6のようだ摂動
展開を行なうことも可能である．詳しい分析9〕によれば，横波成分〃τ＝（δμレー后μ々、／左2）〃が
通常の場の理論のグルーオンが与える展開項を与え、る一方，縦波成分がファデェフ・ポポフ．
ゴースト場の効果を与えることがわかった．確率過程量子化法ではゴースト場の導入は必要な
い．こうして，パリジとウーの推測②が確かめられた．
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 §9．非可換ゲージ場の確率過程量子化とゲージ固定
 前節で，我々は，確率過程量子化法ではゲージ固定項を用いずにゲージ場の量子化ができる
ことを見た．このことは，特に非可換ゲージ場の場合にはゴースト場を導入することなしに理
論のゲージ不変性とユニタリティーが保たれることを意味する．この利点はランダムウォーク
する縦波成分のおかげたのであるが，実際の計算（例えば摂動計算）では，オに比例する発散項
を生み出すのでわずらわしい．もちろん，ゲージ不変量の計算の場合には，発散項は最終的に
はすべて打ち消し合ってなくたってしまうのであるが，途中の計算はめんどうである．しかし，
これは退治できる1O）．その退治法について，これから述べていこう．
 最も簡単た退治法は，作用に通常のゲージ固定項（8．13）を付け加え，その作用からランジュ
バン方程式をつくることである．この場合，縦波成分”のランジュバン方程式には，減衰力の
項として一グ1尾2〃工が付け加わる．このため，才に比例する発散も消滅し，初期値が長時間極
限に生ぎ残ることもない．だが，この方法がゲージ不変性とユニタリティーをこわすことは周
知の通りである．
 ここで，ゲージ固定の意味について考えてみよう．通常のゲージ固定項（8．13）を作用に付け
加えることは，系にホロノーム型拘束条件
 （9．1）           ∂μ（∂レκ）＝O
を課すことを意味する．対応するランジュバン方程
式は（9．1）式で表わされる（〃の関数空間中の）r拘           ヶ一ン変換の方向
束面」に〃を閉じ込めておこうとするr拘束力」を
付加したものになる．この拘束力が前述の減衰力で
ある．この拘束力は，拘束面に垂直な方向を向いて
いる（図9．1参照）．                        拘束面（ゲージ固定
                                       による） そこで，（9．1）のかわりに，
 （9．2）    〃b（∂レ〃）＝0                         図9．1 ゲージ固定によって定められる拘
という拘束条件を課してみよう．ただし，〃b＝    束面とゲージ変換の方向．点線は，
                            通常のゲージ固定により現れる拘∂μδαb＋g戸bC〃は共変微分である．この場合，ラゾ                            束力の方向．
ジュバン方程式に
 （9．3）    α■’〃6（∂μ〃）
という新しい拘束力の項が付け加わる．ここで重要なのは，（9．2）式が非ホロノーム型の拘束条
件であり，積分型式に書いて作用積分の中に収めることはできたいという点である．すたわち，
ハミルトニアンやラグランジュアンを基礎とする従来の量子化法の枠内では考えられたい拘束
条件である．（9．2）のようだ条件を課すことを，「確率過程的ゲージ固定」という、
 くわしい分析1o）11）によれば，（9．3）中のD㌢を定義通りに分解したとき，その第1項が縦波成
分に対する上記の減衰力を与える一方，第2項（非線形項）が正にファデーフ・ポポフ項を生
む．しかも，（9．3）の拘束力は，〃の関数空間内では，〃がゲージ変換によって変化していく
方向に平行であり，従ってゲージ不変量の期待値には何の影響も与えたい．通常の場の量子論
におけるファデーフ・ポポフ・ゴースト場の処理の煩雑さに比べれば，これはすっきりとして
いる’2〕．
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 §10．拘束条件付きの系の確率過程量子化’3〕
 拘束条件付きの系には，物理的に重要なものが多い．例えばゲージ場は一種の拘束条件付き
の系とみなすことが可能だし，物性物理学でよく研究されているイジングモデルや，ゲージ場
と似た性質を持っている非線形シグマモデルも拘束条件付きの系である．この節では，拘束条
件付きの系の確率過程量子化について述べる．
 簡単のため，座標σ＝（σ1，σ。，…，舳）と作用∫で記述されるN自由度の力学系を考える．
N→○○としたとき，または1，2，…，Nという番号づけを連続パラメーターで行なった場合，場
の量子論に移行する．すなわち，ユ，2，…，Nは，通常の時間変数または4次元ユークリッド座
標を有限自由度化したものと思えばよい．この系にホロノーム型の拘束条件
 （10．1）           F0（σ）＝O （〇二1，2，… 〃；〃＜N）
が課されている場合を考える．径路積分量子化法によれば，このような拘束条件付きの系にお
ける物理量！（α）の真空期待値は
（1・。・・）  ／ル）・一∫・μ∫（σ）／∫・μ，
 （10．2b）       aμ二πaσゴπδ（Fσ（o））ソ所exp（一∫）
              ｛     α
と書ける．ここに，行列Dは，その（α，ろ）要素が
                       ∂F0∂F6 （10．3）             D肋＝Σ                     1∂の ∂の
で定義されるものである．ただし，det DミOと仮定する．
 さて，我々の問題は，熱平衡分布（ト○・での分布）として（10．2b）を与えるような，のに対
するランジュバン方程式をつくることである．古典力学では，拘束条件がある場合に運動方程
式をつくるには，「ラグランジュの未定乗数法」を使う．そこで，そのやり方をまねて，まず次
のランジュバン方程式を設定する．
（1…）  ＾ト（裏芸・／・器1）・1川（H，・，，州
 （10．4b）          F0（σ（才））＝0  （α＝1，2，… ，M）．
ここで，λαはラグランジュの未定乗数である．（古典力学では，（10．4α）で左辺とηをゼロにし
た方程式を設定した．）また，（10．4b）は，我々が「すべての仮想時間を通してF0＝0という拘
束条件が成立せよ」という強い条件を課したことを意味する．
 次のステップは，λ0の決定である．もし，（10．4b）がすべてのZに対して成立するなら，
                    ∂Fαaの （105）                   ＝0                    ∂の 〃
も成立するはずである．そこで，（10．4a）を（10．5）に代入し，λαについて解くと，
（10．6） ／・一（・一1D1（一幕チ・1・）
を得る．このλαを（！0．4a）に代入すれば，
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音州一＾（一篶・孔）
        ∂Fo    ∂F6   ハ・＝δr∂α，（D一’）α占∂σ、
を得る．これが求めていたランジュバン方程式である．Pわば拘束面Fα（σ）＝0への射影演算子
である．すたわち，（10．7）式の右辺は，通常のランジュバン方程式の右辺に，この射影演算子を
作用させたものである．問題設定から見て当然であろう．（10．7）式の解の熱平衡分布（ト・・で
の分布）が（！0，2b）にたることは，微分幾何の方法を使ってフォッカ」・プランク方程式を導け
ば比較的容易に証明できる’3）．
 これで，拘束条件付きの系に対するランジュバン方程式がつくれた．しかしたがら，これは
一般に解析的には解けず，物理量の計算は数値計算にたよらざるを得たい．ところが，（10．7）式
はそのままでは数値計算には不向きである．その理由は次の通り．（10，7）式を数値的に解くに
は，まず差分化したければたらない；
 （10．9a）       σ｛（左十〃）＝σゴ（広）十助；τ〕（∠），
（1・．・・）   ∠州十（一芸2・孔）1、〃
この場合，助；T〕（オ）は，有限たので，拘束面が曲がっている（すたわち，F（σ）がαに対して非
線形）場合には，たとえσゴ（玄）が拘束面上にあったとしても，σ。（才十〃）は拘束面からとび出し
てしまう（図10．1a参照）．つまり，差分化した方程式（10．9）の解は，拘束条件を満たさなくな
るのである．
…、f（一葦・1）
図10．1a 拘束面からのとび出し 図10．1b 拘束面への引き戻し
 この問題はr拘束条件をゆるめる」ことで解決できる．（10．4b）の拘束条件を，
               a               －Fα（σ（才））＝一κFα（σ（c））               a≠
で置きかえよう．κは正の定数である．明らかに，左→∞でFα→Oだから，広→o・ではランジュ
バン方程式は（10．7）に帰着する．この方法をCC法（ConvergingConstraint法）と呼ぶ．さて，
この置きかえによって，差分化されたランジュバン方程式は次のようにたる．
 （10．11a）               の（C＋∠〃）＝σ｛（C）十∠7α；τ〕（≠）十∠7o；州（オ）．
ここで，ψ！T〕は（10．9b）で与えられ，助；M）（≠）は
（10．11b）
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で定義される．つけ足されたψ；州という増分は拘束面上ではゼロであるが，σが拘束面をとび
出したときには拘束面に垂直な方向を向いたゼー口てたいベクトルどたり，σは拘束面に引き戻
す復元力を与えてくれる．図10．1bを見ていただきたい．なお，〃→0の極限では，拘束面から
のとび出しが起こらないので，助；州は常にゼロである．
 さて，拘束条件付きの系の具体例として，格子上の2次元0（N）非線形シグマモデルを考え
よう．このモデルの作用と拘束条件はそれぞれ
 （10．12a）          S＝一五ΣΣ∫，、σgσタ，
                     21，5α
                      M （10．12b）         ハ（σ）＝Σσ9σ月一1
                      α＝1
である．ここで，ゴ，ハま格子点，αは内部空間の自由度を表わす．βは正の定数で，統計力学に
おける温度の逆数に対応するものである．また，∫｛ゴはゴとノが隣合う格子点だらば1，それ以
固
    α3）
×Metropo1is Method
014〕 O15）
O15
図10，2
 00．51．O1．51．02．02．5
0（M）非線形シグマモデルの内部エネルギー
Σ〆ぴ一1
150
100
50
0（3〕，β＝2．0
01234567      IteratiOnS
図10．3拘束面に引き戻す力の効果
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外たらばゼロとする．（10．12b）で決まる拘束面は，内部空間における半径1のN次元球の球面
である．（10．12）から（10．11）に対応するランジュバン方程式をつくると
 （10．13a）   σ9（才十∠け）＝σ9（才）十∠一σ戸〔T〕（ア）十∠’σg｛州（オ），
（1・。1・・）〃（・）（1）一尋［／lバチ絵／／β亭んσ1・11／14，
                 C
（1・一1・・）〃（州（ト音／1一Σ妄、仏1）〃
                 C
となる．この方程式を用いて，内部エネルギー
                  1               亙＝一  ＜ΣΣ∫、。σ9σタ〉                  2γ．α馬
                 （γ：系の体積）
を計算してみた．結果は，経路積分法に基づく数値計算法（メトロポリス法）の結果と完全に
一致した（図10．2参照）．要した計算時間はほぼ同じであった．
 最後に，拘束面に引き戻す力の効果を調べた結果を紹介しておく．κを，κ〃＝1と選ぶ．
（10．12）のモデルで，力学変数σ9を拘束面からはるかに離れたところに置いておく．それでも，
数回のアップデーションで，すぐに拘束面にもどってしまう（図10．3参照）．初期条件として，
無理やり力学変数を拘束面上に発生させねばたらないたどという必要はたい．この特質は，拘
束面の形がもっと複雑た場合には，欠きたメリットとなるであろう．
 §11．長距離相関関数の数値計算’3）
 確率過程量子化法に基づく数値計算法を用いると，非常に長い距離にわたっての相関関数が，
比較的容易に計算できる．従来の数値計算法にはたかった利点である．
 相関関数を計算する意義は，距離に対する指数関数的減少の速さから，粒子質量mや第1エ
ネルギー差∠五が求まるという点にある．いま，φ（κ）をある粒子を記述する場とすれば，2点
相関関数G（κ一一y）は
   G（κ1）≡＜φ（κ）φ（y）＞一＜φ（κ）＞＜φ（y）〉土→・0・St・・xP（一mし一ツ1）
のようにふるまう．G（κ一y）が1κ一ツ1に対して指数関数的にふるまうのは，あくまでも
1κ一ツ1が充分大きい場合であることに注意しなければたらたい．mの計算は大きな1κ一y1に
対して行なう必要がある．
 ところが，大きな1κ一y lに対するG（κ一y）の値は，一般には非常に小さく，数値計算を行
なっても，通常真の値は統計誤差の中にうもれてしまう．この⊆とが，mの数値計算に要する
時間を極めて長くとらたければならたい理由のひとつである．しかし，以下に述べる計算法を
用いると，計算時間ははるかに短かくなる．
 計算の手順を説明しよう．系を記述する作用を∫とする．場φ（κ）を格子化し，φ‘とする．Z
は格子点を表わす．次に，作用Sに付加項を加え，
 （11．1）                         Sゐ＝S一んφ‘一〇
という新たた作用を定義する．んは小さた実定数である．物理的には，Z＝0という格子点に，ん
という強さの外場があると思えばよい．（11．1）の作用に対するランジュバン方程式は，
（11，2）
確率過程量子化法
∂      δ∫万舳トδφ、（才）十肌十州
95
となる．（11．2）において，々‡0の場合とん二〇の場合について＜φ｛〉を計算すると，それらの差
から相関関数を求めることができる．すなわち，線形応答でおなじみの公式
 （11．3）                G＝（Z）≡＜φ～φo〉乃一〇L＜φ王〉ん一〇〈φo〉乃一〇，
                   a                  ＝肋＜φ1＞1■加・・
                   1                  二万｛＜φ1〉ゐ一＜φj〉乃一・｝十0（ん）
に従い，右辺を計算すればよい．（2段目の等号は，＜φf〉免の経路積分法での定義式から簡単に証
明できる．）ただし，〈φ’〉乃と＜φ’〉同の数値計算の際に，ηに対して同一の乱数列を使ラことが
重要である．そうすると，両者の引き算の際に，両者の統計誤差がキャンセルしてくれる．「同
一の乱数列を使う」という方法は，乱数の棄却を含む通常の数値計算法では不可能である点を
強調しておきたい13）．
 図11．1に，通常の数値計算法（メトロポリス法）と，今述べた方法による相関関数の計算結
果を示す．とりあげた系は，§4の（4．17）式で与えられるポテンシャルモデルである．メトロポ
リス法では，30，000回の反復計算でト5ぐらいまでしか意味のある値が求まっていない．一
方，ここで述べた方法では，たった1，500回の反復計算により，全格子領域にわたって相関関
数の値が求まってしまう．
 この計算法は，0（N）非線形シグマモデルの相関関数にも極めてよい結果を与える．ただし，
G（J） G（り
  01020304050      j
図11．1a ポテンシャルモデルの相関関数
    （ランジュバン方程式による）
  01020304050        互
図11，1b ポテンシャルモデルの相関関数
    （メトロポリス法）
G（’）
10o ．     O｛3）・β＝1・5
      ．“・
・ ． 一 ●
10－l                J     5    10    15
図11．20（3）非線形シグマモデルの相関関数
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N＝3の場合は系の非線形性の影響が強く，他の場合（N≧4）ほど良い結果は得られない．しか
し，これは改善可能である．系の非線形はドリフト項の中に現れるが，その影響は熱平衡状態
に至る前に大きく，その後はランダム項と同程度の寄与とたることに注意しよう．（その結果，
             a両者の寄与がつり合って，  〈σ9（オ）〉」二竺→Oとたる．）従って，初期条件として，熱平衡状態             励
にある力学変数（場）を採用すれば，強い非線形性の影響を最小限におさえることができる．こ
の方法で計算した結果を図11．2に示す．ト20まで値が求まっている．これは一万回程度の反
復計算によるものである．一方，通常の方法では，数万回の反復計算で，zが数個の程度までし
か求まっていたい．
 §12．終わりに
 以上，確率過程量子化法のあらましを，著者の研究室の成果も含めて紹介してきたわけだが，
触れることのできなかったことも多い．例えば，重力場やフェルミオン場14）の量子化，格子
QCDの数値計算への応用7），確率過程量子化法独特のくり込み15）や最近提案されたミクロカノ
ニカル量子化法16〕との対応だと，興味深い話題はまだまだある．残念ながら，すでに予定のぺ一
ジ数をかなりオーバーしてしまった．。このへんで話を終わりたいと思う．
 本稿の中で，§4と§11で紹介した数値計算の一部は，統計数理研究所のコンピューターを使
わせていただいて得たものである．深く感謝する．また，本稿は昭和60年度に同研究所で行なっ
た著者の講義をもとにしている．講義録をもとに本稿を作成するにあたっては，統計数理研究
所の松縄規氏，早稲田大学の田中覚君，柴田浩行君の協力を得た．厚く感謝する．また，§5は
講義にはたかったが，田中君と協同で作成し，付加したものである．
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  Stochastic Quantization Method
          Mikio Namiki
（Department of Physics，Waseda University）
   The stochastic quantization method（hearafter SQM），Proposed by Parisi and Wu in
1981，offers us a new way of quantizing dynamica1systems different from the conventiona1
methods，i．e．the canonica1and path－integra1ones．The method is so designed as to
produce quantum theory as a therma1equi1ibrium1imit of a hypothetica1stochastic process
with respect to a“fictitious time”other than the ordinary time．Every quantum－mechani－
ca1average can be obtained from so1utions of the“Langevin equation”．
   After a brief survey of SQM，we deve1op the perturbative approach to the corre1ation
functions to give propagators and energy gaps．New theoretica1prescriptions are a1so
presented to extract energy gaps from the ictitious－time dependence of the corre1ation
fmctions，and to formu1ate the“Langevin equation”direct1y for a genera1physica1
quantity．
   ApP1ying SQM to gauge丘e1ds，we observe that it is not necessary to introduce．the
gauge丘xing term and ghost ie1d in Lagrangian，contrary to the conventiona1quantizations．
It is a1so shown that we can formu1ate the stochastic gauge丘xing without destruction of
the gauge invariance and the unitarity．
   Fina11y we formu1ate a genera1theory to quantize constrained systems by means of
SQM and apP1y itto numerica工simu1ationsofthe0（N）non1inearσ一mode1．Thenumeri－
ca1simu1ations te11s us that SQM Provides us a powerfu1too1to obtain1ong－range
corre1ation functions．
