A basic open question for discrete-time nonlinear systems is that of determining when, in analogy with the classical continuous-time "positive form of Chow's Lemma," accessibility follows from transitivity of a natural group action.
1.
Introduction. This paper continues the study, initiated in [6] , of systems of the type x(t + 1) = f (x(t), u(t)) , t = 0, 1, 2, . . . , (1) where x and u take values in manifolds. The smooth mapping f is assumed to be invertible on x for each fixed u, a restriction which models systems that arise when dealing with continuous-time plants under digital control. See [6] for further motivation for the study of such systems, and [11] for general definitions of systems.
Given the system (1), one may introduce the reachable or forward-accessible set from a state x 0 , which we will denote by R(x 0 ). This is the set of states to which one may steer x 0 using arbitrary controls. Clearly, reachable sets are one of the central concepts in control theory.
A mathematically far easier object to deal with is the orbit or forward-backward accessible set from x 0 , which we will denote by O(x 0 ). This is defined as the set consisting of all states to which x 0 can be steered using both motions of the system and negative time motions: a state z is in the orbit of x 0 if there exists a sequence of states x 0 = x 0 , x 1 , . . . , x k = z such that, for each i = 1, . . . , k, either x i is reachable from x i−1 or x i−1 is reachable from x i .
Of course, R(x 0 ) is always included in O(x 0 ), but these two sets are in general different. Observe that O(x 0 ) is the orbit of x 0 under the group action induced by all the diffeomorphisms f (·, u), while the main interest in control theory -since negative time motions are in general not physically realizable-is in R(x 0 ), the orbit under the corresponding semigroup. One reason that orbits are easier to study is that they have a natural structure of submanifold of the state space; this induces a decomposition of the state space into invariant submanifolds which integrate a natural distribution of vector fields (see for instance [12] and [10] ).
One of the central facts in continuous-time controllability is the following property, valid for analytic systems and arbitrary states x 0 :
(C) R(x 0 ) has nonempty interior in O(x 0 ).
This property follows directly from the orbit theorem, but it can also be established for general smooth systems, under appropriate Lie-algebraic assumptions; it is often known as the "positive form of Chow's Lemma." Thus, for continuous-time, the state space can be partitioned into invariant submanifolds, and inside each submanifold one can reach an open set from each state. In particular, the interior of the reachable set from x 0 is nonempty -one then says that there is forward accessibility from x 0 ,-if and only if the orbit is open, -i.e., there is transitivity from x 0 . In contrast, Property (C) may fail in discrete-time, even for systems obtained through the time-sampling of one-dimensional analytic continuous-time systems; see the examples in [6] . There are two known cases where (C) does hold:
(a) When x 0 is an equilibrium point (and the system is analytic and the control-value set is connected); this is one of the main results in [6] . (b) If the map f is rational on states and controls; see [8] . Both of these properties are quite restrictive; equilibria are in general few, and the rationality assumption is too strong in discrete-time (note that even when sampling very simple -for instance, polynomial,-continuous-time systems one does not in general obtain rational equations.)
In this paper we extend the validity of property (C). For analytic systems, we prove that Property (C) does hold if the orbit from x 0 is compact (see Remark 4.1), or under certain stability hypotheses related to Hamiltonian dynamics. Another result shows that if there is only one orbit (the system is transitive), then forward accessibility holds from an open dense set of states, assuming the state space to have at most finitely many connected components.
Low-dimensional cases are of interest because certain special implications hold in those cases, and as sources of examples and counterexamples. For instance, we show that in dimension one transitivity from a given state x 0 implies either forward accessibility from x 0 or backward accessibility (controllability from some open set to x 0 ), but that this result fails in dimension two.
Recently, Colonius and Kliemann introduced the notion of controllability subsets of the state space of continuous-time systems. These are essentially sets where "almost reachability" holds. Controllability sets have proved to be an extremely useful concept; in particular, in [3] these authors established an interesting relationship between such sets and chaotic behavior in subsets of an associated dynamical system. The extension to discrete-time of the results of Colonius and Kliemann depends critically on the better understanding of the forward accessibility properties of controllability sets, so we devote the last part of this paper to that goal. The reader is referred to the conference paper [1] for a detailed explanation of how the results in [3] can indeed be extended when applying the techniques developed here.
Basic Definitions.
In this paper we will deal with discrete-time nonlinear systems Σ of the type (1) where x(t) ∈ X and u(t) ∈ U . We assume that the state space X is a connected, second countable, Hausdorff, differentiable manifold of dimension n, except in Section 5.1, where we wish to study what happens if the connectedness assumption is dropped.
The control-value space U is always assumed to be a subset of IR m which satisfies the assumptions U ⊆ clos int U and 0 ∈ U . We always assume that U is a connected set, except in Sections 3.1 and 6 where this assumption can be dropped.
The system is of class C k , with k = ∞ or ω, if the manifold X is of class C k and the function
. We call systems of class C ∞ smooth systems and those of class C ω analytic systems.
The most restrictive technical assumption to be made is that the system is invertible; this means that for each u ∈ U the map f u = f (·, u) : X → X is a global diffeomorphism of X. Invertibility allows the application of the techniques in [6] ; the assumption is satisfied when dealing with systems obtained by sampling a continuous time one. We will use f −1 u to denote the inverse of the map f u . Unless otherwise stated, from now on we assume that a fixed smooth system Σ is given.
Some Notations. If there exists an integer
..,u 1 (x) = z, we will write:
For any fixed state x and any nonnegative integer k define:
, and denotē
For each x, let alsoρ
roughly, this is the largest possible dimension of a manifold reachable from x.
that extends u. We define the following sets:
is the set of states reachable from x in (exactly) k steps,
is the set of states that are maximal-rank reachable from x in (exactly) k steps,
is the set of states that are nonsingularly reachable from x in k steps. Observe that, clearly,R
We let:
and analogously forR(x) andR(x). Recall that Σ is said to be forward accessible from x if and only if int R(x) = ∅. We also define:
Thus O(x) is the orbit from x; Σ is said to be transitive from x if and only if int O(x) = ∅. 4 Note that, given any state x, there is a well-defined restriction of the system to the orbit O(x). Hence all results can be in principle applied in each orbit. The only difficulty is that orbits are often not connected, while most results hold only under the blanket assumption that the state space must be connected. In Section 5.1 we make some further comments about this issue.
Certain Lie algebras of vector fields L, L + , Γ, Γ + were introduced in [6] , -see also [4] and [5] for previous work,-we repeat their definitions here for the convenience of the reader.
First we let X + u and X − u be the following vector fields:
one for each i = 1, . . . , m (for computational aspects associated to these vector fields see [2] ). Given a vector field Y and a control value u, we can define another vector field from Y by applying a change of coordinates given by the diffeomorphism f u ,
Here df u stands for the differential of f u with respect to x. In the same way, but now using the diffeomorphism f
u , we also define Ad
We will use the abbreviated notation Ad 
Finally the Lie algebras L
+ and L are as follows.
We look at the sets of states in which various rank conditions fail, or forward accessibility fails:
Although well-defined always, the set B + L will be of interest only when the system is analytic.
Review of Main Known Facts.
With these notations, many of the results obtained in [6] can be visualized by the following diagram, where an arrow "A → B" indicates inclusion A ⊆ B, and the inclusions involving B + L are only valid in the analytic case.R
rephrases the result obtained in Corollary 4.4 of [6] .
+ expresses the result in Theorem 6 part (a) of [6] .
+ represents the result in Theorem 6 part (b) of [6] .
Some New General Properties.
In this section we prove a number of general facts which can be conveniently expressed in terms of the sets just defined.
Remark 3.1. If there exists any k 0 such thatR
. Indeed, the assumption implies thatρ x = n.
For each x ∈ X, the following properties are equivalent:
, it is only necessary to show that (c) implies (a). We will show the following two properties:
We first prove (1). Suppose thatR k (x) = ∅, so that there exists some sequenceū for which the rank ρ k,x (·) is equal to n atū. Since we assume U ⊂ clos int U , there exists also someũ ∈ int U k so that ρ k,x (u) = n for each u in some neighbourhood ofũ. By the implicit mapping theorem,z = ψ k,x (ũ) belongs to intR k (x). We now prove (2) . IfR
has measure zero, and hence int R(x) = ∅, as desired. Proposition 3.2. If the system Σ is analytic then, for any x ∈ X:
for all k sufficiently large. Proof. Fix x ∈ X, and let k 0 be so
is an open dense set of U k . This is because A k (x) = ∅ by (2) and the complement of A k (x) is a set defined by the vanishing of certain analytic functions (suitable determinants) of u.
We claim that
This will establish the result, the other inclusion being obvious.
Indeed, pick k ≥ k 0 and take
is dense, we can find a sequence {u l } such that
. By continuity, z l → z, which proves (5).
Remark 3.2. Assume that the system Σ is analytic, and that there exists an x 0 ∈ X and a k 0 ≥ 0 for whichR k 0 (x 0 ) = ∅. Then the proof of the previous result together with Remark (3.1) imply that:
is analytic also with respect to the x-variable, this particular k 0 works also for an open dense set of states x ∈ X. Thus, under these assumptions, we have that:
for all k ≥ k 0 and for almost all x ∈ X.
Regular Points.
We call x a regular point ifρ x is constant in a neighbourhood of x. The following fact will be useful later; it is of course a well-known general fact about smooth mappings. 
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We haveρ ∈ {0, . . . , n}. We will prove our thesis by induction onρ. Ifρ = 0, then each x ∈ X is a regular point, thus the statement is true. Letρ > 0. Define 
Note that, in the particular case in which the system is analytic, then in the above proof the set X 1 is already dense, because the rank is less thenρ if and only if certain determinants, which are analytic functions of x, vanish and this can happen only in a nowhere dense set.
More Results for Analytic Systems.
In this section we always assume the system Σ to be analytic.
Lemma 4.1. Suppose that for a fixed x ∈ X there exists a sequence of elements {x n k } and some y ∈ X so that dim L + (y) = n, such that:
But for k sufficiently large we know (by Proposition (3.2)) that
Thus there exists some z ∈ X such that z ∈R n k (x) and dim L + (z) = n. So we can conclude forward accessibility from x by (4).
Remarks 4.1.
1. The result is also true if the weaker assumption dim Γ + (y) = n is made, but we shall apply it in the above form. 2. If x and y are as in the previous Lemma, and U is any open neighbourhood of y then, in particular, we have that R(x) ∩ U is also open. 3. If for a fixed x ∈ X there exists a sequence of elements {x n k } such that x n k ∈ R n k (x), with n k → ∞ and x n k → x then, by the previous Lemma, we can conclude that forward accessibility from x is equivalent to dim L + (x) = n. We will see later that in dimension 1 this equivalence is always true, but it can fail in higher dimensions. 
is a basis for L(y).
As in the proof of Proposition 4.2 in [6] , we can assume that the v i 's involve Lie brackets of a finite numbers of vector fields of the form Ad
Since the v i 's are linearly independent at y, they are still linearly independent in some neighbourhood U y of y. By assumption (2), there is some n k so that y
Applying the operator Ad n k 0 to the v i 's, there result n linearly independent vectors in L + (x), as desired. 
Poisson Stability. Recall that if Y is a vector field on a manifold

Compact State Space.
For each k ≥ 0 we define the following sets:
i.e. the set of states controllable to x in (exactly) k steps, and
A system is backward accessible from x if and only if int C(x) = ∅. Theorem 4.4. Let Σ be a discrete time, analytic, invertible system, and assume that the state space X is compact.
Then, Σ is transitive if and only if it is forward accessible.
Proof. By [6] , Theorem 3, it will be enough to show that dim L + (x) = n for all x ∈ X. Fix any x ∈ X, and consider the sequence
Then since X is compact (and second countable) there exists a subsequence {y l k 0,x } which converges; let y be so that y l k 0,x → y. Since Σ is transitive, dim L(y) = n, so, by Lemma (4.2), dim L + (x) = n as wanted.
Remark 4.1. Notice that, in the previous Theorem, the blanket assumption of connectedness of the state space X is not needed. In particular, the result holds if the orbit from a state x is compact.
Remark 4.2. Clearly, using the same arguments as in Theorem (4.4), we also have that, if the state space is compact, then transitivity from all x ∈ X is equivalent to backward accessibility from all x ∈ X. We will not use this fact, however. Recall that for a space Z with a σ-algebra F and a finite measure µ, we say that a measurable transformation T : Z → Z is measure-preserving if for every A ∈ F we have µ(
The following controllability result is an analogue for discrete-time systems of the result in [7] . The proof is very similar, but it uses the facts just established.
Proposition 4.5. Assume that the state space X is a compact Riemannian analytic manifold, and that for all u ∈ U the map f u is a measure preserving transformation (for the natural measure in X). Then Σ is transitive if and only if Σ is controllable.
Proof. We need only to prove that transitivity implies controllability. For each u, since f u is a measure preserving map, by the Poincaré Recurrence Theorem the set of positively Poisson stable points for f u is known to be dense in X.
Let x, y ∈ X; we need y ∈ R(x). By Theorem (4.4), we know that Σ is both forward and backward accessible from x and y. Choosex ∈ int R(x) andȳ ∈ int C(y); since Σ is transitive there exist k, (u k , . . . , u 1 ), and ( k , . . . , 1 ), with each u i ∈ U and i = 1 or −1, such that:
Let l = number of i = −1. We will show by induction on l the following fact:
there existx ∈ int R(x) andỹ ∈ int C(y) such thatỹ ∈ R(x). Clearly the previous statement implies our thesis.
If l = 0 then the statement holds withx =x andỹ =ȳ. So let l > 0 and let i be the first index such that i = −1. Define
and
Choose z i ∈ W positively Poisson stable for f u i ; then there exists some n > 1 such that f n u i (z i ) ∈ W and the following properties hold:
So we have constructed a trajectory joining z i ∈ int R(x) toŷ ∈ int C(y) with a number of negative steps strictly less than l; the statement follows by induction.
Remark 4.3. The result obtained in the previous Proposition can be applied to any discrete-time system Σ that arises through the time-sampling of a continuous-time system, if the vector fields in the right hand side of the differential equation are conservative. The latter happens for Hamiltonian systems; see for instance [9] for many examples of such Hamiltonian control systems, and the last section of [10] for conditions under which transitivity is preserved under sampling.
Accessibility Almost Everywhere.
For analytic systems, we say here that a property holds for "almost all" x ∈ X if it holds on a set which is the complement of the set of zeroes of a nonzero analytic function; notice that such a set is open dense and its complement has zero measure.
Lemma 5.1. Let Σ be an n-dimensional, discrete-time, invertible and analytic system. Then the following are equivalent:
This is a consequence of Theorem 4 in [6] . (2) → (4) Since the system is analytic, and X is connected it will be enough to show that there is at least one x with dim L + (x) = n, because the set where this property holds is either empty or open and dense. To show that there exists such an x we will use the same procedure used in proving Lemma (4.2).
Fix any y ∈ X for which dim L(y) = n, and let v 1 , . . . , v n ∈ L be so that
is a basis for L(y). Assume that the v i 's involve vector fields of the form
with k j ∈ Z Z, and choose a positive integer k 0 so that k j + k 0 ≥ 0 for all such j. Applying the operator Ad k 0 0 to the v i 's, there result n linearly independent vectors in L + (x), where
(4) → (3) Again by analyticity, it will be sufficient to find at least one x form which Σ is forward accessible . Choosex regular and let k, u = (u k , . . . , u 1 ) , andz be such that:
Let W be some neighbourhood ofx so that
since f u is a diffeomorphism, U is open. Moreover, by maximality of the rank, we have:
Since dim L + (x) = n for almost all x, we can choose some z ∈ U for which dim L + (z) = n. Let
Note that then z ∈R k (y) and dim L + (z) = n. We can conclude forward accessibility from y by (4). (1) Since Σ is analytic, in each of the previous statements we can substitute "there exists x ∈ X" instead of "for almost all x ∈ X." (2) Notice that, in general, the open dense sets in which the previous statements hold are not the same, except for those in parts (1) and (2) . In particular, if we denote
we have:
, and the previous inclusions can be proper. For example, for the system described in example (6.1) below we have: (3') Σ is backward accessible from almost all x ∈ X. (4') dim L − (x) = n for almost all x ∈ X.
Nonconnected Orbits.
Given any system Σ, its state space can be partitioned into invariant submanifolds, the orbits. Since the system restricted to each orbit is transitive, one would like to conclude that relative to each orbit there is forward accessibility from almost every state. Unfortunately, this conclusion is false in general (see example (5.1) below), because orbits are in general not connected. We can prove this fact, however, in the particular case of orbits with at most finitely many connected components, as follows from the next result.
Proposition 5.2. Let Σ be an n-dimensional, discrete-time, invertible and analytic system, and assume that the state space X has finitely many connected components. If Σ is transitive then it is forward accessible from almost all x ∈ X.
Proof.
by continuity of f . Then for each i there is some j(i) so that:
As f u is a diffeomorphism of X, the X j(i) are all distinct and f u (X i ) = X j(i) . Since Σ is transitive, we can conclude that for any p = 1, . . . , l − 1, denoting by 
If this were not the case and there exists such p and i, then applying (6) p-times we would have:
will be an invariant set different from X, which contradicts the assumption that Σ is an orbit. Moreover from (7), since l is finite, we can conclude that:
By repeating the arguments used in the proof of the Lemma 5.1 (2 → 4) we conclude that there exists x ∈ X such that dim L + (x) = n. Assume that x ∈ X i . Since X i is connected we have:
Choosex ∈ X i ,x regular and let k, u = (u k , . . . , u 1 ), andz be such that:
By inequality (2) we can assume that k is a multiple of l. Thus, by (7), we get that z ∈ X i . Now, we can repeat the arguments used in the proof of the Lemma 5.1 (4 → 3) and conclude that Σ is forward accessible from almost all x ∈ X i . To conclude that Σ is forward accessible from almost all x ∈ X it is enough to notice that, for any j = i, (7) implies that there exists p such that:
Example 5.1. Consider the following analytic system, with X = IR 2 , U = IR, and equations:
where h(x) is any analytic function whose zeros are exactly at the positive integers {1, 2, 3, . . .}. This system is easily seen to be invertible. Let z 0 = (0, 0). Then it is easy to verify that the orbit O(z 0 ) is as follows:
If we restrict the system to this orbit, the restricted system is not forward accessible from any the points in R i , for each i = 1, 2, 3, . . .. This is because there it holds that h(x) = 0, so z + and z must have the same y-coordinate.
6. Low-Dimensional Cases. In this section we make some remarks about oneand two-dimensional systems.
Dimension
One. There we consider systems for which the state space X is of dimension one. The pointwise versions of [6] , Theorem 3, hold for these systems as follows.
Lemma 6.1. Let Σ be as above, and pick x ∈ X. Then: [6] , so we will prove sufficiency. If Σ is not forward accessible from x then f (x, u) must be independent of u. Moreover if y = f u k ,...,u 1 (x), since Σ is also not forward accessible from y, also
must be independent of u. Thus:
The necessary part follows from part (b) of Theorem 6 in [6] . Sufficiency is a consequence of (1), since
Lemma 6.2. Let Σ be a one-dimensional, discrete-time, invertible system, and pick any x ∈ X so that Σ is transitive from x. Then, either Σ is forward accessible from x or Σ is backward accessible from x.
Proof. Suppose that neither conclusion holds. We claim that, for each u ∈ U , Σ is not forward nor backward accessible from
It follows that C 1 (y) = x, which implies that
Thus if Σ would be backward accessible from y also Σ would be backward accessible from x. Clearly, forward accessibility from y would imply forward accessibility from x (in any dimension). So the claim is proved.
With the same arguments we can prove that Σ is not forward nor backward accessible from z = f −1 u (x) for all u ∈ U . Now we want to prove that dim Γ(x) = 0, which implies that Σ in not transitive from x. In order to do that, we will show that:
independently of u and y. Thus x = −k is the only solution of h(x) = −k + 1, for all u, y, and we have proved
The other inclusion is obvious. (3) Consider the vector fields 4) Transitivity at z 0 is a consequence of (3) since dim L + (z 0 ) = 2 implies dim L(z 0 ) = 2.
7. Controllability Sets. The next definition is a precise analogue of that in [3] , except that we make the assumption of nonempty interior. Proof. Letx,ȳ , u 0 , . . . , u T be as in the statement and let E be the following set:
We will first prove that E ⊆ D, by showing that D = D E is again a precontrollability set and using that D is maximal. For this, we must prove that:
Observe that E ⊆ R(x) ⊆ clos R(x) andȳ ∈ R(y) ⊆ clos R(y) for all y ∈ E . Thus:
• for some x ∈ int D and
Thus, applying the first part of the proof to x and y (rather than tox andȳ), it follows that z ∈ D. We conclude that V ⊆ D, soz is in int D, as desired. 
