Abstract. In this paper we consider the formally symmetric differential expression M[·] of any order (odd or even) ≥ 2. We characterise the dimension of the quotient space
Introduction
Let N denote the set of natural numbers and N k := {1, 2, . . . , k} for k ∈ N. We write C (r) (I) (r = 0, 1, 2, . . . , m) for the class of complex valued functions defined on the interval I with r continuous derivatives, and AC loc (I) for the functions which are absolutely continuous on all compact sub intervals of I.
We consider the formally symmetric differential expression M of order m (m = 2k or 2k − 1, k = 1, 2, . where the sets of coefficients {s r } and {q r } are real valued on I with I designating the semi infinite interval [0, ∞). Further we assume that s r ∈ C (r) (I) (r = 0, 1, 2, . . . , h) q r ∈ C (r+1) (I) (r = 0, 1, 2, . . . , k). Indeed, any formally symmetric differential expression of order m with sufficiently smooth coefficients can be expressed as in (1.1) with suitable choice of coefficient functions. The conditions (1.2) and (1.3) or (1.4) show that M is regular on [0, ∞), but M has a singular point at ∞ (see [12] , §15.1).
The differential equation we are concerned with is given by
M[y]
= λ y on I, (1.5) where λ is a complex parameter λ = µ + iν. The standard existence theorems for ordinary, linear, homogeneous differential equations apply to eq. (1.5) (see the books: [2] , ch. 3, §6 and [12] , §16.2).
The underlying Hilbert space for the analysis of the problem is the collection of all equivalence classes of complex valued Lebesgue measurable functions f on [0, ∞) such that
where
To set up the differential operators associated with M[·] in L 2 (0, ∞), we introduce the linear manifold ∆ defined by
From an application of Green's formula we have
exists and is finite for all f and g in ∆.
Next we introduce two differential operators T max and T min , associated with M, defined as follows:
The domains D(T min ) and D(T max ) are dense in L 2 (0, ∞). These operators have the following properties:
where T * min denotes the adjoint operator of T min (see [3] , ch. XIII, §2.1-2.8 and [12] ).
The deficiency indices (N + , N − ) of the closed, symmetric operator T min are defined as
From the general theory of deficiency indices of symmetric operators (see [3] , ch. 12, §19), we have
where C ± = {λ ∈ C, Im λ ≷ 0}. Thus the deficiency indices N + (N − ) represent the number of linearly independent solutions of the differential equation (1.5) which are in L 2 (0, ∞) when λ ∈ C + (C − ). Hence both N + and N − are finite and
where m is the order of the equation.
Further from the general theory of symmetric operators, it is known that T min has selfadjoint extensions, i.e. T max has self-adjoint restrictions in L 2 (0, ∞), if and only if N + = N − . A better estimate of the lower bound for these indices in (1.7) are
(see [7] and [8] ). The differential expression M is said to be in the limit (N + , N − ) case at the singular point ∞ if the deficiency indices of the corresponding minimal closed operator T min in L 2 (0, ∞) are (N + , N − ). In particular, borrowing the terminology of Weyl (see [2] ) we say that M is in the limit-point case at ∞, if N + = N − = k in the even-order case and N + = k − 1, N − = k in the odd-order case.
We now introduce the Titchmarsh-Weyl L 2 (0, ∞) solutions of (1.5) for the even-and odd-order cases.
The even-order case
We assume m = 2k (k ∈ N). Let θ r and φ r (r ∈ N k ) be solutions of (1.5) taking initial values at 0 which are independent of λ , such that
where δ rs is the Kronecker delta function. Such a choice of initial conditions is possible and the set {θ r , φ r ; r ∈ N k } forms a basis of solutions for (1.5). Then it can be seen that there are k 2 analytic functions {m rs (·); r, s ∈ N k } which are all regular on C + ∪ C − and such that the k linearly independent solutions determined by
Thus it follows that to each λ ∈ C + ∪ C − , there exist at least k linearly independent solutions of (1.5) which belong to L 2 (0, ∞). The deficiency indices of the associated T min can be characterised as
For details, see [7] .
The odd-order case
Then the set of functions {θ r , φ s ; r ∈ N k−1 , s ∈ N k } forms a basis for all solutions of (1.5).
Further there exists k(2k − 1) analytic functions {p rs (·); r, s ∈ N k } and {n rs (·); r ∈ N k , s ∈ N k−1 } with p rs (n rs ) regular in C + (C − ) such that if the solutions ψ p,r and ψ n,r are defined by
with the possibility of ψ p.k (·, λ ) being a null solution of (1.5) in certain cases (see [10] , § §2 and 3). The connection between the existence of the integrable square solutions and the deficiency indices of the associated T min is that
In both the even-and odd-order cases we have an elegant characterisation of the limitpoint cases in terms of the behaviour of the sesquilinear form [ f g](x); f , g ∈ ∆ as x → the singular point. We shall recall this result in the following theorem. 
2). A necessary and sufficient condition for M to be in the limit-point case
(See [6] and [10] .)
The object of this paper is to generalise this result. The generalisations are given by Theorems 2.1 and 2.2 for the even-and odd-order cases respectively. Before we state these generalisations in Theorems 2.1 and 2.2, we quote some known results which find repeated application in the proof of the main results. 
where [ f g](·) is the sesquilinear form in f and g associated with M (see [4], §11).
For the description of the system { f r , g r } we use the following convention:
where f r , g r correspond to the specific functions to be substituted in the identity. 
) lemma). Suppose that the complex valued measurable functions f and g on
[0, ∞) are such that f ∈ L 2 (0, ∞), g ∈ L 2 (0, x), (x ∈ [0, ∞)) and g / ∈ L 2 (0, ∞). Then
The main results
The main results of this paper are as follows: Theorem 2.1. Even-order case. Let M be a formally symmetric differential expression of order 2k (k = 1, 2, . . .) . Let p and q be non-negative integers such that 0 ≤ p, q ≤ k. Let n = p + q. Then a necessary condition for M to be in the limit (k + p, k + q) case at ∞ is that
(2.13)
Remark 2.1. Here the choice of p and q are not unique. Any p, q such that 0 ≤ p, q ≤ k is possible subject to the other constraints. For instance, in the case where M is real, the deficiency indices are necessarily equal and hence p = q. Also whether M is real or not, whenever p = k, then q = k. Such constraints do not come out from the theorem. 
.). Let p, q be non-negative integers such that
0 ≤ p ≤ k, 0 ≤ q ≤ k − 1. Let n = p + q.
Proof of the results
Proof of Theorem 2.1. This is similar to the proof of Theorem 2.2, but less complicated. Therefore we omit the details (see [1] , ch. 4). We choose to give the proof of the theorem for the odd-order case in detail (see [13] , ch. 5).
Proof of Theorem 2.2.(Necessity).
Suppose that M is in the limit (k − 1 + p, k + q) case at ∞; where p + q = n. Let λ be a fixed point in C + and φ (·) andφ (·) denote φ (·, λ ) and φ (·, λ ) respectively. Then, since M is assumed to be in the limit (k − 1 + p, k + q) case at ∞, from (1.12) it is clear that there exist numbers t 1 ,t 2 , . . . ,t p ∈ N k ,t i = t j (i, j ∈ N p ) such that the L 2 (0, ∞) spans of the (k − p) functions {φ s (·), s = t i , i ∈ N p } are null. Also there exist numbers r 1 , r 2 , . . . , r q belonging to
This is achieved by diagonalising the Gram matrix 
Then we apply Lemma 1.1 to the functions { f r , g r } given by
where f r , g s ∈ ∆ (r, s ∈ N n+1 ).
In the resultant determinantal identity evaluated at x (x ∈ [0, ∞)) we divide the (n + 1 + r)th row and column by {P r (x)} 1/2 and (n + 1 + k − p + s)th row and column by {Q s (x)} 1/2 for (r ∈ N k−p , s ∈ N k−1−q ). Then we obtain the following determinant identity given by
Now we proceed to the limit as x → ∞. We consider the limiting values of each of the terms in the above determinant. Note that
(using the Green's formula)
Similarly, we get
, we get the second term also as 0 by Lemma 1.2.) Similarly we can show that the terms
This follows from the properties of the fundamental solutions, given by (1.10). Therefore
Hence taking the limit, the determinant identity becomes
This completes the necessity part of the theorem. Now we prove the converse part of the theorem. can imply, if at all it is true, that p + q ≤ n. Indeed, this is the case which we now prove in the converse part of the theorem.
Sufficiency. Assume that (2.16) holds, then we show that M cannot be in the limit (k − 1 + p, k + q) case at ∞ with p + q > n. To see this, we show that M is in the limit (k − 1 + p, k + q) case at ∞ with p + q > n contradicting the validity of (2.16).
To be specific we assume that p + q = n + 1 (p + q > n + 1 can be treated along the same lines).
For convenience we define
where ψ p,r , ψ n,r are defined as in (1.11) . Then for a given λ ∈ C + , in addition to the solutions ψ 1 , ψ 2 , . . . , ψ k−1 , there exist p solutions which are linear combinations of
Similarly for a given λ ∈ C + in addition to the solutionsψ 1 ,ψ 2 , . . . ,ψ k belonging to L 2 (0, ∞), there exist q solutions which are linear combinations of {φ s (·), s ∈ N k−1 , λ ∈ C + } sayη
in L 2 (0, ∞) where {β js : j ∈ N q , s ∈ N k−1 , s = r j } are suitable complex numbers. These solutionsη r j (·), j ∈ N q belong to ∆.
Now consider the
This is given by
We evaluate this determinant (3.23) and show that it is not equal to zero. From Green's formula (1.6), it follows that all terms in the above determinant are finite. Further the value of each term of the determinant is its value at zero. This is because [ξη](x) is independent of x. Now we evaluate the determinant as follows. We consider the two cases separately. (3.20) and (3.21) respectively and the properties of {θ r } and {φ s } we get
Therefore in this case we obtain the determinant as
. . . Remark 3.2. In the even-order case, the situation of Case 2 does not arise; this part of the proof follows as in Case 1 (see [1] , ch. 4).
Next we prove that p + q = n if (2.16) holds for all f r , g s ∈ ∆(r, s ∈ N n+1 ) but det this ⇒ M is in the limit (k − 1 + p, k + q) case at ∞ where p + q ≥ n. Together, it now follows that M is in the limit (k − 1 + p, k + q) case at ∞ where p + q = n.
