Abstract. We study representations of the Cuntz algebras ON . While, for fixed N , the set of equivalence classes of representations of ON is known not to have a Borel cross section, there are various subclasses of representations which can be classified. We study monic representations of ON , that have a cyclic vector for the canonical abelian subalgebra. We show that ON has a certain universal representation which contains all positive monic representations. A large class of examples of monic representations is based on Markov measures. We classify them and as a consequence we obtain that different parameters yield mutually singular Markov measure, extending the classical result of Kakutani. The monic representations based on the Kakutani measures are exactly the ones that have a one-dimensional cyclic S * i -invariant space.
Introduction
The Cuntz algebra O N is indexed by an integer N > 1, where N is the number of generators. As a C * -algebra (denoted O N ), it is defined by its generators and relations (the Cuntz-relations), and O N is known to be a simple, purely infinite C * -algebra, [Cun77] . Further its K-groups are known. But its irreducible representations are highly subtle. To appreciate the importance of the study of representations of O N , recall that to specify a representation of O N amounts to identifying a system of isometries in a Hilbert space H, with mutually orthogonal ranges, and adding up to H. But such orthogonal splitting in Hilbert space may be continued iteratively, and as a result, one gets links between the study of O N -representation on the one hand, to such neighboring areas as symbolic dynamics and to filters used in signal processing, corresponding to a system of N uncorrelated frequency bands.
We prove in Theorem 2.12 that two such nonnegative representations are disjoint if and only the associated measures are mutually singular.
In section 3 we present two classes of examples of monic representations: one comes from Markov measures and the other from atomic representations. In Theorem 3.9, we prove that different parameters yield disjoint representations and consequently, the Markov measures are mutually singular. We show in Example 3.11 that the representations of O N that have a one dimensional cyclic S * i -invariant state are exactly those that are obtained from a monic system with the Kakutani measures [Kak48] .
In section 4, we show how Nelson's universal representation (of an abelian algebra) [Nel69] carries a representation of the Cuntz algebra which is also universal in the sense that it contains all nonnegative monic representation.
Symbolic dynamics and monic representations
Note that our compact infinite product K N used below, is a compactification of the N -ary tree. The latter, in turn, is a special graph, falling within the graphs called Bratteli diagrams. The Bratteli diagrams in turn serve as useful models, and have a host of applications in symbolic dynamics; see e.g., [Mat11, Hos00] . In fact there is a substantial literature on dynamics in Bratteli diagrams; see e.g., [FO13, Kar12, BK11, HY11] . (The original paper on Bratteli diagrams is [Bra72] ).
But we note that, of the cases in the literature, the question of which systems support a representation of one of the Cuntz algebras has received relatively little attention; see however [BJO04, BJKR01] . It is of interest to find these representations, when they are supported by a symbolic dynamics model. One reason is that when we have an O N -representation, the tables can be turned, and we will be able to draw conclusions about the dynamical system from our harmonic analysis of these O N -representations.
The cross-road of representations of C * -algebras on the one hand, and dynamics on the other is also of interest for a class of C * -algebras containing the Cuntz algebras, the Cuntz-Krieger algebras O A , and related graph-algebras ([CK80, MP11, KMST10, BP11]; but also here, there has been relatively little activity on determining specific classes of representations of these O A and graphalgebras. This is perhaps understandable since, as noted above, already the harmonic analysis for representations of O N alone is unwieldy.
Definition 2.1. Let N ≥ 2. The Cuntz algebra O N is the C * -algebra generated by a system of N isometries (S i ) i∈Z N satisfying the Cuntz relations
Definition 2.2. Fix an integer N ≥ 2. Let (S i ) i∈Z N be a representation of the Cuntz algebra O N on a Hilbert space H. Let Z N := {0, 1, . . . , N − 1}. We will call elements in Z k N words of length k. We denote by K = K N = Z N N , the set of all infinite words. Given two finite words α = α 1 . . . α n , β = β 1 . . . β m , we denote by αβ the concatenation of the two words, so αβ = α 1 . . . α n β 1 . . . β m . Similarly, for the case when β is infinite. Given a word ω = ω 1 ω 2 . . . , and k a non-negative integer smaller than its length, we denote by ω|k := ω 1 . . . ω k , the truncated word.
For a finite word I = i 1 . . . i n , we denote by
We define A N to be the abelian subalgebra of O N generated by S I S * I , for all finite words I. As a C * -algebra, A N is naturally isomorphic to C(K N ), the continuous functions on the Cantor group K N , see Definition 2.3.
We say that a subspace M is
where P M is the projection onto M . We say that M is cyclic for the representation if span{S I S * J v : v ∈ M, I, J finite words } = H. Definition 2.3. Fix an integer N ≥ 2. The Cantor group on N letters is
an infinite Cartesian product.
The elements of K N are infinite words. On the Cantor group, we consider the product topology. We denote by B(K N ) the sigma-algebra of Borel subsets of K N . We denote by M(K N ) the set of all finite Borel measures on K N .
Denote by σ the shift on K N , σ(ω 1 ω 2 . . . ) = ω 2 ω 3 . . . . Define the inverse branches of σ:
For a finite word I = i 1 . . . i k ∈ Z k N , we define the corresponding cylinder set
Definition 2.4. Let (S i ) i∈Z N be a representation of the Cuntz algebra O N on a Hilbert space H. Then we define the projection value P on the Borel sigma-algebra B(K N ) by defining it on cylinders first (2.3) P (C(I)) = S I S * I for any finite word I. and then extending it by the usual Kolmogorov procedure (see [DHJ13] for details). We call this, the projection valued measure associated to the representation. This projection valued measure then induces a representation π of bounded (and of continuous) functions on K N , by setting
For every x ∈ H, define the Borel measure m x on K N by
Using (2.4) and (2.5), and the property
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We will also use the notations P (I) = P (C(I)) for I = i 1 . . . i n and P (ω) = P ({ω}) for ω ∈ K N .
Definition 2.5. We say that a representation of the Cuntz algebra O N on a Hilbert space H is monic if there is a cyclic vector ϕ in H for the abelian subalgebra A N , i.e., span{S I S * I ϕ : I finite word } = H. Definition 2.6. A monic system is a pair (µ, (f i ) i∈Z N ) where µ is a finite Borel measure on K N and f i are some functions on K N such that µ • σ
for some functions f i ∈ L 2 (µ) with the property that (2.8)
We say that a monic system is nonnegative if f i ≥ 0 for all i ∈ Z N . The representation of O N associated to a monic system is (2.9)
We say that this representation (S i ) i∈Z N of the Cuntz algebra is nonnegative if the monic system is. Proof. We check that the operators in (2.9) define a representation of O N .
From (2.7), we have that f i is supported on σ i (K N ), and from (2.8), we get that the support of f i is exactly σ i (K N ). Then
We compute S * i . Define
Thus, we have a representation of O N . We check that the representation is monic. We have
Then the constant function f ≡ 1 is cyclic for A N , so the representation is monic.
For the converse, if the representation is monic, then let ϕ be a cyclic vector for A N . Define the measure µ on
The map W from C(K N ) to H, W f = π(f )ϕ is linear and isometric so it extends to an isometry from L 2 (µ) to H, onto, because the representation is monic.
Define the operatorsS i := W * S i W , i ∈ Z N . We check thatS i are given by (2.7). LetS i 1 = f i . We will use the relations
which can be checked first on characteristic functions of cylinder sets.
We have
This implies (2.7). For f ∈ C(K N ),
So, we have the formula in (2.9). Then we get as above the formula for S * i as in (2.10) and the Cuntz relation S i S * i = I implies that the support of f i must be the entire
Proof. Let ϕ be a continuous function on K N . We have
Theorem 2.9. The representations of O N associated to two monic systems (µ, (f i ) i∈Z N ) and 
Proof. Suppose the two representations are equivalent and let W :
be the intertwining isometric isomorphism. Then the two representations of the abelian subalgebra A N are equivalent and have cyclic vectors. This implies that the measures are equivalent, and W is a multiplication operator
This implies (2.13). Since W is invertible, or since the measures are equivalent, we also get that h = 0, µ-a.e.. From the intertwining property
Take f ≡ 1 and we obtain (2.14).
For the converse, just take W f = hf on L 2 (µ ′ ), and a simple check shows that W is an intertwining isomorphism. Proof. First, we prove that
Then, by the chain rule for Radon-Nikodym derivatives,
Then (2.14) follows. 
Proof. LetB be a support of ν, such that µ(B) = 0. Since µ is part of a monic system, from Proposition 2.8, it follows that σ −1 (B) and σ −1 j (B) have µ-measure zero. Therefore we can take the orbit B ofB under σ and σ j and this will have µ measure zero. Let A := K N \ B. Then this is a support for µ and we can chose h to be supported on A and ν(A) = 0. Also A and B are invariant under σ.
To prove (iii), let E be a Borel set with
j (E)) = 0. Since B is invariant and ν and ν • σ −1 j are supported on B, it follows that k j is supported on B. For (iv), let f be a bounded Borel function supported on A. Then
This implies the first relation. For the second, take f supported on B and the result follows from the fact that µ ′ |B = ν. Proof. If the measures are mutually singular, let W : L 2 (µ) → L 2 (µ ′ ) be an intertwining operator. Then W also intertwines the two representations of the abelian subalgebra A N . But since these representations are given by multiplication operators (see (2.11)), and the measures are mutually singular, it follows that W = 0.
For the converse, assume that the representations are disjoint and that the measures are not mutually singular. Then, use Proposition 2.11 and decompose dµ ′ = h 2 dµ + dν, with the subsets A, B as in Proposition 2.11.
Define the operator W on
, and W f = 0 on the orthogonal complement of L 2 (A). Since A is invariant under σ, L 2 (A) is a reducing subspace for the representation. We check that W is intertwining, using Proposition 2.11(iv): Proof. Let T be an operator in the commutant. Then T commutes with the representation of the abelian subalgebra A N . Since this has a cyclic vector, it is a maximal abelian subalgebra consisting of multiplication operators (see (2.11)). Then T must be a multiplication operator T = M h with h ∈ L ∞ (µ). Since T commutes with S i we obtain
Take f ≡ 1 and use (2.8) to conclude that h • σ = h. Conversely, it is easy to see that any such multiplication operator commutes with the isometries S i .
Classes of monic representations
3.1. Markov measures. We describe here a class of measures which give rise to monic systems and therefore to monic representations of O N . We suggest Markov processes as a tool, and the corresponding measures will be families of Markov measures. Given a system of Markov transition probability matrices, the corresponding Markov measure µ will then be constructed with the use of Kolmogorov's consistency condition; see e.g., [Pet89, Jor06] .) Specifically, a Markov process in symbolic dynamics is specified by a system of Markov transition matrices, and from this one then construct associated Markov measures µ on K N (= the set of infinite paths.) Since monic representations of O N are hard to come by, we begin our approach here via Markov processes picking out a rather special system of Markov transition matrices. This will facilitate explicit formulas and avoid some delicate questions regarding infinite products.
We stress our two sources of motivation; one is the above mentioned list of applications, and the other is two classical papers on infinite products. Since Markov measures use both finite and infinite products, a rigorous analysis depends on infinite products, for example Kolmogorov's inductive limit construction. In this connection we have been motivated by two classics, [vN39] by von Neumann, and [Kak48] by Kakutani. The latter [Kak48] has the dichotomy theorem for infinite product measures (by Kakutani). But our related use of sigma-measures in section 4 below is also motivated by [Kak48] . Here we use sigma-measures in our construction of a special representation of O N having certain universality properties, Theorem 4.3. Then there exists a unique Borel measure on K N such that
Proposition 3.2. For the Markov measure µ defined above,
Proof. Let I = i 1 . . . i n . We have
Then, note that F j is constant on C(I) (we assume n ≥ 2), so
). This proves (3.3).
With Theorem 2.7 and Proposition 4.8 below we obtain Corollary 3.3. Let µ be a Markov measure as above. Let f j be the functions on K N defined by
Let S j be the operators on L 2 (µ) defined by
Then (S j ) j∈Z N defines a monic representation of O N which can be embedded isometrically into the universal representation (from section 4).
Lemma 3.4. The Markov measure µ is invariant for σ, i.e.
Proof. It is enough to check (3.6) on cylinder sets. Let I = i 1 . . . i n . We have, using λT = λ,
Lemma 3.5. Let M be the subspace of functions in L 2 (µ) that depend only on the first coordinate. Then M is S * i -invariant and cyclic for the representation of O N . Proof. Let f be a function in M . We have:
Then, using (2.10),
so S * j f also depends only on the first coordinate. Therefore M is S * i -invariant. To see that M is cyclic, note that the function 1 is cyclic for the set of operators S I S * I . But S * I 1 is in M and therefore the vectors S I S * I 1 are in S I M and they span L 2 (µ). Proof. We use a result from [BJKW00] , see also [DHJ13, Theorem 5.5], which states the following: since we have the S * i -invariant cyclic subspace M , to verify that the representation is irreducible, let V * i = S * i P M , where P M is the projection onto M , and the only solutions to the equation
should be constant multiples of the identity operator.
The subspace M has the following orthonormal basis
We compute
Therefore the matrix of V * i in this orthonormal basis is
so it has only one non-zero column on position i.
. Let X be a solution for (3.7). Then the matrix of V i XV * i has only one non-zero entry on the i-th position of the diagonal, and that is equal to v i , Xv i . Thus, the matrix X has to be diagonal and we have v i , Xv i = X i,i .
This implies that, for all
But this means that the vector (X i,i ) i∈Z N is an right-eigenvector for T with eigenvalue 1, and since the entries of T are positive, the Perron-Frobenius theorem (see also Remark 3.10) implies that X i,i = c for all i for some constant c. So X = cI and the representation is irreducible.
Remark 3.7. Another way of proving the fact that the representation of O N associated with a Markov measure is irreducible, by Theorem 2.13, is by showing that σ is ergodic with respect to µ. This fact is well known, see e.g. [Pet89] . But the converse also holds, so our proof shows also that σ is ergodic with respect to µ. We use the same orthonormal basis for M and similarly for M ′ and we have that the matrix of V * i is given in (3.8), similarly for V ′ * i . Then the equation (3.9) implies that X has to be a diagonal matrix and
Let i be such that |X i,i | = max k |X k,k |. We have, using the Schwarz inequality:
Therefore, we must have equalities in all inequalities. So |X j,j | = |X i,i | for all j. Also, we have equality in the Schwarz inequality and this means that the vectors (T i,k ) k and (|X k,k |T ′ i,k ) k are proportional. Since the sum of their components is the same, the two vectors are equal. So because T = T ′ , we get |X k,k | = 0. Therefore X = 0.
The last statement follows from Theorem 2.12.
Remark 3.10. In the proof of Theorem 3.6 we used the Perron-Frobenius theorem to conclude that X is a multiple of the identity. But this is not really needed; the argument used in the proof of Theorem 3.9 can be used instead: since we have equality in the first triangle inequality, it follows that X k,k = c|X k,k | for all k for some constant c. So X k,k is constant and X is a multiple of the identity.
Example 3.11. Let z i , i ∈ Z N be some complex numbers with i |z i | 2 = 1.
The associated Markov measure for these particular parameters T and λ is the Kakutani measure [Kak48]
It satisfies the invariance equation
(This can be checked first on characteristic functions of cylinder sets). Define the functions (3.11)
(Note that the absolute value |f i | matches the formula in (3.4) ).
We check that the equation (2.7) is satisfied. We have from (3.10), for f ∈ C(K N ),
This implies (2.7). Therefore, by Theorem 2.7, the operators
The function ϕ = 1 is cyclic for A N . Also, with (2.10), we have g i = z i χ σ i (K N ) and Proof. The Cuntz relations imply that i |z i | 2 = 1. The existence of such a cyclic S * i -invariant space determines completely the representation (see [BJKW00, Theorem 5.1]), therefore this representation is equivalent to the one in Example 3.11, so it is monic. Remark 3.13. Let (S i ) i∈Z N be a representation of O N on some Hilbert space H. Suppose there exists a closed S * i -invariant, cyclic space M . Let P M be the projection onto M . Define the operators (3.12)
Then, by (2.1) these operators satisfy the equation
It is known that a converse also holds (see e.g., [BJKW00] ): if some operators V i are given on a space M , satisfying (3.13), then there exists a bigger Hilbert space H and a representation (S i ) i∈Z N of O N such that M is S * i -invariant and cyclic and (3.12) holds. Moreover this representation is unique up to unitary equivalence.
It is natural to ask what kind of operators (V i ) i∈Z N on some Hilbert space M would yield monic representations with the result mentioned above. We have here two examples: Corollary 3.12 shows that one-dimensional spaces M always yield monic representations, associated with Kakutani measures, and secondly, the transpose of the matrices in (3.8) also yield monic representations associated with Markov measures, as we can see from the proof of Theorem 3.6.
3.2. Atomic representations. Recall some notions from [DHJ13] :
If ω is an element of K N such that P (ω) = 0, then ω is called an atom. Proof. Suppose the representation is monic and there is an atom ω such that P (ω)H has dimension bigger than 2. Let v 1 , v 2 be two unitary orthogonal vectors in P (ω)H, and let P v 1 and P v 2 be the corresponding orthogonal projections. Then it is easy to see that P v 1 and P v 2 commute with P (ω ′ ) for all atoms ω ′ . Then, they commute with P (A) for any Borel subset A of K N .
But, from Theorem 2.7 and its proof, we see that P (A) can be considered as multiplication operators (see (2.11)), and they have a cyclic vector, so they form a maximal abelian subalgebra, and therefore any operator that commutes with P (A), for all A, must be a multiplication operator. But P v 1 and P v 2 are not.
The measure µ from the monic system is supported on the union of all atoms, and therefore it is atomic.
For the converse, we have that there is a sequence {ω n } n∈N of atoms with n P (ω n ) = I and some unitary vectors e n such that e n spans P (ω n ). Then {e n : n ∈ N} is an orthonormal basis for H. Define ϕ = n 1 2 n e n . Then P (ω n )ϕ = 1 2 n e n so e n ∈ span{S I S * I = P (I) : I finite word}. This implies that the representation is monic.
A universal representation
We recall some facts from [Nel69] . The Hilbert space of σ-functions on K N is constructed as follows.
Definition 4.1. We write (f, µ) for a pair with f in L 2 (µ) and µ a finite Borel measure on K N . We say that (f, µ) and (g, ν) are equivalent (f, µ) ∼ (g, ν) if there exists some measure λ such that µ ≪ λ, ν ≪ λ and
The equivalence class of a pair (f, µ) is denoted f √ dµ and is called a σ-function. The set of all σ-functions is denoted H(K N ) and it is a Hilbert space with addition defined by
where µ ≪ λ, ν ≪ λ, and the inner product defined by
We define now the universal isometries S i on H(K N ) by (4.1) 
, where µ| A indicates the restriction of the measure µ to the Borel set A, i.e., µ|
The associated projection valued map P is given by
Proof. First we have to check that S i is well defined. But if λ implements the equivalence of (f, µ) and (g, ν) then λ • σ
The linearity and isometry property are also easily checked. Next, we derive (4.2). Note that σ
where
is supported on σ i (K N ), therefore we can restrict all functions in the previous relation to σ i (K N ) and we further have
This proves (4.2) and with this the Cuntz relations are easy to check. For (4.3), we can check that the operator P ′ (A) defined by the right-hand side of (4.3) satisfies
Since P ′ (K N ) = I, (4.4) implies that P = P ′ on every cylinder, and hence on every Borel set. 
Proof. Suppose T is an operator that commutes with the representation of A N . Then T commutes with the projection valued measure P .
Lemma 4.4. If T commutes with the representation of
Proof. We have for each Borel set A:
Proof. Using Proposition 4.2, we have
This proves the lemma.
Lemma 4.6. [Nel69] . For every finite Borel measure µ on
Then W µ is an isometry into a subspace of H(K N ) which we denote by L 2 (µ). For any bounded measurable function f on K N define the multiplication operator
Proof. The proof requires just a simple verification; the details can be also found in [Nel69] .
Lemma 4.7. If T commutes with the representation
We have that m T x ≪ m x , by Lemma 4.4. But dm T x = |g| 2 dν and dm x = |f | 2 dµ, by Lemma 4.5. Therefore |g| 2 dν ≪ µ so, by the Radon-Nikodym theorem there exists h ≥ 0 in L 1 (µ) such that |g| 2 dν = h dµ. Then
We return to the proof of the theorem. If T commutes with π universal (A N ) then for every µ, T maps L 2 (µ) into itself and T commutes with π(f ) for all bounded measurable functions f . Using Lemma 4.6, we pull-pack everything to L 2 (µ) and we obtain an operator that commutes with all multiplication operators and therefore, it must be a multiplication operator too. So there exists a function F µ in L ∞ (µ) such that T (f √ dµ) = F µ f √ dµ, for all f ∈ L 2 (µ). It remains to check the properties of the functions F µ . We have that For the converse, assume T is given by the functions F µ satisfying (i)-(iii). First, we have to check that T is well defined. So take f √ dµ = g √ dν and let λ be a measure such that µ, ν ≪ λ.
Then f dµ dλ = g dν dλ , λ-a.e. We have, by (ii), F µ = F λ , µ-a.e. so F µ dµ dλ = F λ dµ dλ , λ-a.e. and therefore F µ dµ dλ = F λ dµ dλ , λ-a.e.. Similarly, F ν dν dλ = F λ dν dλ , λ-a.e.. These relations imply that f F µ dµ dλ = gF ν dν dλ , λ-a.e., which means that F µ f √ dµ = F ν g √ dν and that T is well defined. (i) implies that T is bounded with T ≤ sup µ F µ L ∞ (µ) . Also, Proposition 4.2, implies that T commutes with P (A) for all Borel subsets A and therefore T commutes with π universal (A N ).
An operator T as above commutes with π universal (O N ) iff T commutes with all S i , i ∈ Z N (this follows from the fact that T is normal and by the Fuglede-Putnam theorem it will commute also with S * i ). This means that T S i = S i T , i.e., for all f √ dµ in H(K N ),
i .
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This is equivalent to
i -a.e., or
i -a.e.. Composing with σ i we get further the equivalence with (4.5).
Proposition 4.8. Let (µ, (f i ) i∈Z N ) be a nonnegative monic system. Let (S i ) i∈Z N be the associated monic representation of O N . Then the map W from L 2 (µ) to H(K N ) given by W f = f √ dµ, defines an isometric embedding which intertwines the representation with the universal representation of O N , which we denote here by (S u i ) i∈Z N . Proof. Lemma 4.6 shows that W is isometric. We just have to check that it is intertwining. We have, for f ∈ L 2 (µ), i ∈ Z N :
