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Abstract 
Sezgin, F., Some comments on computer implementation of random number generators, Journal of Computa- 
tional and Applied Mathematics 39 (1992) 383-386. 
Several workers in simulation studies are concerned with the correct and portable computer implementation 
of random number generators. Since approximate calculations may lead to accumulated errors in various 
machines, all implementations must be exact. In a previous work Gentle (this journal, 1990) presented several 
implementations for multiplicative congruential generators. The aim of this paper is to describe some more 
methods. Especially the implementation using the decomposition of the modulus is very efficient. 
Keywords: Random number generation, linear congruential generator, portability, simulation. 
In a recent article Gentle [2] described various implementation methods for random number 
generators. Considering widespread use of the simulation techniques in various scientific fields, 
the article of Gentle fills an important gap and proves to be very useful. For the sake of 
completeness however, [2, Section 21 entitled “Variations on the computations” needs a few 
extensions. 
The author demonstrated six different ways of implementing xi = aXi_ 1 (mod mi. There are 
other alternatives, ome of which are very useful and efficient in certain cases. 
(1) Apart from decomposition of multiplier to avoid large numbers, it is possible to use a 
decomposition of the xi-,-value. A well-known decomposition is presented by Schrage [6]. He 
considers the case of M = 23’ - 1 and a = 16807. By writing Xi-l = a! l 216 + p, it is possible to 
compute the modulus by manipulating only aa. and ap which have at most 30 and 31 bits, 
respectively. Marse and Roberts [4] applied the same method to a more complex case in two 
steps using a = 630 360 016. 
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(2) Method 6 of G en tl e presents a modular reduction using m + 1. However, the author 
handled only the case of reciprocal representation by q = l/(m + 1) and gave the formula 
xl=y-(m+l)[yq]+[yq]. 
There are, obviously, some other ways of expressing this relation. Payne e’: al. [5] showed that if 
we wish to compute 
xi =qxi_i (modm), 
where m = rd - 1, and it is more convenient to compute 
=i =a+1 (modrd), 
it is posible to write 
x; =zi+k, 
where k = [axi_ Jrd] or k = [ax,_,q]. Therefore xl may be expressed in three alternative 
ways: 
X; =y(modm + 1) +k, 
x,Y=y-(m+l)[yq] +k, 
Y 
-rr=Y-(m+l) m+l +k. 
[ 1 
Hence Xi =x! if XI < m, and Xi =x: - m otherwise. Since ~1 each of the above cases k may be 
expressed in two different ways, this accounts to six different expressions altogether. 
(3) A very efficient implementation used by Wichmann and Hill [8] in an informal remark 
relies on the decomposition of m. Sezgin [7] showed that letting m = ab + c it is possible to 
write 
+dm, 
where 
I Cx. -cXi_l l-l (mod mb) + mb) 
mb 
, if ai- (mod mb) >m(xi_l (mod b)), 
d= 
( cxi-l - ai_1 (mod mb)) 
mb, 
9 otherwise. 
Therefore, if b > c, d will reduce to 1 or 0 to keep the value of Xi positive. The result is quite 
rewarding and the implementation is about twice as fast as those mentioned in item (1) above. 
Concerning the decomposition method, the reader must be reminded that it can be extended 
to contain several terms. For example, in order to decompose the multiplier a, one may write 
a = bc -I- de +f. In a recent article L’Ecuyer and Cot6 [3] presented a Pascal FUNCTION 
implementing a decomposition of the type 
a = a, + a,215 + az230, 
for 32-bit machines. 
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(4) L’Ecuyer and Cot6 [3] described another general approach which uses the Russian 
peasant method for multiplication of two integers. Here two columns are formed by halving the 
first integer and doubling the second one iteratively and discarding the fractional parts. The 
final value is obtained simply by adding the values of the second column for which the 
corresponding values in the first column are odd. For example in order to multiply 73 by 42 the 
following columns are formed: 
73 42 
36 84 
18 168 
9 336 
4 672 
2 1344 
1 2688 
There are three odd integers in the first column, therefore the result is obtained by adding the 
corresponding values in the second column, namely 73 X 42 = 42 + 336 + 2688 = 3066. Al- 
though not very efficient, this method may be used to compute ax,_,. In order to accomplish 
the MOD operation, doubling is done modulo m. To gain speed, iterative halving and doubling 
may be carried out until the halved integer reaches to a value suitable for the application of 
other decomposition methods. A Pascal program using this implementations is presented in [3]. 
There are several other implementations presented by various authors. But an implementa- 
tion carrot be recommended for universal use unless it is portable and exact. As an example 
Gentle referred to shortcuts by Carta [l] but did not give details. In implementing the 
generator with a = 16807 and m = 231 - 1, two shortcuts proposed by Carta are coded in a 
machine language. Using two unsigned adjacent 31-bit registers Carta writes 
xi =aXi_, (mod m) 
= 231p + 4 (mod m), 
where p is the high-order bits of the product which overflow the first 31-bit register. In this 
case the mode operation reduces to 
Xi = p+4, 
if p+q<231, 
p+q-m, otherwise. 
The second implementation of Carta is not only nonportable but also gives numbers which are 
not identical with the correct computations. This version takes always xi = p + q ignoring any 
overflow. Since overflows are observed on the average four times per million iterations, the 
sequence of the generated numbers deviates from the correct set after certain iterations 
depending on the value of the seed. 
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