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The Bernoulli Factory problem consists of finding an algorithm that tosses an
f(p)-coin, i.e. a coin that lands heads with probability f(p) for a given function f ,
when p is unknown and the only source of randomness is given by a p-coin that can
be tossed as many times as needed. This problem has been extensively studied and
has found several applications in a variety of fields. In the present thesis we first
propose novel methodologies for the construction of Bernoulli Factories algorithms
that are applicable for a wide variety of functions f(p). The main idea is to rephrase
the original problem as constructing an unbiased estimator for f(p) that is in [0, 1]
almost surely – a deed we propose to solve via debiasing techniques.
We also formally study a multivariate extension of the problem, named Dice En-
terprise, that considers a more general setting where the sole source of randomness
is given by an m-sided die and the aim is to roll v-sided dice, where the probabil-
ity of rolling each face is a given function of the probabilities associated with the
given m-sided die. We extend most of the current available theoretical results for
Bernoulli Factories to this generic case. In particular, we characterise the class of
functions for which a Dice Enterprise exists, provide an implementable algorithm
based on polynomial approximations, and characterise functions that can admit a
Dice Enterprise with a fast simulation. We also present a constructive way to build
an efficient Dice Enterprise when the function of interest is a rational function with
coefficients in R. This construction uses techniques that have not been previously
applied in this setting. We rephrase the original problem as simulating from the
stationary distribution of a certain class of Markov chains - a task that we show
can be achieved using perfect simulation techniques with the original m-sided die as
the only source of randomness. We provide a comprehensive analysis of the running




1.1 The Bernoulli Factory
The nomenclature Bernoulli Factory originated in the paper by Keane and
O’Brien [30], itself motivated by a problem posed by Asmussen et al. [1] in the con-
text of regenerative steady-state simulations [19]: given a stream of i.i.d. Bernoulli
random variables of unknown parameter p ∈ (0, 1/2), is it possible to simulate tosses
of a coin that has probability 2p of landing heads? If such algorithm exists, we re-
quire for it to run in finite time a.s. for all possible admissible values of p. The
problem can be stated more generally as follows, as proposed by Huber [23]:
Definition 1.1 (Bernoulli Factory). Given an unknown p ∈ S ⊂ [0, 1] and a known
function f(p) : S ⊂ [0, 1] → [0, 1], let A be a computable function that takes as
input a number u ∈ [0, 1] and a sequence of values in {0, 1}, and returns an output














U,X(1), X(2), . . . , X(n)
)}
.
Assume the following holds:




U,X(1), X(2), . . .
)
∼ Bern(f(p)).
Then A is a Bernoulli Factory for f and T is its running time.
Therefore, a Bernoulli Factory is an algorithm that observes a random – albeit
almost surely finite – number of tosses of a coin that has probability p of landing
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heads and returns heads with probability f(p). The algorithm is allowed to make use
of an independent source of randomness, here represented by U ∼ Unif(0, 1). This is
to ease the notation and analysis, but it is not strictly necessary from a theoretical
standpoint when p ∈ (0, 1) as some of the coin tosses can be used to generate U
itself, as we will clarify later. If p is allowed to be exactly 0 or 1, an auxiliary source
of randomness is needed.
The fundamental result by Keane and O’Brien [30], here reported, completely
characterises the class of functions for which a Bernoulli Factory can be found.
Theorem 1.2 (Keane and O’Brien [30]). Given f : S ⊂ (0, 1)→ [0, 1], a Bernoulli
Factory for f exists if and only if:
• f(p) is continuous;
• Either f is constant or there exists n0 ∈ N such that
min (f(p), 1− f(p)) ≥ min(p, (1− p))n0 , (1.1)
for all p ∈ S.
The same statement was proved independently by Wästlund [61] using different
techniques. Therefore, the theorem gives a negative answer to the question posed
by Asmussen et al. [1]: consider f(p) = 2p and set p = 1/2− ε, so that
min (f(p), 1− f(p)) = 2ε,







As we want eq. (1.1) to hold for all p ∈ (0, 1/2), one can see that as ε→ 0, the left
hand side of the inequality tends to 0 while the right hand side is always greater
than 0 for any choice of n0.
Unfortunately, the proof of Theorem 1.2 does not provide an implementable
procedure to design a Bernoulli Factory for any given f . This is why most of the
subsequent research has been focusing on providing efficient Bernoulli Factory type
of algorithms for either specific or generic functions f [18, 22, 23, 24, 32, 38, 39, 42,
43]. Arguably, the most famous example of a Bernoulli Factory – although rarely
recognised as such – is that of Von Neumann [60] to construct a fair coin out of a
biased one. The procedure goes as follows: toss the given coin twice; if it lands on
the same face repeat the experiment, otherwise output the result of the first toss.
One can see that this is a valid Bernoulli Factory for f(p) = 1/2, p ∈ (0, 1).
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Bernoulli Factories have gained much attention in the recent years, as they have
been successfully applied in a plethora of different fields. In statistics, they have been
used to design MCMC algorithms that can tackle intractable likelihood models and
perform Bayesian inference [16, 17, 20, 59], as well as to design particle filters in
scenarios where weights are not available analytically [55]. In computer science
they have found applications on the construction of Buffon machines, finite-state
machines, and pushdown automata [14, 42]. In quantum physics, Bernoulli Factories
are one of the few examples for which it is provable that a quantum computer has
advantages over a traditional one [8, 47, 62]. In probability, they have been applied to
perform exact simulations of diffusions [4, 32], develop perfect simulation algorithms
[3, 15, 33], and to study the construction of unbiased estimators [27]. Other works
that make use of Bernoulli Factories include reduction in mechanism design [6, 12, 44]
and the multi-armed bandit problem [56].
1.2 Notation remarks
We now set up the notation that will be used throughout the thesis. We use
bold symbols for vectors and, unless differently specified, we let vector indices start
from 0. We define the open m dimensional probability simplex as
∆m =
{







and denote by ∆̄m its closure. It is also convenient to introduce the scaled by n
discrete m dimensional simplex as
Λmn =
{







For b ∈ {0, . . . ,m}, by eb ∈ ∆̄
m denote the bth standard unit vector, i.e. a vector of
zeros with a 1 in the bth position. Note that when we use the symbol ⊂ the inclusion
may not be strict; i.e. it holds that A ⊂ A.
We use a standard multi-index notation: given p ∈ ∆m and a vector k of length





1 · . . . · p
km
m ,
and for a real number k ∈ R we denote pk = pk0 · . . . · p
k
m. Given p ∈ R
m+1 and
q ∈ Rm+1 we write p ≤ q if and only if pi ≤ qi, ∀i ∈ {0, . . . ,m}. By ‖·‖1 denote the
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1-norm, so that ‖p‖1 =
∑m








k0! . . . km!
.
We write X ∼ p to indicate a sample from the categorical distribution of pa-
rameter p ∈ ∆m on Ω = {0, . . . ,m}, i.e. Pp(X = i) = pi for i ∈ {0, . . . ,m} and 0
otherwise. Equivalently, we refer to it as rolling a p-die. Notice that we write Pp
with the subscript p to highlight that the probability function depends on a param-
eter p, which will often be unknown. If the vector p is not known explicitly, but
there is a mechanism to sample X ∼ p (e.g. via experiment or computer code), we
call this mechanism a black box to sample from p ∈ ∆m. Alternatively, if we want to
stress that the vector µ ∈ ∆m is given explicitly, we refer to it as known distribution
µ. For a vector valued random variable X, we let E[X] = (E[X0], . . . ,E[Xm]); an
estimator p̂ of p will be unbiased if E[p̂] = p.
We interchangeably use (p0, p1) ∈ ∆
1 and p ∈ (0, 1), identifying p as p1. Anal-
ogously as the p-die, we also use the terminology p-coin to indicate a mechanism
that generates samples from a Bernoulli distribution of parameter p, identifying 1
as heads and 0 as tails.
1.3 Thesis outline
This thesis has three main objectives: (i) to provide a generic framework for
the practical implementation of Bernoulli Factories; (ii) to extend the theory of the
Bernoulli Factory to a multivariate setting named Dice Enterprise, i.e. considering
Categorical distributions rather than Bernoulli; (iii) to study a novel and efficient
algorithm to construct a Dice Enterprise for rational functions which makes use of
perfect simulation techniques.
Chapter 2 is foremost an introduction to the main techniques that have been
exploited in the literature to construct Bernoulli Factories. We first provide an
overview of different linear Bernoulli Factories, i.e. algorithms targeting functions
of the form f(p) = Mp, where p ∈ (0, 1/M − ε], ε > 0. We compare the most
recently proposed algorithms, as linear Bernoulli Factories represent a fundamental
building block for methodologies we will consider in the following. Importantly, this
chapter also introduces novel techniques for designing Bernoulli Factories that arise
by considering a different point of view: rather than aiming to find an algorithm
that tosses an f(p)-coin, we can instead construct unbiased estimators for f(p)
satisfying specific properties. This change of perspective allows for novel approaches
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to the construction of Bernoulli Factories that are based on debiasing techniques.
Moreover, under this new setting, we can generalise the hypothesis of having access
to a p-coin to just having a black-box outputting unbiased estimators of p, as this is
commonly the case in statistical and probabilistic applications. We show how these
novel techniques can be applied to design Bernoulli Factories when f(p) admits
specific series expansions, as well as showing how such methodologies can be applied
more broadly on some other examples.
Chapter 3 introduces and formalises a multivariate extension of the Bernoulli
Factory named Dice Enterprise. Rather than focusing on coins, that is Bernoulli
distributions, we consider the more generic case of having access to dice, i.e. Cate-
gorical distributions. Multivariate extensions have been considered by several works
[12, 16, 45, 55], mainly for specific algorithms, but the Dice Enterprise problem has
not been systematically studied, especially from a theoretical perspective. We give
a formal definition of a Dice Enterprise and extend most of the current available
results on Bernoulli Factories to this case. In particular:
• We extend Theorem 1.2 to the multivariate setting, thus completely charac-
terising the type of functions for which a Dice Enterprise exists;
• We generalise the approaches of Nacu and Peres [43] and  Latuszyński et al. [32],
thus clarifying the connection that exists between a Dice Enterprise algorithm
targeting a function f and the construction of polynomial envelopes for f .
We also provide a practical and implementable Dice Enterprise when such
envelopes are available;
• We define the class of functions for which a Dice Enterprise has a fast simula-
tion, that is the probability on the number of rolls required by the algorithm to
terminate decreases exponentially. This extends the work of Nacu and Peres
[43]. We also provide novel efficient algorithms for functions that admit a
series expansion;
• We highlight the connection that exists between a Dice Enterprise and the
case where multiple independent coins are given, rather than a die, as this is
common in applications [12, 16, 55]. We also give an initial look at extending
this work further to dice with infinitely many faces, that is considering any
discrete distribution.
Constructing a Dice Enterprise for a given function f is still generally challeng-
ing, and the strategies described in the previous chapters do not directly apply to all
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possible function or can lead to sub-optimal implementations. Chapter 4 provides
a constructive way to design a Dice Enterprise for rational functions f with coeffi-
cients in R. Our construction can be applied to rational functions mapping between
probability simplices
f : ∆m → ∆v, m, v ≥ 1, (1.2)
Our approach relies on rephrasing the original problem as sampling from the sta-
tionary distribution of a suitably designed Markov chain. This is achieved by first
decomposing the given rational function in a fashion inspired by Mossel et al. [42],
and similarly based on Polya’s theorem on homogeneous positive polynomials [50].
However, the decomposition is extended in such a way that as to allow to construct
a Markov chain whose evolution can be simulated by just rolling the original die.
We also allow for coefficients in R and derive our explicit construction for multi-
variate scenarios. Then, perfect simulations techniques, such as Coupling From The
Past (CFTP) [52] or Fill’s interruptible algorithm [13], can be employed to get a
sample distributed precisely as its stationary distribution. Moreover, for m = 1 in
eq. (1.2), that includes the classic Bernoulli Factory setting m = v = 1 as a special
case, a monotonic version of CFTP is proposed, improving the efficiency of imple-
mentation. Under this scenario, we show that the method has a fast simulation (i.e.
the required number of tosses has exponentially decaying tail probabilities) and the
expected number of calls to the original die is linear in the degree of the resulting
polynomial. To prove the result we demonstrate a fact of wider interest: the con-




variable with any finite, integer valued random variable is
log-concave when n is big enough.
In the remainder of this introductory section, we will examine how we can sample
from any given known categorical distribution when the only source of randomness
available is either a coin or a die with unknown bias. In general, one would get a
sample from a categorical distribution by generating U from a Uniform distribution
and producing an output by comparing U with the cumulative sums of the given
pmf. In this case, we can use the given coin or die to generate bit by bit the digits




1.4 Sampling from known categorical distributions
Sampling from a known distribution µ = (µ0, . . . , µk) ∈ ∆
k is usually done by
sampling U ∼ Unif(0, 1) and setting
Z = i if
i−1∑
j=0




Throughout the thesis, we will often assume that a generator of uniform random
variables is available, as common in applications. However, this assumption is not
restrictive from the theoretical viewpoint as we can use the given coin or die to
generate uniform random variables to any arbitrary precision. In the spirit of [32, 43],
we can consider B, the binary representation of U and notice that this is an i.i.d.
sequence of Bern(1/2). Let B1:l denote the first l bits of U and let (B1:l)10 be its
representation in base 10. Clearly (B1:l)10 ≤ U ≤ (B1:l)10 + 2
−l, so that we could
set
Z = i if
i−1∑
j=0





where l is big enough so that there exists an i such that the condition above is
satisfied.
Therefore, we do not need to have access to a generator of uniform random vari-
ables to sample from a categorical distribution — it is enough to obtain a sequence
of independent tosses of a fair coin. Algorithm 1 is a variation of Von Neumann’s
algorithm [60] that outputs a fair coin given access to an i.i.d. sequence of rolls of
an arbitrary die.
Algorithm 1 Fair coins from a die
Input: black box to sample from p ∈ ∆m.
Output: a sample from Bern(1/2).
1: Sample X1, X2
iid∼ p
2: if X1 < X2 then set Y := 0
3: else if X1 > X2 then set Y := 1
4: else if X1 = X2 then discard X1, X2 and GOTO 1
5: end if
6: Output Y
The algorithm can be further refined if a stream of fair coin tosses is required [48].
10
1. Introduction
Consequently, given a black box to sample from a Categorical distribution of un-
known parameter p ∈ ∆m, Algorithm 2 outputs a sample from a known distribution
µ ∈ ∆k.
Algorithm 2 Categorical distribution from a die
Input: black box to sample from p ∈ ∆m.
Output: a sample from a known distribution µ ∈ ∆k.
1: Sample Y ∼ Bern(1/2) using Algorithm 1
2: If l = 1 set B1:1 = Y , otherwise set B1:l = B1:l−1|Y (where | indicates bitwise
concatenation)
3: if there exists an i ∈ {0, . . . , k} such that
i−1∑
j=0





then set Z := i
4: else
5: Set l = l + 1 and GOTO 2
6: end if
7: Output Z
Remark 1.3. Sampling from a known categorical distribution µ as in Algorithm 2
requires knowledge of (µ0, . . . , µk). It is however common, especially in the machine
learning literature [28, 36], to have access to a parametrisation of µ of the form
γ = log(µ) + α, where α ∈ R. One could theoretically recover the value of µ
by applying the inverse transformation and normalising accordingly. However, the
Gumbel-max trick method [9, 10] can be applied to directly sample from µ. This
approach consists of sampling (k+ 1) independent uniform random variables Ui and
outputting arg max0≤i≤k {γi − log [− log (Ui)]}. Note that we can apply Algorithm
1 to sample Ui to any arbitrary decision and therefore stop the algorithm as soon as
a decision can be reached.
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Designing Techniques for Bernoulli Factories
2.1 Introduction
The main aim of this chapter is to provide a generic framework for the design and
practical implementation of Bernoulli Factory algorithms. In Section 2.2 we present
the current state-of-the-art algorithms for linear Bernoulli Factories, which represent
a fundamental building block for the methodologies we will develop. We compare
different already available algorithms and discuss their advantages and drawbacks.
We discuss and recap in Section 2.3 the common approaches taken to construct a
Bernoulli Factory: via polynomial envelopes, via iterative algorithms, and via recur-
sive algorithms. In Section 2.4 we propose novel approaches to construct Bernoulli
Factories based on the key observation that tossing an f(p)-coin is analogous to
obtaining unbiased estimators of f(p) that are in [0, 1] almost surely. We show in
Sections 2.5 and 2.6 how to apply the proposed techniques to construct Bernoulli
Factories for functions f(p) that admit a positive or alternating power series repre-
sentation. Finally, in Section 2.7 we use the proposed methodologies in the context
of designing specific Bernoulli Factories. In Section 2.8 we make some final remarks
and we present in Section 2.9 proofs of all the proposed results.
2.2 Linear Bernoulli Factories
A particularly interesting problem – mostly because of the challenges it poses
and of its wide variety of applications – is constructing an efficient Bernoulli Factory
for f(p) = Mp, where M > 1 is a fixed constant. As discussed in Section 1.1 and as
a consequence of Theorem 1.2, this problem is unsolvable if p is allowed to be any
number in [0, 1/M). Perhaps surprisingly, the very same theorem guarantees that
12
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if p ∈ [0, 1/M − ε], ε > 0, then a Bernoulli Factory does exist. In the following we
will denote by N the number of tosses required for a Bernoulli Factory to output a
result. The distribution of N can be used to analyse the algorithm efficiency.
Up to our knowledge, Nacu and Peres [43] (Theorem 1) were the first ones to
derive an explicit algorithm for the case M = 2, although their construction can
be extended to any arbitrary constant. Under the technical assumption ε ∈ (0, 1/8)
(one can always set ε = 1/8 if it is known that 2p < 1 − a, with a ≥ 1/8), their
algorithm is fast, in the sense that there exist constants C > 0 and ρ ∈ (0, 1) –
which depend on ε but not on p – such that Pp(N > n) ≤ Cρ
n. Nevertheless, the
proposed construction has two main drawbacks: (i) there is need to store sets of
exponentially increasing size, and (ii) it requires an initial number of tosses of the
p-coin which is often large, cf. Table 1. That means that if n0 is the initial number
of tosses required, then P(N < n0) = 0.
Problem (i) is solved when the proposed construction is paired up with the ap-
proach of  Latuszyński et al. [32]. An implementation of their algorithm in C++,
which uses Rcpp to allow for an easy use in R, is made available at: https://github.
com/giuliomorina/LinearBF. Flegal and Herbei [15] look into reducing the number
of initial tosses required (cf. Table 1), although the proposed algorithm has worse
performance and satisfies E[N ] = ∞. We shall also propose in Chapter 3 an algo-
rithm that does not require an initial number of tosses, but still exhibits an infinite
expected number of required tosses.
Value of ε
0.49 0.4 0.25 0.1 0.01
Nacu and Peres [43] N/A N/A N/A 216 228
Flegal and Herbei [15] 26 27 28 211 218
Example 3.12 in Chapter 3 0 0 0 0 0
Table 1: Comparison of initial number of tosses required for different doubling
algorithms and for different values of ε.
It is only more recently that specialised algorithms have been derived, mainly
by Huber (2016, 2017, 2019) [23, 24, 25], which do not require an initial number
of tosses, are easily implementable, and have a fast implementation. Let N2016,
N2017 and N2019 be the number of tosses required for the corresponding proposed
13
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−1 + 1). (2.1)
It therefore appears that the latest algorithm [25] is generally the fastest, albeit
being only an upper bound this is not necessarily the case. We compare empirically
in Table 2, presented in the appendix, the performance of the three algorithms for
different values of M and ε. Quite surprisingly the algorithm proposed by Huber
[24], corresponding to N2017, seems to perform worse than the other two, whilst the
most recent algorithm performs generally better than the other ones. Only in the
case small M and small ε, the algorithm proposed by Huber (2016) [23] seems to
outperform the others. We also observe that the expected number of tosses appears
to be linear in M and inversely proportional to ε, as expected. We notice that the
empirical mean may not be the best criterion to compare the algorithms, as it is
apparent that the distribution of the required number of p-coin tosses has heavy
tails. Other estimators may be better suited for this case, see e.g. Lugosi and
Mendelson [34].
2.3 Approaches to the construction of a Bernoulli Fac-
tory
We now introduce the most commonly used techniques to design a Bernoulli
Factory: either via bounding the function f by appropriately chosen polynomials
(‘envelope method’), or by constructing an iterative or recursive algorithm.
Envelope method
This construction is based on a key observation by Nacu and Peres [43]: if a
Bernoulli Factory for a function f exists, then such algorithm must define bounding
polynomials for f . We will explore this connection further in Chapter 3.
Theorem 2.1 ( Latuszyński et al. [32], Nacu and Peres [43], Theorem 3.9). A
Bernoulli Factory for f(p) : S ⊂ (0, 1) → [0, 1] exists if and only if for all n ≥ 1
14


















• 0 ≤ a(n)(k) ≤ b(n)(k) ≤ 1,
• limn→∞ g
(n)(p) = f(p) = limn→∞ h
(n)(p),

























The number of tosses N required for the algorithm to terminate satisfies Pp(N >
n) = h(n)(p)− g(n)(p).
If such polynomials g(n)(p), h(n)(p) are known, an implementable algorithm can
be designed via the framework developed by  Latuszyński et al. [32] or as a special
case of our construction in Section 3.3.1. Note that we can interpret g(n)(p) as
the probability that at the nth iteration the algorithm stops and returns 1, while
1 − h(n)(p) is the probability that the algorithm stops and returns 0 at the nth
iteration.
Nacu and Peres [43] use this method to construct a Bernoulli Factory for f(p) =
min(2p, 1 − ε). Quite surprisingly it turns out that such Bernoulli Factory is a
fundamental building block, as it allows you to derive a Bernoulli Factory for all
analytic functions. Other algorithms that make use of the same enveloping method
are also provided by Nacu and Peres [43] for Lipschitz and twice differentiable func-
tions. More recent works have looked into speeding up the proposed algorithm for
f(p) = min(2p, 1− ε) by providing tighter envelopes [15, 22, 58].
Iterative and recursive methods
A natural and perhaps more intuitive approach to design a Bernoulli Factory
algorithm would be to have an algorithm that at the ith iteration computes Yi ∈
{−1, 0, 1}. If Yi = −1, the algorithm proceeds to the next iteration, otherwise it
15
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stops and outputs Yi. Let Y be the final output of the algorithm, then:
Pp(Y = 1) =
∞∑
k=0
Pp (Yk = 1)
k−1∏
i=0
Pp (Yi = −1) .
Let I be the number of iterations required by the algorithm (possibly different than
the number N of tosses needed), then:




For the algorithm to be a valid Bernoulli Factory, it must be that f(p) = Pp(Y = 1)
and
∏∞
i=0 Pp (Yi = −1) = 0 for all p ∈ S. This approach is arguably the most
common one and has been taken to construct Bernoulli Factories for positive power
series [38], alternating power series [32], and for specialised functions [12, 16, 55, 59].
The iterative approach is in principle equivalent to the envelope method. In-
















However, in general, it is common that each iteration of the algorithm will make use
of more coin tosses, so that the envelopes are then defined on an increasing sequence
{ni}. This still leads to a valid algorithm, as it can be shown that Theorem 2.1 still
holds when the envelopes are defined on a subsequence.
Recursive algorithms are algorithms that are able to call themselves, possibly
with a different set of parameters input. Although it is always possible to convert
a recursive algorithm into an iterative one – so that the two approaches are in
principle equivalent – the analysis may be easier and more intuitive when expressed
in a recursive form. Indeed, Huber [25] proposes a “Fundamental Theorem of Perfect
Simulation” that makes the analysis of recursive algorithms surprisingly simple. The
same paper also makes use of this framework to construct and analyse Bernoulli
Factories for linear functions.
Remark 2.2. Although all the above approaches are in principle equivalent, they
do not exhaust the ways previous works have looked into constructing Bernoulli
16
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Factories. For instance, in Chapter 4 we will derive a Bernoulli Factory algorithm
via perfect simulation of Markov chains’ stationary distributions, while Mossel et al.
[42] make use of pushdown automata.
2.4 Bernoulli Factory as an unbiased estimator
We propose to introduce novel ways to construct a Bernoulli Factory by making
the following key observation:
Lemma 2.3 ( Latuszyński et al. [32]). Sampling random variables distributed as
Bernoulli(p) is equivalent to constructing an unbiased estimator of p taking values
in [0, 1] almost surely.
Given an unbiased estimator p̂ of p that is in [0, 1] a.s., we can toss a p-coin by
simulating U ∼ Unif(0, 1) and output 1 if U < p̂ and 0 otherwise. This allows us to
give an alternative, more general, definition of a Bernoulli Factory:
Definition 2.4 (Bernoulli Factory - Estimator version). Given an unknown p ∈
S ⊂ [0, 1] and a known function f(p) : S ⊂ [0, 1] → [0, 1], let A be a computable
function that takes as input a number u ∈ [0, 1] and a sequence of values in [0, 1],









= p and Pp
(












U,X(1), X(2), . . . , X(n)
)}
.
Assume the following holds:


















Then A is a Bernoulli Factory for f and T is its running time.
As discussed in Section 1.4, having access to a uniform random variable is not
restrictive from a theoretical point of view, but it eases the analysis. Therefore,
instead of trying to find an algorithm that directly tosses an f(p)-coin, we could aim
to construct an unbiased estimate of f(p) that takes value in [0, 1] for all possible p ∈
S. Moreover, instead of just assuming that we have access to a black-box mechanism
17
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outputting 1 with probability p and 0 otherwise, we can just assume that we have
a way to produce unbiased estimates of p that are in [a, b] with 0 ≤ a < b <∞ (we
shall see later that the case b > 1 can still be of interest). This is commonly the
case in statistical and probabilistic applications [16, 17, 32, 33]. Clearly, the classic
Bernoulli Factory setting falls in this scenario, with a = 0 and b = 1.
This approach is strictly related to that of Jacob and Thiery [27], where the
purpose is to provide sufficient and necessary conditions for the construction of non-
negative unbiased estimators. In this case, we further require for such estimators
to be bounded above by 1 and we look at this problem from an implementation
perspective. In fact, this way to interpret a Bernoulli Factory suggests that we may
try to use debiasing techniques to find a valid procedure. We will focus on the case





and make use of two different debiasing techniques, a review of which can be found in
Papaspiliopoulos [46], here referred to as importance sampling and Russian roulette.
2.4.1 Importance Sampling
To obtain an unbiased estimate of f(p) as in eq. (2.2), we consider a proposal
distribution β on N and proceed as follows:
1. Simulate K ∼ β,
2. Get an unbiased estimate α̂K of αK(p),
3. Output α̂K/βK .
Consider the following assumptions:
(i.a) βk > 0 if αk(p) 6= 0, ∀k ∈ N and
∑∞
k=0 βk = 1;
(ii) Being able to simulate K where P(K = k) = βk;
(iii) Being able to construct estimates α̂k s.t. E[α̂k] = αk(p) for all k ∈ N;
(iv.a) α̂k ≥ 0, ∀k ∈ N a.s.;
(v.a) supk (α̂k/βk) ≤ 1 a.s..
18
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Proposition 2.5. Assume (i.a), (ii), (iii). Then the importance sampling procedure
produces an unbiased estimator of f(p) =
∑∞
k=0 αk(p). Assume further (iv.a), (v.a),
then it is a valid Bernoulli Factory.
The fact that assumptions (i.a), (ii), (iii) produce an unbiased estimator follows
from the theory of importance sampling (see for instance Papaspiliopoulos [46],
section 4.6.2). Additional assumptions (iv.a), (v.a) are required so for Lemma 2.3
to hold.
Remark 2.6. Usually the main challenge when implementing importance sampling is
finding a proposal distribution that minimises the variance of the resulting estimator.
The optimal choice would then be to set βk = αk(p)/f(p), although this is usually
not possible as p is unknown. However, our main interest is not on the variance
of the estimator, but rather to ensure that it is always bounded in [0, 1]. Clearly







≤ f(p)(1− f(p)) ≤ 1
4
.
It turns out, perhaps unsurprisingly, that importance sampling is closely related
with the iterative method discussed in Section 2.3:
• Converting an importance sampling algorithm to an iterative algorithm
Set:











and consequently P(Yk = 0) = 1− P(Yk = −1)− P(Yk = 1).
• Converting an iterative sampling algorithm to one based on importance sam-
pling





1 with probability αk(p) := P(Yk = 1)
∏k−1
j=0 P(Yj = −1),
0 otherwise.
However, this implies that βk may depend on p. Therefore, it is important to
verify whether conditions (ii) and (v.a) still hold.
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However, when converting an iterative algorithm to an importance sampling one,
βk may depend on p. Nevertheless, it is sometimes possible to consider a proposal
distribution β̃k ∝ βk which does not depend on p.
2.4.2 Russian Roulette
Another debiasing technique, which we will refer to as Russian roulette [35],
has found applications in different statistical and mathematical settings [27, 37,
53]. Under our setting the procedure can be summarised as follows: consider again
probabilities {βk}k∈N and denote ωk =
∑∞
i=k βi. Then proceed as follows:
1. Simulate K ∼ β (or analogously such that P(K ≥ k) = ωk);







Consider the following further assumptions alongside conditions (ii)-(iii):
(i.b) βk ≥ 0, ∀k ∈ N and
∑∞






α̂k ≤ 1, for all possible α̂k and n ∈ N, where ωk =
∑∞
i=k βi.
Proposition 2.7. Assume (i.b), (ii), (iii). Then the Russian roulette procedure
produces an unbiased estimator of f(p) =
∑∞
k=0 αk(p). Assume further (vi.a), then
the procedure is a valid Bernoulli Factory.
A proof that Russian roulette procedure produces unbiased estimators can be found
in Lyne et al. [35].
Remark 2.8. When designing a Bernoulli Factory for a function f(p), we advice
to first try using the importance sampling approach. This is usually easier to im-
plement, as the conditions of Proposition 2.5 can usually be verified via simple
calculations. Nevertheless, the Russian roulette approach can lead to different im-
plementations and is generally more flexible, as it considers a sum of estimators,
rather than a single term. This usually requires a more nuanced analysis to verify
the algorithm correctness. In particular, when designing the algorithm, the terms
αk(p) may need to be carefully defined so to guarantee that all the conditions of
Proposition 2.7 are valid.
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2.4.3 Hypothesis relaxation
As will be clearer later, the hardest conditions to be satisfied are (v.a) and
(vi.a), which ensure that the unbiased estimates obtained via importance sampling
or Russian roulette are in [0, 1]. It turns out that having extra knowledge on the
function f(p), namely f(p) ≤ 1 − ε for all p ∈ S and a known ε > 0, allows us to
relax the two assumptions as:









α̂k ≤ M , for all possible α̂k and
n ∈ N.
Indeed, if such M exists we can construct a Bernoulli Factory for f̃(p) := f(p)/M
and then resort to a linear Bernoulli Factory of the form Mp to construct an f(p)-
coin. We sum this up in the following Corollary:
Corollary 2.9. Assume that f(p) : S ⊂ [0, 1]→ [0, 1−ε] for a known ε and consider
a sequence {βi}i∈N.
If conditions (i.a), (ii), (iii), (iv.a), (v.b), then the importance sampling tech-
nique can be used to construct a Bernoulli Factory for f(p).
Otherwise, if conditions (i.b), (ii), (iii), (vi.b), then the Russian roulette proce-
dure can be used to construct a Bernoulli Factory for f(p).
Remark 2.10. Notice that the assumption f(p) ≤ 1− ε for ε > 0 cannot be dropped.
Otherwise, one could toss the p-coin and output 0 if it returns tails and 2 otherwise.
This satisfies conditions (i.a), (ii), (iii), (iv), (v.b) (with β0 = 1, α0(p) = 2p, and





. Nevertheless it is known that this is impossible (cf. Section 1.1).
2.5 Bernoulli Factory for positive power series
We consider the case where f(p) : S ⊂ [0, 1] → [0, 1] can be represented as a





k, ak ≥ 0,∀k ≥ 0.
This problem has already been considered by Mendo [38], under the additional
assumption
∑∞
k=0 ak = 1. As we shall see, this condition can be easily relaxed and
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the algorithm proposed by Mendo [38] can be derived (in a slightly more generalised
version) as an iterative method.
In the following we will consider M :=
∑∞
k=0 akb
k, where recall that b is the
maximum value that unbiased estimates of p can achieve, and it can be set equal to
1 in the classic Bernoulli Factory setting. Instead of deriving an algorithm targeting
f(p), we rather construct a Bernoulli Factory for f̃(p) := f(p)/M and then construct
a Bernoulli Factory for f(p) by:
• If M ≤ 1, first toss an M -coin. If it results in heads toss and output a f̃(p)-
coin, otherwise outputs tails,
• If M > 1 and f(p) ≤ 1 − ε, we can resort to a linear Bernoulli Factory (cf.
Corollary 2.9).
Let N be the number of tosses required for the algorithm to terminate and
output a toss of an f̃(p)-coin, we will use the proposed approaches to derive three
algorithms:
• Iterative algorithm
– Assumptions: classic Bernoulli Factory setting (i.e. b ≤ 1), M :=∑∞
k=0 ak <∞;
– Running time: E[N ] = M−f(p)M(1−p) ;
– Note: the frameworks produces an analogous algorithm to the one pro-
posed by Mendo [38], although we no longer assume M = 1.
• Importance sampling








– Note: in the classic Bernoulli Factory case (i.e. b ≤ 1), the running time
can be made equal to the one of the iterative algorithm.
• Russian roulette
– Assumptions: unbiased estimates of p ∈ [0, b] where b < 1, M :=∑∞
k=0 ak <∞;
– Running time: E[N ] ≤ b1−b ;
– Note: due to the additional assumption, the algorithm cannot be used in
the classic Bernoulli Factory setting (i.e. when only tosses of a p-coin are
available).
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2.5.1 Iterative algorithm
We consider the classic Bernoulli Factory setting, i.e. there exists a black-box
mechanism that outputs 1 with unknown probability p and 0 otherwise. In this case
we have to set a = 0, b = 1 and define M :=
∑∞
k=0 ak; under the framework of







k = P(Y = 1) =
∞∑
k=0
P (Yk = 1)
k−1∏
i=0
P (Yi = −1) .
This immediately suggests that we should set:
P (Yk = 1)
k−1∏
i=0




This can be achieved by setting:
P (Y0 = y0) =

1− a0M if y0 = −1
0 if y0 = 0
a0
M if y0 = 1
0 otherwise
,





p if yi = −1
1− p if yi = 0
ai∑∞
j=i aj




We sum this up in the following proposition and in Algorithm 3.




ak ≥ 0 for all k ≥ 0, and M :=
∑∞
k=0 ak < ∞. Let f̃(p) := f(p)/M and denote by
N the number of p-tosses needed to toss a f̃(p)-coin. Then Algorithm 3 is a valid
Bernoulli Factory for f̃(p) and:
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Algorithm 3 Bernoulli Factory for positive power series centred at 0 via iterative
algorithm
1: i← 0
2: X ∼ Bern(a0/M)
3: if X = 1 then Y0 ← 1 else Y0 ← −1
4: while Yi = −1 do
5: i← i+ 1
6: Yi ∼ Bern(p)
7: if Yi = 1 then










The fact that f(p) can be expressed as a positive power series, immediately
suggests that we can consider probabilities βk ∝ akb
k and with probability K ∼ β
output an unbiased estimate of aKp
K . Algorithm 4 recaps the final algorithm and
we prove its correctness in Proposition 2.12.
Algorithm 4 Bernoulli Factory for positive power series centred at 0 via importance
sampling
1: Simulate K such that P(K = k) ∝ akb
k











ak ≥ 0 for all k ≥ 0, and M :=
∑∞
k=0 akb
k < ∞. Let f̃(p) := f(p)/M and denote
by N the number of p-coin tosses needed to toss a f̃(p)-coin. Then Algorithm 4 is a
valid Bernoulli Factory for f̃(p) and:











In order to improve the running time of the algorithm, note that we can stop
generating unbiased estimators of p as soon as we observe a 0. In the classic Bernoulli
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Factory case, which we can always impose if b ≤ 1, this happens with probability
1 − p. We show in the following corollary that the running time in this case is
equivalent to that of Algorithm 3 obtained via the iterative procedure. This should
not come as surprising, as a closer inspection reveals that the two algorithms are in
fact equivalent: the random variable X in Algorithm 3 has the role of determining
the value of K in Algorithm 4.
Corollary 2.13. Consider f(p) as in Proposition 2.12 and assume M :=
∑∞
k=0 ak <
∞. Assume b ≤ 1, so that it is possible to construct unbiased estimates of p that
are in {0, 1}. Let N be the number of p-coin tosses required for the algorithm to
terminate, then Algorithm 4 satisfies:















, and we know that
α̂i ≤ aib





is bounded. This is usually not possible if b > 1. In the case where b < 1,
we can consider ωi = b
i under the additional assumption that
∑∞
k=0 ak <∞. Other
choices are possible, due to the flexibility of the debiasing technique, but they need
to be tailored to the specific function f . We shall then explore this option and again
consider the constant M :=
∑∞
k=0 ak.
Algorithm 5 Bernoulli Factory for positive power series centred at 0 via Russian
roulette
1: Simulate K ∼ Geom(1− b) (starting from 0)

















ak ≥ 0 for all k ≥ 0, and M :=
∑∞
k=0 ak < ∞. Assume it is possible to obtain
unbiased estimates of p that are in [0, b] a.s. with b < 1. Let f̃(p) := f(p)/M and
denote by N the number of p-tosses needed to toss a f̃(p)-coin. Then Algorithm 5
is a valid Bernoulli Factory for f̃(p) and:
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2.5.4 Examples
Example 2.15. Consider:






for p ∈ S ⊂ [0, 1] such that there exists ε satisfying f(p) ≤ 1− ε,∀p ∈ S.
Notice that if b ≥ 1, thus also in the classic Bernoulli Factory case, M :=∑∞
k=1 b
k/k = ∞ and none of the proposed algorithms can be deployed. However,
if b < 1, Algorithm 4 can be used, thus further motivating why extra information
on p, in form of unbiased estimates that are not just coin tosses, may allow for an
easier construction of a Bernoulli Factory. Therefore, assuming b < 1, the expected
number N of unbiased estimates required to construct a Bernoulli Factory for f(p),
paired up with the bound of eq. (2.1) for linear Bernoulli Factories, is then:




















If b < 1, we can resort to both Algorithm 4, with M := 1−
√
1− b, and Algorithm
5, with M := 1. The running times to produce tosses of an f(p)-coin of the two



















for the importance sampling and the Russian roulette schemes respectively.
If b = 1, we can no longer use the proposed Russian roulette approach, but we
can resort to the iterative scheme, which is equivalent to the importance sampling
one in terms of expected number of tosses required. We now have M := 1 and the
running time is given by:





If b > 1, then M =∞ and none of the proposed scheme can be used.
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Example 2.17. Consider f(p) : S ⊂ [0, 1]→ [0, 1] given by:












b − 1 for the




k! = e − 1 for the iterative and
Russian roulette ones. The running time required by the three proposed methods
to generate tosses of a f̃(p) := f(p)/M -coin is then given by:
E[NIA] = E[NIS ] =
eb − ep
(eb − 1)(1− p)
if b = 1
E[NIS ] = be




if b ∈ [0, 1)
2.6 Bernoulli Factory for alternating power series
We now consider the case where f(p) : S ⊂ [0, 1] → [0, 1] can be written as an





k, ak ≥ 0,∀k ≥ 0.
As before, we shall consider a constant M and construct a Bernoulli Factory for
f̃(p) := f(p)/M . We can then recover tosses of an f(p)-coin in the same fashion as
in Section 2.5.
Let N be the number of tosses required for the algorithm to terminate and
output a toss of an f̃(p)-coin. The proposed approaches will give rise to four different
algorithms:
• Envelope method (M = a0)
– Assumptions: classic Bernoulli Factory setting (i.e. b = 1), decreasing
coefficients a0 ≥ a1 ≥ . . .;




– Note: the algorithm has been proposed by  Latuszyński et al. [32].
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• Iterative algorithm (M = a0)
– Assumptions: classic Bernoulli Factory setting (i.e. b = 1), decreasing
coefficients a0 ≥ a1 ≥ . . .,








p ≤ 1− εi for known εi > 0.






















– Note: In the classic Bernoulli Factory setting the assumption can be
rephrased as requiring M :=
∑∞
k=0 a2k < ∞ and the coefficients to be






• Russian roulette (M = a0)
– Assumptions: classic Bernoulli Factory setting, decreasing coefficients
tending to 0, i.e. a0 ≥ a1 ≥ . . ., ai → 0;




At first glance we notice that the algorithms arising from the envelope method
and the iterative procedure have the same hypothesis, but different running times.
The iterative algorithm appears to be more flexible and – under additional assump-
tions – the hypothesis of decreasing coefficients can be dropped. The algorithm
produced via the Russian roulette, under the additional hypothesis for the coeffi-
cients to tend to 0, has a running time that is a small improvement over the one of
the envelope method.
2.6.1 Envelope method
An algorithm that makes use of the enveloping polynomials (cf. Section 2.3) has
been proposed by  Latuszyński et al. [32] (Proposition 3.4). The original formulation
assumes 1 ≥ a0 ≥ a1 ≥ . . .; we notice that we can consider f̃(p) = f(p)/a0 and just
assume that the power series representation admits decreasing coefficients. For an
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easier analysis, their proposed algorithm can be formulated as an iterative algorithm
under the framework discussed in Section 2.3 by setting:
P(Y0 = y0) =
1 if y0 = −10 otherwise ,




p if yk = −1
1− akak−1 p if yk = 0 and k is even
1− akak−1 p if yk = 1 and k is odd
0 otherwise
,





























The number of tosses N required for the algorithm to terminate satisfies:
P(N > n) =
an
a0








We propose an alternative iterative procedure. Proceeding in a similar fashion




































+ . . .
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Clearly, we need to tune M and make additional assumptions in order to have valid
probabilities. In particular, we can set M = a0 and thus have:




p if y0 = −1
0 if y0 = 0
1− a1a0 p if y0 = 1
0 otherwise
,




p2 if yk = −1
1− a2ka2k−1 p if yk = 0
p
a2k−1




where we need to make additional assumption for eq. (2.4) to be a valid pmf, as
detailed in Proposition 2.18. Algorithm 6 summarises the procedure.
Algorithm 6 Bernoulli Factory for alternating power series centred at 0






2: if X = 1 then set Y = −1 else set Y = 1
3: while Y = −1 do












5: if X = 0 then
6: Set Y = 0
7: else if W = 0 then
8: Set Y = 1
9: end if
10: Let k = k + 1
11: end while
12: return Y




ak ≥ 0 for all k ≥ 0, a0 ≥ a1 ≥ . . .. Let f̃(p) := f(p)/a0 and denote by N the num-
ber of p-tosses needed to toss a f̃(p)-coin. Then Algorithm 6 is a valid Bernoulli
Factory for f̃(p) and:
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[0, 1] for all p ∈ [0, 1] and that a Bernoulli with such probability can be easily
simulated. However, the assumption can be relaxed to just assume
ai+1
ai
p ≤ 1 − εi,
for a known εi > 0 and for all p ∈ S. If this is the case, a
ai+1
ai
p-coin can be tossed by
resorting to a linear Bernoulli Factory (cf. Section 2.2). Note that this will clearly
change the analysis on the distribution of N , i.e. the number of tosses required by
the algorithm.
2.6.3 Importance sampling
Recall that we assume having access to a procedure producing unbiased estimates
of p that are in [a, b] almost surely, with a ≥ 0. We can aim to split the series into
chunks that are non-negative almost surely, to this end we shall assume:
a0 − a1p ≥ 0, a2p
2 − a3p
3 ≥ 0, . . . ∀p ∈ [a, b], (2.5)
a necessary condition being f(p) ≥ 0,∀p ∈ [a, b]. The main idea is then similar to
the one applied to positive power series: consider probabilities {βi}i∈N and output
an unbiased estimate of a2Kp
2K −a2K+1p
2K+1 with probability K ∼ β. The proba-
bilities β need to be selected so that all the required conditions of Section 2.4.1 are
met, giving rise to Algorithm 7. Its correctness is proved in Proposition 2.20, while
in Corollary 2.22 we explore in greater details the classic Bernoulli Factory case.
Algorithm 7 Bernoulli Factory for alternating power series centred at 0 via impor-
tance sampling






2: Obtain 2K+1 unbiased estimates p̂1, . . . , p̂2K+1 (or stop as soon as one estimate






























2k . Let f̃(p) := f(p)/M and denote by N the number of p-tosses needed
to toss a f̃(p)-coin. Then Algorithm 7 is a valid Bernoulli Factory for f̃(p) and:
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2k can always be satisfied, as
we can make a arbitrary close or equal to 0. However, this will have an impact on
the value of M .
Corollary 2.22. Consider f(p) as in Proposition 2.20 and assume b ≤ 1, so that
it is possible to construct unbiased estimates of p that are in {0, 1}. Assume that
the power series coefficients are decreasing, i.e. a0 ≥ a1 ≥ a2 ≥ . . .. Let M :=∑∞
k=0 a2k and, assuming M is finite, let N be the number of p-coin tosses required
for Algorithm 7 to terminate, then:












Remark 2.23. More in general, we can relax the assumption of eq. (2.5) and require









k ≥ 0, . . . ∀p ∈ [a, b].
This will require a small modification of Algorithm 7.
2.6.4 Russian roulette
An algorithm based on the Russian roulette technique arises quite naturally,
as such technique exploits a random truncation argument of the series. The final
algorithm is presented in the following.
Algorithm 8 Bernoulli Factory for alternating power series centred at 0 via Russian
roulette
1: Simulate K such that P(K ≥ k) = aka0
2: Obtain K unbiased estimates p̂1, . . . , p̂K and convert them into tosses. Stop as
soon one toss is equal to 0.















ak ≥ 0 for all k ≥ 0, a0 ≥ a1 ≥ . . ., and ak → 0 as k → ∞. Moreover, assume
b ≤ 1, so that it is possible to construct unbiased estimates of p that are in {0, 1} Let
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f̃(p) := f(p)/a0 and denote by N the number of p-tosses needed to toss a f̃(p)-coin.
Then Algorithm 8 is a valid Bernoulli Factory for f̃(p) and:
P(N > n) =
an+1
a0
















for p ∈ [0, 1]. Let NEM , NIT , NIS , and NRR be the number of tosses required by
the different algorithms for the envelope method, iterative algorithm, importance
sampling and Russian roulette respectively.
In the classic Bernoulli Factory setting, the envelope method, iterative algorithm























E[NRR] ≤ E[NEM ] ≤ E[NIT ].











cosh(b) − sinh(a) and targets f̃(p) = f(p)/M . In the case where M > 1 (as for
instance in the Bernoulli Factory case, where a = 0, b = 1) it is then not convenient
to use this scheme. If a, b are such that M ≤ 1, then this scheme may take fewer
iterations.
Example 2.26. Consider
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for p ∈ [0, 1] and let NEM , NIT , NIS , and NRR as above.
The envelope method, iterative algorithm and Russian roulette target f̃(p) =
f(p) and have expected running times equal to:





= 1− log(1− p),





= 1 + 2 tanh−1(p),





= − log(1− p)
p
,
and note that the running time goes to infinity as p→ 1.











which is finite only if b < 1 and equal to a − tanh−1(a) − 12 log(1 − b
2) − a + 1.
Therefore, unless a and b are such that M ≤ 1, using this scheme is not convenient.
2.7 Specialised Bernoulli Factories
We now look at how the proposed techniques can be applied to specific examples,
some of which have been considered in other works.
2.7.1 Bernoulli Factory for division
Given a p0-coin and a p1-coin, assume p1−p0 ≥ ε for a known ε > 0. We wish to
design an algorithm that tosses a (p0/p1)-coin. This problem has been considered
by Nacu and Peres [43], but their proposed construction is quite involved. On the
other hand, we now show how we can use the iterative scheme to derive a simple















so that under the framework of Section 2.3 we can set:
P(Yk = yk) =

1− 12p1 if yk = −1
1
2(p1 − p0) if yk = 0
1
2p0 if yk = 1,
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Algorithm 9 recaps the procedure. Note that to toss a (p1 − p0)-coin we need to
resort to a linear Bernoulli Factory; the detailed procedure is exposed in the proof
of the following proposition. The final algorithm can also be seen a special of the
2-coin algorithm proposed by Gonçalves et al. [16].
Proposition 2.27. Given a p0-coin and a p1-coin, assume p1−p0 ≥ ε and let N be
the number of tosses required. Then, there exists a Bernoulli Factory for (p1 − p0)
which satisfies E[N ] ≤ 11.06(1 + ε−1).
Proof. The construction of the Dice Enterprise follows the idea of the proof of
Proposition 14 of Nacu and Peres [43]. We first construct a Bernoulli Factory for
h(p0, p1) =
1−p1+p0
2 : with probability equal to 1/2 we return the toss of a p0-coin,
otherwise we toss a p1-coin and reverse the flip, i.e. return heads if it lands tails
and vice-versa. We then apply a linear Bernoulli Factory with M = 2, noticing:
2h(p0, p1) = 1− p1 + p0 ≤ 1− ε. Finally, we flip the result.
Algorithm 9 Bernoulli Factory for division
1: Let X ∼ Bern(1/2)
2: if X = 0 then
3: Let W ∼ Bern(p0)
4: if W = 1 then stop and output 1 else GOTO 1
5: else
6: Let W ∼ Bern(p1 − p0) (cf. Proposition 2.27)
7: if W = 1 then stop and output 0 else GOTO 1
8: end if
2.7.2 Rational functions
Consider a rational function given by f(p)/g(p), where both f(p) and g(p) are
polynomial. In Chapter 4, we will study this problem in greater details, and even
extend it to the case where f and g are functions of dice probabilities. Nevertheless,
we can derive an alternative algorithm that makes use of the division algorithm we
have just proposed. We manipulate the polynomials in a way that will be made
formal in Chapter 4 (cf. Section 4.3.1); the general idea being assuming f(p)/g(p)
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is in (0, 1) for all p ∈ (0, 1) and w.l.o.g. that both f(p) and g(p) are positive
polynomials on (0, 1).
As a consequence of Polya’s theorem (presented in Chapter 4), we can increase
the degree of the two polynomials so that all the coefficients are positive and both
polynomials can be expressed as homogeneous polynomials in the variables p and




































































As shown by Goyal and Sigman [18], it is easy to simulate f̃(p) and h̃(p) and the
required number of tosses is equal to n. Their proposed algorithm proceeds as
follows:














M to simulate f̃(p) and it is equal to
bj−aj
M to simulate h̃(p),
3. Return Y .
Finally, we can resort to the division algorithm (cf. Algorithm 9) to obtain a
toss of an f(p)/g(p)-coin. In this case it can be rewritten as follows.
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Algorithm 10 Rational function f(p)/g(p) Bernoulli Factory
1: Let X ∼ Bern(1/2)
2: if X = 0 then
3: Let W ∼ Bern(f̃(p))
4: if W = 1 then stop and output 1 else GOTO 1
5: else
6: Let W ∼ Bern(g̃(p)− f̃(p))
7: if W = 1 then stop and output 0 else GOTO 1
8: end if
Notice that each call on line 3 and 6 requires a fixed amount of tosses, equal to






(g̃(p)− f̃(p)) = 1
2
g̃(p),





Note that the running time grows to infinite if g̃(p)→ 0 (or analogously g(p)→ 0).
The novel technique we will develop in Chapter 4, besides being applicable to dice
rather than just coins, will be significantly more efficient and exhibit a running time
that does not explode to infinity.
2.8 Discussion
In this chapter we have first recapped the most common approaches taken to
design a Bernoulli Factory. We have then shown how a different interpretation of
the classic Bernoulli Factory problem, i.e. seeing it as a technique to obtain unbiased
estimators, opens up the possibility of using different and novel techniques to devise
Bernoulli Factory algorithms. In particular, we have applied the importance sam-
pling and the Russian roulette debiasing techniques to construct Bernoulli Factories
for functions that admit power series representation. The proposed algorithms either
relax the hypothesis that other works have considered or improves on the expected
number of required tosses. A crucial component for these new methodologies is a
fast algorithm for linear Bernoulli Factories, and we have provided a comparison
of the current state-of-the-art available ones. We believe that the framework we
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developed may represent a starting point for whoever needs to design a Bernoulli
Factory for a function that arises from a specific problem at hand. We also showed
how these techniques are applicable in wider settings, for instance when multiple
independent coins are considered.
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2.9 Proofs of the results of Chapter 2
















by equation (2.2). Assumptions (iv.a), (v.a) ensure that the procedure’s output is
always in [0, 1], so that Definition 2.4 is satisfied.
Proof of Proposition 2.7
Unbiasedness is proved in Proposition A.1 of Lyne et al. [35]. Assumption (vi.a)
guarantees that the output is in [0, 1], so that Definition 2.4 is satisfied.
Proof of Corollary 2.9
Follows from the discussion of Section 2.4.3.
Proof of Proposition 2.11
Algorithm 3 produces random variables Yi having pmf as in eq. (2.3). Following the











































k=0 P(Yk = 1)
∏k−1
i=0 P(Yi = −1), as
desired.
The number N of required p-tosses equals the number of iterations required
(starting from 0), and therefore satisfies:
P(N > n) =
n∏
i=0
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Proof of Proposition 2.12
We show that all the conditions of Proposition 2.5 are satisfied. We set βk = akb
k/M ,
so that conditions (i.a), (ii) are met. The estimator of αk := akp





as the estimates p̂1, . . . , p̂K are independent and unbiased estimators of p it follows
that conditions (iii), (iv.a) are also satisfied. Finally, as we assume that the es-
timators p̂i are smaller or equal than b a.s., condition (v.a) is also easily verified.
The number of p-coin tosses required is at most K, as we can prematurely stop the
algorithm as soon as tails is observed.
Proof of Corollary 2.13
If b ≤ 1, we can convert unbiased estimates of p to be in {0, 1} by sampling Ui ∼
Unif(0, 1) and checking I{Ui < p̂i}. Therefore, there is a positive probability that
p̂i = 0 and the algorithm can be prematurely stopped, reducing the running time.
This is effectively as setting b = 1 in the value of M of Proposition 2.12.
Given K > 0, i.e. the number of iterations required for the algorithm to termi-
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nate, the number N of required p-coin tosses follows the following distribution:
P(N = n|K = k, k > 0) =

pn−1(1− p) if 0 < n < k
pn−1 if n = k
0 if n ≤ 0 or n > k
,
P(N > n|K = k, k > 0) =

1 if n < 0
pn if 0 ≤ n < k
0 if n ≥ k
. (2.6)
Recall that P(K = k) = ak/M , so that for n ≥ 0:
P(N > n) =
∞∑
k=0











Finally, noticing that M :=
∑∞












































Proof of Proposition 2.14











k (which is equivalent to requiring K ∼ Geom(1− b)). Conditions (i.b), (ii),





























so that also condition (vi.a) is satisfied. Therefore, Algorithm 5 is a valid Bernoulli
Factory for f̃(p) by Proposition 2.7. To conclude, note that the number of unbiased
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estimates of p required is at most equal to K, as we can prematurely stop the
algorithm as soon as tails is observed.
Proof of Proposition 2.18
Algorithm 6 produces random variables Yi having pmf as in eq. (2.4), it is enough
to notice that:















































k=0 P(Yk = 1)
∏k−1
i=0 P(Yi = −1), as desired.
Lt K be the number of iterations required for the algorithm to terminate. Then
P(K = 0) = 1− a1a0 p and for k > 0:
P(K = k) = P(Yk 6= −1)
k−1∏
i=0






































Let N be the number of tosses of the p-coin required. At the 0th iteration, 1
toss is required, while for each of the successive iterations 2 tosses are required.
Therefore:
P(N > n|K = k) =
1 if n < 2k + 10 otherwise
so that P(N > 0) = 1 and for n > 0:
P(N > n) =
∞∑
k=1





























































Proof of Proposition 2.20
We shall check that conditions (i.a), (ii), (iii), (iv.a), (v.a) are satisfied, so that







Given independent unbiased estimates p̂1, p̂2, . . . of p, the algorithm considers unbi-


























2k , while conditions
(ii), (iii) are clearly satisfied. Condition (iv.a) is equivalent to requiring a2k −





























To conclude, note that the number of tosses N required by the algorithm is at
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most equal to 2K + 1 (as we can prematurely stop the algorithm as soon as tails is
observed), so that:









if n is odd
0 otherwise.
Proof of Corollary 2.22
This scenario corresponds to the classic Bernoulli Factory case, where a = 0 and b =
1. The assumptions guarantee that all conditions of Proposition 2.20 are satisfied,
so that Algorithm 7 is a valid Bernoulli Factory for f̃(p) := f(p)/M .
Given K, the algorithm requires at most 2K + 1 tosses, and it can stop as soon
as one the toss results in a tail. Therefore, following a similar reasoning as in the
proof of Corollary 2.13, we have:
P(N > n|K = k) =

1 if n < 0
0 if 0 ≤ n ≥ 2k + 1
pn if n < 2k + 1
and therefore:
P(N > n) =
∞∑
k=0
































Proof of Proposition 2.24
We shall check that conditions (i.b), (ii), (iii), and (vi.a) are satisfied, so that by
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and given unbiased estimates p̂1, p̂2, . . . of p the algorithm considers unbiased esti-














The assumption of decreasing coefficients along with ak → 0 as k → ∞ ensures
that condition (i.b) is satisfied. Conditions (ii) and (iii) are clearly satisfied. Notice
that α̂k/ωk = (−1)
k∏k













k ∈ {0, 1} and condition (vi.a) is also satisfied.
The algorithm requires up to K tosses, as we can stop as soon as tails is observed.
For K > 0, N |K follows the distribution detailed in eq. (2.6). Since P(K = k) =
(ak − ak+1)/a0, we obtain for n ≥ 0:
P(N > n) =
∞∑
k=0
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2.10 Appendix
Comparison of Huber’s algorithms for linear Bernoulli Factory
ε =0.99
N̂2016 N̂2017 N̂2019
M = 2 8.11 · 100 (5) 1.20 · 101 (11) 6.00 · 100 (5)
M = 5 2.96 · 101 (19) 3.00 · 101 (28) 1.49 · 101 (13)
M = 10 6.51 · 101 (41) 6.01 · 101 (56) 3.00 · 101 (26)
M = 50 3.54 · 102 (221) 3.00 · 102 (280) 1.50 · 102 (133)
M = 100 7.06 · 102 (444) 6.00 · 102 (559) 2.99 · 102 (265)
M = 500 3.60 · 103 (2265) 3.01 · 103 (2815) 1.50 · 103 (1336)
M = 1000 7.15 · 103 (4511) 6.03 · 103 (5605) 3.00 · 103 (2673)
ε =0.90
N̂2016 N̂2017 N̂2019
M = 2 8.17 · 100 (6) 1.21 · 101 (11) 5.94 · 100 (5)
M = 5 2.97 · 101 (21) 3.02 · 101 (27) 1.47 · 101 (12)
M = 10 6.60 · 101 (47) 6.05 · 101 (55) 2.94 · 101 (25)
M = 50 3.55 · 102 (253) 3.01 · 102 (278) 1.47 · 102 (125)
M = 100 7.12 · 102 (511) 6.02 · 102 (554) 2.96 · 102 (251)
M = 500 3.59 · 103 (2574) 3.03 · 103 (2796) 1.48 · 103 (1266)
M = 1000 7.20 · 103 (5155) 6.03 · 103 (5566) 2.97 · 103 (2522)
ε =0.75
N̂2016 N̂2017 N̂2019
M = 2 8.61 · 100 (6) 1.42 · 101 (12) 7.93 · 100 (6)
M = 5 3.14 · 101 (23) 3.55 · 101 (31) 1.99 · 101 (15)
M = 10 6.95 · 101 (51) 7.09 · 101 (63) 3.94 · 101 (31)
M = 50 3.71 · 102 (278) 3.55 · 102 (318) 1.99 · 102(159)
M = 100 7.61 · 102 (560) 7.07 · 102 (637) 4.03 · 102 (318)
M = 500 3.84 · 103 (2836) 3.56 · 103 (3208) 1.98 · 103 (1602)
M = 1000 7.63 · 103 (5700) 7.10 · 103 (6380) 3.98 · 103 (3211)
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ε =0.50
N̂2016 N̂2017 N̂2019
M = 2 1.12 · 101 (6) 2.08 · 101 (13) 1.46 · 101 (8)
M = 5 4.18 · 101 (24) 5.20 · 101 (34) 3.54 · 101 (21)
M = 10 9.32 · 101 (55) 1.04 · 102 (71) 7.10 · 101 (45)
M = 50 5.02 · 102 (302) 5.19 · 102 (357) 3.54 · 102 (224)
M = 100 1.02 · 103 (611) 1.04 · 103 (718) 7.28 · 102 (453)
M = 500 5.20 · 103 (3126) 5.21 · 103 (3577) 3.75 · 103 (2259)
M = 1000 1.02 · 104 (6060) 1.04 · 104 (7179) 7.24 · 103 (4560)
ε =0.25
N̂2016 N̂2017 N̂2019
M = 2 2.05 · 101 (3) 4.09 · 101 (5) 3.36 · 101 (5)
M = 5 8.05 · 101 (9) 1.03 · 102 (11) 8.11 · 101 (11)
M = 10 1.82 · 102 (18) 2.04 · 102 (22) 1.59 · 102 (20)
M = 50 9.67 · 102 (96) 1.02 · 103 (109) 8.17 · 102 (98)
M = 100 1.99 · 103 (198) 2.05 · 103 (217) 1.62 · 103 (199)
M = 500 9.80 · 103 (975) 1.03 · 104 (1092) 8.21 · 103 (989)
M = 1000 1.98 · 104 (1964) 2.03 · 104 (2147) 1.57 · 104 (1950)
ε =0.10
N̂2016 N̂2017 N̂2019
M = 2 5.00 · 101 (2) 1.02 · 102 (3) 8.30 · 101 (3)
M = 5 2.00 · 102 (6) 2.59 · 102 (8) 2.07 · 102 (7)
M = 10 4.35 · 102 (13) 5.13 · 102 (15) 4.29 · 102 (14)
M = 50 2.42 · 103 (66) 2.58 · 103 (70) 2.77 · 103 (68)
M = 100 4.75 · 103 (133) 5.07 · 103 (140) 4.17 · 103 (136)
M = 500 2.47 · 104 (675) 2.60 · 104 (706) 2.26 · 104 (675)
M = 1000 4.80 · 104 (1339) 5.17 · 104 (1390) 4.03 · 104 (1348)
ε =0.01
N̂2016 N̂2017 N̂2019
M = 2 5.24 · 102 (2) 1.00 · 103 (3) 8.24 · 102 (3)
M = 5 1.90 · 103 (5) 2.57 · 103 (6) 1.95 · 103 (6)
M = 10 4.24 · 103 (11) 4.99 · 103 (12) 4.57 · 103 (12)
M = 50 2.29 · 104 (57) 2.56 · 104 (57) 2.12 · 104 (57)
M = 100 4.59 · 104 (114) 5.13 · 104 (115) 4.75 · 104 (113)
M = 500 2.38 · 105 (565) 2.59 · 105 (573) 2.00 · 105 (571)
M = 1000 4.57 · 105 (1128) 4.88 · 105 (1138) 4.21 · 105 (1142)
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ε =0.001
N̂2016 N̂2017 N̂2019
M = 2 4.96 · 103 (2) 9.29 · 103 (3) 9.54 · 103 (3)
M = 5 1.63 · 104 (5) 2.73 · 104 (6) 2.86 · 104 (6)
M = 10 3.30 · 104 (11) 5.20 · 104 (12) 8.76 · 104 (12)
M = 50 2.09 · 105 (55) 2.12 · 105 (57) 2.06 · 105 (56)
M = 100 4.59 · 105 (112) 4.97 · 105 (114) 2.57 · 105 (112)
M = 500 3.12 · 106 (564) 2.56 · 106 (556) 9.80 · 105 (560)
M = 1000 4.64 · 106 (1119) 5.67 · 106 (1121) 1.03 · 106 (1125)
Table 2: Comparison of three algorithms for linear Bernoulli Factories proposed
by Huber (2016, 2017, 2019) [23, 24, 25] for different choices of the constant M
and bound ε. The true value of p is set equal to (1− ε)/M . The table presents the
empirical average of p-coin tosses required over 100,000 replications, while in bracket
the empirical median is given. Bold text represents the best algorithm in terms of
expected number of tosses.
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From a Bernoulli Factory to a Dice Enterprise
3.1 Introduction
In this chapter we propose to formally study a multivariate extension of the
Bernoulli Factory problem so to consider categorical random variables, named Dice
Enterprise. More specifically, given a loaded die with an arbitrary number of faces we
study the existence of algorithms that produce rolls of a dice such that the probability
of rolling each face is a fixed function of the probabilities associated with the given
die. Section 3.2 generalises the work of  Latuszyński et al. [32] and looks at the generic
problem of simulating from categorical distributions of unknown parameter. We
provide implementable algorithms that make use of suitably constructed upper and
lower bounds of the parameter. Section 3.3 formally introduces the Dice Enterprise
problem as a multivariate extension of the Bernoulli Factory. It makes use of the
framework developed in the previous section to show that for a Dice Enterprise
to exist for a function f(p), it must be possible to approximate f via suitable
polynomials. We also prove for which class of functions a Dice Enterprise can be
constructed, extending Theorem 1.2. Section 3.4 looks at providing efficient Dice
Enterprise type of algorithms. We give a novel algorithm for functions that admit
specific power series expansion, extending and improving on previous results [38, 43].
We show that only analytic functions can have a fast simulation, in a sense that
will be made more formal later on, extending the results of Nacu and Peres [43]
(Theorem 2). Finally, Section 3.5 studies the related problem of having access to
multiple independent coins of unknown bias rather than a die. We also consider the
case where an infinite number of coins or die faces are given and give initial insights
into how a Dice Enterprise for this case may work. Code to reproduce examples is
made available at https://github.com/giuliomorina/DiceEnterpriseSeries.
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3.2 Simulation of Categorical Random Variables of Un-
known Parameter
We now focus on the problem of simulating from a categorical distribution of
unknown parameter p ∈ ∆m - extending the work of  Latuszyński et al. [32] which
focused solely on unidimensional problems. To this end, we first notice that know-
ing p is not needed: it suffices to have access to an unbiased estimator p̂ which is
in ∆̄m almost surely. We then consider the case where we have access to a mono-
tonic sequence of estimators converging to p and provide an algorithm to sample
from the corresponding categorical distribution, also computing its running time.
Importantly, the sequence of estimators does not need to be deterministic. Finally,
we further relax the assumption of monotonicity and just require for the sequence
to be a reverse time supermartingale, in a sense that will be made precise later.
The algorithms presented in this section will be a fundamental building block to the
theory of Dice Enterprise that shall be developed in the sequel.
Throughout this section we will assume to have access to a generator of uniform
random variables U , to evaluate events of the form {U < u}. This is usually common
in practice, but under the assumption p ∈ ∆m, we have seen in Section 1.4 how we
can achieve this even if the only source of randomness is given by means of a black-
box outputting draws from a categorical distribution of unknown parameter.
Equivalence sampling/unbiased
A first crucial observation presented in the following lemma, which can be seen
as a generalisation of Lemma 2.3, is that obtaining rolls of a p-die is equivalent to
constructing an unbiased estimator of p which is in ∆̄m almost surely. The proof
readily provides an algorithm to perform the sampling given an estimator satisfying
such properties.
Lemma 3.1. Sampling random variables having a Categorical distribution of pa-
rameter p is equivalent to constructing an unbiased estimator p̂ of p taking values
in ∆̄m with probability 1.
Proof. ⇒ Given X ∼ p let p̂ be a vector of zeros with a 1 in the Xth position. It
follows that p̂ is an unbiased estimator of p.
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⇐ Let ŝ =
(




and draw U ∼ Unif(0, 1). Consider setting:
X =

0 if U ≤ ŝ0
1 if ŝ0 < U ≤ ŝ1
. . .
m− 1 if ŝm−2 < U ≤ ŝm−1
m if U > ŝm−1
Then for any k ∈ {0, . . . ,m},
P(X = k) = E[E[I(X = k)|ŝ]] = E [I(ŝk−1 < U ≤ ŝk)] = E[ŝk − ŝk−1] = pk,










be an increasing sequence of lower bounds of p such
that the following holds for all n ∈ N:
(i) l(n) ∈ [0, 1]m+1
(ii) l(n) ≤ l(n+1)
(iii) limn→∞ l
(n) = p
Note that the three conditions imply
∥∥∥l(n)∥∥∥
1
≤ 1,∀n ∈ N. Algorithm 11 produces
rolls of a p-die given such a sequence, as proved in Lemma 3.4.
Remark 3.2. If a decreasing sequence u(n) is given, rather than an increasing one,
we can construct l(n) by setting l
(n)




i . Conditions (i)-(iii) are easily
verified assuming: u(n) ∈ [0, 1]m+1, u(n) ≥ u(n+1), and limn→∞ u
(n) = p.
Remark 3.3. In the case of Bernoulli distributions,  Latuszyński et al. [32] considers
lower bounds l(n) and upper bounds u(n) for the probability p of tossing heads.
Here, we slightly change perspective and consider providing lower bounds for the
probabilities of tossing tails and heads. The two approaches are equivalent: it is
enough to set l
(n)
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Algorithm 11 Deterministic bounds
1: Set l(0) := 0, n := 1, and simulate U ∼ U(0, 1)
2: Compute l(n)































6: Set n = n+ 1 and GOTO 2
7: end if
Lemma 3.4. Assume (i), (ii), (iii). Then Algorithm 11 outputs a roll of a p-die
and the probability that it needs N > n iterations equals




Proof. Special case of Lemma 3.5.
Random bounds
We now generalise the previous construction and take into account randomised
bounds, that is estimators L(n) of l(n). We rephrase the previous conditions as:
(I) L(n) ∈ [0, 1]m+1 a.s.





:= l(n) → p
Following the notation of  Latuszyński et al. [32], let




, Fk:n = σ {Fk,Fk+1, . . . ,Fn} for k ≤ n,
and consider the following algorithm, where recall that ‖·‖1 denotes the 1-norm.
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Algorithm 12 Random bounds
1: Set L(0) := 0, n := 1, and simulate U ∼ U(0, 1)
2: Obtain L(n) given F0:(n−1)































6: Set n = n+ 1 and GOTO 2
7: end if
Lemma 3.5. Assume (I), (II), (III). Then Algorithm 12 outputs a roll of a p-die
and the probability that it needs N > n iterations equals





Proof. Let N be the first iteration where the algorithm stops, then by conditions (I)
and (II) it follows:































Let X be the output of the algorithm and in the following computation note
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that E [I({X = i} ∩ {N = n})|F0:∞] is determined in step 4.













































where the monotone convergence theorem guarantees that it is possible to inter-
change limit and expectation.
Via reverse time martingales
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Algorithm 13 Via Reverse Time Martingales
1: Set L(0) := L̃
(0)
:= 0, C(0) := 1, n := 1, and simulate U ∼ U(0, 1)


























































, n = n+ 1, and GOTO 2
8: end if
Theorem 3.6. Assume (I), (III), (IV). Then Algorithm 13 outputs a roll of a p-die
and the probability that it needs N > n iterations equals





Proof. We prove the theorem by noticing that L̃
(n)
is a sequence satisfying (I), (II),
(III), and conclude from Lemma 3.5. By assumption, L̂
(n)














≥ 0 for all n, and also condition (II) is satisfied. By induction, we prove
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holds by assumption (IV).






≤ 1, the sequence C(n) is non-increasing
and non-negative, hence 0 ≤
∥∥∥L̃(n)∥∥∥
1
≤ 1, and (I) is satisfied.










that also condition (III) holds. Using L̂
(1)



























































































































































3. From a Bernoulli Factory to a Dice Enterprise
3.3 Extending the Bernoulli Factory to a Dice Enter-
prise
We now extend the classic Bernoulli Factory setting to a multivariate one, re-
named Dice Enterprise. We give a formal definition of the problem, adapting the
one for Bernoulli Factories presented in Section 1.1.
Definition 3.7 (Dice Enterprise). Given an unknown vector p ∈ S ⊂ ∆m and a
known function f(p) : S ⊂ ∆m → ∆v, let A be a computable function that takes
as input a number u ∈ [0, 1] and a sequence of values in {0, . . . ,m}, and returns an














U,X(1), X(2), . . . , X(n)
)}
.
Assume the following holds:
• T is a stopping time with respect to the natural filtration and is almost surely
finite.
• A(U,X(1), X(2), . . .) ∼ f(p).
Then A is a Dice Enterprise for f .
If a Dice Enterprise for f(p) exists, we say that there exists an algorithm that
tosses an f(p)-die. As in the Bernoulli Factory case, the introduction of the source
of randomness U ∼ Unif(0, 1) in the above definition eases the analysis and notation,
but is not necessary from a theoretical standpoint. Indeed, as we do not allow for
p ∈ ∆̄m, we can make use of the p-die to generate a uniform random variable to any
arbitrary precision, as shown in Section 1.4.
Crucially, in the following we can just consider Dice Enterprises for functions
f(p) : S ⊂ ∆m → (0, 1), that is Dice Enterprises that take dice rolls as input and
return coin tosses. To see why this is the case, let f(p) : S ⊂ ∆m → ∆v and consider
constructing v + 1 different Dice Enterprises targeting f0(p), . . . , fv(p) respectively.
Therefore, we have a way to toss independently an f0(p)-coin, f1(p)-coin, etc. and
can resort to already available algorithms, such as the Bernoulli race algorithm
proposed by Dughmi et al. [12], to construct an f(p)-die as desired. We make this
formal in the following lemma.
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Lemma 3.8. Given f : S ⊂ ∆m → ∆v, a Dice Enterprise for f(p) exists if and
only if there exist algorithms that toss f0(p), . . . , fv(p)-coins.
Proof. ⇒ Roll the f(p)-die with the given algorithm. If the ith face is rolled output
heads, otherwise output tails. Then, this procedure returns heads with probability
fi(p).
⇐ Use rejection sampling. Propose X distributed uniformly on {0, . . . , v} (cf.
Section 1.4). Toss the fX(p)-coin and accept X if the coin is heads, otherwise
restart.
Throughout the remaining of this section, we extend the results of Keane and
O’Brien [30], Nacu and Peres [43] and discuss: (i) construction of Dice Enterprise
for functions f(p) that take constant values, (ii) construction of Dice Enterprise
for generic functions f(p) via bounding polynomials, (iii) algorithmic implementa-
tion for twice continuous differentiable functions, and (iv) sufficient and necessary
conditions on f(p) for a Dice Enterprise to exist.
3.3.1 Constructing a Dice Enterprise
Assume a Dice Enterprise for a given function f(p) : ∆m → ∆v exists. This
implies that we can use a stream of rolls – which we can view as a string made of
characters belonging to {0, . . . ,m} – to determine a roll of the f(p)-die. In other
words, the algorithm scans bit by bit the given string and at each stage decides
whether it can stop, outputting a result, or needs to continue and read the next
character. Therefore, it is natural to define sets A
(n)
i consisting of n-long strings for
which the algorithm terminates and outputs i. One can immediately see that some
constraints arise: for instance if m = 2 and the string 021 belongs to A
(3)
1 , then
the strings 0210, 0211 and 0212 must necessarily belong to A
(4)
1 . Therefore, a Dice
Enterprise algorithm automatically defines such sets, although in practice it may be
hard to compute them.
Each element of A
(n)
i has a specific probability of being observed, which is a
polynomial of order n in p. Therefore, it is hopefully now clear that if a Dice
Enterprise exists, then it uniquely defines such polynomials. Perhaps unsurprisingly,
one can prove that the opposite also holds: given polynomials satisfying specific
conditions (corresponding to the constraints aforementioned), they uniquely define
a Dice Enterprise type algorithm. We make this formal in Theorem 3.9, which is in
spirit similar to those of Nacu and Peres [43] (Proposition 3) and  Latuszyński et al.
[32] (Proposition 3.1), here extended to the multivariate setting, and make use of
the framework we developed in Section 3.2.
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Theorem 3.9. Let f : S ⊂ ∆m → ∆v denoted as f(p) = (f0(p), . . . , fv(p)). A Dice



























i (p) = fi(p) for all p ∈ S, i ∈ {0, . . . , v};

















Moreover, let N be the number of rolls of the p-die required for the algorithm to





Proof. Polynomials ⇒ Algorithm
Let X(1), X(2), . . . be a sequence of independent rolls of the p-die and let W (n) =(
W
(n)






i is the number of times the i













We show that conditions (I), (III), (IV) hold, so that the assumptions of Theorem
3.6 are met and Algorithm 13 outputs a sample from an f(p)-die.
Condition (I) and the convergence of expectation in (III) follow easily from (1),




and note that for s < n the distribution of W (n−s) given W (n) is multivariate


















































3. From a Bernoulli Factory to a Dice Enterprise
This yields (IV) and after taking expectations of both sides, also implies monotonic-
ity of convergence in (III).
Let N be the number of iterations required for the algorithm to terminate; by
Theorem 3.6 it follows:























i (p) = 1, the algorithm termi-
nates almost surely as desired.
Algorithm ⇒ Polynomials
Let X(1), X(2), . . . , X(n) be n rolls of the p-die. For i ∈ {0, . . . , v}, define A(n)i as







≤ P(algorithm outputs i) = fi(p) (3.1)
Partition the set A
(n)










and notice that the probability of observing each input in A
(n)

















































(1) Clearly, by definition, l
(n)
i (k) ≥ 0. For a fixed k ∈ Λ
m
n , let Ω
(n)
k be the set of
all sequences of length n such that there are k0 zeros, k1 ones, . . ., km m’s.
Then
∣∣∣Ω(n)k ∣∣∣ = (nk). Note that ∪vi=0A(n)i,k is the set of n-long inputs such that the
algorithm terminates and there are k0 zeros, k1 ones, . . ., km m’s. Therefore
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(2) By definition, f
(n)
i (p) ≤ f
(n+1)
i (p) ≤ fi(p). By contradiction, assume (2) does
not hold, so that it must be limn→∞ f
(n)







i (p) = limn→∞
v∑
i=0
P(A(n)i ) < 1,
and the algorithm would not terminate almost surely.
(3) Notice that if a sequence
(




i then for every n > s
any sequence starting with the same
(
X(1), . . . , X(s)
)
must be in A
(n)
i as well.






the set of sequences of length n
that have as first s input a sequence in A
(s)













according to how many times













































⊂ A(n)i,k , it follows that























Remark 3.10. Given polynomials satisfying the hypothesis of Theorem 3.9, one can
explicitly implement the Dice Enterprise algorithm by applying Algorithm 13 (cf.
theorem’s proof). Moreover, the theorem still holds if the polynomials f
(n)
i (p) are
defined for an increasing subsequence {ni}i∈N. This requires a small modification of
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line 7 of Algorithm 13, where instead of increasing n by one we consider the next
value in the sequence {ni}i∈N.
The form of the polynomials of Theorem 3.9 is closely related to that of mul-
tivariate Bernstein’s polynomials [11]. Recall that if f : ∆m → R is a continuous
















and converges uniformly to f as n→∞. Therefore one can aim to carefully tweak
Bernstein polynomials to find suitable polynomials as in Theorem 3.9. We show
one example of that in the following proposition, where we multiply Bernstein’s
polynomials by suitable constants so to derive an algorithm applicable to any twice
differentiable function. The idea is in spirit similar to that of Nacu and Peres [43]
(Proposition 10), however it relaxes some of the hypothesis as not only it is applicable
to the new multivariate setting, but it also does not require for the function f to be
bounded in [ε, 1− ε], ε > 0.
Proposition 3.11. Let f(p) : ∆̄m → [0, 1] be a twice continuously differentiable
function and let H be the Hessian matrix. If ‖H‖2 ≤ C, then there exists an
algorithm to toss an f(p)-coin. Moreover, let N be the number of rolls required for
the algorithm to terminate, then:















and let X(1), X(2), . . . be a sequence of independent rolls of the p-die. Consider the
































We now prove that L(n) satisfies conditions (I), (III), (IV), so that Algorithm 13
can be used. By Theorem 3.6 the tail bound on the number N of rolls required is
as desired.
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Notice that {ε(n)}n∈N is an increasing sequence tending to 1, therefore condition




















and as discussed in Section 3.3.1, it converges uniformly to f(p), since the expected
value is proportional to the multivariate Bernstein’s polynomial and ε(n) → 1. We
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Since f is twice differentiable and ‖H‖2 ≤ C, a truncated Taylor expansion gives:
f
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W (n) − nej
n(n− 1)
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W (n) − nej
)
and notice:
Zj = Wj(Wj − n) +Wj
∑
h6=j














W (n) − nej
n(n− 1)
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, concluding the proof.
Example 3.12. Consider constructing a Bernoulli Factory for f(p) = ap with ap ≤
1−ε. To this end, Flegal and Herbei [15] consider an extended function f̃(p) defined
as:
f̃(p) =





(1− ε) + δ
∫ (ap−1+ε)/δ
0 e






where 0 < δ < ε. The function agrees with f(p) on [0, 1 − ε], but it is twice
differentiable with
∣∣∣f̃ ′′∣∣∣ < C, C := a2 √2δ√e . The authors make use of the envelopes
proposed by Nacu and Peres [43] for twice differentiable functions and develop an
algorithm using an analogous of Algorithm 13 for the Bernoulli Factory case. Let
N be the number of tosses required for their proposed algorithm to terminate. The
algorithm needs an initial number of tosses n0 (which depends on the values of a
and δ) and it then satisfies:
P(N = n) =

1− C2n if n = 2
n0 ,
C
2n if n > 2
n0 and n is a power of 2,
0 otherwise.
Note that the algorithm doubles at each iteration the number of p-coin tosses re-
quired. Unfortunately, a simple calculation shows that the expected number of tosses
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is infinite. On the other hand, the envelopes proposed in Proposition 3.11 satisfy:






and do not require an initial number of tosses, although the final algorithm still
exhibits an infinite expected running time.
3.3.2 Existence of a Dice Enterprise
In the previous section we clarified how, given an algorithm, we can derive bound-
ing polynomials and vice-versa. However this does not immediately offer insights
into for which type of functions f(p) : S ⊂ ∆m → ∆v a Dice Enterprise may exist.
For the Bernoulli Factory case (i.e., m = v = 1) necessary and sufficient conditions
are known and we have presented them in Theorem 1.2. We prove in the following
that the natural generalisation of such conditions to the multivariate settings are
also sufficient and necessary.
In light of the discussion of the previous section, one can intuitively derive such
conditions: the function needs to be continuous and polynomially bounded away
from 0 and 1. Indeed, we showed in Theorem 3.9 that if a Dice Enterprise exists,
then f(p) can be arbitrarily approximated by polynomials that cannot assume value
0 or 1 in the domain of p. Surprisingly, it turns out that these conditions are
also sufficient, although proving this result appears more challenging. Our proof is
inspired by the one for the Bernoulli Factory case by Wästlund [61], and albeit being
quite involved, follows an easy idea:
1. We first show in Lemma 3.13 that for any given open cover of the space S, we
can roll the given p-die sufficiently many times, so to guess in which set p lies,
with an error that can be made arbitrarily small and depends on p.
2. In Lemma 3.14 we make use of the previous result and show that we can
approximate f(p) with a function g(p) so that the error |f(p) − g(p)| can
again be made arbitrarily small for all possible values of p ∈ S. Crucially, we
show that we can construct a Dice Enterprise for g(p).
3. In Lemma 3.15 we finally show how to obtain a roll of the f(p)-die via a
truncation argument on a series of functions. Such functions are defined via
the previous construction.
4. We finally make use of the result of Lemma 3.8 to extend the proofs from the
die-to-coin case to the die-to-die case.
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Interestingly, the function f(p) although being continuous may still present patho-
logical behaviour and for instance oscillate indefinitely as p approaches the border
of the simplex. The proof produces an algorithm, that although may be hard to
put into practice for a given function f(p), can be tracked to define the strings of
characters in {0, . . . ,m} and, therefore, the bounding polynomials for f(p).
Lemma 3.13. Given a p-die and an open cover {Ui}i∈N of S ⊂ ∆
m, there exists
an algorithm outputting X ∈ N such that for any fixed chosen positive integer k and
for all p ∈ S: ∑
α:p6∈Uα
Pp(X = α) < p
k. (3.3)
Proof. We first consider S = ∆m and denote by p̂(N) an estimate of p obtained via N
rolls of the given p-die. Such estimate is constructed as follows: consider a sequence








Then, the algorithm proceeds as follows:
1. Roll the p-die until we have observed at least (m+ 1)k + 1 rolls of each face,
say on the tth roll. Define the set:
E =
{
p ∈ ∆m : pi ≥ m
−t,∀i = 0, . . . ,m
}
.
2. Since E is a compact set, we can select a finite cover, say Uk1 , . . . , Ukn , from
the given cover {Ui}i∈N. Moreover, consider an ε > 0 such that p
k > ε for all
p ∈ E.
3. For each Uki , choose a closed subset Fi ⊂ Uki so that ∪
n
i=1Fi still covers E.
4. Choose an integer N large enough so that for all i = 1, . . . , n:
Pp
(













, if p ∈ E.
(3.4)
This is possible as the Law of Large Number guarantees that if p ∈ Ui then





5. Roll the p-die N times and compute p̂(N).





and notice that it
may be the null set or have cardinality greater than 1. If O is the empty set,
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then output any arbitrary value in N. Otherwise, output an arbitrary value in
O.
We now show that the above algorithm satisfies eq. (3.3). Denote by X the output
of the algorithm. After having found t in the first step, the algorithm can output a
value in {ki}i=1,...,nor another arbitrary value, here denoted by z, if O = ∅.
• If p ∈ E, we then have:
Pp
(










as for X to be equal to ki, it must be p̂
(N) ∈ Fi (notice however that it is not
an equality as even if p̂(N) ∈ Fi, the algorithm may output something different
than ki as p̂
(N) may belong to multiple sets in F1, . . . , Fn). Moreover:
Pp (X = z,p 6∈ Uz) = Pp
(


























= ε < pk.
• If p 6∈ E, it is enough to show that Pp(p 6∈ E) < p
k. Recall that t is the
number of rolls required to observe at least (m+ 1)k + 1 rolls of each face. A
string of length t, where each character is in 0, . . . ,m, with at least (m+1)k+1
‘0’ symbols in it, has probability at most p
(m+1)k+1
0 of occurring. Since there
are mt possible strings of length m, if p0 < m
−t we can upper bound the







We can repeat the same reasoning for all the other possible outcomes, thus
reaching the desired result.
We finally briefly discuss the case where S is a proper subset of ∆m. The definition of
the set E is left unchanged and it is determined at step 1 of the algorithm. However,
E may not be a subset of S, so in the step 2 it may not be possible to consider a
finite cover for E. Therefore we add the artificial set H := ∆m \ S to the given
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where this is again possible thanks to the Law of Large Numbers, since p ∈ S.
The algorithm then proceeds analogously, however if it would output the index
corresponding to the artificial set H, we output any arbitrary ki instead.
Lemma 3.14. Given a continuous function f : S ⊂ ∆m → (0, 1) and a positive
integer k, there exists a function g : S ⊂ ∆m → (0, 1) such that for every p ∈ S
there exists a Dice Enterprise for g and
|f(p)− g(p)| < pk, ∀p ∈ S
Proof. Since f is continuous, we can choose an open cover {Ui}i∈N of S and numbers
{qi}i∈N so that:
|f(p)− qi| < p
k+1, p ∈ Ui. (3.5)
Run the algorithm of Lemma 3.13 (using k+1 as constant) and denote its output
by X, so that: ∑
α:p6∈Uα







We can toss a g(p)-coin by first simulating X and then tossing a qα-coin, which we
can do by just rolling the p-die (cf. Section 1.4). Notice that using eq. (3.5) and













|f(p)− qα|Pp(X = α) +
∞∑
α:p6∈Uα








≤ 2pk+1 ≤ pk.
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Lemma 3.15. There exists a Dice Enterprise for a function f : S ⊂ ∆m → (0, 1)
if f is continuous and there exists a positive integer k such that:
pk < f(p) < 1− pk, ∀p ∈ S. (3.7)







We can then toss an f(p)-coin by first simulating K ∼ Geom(1/2) and then tossing
an fK(p)-coin. A sample from such geometric distribution can be constructed given
the p-die by tossing a fair coin (cf. Section 1.4) until heads is observed. We are left
to define functions fn(p) for which a Dice Enterprise must exist.
By Lemma 3.14 (using k + 1 as constant) there exists a function f1 such that
|f1(p)− f(p)| < p
k+1, ∀p ∈ S,
and a Dice Enterprise for f1 exists. Therefore f1(p) > f(p) − p
k+1 and by the
assumption of eq. (3.7) we have:
f1(p) > f(p)− p
k+1 = 2f(p)− f(p)− pk+1
> 2f(p)− (1− pk)− pk+1
> 2f(p)− 1 + pk+1.
Analogously:
f1(p) < 2f(p)− p
k+1,
so that by combining the two inequalities we have:
pk+1 < 2f(p)− f1(p) < 1− p
k+1.
Notice that 2f(p)− f1(p) is continuous (because f1(p) is continuous since it admits
a Dice Enterprise, cf. Lemma 3.16) and polynomially bounded as in eq. (3.7) with
constant k + 1. Therefore we can reapply Lemma 3.14 (this time using k + 2 as
constant) and proceeds analogously as before to find a function f2 such that a Dice
Enterprise for f2 exists and
pk+2 < 4f(p)− 2f1(p)− f2(p) < 1− p
k+2.
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Continuing this way we can find functions f1, f2, . . . that admit a Dice Enterprise
and such that for every n we have
p < 2nf(p)− 2n−1f1(p)− . . .− fn(p) < 1− p.
Replacing the two bounds by 0 and 1 respectively and dividing by 2n we get
0 < f(p)− 1
2












n fn(p), as desired.
Lemma 3.16. Given f : S ⊂ ∆m → ∆v, if a Dice Enterprise for f exists then:
• Each fi(p) is continuous;
• There exists n0 ∈ N such that each fi(p) satisfies fi(p) ≥ min(p0, . . . , pm)
n0
for all p ∈ S.
Proof. Continuity : having fixed q ∈ S, we shall prove that ∀ε > 0,∃δ s.t. ∀p ∈ S
with |p−q| < δ, then |fi(p)−fi(q)| < ε. Fix ε and let T be the (random) number of
iterations required for the algorithm to terminate. Since it ends almost surely, there
exists n such that Pp(T ≤ n) > 1− ε2 . Moreover, following the notation of Theorem
3.9, denote by Pp(algorithm outputs i, T ≤ n) = f
(n)
i (p). Note that f
(n)
i (p) is a




2 for a δ with
|p− q| < δ. Then notice:
fi(p) ≥ f
(n)





= Pq(algorithm outputs i, T ≤ n)−
ε
2
= fi(q) + Pp(T ≤ n)− Pq(algorithm outputs i or T ≤ n)−
ε
2










i (p) and notice that it is continuous, so
by the same argument:
1− fi(p) ≥ f
(n)





= 1− fi(q)− ε
and thus fi(p) < fi(q) + ε.
Polynomially bounded : Following the notation of the proof of Theorem 3.9, let n0
be the smallest n such that A
(n)
i is not empty. Notice that there cannot be an i such
that A
(n)








i (p) > 0. The
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Theorem 3.17. Given f : S ⊂ ∆m → ∆v, a Dice Enterprise for f exists if and
only if:
• Each fi(p) is continuous;
• There exists n0 ∈ N such that each fi(p) satisfies fi(p) ≥ min(p0, . . . , pm)
n0
for all p ∈ S.
Proof. Sufficiency. We first notice that the second assumption implies that for each
i ∈ {0, . . . , v} there exists k ∈ N such that pk < fi(p) < 1− p
k. For brevity, denote
q := min(p0, . . . , pm) and notice that:
fi(p) ≥ q
n0 > pn0 ,
where recall that pn0 denotes p
n0







n0 > vpn0 ,
so that there exists k such that vpn0 > pk. We have proved in Lemma 3.15 that
under the required assumptions there exists a Dice Enterprise for each fi(p) and we
can therefore toss fi-coins. The desired result follows by applying Lemma 3.8.
Necessity. Proved in Lemma 3.16.
3.4 Fast Simulation
In Section 3.3, we established for which class of functions a Dice Enterprise exists.
When polynomial approximations of a function f(p) are available as in Theorem 3.9,
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the distribution of the number of rolls N of the p-die is known. However, analysing
the law of N for generic functions which admit a Dice Enterprise is challenging. In
particular, we are interested in finding a class of functions for which a fast simulation
is available, in the sense of Nacu and Peres [43]:
Definition 3.18 (Fast simulation). A Dice Enterprise for a function f(p) : S ⊂
∆m → ∆v has a fast simulation if for any p ∈ S there exist constants C > 0, ρ < 1,
which may depend on p, such that the number N of rolls of the p-die required for
the algorithm to terminate satisfies Pp(N > n) ≤ Cρ
n.
In this section we provide the necessary results to prove a generalisation of The-
orem 2 of Nacu and Peres [43] and show that, under standard assumptions, a Dice
Enterprise with a fast simulation exists if and only if the function f is real analytic.
It is worth clarifying what a real analytic function is in our context. In particular,
define the m dimensional open disk as:
Dm =
{







Notice that in this instance we purposefully let the indices start from 1 rather than
0. This allows to easily define a bijection ψ : ∆m → Dm as:
ψ(p) = ψ(p0, . . . , pm) = (p1, . . . , pm),





pi, p1, . . . , pm
)
.
Therefore, given a function f : ∆m → ∆v, we can equivalently consider f̃ : Dm →
∆v by setting f̃(p) = f(ψ(p)). We will slightly abuse notation and just consider
functions f : Dm → ∆v and still refer to a p-die.











which is equivalent to ∆m−1n , but we use a different notation to highlight that the
indices now start from 1. A function f : Dm → ∆v is real analytic on an open subset
I ⊂ Dm if for each p ∈ I all fi(p) can be represented by an absolutely convergent
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where c ∈ Rm and ak ∈ R for each k ∈ N
m. We consider series that converge
absolutely so that the order of summation does not matter. It is also worth pointing
out that if f is real analytic in a point q ∈ Dm, than it is also analytic for all p ∈ Dm
such that p ≤ q (see e.g. Proposition 2.1.7 of [31]).
At the end of this section we will be able to prove the following result, that clearly
defines the class of functions for which a Dice Enterprise with a fast simulation exists:
Theorem 3.19. Let S be an open subset of Dm and consider f(p) : S ⊂ Dm → ∆v.
Assume f is real analytic on the closed set I = [a1, b1] × · · · × [am, bm] ⊂ S, then
there exists a Dice Enterprise for f that has a fast simulation on I. Vice-versa, if
there is a Dice Enterprise for f that has a fast simulation, then f is real analytic
on S.
It is still an open question whether the above result holds for generic closed sets
I ⊂ S. We shall proceed to prove the result as follows:
1. We prove that a Dice Enterprise with a fast simulation exists for functions
admitting positive power series centred at the origin. Importantly, our proof
is constructive and we provide an efficient algorithm, characterising its running
time. It makes use of the linear Bernoulli Factory we introduced in Section
2.2.
2. We then provide the result for power series – not necessarily positive – centred
at the origin and use such result to prove the first implication of Theorem 3.19.
3. By considering a suitable map from the compact set I to (0, 1)m that preserves
fast simulation, we prove the first implication of Theorem 3.19. We then
conclude by proving that if a Dice Enterprise has a fast simulation, then f
must be real analytic.
Most of the results borrow from the ideas of Nacu and Peres [43]. In the following
we will make use of a lemma on random variables with exponential tails.
Lemma 3.20 (Propositions 11,12 [43]). Let X be a non-negative random variable.
Then the following are equivalent:
• There exist constants C > 0, ρ < 1 such that P(X > x) ≤ Cρx, ∀x > 0;
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• E[exp(tX)] <∞ for some t > 0.
If these hold we say that X has exponential tail. Moreover, let Xi be i.i.d. random
variables with exponential tails and N ≥ 0 an integer valued random variable with
exponential tail. Then Y = X1 + . . .+XN has exponential tail.
3.4.1 Fast simulation for analytic functions
Write f(p) = (f0(p), . . . , fv(p)) where fi(p) : ∆
m → (0, 1). We first show that
if a Dice Enterprise for fi(p) has a fast simulation for all i = 0, . . . , v, then so does
a Dice Enterprise for f(p). Therefore, we can simplify the analysis and just study
functions with image in (0, 1).
Proposition 3.21. There exists a Dice Enterprise with a fast simulation of f(p) =
(f0(p), . . . , fv(p)) : S ⊂ ∆
m → ∆v if and only if there exist Dice Enterprises with a
fast simulation for each fi(p), i ∈ {0, . . . , v}.
Proof. ⇒ A Dice Enterprise for fi(p) can be obtained by rolling the f(p)-die once
and output 1 if it lands on the ith face. The statement holds since by hypothesis
the Dice Enterprise for f(p) has a fast simulation.
⇐We construct a Dice Enterprise for f(p) via a small modification of the algorithm
described in the proof of Lemma 3.8 and show that it has a fast simulation. At
each iteration t we obtain a toss of all fi(p)-coins and let Nt be the total number of
rolls of the p-die required. We then uniformly at random select i ∈ {0, . . . , v} and
output i if the toss of the fi(p)-coin resulted in heads, restarting otherwise. Then,
the number N of rolls required by such algorithm is given by N = N1 + . . . NM ,





. Note that Nt are i.i.d. random variables with exponential
tails and the required result follows by Lemma 3.20.
We now explicitly provide in Algorithm 14 a Dice Enterprise for functions f that
admit a non-negative power series expansion centred at the origin.




with ak ≥ 0 for all k ∈ N
m. Let t be in the domain of convergence with 0 <∑
k∈Nm akt
k ≤ 1. If t = 1 or t > p, ∀p ∈ S̄ then there exists a Dice Enter-
prise for f that has a fast simulation on S. Otherwise, it has a fast simulation on
{p ∈ S : p ≤ t− ε}, ∀ε > 0.
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and noticing that Algorithm 14 outputs 1 accordingly. Indeed, let Z be the final
output of the algorithm, then:





















k, which is finite as f(t) ≤ 1. It is left to check that the
sampling steps at lines 2, 4, 5, 6 of the algorithm are valid and that the procedure
has a fast simulation. Note that by hypothesis, f(t) is a constant in (0, 1] and
since all the coefficients ak are non-negative, the distributions of Y and K are well
defined. We can then sample X,Y, and K via a Dice Enterprise for constant dice,
which has a fast simulation (cf. Section 1.4). If ti ≥ 1, we can toss a pi/ti-coin by
tossing a pi-coin and a (1/ti)-coin, outputting heads if both tosses result in heads.









and we can use a linear Bernoulli Factory to toss a (pi/ti)-coin, which has a fast
simulation (cf. Section 2.2). We then conclude that also Algorithm 14 has a fast
simulation, in light of Lemma 3.20. Notice that although the lemma does not apply
directly, we can resort to a trick similar to that of the proof of Proposition 3.21 to
prove that the algorithm has indeed a fast simulation.
Remark 3.23. If we assume f(p) ≤ 1 − ε for a known ε > 0, we can drop the
hypothesis f(t) ≤ 1. Indeed, we can resort to Algorithm 14 and skip line 2, thus
producing tosses of a coin with associated probability equal to f(p)/f(t). We can
finally resort to a linear Bernoulli factory to get tosses of an f(p)-coin.
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Algorithm 14 Dice Enterprise for Positive Power Series Centred at 0 as in Propo-
sition 3.22




2: Let X ∼ Bern (f(t))
3: if X = 0 then stop and return 0
4: Sample Y ∈ N such that P(Y = i) = cif(t)




6: Toss a p1t1
-coin K1 times,. . .,
pm
tm
-coin Km times (cf. Section 2.2). Stop prema-
turely if a toss results in tails.
7: if all previous tosses resulted in heads then return 1 else return 0
The algorithm we have just proposed and the result we prove in Proposition
3.22 is not a mere generalisation of the analogous results of Nacu and Peres [43]
(Proposition 16). Even in the Bernoulli Factory case, our construction is valid for a
wider variety of functions f as it allows for the case f(t) = 1 and the Dice Enterprise
has a fast simulation on the whole set S if t > p, ∀p ∈ S̄. Moreover, our algorithm
has an efficient implementation, as we now show in the following corollary.
Corollary 3.24. Let f(p) as in Proposition 3.22 and consider p̄ := maxi=1,...,m pi
and
¯
t := mini=1,...,m ti Let p̄ = p̄1 (i.e. an m-long vector with the maximum of p in
all its entries) and N be the number of p-die rolls required by Algorithm 14, then:
E[N ] ≤














assuming a generator of uniform random variables is available.
Proof. We apply Algorithm 14 and resort to the generator of uniform random vari-
ables to sample X,Y, and K. Note that the algorithm outputs 1 only if X = 1
and all the required (pi/ti)-coins tosses result in heads. Therefore, we can optimise
N by prematurely stopping the algorithm as soon as tails is observed. We obtain
an upper bound on N by considering the number of p-die rolls required to toss a
(p̄/
¯
t)ki-coin rather than (pi/ti)
ki-coin. Let Ni be the number of (p̄/¯
t)-coin tosses
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required to toss a (p̄/
¯
t)i-coin. We obtain:
















if n = i
0 if n ≤ 0 or n > i
,
P(Ni > n) =






if 0 ≤ n < i
0 if n ≥ i
.
Let Np̄/t be the number of tosses of a (p̄/¯
t)-coin required by the algorithm, so that
for n > 0:
P(Np̄/
¯
t > n) ≤ P(X = 1)
∞∑
i=0
























Therefore, we can upper bound the expected value of Np̄/
¯
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In the case
¯
t ≥ 1, we can toss a (p̄/
¯
t)-coin by first simulating U ∼ Unif(0, 1) and
outputting heads only if U ≤ 1/
¯
t and a p̄-coin toss results in heads. Therefore, there
is need to toss a p̄-coin only if U ≤ 1/
¯
t and the expected number of p̄-coin tosses
is 1/
¯
t. Since, tossing a p̄-coin requires one roll of the p-die, we obtain the desired
result. On the other hand, if
¯
t < 1 we need to resort to a linear Bernoulli Factory
to toss a (p̄/
¯
t)-coin, cf. Section 2.2. Since we consider p such that p̄/
¯
t ≤ 1− ε/
¯
t the
expected number of pi-coin tosses required is smaller than 5.53¯
t(1 + ε−1), leading to
the required result.
An efficient algorithm for positive power series centred at 0 in the Bernoulli
Factory case had already been proposed by Mendo [38] under stricter assumptions,
namely limp→1 f(p) = 1. Under the same assumptions, our proposed construction
is equivalent to that of Mendo [38] in terms of computational cost (measured as the
number of p-coin tosses required) as we can set t = 1. However, our result – besides
being valid for the Dice Enterprise case rather than just for Bernoulli Factories –
relaxes Mendo’s hypothesis and still provides a tight upper bound on the number of
p-die rolls required.
Example 3.25. Assume a 3-sided die is given; as discussed at the beginning of
Section 3.4 we consider analogously the vector p = (p1, p2) representing the proba-
bilities of rolling the 1st and 2nd face. Clearly the probability of rolling the 0th face












Assume ε1, ε2 > 0 such that pi ≤ 1−εi are known. Although the theory we developed
just consider a single ε > 0 for better clarity, from an implementation point of view
it is more efficient to consider different values of ε and apply the strategies detailed
in Proposition 3.22. We can set t =
(










If f(t) ≤ 1 we can directly apply Algorithm 14, otherwise we make use of Remark
3.23 and notice that
f(p) ≤ 1− ε1
1− (1− ε1)(1− ε2)
.
We run the algorithm for different choices of p1, p2. We consider the best possible
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ε, i.e. setting εi = 1− pi.




5− 2) (0.3, 0.6) (0.9, 0.05)
f(p) 0.102 0.245 0.363 0.942
f(t) 0.821 1.00 0.35 1.90
f̂(p) 0.096 0.101 0.108 0.237 0.245 0.254 0.354 0.363 0.373 0.936 0.942 0.945
Ê[N ] 5.3439 27.3961 57.2085 8774.94
Table 3: Implementation of a Dice Enterprise for f(p) = p1/(1 − p1p2) and for
different values of the true unknown probability p. The algorithm has been run
10,000 times to obtain tosses of the f(p)-coin and f̂(p) is the sample average. Smaller
number represent 95% confidence intervals computed via the Wilson score interval.
Ê[N ] is the empirical average number of rolls of the p-die required.
We now consider generic power series centred at the origin. The algorithm idea
is simple: we split the series according to the sign of its coefficients and then resort
to a Bernoulli Factory for coins subtraction (cf. Proposition 2.27).




be in the domain of convergence with f(t) ≤ 1 and consider I := {p ∈ S : p ≤ t− ε}
such that ε ≤ f(p) ≤ 1− ε, for all p ∈ I. Then there exists a Dice Enterprise for f
that has a fast simulation on I.
Proof. We follow the general idea of the proof of Proposition 17 of Nacu and Peres















k and notice that for p ∈ I, g(t)/M ≤ 1 and h(t)/M ≤ 1.
Therefore, we can apply Proposition 3.22 to obtain tosses of a g(p)/M -coin and an
h(p)/M -coin. By assumption, f(p)/M ≥ ε/M and we can then resort to Proposition
2.27 to obtain tosses of a f(p)/M -coin. Finally, we resort to a linear Bernoulli
Factory (cf. Section 2.2) to get tosses of an f(p)-coin as f(p) ≤ 1− ε.
Remark 3.27. If M :=
∑
k∈Nm |ak|t
k ≤ 1, the assumption f(p) ≤ 1 − ε can be
dropped.
We now restrict the analysis to closed subset of Dm of the form I = [a1, b1] ×
· · · × [am, bm] to prove the first implication of Theorem 3.19. We first point out in
the following corollary that the assumptions of Proposition 3.26 are automatically
80
3. From a Bernoulli Factory to a Dice Enterprise
satisfied for p ∈ I. We then proceed to prove that any analytic function has a fast
simulation, the main idea being mapping the domain of the function to (0, 1)m so
that Proposition 3.26 can be applied.




k. Consider I := [a1, b1]× · · · × [am, bm] ⊂ S. Then there
exists a Dice Enterprise for f that has a fast simulation on I.
Proof. We show that all the assumptions of Proposition 3.26 are satisfied. Indeed,
since I ⊂ S and S is an open set, one can consider t ∈ S\I such that t > (b1, . . . , bm)
and f(t) < 1. Finally, notice that there must exist ε such that ε ≤ f(p) ≤ 1− ε as
I is a compact set and f(p) ∈ (0, 1) for all p ∈ I.
Lemma 3.29. Let S be an open subset of Dm and consider f(p) : S ⊂ Dm → (0, 1).
Assume f is real analytic on the closed set I = [a1, b1] × · · · × [am, bm] ⊂ S, then
there exists a Dice Enterprise for f that has a fast simulation on I.
Proof. We make use of the results detailed in the proof of Theorem 19 by Nacu
and Peres [43]. Let f be real analytic on a domain E containing I. If E is the
open disk of radius 1 and centred at the origin, that the result follows by Corollary
3.28. Otherwise, we map the domain E to (0, 1)m using a map that has a fast
simulation. The proof of Nacu and Peres [43] provides a map g : [a, b] → (0, 1)
that admits a Bernoulli Factory with a fast simulation. Moreover it guarantees that
f(g(p0), . . . , g(pm)) is real analytic on the open disk of radius 1 centred at the origin.
As noticed, the domain of such function may not be a subset of Dm, but it is a subset
of [0, 1]m and the proof of Corollary 3.28 still holds in this case. It remains to check
that function composition preserves fast simulation. This can be proved in the same
manner of Proposition 14(ii) of Nacu and Peres [43].
We are now left to prove the other implication of Theorem 3.19: if a Dice En-
terprise for f : S ⊂ Dm → ∆m has a fast simulation, then f must be real analytic.
Lemma 3.30. Assume there exists a Dice Enterprise that has a fast simulation for
f : S ⊂ Dm → (0, 1). Then f is real analytic on S.
Proof. We follow the idea of the proof of Proposition 20 by Nacu and Peres [43],
here extended to the multivariate setting. Let f (t)(p) be the probability that the
algorithm stops and outputs 1 exactly after t steps. Notice that this is slightly
different than the definition we were using in the proof of Theorem 3.9, where f (t)(p)
denoted the probability that the algorithm stops and outputs 1 within t steps. Define
81




(t)(p), so that the sequence g(n)(p) converges to f(p) as n → ∞.





is Cauchy and conclude that its limit
must be analytic by a standard theorem.
Let N be the number of p-die rolls required by the algorithm to terminate. By
hypothesis the Dice Enterprise has a fast simulation, thus:
Pp(N > n) ≤ Cρ
n,
for some constants C > 0, ρ < 1. Fix any B such that 1 < B < 1/ρ and notice that
since f (n)(p) is a polynomial, f (n)(z) is well defined for any complex z ∈ Cm. We
first prove that there exists ε > 0 such that for all z ∈ Cm and n > 0, it holds:
|f (n)(z)| ≤ Bnf (n)(p) if |z − p| < ε. (3.8)
In this case, it is more convenient to work on the simplex space ∆m rather than
on the open disk Dm. Therefore, consider p̃ = (1 − ‖p‖1, p1, . . . , pm) ∈ ∆
m and
analogously z̃. We can equivalently rewrite f (n)(z) as:









k ≥ 0,∀k, n. Notice that if |z − p| < ε, then |z̃| < p̃i + ε,∀i = 0, . . . ,m.

































np̃k = Bnf (n)(p),





is indeed a Cauchy sequence. For any m > n
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Hence, for big n the difference |gm(p)− gn(p)| can be made arbitrarily small, as
desired.
Although we have proved the result for functions on (0, 1), we can immediately
conclude that for functions on ∆v each fi must be real analytic for i = 0, . . . , v.

















We can construct a Bernoulli Factory for f(p) following Proposition 3.26. In partic-
































We now assume that ε̄,
¯
ε > 0 such that
¯
ε ≤ f(p) ≤ 1− ε̄ are known. Clearly tossing
a g(p)/M -coin is easy, as
√
2/M < 1. We can resort to Algorithm 14 to generate
tosses of an h(p)/M -coin. Finally, we use Proposition 2.27 to toss an f(p)/M -coin
and a linear Bernoulli Factory to toss the required f(p)-coin.
We set ε̄,
¯
ε so to have the best possible efficiency, i.e. ε̄ = 1− f(p) and
¯
ε = f(p).
This is possible as we know the true value of p; in general such bounds will depend
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on the problem specification.
p 0.1 0.5 0.9
f(p) 0.138 0.612 0.944
f̂(p) 0.134 0.141 0.147 0.600 0.610 0.619 0.944 0.948 0.952
Ê[N ] 252.165 124.730 533.419
Table 4: Implementation of a Bernoulli Factory for f(p) = p
√
2− p and for different
values of the true unknown probability p. The algorithm has been run 10,000 times
to obtain tosses of the f(p)-coin and f̂(p) is the sample average. Smaller number
represent 95% confidence intervals computed via the Wilson score interval. Ê[N ] is
the empirical average number of tosses of the p-coin required.
3.5 Multiple independent coins
A closely related problem to the ones we have considered so far and that we briefly
touched upon in Section 3.3, is the case where access to multiple independent coins is
given. This case has already been considered in some applications [12, 16, 55] and we
now encompass it in our theoretical framework. More formally, consider an unknown
vector q = (q0, . . . , qm−1) ∈ (0, 1)
m and that we are granted access to independent
black-box mechanisms that output 1 with probability qi and 0 otherwise. We denote
the vector of coin probabilities by q rather than p to highlight that it does not
represent dice probabilities, i.e. it may be ‖q‖ 6= 1. The problem is then finding an
algorithm that runs in finite time almost surely and returns rolls of an f(q)-die for














φ−1(p) = (mp0, . . . ,mpm−1) ,
(3.9)
where H := {p ∈ ∆m : pi < 1/m, 0 ≤ i < m}. We can use the same algorithm as in
Lemma 3.8 to transform the given multiple coins to a die according to eq. (3.9). The
theory we developed applies almost directly. For instance, we prove in the following
corollary the analogous of Theorem 3.17 for the multiple coins case.
Corollary 3.32. Given (qi)0≤i<m-coins and f(q) : E ⊂ [0, 1]
m → ∆v, an algorithm
to roll an f(q)-die in finite time almost surely exists if and only if:
• Each fi(q) is continuous;
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• There exists n0 ∈ N such that each fi(q) satisfies fi(q) ≥ min(q0, . . . , qm−1)
n0
for all q ∈ S.
Proof. Consider S := φ(E), where φ is defined in equation (3.9), and let g : S ⊂




,∀p ∈ S. We show that g satisfies the
assumptions of Theorem 3.9, so that there exists a Dice Enterprise for it. Clearly,
each gi(p) is continuous as it is the composition of two continuous functions. To









= min(mp0, . . . ,mpm−1)
n0 ≥ min(p0, . . . , pm−1)
n0 ,
as desired. Finally, given (qi)0≤i<m-coins we can construct via Lemma 3.8 a p-die
such that p ∈ S and p = φ(q). By applying the Dice Enterprise for g on such die,





3.5.1 Infinitely many coins and die faces
So far we have only considered the case of a finite number of coins or die faces.
It is however interesting to consider the case where an infinite sequence of coins
is given. We then study whether given an infinite sequence of (pi)i∈N-coins where∑∞
i=0 pi = 1, it is possible to design an algorithm that rolls a p-die, i.e. such that
the probability of rolling the ith face is equal to pi. This problem can also be posed
differently as asking whether one can obtain samples from a discrete distribution
on N where the probability mass function is unknown and for each i ∈ N, only
unbiased estimators p̂i ∈ [0, 1] of pi = P(X = i) can be computed. Importantly,
such estimators are mutually independent and therefore may not sum up to one,
but they can be made arbitrarily close to pi in probability. Ideally, we would like to
prove an analogous of Lemma 3.8, that is whether we can construct a p-die if and
only if there exist algorithms that toss (pi)i∈N-coins.
Clearly one implication follows easily: if an algorithm to roll such p-die existed,
we can toss a pi-coin by just rolling the die and returning heads if the outcome
is the ith face, tails otherwise. Proving the other implication is significantly more
challenging.
Remark 3.33. A natural first approach is trying to adapt the dice construction
of Lemma 3.8. At each iteration of the algorithm we select a coin gK(p) to toss
according to a fixed distribution K ∼ q, outputting K if it lands heads and restarting
otherwise. The functions gk(p) need to be determined so that the algorithm produces
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the desired output and it is possible to toss (gi(p))i∈N-coins. Let Y be the final
output, then:
Pp(Y = j) = qjgj(p) +
∞∑
k=0
qk(1− gk(p))Pp(Y = j),
and since
∑∞
k=0 qk = 1, one can see that it has to be for all j ∈ N











Therefore, the only valid choices are gj(p) = Mpj/qj for any arbitrary constant
M > 0. Nevertheless, these need to be valid probabilities for all possible p, i.e.
gj(p) ∈ [0, 1] for all possible p. This condition cannot be met unless extra knowledge
on p is available, so that q can be tuned accordingly. We conclude that there cannot
be an algorithm that operates this way which works for all possible p.
As a result of the above reasoning, we conjecture that it is impossible to construct
an algorithm that rolls a p-die in finite time almost surely unless extra information
on p is available. An informal motivation being the following: if such algorithm




-coin for any choice of K by
rolling the p-die once and outputting heads if it results in a face smaller or equal
than K, tails otherwise. Nevertheless, this is a linear Bernoulli Factory and we know
that, in this case, extra knowledge is needed for an algorithm to exist (cf. Section
2.2).
We then propose two different algorithmic constructions that solve the problem
of converting an infinite sequence of coins to a die with infinitely many faces which
make use of additional assumptions on the vector of coin probabilities p. The first
one follows from the discussion of Remark 3.33, and assume that an upper bound
δi ≥ pi is known for all i. In this case we can set qj = δj/‖δ‖1 and M = 1/(2‖δ‖1),
as detailed in the following proposition.
Proposition 3.34. Given a sequence of (pi)i∈N-coins where ‖p‖1 = 1, an algorithm
to roll a p-die exists if a vector δ such that ‖δ‖1 < ∞ and fi(p) ≤ δi for all i ∈ N
is known.
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so that we can implement an acceptance-rejection algorithm: we output K with
probability 12δK
pK and restart otherwise. Let Y be the output of the algorithm; the














P(Y = i) =
∞∑
n=1





















. If 2δk ≥ 1 this is easy, otherwise we can resort to a linear
Bernoulli Factory (cf. Section 2.2), since by hypothesis 12δK
pK ≤ 12 .
The other approach is sequential and at the ith iteration we either output i or
continue. To achieve this, at the 0th iteration we can simply toss the p0-coin and
output 0 if it lands heads. Otherwise, we proceed to the next iteration and at the
ith iteration we output i with probability pi/(1−
∑i−1
j=0 pj). We then need to make
use of the division Bernoulli Factory we have proposed in Section 2.2 and therefore
assume that a lower bound 0 < εi ≤ pi for all i ∈ N is known.
Proposition 3.35. Given a sequence of (pi)i∈N-coins where ‖p‖1 = 1, an algorithm
to roll a p-die exists if a vector ε such that pi ≥ εi > 0 for all i ∈ N is known.
Proof. We obtain a roll of the p-die by tossing sequentially a g0(p)-coin, g1(p)-coin,
and so on until we observe heads for the first time. We then output the index of the
coin that landed heads as the rolled face. It is not hard to see that for this scheme
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-coin (and then reverse the flip) via a linear Bernoulli










Finally, we can resort to the division algorithm (cf. Algorithm 9) to get a flip of a
gi(p)-coin.
Remark 3.36. Given a lower bound ε such that pi ≥ εi > 0 for all i ∈ N (thus
satisfying the assumptions of Proposition 3.35), it is possible to construct an upper
bound δ by considering δi = εi + 1 − ‖ε‖1. However, such upper bound does not
satisfy the assumptions of Propositions 3.34, in particular:




which is infinite except in the case ‖ε‖1 = 1, corresponding to the case where p is
known.
3.6 Discussion
This chapter formally introduced a multivariate extension of the Bernoulli Fac-
tory to categorical distributions and extended the fundamental available theoretical
results to this novel case. We fully determined the class of functions for which a
Dice Enterprise may be found and clarified the connection that exists between a Dice
Enterprise for f(p) and polynomial envelopes for the given function. Furthermore,
we proposed efficient implementations for functions that admit a positive power se-
ries representation centred around the origin. Building on that, we proved that a
Dice Enterprise admits a fast simulation if and only if it is real analytic on a set
that is the Cartesian product of closed intervals. A natural open question, which we
believe holds true, is whether our result extends to functions that are real analytic
on any compact set. A possible way to prove such result would be to find a suitable
mapping from such set to the probability simplex, so that a Dice Enterprise with a
fast simulation could still be found.
Finally, we give initial insights into further extending our construction to any
discrete distribution on a countably infinite support. In particular, we propose to
analyse the problem of sampling from a discrete distribution p when only unbiased
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estimators of each value pi can be obtained to any arbitrary precision. The problem
appears challenging as we assume such estimators to be mutually independent. By
linking this problem to the theoretical framework we developed, we conjecture that
unless extra knowledge on p is available, a solution cannot be found. A natural
research path would then be to look into proving this result. Nevertheless, we give
a solution to this problem when either upper or lower bounds of p are available.
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A Dice Enterprise for Rational Functions via
Perfect Sampling of Markov Chains
4.1 Introduction
This chapter introduces a constructive way to design a Dice Enterprise for ra-
tional functions based on perfect sampling from the stationary distribution of suit-
ably constructed Markov chains. In Section 4.2 we introduce some fundamental
preliminaries. In particular, we introduce ladders, a class of discrete probability
distributions that are suitable as candidates for stationary distributions of Markov
chains used in the sequel. We also summarise one of the main perfect simulation
techniques, i.e. Coupling From the Past (CFTP), and present it in an algorithmic
form for our case at hand. Section 4.3 develops the Dice Enterprise for rational
functions f : ∆m → ∆v. We first show how this problem can be rephrased as sam-
pling from a ladder and construct a CFTP algorithm that performs it. We prove
that our proposed construction is optimal in terms of Peskun’s ordering. We then
analyse the efficiency of the proposed algorithm in terms of the expected number
of required rolls of the original die and notice that it is always finite under suitable
assumptions. In the “coin to dice” scenario (of which the Bernoulli Factory is a
special case), we notice that for log-concave ladders the expected number of tosses
is linear in the degree of the ladder. We then prove that it is always possible to
construct such log-concave distribution. Section 4.4 presents an R package that im-
plements the developed method and explicative examples, validating the developed
theory. In particular, we also show how a Dice Enterprise can be used to deal with
m independent coins and reproduce examples taken from [12, 16, 24]. Proofs of all
the results are presented in Section 4.6.
90
4. A Dice Enterprise for Rational Functions via Perfect Sampling of
Markov Chains
4.2 Preliminaries
Given a rational function f : ∆m → ∆v such that f(p) is a valid discrete prob-
ability distribution for all p ∈ ∆m, in Section 4.3 we will construct a new function
π : ∆m → ∆k, named ladder, such that π(p) is also a valid discrete probability
distribution and draws from π(p) can be transformed into draws from f(p) and
vice-versa. To this end, consider pairs of distributions related by disaggregation
defined as follows:
Definition 4.1 (Disaggregation). Let µ = (µ0, . . . , µk) and ν = (ν0, . . . , νv) be
probability distributions on ∆k and ∆v respectively with v ≤ k. We say that
µ is a disaggregation of ν if there exists a partition of {0, . . . , k} into v + 1 sets




µj , for all i ∈ {0, . . . , v}.
If µ is a disaggregation of ν, then we shall equivalently say that ν is an aggregation
of µ.
If µ = (µ0, . . . , µk) is a disaggregation of ν = (ν0, . . . , νv) then, sampling from µ
is equivalent to sampling from ν in the following sense:
Given X ∼ µ, define Y as Y := i if X ∈ Ai. Then Y ∼ ν.
Given X ∼ ν, define Y by letting




Then Y ∼ µ.
Figure 1. Disaggregation. A sample from µ is directly mapped to a
sample from ν. A sample from ν can be mapped to µ proportionally.
ν ∝ 2(p0 − p1)
2 3p0 p0p1
µ ∝ p0 p0 (p0 − p1)
2 p0 p0p1 (p0 − p1)
2
Our proposed construction requires being able to draw exactly from the station-
ary distribution of a Markov chain, a deed that we achieve by perfect simulation
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techniques. In particular, we will use Coupling From the Past (CFTP) [52] a review
of which is presented in the following section.
4.2.1 Coupling from the past
Perfect sampling is a well developed approach [26] to devise specialised algo-
rithms, necessarily with random running time, that will output a single draw exactly
from the stationary distribution of a Markov chain, rather than from its approxi-
mation. Coupling From the Past (CFTP) [52] is a pioneering technique in this field
and illustrative for our purposes. The idea behind the method relies on starting
the chain at time −∞, so that at present time one would have a sample from the
stationary distribution. This may not seem practical, but as pointed out in [52],
one can make use of coupled chains to decide when to stop tracking the chain back
in time. In practice, it is convenient to introduce an update function for the chain.
Given a state i and a source of randomness, the update function returns the state
of the chain at the next step. Such source of randomness is commonly represented
by a single draw from a uniform random variable U , as one could then consider
its binary representation to have an arbitrary number of uniform random variables
and transform them, at least in principle, via inversion sampling. However, for our
specific application, it is natural to consider the given die a source of randomness.
As discussed in Section 1.4, we can resort to the die to generate uniform random
variables. However, for better clarity, we consider having access to both the die and
a uniform random variable as source of randomness for the update function, defined
as follows:
Definition 4.2 (Update function). Let (Xt)t∈N be a Markov chain on Ω = {0, 1, . . . , k}.
Assume p ∈ ∆m and let B ∼ p and U ∼ Unif(0, 1). A function
φ : Ω× {0, 1, . . . ,m} × [0, 1]→ Ω
is an update function for the Markov chain (Xt)t∈N if
P(Xt+1 = j|Xt = i) = P(φ(i, B, U) = j), ∀i, j ∈ Ω.
We will write φt(x,B,U) = φ(φ(. . . (φ(x,B1, U1), B2, U2), . . .), Bt, Ut) to indicate
the state of the chain after t steps when starting from x.
Given an update function φ, CFTP is implementable via Algorithm 15. Under
mild assumptions, namely that there is a positive probability of termination, Al-
gorithm 15 produces samples from the stationary distribution of the Markov chain
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[26, 52].
Algorithm 15 Coupling From the Past
Input: an update function φ for a Markov chain (Xt)t∈N on Ω = {0, . . . , k} with
unique stationary distribution π; a black box to sample from p ∈ ∆m.
Output: A sample from π.
1: Set T ← 1
2: for i = 0, . . . , k do X
(i)
0 ← i end for
3: repeat
4: Sample independently B−T ∼ p and U−T ∼ Unif(0, 1)
5: for i = 0, . . . , k − 1 do X(i)0 ← φT (i, (B−T , . . . , B−1), (U−T , . . . , U−1)) end
for











Notice that CFTP needs to keep track of the trajectories of k coupled chains.
If k is large implementing the algorithm may become infeasible. A more efficient
version of CFTP can be designed for monotonic Markov chains [52]. In particular,
assume that the state space Ω of the Markov chain (Xt)t∈N admits a partial order
, and there exist the maximum and the minimum states, say 0 and k, respectively;
i.e., ∀j ∈ Ω, j  k and 0  j. The monotonic update function is defined as follows.
Definition 4.3 (Monotonic update function). An update function φ as in Definition
4.2 is monotonic if for all B ∈ {0, 1, . . . ,m} and U ∈ [0, 1]
i  j =⇒ φ(i, B, U)  φ(j, B, U). (4.2)
In the monotonic case it is enough to track coalescence of just two chains, started
from the minimum and the maximum state. Algorithm 16 presents CFTP with
monotonic update function φ.
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Algorithm 16 Monotonic Coupling From the Past
Input: a monotonic update function φ for a Markov chain (Xt)t∈N on Ω =
{0, . . . , k} with minimum and maximum states, 0 and k respectively and with unique
stationary distribution π; a black box to sample from p ∈ ∆m.
Output: A sample from π.
1: Set T ← 1, X0 ← 0 and Y0 ← k
2: repeat
3: Sample independently B−T ∼ p and U−T ∼ Unif(0, 1)
4: Set X0 ← φT (0, (B−T , . . . , B−1), (U−T , . . . , U−1))
5: Set Y0 ← φT (k, (B−T , . . . , B−1), (U−T , . . . , U−1))
6: Set T ← T + 1
7: until X0 = Y0
8: Output X0
Remark 4.4. Commonly, monotonic CFTP is implemented so that T is doubled at
each iteration (replacing line 6 of the algorithm with T ← 2T ), so to optimise the
number of times φT needs to be evaluated. To see why, let T? be the coalesce time,
i.e. the first time such that X0 = Y0 in Algorithm 16. Then, increasing T by one at
each iteration will result in (T 2? + T?) simulation steps and T? rolls of the p-die. On
the other hand, if T is doubled at each iteration, the algorithm will require at most
8T? simulation steps (cf. Section 5.2 of Propp and Wilson [52]), but 2
dlog2(T?)e rolls
of the p-die. There is therefore a trade-off which depends also on the computational
effort that comes with rolling the given die. In the following, we will just consider
T ← T + 1 as presented in Algorithm 16 so to minimise the required number of dice
rolls.
4.2.2 Ladder over R
We now introduce a class of probability distributions π : ∆m → ∆k that will be
of main interest in the remainder of the chapter. Recall that the 1-norm of a vector
a = (a0, . . . , an) is ‖a‖1 =
∑n
j=0 |aj |.
Definition 4.5 (Multivariate ladder). For every p = (p0, . . . , pm) ∈ ∆
m let π(p) =
(π0(p), . . . , πk(p)) be a probability distribution on Ω = {0, . . . , k}. We say that π(p)
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where
• C(p) is a polynomial with real coefficients that does not admit roots in ∆̄m;
• ∀i, j, Ri is a strictly positive real constant and ni,j ∈ N≥0;
• Denote ni = (ni,0, ni,1, . . . , ni,m). There exists an integer d such that ‖ni‖1 = d
for all i. We will refer to ni as the degree of πi(p) and to d as the degree of
π(p).
Moreover, we say that π(p) is a connected ladder if
• Each i, j ∈ Ω are connected, meaning that there exists a sequence of states
(i = s1, s2, ..., st = j), such that
∥∥∥nsh − ns(h−1)∥∥∥1 ≤ 2 for all h ∈ {2, . . . , t}.
Finally, we say that π(p) is a fine ladder if
• ni = nj implies i = j.
Figure 2 gives a graphical representation of a multivariate ladder and motivates
the following concept of neighbourhood.
Definition 4.6 (Neighbourhoods on ladders). On a multivariate ladder π : ∆m →
∆k define the neighbourhood of i ∈ Ω as N (i) = {j ∈ Ω \ {i} :
∥∥ni − nj∥∥1 ≤ 2}.
Note that for connected ladders N (i) must have at least one element for each i (in
the non-trivial case of k > 1).
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(a) Fine and connected ladder





















(b) Fine, but not connected ladder























(c) Connected, but not fine ladder
π : ∆2 → ∆5
Figure 2. Multivariate ladders over R. Edges represent connected
states.
Operations on ladders
We now introduce three operations on ladders of which we will make extensive
use: increasing the degree of a ladder, thinning and augmenting a ladder.
Definition 4.7 (Increasing the degree). Let π : ∆m → ∆k be a multivariate ladder
of degree d. Increasing the degree of π yields a new ladder π′ : ∆m → ∆(k+1)(m+1)−1
of degree (d + 1) with probabilities π′l(p) on Ω
′ = {0, . . . , (k + 1)(m + 1) − 1} of
the form π′l(p) := πi(p)pj , where i ∈ {0, . . . , k} and j ∈ {0, . . . ,m} are the unique
solution of l = i(m+ 1) + j.
Increasing the degree corresponds to multiplying each state by p0, . . . , pm and
the resulting ladder π′(p) is a disaggregation of π(p). Indeed, let A0, . . . , Ak be
Ai := {i(m+ 1), . . . , i(m+ 1) +m}.
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Definition 4.8 (Thinning). Let π : ∆m → ∆k be a multivariate ladder of degree
d. Thinning π yields a fine ladder π′ by joining all the states of π with the same
monomial. Thus π′ : ∆m → ∆w where k ≥ w := |{n0, . . . ,nk}|, and by (4.3)
the probabilities π′l(p) on Ω














Clearly, π(p) is a disaggregation of the resulting π′(p). Moreover, if π is a
connected ladder, then so is π′.
Increasing the degree will typically not result in a fine ladder as it produces
“redundant” states, however thinning can be applied subsequently. We will refer to
increasing the degree of the ladder first and thinning it afterwards, as augmenting
the ladder.
Definition 4.9 (Augmenting). Let π : ∆m → ∆k be a multivariate ladder of degree
d. The augmented ladder π′ : ∆m → ∆w, where w < min
{






is obtained by first increasing the degree of π and then thinning it.





in the augmented ladder of degree d+ 1, follows by





homogeneous monomials of degree d in m
variables. Importantly, sampling from π and its augmented ladder π′ is equivalent,
since it is enough to transform the sample in line with the disaggregation and aggre-
gation steps applied. Finally we make the following important remark that connects
the operation of augmenting a ladder to that of convolution of random variables.
Remark 4.10. Let m = 1, π be a fine ladder and assume ni’s are ordered lexico-
graphically. Moreover, let W ∼ Ber(p) be independent of X ∼ π(p) and Y be the
convolution of the two, that is Y = X + W . Then, Y ∼ π′(p), where π′ is the
augmented π.
Notice that given a multivariate ladder π : ∆m → ∆k, augmenting it enough
times yields a fine and connected ladder.
Proposition 4.11. Let π : ∆m → ∆k be a multivariate ladder of degree d. Augment
π d times to construct π′ : ∆m → ∆w, where w < min
{






Then π′ is a fine and connected ladder and sampling from π′ is equivalent to sampling
from π.
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In practice, it may be enough to augment the ladder π less than d times to
produce a fine and connected ladder π′.
Univariate fine and connected ladder over R
Consider the special case of fine and connected ladders where m = 1, which will
be of particular interest for the monotone CFTP implementation. We shall call such
ladders univariate and denote p0 = 1− p and p1 = p. The condition that C(p) has




, i = 0, . . . , k. (4.4)
This case corresponds to having access to a p-coin and simulating a (k + 1)-sided
die, so that the classic Bernoulli Factory setting falls in this scenario.
4.3 A dice enterprise for rational functions
We now tackle the problem of designing an algorithm that given a die where the
probability p ∈ ∆m of rolling each face is unknown, produces rolls of a die (possibly
having a different number of faces v) where the probability associated to each face
is f(p), i.e. given by a rational function f : ∆m → ∆v. We first show how to
decompose a rational function f into a fine and connected ladder π : ∆m → ∆k such
that sampling from f(p) is equivalent to sampling from π(p). Then, we detail how
to construct a Markov chain that admits such π(p) as its stationary distribution.
Finally, we apply CFTP perfect sampling technique to get a sample exactly from
π(p). The algorithm produces exact draws from π(p) for any m, but for the case
m = 1 the CFTP has a monotonic implementation with improved efficiency.
4.3.1 Construction of π
Theorem 4.12 below shows that for any rational function f : ∆m → ∆v, a fine
and connected ladder π : ∆m → ∆k can be constructed, such that sampling from
f is equivalent to sampling from π. The construction is explicit and among others,
builds on the ideas of Mossel et al. [42].
Roughly speaking the key steps of our proposed method are the following:




, . . . , Dv(p)Ev(p)
)
be a given rational function
where Di(p) and Ei(p) are positive and relatively prime polynomials.
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2: Apply Lemma 4.33 (presented in Section 4.6) to each fi(p), so that f(p) =(
d0(p)
e0(p)
, . . . , dv(p)ev(p)
)
and each di(p) and ei(p) is an homogeneous polynomial with
positive coefficients.
3: Rewrite f(p) using a common denominator, so that
f(p) = 1C(p)(G0(p), . . . , Gv(p)).
4: Rewrite each polynomial Gi(p) as a homogeneous polynomial of degree d.
5: Using Proposition 4.11, construct a fine and connected ladder π(p) sampling
from which is equivalent to sampling from f(p).
Detailed construction can be found in the proof of the following theorem and is
also illustrated in Example 4.28.
Theorem 4.12. Let f : ∆m → ∆v be a probability distribution such that every
fi(p) is a rational function with real coefficients. Then, one can explicitly construct
a fine and connected ladder π : ∆m → ∆k such that sampling from π is equivalent
to sampling from f .
Notice that we assume that f(p) ∈ ∆v for every p ∈ ∆m. This rules out functions
such as f(p) = min(2p, 1) - as expected since a Bernoulli Factory for such function
cannot be constructed (cf. discussion in Section 1.1).
4.3.2 Construction of the Markov chain
Let π : ∆m → ∆k be a fine and connected ladder. We now consider the problem
of designing a Markov chain that admits it as its stationary distribution. The main
idea behind the construction is depicted in Figure 3: a roll of the die determines
the possible directions for the next move. We then draw a Uniform r.v. and decide
whether the chain stays still or moves to a specific state. We can then write the off
diagonal entries of the transition matrix P of the chain as an entrywise product of
V and W , i.e.
Pi,j =
Vi,j ·Wi,j if i 6= j1−∑h6=i Pi,h if i = j (4.5)
where V is a matrix of real numbers in [0, 1] and W is a matrix where the off diagonal
elements are either null or equal to pb for some b ∈ {0, . . . ,m}.
It is convenient to introduce the following definition of neighbourhood that, once
the (m+ 1)-sided die has been rolled, details where the chain may move.
Definition 4.13. Let π : ∆m → ∆k be a fine and connected multivariate ladder.
Let b ∈ {0, . . . ,m} and let eb ∈ ∆̄
m be the bth standard unit vector. For each
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(b) Possible moves given a
roll of the die
Figure 3. Markov chain structure for a multivariate ladder
i ∈ Ω = {0, . . . , k} define the neighbourhood of i in the direction of b as
Nb(i) = {j ∈ N (i) : (nj)b = (ni)b + 1}, (4.6)
where (nj)b represents the element at the b
th position of vector nj and N (i) is the





where recall that Rj denotes the ladder’s coefficients (cf. Definition 4.5).





We can now set the elements of the matrix W in (4.5) as
Wi,j =
pb if j ∈ Nb(i)0 if j 6∈ N (i). (4.8)
We are left to define the matrix V in eq. (4.5). In principle, to speed up the
convergence of CFTP it is good practice to reduce the mixing time of the chain [52].
A related and more operational criterion is that of Peskun ordering [49]:
Definition 4.14. Given two reversible Markov chains with the same stationary
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distribution π and with transition matrices P and Q, we say that Q dominates P
in Peskun sense, and write Q P P, if each of the off diagonal elements of Q are
greater or equal to the corresponding elements of P .
If Q P P then, for any π integrable target function f, using Q results in a
smaller asymptotic variance in the Markov chain CLT than using P . Moreover, for
positive operators, if Q P P then the Q-chain converges in total variation more
rapidly towards the stationary distribution [40]. Consequently, Peskun ordering
represents a valuable tool to assess our choice of the transition matrix.
The requirement of having a reversible Markov chain leads to a natural choice




if j ∈ Nb(i) and i ∈ Nc(j). (4.9)
It is easy to check that this choice produces a transition matrix P that satisfies
the detailed balance condition and that π(p) is the stationary distribution of the
chain. However, this choice may not be optimal in Peskun’s ordering. Therefore,
we propose a different construction and define the matrix V of eq. (4.5) iteratively.
First, we select the state i ∈ Ω and the roll b ∈ {0, . . . ,m} that maximises Sb(i); i.e.
we identify the pair of state and die face from which it is easiest for the chain to








that the denominator is purposely set equal to Sb(i) so that detailed balance condi-
tion is satisfied). We then proceed analogously, now identifying a new pair of state
and die face for which the probability of moving out from such state (going in the
direction of the given face) is maximised, taking into account the entries of V that
have already been fixed. The detailed procedure is described in Algorithm 17. We
prove in Proposition 4.15 that since at each step we ensure that the detailed balance
condition holds, this leads to a valid reversible chain and π(p) is its unique station-
ary distribution. Importantly, the so-constructed transition matrix P is optimal in
Peskun ordering. We prove this in Proposition 4.16, the key point being that since
at each step we select the pair of state and die face that maximises the off-diagonal
elements of V , any other choice would produce a matrix P that is no longer a valid
stochastic matrix for all p ∈ ∆m.
Proposition 4.15. Let π : ∆m → ∆k be a fine and connected ladder. Consider
a discrete-time Markov chain (Xt)t∈N on Ω = {0, . . . , k}. Let P as in (4.5) be the
transition matrix of the chain, where W is as in (4.8) and V is the matrix output
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Algorithm 17 Construction of the Markov chain transition matrix
Input: A multivariate ladder π : ∆m → ∆k on Ω = {0, . . . , k}
Output: The matrix V composing the transition kernel in equation (4.5).
Initialisation step
1: Initialise V as a (k + 1)× (k + 1) null matrix




4: Set b, i← arg maxb,i Sb(i)
5: for each j ∈ Nb(i) do
Assign maximum probability of moving from state i having rolled b
6: Vi,j ← Rj/Sb(i), Nb(i)← Nb(i) \ {j}, Wb(i)←Wb(i) +Rj/Sb(i)
Assign values for the reverse move
7: Set c such that i ∈ Nc(j)
8: Vj,i ← Ri/Sb(i), Nc(j)← Nc(j) \ {i}, Wc(j)←Wc(j) +Ri/Sb(i)










12: until Nb(i) = ∅, ∀i ∈ Ω, b ∈ {0, . . . ,m}
by Algorithm 17. Then, (Xt)t∈N is a time-reversible Markov chain that admits π(p)
as its unique stationary distribution.
Proposition 4.16. Let π : ∆m → ∆k be a fine and connected ladder. Consider the
Markov chain defined in Proposition 4.15. Then, there does not exist a reversible
Markov chain with the same adjacency structure and stationary distribution that
dominates it in the Peskun sense.
Example 4.17. Consider the multivariate ladder



























We can graphically represent the ladder as
102
















The neighbourhoods of each state are
N (0) = {1}, N (1) = {0, 3, 4}, N (2) = {3, 5},
N (3) = {1, 2, 4, 5}, N (4) = {1, 3}, N (5) = {2, 3}.
and given how we defined Nb(i) we have
N0(0) = ∅, N1(0) = ∅, N2(0) = {1},
N0(1) = {0}, N1(1) = {3}, N2(1) = {4},
N0(2) = ∅, N1(2) = ∅, N2(2) = {3, 5},
N0(3) = {1}, N1(3) = {2, 5}, N2(3) = {4},
N0(4) = {1}, N1(4) = {3}, N2(4) = ∅,
N0(5) = {2, 3}, N1(5) = ∅, N2(5) = ∅.





p2 0 0 0 0
p0 · 0 p1 12p2 0















where · represents the required quantity so that the rows sum up to 1.
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4.3.3 Perfect sampling
We now introduce an update function for the Markov chain defined in Proposition
4.15 so that CFTP is implementable. Given the current state, a roll of the die B,
and a draw from a uniform random variable U , the update function details where
the chain moves next (its formal definition can be found in Section 4.2.1). This
motivates the choice of defining the transition matrix as the element-wise product
of two matrices (cf. equation (4.5)): if the chain is in state i, we attempt to move
to any state j such that Wi,j = pB and reach a final decision by comparing U
and the values of Vi,j . We are then able to draw samples from a multivariate fine
and connected ladder and thus solve the original problem via Theorem 4.12. For
the general case of a die with more than 2 faces, the update function defined in the
following proposition is not necessarily monotonic. However, in the Bernoulli Factory
setting of m = 1, we can define a monotonic update function for the Markov chain
as shown in Corollary 4.19. Notice that even when a monotonic construction is not
available, CFTP can still be used in practice. As numerical examples demonstrate
(cf. Examples 4.29, 4.31), if the degree of the polynomials and the numbers of faces
of the given die are not too large, running times are not prohibitive.
Proposition 4.18. Given a fine and connected ladder π : ∆m → ∆k, consider the
Markov chain (Xt)t∈N with transition matrix P of the form (4.5) and defined in
Proposition 4.15. Let B ∼ p and U ∼ Unif(0, 1) be independent random variables.
Given i ∈ Ω denote the elements of NB(i) as NB(i) = {j0, . . . , jw}. Define the
function φ : {0, . . . , k} × {0, . . . ,m} × [0, 1]→ {0, . . . , k} as
φ(i, B, U) =

j0 if U ≤ Vi,j0 ,










Then φ is an update function for the Markov chain (Xt)t∈N.
4.3.4 A special case: from coins to dice
Assume that we are given a p-coin, and write p0 = 1− p and p1 = p, to consider
a fine and connected ladder of the form π : (0, 1)→ ∆k as in equation (4.4). In this
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case the definition of neighbourhoods simplifies and so does the Markov chain defined
in Proposition 4.15. Moreover, given the simplified structure of the state space, the
update function defined in Proposition 4.18 is monotonic, so that monotonic CFTP
can be employed. These observations are summarised in the following Corollary.
Figure 4 gives a graphical representation of the dynamics of the Markov chain.
Corollary 4.19. Let π : (0, 1)→ ∆k be a fine and connected ladder as in equation
(4.4). The transition matrix of the Markov chain (Xt)t∈N defined in Proposition














if j = i+ 1, j < k,
0 otherwise.
(4.11)
Let U ∼ Unif(0, 1) and p−coin B be an independent r.v. (i.e. P(B = 1) = 1−P(B =
0) = p). The update function defined in Proposition 4.18 can be rewritten as
φ(i, B, U) =

i− 1 if i > 0, B = 0, U ≤ Ri−1Ri−1∨Ri ,
i+ 1 if i < k,B = 1, U ≤ Ri+1Ri∨Ri+1 ,
i otherwise.
(4.12)
Moreover, φ is a monotonic update function for the Markov chain (Xt)t∈N where 0































Figure 4. Transition probabilities on a fine and connected univariate
ladder.
4.3.5 Efficiency of the algorithm
We now provide some results on the expected number of rolls of the original
die required by CFTP and give insights on how the algorithm can be sped up. In
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particular, we provide conditions for the expected number of rolls to be bounded
uniformly in p. Interestingly, this is always the case when m = 1, thus also in the
Bernoulli Factory scenario. Moreover, we give tighter bounds when the univariate
ladder is strictly log-concave, as defined below, and show that univariate ladders can
be always transformed into an equivalent log-concave ladder through augmentation.
Definition 4.20 (Log-concave discrete distribution). A discrete distribution µ on
Ω = {0, . . . , k} is log-concave if for all 0 < i < k,
µ2i ≥ µi−1µi+1. (4.13)
If the inequality is strict, then µ is said to be strictly log-concave.
We shall also show that augmenting the degree of the ladder produces a log-
concave distribution out of a ladder that is not itself log-concave. To that end, we
provide the following general theorem that is of independent interest.
Theorem 4.21. For every discrete random variable W on Ω = {0, . . . , n0} where
n0 <∞, there exists a number n = n(W ) such that W +Bn is strictly log-concave,
where Bn is an independent Binomial(n, 1/2).
Proof of the theorem is deferred to the appendix. Several works have looked into
whether log-concavity is preserved [21, 54], but checking whether some operations
introduce log-concavity seems to be a harder problem [29] and the above result
appears to be the first in this direction.
Building on Theorem 4.21, we will show that augmenting the degree of the
ladder may lead to faster implementation. This is expanded in Proposition 4.26 and
empirically verified in Examples 4.27 and 4.29.
General case
Proposition 4.22. Let π(p) : ∆m → ∆k be a fine and connected ladder of degree
d. Write ni as in Definition 4.5 and assume E := {b ∈ {0, . . . ,m} : ∃i, ni,b = d} is
nonempty. Denote by N the number of rolls of the original die required by CFTP
when the update function of Proposition 4.18 is used. Then, one can explicitly






} that is a disaggregation of π and such that
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where a ∈ (0, 1] is a constant independent of p.
If E = {0, . . . ,m}, then we can bound N by a quantity independent of p, that
is













From coins to dice
We now restrict our analysis to rational functions of the form f : (0, 1) → ∆v,
where an implementation of monotonic CFTP is possible. We study the efficiency of
the proposed method in terms of the required number of tosses of the given p-coin.
A direct consequence of Proposition 4.22 is the following.
Corollary 4.23. Let π(p) : (0, 1)→ ∆k be a fine and connected ladder. Denote by
N the number of tosses of the p-coin required by CFTP when the update function
of Corollary 4.19 is used. Then, one can explicitly construct a new ladder π′(p) :
(0, 1)→ ∆2k that is a disaggregation of π and such that




















∈ (0, 1] is a constant independent of p.
Therefore, the expected running time of the algorithm can be bounded uniformly
in p. However, the bound proposed in Corollary 4.23 is generally very loose and
does not give insights into how the algorithm could potentially be sped up. We now
provide a tighter bound under the condition that the ladder π(p) is a log-concave
distribution.
The proof of the following proposition is in spirit similar to the Path Coupling
technique of [5].
Proposition 4.24. Let π : (0, 1) → ∆k be a univariate fine and connected ladder
as in (4.4). Assume further that π is strictly log-concave and that the Markov chain
and update function defined in Corollary 4.19 are used. Then
P(N ≥ n) ≤ (k − 1)ρn and
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where ρ ∈ (0, 1) for all p ∈ (0, 1) is given by
ρ = max
i∈{0,...,k−2}
[1− (Pi,i+1 − Pi+1,i+2)− (Pi+1,i − Pi,i−1)] (4.15)
with Pi,j given by (4.11) with the convention that Pk,k+1 = P0,−1 = 0.
Remark 4.25. Given a univariate fine and connected ladder, ρ as in equation (4.15)
can be explicitly computed for a fixed p ∈ (0, 1). Moreover, the algorithm still
requires a finite number of tosses even if p = 1 or p = 0. In this case the expected





+ . . .+
Rk−2∨Rk−1
Rk−1
if p = 1,
R0∨R1
R0
+ . . .+
Rk−2∨Rk−1
Rk−2
if p = 0.
Given a rational function f : (0, 1)→ ∆v, we have proved in Theorem 4.12 that it
is always possible to construct a univariate fine and connected ladder π : (0, 1)→ ∆k.
However, π may not be strictly log-concave. Using Theorem 4.21, we now show that
augmenting the ladder enough times produces a new ladder that is strictly log-
concave, so that Proposition 4.24 applies.
Lemma 4.26. Let π : (0, 1) → ∆k be a univariate fine and connected ladder as in
Section 4.2.2. Then, one can explicitly construct a new univariate fine and connected
ladder π′ : (0, 1)→ ∆w where w ≥ k such that π′ is a disaggregation of π and π′ is
strictly log-concave.
Hence increasing the degree of a generic univariate fine and connected ladder
π : (0, 1) → ∆k may lead to a faster implementation of monotonic CFTP despite
an increased number of states that the chain needs to visit. Clearly, this leads to a
trade-off that the user may want to calibrate, as shown in Examples 4.27 and 4.29.
Example 4.27. Consider sampling from the following ladder
π(p) ∝ ((1− p)4, 1000p(1− p)3, p2(1− p)2, 500p3(1− p), p4).
Clearly, π is not log-concave. We can augment the ladder up to two times to obtain
respectively
π(1) ∝ ((1− p)5, 1001p(1− p)4, 1001p2(1− p)3, 501p3(1− p)2, 500p4(1− p), p5)
π(2) ∝ ((1− p)6, 1002p(1− p)5, 2002p2(1− p)4,
1502p3(1− p)3, 1001p4(1− p)2, 500p5(1− p), p6).
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Notice that now π(2) is strictly log-concave. Table 5 shows the empirical number of
tosses required by the algorithm when sampling from either π(p), π(1)(p) or π(2)(p)
for different values of p. Notice that even if π(1)(p) is not log-concave, it still leads
to a slightly faster implementation than when targeting π(2)(p).
True value of p
0.01 0.1 0.25 0.5 0.75 0.9 0.99
Ê[Nπ] 561.31 621.73 827.86 1332.63 1433.59 1209.28 1090.54
Ê[N
π
(1) ] 92.35 12.21 7.72 8.65 9.48 12.59 87.05
Ê[N
π
(2) ] 93.17 13.33 9.43 11.29 11.67 14.47 89.56
Table 5: Average number of required tosses of the p-coin over 1,000 runs of the
algorithm when targeting π, π(1) and π(2).
4.4 Examples and implementation
An R package implementing the method and reproducing the examples is avail-
able at https://github.com/giuliomorina/DiceEnterprise. The user is just re-
quired to define the function f(p) and to provide a function that rolls the original
die. Then, the package automatically constructs the fine and connected ladder and
implements CFTP. If the original die has only two faces, the monotonic version of
CFTP is automatically employed.
We now show how the method works and performs on some examples, all of
which can be reproduced using the provided package. We start with a toy example
to better explain and highlight the construction proposed in Theorem 4.12 and
Proposition 4.15. Next, we examine efficiency of the monotonic and general versions
of the algorithm by considering higher order rational functions. We also consider
the so-called logistic Bernoulli factory as studied in [24]. We show that our method
leads to a simple algorithm which on average requires the same number of tosses
as the approach of [24]. Finally, we deal with a slightly different scenario where
instead of an m-sided die, m independent coins are provided where the probability
p = (p0, . . . , pm−1) ∈ (0, 1)
m of tossing heads is unknown. In particular, we notice
how we can construct a Dice Enterprise for the “Bernoulli Race” function considered
by Dughmi et al. [12] which again has the same performance in terms of the expected
number of required tosses.
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Example 4.28 (Toy example of Bernoulli Factory). Let p ∈ (0, 1) and assume we





2− 5)p3 + 11p2 − 9p+ 3
,
having access only to a p-coin. Our proposed construction produces the following
fine and connected ladder
π(p) = (3(1− p)4, 3p(1− p)3, 2p2(1− p)2, (
√
2 + 2)p3(1− p),
√
2p4),
via the following steps:
1. Let C(p) = (
√











Convert D0(p) and D1(p) into homogeneous polynomials in the variables p and
(1− p) with positive coefficients and of the same degree. This can be achieved
by using the multinomial theorem (cf. proof of Theorem 4.12). We get
D0(p) = 2p








(3(1− p)3, 2p2(1− p),
√
2p3).
and notice that if X ∼ π′, then W = I(X ∈ {3}) is distributed as f(p).
2. Notice that π′ is not a connected ladder, as there is no term proportional to




(π̃0(p), π̃1(p), π̃2(p), π̃3(p), π̃4(p), π̃5(p)),
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Notice that if Y ∼ π̃, then X = I(Y ∈ {2, 3}) + 2 · I(Y ∈ {4, 5}) is distributed
as π′.
3. Finally, we can construct a fine and connected ladder by adding up together




(3(1− p)4, 3p(1− p)3, 2p2(1− p)2, (
√
2 + 2)p3(1− p),
√
2p4).
Assume Z ∼ π, U ∼ Unif(0, 1) and let
Y = I(Z = 1) + 2 · I(Z = 2)+
3 · I
(





+ 4 · I
(






+ 5 · I(Z = 4)
so that Y ∼ π̃.
Table 6 shows the performance of CFTP for different values of the unknown
probability p.
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p 0.01 0.25 0.5 0.75 0.99
f(p) 0.00 0.02 0.22 0.65 0.99
f̂(p) 0.00 0.00 0.00 0.01 0.01 0.02 0.18 0.21 0.23 0.63 0.66 0.69 0.98 0.99 0.99
Ê[N ] 4.80 7.45 10.61 8.05 5.94






and for different values of the true unknown probability p. The
algorithm has been run 1,000 times to obtain tosses of the f(p)-coin and f̂(p) is the
sample average. Smaller numbers represent 95% confidence interval computed via
the method of [57]. Ê[N ] is the empirical expected number of tosses in a run of the
CFTP algorithm.
Example 4.29 (Augmenting the number of states can lead to faster running time).
Given a p-coin, consider constructing a 3-sided die where the probability of rolling
each face is given by
π(p) ∝ {p20, p10(1− p)10, (1− p)20}. (4.16)
A naive rejection sampling approach to construct a Bernoulli Factory for π(p) would
be the following: toss the p-coin 20 times and with probability 1/3 output 1 if all
the tosses are heads, with probability 1/3 output 2 if the first 10 tosses are heads
and the last 10 tosses are tails, with probability 1/3 output 3 if all the tosses are
tails. In all other cases, restart the algorithm.
Assume now that p = 1/2, so that the expected number of tosses of this naive
procedure would be E[N ] = 220 ≈ 106. Table 7 shows the performance of our novel
algorithm on the same example when targeting the ladder of equation (4.16), as
well as when targeting the augmented ladder where extra states are added. Indeed,
Lemma 4.26 and Proposition 4.24 suggest that doing so may lead to faster perfor-
mance, as empirically confirmed. Notice that to get a strictly log-concave ladder,
we need to augment π at least 203 times. In practice, it is enough to augment it
around 40 times to obtain optimal performance, due to the trade-off effect discussed
in Section 4.3.5.
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Number of states added to the original ladder π(p)
+0 +20 +40 +60 +80 +100 +120
Ê[N ] 5337.7 585.7 471.4 481.7 529.3 590.4 647.9
+140 +160 +180 +200 +220 +240 +260
Ê[N ] 717.2 774.2 840.2 892.3 927.3 996.4 1038.9
Table 7: Implementation of the Dice Enterprise for the function of eq. (4.16) when
p = 1/2. The algorithm has been run 1,000 times and Ê[N ] is the empirical number
of tosses of the p-coin required. The augmented ladder is strictly log-concave when
at least 203 states are added.
Consider now a slightly different example, where a 3-sided fair die is given, i.e.
p = (1/3, 1/3, 1/3), and the aim is to construct a 4-sided die where the probability












A naive approach as the one before would require on average E[N ] = 315 ≈ 1.4×107
rolls of the p-die. Although the result of Proposition 4.24 does not hold here, as
a monotonic implementation of CFTP is not possible, augmenting the ladder may
still lead to faster performance. This is indeed the case, as shown in Table 8, where
targeting the ladder with 60 extra states leads to an implementation that requires on
average around 840 tosses of the p-die, instead of more than 100,000 when directly
targeting the original π(p).
Number of states added to the original ladder π(p)
+0 +10 +20 +30 +40 +50 +60 +70
Ê[N ] 174246.4 2569.0 1341.5 1032.9 912.5 874.0 841.4 860.1
Table 8: Implementation of the Dice Enterprise for the function of eq. (4.17) when
p = (1/3, 1/3, 1/3). The algorithm has been run 1,000 times and Ê[N ] is the empir-
ical number of rolls of the p-die required.
Example 4.30 (Logistic Bernoulli Factory). Consider constructing a Bernoulli fac-
tory for the function
Cp
1 + Cp
, C > 0.
Such problem is considered in [24] where it is referred as constructing a logistic
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Bernoulli factory. In the same paper, the author proposes an ad-hoc algorithm that
exploits properties of thinned Poisson processes and requires on average E[NH ] =
C/(1 + Cp) tosses of the p-coin. We now show that our proposed method leads to
an alternative algorithm that requires on average the same number of tosses. The




((1 + C)p, (1− p)).
Given Y ∼ π and U ∼ Unif(0, 1), we output heads if Y = 1, U < C/(1 + C) and
tails otherwise. Sampling from π(p) boils down to sampling from the stationary
distribution of a Markov chain consisting of only two states, as depicted in Figure
5. CFTP needs to keep track of only two chains starting in the two states and the
algorithm stops as soon as one of the two chain moves, as they cannot both move
at the same time. In particular, the particles coalesce if heads is tossed or if the
uniform r.v. U drawn by the algorithm is such that U ≤ 1/(1 + C). Therefore,
CFTP is equivalent to algorithm 18 which is a special case of the 2-coin algorithm
presented in [16, 17] with c1 = C, c2 = 1, p1 = p, p2 = 1.
Algorithm 18 Logistic Bernoulli Factory
Input: black box to sample from Ber(p), a constant C > 0.
Output: a sample from Ber(Cp/(1 + Cp)).
1: Sample U ∼ Unif(0, 1)
2: if U ≤ 11+C then set Y := 0
3: else
4: Sample B ∼ Bern(p)
5: if B = 1 then set Y := 1

















Figure 5. Dynamic of the Markov chain with stationary distribution
π(p) = 11+Cp ((1 + C)p, (1− p)).
The probability that the algorithm stops at a specific iteration is 1+Cp1+C . Since
each iteration is independent of the others and the probability that a toss of the









and it is thus equal to E[NH ].
Example 4.31 (Independent coins and Bernoulli Race). We now deal with a slightly
different scenario where instead of having access to a die, m independent coins are
given. Similarly, the probability of tossing heads on each of the coin is unknown
and given by p = (p0, . . . , pm−1) ∈ (0, 1)
m, so that the problem is now obtaining
a sample from a rational function f : (0, 1)m → ∆v. There are several ways to
transform tosses of m coins into a roll of a die. In particular, we can construct an
(m + 1)-sided die in the following fashion. Firstly, we choose uniformly which coin
to toss, say the ith. If the result is heads we output i ∈ {0, . . . ,m − 1}, otherwise
we output m. The probabilities of obtaining each face by rolling the so constructed
(m + 1)-sided die is then given by p̃ =
(
p0









function f(p) can be transformed into a function of p̃ by substituting pi = mp̃i.
We now consider the function f(p) = 1∑m
i=1 pi
(p1, . . . , pm) as in [12], where the
problem of tossing such f(p)-die is named Bernoulli Race. Their proposed algorithm
requires on average E[ND] = m/
∑m
i=1 pi tosses of the m coins. After applying the re-
quired variable transformation, we then consider f(p̃) = 1∑m−1
i=0 p̃i
(p̃0, . . . , p̃m) and we
can then employ our Dice Enterprise methodology. In this particular problem, f(p̃)
is already a multivariate ladder and the transition matrix of the chain constructed
as in Proposition 4.15 is given by
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i 6=0 p̃i p̃1 p̃2 . . . p̃m
p̃0 1−
∑










Notice that CFTP terminates as soon as either 0, 1, . . . ,m−1 is rolled and continues
only when the outcome of the roll is the mth face. In this case, each iteration of
CFTP is independent of the other and the probability that the algorithm stops is
given by










so that E[NCFTP ] = m/
∑m−1
i=0 pi and the algorithm is actually equivalent to the one
proposed in [12].
4.5 Discussion
The Dice Enterprise algorithm introduced in this chapter is a generalisation of
the celebrated Bernoulli Factory algorithms to rational mappings of categorical dis-
tributions. It offers a fully automated procedure that does not require further user
intervention or case specific design tweaks. Furthermore, in the “coin to dice” case
the efficiency of the algorithm can be automatically boosted by increasing the de-
gree of the target polynomials until the distribution is log-concave which guarantees
fast convergence. The version we developed is based on Coupling From the Past
and enjoys an efficient monotonic implementation in the “coin to dice” case, how-
ever CFTP can be replaced by any other Markov chain perfect sampling routine,
including Fill’s interruptible algorithm. We demonstrated that several specialised
Bernoulli factory algorithms introduced in literature, such as the two coin algorithm,
the logistic Bernoulli factory or the Bernoulli race can be regarded as special ver-
sions of the Dice Enterprise. A natural open problem that follows from this chapter
is to design a monotone version of the Dice Enterprise in the “dice to dice” scenario.
Further studies may also look into providing bounds for the degree of the decom-
position of rational functions into ladders (based on Pólya positive homogeneous
polynomial theorem [50, 51]) or the number of Bernoulli trials needed to introduce
log-concavity when convoluted with a discrete random variable. Understanding of
these questions is necessary for obtaining more precise upper bounds on running
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time of the algorithm. Computing lower bounds for the expected number of rolls
required by CFTP – perhaps through information criteria (c.f. [38]) or building on
[7, 26] - would complement the theoretical analysis.
Another question of particular interest is establishing the relation between our
approach and that of [42]. Both theirs and our work builds on Polya’s theorem on
homogeneous polynomials, which ensures positivity of all the coefficients and there-
fore allows for a construction of an equivalent probability distribution in a form
that is amenable to simulation via a carefully designed finite automaton, or Markov
chain, respectively. The focus of [42] is on the theoretical side of characterising dis-
tributions through automata rather than on practical algorithm design or efficiency.
In particular, the block simulation considered in their Theorem 2.2, and outlined in
Proposition 2.5, is closely related to what we termed the naive rejection sampling
approach in Example 4.29. Its cost would scale exponentially in the degree of the
involved polynomials. On the other hand, [42] poses an open question (Problem 4.1)
and asks what is the smallest size of an automaton that simulates f(p), and how to
find it. While we do not know the answer to this problem, we conjecture that when
f is a rational function with coefficients in Q, the CFTP procedure we designed for
simulating a fine and connected ladder π(p) : ∆m → ∆k, is a finite automaton with
the set of states S = {0, . . . , k} × {0, . . . , k} and alphabet {0, . . . ,m}. We believe
investigating systematically the connections between these approaches is a research
direction that may lead to interesting conclusions.
117
4. A Dice Enterprise for Rational Functions via Perfect Sampling of
Markov Chains
4.6 Proofs of the results of Chapter 4
Proof of Proposition 4.11
By construction π′ is a fine ladder on Ω′ = {0, . . . , w}. Since one augmentation
operation yields a ladder sampling from which is equivalent to sampling from π, so
does d-fold augmentation. It remains to show that π′ is connected. To this end note







l for some constant C, some
i ∈ {0, ..., k} and some n ∈ Λmd . Define sets A0, . . . , Ak as
Ai = {a ∈ Ω








l for some n ∈ Λ
m
d , Ca ∈ R}. (4.18)
First notice that for a fixed i all the states in Ai are connected by construction
due to d−fold augmentation. It is then enough to show that Ai ∩ Aj 6= ∅ for all
j 6= i. Indeed, let ni and nj be the degree of πi(p) and πj(p) respectively. Then,














l have the same degree
ni + nj and the respective state a ∈ Ω
′ with probability πa′(p) of degree ni + nj
satisfies a ∈ Ai ∩Aj .
Lemma 4.32 (Pólya [50]). Let f : ∆m → R be a homogeneous and positive
polynomial in the variables p0, . . . , pm, i.e. all the monomials of the polynomial
have the same degree. Then, for all sufficiently large n, all the coefficients of
(p0 + . . .+ pm)
nf(p0, . . . , pm) are positive.
Lemma 4.33. Let f : ∆m → (0, 1) be a rational function over R. Then, there exist
homogeneous polynomials


















where dn and en are real coefficients such that 0 ≤ dn ≤ en and f(p) = d(p)/e(p).
We will refer to d as the degree of the decomposition.
Proof. The lemma is a variation of Lemma 2.7 of [42], where m = 1 and coefficients
are integers, and the proof follows the reasoning therein.
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and we can assume that D(p) and E(p) are relatively prime polynomials. Since
f(p) ∈ (0, 1) for all p ∈ ∆m and D(p) does not share any common root with E(p),
it follows that D(p) and E(p) do not change sign in ∆m so that we can assume
without loss of generality that D(p) and E(p) are positive polynomials. Let d0 be
the maximum degree of the polynomials D(p) and E(p). A general representation






















Notice that in general D(p) and E(p) are not homogeneous polynomials, but it is
possible to increase the degree of each term of the summation to be equal to d0.
In fact, since p0 + . . . + pm = 1, one can use the multinomial theorem to define















































































Notice that D(p) and E(p) are positive polynomials. Moreover, since f(p) < 1,
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it follows that also E(p) − D(p) is a positive polynomial. Therefore, by Lemma
4.32 there exists a sufficiently large n, such that the polynomials d(p) = (p0 + . . .+
pm)
nD(p), e(p) = (p0+. . .+pm)
nE(p) and e(p)−d(p), all have positive coefficients.











The degree of the decomposition is therefore d = d0 + n.
Proof of Theorem 4.12
Since f(p) = (f0(p), . . . , fv(p)) is a rational function, we can apply Lemma 4.33 to


















(g0(p), . . . , gv(p)).
Assume w.l.o.g. that each polynomial gi(p) has degree d (if this is not the case, let















Having applied Lemma 4.33 it follows ai,n ≥ 0 for all i ∈ {0, . . . , v}, n ∈ Λ
m
d .
Therefore, we can construct a distribution π′ : ∆m → ∆w on Ω′ = {0, . . . , w}, where





and where each state is one term of the summation in (4.20) for





By construction π′ is a disaggregation of f . Indeed, consider v sets A0, . . . , Av
defined as
Ai = {a ∈ Ω
































By discarding any null term in π′(p), it follows that π′ is a multivariate ladder.
Finally, via Proposition 4.11 we construct a fine and connected multivariate ladder





}, such that sampling from
each f , π′ and π is equivalent.
Proof of Proposition 4.15
We shall prove the result by showing that P is a stochastic matrix and that the
detailed balance condition is satisfied for all p ∈ ∆m. Recall that the off-diagonal
elements of P are given by the off-diagonal elements of V ◦W where ◦ denotes the
entrywise product, W is defined in equation (4.8) and V is the output of Algorithm
17. We first prove that∑
j∈Nb(i)
Vi,j ≤ 1, ∀b ∈ {0, . . . ,m}, i ∈ Ω.
Notice that by how the weights Wb(i) are defined within the algorithm, we have∑
j∈Nb(i) Vi,j =Wb(i).
Having fixed i and b, assume that one of the Vi,j , where j ∈ Nb(i), is obtained in
line 6 of the algorithm. Denote by W?b (i) the new value of Wb(i) after it has been
updated for all j ∈ Nb(i). It follows











where the value of Sb(i) is given in line 9 of the algorithm. At this point the algorithm




b (i) = 1.
Assume now that all the Vi,j for j ∈ Nb(i) have been assigned in line 8 of the
algorithm. For fixed i, we then have that j ∈ Nb(i) and let d ∈ {0, . . . ,m} such that
i ∈ Nd(j). Then Vj,i is assigned in line 6 of the algorithm. Denote the new value of
Wb(i) assigned in line 8 of the algorithm as W
?
b (i). It follows
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where the fact that Sd(j) ≥ Sb(i) follows from the fact that b and i are chosen in
line 4 of the algorithm to maximise Sb(i). The value of Wb(i) will then always be
less or equal than 1, so that
∑














as required. It is now enough to prove that π(p) satisfies the detailed balance
condition for all p ∈ ∆m. If j 6∈ N (i), then Pi,j = Pj,i = 0 and the balance condition


















and by equation (4.8), Wi,j/Wj,i = pb/pc. The fact that Vi,j/Vj,i = Rj/Ri follows
directly from how these values are assigned in the algorithm for the pair i, j in
lines 6 and 8. Given the connectedness condition, π(p) is also the unique limiting
distribution.
Proof of Proposition 4.16
By contradiction, assume that there exists a different reversible Markov chain with
transition matrix Q that has the same adjacency structure and stationary distribu-
tion as the P -chain, and such that Q P P . It follows that also Q has a similar
decomposition as in equation (4.5) and the off-diagonal elements of Q will be the
same as the entries of Ṽ ◦W , where ◦ denotes the entrywise product and with W as
in equation (4.8), while Ṽ is a matrix of real numbers. Since Q P P and Q 6= P ,
there must exist indices i, j such that Ṽi,j > Vi,j . We distinguish two cases:
• The value of Vi,j is assigned in line 6 of Algorithm 17. Then, let b ∈ {0, . . . ,m}
such that j ∈ Nb(i) and notice that by how the algorithm is designed we have∑
j∈Nb(i) Vi,j = 1 (cf. proof of Proposition 4.15). Therefore
∑
j∈Nb(i) Ṽi,j > 1.














• The value of Vi,j is assigned in line 8 of Algorithm 17. Since the Q-chain is
reversible, it follows that also Ṽj,i > Vj,i. However, the value of Vj,i is assigned
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in line 6 of the algorithm and we reach the same contradiction as before.
Proof of Proposition 4.18
Fix a state i ∈ Ω and notice that if j 6∈ N (i), then P(φ(i, B, U) = j) = Pi,j = 0.
For any outcome b ∈ {0, . . . ,m} on the die, recall Nb(i) = {j0, . . . , jw}, is the set of
states accessible from i. It follows for any jl ∈ Nb(i) that















Hence, φ is an update function for the Markov chain (Xt)t∈N.
Proof of Corollary 4.19
Given a fine and connected ladder π : (0, 1) → ∆k as in equation (4.4), for 1 ≤ i ≤
k − 1, we have
N0(i) = {i− 1}, N1(i) = {i+ 1}, N (i) = {i− 1, i+ 1},
S0(i) = Ri−1, S1(i) = Ri+1.
Then, the matrix W defined in equation (4.8) and the off-diagonal entries of the
matrix V output by Algorithm 17 are given by
Wi,j =

p if j = i+ 1






if j = i+ 1
Ri−1
Ri−1∨Ri
if j = i− 1
0 otherwise
Therefore, the transition matrix P defined in (4.5) is equivalent to (4.11) and the
update function defined in (4.10) is the same as (4.12).
To see why φ is a monotonic update function, consider i ≤ j. It is trivial to
check that φ(i, B, U) ≤ φ(j, B, U) if j 6= i+ 1. If j = i+ 1, the monotonic condition
would not be satisfied only if φ(i, B, U) = i+1 and φ(i+1, B, U) = i. However, this
can not happen as it would require B to be equal to 0 and 1 simultaneously.
Proof of Theorem 4.21
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Proof. Let w0, . . . , wn0 be the probabilities of W on Ω = {0, . . . , n0}. We shall
consider generating function P (x) =
∑n0
i=0wix
i. This function is a product of linear
and quadratic functions, that is








where bj 6= 0 and cl > 0 (the latter follows from the fact that a polynomial with
positive coefficients cannot have positive roots). Now, it suffices to show that for
big n the sequences of coefficients generated by
Qn(x) = ((x− a)
2 + b2)(1 + x)n, Ln(x) = (x+ c)(1 + x)
n, where b 6= 0, c > 0,
is positive and log concave. Indeed, since convolution preserves positivity and log-
concavity, and corresponds to summing random variables, we can find suitable bi-
nomial B(n, 1/2) (whose generating function is precisely 1
2
n (1 + x)
n) for each factor
of P separately. Note that we ignore normalizing constants, as positivity and log-
concavity are not affected.
The rest is just an attempt to verify this. In case of Ln there is nothing to prove
since the sequence generated by x+ c with c > 0 is (c, 1, 0, . . .) and it is positive and


















, k ≥ 0.





= 0 for k < 0 and k > n. We first show that for big
n this sequence is non-negative. The inequality ak ≥ 0 is equivalent to
(a2 + b2)(n− k + 1)(n− k + 2)− 2ak(n− k + 2) + k(k − 1) ≥ 0.
Let us treat the left hand side as a polynomial in k. This is
k2
(








− 2an− 4a− 1
)





Since the coefficient in front of k2 is positive, we can hope to find n such that this
polynomial is positive for all real k. For this the ∆ of this quadratic form should be
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− 2an− 4a− 1
)2




a2 + 2a+ b2 + 1
)
= −4b2n2 + 4(a+ 2a2 + a3 − 2b2 + ab2)n
+ (1 + 8a+ 14a2 + 8a3 + a4 − 2b2 + 8ab2 + 2a2b2 + b4).
As we can see the leading term is −4b2n2 and so for big n we get ∆ < 0.
We now show that for big n the sequence ak is strictly log-concave; i.e., a
2
k >
ak+1ak−1. This is trivially true for k = 0 and k = n+ 2, but it is also easily verified
for k ∈ {1, n− 1, n, n+ 1} by just substituting the value of k and letting n→∞.






n− k + 1
k
(a2 + b2) +
k − 1




The inequality a2k > ak+1ak−1 reduces to(
n
k − 1
)2 [n− k + 1
k
(a2 + b2) +
k − 1










(a2 + b2) +
k








n− k + 2
k − 1
(a2 + b2) +
k − 2







· n− k + 2
n− k + 1
[
n− k + 1
k
(a2 + b2) +
k − 1







(a2 + b2) +
k





n− k + 2
k − 1
(a2 + b2) +
k − 2
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To deal with it we rewrite it slightly.[
n− k + 1
k
(a2 + b2) +
k − 1







(a2 + b2) +
k





n− k + 1
k
(a2 + b2) +
(k − 2)(k − 1)(n− k + 1)
(n− k + 3)(n− k + 2)k
−2a(k − 1)(n− k + 1)
(n− k + 2)k
]
.
For big n and fixed a, b, the right hand side is a product of two positive factors.
We shall take the square root of both sides and use the inequality 2
√
xy ≤ x+ y to
bound the right hand side. Then, it is enough to verify:
2
[
n− k + 1
k
(a2 + b2) +
k − 1







(a2 + b2) +
k





n− k + 1
k
(a2 + b2) +
(k − 2)(k − 1)(n− k + 1)
(n− k + 3)(n− k + 2)k
−2a(k − 1)(n− k + 1)
(n− k + 2)k
]
.
Rewrite it by taking the RHS to the LHS and collecting common factors.[





(a2 + b2) +
2(k − 1)
n− k + 2
− k
n− k + 1
− (k − 2)(k − 1)(n− k + 1)
(n− k + 3)(n− k + 2)k
−
[
1− (k − 1)(n− k + 1)












• 2(k − 1)
n− k + 2
− k
n− k + 1
− (k − 2)(k − 1)(n− k + 1)
(n− k + 3)(n− k + 2)k
=
− (1 + k + (k − 1)
2 + n− (k − 1)n)(n+ 1)
(n− k + 1)(n− k + 2)(n− k + 3)k
,
• 1− (k − 1)(n− k + 1)
(n− k + 2)k
=
n+ 1
(n− k + 2)k
.
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Thus, by taking the common denominator, it is enough to verify Pa,b(k, n) > 0,
where
Pa,b(k, n) = (a
2 + b2)(n− k + 3)(n− k + 2)(n− k + 1)
−
(
1 + k + (k − 1)2 + n− (k − 1)n
)
(k + 1)
− 2a(k + 1)(n− k + 3)(n− k + 1).
This is a polynomial of degree three in k. The discriminant of a cubic polynomial
Ak3 +Bk2 + Ck +D is given by
∆ = B2C2 − 4AC3 − 4B3D − 27A2D2 + 18ABCD,
and is negative if there are two conjugate complex and one real roots.
In our case the discriminant of k → Pa,b(k, n) is
∆(n, a, b) = −4b2n6 +O(n5),
and so for big n it is negative (recall that b 6= 0). We conclude that there is only
one real root. Notice that
Pa,b(2, n) = (a
2 + b2)n3 +O(n2),
Pa,b(n− 2, n) = n
2 +O(n),
so that for n big enough, Pa,b(k, n) > 0 for all k ∈ [2, n− 2] as desired.
Proof of Proposition 4.22
Proof. Augment the ladder d times to construct a new ladder π′ : ∆m → ∆w, where





}. We showed in Proposition 4.11 that π′ is a fine
and connected ladder and that we can define sets A0, . . . , Ak as in equation (4.18).
We now show that for any state a ∈ Ω′, it is always possible to move to a different
state if b ∈ E is rolled (except from the state proportional to p2db /C(p)). Fix a state






pn, for some n ∈ Λmd .
If pn 6= pdb , then there exists another state a
′ ∈ Ai connected to a and such that
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= n′a,b+1 and the chain may move to it. We showed in the proof of Proposition
4.11 that Ai ∩ Aj 6= ∅,∀j 6= i. Therefore, if p
n = pdb there exists a connected state





= n′a,b + 1, unless πi(p) ∝ p
2d
b /C(p).
Now, consider applying CFTP on the ladder π′ using the transition matrix of
Proposition 4.15 and the update function of Proposition 4.18. We prove the bound
by considering sets of moves that, regardless of the starting point, end up in a
singleton. Let a be the minimum of the entries of the matrix V , as produced by
Algorithm 17. This choice of a allows us to conclude that whenever we draw U < a
in the CFTP algorithm and B ∈ E, then all the tracked particles move, except the
particles in the state proportional to p2db /C(p). Therefore if such event happens on 2d
consecutive iterations, then the algorithm necessarily ends as all the particles must
have coalesced in the state proportional to p2db /C(p). That is, if u1 ≤ a, . . . , u2d ≤ a
we can write
φ2d(i, (b, . . . , b), (u1, . . . , u2d)) = {a}, ∀i ∈ {0, . . . , w},
where a ∈ Ω′ is the state of the ladder proportional to p2db /C(p). Let τb be the num-
ber of iterations required for this event to happen for the first time. The probability



























Since the number of required rollsN equals the number of iterations of the algorithm,
it follows that N ≤ τb. The same reasoning holds for all b ∈ E, so that we conclude:








Proof of Corollary 4.23
Proof. Follows by Proposition 4.22 by noticing that in the case m = 1, we necessarily
have E = {0, 1}.
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Proof of Proposition 4.24
Proof. Requiring π to be strictly log-concave is equivalent to have R2i > Ri−1Ri+1













so that ρ ≤ 1 since Pi,i+1 ≥ Pi+1,i+2 and Pi+1,i ≥ Pi,i−1. However, given p ∈ (0, 1),
it cannot be that ρ = 1. Indeed, this could happen only if Pi,i+1 = Pi+1,i+2 and
Pi+1,i = Pi,i−1. However, this would imply either R
2
i = Ri−1Ri+1 or R
2
i+1 = RiRi+2
thus contradicting strict log-concavity. We then conclude that ρ ∈ (0, 1) for all
p ∈ (0, 1).
Denote by Xit the chain at time t given that it started in state i. Monotonic
CFTP (cf. Algorithm 16) tracks backwards in time the trajectories of the coupled
chains X0t and X
k
t and stops when the two coalesce. Following the notation of [52],
let T? be the time this happens and, to ease the analysis, define T
? as the smallest
time such that X0t = X
k
t , where the chains are now tracked forwards in time. Notice
that T? and T
? have the same distribution and that the number of tosses N required
by the algorithm equals T?.




t | as the distance between two coupled particles started
at states i and j after t steps. In particular, focus on the distance Di,i+1t between
two particles started at consecutive states. At each step a p-coin is tossed and a
uniform random variable is drawn so that the trajectories of the two chains can be
tracked in a coupled fashion. In particular, given equation (4.21), we have that the
two particles started at states i and (i+ 1) can in one step either stay still, coalesce
in state i or state (i+ 1), move to states (i+ 1) and (i+ 2) or move to states (i− 1)
and i respectively. Therefore, after one step the distance between the two coupled
and consecutive particles can either decrease by 1 or remain the same:
Di,i+11 =
0 with probability (Pi,i+1 − Pi+1,i+2) + (Pi+1,i − Pi,i−1)1 with probability 1− (Pi,i+1 − Pi+1,i+2)− (Pi+1,i − Pi,i−1)
where the transition probabilities Pi,j are given in equation (4.11). Denote by
ρi,i+1 = 1− (Pi,i+1 − Pi+1,i+2)− (Pi+1,i − Pi,i−1),
so that E[Di,i+11 ] = ρi,i+1. Let ρ = maxi ρi,i+1 and notice that by conditioning on
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how the particles move on the first step and by the Markov property, it follows
E[Di,i+1t ] = Pi+1,i+2E[D
i+1,i+2




1− Pi,i+1 − Pi+1,i
)
E[Di,i+1t−1 ]
≤ (E[Di−1,it−1 ] ∨ E[D
i,i+1




where ∨ denotes the maximum between two numbers.
To conclude, notice that P(T ? ≥ t) = P(D0,kt ≥ 1). It then follows by Markov’s
inequality and the result above that





E[Di,i+1t ] ≤ (k − 1)ρ
t,
as desired.
Proof of Lemma 4.26
Proof. Note that a univariate ladder is log-concave if its coefficients Ri define a log-
concave sequence. Then, let R be a random variable on {0, . . . , k} having p.m.f.
proportional to the coefficients Ri of the ladder π, that is such that P(R = i) ∝ Ri.
Moreover, let n be such that Z = R + Bn is strictly log-concave, as stated in
Theorem 4.21. Consider π′ : (0, 1) → ∆k+n, an n-fold augmentation of π. As
noticed in Remark 4.10, Y ∼ π′(p) has the same distribution as π + Bin(n, p) and
the coefficients R′is of the ladder π
′ are proportional to P(Z = i). The desired result




CFTP Coupling From The Past.
eq. equation.
i.i.d. independent and identically distributed.
LHS left hand side.
MCMC Markov Chain Monte Carlo.
pmf probability mass function.
r.v. random variable.
RHS right hand side.
w.l.o.g. without loss of generality.
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on Graphics 7 (3), 198–221.
[12] Dughmi, S., Hartline, J. D., Kleinberg, R., and Niazadeh, R. (2017). Bernoulli
factories and black-box reductions in mechanism design. In Proceedings of the
49th Annual ACM SIGACT Symposium on Theory of Computing, 158–169.
[13] Fill, J. A. et al. (1998). An interruptible algorithm for perfect sampling via
markov chains. The Annals of Applied Probability 8 (1), 131–162.
[14] Flajolet, P., Pelletier, M., and Soria, M. (2011). On buffon machines and
numbers. In Proceedings of the twenty-second annual ACM-SIAM symposium on
Discrete algorithms, 172–183. Society for Industrial and Applied Mathematics.
[15] Flegal, J. M. and Herbei, R. (2012). Exact sampling for intractable probability
distributions via a Bernoulli factory. Electronic Journal of Statistics 6, 10–37.
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