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CHAPTER I: INTRODUCTION 
Many numerical techniques for the approximate solu­
tion of ordinary differential equations have been develop­
ed. Quite often, the solution of the equation y* = f(x,y) 
is approximated by use of a linear difference equation. 
To illustrate two types of such difference equations, con­
sider the equation 
,la) yn+k = ^  *j?n+j + h "jYn+r 
where x
n+j " xn + Jb. Yn+j = Y<W> ?n+j = f ,xn+j ' Yn+j1 ' 
and the aj and bj are constants chosen so that Yn+lc is a 
good approximation of the solution of the differential 
equation. Note that if b% = 0, equation (1.1) provides an 
explicit method for computing yn+k when the values of yn+j 
for j = 0,1,•••,k - 1 are known. This is true since the 
corresponding values y^+j can be computed from yn+j = 
f(xn+j, yn+j) . Equation (1.1) , with b% = 0, is sometimes 
called an open formula and is often called a predictor 
formula. The latter terminology results because, in some 
sense, one is able to predict the value yn+^ when one 
knows the y values at the previous points. When b^ ^  0, 
equation (1.1) provides an implicit relation for the 
determination of yn+Tç, since yn+1c appears in the term 
y^+lc = f (xn+k,yn+lc) . Such a formula is called a closed 
formula, or, in many cases, a corrector formula. The term 
2 
corrector arises since it is often true that the presence 
of the term f(xn+ic,ynW results in a more accurate de­
termination of the value yn+k. In general, it is neces­
sary to use an iterative procedure in order to solve (1.1) 
when bjç ^ 0. This iterative procedure can be illustrated 
by rewriting (1.1) in the form 
(1
-
2) yn*U " (aJyn+j + tojyn+j> 
+ > • 
Henrici [5, p. 216] shows that if f(x,y) is continuous 
and satisfies a Lipschitz condition with respect to y, 
equation (1.1) has a unique solution and, further, the 
iterative process defined by (1.2) converges to this 
unique solution independent of the choice of y(0) , pro-
n+K 
vided that h is sufficiently small. 
One commonly recommended technique for solving the 
equation y' = f(x.y) is to use a predictor formula to 
generate the value y^°^. and, subsequently, to use a cor­
rector formula iteratively. In practice, of course, the 
iterative process is not continued until convergence is 
attained, but until the difference between two successive 
iterates is smaller than some prescribed tolerance. Such 
a procedure will be called an iterative predictor-cor-
rector method in order to distinguish it from other tech-
3 
niques which will be described below. 
Each evaluation of in equation (1.2) takes ad­
ditional computation time. Hence, it is common practice 
to use the predictor formula to determine and, sub­
sequently, to use the corrector formula only once. In 
this case, the value y^^ so obtained is accepted as an 
approximation of yn+^ and is used in succeeding computa­
tions. Such a procedure will be called simply a predic­
tor-corrector method. it is described by the equations 
k-1 
(1
-
3
-
1) Pn+k = jEo ,ajyn+j + hbjyA+j> ' and 
k-1 
(1.3.2) yn+k = Cn+k = Z + hd.y^) 
+ hdkf (xn+k,Pn+lc) . 
Here, the notation indicates that the coefficients of 
yn+j and y^+j in the predictor do not necessarily coincide 
with those in the corrector. Also, the definitions 
pn+k 5 y„+k and cn+k 5 Yn+k - Yn+k are used-
In order to motivate the consideration of a third 
algorithm, it is helpful to discuss the concept of ac­
curacy of the difference equation (1.1) . This concept 
will be considered in detail in later chapters. For the 
present, however, it is sufficient to note the following. 
Assume that the differential equation y* = f(x,y) which is 
to be solved has a unique solution. In general, the value 
4 
Yn+k obtained from (1.1) will not be the same as that of 
the unique solution even though the values Yn+j for 
j = 0,1,•••,k-l are exact. This difference between 
yn+k and the true value of y is called the local trun­
cation error. It is, of course, desirable to reduce this 
error. That is the prime reason for consideration of the 
method which is defined by the equations 
k-1 
(1.4.1) Pn+]c = Z (ajYn+j + hbjYn+j) , 
(1.4.2) Mn+% = pn+k + K(pn+k_i ~ Cn+k-l^ ' 
(1.4.3) cn+k = (CjYn+j + hdjYn+j ) 
+ h^f (xn+k,Mn+k) , and 
(1.4.4) yn+k = Cn+k + L(Pn+k - Cn+k). 
The quantities Pn+k_^ and cn+k_^ are those obtained by use 
of the predictor and corrector, respectively, at the 
preceding point. K and L are constants which may be 
chosen to increase the accuracy of yn+k. 
The procedure defined by equations (1.4) will be 
called a modified predictor-corrector method. In particu­
lar, if K / 0 and L = 0, equations (1.4) define a P-modified 
predictor-corrector method. If K = 0 and L 0, they de­
fine a C-modified predictor-corrector method, and if 
K >6 0 and L 0, they define a PC-modified predictor-cor­
rector method. Note that when K = L = 0, the method 
5 
reduces to a predictor-corrector method as defined pre­
viously? since, in this case, Mn+k = Pn+k and yn+k = 
cn4k* The specific manner in which the choice of K and L 
affects the accuracy of Yn+k is investigated in detail in 
Chapter IV. 
Three numerical methods, the iterative predictor-
corrector, the predictor-corrector, and the modified pre-
dictor-corrector, have been introduced in the order of 
their complexity. The behavior of the iterative method 
can be determined by analysis of the corrector equation 
since the convergence of the iterates does not depend upon 
the predicted value. However, the predictor cannot be 
ignored when the predictor-corrector method is studied. 
The modified method is even more complicated since the 
predictor, the corrector, and the constants K and L all 
affect the "alue yn+k. This study is primarily concerned 
with results pertaining to the latter two methods. In 
order to place these results in perspective, however, it 
is necessary to present some of the theory related to 
equations of the form (1.1). This work is, of course, ap­
plicable to the iterative method since the corrector equa­
tion is of form (1.1). The theory also encompasses pre­
dictor equations, since (1.1) with b% = 0 is a predictor 
formula. 
6 
CHAPTER II: LINEAR MULTISTEP METHODS 
Consider the initial value problem 
(2.1) y1 = f (x,y) , y(a) = T|. 
From the theory of ordinary differential equations, it is 
well-known that if 
i) f is continuous for a <^x<Jd, and -oo^y^oo, and 
ii) f satisfies a Lipschitz condition with respect 
to y, then, for any real T), problem (2.1) has a unique 
solution on the interval [a,b]. Equation (1.1) defines a 
numerical method which determines a sequence jy^ which 
can be used to approximate the solution of (2.1) at the 
points xn, n = 0,1,2,*", when y0, Yi, •••, yk-1 are 
initially specified. Such a method is commonly called a 
linear multistep method when k > 1 and a linear one-step 
method when k = 1. The term linear is used since the 
values of y and y' enter linearly in (1.1). 
Introduction of the concept of convergence of (1.1) 
to the solution of (2.1) leads to some important theoreti­
cal results which are due primarily to Dahlquist [2], [3], 
and Henrici [5]. The definition of convergence used here 
is essentially that of Henrici. It has been modified 
slightly in order that it be applicable for the work done 
in the following chapters. In order to make a specific 
definition, convergence of the method based on the use of 
(1.1) is defined below. However, a similar definition can 
be made for any numerical method, e.g. the modified pre­
dictor -corrector method, which determines a sequence 
that approximates the solution of (2.1). 
Consider the set F of all functions f which satisfy 
conditions i) and ii) above. Let G denote any subset of 
F. For any g € G, let y^(x) denote the unique solution of 
problem (2.1). 
Definition 2.1: The numerical method defined by (1.1) is 
said to be convergent over G if and only if, for every 
g € G and for every set of starting values y^ = y(a + qh) 
satisfying lim yq = y(a) = T|, for q = 0,1, • • • ,k-l, it de-
h —>0 
termines a sequence {Yn} such that 
lim yn = yg(xQ) for all xQ in [a,b]. 
n —>oo 
nh = x0 
An intuitive interpretation of the definition is helpful. 
Let Xq be chosen in (a,b], and divide the interval [a, X g ]  
into n equal parts, where n ) k-1. Then choose h = — —, 
n 
By solving (1.1) a sufficient number of times, actually 
n-k+1 times since the first k values of y must be initial­
ly specified, one obtains an approximation yn of the true 
value yg(x0). The definition above insures that, for a 
convergent method, by choosing n sufficiently large, the 
approximate value can be made to be arbitrarily close to 
the true value. Practical limitations are apparent since 
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it is impossible to allow h to become arbitrarily small 
when one maintains only a finite number of digits in com­
puting yn. However, the theoretical results which follow 
provide a sound basis for determining practical numerical 
methods. 
Two conditions must be imposed upon equation (1.1) in 
order that it define a numerical method that converges over 
the set F mentioned above. They are the condition of con­
sistency and the condition of zero stability. Their ef­
fect can be understood qualitatively by considering two 
types of errors which occur in the use of (1.1). The 
first, the local truncation error, has been mentioned 
above and occurs since, in general, the value yn+k obtain­
ed from (1.1) would not be exact even if all the previous 
values, yn+j for j = 0,1,•••,k-l, were exact. This type 
of error is introduced each time (1.1) is used in the 
process of solving (2.1). The condition of consistency is 
introduced to control this error and insures that (1.1) is 
locally accurate when h is sufficiently small. Once an 
error is present at a particular step in the solution of 
(2.1), it has an effect on succeeding steps. This second 
type of error, the propagated error, can result in a very 
poor approximation of the solution of (2.1) even though 
the local errors are small. This will be demonstrated by 
a numerical example below. The condition of zero stabili­
9 
ty is introduced to control the propagated error. 
Before introducing the condition of consistency, it 
is convenient to define, for equation (1.1), a concept of 
order. Assume, for the present, that y(x) possesses a 
termwise differentiable Taylor series expansion about the 
point xn. Expand each term of (1.1) about xn by use of 
the relations 
» (jh)Itly(in) (xn) 
(2.2.1) Yn+j = 2 —, , and 
J m=0 m' 
,2.2.2, y' = 1 (Jh)"y(m+1) (V 
J m=0 m: 
Then, muH-ii-iy both sides of the resulting equation by 
ml and equate like terms, hm y^ (xn) . The conditions 
k-1 
(2.3.1) 2 a,- = 1 for m = 0, and 
j=0 
(2.3.2) 21 (a,jm + mb.j™"1) + mb-k™"1 = km 
j=0 J J 
for m = 1,2,"" result. In (2.3.2), the definition 0° = 1 
is assumed. This definition is also assumed in later 
formulas without further mention. 
Definition 2.2: The linear difference equation (1.1) and 
the numerical method which it defines are said to be of 
order p if and only if conditions (2.3) hold for m & 0, 
1, •••,p, but not for m = p+1% 
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Definition 2.3: (Condition of consistency) The numerical 
method defined by (1.1) is said to be consistent if and 
only if it is at least of order one. — 
It is easy to find numerical methods of the form 
(1.1) which, although consistent, are very impractical. 
Consider, for example, the formula 
(2"4) yn+2 = "2yn+l + 3yn + I <4+2 + 16yn+l + 7yA > • 
This method is consistent as can be seen by verifying 
conditions (2.3) for m - O and m = 1. In fact, conditions 
(2.3) are also satisfied for m = 2 and m = 3, but not for 
m = 4. Hence, (2.4) is of order three. Consider the re­
sult when (2.4) is used to solve the trivial initial value 
problem 
(2.5) y' = 0, y (0) = 0. 
In this case, (2.4) reduces to 
(2-6! Yn+2 + 2yn+l - 3yn = °> 
with the initial condition y(0) = 0. When y(h) = y^ is 
specified as a second condition, which is necessary to 
solve (2.6), the solution 
(2,7) Yn = - (**3) n] 
is obtained. Thus, if y^ = 0, the true solution of (2.5) 
results. However, if y^ is not identically zero, but only 
approximately so, the solution grows exponentially as n 
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increases. This example, although trivial, illustrates 
the phenomenon of numerical instability. The difficulty 
lies in the numerical method itself, not in the example 
which was used to illustrate the problem. In particular, 
the trouble is caused by the root p = -3 of the character­
istic equation + 2p - 3 = 0 which is associated with 
the difference equation (2.6). An error introduced at any 
step in the solution increases exponentially in succeeding 
steps because of this root. Contrast this situation with 
that which occurs when 
(2-8) yn+2 - f Yn+1 + \ yn + | UY^ + Sy^ + y^) 
is used to solve (2.5). Equation (2.8) is also of order 
three. However, in this case, the solution of (2.5) can 
be written as 
(2.9) yn = § Yj.[l - (-| )n]. 
Here, it is apparent that the exponential error growth 
is not present. Study of these examples suggests that the 
propagated error, and hence the stability of the method 
defined by (1.1), depends upon the roots of the equation 
v k_1 i (2.10) pK - 2 a,pJ = 0, 
j=0 J 
which is the characteristic equation associated with (1.1) 
when h s o. This is indeed the case, and it motivates the 
following definition. 
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Definition 2.4: (Condition of zero stability) The numer­
ical method defined by (1.1) is said to be zero stable if 
and only if every root of equation (2.10) has modulus less 
than or equal to one, and each root of modulus one is 
simple. 
The term zero is used to distinguish this type of 
stability from others considered later, and also to 
direct attention to the fact that the characteristic equa­
tion involved here is that which is associated with (1.1) 
when h = 0. Motivation for requiring that the roots of 
modulus one be simple can be obtained by considering the 
effect of a double root of plus one, for instance. With 
such a double root, the solution of (1.1) would, in 
general, contain a term proportional to n. Hence, any er­
ror introduced would tend to grow linearly in succeeding 
steps. 
Another trivial example illustrates that zero sta­
bility alone is not sufficient to insure convergence. 
Consider the use of the trivial zero stable formula 
yn+l = yn for the solution of the initial value problem 
y1 = 1, y(0) = 0. The true solution is y(x) = x, but the 
solution given by the difference equation is y(x) =0. 
Note that the equation Yn+^ = yn is not consistent. 
The importance of the conditions of consistency and 
13 
zero stability is evident from the following theorem, the 
proof of which can be found in Henrici [51. Recall that 
the set of functions F was defined earlier in this chapter. 
Theorem 2.1: The numerical method defined by (1.1) is 
convergent over F if and only if it is consistent and zero 
stable. 
Although zero stability is an important concept and 
leads to significant results, it does not explain all 
numerical stability problems which occur with methods de­
fined by equation (1.1). The following example, which 
uses a zero stable method, illustrates a second type of 
numerical instability. Consider the use of Simpson's rule, 
(2.11) yn+2 = Yn + | (Yn+2 + 4Wi+l + , 
for the solution of the initial value problem 
(2.12) y' = -y, y (0) = 1. 
The true solution of (2.12) is y(x) = e~x. Equation 
(2.11), when applied to problem (2.12), reduces to 
(2.13) Yn+2U + | ) + y- Yn+i + ?n(-i + J ) =0, 
with characteristic equation 
When h = 0.1, the roots, correct to six significant fig­
ures, are found to be pi = 0.904837 and pg = -1.033870. 
14 
Thus, the solution of (2.13) for h =0.1 is 
(2.15) yn = A(0.904837)n + B(-1.033870)n, 
where A and B are determined from the conditions y(0) =1 
and y(0.1) = y^. Hence, 
1.033870 + Yl * » 0.904837 - y1 A = ±±- , and B = — . 
1.938707 ' 1.938707 
Since e~°'^ = 0.904837 when six significant figures are 
retained, it is apparent that the part of the solution 
which involves approximates the true solution and that 
the part of the solution due to p2 is extraneous. Thus, 
if B ^ 0, the extraneous solution ultimately dominates and 
the solution of (2.12) obtained by use of (2.11), rather 
than approaching zero, grows without bound. In practice, 
it is to be expected that B ^ 0. 
Hence, equation (2.11), although zero stable, cannot 
be successfully used to approximate the solution of (2.12) 
when h = 0.1. It is easily seen that a similar phenomenon 
occurs for any positive value of h near zero. For, when 
the roots of (2.14) are approximated as functions of h, it 
is found that, as h —> 0, p^ * 1 - h + s e-*1, and 
•u y.2 
P2 s " j - jg . Hence, even for arbitrarily small 
positive h, |pg| > 1. The following theory is developed 
in order to characterize methods with properties like 
those just illustrated. It also provides additional in­
sight into the general problem of numerical stability. 
15 
Again, assume that (1.1) is to be used to approximate 
the solution of problem (2.1) . Let y(x) denote the unique 
solution of (2.1), and write 
(2.16) yn+k = yn+k + T„, where 
k-1 
(2.17) yn+k = ^  a.y^ + h ^  bjy^+j , 
Tn is the local truncation error, and Y^+j = f(xn+j,yn+j). 
The term y^+k in equation (2.17) is correct for the non-
iterative uses of (1.1) considered in later chapters. If 
d b] 
P+2 
(1.1) is used iterarively, Y^+k should be replace y
y^+k. This replacement only affects terms of 0(h^' ). 
Hence, the following results are valid for either case. 
In view of the work done in the following chapters, it is 
helpful to determine the form of Tn when y(x)eC and 
equation (1.1) is of order p. With these assumptions, it 
follows that 
(2.18) yn+k = ^  Shmy(T,) (xn) + 0(hE*2), and 
m=0 "• 
(2.19) Yn+k = ^  
k 
+ 2 
j=0 
p+1 
aj 2 hm yvin; (xn) :(m) 
m=0 ml 
bj T Ç h«-l y (xJ 
m=0 n' 
+ O(h^). 
Thus, from (2.16), (2.18), and (2.19), it follows that 
16 
Tn = Yn+k - Yn+k 
k-1 _ p+1 
(1 - 2 a.*) y(xn) + 2 
j=0 m=l 
vm k-1 
* - A V +  ^ml (m-1) 1 
m-1 
n^r I -* ?™ « * • 
Since equation (1.1) is of order p, it follows from con­
ditions (2.3) that 
rkiH-i k-i 
(2.20) Tn = I (p+1) : - aJJ - -V! 
Pi (pfi) : 
b^P 
pi 
, hIH-l (Xn) + o (h^2) . 
p+1 _(P+D 
Let Cp be defined by the coefficient of hr' y (xn) 
above to get 
(2.21) Tn = Cp h**1 y(P4"1) (xn) + 0 (h1*2) . 
Hence, from (2.16), (2.17), and (2.21), it follows that 
(2.22) y 
n+k 
k-1 
= 2 a 
j=0 jYn+j + h ^  bjy „+j 
+ Cp h^ y <fH"1) (xn) + 0 (h1*2) . 
Subtract equation (2.22) from equation (1.1) and make use 
of the relations y^+j = f(xn+j,yn+ ) and y' = 
f(xn+j' Yn+j»' to °btaln 
17 
_ k-1 _ 
(2.23) yn+k - yn+k = aj (yn+j - yn+j) 
+ h jS) bj 'Xn+j,yn+j' " f 'xn+j * yn+j ' ' 
- Cp h**1 y(P+1) (xn) + 0 (h1*2) . 
Now. let y ,. - y ,. = g ,. and define the quantities 
n+j ' n+j n+j 
gn+j by the relation 
r f(=n+j'yn+j» " £(xn+j'yn+j> 
if € . ^ 0 
9n+j = < "n+j n+J 
0 if €n+j " °-
With these definitions, equation (2.23) becomes 
(2
-
24) €n+k " aj6n+j = h j!,, bjgn+jen+j 
- cp h1*1 y(£Ha) (xn) + 0 (hi""2) . 
Since, by definition, en+j is the difference between the 
approximate value, yn+j, given by (1.1) and the true value 
of the solution of (2.1) at the point x , equation 
n+j 
(2.24) is a linear difference equation for the error which 
occurs when (1.1) is used to solve (2.1). Recall that in 
order to derive equation (2.24), it was assumed that the 
true solution of (2.1) had continuous derivatives of 
order p+2 and that (1.1) was of order p. Before proceed­
18 
ing, a further restriction on the class of problems under 
consideration will be made. 
In the following, it will be assumed that the func­
tion f of (2.1) is such that its partial derivative with 
respect to y exists, and further, is equal to a constant, 
A. The apparent severity of this restriction requires 
comment. The purpose of making this assumption is to 
allow the precise development of the mathematical results 
which follow. It is recognized that particular numerical 
methods of the general type studied here will be used to 
solve the more general problem (2.1) in which fy is not 
constant. While the theory developed for the restricted 
case is not rigorously applicable to the general case, it 
does provide considerable insight as to the stability 
problems which arise. For instance, when the function f 
of (2.1) is such that fy is approximately constant over 
the region in the xy plane at which (1.1) is evaluated, 
one would expect that the local behavior of the solution 
of (2.1) might be approximated by considering a corre­
sponding problem of the form y' = Ay + g(x). Further, the 
assumption that fy is essentially constant over a region 
of the xy plane is not unreasonable if the region is suf­
ficiently restricted. Since the size of the region can be 
restricted by choosing h sufficiently small, the restric­
tion that fy be constant is not as severe as it would 
19 
first appear. 
When fy — A, it follows from the mean value theorem 
and from the definition of gn+j which precedes equation 
(2.24), that gn+j = A for j = 0,1,* * *,k. Hence, (2.24) 
becomes, with the definition that Ah = h, 
(2l25) 6n* * ^  
- Cp hi*1 y (pfl) (x„) + 0 (h5*2) . 
The characteristic equation associated with (2.25) can be 
written as 
v (2.26) (1 - bjçh) p -2 (ai + b,h) p^ = 0. 
j=0 J J 
It is how possible to generalize the definition of zero 
stability given earlier. 
Definition 2.5: The numerical method defined by (1.1) 
is said to be h stable if and only if every root of 
equation (2.26) has modulus less than or equal to one, 
and each root of modulus one is simple. 
Note that when h = 0, the definition coincides with 
Definition 2.4. 
In the example cited above, Simpson's rule was ap­
plied to an initial value problem for which fy = A = -1. 
20 
Recall that as h —> 0, one root of equation (2.14) is of 
the form p1 : 1 + Ah + — , where A = -1. Hence pi = 
e^. It is apparent that for arbitrarily small positive h, 
| Pi | y Thus, there does not exist any interval [0,h*] 
of the positive h axis such that Simpson's rule is h 
stable for 0 < h<_ h*. This is more than a coincidence. 
In fact, it is known that, for any consistent method, 
there exists a root = e— as h —>• 0 when the problem y1 
= Ay is considered [5, p. 237]. The same characteristic 
equation, namely (2.26), is obtained for the general 
problem in which fy is equal to the constant A as for the 
particular problem y' = Ay. Thus, for the general case in 
which fy is constant, a consistent numerical method de­
fined by (1.1) cannot be h stable for arbitrarily small 
positive h. No similar argument applies, in general, to 
the negative h axis. There exist formulas of the form 
(1.1) which are h stable for all h contained in some 
closed interval [h*,0]. As seen from the example above, 
however, Simpson's rule does not have this property. 
There is no non-trivial interval containing zero through­
out which Simpson's rule is h stable. The following 
definitions are based on the preceding discussion. 
Definition 2.6: The numerical method defined by (1.1) is 
said to be strongly stable if and only if there exists a 
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negative h* such that the method is h stable for every h 
satisfying h* < h ^ 0. 
Definition 2.7: The numerical method defined by (1.1) is 
said to be weakly stable if and only if it is zero stable 
and not strongly stable. 
The terms strongly stable and weakly stable or weakly 
unstable appear in the literature. See, for instance, [2], 
[3], and [5]. Definitions given in these works are close­
ly related to those given above. However, one aspect in 
which they differ is the following. In the definition 
above, a method is strongly or weakly stable depending 
upon its behavior over some interval containing zero. 
Since a definition of stability for non-zero h is not used 
in the works cited above, the definitions of strong and 
weak stability given there are based on the properties, 
at h = 0, of the method defined by (1.1). With the defi­
nition of h stability introduced above, it is natural to 
characterize strong and weak stability as interval proper­
ties. This lends unity to the presentation here and em­
phasizes the importance of h stability. 
In the following three chapters, the concepts of 
convergence, order, consistency, and stability are ex­
tended to cover the predictor-corrector and modified pre­
dictor-corrector methods previously introduced. Stability 
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is studied in Chapter III and results pertaining to 
local accuracy, i.e. order and consistency, are pre­
sented in Chapter IV. The relation of stability and 
accuracy to convergence is discussed in Chapter V. 
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CHAPTER III: STABILITY OF MODIFIED 
PREDICTOR - CORRECTOR METHODS 
The first goal of this chapter is the derivation of 
the difference equation satisfied by the error that re­
sults when the modified predictor-corrector method defined 
by equations (1.4) is used to approximate the solution of 
the initial value problem (2.1). This equation is analo­
gous to equation (2.24) which resulted when equation (1.1) 
was used to obtain an approximate solution of (2.1). 
As in the derivation of equation (2.24), let y(x) 
denote the unique solution of (2.1). Assume that equation 
(1.4.1), the predictor, is of order p, and that equation 
(1.4.3), the corrector, is of order q. For the present, 
assume that y(x) has continuous derivatives of order r, 
where r = max(p+2, q+2), and define fn+j E f(xn+j,7n+j). 
Then, in correspondence with equations (1.4), write the 
equations 
_ k-1 _ 
(3.1.1) pn+k = (ajyn+j + jfn+j^ 
+ C<P) h^1 y(fH"X> (Xn) + 0 (ht*2), 
(3.1.2) 5^ = Pn+k + K - =n+k.V • 
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_ k-1 _ _ _ 
(3.1.3) Cn+k = 2 (CjYn+j + hdj fn+j) + hdkf (xn4k,MnW 
J 
+ c<c) hq+1 ylq+1) (xn) + 0 (hq+2) , and 
(3
-
1'4> Vk " C„+k + L(P„+k ' CnW ' 
The error terms in (3.1.1) and (3.1.3) result from con­
siderations similar to those preceding equation (2.22). 
In equations (1.4), use the definition that fn+j = 
f(xn+j,yn+j) = Y^+j • Now, subtract from each member of 
equations (1.4) the corresponding member of equations 
(3.1) to get 
- k-1 _ 
(3.2.1) Pn+k-Pn+>. = ^  taj <yn+J - yn+j) + »>j(fn+j 
-fn+J) 1 - =pP> h1*1 y'^11 <xn) + 0(h^2). 
(3-2-2) "n+k " Vic = <Pn+k - W 
+ K"Pn+k-l " Pn+k-l' " 'Cn+k-l " cn+k-l'  ' 
_ k-1 _ 
(3.2.3) Cn+k - Cn+k = 2 [cj(yn+j - Yn+j) j=u 
+ hdj(fn+j " ^ n+j)] + hdktf(xn+k»Mn+k) 
-
f(xn+k-"n+kl 1- =qC> hq+1y<q+1) (xn)+0(hq+2), 
and 
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(3.2.4) Yn+k - Yn+k <cn+k ~ Cn+k* 
+ L[ Cn+k - ^n+k) -<Cn+k " W 1 
In equations (3.2), make the definitions 
411 = p-n+k ~ n+kJ 
(C) — 
Gn+k = cn+k " Cn+k' 
€n+k = Mn+k " Mn+k' 
:n+j yn+j ~ yn+j' 
and 
£ (xn+k* Mn+k^ ~ f ^ xn+k*Mn+^ 
~(M) 
n+k 
« =n+j * » 
if en"i * 0 
if en+k = °' 
:n+j 
9n+j = 
if €n+j = °-
With these definitions, equations (3.2) become 
en+l = ^ (aj + tojWen+j 
- c'P' h**1 y(p+1) (xn) + 0 (hï*2), 
<3-3-2> en"i = <11 + K(6n+Ll " , 
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(3.3.3) ^ (Cj + hdjgn+J) cn+j + hd^g»» 
- C<C) hq+1 y(q+1) (xn) + 0 (hq+2) , and 
(3.3.4) en+k - €^,1 + L(e^ - e£l ). 
Equations (3.3) are simultaneous difference equations 
in the four unknowns en+k, e<^, €^, and e^j. . It is 
possible, by straightforward manipulation, to eliminate 
(P) (M) (c) 
the unknowns en+k, €n+k, and and thus to obtain a 
linear difference equation involving only the errors 
en+j, for j = -l,0,***,k. A brief description of this 
lengthy manipulation follows. It is assumed that L ^  1. 
This is essentially no restriction since, if L = 1, equa­
tion (1.4.4) becomes Yn+k = pn+k' and the effect of the 
corrector is ignored. This could be accomplished more 
easily by simply using the linear multistep method defined 
by (1.4.1). 
(P) 
It is possible to obtain an expression for in 
terms of en+j by replacing n by n - 1 in equation (3.3.1) . 
Note that, because of the assumption that y (x) has con­
tinuous derivatives of order r, it follows that 
—(P-t-l) (Xn_^) = ^ (P4"3-) (xn) + 0(h). An expression for 
(C) 
€n+k-1 in terms of en+j results from solving (3.3.4) for 
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(C) 
en+k, replacing n by n-1, and using the expression for 
e, mentioned above. Then, e(M) is expressed in terms 
n+k (p) (?) 
of en+j through equation (3.3.2) since en+k, and 
(C) 
e^+k-1 are all expressible in terms of en+j. By use of 
this expression for equation (3.3.3) thus determines 
(C) 
en+k in terms of €n+^. The desired difference equation is 
then obtained from (3.3.4) by use of this expression for 
€n+k* since is known from equation (3.3.1) . After 
considerable rearrangement, this difference equation can 
be written as 
(3*4) 6n+k ~ ZQ [Laj + (1 ' L)cj]en+j = hen+k-l {^rLbk-l 
+ (1 - L)d^]g^_i + [(1 - L) (ak_i 
+ hbk_i9n+k-l) - K]} + h 2^ €n+j 
+ (1 - L) dj]gn+J. + d%g^ [ (1 - L) (aj + hbjgn+j) 
+ K(aj+1 + hbj+1gn+J.) + hen-l[dkgn"kK(aO 
+ hb0gn-1) ] + L[-C p^> h1*"1 y^1) (xn) 
+ 0 (h1*"2) 3 + (1 - L) [-c c^) hq+1 y(q+1) (x^) 
+ 0 (hq+2) ] + (1 - L + K) dkg£$, [ "CpP) hP+2y 
+ 0 (h1*"3) 3. 
For convenience, y has been replaced by y in (3.4). 
28 
Equation (3.4) is, under the assumptions listed above, 
the difference equation that is satisfied by the error 
which occurs when the modified predictor-corrector method 
defined by (1.4) is used to approximate the solution of 
(2.1). As indicated in Chapter I, variations of the 
modified method can be obtained by setting either, or both, 
of the constants K and L equal to zero. The difference 
equation satisfied by the error in these methods, the pre­
dictor-corrector, the P-modified predictor-corrector, and 
the C-modified predictor-corrector can be obtained by mak­
ing the appropriate choice of K and L in (3.4) . This re­
sult is easily verified by deriving the appropriate dif­
ference equation directly in each particular case. 
In Chapter V, equation (3.4) is used to study the 
convergence of the modified predictor-corrector method 
defined by equations (1.4). For the study of stability, 
however, it is appropriate to consider the particular 
form of (3.4) which results when the function f of problem 
(2.1) is such that fy is equal to a constant, A. As dis­
cussed in Chapter II, it follows that 9n+j = A for j = 
-1,0, • • • ,k, and, also, g^k = A. Then, by use of the 
definition Ah = h, equation (3.4) becomes 
* 
k—1 ç-
(3*5) en+k - 2 [Laj + (1 - L)Cj]en+j = 
J=0 
+ (1 - L) dk_2. + &kf (1 ~ L) (ak-l + b^k-l) 
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+ h + (1 - L)dj + dk[(l - L) {a. + hbj) 
+ K(aj+1 + hbj+1) ]J + ken-i[dkK(a0 + hbQ)] 
- LCpP^hP+1y(p+1) (xn) -(l-L)C^C)hq+1y(q+1) (xn) 
- (1 - L + K) hdkC^p) h1*"1 y(p+1) (xn) + 0 (h1*"2) . 
After some routine manipulation, the characteristic 
equation associated with the difference equation (3.5) can 
be written as 
(3.6) pk+1 - p ^Lak_1 + (1-L) ck-1 + h[Lbk__1 - Kdk 
+ (1 - L) (dk_1 + dkak-1) ] + h2 (1-L) (dkbk_1)| 
k
~
2 j+l r 
— 2 p -|^Laj + (1—L)Cj + h [Lbj + Kdka 
+ (1-L) (dj + dkaj)] + h2d^[(1-L)bj + Kbj fj 
- hKdk(a0 + hbQ) = 0. 
This characteristic equation for the modified predictor-
corrector method is analogous to equation (2.26) which 
was developed for the linear multistep method (1.1). 
Equation (3.6) is considerably more complicated than 
equation (2.26) since two linear multistep formulas, 
(1.4.1) and (1.4.3) are involved, as well as the constants 
K and L. Also, (3.6) is one degree higher than (2.26). 
Note, however, that when a predictor-corrector or a C-
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modified predictor-corrector method is considered, one 
root of (3.6) is identically zero since K = 0. 
The concepts of h stability, strong stability, and 
weak stability can now be extended to the modified pre­
dictor-corrector method. 
Definition 3.1: The numerical method defined by equations 
(1.4) is said to be h stable if and only if every root of 
equation (3.6) has modulus less than or equal to one, and 
each root of modulus one is simple. 
Definition 3.2: The numerical method defined by equations 
(1.4) is said,to be strongly stable if and only if there 
exists a negative h* such that the method is h stable for 
every h satisfying h*<h<_0. 
Definition 3.3: The numerical method defined by equations 
(1.4) is said to be weakly stable if and only if it is 
zero stable and not strongly stable. 
In Chapter VI, h stability for non-zero h will be 
emphasized. For the present, however, the implications of 
zero stability will be considered. This work is done in 
preparation for Chapter V in which zero stability is shown 
to be necessary for convergence of the modified method 
defined by (1.4). 
Brief comment on the origin of modified predictor-
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corrector methods was given in Chapter I. Expansion of 
this discussion provides motivation for the work done in 
the remainder of this chapter. Assume that one has chosen 
a predictor formula, (1.4.1), and a corrector formula, 
(1.4.3), for use in an iterative predictor-corrector 
method. It was stated in Chapter II that, for convergence, 
it is necessary that the numerical method defined by the 
corrector be zero stable. Assume, for sake of argument, 
that the predictor also defines a zero stable numerical 
method. Now, assume that, rather than to use the cor­
rector iteratively, it is desired to correct only once. 
Assume also that one knows how to choose K and L such that 
Mn4-k* as computed from (1.4.2) , and yn+k> as computed from 
(1.4.4), are more accurate than Pn+k and Cn+k, respective­
ly. This choice will be discussed in Chapter IV. Then it 
seems natural to use the algorithm defined by (1.4). This 
has been recommended and used in practice, but its validi­
ty is subject to question. As mentioned above, it is 
shown in Chapter V that the numerical method defined by 
(1.4) must be zero stable if it is to converge. However, 
in the comments above, the zero stability of the modified 
method was not considered. Instead, zero stability of the 
method defined by (1.4.1) and zero stability of the method 
defined by (1.4.3) were considered separately. One must 
investigate the relation between zero stability of the 
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methods based on (1.4.1) and (1.4.3) and zero stability of 
the modified method. 
From the definition given in Chapter II, it follows 
that the method defined by (1.4.1) is zero stable if and 
only if every root of the equation 
k i (3.7) pK - 2 a,pJ = 0 
j=0 J 
has modulus less than or equal to one, and each root of 
modulus one is simple. 
Similarly, the method defined by (1.4.3) is zero 
stable if and only if the roots of the equation 
k k"1 1 (3.8) P - 2 c.pJ = 0 
j=0 J 
satisfy the same conditions. From the definition of h 
stability given above and the observation that an 
identically zero root does not affect stability, the 
modified method defined by equations (1.4) is zero stable 
if and only if the roots of the equation 
v k"1 i (3.9) pk - 2 [La. + (1 - DcJ pJ - 0 
j=0 J 
satisfy these conditions. 
From (3.9) it is apparent that the choice of K in 
equation (1.4.2) does not affect the zero stability of the 
modified method. This fact, and the observation that, 
if L = 0, equations (3.8) and (3.9) are identical, give 
33 
the following results. 
Theorem 3.1: The predictor-corrector method defined by 
equations (1.4) with K = L = 0 is zero stable if and only 
if the method defined by the corrector equation, (1.4.3), 
is zero stable. 
Theorem 3.2: The P-modified predictor-corrector method 
defined by equations (1.4) is zero stable if and only if 
the method defined by the corrector equation, (1.4.3), 
is zero stable. 
If aj = Cj for j = 0,k-1, then equations (3.8) 
and (3.9) again coincide. Hence, the following result is 
immediate. Recall that in the derivation of equation 
(3.4), it was assumed that L ^  1. 
Theorem 3.3: Let aj = cj for j = 0,1,•••,k-l, and assume 
that L ^  1. Then, the modified method defined by equa­
tions (1.4) is zero stable if and only if the method de­
fined by the corrector equation, (1.4.3), is zero stable. 
Of even more interest than the preceding is the ex­
ample to be given below. This example illustrates the 
difficulty that can arise when modified methods are de­
rived in the heuristic manner suggested above. A detailed 
derivation of the example is given. It is clear from this 
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construction that many other examples could be used to 
illustrate the same difficulty. 
First, choose k = 2 in equations (1.4.1) and (1.4.3). 
Since it is apparent from (3.9) that the choice of K does 
not affect the zero stability of the modified method, let 
K = 0. Equations (1.4.1) and (1.4.3) become 
(3.10.1) Pn+2 = a]Yn+i + a0yn + h(blY^+1 + t>0yM , and 
(3.10.2) Cn+2 = ciyn+1 + c0yn + h(d2y^+2 + d^y^ 
+ dqyA), 
respectively. In order to reduce the number of free 
parameters in these equations, it is convenient to re­
quire that they each be of order two. This implies the 
six constraints 
a0 + ai = 1, 
ai + bo + bi = 2, 
ai + 2b^ = 4, 
c0 + °i = 1, 
Cj + do + d]^ + d2 = 2, 
and ci + 2d% + 4d]_ = 4. 
Since (3.10.1) and (3.10.2) are each of order two, it 
follows from results to be shown in Chapter IV, that L 
should be chosen so that 
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8 — — 3d^ — 1202 
x ^ a^ + 3b^ — — 3d^ — 12dg 
in order to increase the local accuracy of the modified 
method. Hence, another constraint can be obtained by 
fixing the value of L. This has the advantage, also, of 
simplifying equation (3.9). For this example, let L = 
-1/2. The new constraint is then 
— a 2 — 3b]_ + 3ctl + 9d^ + 36dg = 16. 
Equation (3.9) then becomes 
-ao + 3CQ 
(3.12) (p-1) (p + 2 ) = 0, 
when the constraints ag + a^ = 1 and Cq + c^ = 1 are used. 
Also, by use of these constraints, equation (3.7) becomes 
(3.13) (p-1) (p+a(p = 0* 
and equation (3.8) becomes 
(3.14) (p-1) (p+cQ) = 0. 
Hence, any choice of aQ and cQ such that |aQ| £ 1, 
|c0 j <_1, aQ ^ -1, c0 ^ -1, and | - a0 + 3cQ| > 2 results in 
a predictor which defines a zero stable method and a cor­
rector which defines a zero stable method, but, at the 
same time, a modified method that is not zero stable. 
From the many possible choices, let aQ = 0 and c0 = 1 for 
ease in solving the constraint equations. With these two 
parameters selected, there remain seven equations which 
uniquely determine the seven remaining parameters. The 
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C-modified method is then determined as 
(3.15.1) Pn+2 = Yn+i + J ^ 3yn+l " ' 
(3.15.2) Cn+2 = yn + ^ (7y„+2 + 58y^+1 + 7y^) , and 
(3.15.3) yn+2 = Cn+2 - | (Pn+2 - Cn+2) . 
To illustrate the practical effect of using the 
method defined by equation (3.15), consider the initial 
value problem y1 = 1, y(0) = 0. Note that, in this case, 
fy = 0, and, therefore, h = 0. For purpose of illustra­
tion, first assume that equation (3.15.3) is not to be 
used in the solution. Since y' is constant, it follows 
that the solution obtained by use of (3.15.2) is indepen­
dent of the predicted value even if the corrector is used 
only once. The solution, in this case, satisfies the 
difference equation 
(3.16) yn+2 = Yn + 2he 
If y(0) =0 and y(h) = y^, the solution of (3.16) is given 
by 
(3.17) yn = —+ (——5— ) (-l)n + nh. 
The term nh in (3.17) corresponds to the true solution 
y(x) = x. Hence, the error is given by 
(3.18) €n - yn - yn = yl " h [1 + (-l)n+1]. 
2 
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If y^ = h, then en is identically zero. However, if y^ 
is only approximately equal to h, then the error is zero 
for n even and equal to y^ - h for n odd. In particular, 
the magnitude of €n never exceeds | y^ - h|. 
Now, consider the result when equation (3.15.3) is 
used in conjunction with (3.15.1) and (3.15.2) to solve 
the same initial value problem. In this case, the solu­
tion satisfies 
(3.3.9) yn+2 = Cn+2 - \ (Pn+2 - C„+2) 
= " I Yn+1 + § 7n + § h. 
When y(0) = 0, and y(h) = y^, the solution of (3.19) is 
given by 
(3.20) Yn ~ 5 ^yl " hHl - (~^ ) "] + ah. 
Hence, the error is 
(3.21) en = yn - yn = g" (y% - h) [l - (— ^  )n]. 
It is apparent that if y^ is only approximately correct, 
there is a component of the error that grows exponentially 
in magnitude and alternates in sign. 
This example illustrates the importance of considering, 
directly, the stability of a modified predictor-corrector 
method rather than considering, separately, the stability 
of the methods defined by the predictor and corrector. It 
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is of interest to note that there exist zero stable modi­
fied methods in which the predictor and corrector each 
define methods that are not zero stable. Such examples are 
easily constructed. For instance, by reference to equa­
tions (3.12), (3.13), and (3.14), it is apparent that if 
aQ and cQ are chosen so that | aQ| >1, | cQ | >1, | - aQ 
+ 3c0| (2, and -a0 + 3cQ £ -2, such a method results. 
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CHAPTER IV: LOCAL ACCURACY OF MODIFIED 
PREDICTOR - CORRECTOR METHODS 
The relation of the accuracy of the predictor and the 
accuracy of the corrector to the accuracy of the modified 
method defined by equations (1.4) is investigated in this 
chapter. In Chapter II, the concept of order was intro­
duced for equation (1.1). Conditions (2.3) resulted. For 
convenience, analogous conditions for the predictor de­
fined by (1.4.1) and for the corrector defined by 
k-1 
(4-U Cn+k = yn+k = 2 <cjYn+j + hajYn+j> + ^ n+k 
are listed below. 
For equation (1.4.1), the conditions are 
k-1 
(4.2.1) 2 a4 = 1 for m = 0, and 
j=0 
k-1 
(4.2.2) 2 (a.jm + mb.j1"-1) = km for m = 1,2, 
j=0 J J 
For equation (4.1), the conditions are 
k-1 
(4.3.1) 2cj=1 for m = 0, and 
j=0 J 
k—1 .. 
(4.3.2) 2 (c.j + mdijm""1)+ md^k™"1 = km for m=l,2,* 
j=0 J 
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Thus, (1.4.1) is of order p if and only if conditions 
(4.2) hold for m = 0,l,'",p, but not for m = p+1, and 
(4.1) is of order q if and only if conditions (4.3) hold 
for m = 0,1,••*,q, but not for m = q+1. 
Also, in Chapter II, an expression for the local trun­
cation error of formula (1.1) was developed. From these 
results, it follows that the true value, yn+fc, of the 
solution of problem (2.1) at the point *n+k can be 
written as 
(4.4) yn+k = ?n+k + cpp) hP4_1 y($H-1) (%«)+ 0 (h1*"2), 
or as 
(4.5) yn+k = Cn+k + cK) hq+1 y(q+1) (xn)+ 0(h9+2), 
where is defined by (1.4.1) and CR+k is defined by 
(4.1). By use of equation (2.20), the constants C^ and 
(C) 
Cq can be written as 
(4.6) C^P) = 1 fk^1 - Z1 [a.j^1 + (pfl)bjjP]\,and (p+1) 1 v j =0 J J 
<4-7> CqC> = WITT {kq+1 - - T [=jj^ 
jj91} ' + (q+1)d 
Definition 4.1: When p and q denote the respective orders 
of equations (1.4.1) and (4.1), the constants C^ and 
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are called error coefficients. The superscript de­
notes whether the constant is related to the predictor or 
to the corrector. 
It is now possible to show how to choose the con­
stants K and L of equation (1.4.2) and (1.4.4), respec­
tively, in order to increase local accuracy. Assume that 
p = q in (4.4) and (4.5), and that / C^p) . Then, when 
(4.4) and (4.5) are equated and solved for hP"1"* y(P+D (xn), 
the relation 
(4.8) h1*"1 y(P+"D (xn) = — + 0 (h1*2) 
CpC^ - c£p) 
results. By use of (4.8), equations (4.4) and (4.5) then 
become 
C(P) 
(4.9) Yn+k = pn+k + 2 (pn+k ~ Cn+k^ 
C^C) - cpP) 
+ 0 (h^2), and 
c(c) 
(4.10) yn+]c = Cn+k + (pn+k - cn+k) + ^  (h^2) . 
c <« . c m 
When (4.10) is compared with (1.4.4), it seems rea­
sonable to choose L so that 
C(C) 
(4-11) S , 
T - =<p> 
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where C p and are defined by (4.6) and (4.7). Under 
the assumption that Pn+k - C^ = Pn+k-1 - Cn+k-1, it also 
seems reasonable to choose K in equation (1.4.2) so that 
This choice of K is used in practice under the assumption 
that Pn+k - Cn+k is approximately equal to Pn+k-l^n+k-l' 
When K and L are defined in this way, it is evident that 
This relation is used in Chapter V. 
The next step in this study is the derivation, for 
the modified method defined by equations (1.4), of con­
ditions that are analogous to conditions (2.3) for linear 
multistep methods. For convenience in the derivation, it 
is assumed that y(x) possesses a Taylor series expansion 
about xn that is twice differentiable. Consider equations 
(1.4) with the term f(^n+k'^n+k^ of (1*4.3) replaced by 
These equations can be solved for yn+k in terms of yn4 j, 
Yn+j' and y^_j, where j = -1,0, • • • ,k-l. This can be done 
by proceeding in the same manner as was suggested for the 
solution of equations (3.3) in Chapter III. The result is 
(4.12) 
(4.13) 1 + K = L. 
<+*• where 
<4"14' Mn+k = pA+k + K<p;+k-l * cn+k-l> 
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k-1 , r 
(4-is) yn+k - 2 [Lsj + (i-L)=j]yn+j = hyn+k-i \Lbk-i 
+ (1-L) + d^[ (1-L) ak_]_ - K]~| 
+ h2y^k.1[(i-L)dkbk_1] thV y;+j{i±.j 
+ (1-L) dj + dk[ (1— L) a j + Kaj+^]^ 
o r -) 
+ h2 2 y" Jdk[(l-L)bi + Kb.+1]f j=0 n+j L J J+1J 
+ hdkK(a0y^_l + hb^y^i) • 
Note that this result can be obtained formally from equa­
tion (3.4) by disregarding the error terms, replacing 
en+j by yn+j for j = -1,0,* * *,k, and treating gn+j and 
^n+k as differentiation operators with respect to y. 
To obtain the desired conditions, first expand each 
term of (4.15) in a Taylor series expansion about xn, 
making use of (2.2.1), (2.2.2), and 
(4.16) y", i = ? (jh)m y(m+2) (Xn) 
J EÏ ' 
as well as the relations obtained by replacing j by j-1 in 
these series. Then, multiply both sides of the resulting 
equation by ml and equate like terms, hm y^ (xn) . The 
44 
conditions 
k-1 k-1 
(4.17.1) 1 = ( 1 - L )  2 c-j+L 2 a j for m = 0, 
j=0 j=0 J 
k-1 k-1 
(4.17.2) k = (l-L)dk 2 a 1  + Kdk (2 a,- - 1) 
j=0 j=0 
k-1 k-1 
+ (1-L) 2 (jc< + di) + L 2 ( ja. + b.s) 
j=0 J J j=0 J J 
for m = 1, and 
i k—1 
(4.17.3) km = (1-L) { dkm 2 [aj™-1 + (m-l)b.j ] 
j =0 J 
k-1 , 1 r k-1 
+ 2 [c J j"* + md 
j=o J J " Lj=o 
-l)1™"1 + (m-l)bj(j-l)m-2 - (k-l)"-1J 
k-1 
+ L 2 [au* + mbjj ] for m = 2,3, 
j=0 J 
resuit. 
Definition 4.2: The modified predictor-corrector method 
defined by (1.4) is said to be of order r if and only if 
conditions (4.17) hold for m = 0,1,"'",r, but not for 
m=r+l. 
Definition 4.3: The numerical method defined by (1.4) 
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is said to be consistent if and only if it is at least 
of order one. 
In analogy with the definitions of the constants 
CpP) and CgC^ for the predictor and corrector, define the 
constant for the modified predictor-corrector method 
by the equation 
r k-l 
(4.18) f = —I 
(r+1) 1 
r+1 
- (1-L) -J dk (r+1) 2 [aj jr 
L j =o 
+ rbjjr"1]+ k/ [Cjjr+1 + (r+l)djjf]j 
r r-l 
-Kdk(r+l)J 2 [aj (j —1) r + rbj (j-1) ^ L j=o 
- (k-1) V - L 2 [ajr+1 + (r+l)bi jr] 
J j=0 J J 
Definition 4.4: When r denotes the order of the modified 
predictor-corrector method defined by equations (1.4), 
the constant is called the error coefficient. 
Equations (4.17) and (4.18) are applicable, by proper 
choice of K and L, tc the predictor-corrector method and 
to the various modified predictor-corrector methods of 
Chapter I. 
The following lemma relates one of the terms of 
equation (4.18) to conditions (4.2). It is useful in 
establishing succeeding results. 
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Lemma 4.1: If the predictor, (1.4.1), is of order m, where 
k-1 
m = 1,2,-.., then 2 [a, (j-l)m + mbj (j-l)in~1]= (k-l)m. 
j=0 
Proof: 
k-1 
2 [a, (j-1)* + mbj ( j-l)m ] 
j=0 
k-1 m , % m-1 /_ t\ _ 
- S [a, S (-!)=- M f-r + mb, 2 (-1)r ( ~ ) j1""1"1] 
j=0 J r=0 xr/ r=0 v ' 
• ji'Llo1""' i") '"i1""* * 
• (:){% • 
which, by use of conditions (4.2), 
m 
2 
r=0 
= (-l)r (™) km"r = (k-l)m. 
Vr / 
Theorem 4.2: If conditions (4.2) and (4.3) are satisfied 
for m = 0,1,*..,p, then the modified predictor-corrector 
method defined by equations (1.4) is of at least order p, 
independent of the choice of the constants K and L. 
Proof: Conditions (4.17) must be verified for m = 
0,1,•*•,p. For m = 0, condition (4.17.1) is easily veri­
fied; since with (4.2.1) and (4.3.1) it becomes 1 = 1 - L 
+ L. For m = 1, (4.2.1) implies that (4.17.2) can be 
written as 
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k-1 k-1 
k = (1-L) [d-u. + 2 (jc-• + dj ] + L 2 (ja,• + b.:) , which 
j=0 j=0 J J 
by (4.2.2) and (4.3.2), for m = 1, reduces to k = (1-L)k 
+ Lk = k. For m = 2,3, • • • ,p, it follows that 
2 [a • j™"1 + (m-l)b.jm"2] = k1"™1 from (4.2.2), 
j=0 J 3 
dkmkrn_1 + 21 [Cijm + md.-j™'1] = km from (4.3.2) , 
j =0 J J 
k2 [a. (j-l)™"1 + (m-Dbi (j-l)™"2] - (k-1)1"™1 =0 
j=0 3 J 
from Lemma 4.1, and 
k-1 
2 [a^j + mb4j1"™1] = km from (4.2.2) . Hence, (4.17.3) 
j=0 
becomes km = (1-L)km + Lkm = km, and the theorem is proved. 
Earlier in the chapter, it was suggested that the 
constants K and L of equations (1.4.2) and (1.4.4) be 
chosen as indicated in equations(4.11) and (4.12). These 
suggestions were motivated by noting in equations (4.9) 
and (4.10) that such choices resulted in errors of 0 (h^"1"2) 
rather than 0(h^*^). Note, however, that these errors 
were those of the predictor and corrector formulas, 
individually, and not of the modified method. The follow­
ing theorem establishes the exact way in which the choice 
of L affects the accuracy of the modified method. 
Theorem 4.3: . If the predictor, (1.4.1), and the corrector, 
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(4.1), are both of order p, then the modified predictor-
corrector method defined by equations (1.4) is of at 
least order p+1 if and only if the constant L of equa­
tion (1.4.4) is chosen so that 
C (0 
L = JB , 
C — c(p) 
P P 
where and are defined by (4.6) and (4.7), 
respectively. 
Proof: By the definition of order and by use of 
Theorem 4.2, it follows that the modified predictor-
corrector method is at least of order p. Hence, the 
order is at least p+1 if and only if = 0. It 
follows from (4.2.2) that 
Z [aj^ + pb. j and from Lemma 4.1 that 
j=0 J 
k-1 _ 
2 [aj (j-1)p + pb. ( j-1) p~ ] - (k-1)F = 0. Hence, from 
j=0 3 
equation (4.18), with r replaced by p, 
k-1 
cpm' = [kP+1 " (l-° + ^  
+ (P+1) d. j^]*i -L Z [ajj^*^ + (p+l)b.-j^] 
J 
-) j=0 J 
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(p+i): 
k1*"1 - dk(pfl)kp - Z [c.j^1 + (p+l)dijP] 
j=0 J 
+ L /dk(p+l)kP + Z [c j^1 + (p+1) d, jP] 
L j=0 J J 
- T [a.j^1 + 
j=0 
which, by use of (4.6) and (4.7) , 
= 4C) + - =PCI + 4P) - & i 
= C<C> - L(C<C> - C <P> ) . 
C(c) 
Therefore, C ^ ' - O if and only if L = P , and 
p  etc)  - c< p> 
p p 
the theorem is proved. 
Additional results can be obtained by specifically 
considering predictor-corrector methods. These methods 
are often used in practice and have been studied by 
Henrici [5]. The following theorems are related to the 
results obtained by Henrici [5, pp. 261-262]. However, 
they are not identical and the methods of proof are con­
siderably different. Recall that a predictor-corrector 
method can be studied by setting K = L = 0 in equations 
(1.4) . For clarity in the results below, however, equa­
tions (1.3) are considered as the defining equations. 
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This merely emphasizes that K = L = 0 in (1.4) . With 
K = L = 0, equation (4.18) becomes 
(4.19) c(« = 1 (kr+1 - d. (r+1) V [aijr 
(r+1) 1 L j=0 
T-L K-1 R+I 
+ rb.-j ]- 2 [c.j + (r+Ddjj1]!- . 
J j=0 J J 
Theorem 4.4: If the corrector, (4.1), is of order p and 
the predictor, (1.3.1), is of at least order p, then the 
predictor-corrector method defined by equations (1.3) is 
of order p, and the error coefficient, , is equal to 
(C) 
Cp , the error coefficient that results when the correc­
tor is used iteratively. 
Proof: By the definition of order and by use of 
Theorem 4.2, it follows that the predictor-corrector 
method is of at least order p. In order to show that the 
(M) 
order is exactly p, it is sufficient to show that Cp = 
CpC^ y since 4 0. By use of (4.2.2), equation (4.19) , 
with r = p, becomes 
CPM) = 1 f kP+1 - dk(p+l)kP - 2 [c.j1*"1 
(Pfl)l L K j=0 J 
+ (ptl)djjP]]. , 
which coincides exactly with (4.7) when q = p. 
Theorem 4.5: If the corrector, (4.1), is of order p, 
where p ^  1, and the predictor, (1.3.1), is of order 
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p-q, where q = 1,2, • • • ,p, then the predictor-corrector 
method defined by equations (1.3) is of at least order 
p-q+1. 
Proofî By the definition of order and by use of 
Theorem 4.2, it follows that the predictor-corrector 
method is of at least order p-q. To show that the order 
is at least p-q+1, it is sufficient to show that C M 
p-q 
= 0. From equation (4.19), 
« • irinrr {«"*' - w 
+ (p-qJb-jP"^1]- Vtc jp"q+1 + (p-q+1) d.jP'q]"l . 
J j=0 J J J 
But, 
2 [ a j jP_q + (p-q)b1 jp-q-1] = kP q from (4.2), 
j=0 J 
since the predictor is of order p-q. Also, since the 
corrector is of order p, it follows that (4.3.2) is 
satisfied for m = p-q+1. Thus, 
xP-q+l _ dk(p-q+1)kp-q - V[c jH+1 + (P-q+1) d,jP-9]= 0. 
j=0 J J 
Therefore, = 0, and the theorem is proved. 
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CHAPTER V: CONVERGENCE OF MODIFIED 
PREDICTOR - CORRECTOR METHODS 
In Chapter II, a concept of convergence was intro­
duced for the numerical method defined by equation (1.1). 
Here, this idea is extended to the modified predictor-
corrector method. Again, consider the initial value 
problem (2.1), and let F be the set of all functions 
satisfying conditions i) and ii) as stated following 
(2.1). For each f e F, problem (2.1) has a unique solu­
tion, Yf(x). Consider the set G C F of all functions g 
for which y^(x) e C^ . 
Definition 5.1: The modified predictor-corrector method 
defined by (1.4) is said to be convergent over G if and 
only if for every g e G and for every set of starting 
values y_ = y (a + qh) satisfying lim y = y(a) = T1 
h —> 0 
for q = 0,1,"*, k-1, it determines a sequence J ynj such 
that 
lim yn = yg(xQ) for all XQ e [a,b]. 
n —• oo 
nh = XQ 
Several types of modified methods were discussed in 
Chapter I. For the first theorem of this chapter, only 
PC-modified methods are considered. More particularly, 
the only methods considered are those in which K and L are 
chosen as indicated in equations (4.12) and (4.11), 
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respectively. Recall that the subscript p in these equa­
tions denotes the order of the predictor and of the cor­
rector . 
Before attempting to establish necessary and suffi­
cient conditions for the convergence over G of the modi­
fied method described above, three lemmas are introduced. 
The first concerns the truncation error associated with 
equation (1.1). This concept was discussed in Chapter II, 
where it was shown that Tn = Cp h^4"^ y^^^ (xn) + 0 (h^*^) 
when the solution of (2.1) satisfies y(x) e C(P*4^ and 
(1.1) is of order p. More information about the term 
0 (h**-^) is needed. 
Lemma 5.1: Assume that y(x) e and that equation 
(1.1) is of order p. Then, there exists a positive 
constant D such that |Tn | ^  |Cp hP**** y(P+"D (xn)| + Dh^\ 
Proof: With the hypotheses above, it is possible, 
by use of Taylor's formula, to rewrite equations (2.18) 
and (2.19) as 
OF 
and 
k-1r r p+1 
. Oî2 "j']} 
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iHl } •  
respectively, where xn Tlj, |j £xn + jh, for j = 0,1,"' 
k. Proceeding as in Chapter II, it follows that 
(5.3) Tn = yn+k - yn+k = Cn h^1 y(p+1) (xj 
"P 
+ k^2r"2 y(pf2) - ** ajjPf2hP+2 ipHZJ 
• j=o (p+2) : 7 { p + 2 )  (Tlj) 
_ 5 _ j =0 (p+i) : ( W .  
Since Y 
(P+2) (x) is continuous for a ^  x <( b, it follows 
that there exists a positive constant Y such that 
_(P+2) (x) <Y, for all a < x < b. Thus, 
Tn| < |CphïH"1y^P+1^ (xn) | + EYh^2, where 
E = 
p+2 k-1 
4——— + 2 
ajjP+2 k 
+ 2 
bjjP+1 
(ÏH-2)! (P+2) : j=0 (P+1) : 
The conclusion of the lemma follows from the definition 
D E EY. 
The two remaining lemmas are concerned with the growth 
of solutions of the difference equation 
k+1 
(5.4) 2 
j=0 
aj2n+j " h A Piin2„+i + *n-j=0 J'n n+j 
The lemmas involve only trivial modifications of results 
found in Henrici [5, pp. 242-243]; hence, the proofs are 
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not repeated here. In particular, the modifications con­
sist of replacing k by k+1 and setting 6 . =0. Lemma 
k+l , n 
5.2 is used in the statement and proof of Lemma 5.3. 
k+1 j 
Lemma 5.2: If every root of the equation 2 a.p =0 
j=0 3 
has modulus less than or equal to one and each root of 
modulus one is simple, and if the coefficients *Ym for 
m = 0,1,'" are defined by 
£-l_ - Ï v, -
r = sup |Ym| < co­
rn =  0 , 1 , ' "  
k+1 
Lemma 5.3: If the roots of the equation 2 a.p^ = 0 
j=0 j 
satisfy the hypotheses of Lemma 5.2, and there exist 
k 
constants B and A such that 2 | fï. ! < B and |Xn| (A, j=0 I -
for n = 0,1,••*,N, and if h > 0, then every solution of 
(5.4) for which |zqj< Z for q = 0,1, • ",k satisfies 
|zn| < P[NA + AZ(k+1) ] e^3, 
for n = 0,1, "*,N, where T is defined in Lemma 5.2 and 
k+1 
A — 2 |a.| . 
j=0 J 
In addition to these lemmas, the following observa­
tion is of use in establishing necessary and sufficient 
conditions for convergence. When K and L are chosen as 
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suggested above, it is easy to verify that K = -(1-L). 
Hence, conditions (4.17.1) and (4.17.2), the conditions 
that the modified method be of at least order one, can be 
written as 
k-1 k-1 
(5.5.1) 1 = (1-L) 2 c-j + L 2 aj, and 
j=0 j=0 
k k-1 
(5.5.2) k = (1-L) 2 d4 + L 2 bj 
j=0 j=0 J 
k-1 
+ 2 j[Laj + (1-L)CJ], 
j=0 J 
respectively. 
Theorem 5.4: If the constants K and L of equations 
(1.4.2) and (1.4.4) are defined by (4.12) and (4.11), 
respectively, and if G is the class of functions 
described above, then the PC-modified predictor-cor­
rector method defined by equations (1.4) converges over 
G if and only if it is zero stable and consistent. 
Proof: From the definition of h stability given in 
Chapter III, it follows that the method under considera­
tion is zero stable if and only if every root of the equa­
tion 
vj.1 k-1 -i+i 
(5.6) pK+1 - 2 [La1 + (1-L)c,]p = ° 
j=0 J J 
has modulus less than or equal to one and each root of 
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modulus one is simple. This condition is satisfied if and 
only if the roots of the equation 
k k-1 
(5.7) p - 2 [La, + (l-L)c.]pJ = 0 
j =0 J J 
satisfy the same conditions. The proof that zero stability 
is necessary for convergence now follows from consideration 
of the initial value problem y' = 0, y(0)= 0. This proof 
is not given here since it may be found in Henrici [5, p. 
218]. In order to identify that proof with the present 
problem, let = 1 and oy = -Laj -(1-L)Cj for j = 
0,1,•••,k-l. 
The proof that consistency is necessary for conver­
gence involves showing that conditions (5.5.1) and (5.5.2) 
must be satisfied. This is done by considering two partic­
ular initial value problems. Again, the approach is like 
that found in Henrici [5]. However, in this case, the de­
tails vary somewhat. Hence, for clarity, the proof fol­
lows. 
To show that (5.5.1) must hold, consider the problem 
y1 =0, y(0) =1, with true solution y(x) =1. If the 
method defined by (1.4) is to be convergent over G, it 
must certainly converge for this problem. The solution of 
equations (1.4), in this case, can be written as 
Yn+k = LPn+k + (1-L)cn+k 
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k-1 k-1 
= L 2 a.yn+j + (1-L) 2 c1yn+j, or j=0 J j=0 J 
<5-8) yn+k - £ [Laj + (l-UCj]yn+j = 0. 
Since equation (5.8) does not depend on h, it follows that 
yn —> 1 as n —> oo. By use of this fact, equation (5.8) 
yields condition (5.5.1). 
To show that (5.5.2) must hold, consider the problem 
y' = 1, y(0) - 0, with true solution y(x) = x. In this 
case, the solution given by (1.4) can be written as 
Yn+k = Lpn+k + (1"L)cn+k 
= L jfo (ajY»+j + toj) 
+ (1-L) 
" k-1 k 
Z ci yn+j + h 2 d 
. j=0 J j=0 J 
or 
k-1 
(5.9) yn+k - 2 [Laj + (1-L) cj]y . j =0 J n+J 
k-1 k 
= h[L. 2 b,- + (1-L) 2 di ]. 
j=0 j=0 
Since (5.5.1) must hold for any convergent method, it 
follows that p = 1 is a root of (5.7). Also, since any 
convergent method must be zero stable, it follows that 
p = 1 is not a multiple root of (5.7). Hence, the deriva­
tive of (5.7) evaluated at p = 1, 
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k-1 
(5.10) k - 2 j [La • + (l-L)c,], 
j=0 J J 
is not equal to zero. Define a sequence -jVnj1 by letting 
yn = nhF, where 
(5.11) F = 
k-1 k 
L 2 b. + (1-L) 2 d, 
j =0 . j=0 J 
k-1 
k - 2 j [La. + ( 1-L) c • ] 
j=0 J J 
By direct substitution, it can be verified that the se­
quence satisfies the difference equation (5.9) . 
Also, the starting values satisfy the hypotheses of the 
theorem since 
lim ya = lim qhF = 0, for q = 0,1,'",k-1. 
h -> 0 H h -> 0 
Since the method defined by (1.4) must converge to the 
solution y(x) = x, for this particular problem, it fol­
lows that, for every x in [a,b], 
lim y = lim nhF = xF = x. 
h —> 0 h —> 0 
nh = x nh = x 
Hence, F = 1, which implies that condition (5.5.2) is 
satisfied. 
The fact that zero stability and consistency are 
sufficient for convergence is shown by relating equation 
(3.4) to equation (5.4), and then by using Lemma 5.3. 
Recall that (3.4) is the equation satisfied by the error 
that occurs when the modified predictor-corrector method 
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is used to approximate the solution of (2.1). 
Since the method is assumed to be consistent, con­
ditions (5.5.1) and (5.5.2) hold. Equation (5.5.2), when 
solved for L yields 
k k-1 
k — 2 d-s — 2 je j 
j=0 j=0 3 
(5.12) L = ! • 
k-1 k-1 
—d-j. — 2 ( jc . + d-s) + 2 ( j a. + b -j ) 
j=0 j=0 
Condition (5.5.1) must be satisfied, independent of the 
value of L determined by (5.12) . By writing (5.5.1) as 
k-1 k-1 k-1 
1 = 2 c • + L( 2 a J — 2 c ^ ) , 
j=0 j=0 j =0 J 
it is evident that 
k-1 k-1 
(5.13) 2 a j = 2 c. = 1. 
j=0 J j =0 3 
Conditions (5.12) and (5.13) are satisfied by the PC-
modified predictor-corrector method in which the predictor 
and the corrector are each of order zero. For, it follows 
from (4.6) and (4.7) that 
/ x k-1 
c(P) = k - 2 (ja. + bj , and 
u J J j=0 
k-1 
c(C) = k - d% - 2 (jc. + dj) . 
0 j=o J J 
Hence, when L is defined by (4.11), equation (5.12) re­
sults. 
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When the predictor and corrector are each of order 
zero, the error terms in (3.4) become 
(5.14) Xn E L[-cjp) hy' (xn) + 0 (h2) ] + (1-L) [-cjc>hy' (xR) 
+ 0 (h2) ] + (1-L+K) dkg^ h[-C(<p) hy' (xn) 
+ 0 (h2) ]. 
Since the predictor and corrector equations are both 
(2)  
of form (1.1) and y e C , it follows from Lemma 5.1 that 
there exists a positive constant R such that the terms of 
0(h2) have magnitude less than Rh2. By use of (4.13), 
it is then possible to write 
|Xn| < I hy' (%n) I * IlCq10 + (l-L)cjC)| 
+ [ |LR| + | (1-L) RI ]h2. 
But, LCgP^ + (1-L)= 0, by use of (4.11). Therefore, 
(5.15) |Xn|< Th2, 
where T = |LR| + |(1-L)R|. 
To complete the identification of equations (3.4) and 
(5.4), let zn+J. = en+j-:L, for j = 0,1, •ee,k+l, and let 
alc+l = ao = °> Oj = - (l-L)Cj ^, for j = 1, 2, 
••*,k. Let 
&k,n ® ^^k-1 + (1~L)dk-l^n+Tc-l + dfc9n+k [ ( 1-L) (ak-1 
+ fcbk-i^n+k-l5 " 
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Pj,n = + (1-L)dj_1]gn+J._1 + dkg^[(l-L) (aj_^ 
+ hbj^g^j^) + K(aj + h^g^^) ], 
for j = 1,2,••*,k-l, and 
^0,n = dk9n+k K^a0 + hbo9n-l^" 
Recall that Xn is defined by (5.14) . 
Now, make the following observations and definitions 
in preparation for the application of Lemma 5.3. Let 
N = ^ EL—— , where xn e (a,b]. Since the function f of 
(2.1) satisfies a Lipschitz condition with respect to y, 
(M) 
gn+k and gn+j, j = -1,0,'",k-1, are bounded. Hence, 
k 
there exists a constant B such that 2 (3. ^ B. Let 
j =01 J>nl -
A = Th2. Define e_^ = 0, and let 6(h) = max |eg|, for 
q=0,l, " *,k-l. Let Z = 6(h) and recall that, by hypo­
thesis, 6(h) —> 0 as h —> 0. Let T be defined as in Lemma 
5.2, and A be defined as in Lemma 5.3. Then, from the 
conclusion of Lemma 5.3, it follows that 
|en| < p [(^ ~ a )Th2 + A5(h) (k+1) ] eXnrB. 
Hence, 
lim I €_ I < PeX^ B lim [ (x_-a) Th+A6 (h) (k+1) ] =0, 
h —• 0 1 - h —y 0 
nh=xn=x nh=xn=x 
and the theorem is proved. 
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The following theorem can also be established. The 
proof varies only in minor detail from that just given? 
thus, it is not included. 
Theorem 5.5: If G is the class of functions defined above 
and if the predictor, (1.4.1), is at least of order zero, 
then the predictor-corrector method defined by equations 
(1.4) with K = L = 0 is convergent over G if and only if 
it is zero stable and consistent. 
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CHAPTER VI: STRONGLY STABLE PREDICTOR - CORRECTOR METHODS 
In Chapter III, a definition of h stability was given 
for the modified predictor-corrector method defined by 
equations (1.4). Following this definition, the concept 
of strong stability was introduced. For the modified 
method to be strongly stable, it was necessary for it to 
be h stable for every h in some interval [h*,0 ]. In this 
chapter, emphasis is placed on the negative value, h*. 
It is desirable to find a numerical method that is h 
stable throughout some interval of maximum length. In 
other words, it is desirable to minimize the negative 
value, h*. A method with such stability properties is 
useful in solving equations which arise from a particular 
type of problem often encountered in scientific applica­
tions. Dahlquist [2, p. 36] qualitatively describes such 
a problem as one in which there occur transient effects 
which die out quickly relative to the time scale of the 
phenomenon under study. The simple initial value problem 
y* = -y, y(0) = 1, which involves exponential decay, il­
lustrates such an effect. In such problems, the step-
length, h, is often limited by the range of h stability. 
The results below are developed by considering pre­
dictor-corrector methods involving five points. Hence, 
K = L = 0, and k=4 in equations (1.4). The numerical 
methods to be studied are thus defined by 
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<6-1-1' Pn+4 = £ (ajyn+j + >' and 
(6.1.2) yn+4 = ^  (Cjyn+j + hdjyi+j)+hd4f (xn+4,Pn+4). 
Whether or not the method defined by equations (6.1) is 
h stable depends upon the roots of equation (3.6) with 
K = L = 0, and k = 4. Note that with K = 0, (3.6) has one 
root identically zero. This root does not affect the 
stability; thus, it is sufficient to consider the roots of 
the equation 
(6.2) p4 - 2 [ci + h(dj + d.a .) + h2(d.b.) ]pJ = 0. 
j=0 J J * J 
These roots are functions of 8 predictor coefficients, 9 
corrector coefficients, and h. 
To further specialize the problem under study, and 
to obtain a method with truncation error of 0(h^), assume 
that (6.1.1) and (6.1.2) are each of order 4. Thus, 
conditions (4.2) and (4.3) are satisfied for m = 0,1,•••, 
4. under these conditions, the roots of (6.2) are func­
tions of 3 predictor coefficients, 4 corrector coeffi­
cients, and h. 
The condition that each predictor-corrector method 
under consideration be zero stable depends only upon the 
coefficients co»ci>c2# and c3 °f the corrector formula. 
66 
This is evident from equation (6.2). The conditions that 
three of these roots be zero, that the term involving y^ 
not appear, and that (6.1.2) be of order 4 determines a 
well-known corrector formula usually derived by other 
means. This corrector is sometimes called an Adams 
formula of the closed type and is also called an Adams -
Moulton formula. It can be written as 
(6.3) yn+4 = yn+3 + A. oy.^ + 19y;+3 . sy-+2 + y-+1). 
The associated truncation error term is given by 
(6.4) Tn =-j£hS y(5) {T])' 
where xn+1 <T) < xn44. 
On the basis of the following considerations, the 
class of methods to be studied is specialized even 
further. In Chapter IV, it was shown that, when the 
predictor is of at least the order of the corrector, the 
error coefficient in the predictor-corrector method de­
pends only upon the corrector. Hence, if the corrector 
is specified by (6.3), c|M^ = — . In deriving (6.3), 
it was specified that, at h = 0, all roots be zero except 
for one root p = 1. Recall that, for any consistent 
method, there must be a root equal to one at h = 0. The 
fact that the remaining roots are zero is advantageous, 
especially for cases in which fy = 0 in problem (2.1). 
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Such problems are common since integrals are often evalu­
ated numerically by solving differential equations of the 
form y* = f(x)„ Thus, in order to retain these proper­
ties, it is assumed that the corrector coefficients are 
specified as in (6.3). The roots of (6.2) are, therefore, 
functions of 3 predictor coefficients and h. The goal is 
to choose the 3 predictor coefficients, which are referred 
to later as parameters, so that a maximum interval of 
stability is attained. 
Due to the nature of the roots of (6.2) at h = 0, 
it is apparent that only strongly stable methods are being 
considered, regardless of the choice of the three predictor 
coefficients. This is true since the roots of (6.2) are 
continuous functions of the coefficients and the root p = 
1 at h = 0 is approximately equal to e— as h ->• 0. 
The problem of minimizing h* can be approached in 
more than one way. Wilf [8], for instance, presents one 
method, and carries it out for corrector equations in some 
particular cases. This approach, when applied to the 
problem considered here, leads to an involved set of non­
linear inequalities which must be solved. If there exists 
a unique solution to this set, and if it can be found, 
this approach has the advantage of assuring one that a 
minimum is actually attained. An alternate approach for 
the minimization of h is presented below. 
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Since every predictor-corrector method considered 
here is necessarily strongly stable, it is of interest 
to find a procedure for determining the value h* for any 
particular method. A predictor-corrector method is com­
pletely determined by specifying the three remaining 
predictor coefficients. To illustrate this, consider the 
set of five equations which result when m = 0,1,*",4 in 
equations (4.2). This set can be solved for a^,a^,a^, 
b]_, and bg in terms of aQ, bg, and bg with the following 
results. 
(6.5.1) a^ — — 17 + 93Q — 27bg + 3bg 
(6.5.2) a2 = 9 - 9aQ + 24b0 
(6.5.3) a3 = 9 - aQ + 3bQ - 3b3 
(6.5.4) b^ = — 6 + 6ag — Î4b^ + bg 
(6.5.5) b^ = — 18 + 6ag — 17bg + 4bg 
It is of interest to consider whether there exist 
methods for which h* is infinite. This is not possible 
as can be seen by replacing p by in (6.2) and multi­
plying the resulting equation by The resulting 
equation has a root which approaches zero as h —> - co 
unless the coefficients of h and h2 vanish in (6.2) for 
j = 0,1,2,3= This is not possible if equations (6.5) are 
to be satisfied. Hence, one root of (6.2) is unbounded as 
h -> -oo . Therefore, for any method under consideration, 
h* is finite. It follows that there exists some negative 
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h of minimum magnitude at which there occurs a root p = 1, 
p = -1, or p = e^"®, where e ^  wr. 
Thus, consider these three cases. Recall that the 
corrector coefficients are determined by (6.3) and the 
remaining predictor coefficients are specified through 
(6.5) when a@, bg, and bg are known. 
When p = 1, equation (6.2) becomes 
3 
(6.6) F^(h,aQ,bQ,bg) = 1 - 2 [cj + h (dj + d^aj) 
j=0 
+ h2(d4bj)] = 0. 
This is a quadratic equation in h. Actually, it can be 
shown that h = 0 is a root of (6.6), under the conditions 
already assumed. 
When p = -1, equation (6.2) becomes 
3 
(6.7) Fg (h,aQ,t>Q,bg) = 1-2 [cj + h (dj + d^aj) 
+ h2(d4bj)] (-1)^ =0. 
This equation is also a quadratic in h. 
When p = a*®, e ^  mr, two equations are obtained from 
equation (6.2). These result from use of the relation 
eim© — cos me + isin me, 
and from setting the real and imaginary parts of (6.2) 
equal to zero. The two equations are 
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3 
G1 (h,ao,bo,b3,0)E cos 4© - 2^[cj + h(dj + d^) 
+ h2(d4bj)]cos je = 0, and 
3 
G2(h,a0,b0,b3,e)= sin 46 - Z [cj + h(dj + d.a.) 
j=0 J 
+ h2(d4bj)]sin je = 0. 
When the parameter e is eliminated from and Gg, the 
equation 
(6.8) F3(h,a0,b0,b3) = (q3 - qx)2 + q3(qg - q%)(qg - D 
(92 ~ ~ (^o ~ !) 2 = 0 
results, where 
qj = -Cj - h(dj + d4aj) - h2(d4bj), 
for j = 0,1,2,3. Equation (6.8) is a sixth degree poly­
nomial equation in h. 
A procedure for the determination of h* is now avail­
able when any particular method is considered. Namely, 
solve equations (6.6), (6.7), and (6.8), and from the set 
of values of h obtained, select the negative value of 
least magnitude. A computer program for the solution of 
these three equations was written. 
Consider the predictor formula 
(6.9) Pn+4 = yn+3 + £ (55y;+3 - S9y;+2 + 37y'+1 - 9y;>. 
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This predictor is sometimes called an Adams formula of 
the open type and is also called an Adams-Bashforth formu­
la. Hlldebrand [6] recommends the use of (6.9) and (6.3) 
in an iterative predictor-corrector method. Note that 
(6.9) corresponds to a choice of the parameters aQ,bQ, 
and Lg equal to 0, -3/8, and 55/24, respectively. By use 
of the computer program mentioned above, h* for the pre­
dictor-corrector method defined by (6.9) and (6.3) was 
found to be equal to -1.2848. At this value of h, a 
complex pair of roots of magnitude one occurs. 
With the preceding techniques available, one possible 
approach to the problem of minimizing h* is to select a 
set of parameter values and to determine the resulting 
value of h* for each combination of the parameters. The 
success of such a procedure depends upon having a suf­
ficient number of sample points in the parameter space so 
that the behavior of h* as a function of the parameters 
can be deduced. The difficulty involved is apparent since, 
even with only five values of each parameter, equations 
(6.6), (6.7), and (6.8) would each have to be solved 125 
times. 
Another approach is based upon the idea of improving 
a given method, for instance, the method defined by equa­
tions (6.9) and (6.3). The following gradient technique 
was developed to effect such an improvement. 
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It was mentioned above that at h = -1.2848, there 
occurs a complex pair of roots of magnitude one when 
(aQ,b0,b3) are chosen as (0,-3/8,55/24). It is now de­
sired to find a way of varying the parameters (a^,b^,b^) 
from (0,-3/8,55/24) so that the complex pair of roots of 
unit magnitude will occur at a more negative value of 
h. Equation (6.8) provides an implicit relation in­
volving h, ao, bo, and bg that is valid when a complex 
pair of roots is considered. From (6.8), it is possible 
to compute a gradient vector 
&&(3) 3h(3) 3h (3) 
(6.10) V3(h,aQ,b0,b3) E ( -= » ' ) ' where 
da0 db0 dbg 
&Fj dFj dFj 
Sh(j) dâ^ 6h(i) âbjT dbj 
,6
-
11
' hT 
dà dh dh 
and j = 3. Thus, Vg(-1.2848,0,-3/8, 55/24) is the gradient 
corresponding to the predictor-corrector method defined 
by (6.9) and (6.3) and to the complex root that limits the 
interval of stability. The limiting value of h* can be 
made to occur at a more negative value by choosing a new 
set of parameters from the relation 
73 
(6.12) = (0,-3/8,55/24) 
- CV3(-1.2848,0,-3/8,55/24), 
where C is some positive constant determined experimentally 
as described below. It is apparent that, when p = 1 is the 
root which limits the range of stability, a corresponding 
gradient, 
àh(1) 8h(1) dh(1) 
(6.13) ?i(h,aQ,bQ,b3) = ' èb0 ' àb3 '' 
can be computed by letting j = 1 in equations (6.11). 
Similarly, when p = -1, the gradient is given by 
dh(2) dh(2) dh<2) 
(6.14, 
the latter quantities being computed from (6.11) with j = 
2. A computer program was written to evaluate the 
gradients (6.10), (6.13), and (6.14). 
The procedure for minimizing h* can now be described. 
First, choose some predictor, for instance (6.9) . Deter­
mine the limiting value, h* by solving (6.6), (6.7), and 
(6.8). In so doing, the limiting root is found to be 
p = 1, p = -1, or p = e*®, G ^  iïtt, depending upon whether 
h* was obtained from the solution of (6.6), (6.7), or 
(6.8). Compute the appropriate gradient. Choose some 
positive constant C, and vary the parameters according to 
the equation 
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(6.15) (aQ <k+1) ,bjk+1) ,b(k+1> ) = (ajk) ,6^' ,bjk) ) 
-c7j 
where j = 1,2,3 depending upon whether (6.13), (6.14), 
or (6.10) was used, and k = 0 corresponds to the selec­
tion of the first predictor formula. For the new param­
eters, solve (6.6), (6.7), (6.8), and determine the new 
* 
value of h . If this value is satisfactory, compute the 
appropriate gradient and use (6.15) with k replaced by 
k+1. If not, choose another value of C and repeat (6.15). 
After a satisfactory value of C has been found, compute 
the appropriate gradient and then use (6.15) with k 
replaced by k+1. 
Some complications can arise. For instance, it is 
possible that, at h*, both a root p = 1 and a root p = -1, 
or some other combination of roots, occurs. In the case 
of two roots, two gradients are applicable. Uhless these 
gradients are exactly opposite, it is possible to deter­
mine a direction in which to move in the parameter space 
so that the range of stability will be increased. Also, 
even with only one gradient being considered, it is possi­
ble that an attempt to move appreciably in the negative 
gradient direction results in h* occurring at some less 
negative value. This can happen when the new limiting 
condition does not correspond to that for which the pre­
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vious gradient was computed. In these more complicated 
cases, one can often devise some technique for continuing 
the process of minimizing h by analyzing a plot of the 
roots as functions of h. Data for such a plot can be ob­
tained by solving (6.2) directly for various values of h. 
The minimization procedure based on the use of the 
gradients described above was carried out with the aid of 
the computer programs already mentioned, starting with the 
predictor, (6.9) . The final result was a predictor 
formula with coefficients 
(6.16) a0 = -0.69735280, bQ = -0.71432005, 
aL = 2.0172069, = 1.8186108, 
a2 = -1.8675052, b2 = -2.0316877, 
a3 = 1.5476511, b3 = 2.0022473. 
The predictor-corrector method defined by (6.16) and 
(6.3) is h stable for -2.4809 <h <0. Recall that the 
method defined by (6.9) and (6.3) is h stable for 
-1.2848ÇhÇo. Hence, the interval of stability was 
nearly doubled by use of the gradient technique. 
The value of h = -2.4809 has not been shown to be 
a minimum, either relative or absolute. It is possible 
that by starting with a different predictor, or by carry­
ing out the gradient procedure with different choices of 
the constant C in (6.15), for instance, that a different 
value of h* might be obtained. This, however, does not 
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negate the fact that a predictor-corrector method with a 
considerably increased range of h stability has been 
derived. 
The application described above is one of many that 
could be devised, based upon the theory developed in the 
preceding chapters. The following problems indicate some 
of the possibilities. In the class of predictor-corrector 
methods defined by equations (6.1) , it would be of in­
terest to minimize h* with the restriction that the pre­
dictor and the corrector be of some order other than that 
considered above. Also, the effect of allowing the cor­
rector to vary, as well as the predictor, might lead to 
worth-while results. Such analyses could also be made for 
C-modified and PC-modified predictor-corrector methods. 
It is possible that such investigations, in addition to 
providing particular numerical methods of practical 
significance, might lead to the development of some 
theory regarding the maximum range of h stability. 
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