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a b s t r a c t
The study of the advection–diffusion equation continues to be an active field of research.
The subject has important applications to fluid dynamics as well as many other branches
of science and engineering.
This paper shows the application of the generalized finite difference method to solve
the advection–diffusion equation by the explicit method. The convergence of the method
has been studied and the truncation error over irregular grids is given. An example has been
solved using the explicit finite difference formulae and the criterion of stability.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
An important path in the evolution of meshless methods has been the development of the generalized finite difference
method (GFDM), also called the meshless finite difference method. The idea of using an eight node star and weighting
functions to obtain finite difference formulae for irregular meshes, was first put forward in [1] using moving least squares
(MLS) interpolation, and an advanced version of the GFDMwas given in [2]. Benito, Ureña and Gavete havemade interesting
contributions to the development of this method [3–7]. The paper [8] shows the application of the GFD method in solving
parabolic and hyperbolic equations.
This paper describes how the GFDM can be applied for solving the advection–diffusion equation.
The paper is organized as follows. Section 1 is the introduction. Section 2 describes the explicit generalized finite
difference schemes. In Section 3 are studied the truncation error and von Neumann stability. In Section 4 some numerical
results are included to illustrate the applications of the numerical explicit generalized finite difference schemes. Finally, in
Section 5 some conclusions are given.
2. Explicit generalized difference schemes
Weconsider here an advective–diffusive equationwithout any sources or sinks that either create or destroy the unknown
function U(x, t)
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∂U(x, t)
∂t
+ cx ∂U(x, t)
∂x
+ cy ∂U(x, t)
∂y
+ cz ∂U(x, t)
∂z
= α

∂2U(x, t)
∂x2
+ ∂
2U(x, t)
∂y2
+ ∂
2U(x, t)
∂z2

t > 0, x ∈ Ω (1)
with the initial condition
U(x, 0) = f (x) (2)
and the boundary condition
aU(x, t)+ b∂U(x, t)
∂n
= g(t), x ∈ Γ (3)
being f (x) and g(t) two known functions. a, b are constants and Γ is the boundary of Ω , where α > 0 is the diffusion
coefficient and cx > 0, cy > 0, cz > 0 are the constant velocities. We use upper case U for the exact value and the lower
case for the approximation value.
The intention is to obtain explicit linear expressions for the approximation of partial derivatives in the points of the
domain. First of all, an irregular grid or cloud of points is generated in the domainΩ ∪Γ . On defining the central node with
a set of nodes surrounding that node, the star then refers to a group of established nodes in relation to a central node. Each
node in the domain has an associated star assigned to it.
Following [3,2,8,1], the explicit difference formulae are obtained,
∂U0
∂t
= u
n+1
0 − un0
△t ;
∂U0
∂x
= −λ0un0 +
N−
j=1
λjunj ;
∂U0
∂y
= −µ0un0 +
N−
j=1
µjunj
∂U0
∂z
= −η0un0 +
N−
j=1
ηjunj ;
∂2U0
∂x2
+ ∂
2U0
∂y2
+ ∂
2U0
∂z2
= −m0un0 +
N−
j=1
mjunj (4)
where uj (j = 0, . . . ,N) are the second order approximations of the variables in the star nodes. Throughout, subindex 0
refers to the central node. The replacement in the Eq. (1) of the explicit expressions obtained for the partial derivatives leads
to
un+10 = un0 −△t

cx

−λ0un0 +
N−
j=1
λjunj

+ cy

−µ0un0 +
N−
j=1
µjunj

+ cz

−η0un0 +
N−
j=1
ηjunj

+ α△t

−m0un0 +
N−
j=1
mjunj

(5)
with
λ0 =
N−
j=1
λj µ0 =
N−
j=1
µj η0 =
N−
j=1
ηj m0 =
N−
j=1
mj. (6)
The recursive expression (5) relates the value of the function at the central node of the star, in time n + 1, with the values
of the function in the nodes of the star at the time n, multiplied by specific coefficients (mj, λj, µj, ηj).
3. Convergence
According to Lax’s equivalence theorem, a consistent finite difference scheme for a well-posed problem is convergent if
and only if it is stable. In this section first of all we study the truncation error of the convection–diffusion equation, and then
consistency and stability.
3.1. Truncation error
We can split the total truncation error of the convection–diffusion equation previously defined in (1) into two parts, the
first one corresponding to time derivative (TEt), and the second one corresponding to the space derivatives (TEx). As is well
known, the truncation error for first order time derivative is given as follows
(TEt) = −△t2
∂2U(x0, t1)
∂t2
+Θ((△t)2), t < t1 < t +△t. (7)
In order to obtain the truncation error for space derivatives, Taylor’s series expansion including higher order derivatives is
used and then higher order function B∗(u) is obtained
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B∗(u) =
N−
j=1

u0 − uj + hj ∂U0
∂x
+ kj ∂U0
∂y
+ lj ∂U0
∂z
+ 1
2

hj
∂U0
∂x
+ kj ∂U0
∂y
+ lj ∂U0
∂z
2
+ 1
6

hj
∂U0
∂x
+ kj ∂U0
∂y
+ lj ∂U0
∂z
3
+ 1
24

hj
∂U0
∂x
+ kj ∂U0
∂y
+ lj ∂U0
∂z
4
· · ·

w(hj, kj, lj)
2
(8)
wherew(hj, kj, lj) is the weighting function [3,4,7]. If the function (8) is minimized with respect partial derivatives up to the
second order, the following linear equation system is defined
ADu =

N−
j=1
Ξhj
N−
j=1
Ξkj
N−
j=1
Ξ lj
N−
j=1
Ξ
h2j
2
N−
j=1
Ξ
k2j
2
N−
j=1
Ξ
l2j
2
N−
j=1
Ξhjkj
N−
j=1
Ξhjlj
N−
j=1
Ξkjlj
T
(9)
where
Ξ =

−u0 + uj − 16

hj
∂U0
∂x
+ kj ∂U0
∂y
+ lj ∂U0
∂z
3
− 1
24

hj
∂U0
∂x
+ kj ∂U0
∂y
+ lj ∂U0
∂z
4
· · ·

w(hj, kj, lj)2 (10)
where
A =

N−
j=1
h2j w
2
N−
j=1
hjkjw2
N−
j=1
hjljw2
N−
j=1
h3j
2
w2
N−
j=1
hjk2j
2
w2
N−
j=1
hjl2j
2
w2
N−
j=1
h2j kjw
2
N−
j=1
h2j ljw
2
N−
j=1
hjkjljw2
N−
j=1
k2j w
2
N−
j=1
kjljw2
N−
j=1
h2j kj
2
w2
N−
j=1
k3j
2
w2
N−
j=1
kjl2j
2
w2
N−
j=1
hjk2j w
2
N−
j=1
hjkjljw2
N−
j=1
k2j ljw
2
N−
j=1
l2j w
2
N−
j=1
h2j lj
2
w2
N−
j=1
k2j lj
2
w2
N−
j=1
l3j
2
w2
N−
j=1
hjkjljw2
N−
j=1
hjl2j w
2
N−
j=1
kjl2j w
2
N−
j=1
h4j
4
w2
N−
j=1
h2j k
2
j
4
w2
N−
j=1
h2j l
2
j
4
w2
N−
j=1
h3j kj
2
w2
N−
j=1
h3j lj
2
w2
N−
j=1
h2j kjlj
2
w2
N−
j=1
k4j
4
w2
N−
j=1
k2j l
2
j
4
w2
N−
j=1
hjk3j
2
w2
N−
j=1
hjk2j lj
2
w2
N−
j=1
k3j lj
2
w2
N−
j=1
l4j
4
w2
N−
j=1
hjkjl2j
2
w2
N−
j=1
hjl3j
2
w2
N−
j=1
kjl3j
2
w2
N−
j=1
h2j k
2
j w
2
N−
j=1
h2j kjljw
2
N−
j=1
hjk2j ljw
2
N−
j=1
h2j l
2
j w
2
N−
j=1
hjkjl2j w
2
N−
j=1
k2j l
2
j w
2

and
Du =

∂U0
∂x
∂U0
∂y
∂U0
∂z
∂2U0
∂x2
∂2U0
∂y2
∂2U0
∂z2
∂2U0
∂x∂y
∂2U0
∂x∂z
∂2U0
∂y∂z
T
with N ≥ 9, and then
TEx = CA−1 ×

N−
j=1
Υ hj
N−
j=1
Υ kj
N−
j=1
Υ lj
N−
j=1
Υ
h2j
2
N−
j=1
Υ
k2j
2
N−
j=1
Υ
l2j
2
N−
j=1
Υ hjkj
N−
j=1
Υ hjlj
N−
j=1
Υ kjlj
T
(11)
where
C = −cx −cy −cz α α α 0 0 0T (12)
and
Υ = −

1
3!

hj
∂U0
∂x
+ kj ∂U0
∂y
+ lj ∂U0
∂z
3
+ 1
4!

hj
∂U0
∂x
+ kj ∂U0
∂y
+ lj ∂U0
∂z
4
· · ·

w(hj, kj, lj)2 (13)
and operating
TEx = −cx

N−
j=1
Ψ1,j
∂3U
∂x3
+ Ψ2,j ∂
3U
∂x2∂y
+ Ψ3,j ∂
3U
∂x∂y2
+ Ψ4,j ∂
3U
∂y3
+ Ψ5,j ∂
3U
∂z3
+ Ψ6,j ∂
3U
∂x2∂z
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+ Ψ7,j ∂
3U
∂y2∂z
+ Ψ8,j ∂
3U
∂x∂z2
+ Ψ9,j ∂
3U
∂y∂z2
+ Ψ10,j ∂
3U
∂x∂y∂z
+ · · ·
]
− cy

N−
j=1
Ψ11,j
∂3U
∂x3
+ Ψ12,j ∂
3U
∂x2∂y
+ Ψ13,j ∂
3U
∂x∂y2
+ Ψ14,j ∂
3U
∂y3
+ Ψ15,j ∂
3U
∂z3
+ Ψ16,j ∂
3U
∂x2∂z
+ Ψ17,j ∂
3U
∂y2∂z
+ Ψ18,j ∂
3U
∂x∂z2
+ Ψ19,j ∂
3U
∂y∂z2
+ Ψ20,j ∂
3U
∂x∂y∂z
+ · · ·
]
− cz

N−
j=1
Ψ21,j
∂3U
∂x3
+ Ψ22,j ∂
3U
∂x2∂y
+ Ψ23,j ∂
3U
∂x∂y2
+ Ψ24,j ∂
3U
∂y3
+ Ψ25,j ∂
3U
∂z3
+ Ψ26,j ∂
3U
∂x2∂z
+ Ψ27,j ∂
3U
∂y2∂z
+ Ψ28,j ∂
3U
∂x∂z2
+ Ψ29,j ∂
3U
∂y∂z2
+ Ψ30,j ∂
3U
∂x∂y∂z
+ · · ·
]
−α

N−
j=1
Ψ31,j
∂3U
∂x3
+ Ψ32,j ∂
3U
∂x2∂y
+ Ψ33,j ∂
3U
∂x∂y2
+ Ψ34,j ∂
3U
∂y3
+ Ψ35,j ∂
3U
∂z3
+ Ψ36,j ∂
3U
∂x2∂z
+ Ψ37,j ∂
3U
∂y2∂z
+ Ψ38,j ∂
3U
∂x∂z2
+ Ψ39,j ∂
3U
∂y∂z2
+ Ψ40,j ∂
3U
∂x∂y∂z
+ · · ·
]
+Θ(hj, kj, lj) (14)
where Ψi,j(hj, kj, lj) are homogenous rational functions of order two and Θ(hj, kj, lj) is a series of third- and higher-order
functions.
The expression (14) is the truncation error for spatial derivatives.
Taking into account that the total truncation errors (TTE) for the advection–diffusion equation is given by
TTE = TEt + TEx (15)
where TEt and TEx are given by (7) and (14) respectively.
3.2. Consistency
By considering bounded derivatives in (15)
lim
(△t,hj,kj,lj)→(0,0,0,0)
TTE → 0. (16)
Then, the truncation error condition given in (16) shows the consistency of the approximation for the advection–diffusion
equation with constant coefficients.
3.3. Stability criteria
For the difference schemes, the von Neumann condition is sufficient as well as necessary for stability [9]. ‘‘Boundary
conditions are neglected by the von Neumann method which applies in theory only to pure initial value problems with
periodic initial data. It does however provide necessary conditions for stability of constant coefficient problems regardless
of the type of boundary condition’’.
For the stability analysis the first idea is to make a harmonic decomposition of the approximated solution at grid points
and at a given time level (n). Then we can write the finite difference approximation in the nodes of the star at time n, as
un0 = ξ neiν
T x0; unj = ξ neiν
T xj ; xj = x0 + hj (17)
where: ξ is the amplification factor, ν is the column vector of the wave numbers, x0 are the vector of coordinates of central
node of star and xj are the coordinates of the other nodes of star and hj = (hj, kj, lj) are the relative coordinates between
the nodes of star.
Then we can write the stability condition as: ‖ξ‖ ≤ 1.
Including (17) into (5), cancellation of ξ neiν
T x0 , leads to
ξ = 1−△t

N−
j=1
(−cxλj − cyµj − czηj + αmj)(1− cos νThj)

+ i△t

N−
j=1
(−cxλj − cyµj − czηj + αmj) sin νThj

. (18)
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Then we can write the conditions stability as:
−1 < 1−△t

N−
j=1
(−cxλj − cyµj − czηj + αmj)(1− cos νThj)

< 1
⇔ 0 < △t < 1|αm0 − cxλ0 − cyµ0 − czη0| (19)△t

N−
j=1
(−cxλj − cyµj − czηj + αmj) sin νThj
 < 1⇔ 0 < △t < 1|αm0 − cxλ0 − cyµ0 − czη0| (20)
and the modulus of the amplification factor is
‖ξ‖ ≤ 1⇔ △t

N−
j=1
(−cxλj − cyµj − czηj + αmj) sin νThj
2
≤

N−
j=1
(−cxλj − cyµj − czηj + αmj)(1− cos νThj)

×

2−△t

N−
j=1
(−cxλj − cyµj − czηj + αmj)(1− cos νThj)

(21)
with (20) and
mj ≫ λj, µj, ηj (22)
△t
c2x

N−
j=1
|λj|
2
+ c2y

N−
j=1
|µj|
2
+ c2z

N−
j=1
|ηj|
2 ≤ α|m0|. (23)
Then the conditions for stability of the advection–diffusion equation are
△t ≤ 1|αm0 − cxλ0 − cyµ0 − czη0|
△t
c2x

N∑
j=1
|λj|
2
+ c2y

N∑
j=1
|µj|
2
+ c2z

N∑
j=1
|ηj|
2
α|m0| ≤ 1. (24)
As shown in formulae (24) the conditions for stability depend on the space discretization parameters (m0,mj, λ0, λj, µ0,
η0, ηj).
4. Numerical test
In order to illustrate the applications of the numerical explicit generalized differences (GFDM) schemes developed
previously, a problem for which an exact solution is available is required so that approximate results obtained may be
compared with an exact solution.
We use stars of twenty six nodes selected with the criterion of the minimum distance to the central node of star. The
weighting function used has been
w(hj, kj, lj) = 1
h2j + k2j + l2j
3 . (25)
The global error is evaluated for each time increment, in the last time step considered, using the following formula
Global error =

NT∑
j=1
(sol(j)−exac(j))2
NT
|exacmax| × 100 (26)
and the maximum local error is evaluated, in the last time step calculated, using the following formula
Maximum local error = maxj|sol(j)− exac(j)| (27)
where sol(j) is the GFDM solution at the node j exac(j) is the exact value of the solution at the node j, exacmax is themaximum
value of the exact values in the cloud of nodes considered and NT is the total number of nodes of the domain.
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Fig. 1. Irregular grids with 729 nodes.
Fig. 2. Global error versus h; Global error versus△t .
We have established a measure of the irregularity of the nodes’ distribution in the domain. For this purpose we have
assigned to every node in the domain a value that corresponds with the average of the distances from it to the rest of its star
nodes. Then, the index of irregularity (IBUG) is defined as the standard deviation of these values.
Let us consider the equation
∂U(x, t)
∂t
+ ∂U(x, t)
∂x
+ ∂U(x, t)
∂y
+ ∂U(x, t)
∂z
= α

∂2U(x, t)
∂x2
+ ∂
2U(x, t)
∂y2
+ ∂
2U(x, t)
∂z2

t > 0, 0 < x, y, z < 1 (28)
with given initial condition and Dirichlet boundary conditions fixed by the solutions. The exact solution is
U(x, y, z, t) = exp(−3(1− α)t + x+ y+ z). (29)
First of all we have considered regular grids with different h. The influence on global error, for various α, using different
grids of nodes with different h and different values of time increment,△t , is given in Fig. 2.
Also, we consider irregular grids (729 nodes) (see Fig. 1). The influence on global error,for various α, versus different
values of time increment, △t , and the maximum local error versus different values of time increment, △t , and cloud of
nodes with IBUG = 5.617× 10−4 is given in Fig. 3.
Fig. 4 shows the global error versus the variation of the index of irregularity (IBUG) for irregular meshes with 729 nodes.
Although the value of the index of irregularity increases significantly, the global error only increases slightly.
5. Conclusions
The use of the generalized finite differencemethod using irregular clouds of points is an interestingway of solving partial
differential equations. The extension of the generalized finite difference to the explicit solution of the advection–diffusion
equation has been developed.
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Fig. 3. Global error versus△t; Maximum error local versus△t .
Fig. 4. Global error versus index of irregularity.
The truncation error of the advection–diffusion equation in the case of irregular grids of points has been defined. The
von Neumann stability criterion has been expressed as a function of the coefficients of the star equation for irregularity of
nodes.
As shown in the numerical results, a decrease in the value of the time step, always below the stability limits, leads to a
decrease in the global error.
The idea is to use a distribution of nodes as regular as possible. In the case of solutions with important gradients or
topology (geometry) of the problem advised, it would be necessary to add nodes in an irregular way in order to improve the
solution. In this case to use an adaptive algorithm [5–7] would always be convenient.
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