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Analyticity and Riesz basis property of
semigroups associated to damped vibrations
Birgit Jacob, Carsten Trunk and Monika Winklmeier
Abstract
Second order equations of the form z¨(t)+A0z(t)+Dz˙(t) = 0 are con-
sidered. Such equations are often used as a model for transverse motions
of thin beams in the presence of damping. We derive various properties
of the operator matrix A =
ˆ
0 I
−A0 −D
˜
associated with the second order
problem above. We develop sufficient conditions for analyticity of the
associated semigroup and for the existence of a Riesz basis consisting of
eigenvectors and associated vectors of A in the phase space.
Mathematics Subject Classification: 47A10, 47A70, 34G10, 47D06
Key words : Operator matrices, second order equations, spectrum, Riesz basis,
analytic semigroup
1 Introduction
A linear equation describing transverse motions of a thin beam can be written
in the form
∂2u
∂t2
+
∂2
∂r2
[
E
∂2u
∂r2
+ Cd
∂3u
∂r2∂t
]
= 0, r ∈ (0, 1), t > 0,
where u(r, t) is the transverse displacement of the beam at time t and position
r. The existence and behaviour of solutions u depend also on boundary and
initial conditions. In the example above we are interested in solution having
finite energy, i.e. solutions such that ‖u(·, t)‖2 + ‖u′′(·, t)‖2 < ∞ for all t > 0
where ‖ · ‖ denotes the usual norm in the Hilbert space L2(0, 1). Identifying the
function u(·, t) with an element z(t) ∈ L2(0, 1) by z(t)(r) = u(r, t) we obtain
from the partial differential equation above a second order equation in L2(0, 1)
of the form
z¨(t) +A0z(t) +Dz˙(t) = 0, (1)
where A0 = E
∂4
∂r4 , D =
∂2
∂r2Cd
∂2
∂r2 acting in L
2(0, 1) with appropriate domains
encoding the boundary conditions under consideration. We will come back to
this example in Section 6.
In this paper we study second order equations of type (1) in an abstract
Hilbert spaceH where the stiffness operator A0 is a possibly unbounded positive
1
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operator on H and is assumed to be boundedly invertible, and D, the damping
operator, is an unbounded operator such that A
−1/2
0 DA
−1/2
0 is a bounded non-
negative operator onH . This second order equation is equivalent to the standard
first-order equation x˙(t) = Ax(t) where A : D(A) ⊂ D(A1/20 )×H → D(A1/20 )×
H is given by
A =
[
0 I
−A0 −D
]
,
D(A) =
{
[ zw ] ∈ D(A1/20 )×D(A1/20 ) | A0z +Dw ∈ H
}
.
This operator matrix has been studied in the literature for more than 20 years.
Interest in this particular model is motivated by various problems such as stabi-
lization, see for example [8], [35], [36], [39], solvability of Riccati equations [18],
minimum-phase property [23] and compensator problems with partial observa-
tions [19].
It is well-known thatA generates a C0-semigroup of contractions inH1/2×H ,
where H1/2 = D(A1/20 ) is equipped with the norm ‖x‖1/2 = ‖A1/20 x‖H , and
thus the spectrum of A is located in the closed left half plane. This goes back
to [4] and [34], see also [5], [11]. Several authors have proved independently
of each other that the condition 〈A−1/20 Dz,A1/20 z〉H ≥ β‖z‖2H is sufficient for
exponential stability of the C0-semigroup generated by A, see for example [4],
[5], [7], [11], [17], [20], [41], [42].
In this paper we focus on two properties of the operator A: Analyticity
of the generated semigroup and the Riesz basis property in the phase space
H1/2 × H . Analyticity of the C0-semigroup generated by A has been studied
in many papers, see [10], [11], [12], [13], [16], [21], [22], and [30]. Most of the
papers require that the damping operator D is comparable with Aρ for some
ρ ∈ [1/2, 1]. In [30] the damping operator D is of the form
D = αA0 +B, (2)
where α > 0 is a constant, A−10 is compact and B is symmetric and A0-compact.
If−1/α 6∈ σp(A), then it is shown in [30] thatA generates an analytic semigroup.
In this case the essential spectrum of the operator A−10 D, considered as an
operator acting in H1/2 consists of the point −1/α only. We extend the result
of [30] to more general damping operators D: If A−10 is compact in H and
0 6∈ σess(A−10 D), then A generates an analytic semigroup on H1/2 × H (cf.
Theorem 4.1 below). In particular, this implies that the above mentioned result
from [30] holds even if −1/α ∈ σp(A).
Note that analyticity of the semigroup generated by A already implies that
the semigroup satisfies the spectral mapping theorem
σ(T (t))\{0} = etσ(A), t ≥ 0,
see [15, Chapter IV, Section 3.10].
We further develop conditions guaranteeing that the spaceH1/2×H possesses
a Riesz basis consisting of eigenvectors and finitely many associated vectors of
2
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A. The existence of such a system has many important implications for the
operator A; for instance, it implies that A satisfies the weak spectral mapping
theorem, that is,
σ(T (t)) = etσ(A), t ≥ 0,
where (T (t))t≥0 is the semigroup generated by A. In particular, it follows
that the semigroup is exponentially stable if and only if the spectrum of A is
contained in the open left half plane and uniformly bounded away from the
imaginary axis.
The Riesz basis property has been shown in [30] in the situation where A−10
is a compact operator, D is of the form (2) for some α ≥ 0 with a symmetric
operator B and −1/α 6∈ σp(A), if α 6= 0 (and with some additional assumptions
in the case α = 0). Similar results were obtained [12, Appendix A] in a more
special situation. All these assumptions guarantee that the essential spectrum
of A consists at most of one point.
In this paper we also assume that A−10 is a compact operator, but we allow
a more general damping operators D. In particular, the essential spectrum of
A may contain infinitely many points. For most of our results we need the
assumption that 0 6∈ σess(A−10 D), where A−10 D is seen as an operator acting on
H1/2 = D(A1/20 ). This, however, implies that we cannot handle the case where
A−10 D is a compact operator in H1/2 unless H is of finite dimension. Together
with some rather weak conditions the above mentioned imply that there exists
a Riesz basis in the phase space H1/2 ×H consisting of eigenvalues and finitely
many associated vectors of A (cf. Theorem 5.1 below). For results involving
compact A−10 D we refer the reader to [30].
Throughout this paper we assume that all Hilbert and Krein spaces are in-
finite dimensional. Since we are interested in applications to partial differential
equations, this is no major restriction.
We proceed as follows. In Section 2 we provide some useful results on the
spectrum of operators in Krein spaces. In particular, we recall the notion of
spectral points of positive and negative type and of type pi+ and type pi−. One
main tool of this paper is to show that certain spectral points ofA are of positive
or negative type or of type pi+ or pi−. In Section 3 we give the precise definition
of the operator A and prove some of its properties. The main results of this
paper are contained in Sections 4 and 5 where we always assume that that A−10
is a compact operator and that 0 6∈ σess(A−10 D). The main result of Section 4 is
that A generates an analytic strongly continuous semigroup. Further, we show
that ∞ is a spectral point of negative type and that every real spectral point
is of type pi+. As a consequence we obtain that A is definitizable and that the
non-real spectrum of A consists of at most finitely many points belonging to the
point spectrum of A. Further, the operator A can be written as a direct sum
of a self-adjoint operator in a Hilbert space and a bounded self-adjoint operator
in a Pontryagin space. Section 5 is devoted to the Riesz basis property of the
operator A, that is, it is shown that under additional weak conditions there
3
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exists a Riesz basis of D(A1/20 )×H consisting of eigenvalues and finitely many
associated vectors of A. Finally, in Section 6 the results are illustrated by an
example: the Euler-Bernoulli beam with distributed Kelvin-Voigt damping.
2 Spectrum of operators in Krein spaces
Let (H, [., .]) be a Krein space. We briefly recall that a complex linear space H
with a hermitian nondegenerate sesquilinear form [., .] is called a Krein space if
there exists a decompositionH = H+⊕H− with subspacesH± being orthogonal
to each other with respect to [., .] such that (H±,±[., .]) are Hilbert spaces. In
the following all topological notions are understood with respect to some Hilbert
space norm ‖ . ‖ on H such that [., .] is ‖ . ‖-continuous. Any two such norms are
equivalent. For the basic theory of Krein space and operators acting therein we
refer to [9] and [2].
Let A be a closed operator in H. Analogously to the Hilbert space case we
define the extended spectrum σe(A) of A by σe(A) := σ(A) if A is bounded
and σe(A) := σ(A) ∪ {∞} if A is unbounded. The resolvent set of A is denoted
by ρ(A). By σp,norm(A) we denote the set of all λ ∈ C which are isolated
points of σ(A) and normal eigenvalues of A, that is, the corresponding Riesz-
Dunford projection is of finite rank. A point λ0 ∈ C is said to belong to the
approximative point spectrum σap(A) of A if there exists a sequence (xn) ⊂ D(A)
with ‖xn‖ = 1, n = 1, 2, . . . , and ‖(A − λ0I)xn‖ → 0 if n → ∞. For a self-
adjoint operator A in H all real spectral points of A belong to σap(A) (see e.g.
[9, Corollary VI.6.2]). The operator A is called Fredholm if the dimension of the
kernel of A and the codimension of the range of A are finite. The set
σess(A) := {λ ∈ C | A− λI is not Fredholm}
is called the essential spectrum of A.
Using the indefiniteness of the scalar product on H we have the notions of
spectral points of positive and negative type and of type pi+ and type pi−. The
following definition was given in [29] and [33] for bounded self-adjoint operators.
Definition 2.1 For a self-adjoint operator A in H a point λ0 ∈ σ(A) is called
a spectral point of positive (negative) type of A if λ0 ∈ σap(A) and for every
sequence (xn) ⊂ D(A) with ‖xn‖ = 1 and ‖(A − λ0I)xn‖ → 0 as n → ∞ we
have
lim inf
n→∞
[xn, xn] > 0
(
resp. lim sup
n→∞
[xn, xn] < 0
)
.
The point ∞ is said to be of positive (negative) type of A if A is unbounded
and for every sequence (xn) ⊂ D(A) with limn→∞ ‖xn‖ = 0 and ‖Axn‖ = 1 we
have
lim inf
n→∞
[Axn, Axn] > 0
(
resp. lim sup
n→∞
[Axn, Axn] < 0
)
.
We denote the set of all points of σe(A) of positive (negative) type by σ++(A)
(resp. σ−−(A)).
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It is not difficult to see that the sets σ++(A) and σ−−(A) are contained in R.
Moreover the non-real spectrum of A cannot accumulate to σ++(A) ∪ σ−−(A).
In a similar way as above we define subsets σpi+(A) and σpi−(A) of σe(A)
containing σ++(A) and σ−−(A), respectively (cf. [3, Definition 5]).
Definition 2.2 For a self-adjoint operator A in H a point λ0 ∈ σ(A) is called
a spectral point of type pi+ (type pi−) of A if λ0 ∈ σap(A) and if there exists a
linear submanifold H0 ⊂ H with codimH0 < ∞ such that for every sequence
(xn) ⊂ H0 ∩ D(A) with ‖xn‖ = 1 and ‖(A− λ0I)xn‖ → 0 as n→∞ we have
lim inf
n→∞
[xn, xn] > 0
(
resp. lim sup
n→∞
[xn, xn] < 0
)
. (3)
The point ∞ is said to be of type pi+ (type pi−) of A if A is unbounded and
if there exists a linear submanifold H0 ⊂ H with codimH0 < ∞ such that for
every sequence (xn) ⊂ H0 ∩ D(A) with limn→∞ ‖xn‖ = 0 and ‖Axn‖ = 1 we
have
lim inf
n→∞
[Axn, Axn] > 0
(
resp. lim sup
n→∞
[Axn, Axn] < 0
)
.
We denote the set of all points of σe(A) of type pi+ (type pi−) of A by σpi+(A)
(resp. σpi
−
(A)).
Recall that a self-adjoint operator A in a Krein space (H, [., .]) is called defini-
tizable if ρ(A) 6= ∅ and if there exists a rational function p 6= 0 having poles
only in ρ(A) such that [p(A)x, x] ≥ 0 for all x ∈ H. Then the spectrum of A is
real or its non-real part consists of a finite number of points. Moreover, A has
a spectral function E(.) defined on the ring generated by all connected subsets
of R whose endpoints do not belong to some finite set which is contained in
{t ∈ R : p(t) = 0} ∪ {∞} (see [32]).
For a definitizable operator A a point t ∈ R is called a critical point of
A if there is no open subset ∆ with t ∈ ∆ such that either ∆ ⊂ σ++(A) or
∆ ⊂ σ−−(A). A critical point t is called regular if there exists an open deleted
neighbourhood δ0 of t such that the set of the projections E(δ) is bounded where
δ runs through all intervals δ with δ ⊂ δ0, see [32].
Theorem 2.3 Let A be a self-adjoint operator in H satisfying
σess(A) ⊂ R, ∞ ∈ σ++(A) ∪ σ−−(A) and σ(A) ∩ R ⊂ σpi+(A) ∪ σpi−(A).
Then A is a definitizable operator, and the non-real spectrum of A consists of
at most finitely many points which belong to σp,norm(A).
Proof:
Assume ∞ ∈ σ−−(A). By [3, Lemma 2] there exists a neighbourhood U of ∞
in C with
U \ R ⊂ ρ(A) and U ∩ R ⊂ σ−−(A) ∪ ρ(A).
From this and [3, Theorem 18] we conclude that the non-real spectrum of A
consists of at most finitely many points which belong to σp,norm(A). Then, by
[3, Theorem 23] and [25, Theorem 4.7], the operator A is definitizable. A similar
reasoning applies to the case ∞ ∈ σ++(A). 
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3 Framework and preliminary results
Throughout this paper we make the following assumptions.
(A1) The stiffness operator A0 : D(A0) ⊂ H → H is a self-adjoint uniformly
positive operator on a Hilbert space H . We define H 1
2
= D(A1/20 ) equipped with
the norm ‖ · ‖H 1
2
:= ‖A1/20 · ‖H and H− 1
2
= H∗1
2
. Here the duality is taken
with respect to the pivot space H , that is, equivalently H− 1
2
is the completion
of H with respect to the norm ‖z‖H
−
1
2
= ‖A−1/20 z‖H . Thus A0 restricts to a
bounded operator A0 : H 1
2
→ H− 1
2
. We use the same notation A0 to denote
this restriction.
We denote the inner product on H by 〈·, ·〉H or 〈·, ·〉, and the duality pairing
on H− 1
2
×H 1
2
by 〈·, ·〉H
−
1
2
×H 1
2
. Note that for (z′, z) ∈ H ×H 1
2
, we have
〈z′, z〉H
−
1
2
×H 1
2
= 〈z′, z〉H .
(A2) The damping operator D : H 1
2
→ H− 1
2
is a bounded operator such
that A
−1/2
0 DA
−1/2
0 is a bounded self-adjoint operator in H and satisfies
〈Dz, z〉H
−
1
2
×H 1
2
≥ 0, z ∈ H 1
2
.
The equation (1) is equivalent to the following standard first-order equation
x˙(t) = Ax(t) (4)
where A : D(A) ⊂ H 1
2
×H → H 1
2
×H , is given by
A =
[
0 I
−A0 −D
]
,
D(A) =
{
[ zw ] ∈ H 1
2
×H 1
2
| A0z +Dw ∈ H
}
.
The operator A itself is not self-adjoint in the Hilbert space H 1
2
×H . It is easy
to see (e.g. [42]) that A has a bounded inverse in H 1
2
×H given by
A−1 =
[ −A−10 D −A−10
I 0
]
, (5)
where A−10 D is considered as an operator acting in H 1
2
. This together with the
fact that
JA, where J =
[
I 0
0 −I
]
,
is a symmetric operator in the Hilbert space H 1
2
×H , imply the self-adjointness
of JA in H1/2 ×H . Therefore, (compare also [40, Proof of Lemma 4.5])
A∗ = JAJ, with D(A∗) = JD(A)
6
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and
Re 〈Ax, x〉 ≤ 0 for x ∈ D(A) and Re 〈A∗x, x〉 ≤ 0 for x ∈ D(A∗).
Hence, A is the generator of a strongly continuous semigroup of contractions on
the state space H 1
2
×H . This fact is well-known, see e.g. [4], [5], [11], [17], [34]
or [42].
For ( x1y1 ) , (
x2
y2 ) ∈ H 1
2
×H we define an indefinite inner product on H 1
2
×H
by [(
x1
y1
)
,
(
x2
y2
)]
:=
〈
J
(
x1
y1
)
,
(
x2
y2
)〉
= 〈x1, x2〉H 1
2
− 〈y1, y2〉. (6)
Then (H 1
2
×H, [., .]) is a Krein space and A is a self-adjoint operator with respect
to [., .].
In the following proposition we collect the above considerations.
Proposition 3.1 The operator A is self-adjoint in the Krein space (H 1
2
×
H, [., .]), its spectrum is contained in the closed left half plane and lies sym-
metric with respect to the real line. The operator A has a bounded inverse and
is the generator of a strongly continuous semigroup of contractions on H 1
2
×H.
This implies that the spectrum of A is a subset of the closed left half
plane without the origin and symmetric with respect to the real axis. How-
ever, otherwise the spectrum of A is quite arbitrary. For an example with
σ(A) = {s ∈ C | Re s ≤ 0, |s| ≥ ε}, ε > 0, we refer to [24].
In the following theorem we give an estimate for the neighbourhood of the
origin which lies in the resolvent set of A and for the modulus of the eigenvalues
of A.
Theorem 3.2 We have λ ∈ ρ(A) if and only if the operator I+λA−10 (D+λI),
considered as an operator in L(H 1
2
), is boundedly invertible. In particular
{
λ ∈ C | ‖λA−10 D + λ2A−10 ‖L(H 1
2
) < 1
}
⊂ ρ(A). (7)
Moreover, each λ ∈ σp(A) satisfies
|λ| ≥ 1
2‖A−10 ‖L(H)
(√
‖A−10 D‖2L(H 1
2
) + 4‖A−10 ‖L(H) − ‖A−10 D‖L(H 1
2
)
)
. (8)
Proof:
Let λ ∈ ρ(A). Then by [24, Proposition 2.2] the operator
λ2A−10 + λA
−1/2
0 DA
−1/2
0 + I
is bounded and boundedly invertible in H , hence
A
−1/2
0
(
λ2A−10 + λA
−1/2
0 DA
−1/2
0 + I
)
A
1/2
0 = I + λA
−1
0 (D + λI)
7
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is boundedly invertible in H 1
2
. For the contrary choose λ ∈ C, ( uv ) ∈ D(A) and
( xy ) ⊂ H 1
2
×H . Then we have
(A− λI) ( uv ) = ( xy )
if and only if the following equations hold
v = x+ λu
−A0(I + λA−10 (D + λI))u = y +Dx+ λx.
This implies the first assertion of Theorem 3.2. Let λ ∈ σp(A). Then the above
calculations imply that the operator I + λA−10 (D + λI) in H 1
2
is not injective.
Therefore, there exists a non-zero vector f ∈ H 1
2
with
f = −λA−10 (D + λI)f.
Hence,
‖f‖H 1
2
≤ |λ|
(
‖A−10 D‖L(H 1
2
) + |λ|‖A−10 ‖L(H 1
2
)
)
‖f‖H 1
2
and, as ‖A−10 ‖L(H 1
2
) = ‖A−10 ‖L(H), we conclude
|λ|+ ‖A
−1
0 D‖L(H 1
2
)
2‖A−10 ‖L(H)


2
− 1‖A−10 ‖L(H)
−
‖A−10 D‖2L(H 1
2
)
4‖A−10 ‖2L(H)
≥ 0
and Theorem 3.2 is proved. 
Remark 3.3 The estimate (8) for the eigenvalues is optimal since in the case
D = 0 it follows that µ is an eigenvalue of A0 if and only if ±i√µ are eigenvalues
of A. If the uniformly positive operator A0 has a compact resolvent, then the
smallest eigenvalue of A0 equals ‖A−10 ‖−1 and the eigenvalue λmin of A with
smallest absolute eigenvalue is given by
|λmin| =
√
min{µ |µ eigenvalue of A0} =
√
‖A−10 ‖−1
which is equal to the right hand side of (8) if D is set to be 0.
4 Analyticity
Throughout this section we assume that A−10 is a compact operator. Note
that A−10 D, considered as an operator acting in H 1
2
, is a bounded non-negative
operator. In [24, Theorem 4.1] it is shown that under this assumption for
λ ∈ C\{0} we have
λ ∈ σess(−A−10 D) if and only if 1/λ ∈ σess(A). (9)
If not explicitely stated otherwise, the operator A−10 D is always considered
as an operator acting on H1/2.
We obtain the following main result concerning analyticity.
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Theorem 4.1 Assume that A−10 is compact in H and that 0 6∈ σess(A−10 D).
Then A generates an analytic semigroup on H1/2 ×H.
The proof of this theorem will be given at the end of this section. We first
prove some properties of the point infinity. The following theorem shows in
particular that ∞ ∈ σ−−(A) if 0 6∈ σess(A−10 D).
Theorem 4.2 Assume that the operator A−10 is a compact operator in H and
that 0 6∈ σess(A−10 D). Then
∞ ∈ σ−−(A) and R ⊂ σpi+(A) ∪ ρ(A).
Moreover, the operator A is definitizable and there exists a neighbourhood U of
∞ in C and constants M > 0, m ∈ N and η > 0 such that
U \ R ⊂ ρ(A) and U ∩ R ⊂ σ−−(A) ∪ ρ(A) (10)
and
‖(A− λI)−1‖ ≤ M|Imλ| for all λ ∈ U \ R, (11)
‖(A− λI)−1‖ ≤ M|Imλ|m for all λ ∈ ρ(A) \ R with |Imλ| ≤ η. (12)
Further, the non-real spectrum of A consists of at most finitely many points
which belong to σp,norm(A).
Proof:
The proof is divided into two steps. First we will prove that ∞ ∈ σ−−(A).
In the second step we will show that and R ⊂ σpi+(A) ∪ ρ(A). Since by (9)
the essential spectrum of A is real, Theorem 2.3 yields that A is a definitizable
operator and the non-real spectrum of A consists of at most finitely many points
which belong to σp,norm(A). Further, (10), (11) and (12) follow from [3, Lemma
2 and Proposition 3] and from [32, Proposition II.2.1].
Step 1. By [3, Lemma 10], ∞ belongs to σ−−(A) if and only if ∞ belongs
to σpi
−
(A). It is easily seen (see e.g. [1]) that this is the case if and only if
0 ∈ σpi
−
(A−1). Assume 0 /∈ σpi
−
(A−1). Then there exists a sequence (( xnyn )) ⊂
H 1
2
×H with ‖( xnyn )‖2H 1
2
×H = ‖xn‖2H 1
2
+‖yn‖2 = 1 and A−1 ( xnyn )→ 0 as n→∞
and
lim sup
n→∞
[( xnyn ) , (
xn
yn )] = lim sup
n→∞
(
‖xn‖2H 1
2
− ‖yn‖2
)
≥ 0. (13)
By [3, Theorem 14] this sequence can be chosen to converge to zero weakly.
This gives
‖A−10 Dxn +A−10 yn‖H 1
2
→ 0 and ‖xn‖ → 0 as n→∞. (14)
The sequence (A
−1/2
0 yn) converges weakly to zero in H 1
2
. As A−10 is a compact
operator in H , A
−1/2
0 is a compact operator in H 1
2
. It follows that (A−10 yn)
converges to zero in H 1
2
. Then, by (14), we have
‖A−10 Dxn‖H 1
2
→ 0 as n→∞.
9
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Moreover, the sequence (xn) converges weakly to zero in H 1
2
, hence the assump-
tion 0 /∈ σess(A−10 D) implies
‖xn‖H 1
2
→ 0 as n→∞.
Then ‖yn‖ → 1 as n→∞, in contradiction to (13) and 0 ∈ σpi
−
(A−1) follows.
Step 2. We now choose µ ∈ (−∞, 0) and
Gµ := span {x ∈ H 1
2
| A0x = νx, ν ≤ µ2}.
Then Gµ is a finite dimensional subspace of H 1
2
. For every sequence (( xnyn )) in
D(A) ∩ (Gµ ×Gµ)⊥ with ‖( xnyn )‖2H 1
2
×H = 1 and (A − µI) ( xnyn ) → 0 as n → ∞
we have
‖yn − µxn‖H 1
2
→ 0 and ‖A0xn +Dyn + µyn‖ → 0 as n→∞.
This gives
lim inf
n→∞
[( xnyn ) , (
xn
yn )] = lim inf
n→∞
(
〈xn, xn〉H 1
2
− 〈yn, yn〉
)
= lim inf
n→∞
(〈A0xn, xn〉 − µ2〈xn, xn〉) > 0,
where the last inequality follows from the fact that xn ∈ G⊥µ , n ∈ N. Therefore
R ⊂ σpi+(A) and Theorem 4.2 is proved. 
Remark 4.3 The stronger assumption 0 6∈ σ(A−10 D) implies that there exist
constants α, γ > 0 with
γ〈A0x, x〉H
−
1
2
×H 1
2
≤ 〈Dx, x〉H
−
1
2
×H 1
2
≤ α〈A0x, x〉H
−
1
2
×H 1
2
for x ∈ H 1
2
.
Proof of Theorem 4.1:
Since A is the generator of a strongly continuous semigroup, estimate (11) shows
immediately thatA generates an analytic semigroup, see [15, Chapter II, Section
4.5]. 
The following corollary shows that under the assumptions of Theorem 4.2
the operator A can be written as a direct sum of a self-adjoint operator on a
Hilbert space and a bounded self-adjoint operator on a Pontryagin space. In the
situation of D = ρAα0 , ρ > 0 and α ∈ (0, 1], A is the direct sum of two normal
operators [12].
Corollary 4.4 Assume that the operator A−10 is a compact operator in H and
that 0 6∈ σess(A−10 D). Then the space (H 1
2
×H, [., .]) decomposes into the direct
sum of two A-invariant closed subspaces H ′ and H ′′, which are orthogonal with
respect to [., .], such that:
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(i) The space (H ′,−[., .]) is a Hilbert space, A|H ′ is a self-adjoint operator
in this Hilbert space and
σ(A|H ′) ⊂ R \ (−M,∞),
where M is as in (15).
(ii) The space (H ′′, [., .]) is a Pontryagin space, A|H ′′ is a bounded self-adjoint
operator in this Pontryagin space with
σ(A|H ′′) ⊂ [−M, 0) ∪Θ and σ(A|H ′′) ⊂ σ++(A|H ′′) ∪ Ξ
where Ξ,Θ ⊂ C are empty or consist of finitely many points and Θ ⊂
σp,norm(A|H ′′).
Proof:
By Theorem 4.2 the operator A is definitizable with ∞ ∈ σ−−(A) and R ⊂
σpi+(A) ∪ ρ(A). Denote by E the spectral function of A. Since ∞ ∈ σ−−(A),
there exists M > 0 with
R \ (−M,M) ⊂ σ−−(A) ∪ ρ(A), (15)
see [3, Lemma 2]. Set ∆0 := R \ [−M,M ], H ′ := E(∆0)(H 1
2
×H) and H ′′ :=
(I − E(∆0))(H 1
2
× H). Then the assertions above follow from [25, Theorem
3.18] and Theorem 3.1. 
Remark 4.5 Note that the essential spectrum of A is empty if and only if either
the essential spectrum of A−10 D is zero or empty, see (9).
5 Expansion in eigenfunctions
In the sequel we always assume the Hilbert space H to be separable. An at
most countably infinite set M of elements of a Hilbert space is said to be a
Riesz basis if there exists an isomorphic mappingM onto an orthonormal basis,
cf. [38, Lecture VI].
Condition (17) of Theorem 5.1 below appears already in the celebrated works
[27, 28], where the case of a bounded self-adjoint operator D and a positive
compact operator A0 was discussed. We will use this approach in the proof of
Theorem 5.1.
Theorem 5.1 Assume that the operator A−10 is compact in H and that
0 6∈ σess(A−10 D), (16)
where A−10 D is considered as an operator acting in H 1
2
. Assume that the set
σess(A
−1
0 D) is countably and has at most countable many accumulation points.
Moreover, let at least one of the following conditions be satisfied.
11
B. Jacob, C. Trunk, M. Winklmeier Analyticity and Riesz basis
(a) There exists a δ > 0 such that for all f ∈ H 1
2
with ‖f‖H 1
2
= 1 we have
〈
A−10 Df, f
〉2
H 1
2
− 4 〈A−10 f, f〉H 1
2
> δ. (17)
(b) For all µ ∈ σess(−A−10 D) we have either 1µ /∈ σp(A) or, if 1µ ∈ σp(A),
there exists no non-zero
(
y
µ−1y
)
∈ ker (A− µ−1I) such that
µ2〈y, w〉H 1
2
= 〈y, w〉 for all ( wµ−1w ) ∈ ker (A− µ−1I). (18)
(c) ‖A−1/20 ‖ < inf{λ > 0 | λ ∈ σess(A−10 D)}.
Then the following assertions hold.
(i) There exists a subspace of H 1
2
× H of at most finite codimension which
has a Riesz basis consisting of eigenvectors of A.
(ii) There exists a Riesz basis of H 1
2
×H consisting of eigenvectors and finitely
many associated vectors of A.
(iii) Moreover, if (a) holds, then A has no associated vectors, i.e. there are no
Jordan chains of length greater than one, the spectrum of A is real and
there exists a Riesz basis of H 1
2
×H consisting of eigenvectors of A.
As a corollary we obtain the following result
Corollary 5.2 Assume that the operator D has the form
D = αA0 +B,
where α > 0 is a constant and B is a symmetric A0-compact operator. If −1/α 6∈
σp(A), then there exists a Riesz basis of H 1
2
×H consisting of eigenvectors and
finitely many associated vectors of A, and A generates an analytic semigroup.
Proof:
We define H1 = D(A0) equipped with the norm ‖ · ‖H1 := ‖A0 · ‖ and H−1
is the completion of H with respect to the norm ‖ · ‖H
−1
:= ‖A−10 · ‖. Then,
by assumption, B, restricted from H1 to H , is a compact operator, cf. [26, IV
1.12]. By the symmetry of B, B∗ is an extension of B and a compact operator
acting from H into H−1. Thus, by interpolation, the operator B considered as
an operator from H 1
2
to H− 1
2
is compact, hence σess(A
−1
0 D) = α and Corollary
5.2 follows from Theorem 5.1. 
In [30] it is shown that under the assumption of the corollary there exists a
Riesz basis of H 1
2
×H 1
2
consisting of eigenvectors and finitely many associated
vectors of A, and A generates an analytic semigroup.
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Proof of Theorem 5.1:
It suffices to prove Part (i) and (iii) of the theorem, as Part (ii) follows imme-
diately from Part (i).
Assume that condition (a) holds. By Theorem 4.2 we have R ⊂ σpi+(A) ∪
ρ(A). Let λ ∈ σpi+(A). Then there exists a sequence (( xnyn )) in D(A) with
‖( xnyn )‖2H 1
2
×H = 1 and (A− λI) ( xnyn )→ 0 as n→∞. Hence
‖yn − λxn‖H 1
2
→ 0 and ‖A0xn + λDxn + λ2xn‖ → 0 as n→∞.
This implies
‖xn + λA−10 Dxn + λ2A−10 xn‖H 1
2
→ 0 as n→∞. (19)
and
lim inf
n→∞
[( xnyn ) , (
xn
yn )] = lim inf
n→∞
(
〈xn, xn〉H 1
2
− 〈yn, yn〉
)
= lim inf
n→∞
(
〈xn, xn〉H 1
2
− λ2〈xn, xn〉
)
= lim inf
n→∞
−λ
(
〈A−10 Dxn, xn〉H 1
2
+ 2λ〈A−10 xn, xn〉H 1
2
)
.
Similarly, we have
lim sup
n→∞
[( xnyn ) , (
xn
yn )] = lim sup
n→∞
−λ
(
〈A−10 Dxn, xn〉H 1
2
+ 2λ〈A−10 xn, xn〉H 1
2
)
.
Now (a) implies σ(A) ⊂ R (see, e.g. [24, Theorem 3.3]), hence, by Proposi-
tion 3.1, we have λ ∈ (−∞, 0). Moreover, by (a), the operator pencil
L(s) := s2I + sA−10 D +A
−1
0 , s ∈ C,
considered as a pencil with values in the bounded operators acting on H 1
2
, is
strongly hyperbolic, see e.g. [37, Lemma 31.23]. Therefore, see e.g. [31], we have
lim inf
n→∞
(
〈A−10 Dxn, xn〉H 1
2
+ 2λ〈A−10 xn, xn〉H 1
2
)
> 0
or
lim sup
n→∞
(
〈A−10 Dxn, xn〉H 1
2
+ 2λ〈A−10 xn, xn〉H 1
2
)
< 0.
This gives
σ(A) ⊂ σ++(A) ∪ σ−−(A) ⊂ R
and A has no associated vectors and there exists a Riesz basis of H 1
2
× H
consisting of eigenvectors of A.
Assume that condition (b) holds and let µ ∈ σess(−A−10 D) such that 1µ ∈
σp(A). Now, (b) implies that there are no Jordan chains of A corresponding to
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the eigenvalue 1µ of length greater than one, and, moreover, that ker (A−µ−1I)
is a non-degenerate subspace of (H 1
2
×H, [., .]), that is,
ker (A− µ−1I) ∩ (ker (A− µ−1I))[⊥] = {0},
where
(
ker (A− µ−1I))[⊥] is the orthogonal companion of ker (A− µ−1I) with
respect to [., .]. Moreover, (18) implies that µ−1 is a regular critical point of
A, see [32] or [14, Proposition 1.4]. As all points from σ(A) \ σess(A) belong
to σp,norm(A), it turns out that A has only regular critical points and the
eigenvectors of A form a Riesz basis of a subspace of H 1
2
× H of an at most
finite codimension. The eigenvectors and associated vectors of A form a Riesz
basis of H 1
2
×H .
Condition (c) implies (b), hence Theorem 5.1 is proved. 
Theorem 5.1 implies that the operator A is the direct sum of an operator
similar to a self-adjoint operator in a Hilbert space and a bounded operator in
a finite-dimensional space.
Remark 5.3 Assume that the operator A−10 is compact in H and that (16)
holds. Then it was shown in the proof of Theorem 5.1 that if (i) holds or if for
all µ−1 ∈ σp(A) we have that (18) holds, all critical points of A are regular and
there are no associated vectors. Hence, A is similar to a self-adjoint operator
in the Hilbert space H 1
2
×H.
Remark 5.4 We mention that Theorem 5.1 can be obtained also by methods
from [2]. For this, one has to show that the operator A−1 belongs to the class
(H), cf. [2, Chapter 3, §5], and then apply [2, Theorem 4.2.12].
6 Example: Euler-Bernoulli Beam with distri-
buted Kelvin-Voigt damping
We consider a beam of length 1 with a thin film of piezoelectric polymer applied
to one side and we study transverse vibrations only. Let u(r, t) denote the
deflection of the beam from its rigid body motion at time t and position r.
Use of the Euler-Bernoulli model for the beam deflection and the Kelvin-Voigt
damping model leads to the following description of the vibrations [6], [43]:
∂2u
∂t2
+
∂2
∂r2
[
E
∂2u
∂r2
+ Cd
∂3u
∂r2∂t
]
= 0, r ∈ (0, 1), t > 0. (20)
// Here the flexural rigidityE is a positive physical constant which is determined
by the beam’s area momentum of inertia and its modulus of elasticity and
Cd ∈ L∞(0, 1) with Cd(t) ≥ c > 0 a.e. describes the damping properties of the
piezoelectric film. Assuming that the beam is pinned at point 0 and sliding at
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1, we have for all t > 0 the following boundary conditions:
u
∣∣
r=0
= 0,
∂u
∂r
∣∣∣∣
r=1
= 0,
∂2u
∂r2
∣∣∣∣
r=0
= 0,
∂3u
∂r3
∣∣∣∣
r=1
= 0. (21)
We consider the partial differential equation (20)-(21) as a second order problem
in the Hilbert space H = L2(0, 1). In H we define the operator A0 by
A0 = E
d4
dr4
, D(A0) =
{
z ∈ H4(0, 1) | z(0) = z′(1) = z′′(0) = z′′′(1) = 0} .
It is easy to see that the operator A0 satisfies assumption (A1) and that A
−1
0 is
a compact operator. We have
H 1
2
=
{
z ∈ H2(0, 1) | z(0) = z′(1) = 0}
with inner product 〈z, v〉H 1
2
= E〈z′′, v′′〉. The operator A1/20 is given by
A
1/2
0 = E
1/2 d
2
dr2
and ‖z‖2H 1
2
≥ pi
4E
16
‖z‖2 for z ∈ H 1
2
. (22)
Let x(t) = (u(·, t), u˙(·, t)). Then ‖x(t)‖2H 1
2
×H = ‖u′′(·, t)‖2 + ‖u˙(·, t)‖2 corre-
sponds to the energy of the beam which justifies the choice of L2(0, 1) as the
Hilbert space for the analysis of the boundary value problem (20)-(21).
By MCd ∈ L(H) we denote the multiplication operator
(MCdf)(x) = Cd(x)f(x)
and we define the damping operator as
D =
1
E
A
1/2
0 MCdA
1/2
0 .
For z ∈ H 1
2
we have
〈Dz, z〉H
−
1
2
×H 1
2
= 〈Cdz′′, z′′〉H ≥ c‖z′′‖2 ≥ pi
4
16
c‖z‖2, (23)
and thus the assumption (A2) holds as well. Furthermore, each solution of the
abstract problem z¨(t) + A0z(t) + Dz˙(t) = 0 corresponds to a solution of the
boundary value problem (20)-(21). We have the following lemma.
Lemma 6.1 The operators A
−1/2
0 MCdA
−1/2
0 and A
−1
0 D are bounded self-adjoint
operators in H and H 1
2
, respectively, with
σess(A
−1
0 D) = σess(A
−1/2
0 MCdA
−1/2
0 ) = σ(E
−1MCd).
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Proof: A vector x ∈ H 1
2
belongs to ker(A−10 D−λI) if and only if A1/20 x belongs
to ker(A
−1/2
0 DA
−1/2
0 − λI). The operator A1/20 maps H 1
2
isometrically onto H ,
therefore
dimker (A−10 D − λI) = dimker (A−1/20 DA−1/20 − λI).
Obviously, A
−1/2
0 DA
−1/2
0 =MCd and A
−1
0 D are bounded self-adjoint operators
in H and H 1
2
, respectively, and therefore we have for real λ
codim ran (A−10 D − λI) = dimker (A−10 D − λI)
= dimker (A
−1/2
0 DA
−1/2
0 − λI)
= codim ran (A
−1/2
0 DA
−1/2
0 − λI). 
Lemma 6.1 implies 0 6∈ σess(A−10 D), as the function Cd satisfies Cd(t) ≥ c >
0 a.e. By (23), the corresponding operator A generates an exponentially stable
semigroup on H 1
2
× L2(0, 1) (see the introduction). Moreover, the assumptions
of Theorem 4.1 are satisfied and thus A generates an analytic semigroup. By
Theorem 4.2, A is definitizable, ∞ ∈ σ−−(A), R ⊂ σpi+(A) ∪ ρ(A) and the
non-real spectrum of A consists of at most finitely many points which belong
to σp,norm(A).
In addition, we now assume that the film on the beam consists of several
patches, that is,
Cd(x) =
n∑
k=1
akχAk(x),
where n ∈ N, ak > 0, k = 1, · · · , n, Ak are measurable disjoint subsets of (0, 1)
and
n⋃
k=1
Ak = [0, 1].
Theorem 6.2 If
ak >
8
pi2
√
E
(24)
holds for k = 1, . . . , n, then (a) from Theorem 5.1 is satisfied, that is, the
spectrum of A is real and there exists a Riesz basis of H 1
2
× H consisting of
eigenvectors of A. If for all ak, k = 1, . . . , n, with
ak ≤ 4
pi2
√
E
we have −E/ak /∈ σp(A), then (b) of Theorem 5.1 is satisfied, that is, there
exists a Riesz basis of H 1
2
×H consisting of of eigenvectors and finitely many
associated vectors of A. In particular, this holds true if we have
ak >
4
pi2
√
E for k = 1, . . . , n.
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Proof:
By (22) and (24), we have for f ∈ H 1
2
〈A−10 Df, f〉2H 1
2
= 〈Df, f〉2H
−
1
2
×H 1
2
≥ (min{ak | k = 1, . . . , n})2 ‖f‖4H 1
2
> 4‖f‖2‖f‖2H 1
2
+ δ‖f‖4H 1
2
for some sufficiently small δ > 0 and the first assertion of Theorem 6.2 is proved.
The second and third assertion follow from the fact that for ak >
4
pi2
√
E we
have
ak〈y, y〉H 1
2
> ‖y‖2
and (b) (resp. (c)) of Theorem 5.1 is satisfied. 
There is an obvious generalization of Theorem 6.2 for the case of countably
many patches which we do not give here in detail.
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