We study the Born-Infeld system of conservation laws, which is the most famous model for non-linear Maxwell's equations. This system is totally linear degenerated and there exists a conjecture, see Y. Brenier, Hydrodynamic structure of the augmented Born-Infeld equations, Arch. Rational Mech. Anal. 172 (2004), 65-91, that shocks are not allowed to form. In fact, we show that this conjecture is false and that the Born-Infeld model is not complete by itself. It means that a further theory is needed to complete the model.
Introduction.
We are concerned in this paper with the Born-Infeld system of conservation laws, which has come into great discussion recently with the papers of Y. Brenier [4] and D. Serre [20] . This system is certainly the most famous model for nonlinear Maxwell's equations and, since it is totally linear degenerated (see Definition 1.2), there exists a conjecture that shock waves would not form. We show that this conjecture is false, by the appearance of shocks beyond the contact discontinuities in the resolution of the Riemann Problem, at least when the initial-data are large. Moreover, when a rarefaction shock (see Definition 1.3) is present, we show that the Riemann Problem is not well-posed. In fact, we have a one parameter family of solutions for this problem and, in this way, the Born-Infeld model is not complete by itself. Therefore, for this class of Riemann Problems, we need a further local theory to complete the model.
It is well known that, when a system of conservation laws is endowed with a renormalized equation given by a uniformly convex entropy, the initial-value problem is locally well-posed in the context of classical solutions; see Majda [18] , Dafermos [10] . Furthermore, we have uniqueness and continuous dependence on the initial-data for a broader
The equations (1.1), (1.2) are respectively the Faraday and Ampere's Law, and equation (1.3) are constraints, which are compatible with (1.1), (1.2) . In the linear theory of electromagnetism, called Maxwell's equations, we have D = E and B = µH, where is the dielectric tensor and µ is the permeability tensor. However, there are several reasons to avoid the linear case. For instance, the electric field of a particle at rest decreases with the inverse square of the distance, which means that E grows without limit as the distance tends to zero. To get rid of this fact, some non-linear models have been proposed; the most famous is due to M. Born and L. Infeld [3] . This model is Then, (h, P ) is an entropy pair (see Definition 1.1) for the Born-Infeld system. We note that h(D, B) is a strictly convex function of D and B only in a neighborhood of the origin, but fails to be convex far away from it. The entropy flux P is usually called the Poynting vector.
Now we focus on plane waves, which depend only on the time and one scalar space variable. We observe that the stored energy function which gives the Born-Infeld model describes an isotropic medium. In fact, this behavior happens since h derives from a Lorentz-and orientation-invariant Lagrangian, i.e.,
Therefore, we have a wave isotropy condition, see [16] , and by symmetry considerations thus far, only a single spatial variable is needed. Let us choose x = x 1 as such a spatial coordinate. Hence, all the fields involved in (1.3)-(1.6) depend on (t, x) ∈ R + × R. Moreover, it follows that
Thus, D 1 , B 1 are constant functions, and for simplicity, we assume D 1 = B 1 = 0. Then we obtain the following system of conservation laws:
where
Next we present some mathematical considerations for systems of conservation laws. Set
So (1.8)-(1.11) could be written in the following simple form:
The open set U ⊂ R 4 , such that u(t, x) ∈ U will be called the set of states and f the flux function. We are concerned with the initial-value problem, that is, we seek a u(t, x) ∈ U solution of (1.14) and satisfying an initial-data 15) where u 0 : R → U is a given bounded measurable function. As is well known, in general for conservation laws, there does not exist (global) solutions, even if the data is infinitely differentiable. Hence, we have to deal with the concept of weak solutions, which means that u ∈ L ∞ (R + × R; R 4 ) is a weak solution of (1.14), (1.15) 
function outside a manifold Γ (with codimension one), across which it has jump discontinuities, then it can be shown using (1.16), see [10, 19] , that u must satisfy the so-called Rankine-Hugoniot condition
where n = (n t , n x ) is the outward unit normal vector along the manifold Γ, [u] 
, and
License or copyright restrictions may apply to redistribution; see http://www.ams.org/license/jour-dist-license.pdf Definition 1.1. A real Lipschitz function η is called an entropy for (1.14), with associated entropy flux q ∈ W 1,∞ (U ), when for every open set Π ⊂ R + × R and for every u ∈ C 1 that solves (1.14) pointwise, we have
If, in addition, η is a convex function, then we say that (η, q) is a convex entropy pair. Moreover, a weak solution of (1.14), (1.15) is called an entropy solution when ∂ t η(u) + ∂ x q(u) ≤ 0 in the sense of distributions for every convex entropy pair. We recall that (see [10, 19] ) a system of conservation laws is said to be hyperbolic if for any v ∈ U , the matrix
has n real eigenvalues
and is diagonalizable. Thus, there exist r i (v), (i = 1, . . . , n) linearly independent (right) corresponding eigenvectors, and
Here, n = 4 and this computation is hard to derive. Furthermore, since h is not convex in the large, it does not follow from the well-known result that the existence of a convex entropy pair for (1.14) implies the hyperbolicity. Although, taking account of the augmented theory (see [4] ), the propagation speeds, i.e., λ's, are easily calculated. We have
For the system of conservation laws (1.14), a point v ∈ U is said to be of linear degeneracy of the i-characteristic family when
otherwise, it is of genuine nonlinearity of the i-characteristic family. If (1.18) holds for every v ∈ U , then the i-characteristic family is called linear degenerated. Moreover, we say that (1.14) is totally linear degenerated when every i-characteristic is linear degenerated. Again, it is not easy to conclude from the above definition that the Born-Infeld model is totally linear degenerated. However, from (1.17), it is an immediate application of Boillat's theorem; see [2] .
In fact, for the study of shocks and completeness of the Born-Infeld model, we take the Riemann Problem. Thus, we consider initial-data of the form 19) where u 0 , u r 0 are given constants. We seek self-similar solutions for
, satisfying in the sense of distributions the ordinary differential equation (1.20) and the boundary conditions 
ii) Jump discontinuities; for each discontinuity point ξ, where the Rankine-Hugoniot jump condition must hold, i.e.,
iii) Centered simple waves; for each Lebesgue point ξ, where
Moreover, if we set
J := {ξ ∈ R ; the Rankine-Hugoniot condition holds},
then R is the union of these pairwise disjoint sets. Therefore, the solutions v(ξ) of (1.20), (1.21) are given by a combination of (i)-(iii).
Remark 1.1. By differentiating the first relation in (1.22) and utilizing the second, we obtain
Since v is a locally finite Radon measure, we observe that the centered simple waves are points of genuine nonlinearity of the i-characteristic family. Moreover, from the above expression, we determine the scalar function c. Therefore, for totally linear degenerated systems of conservation laws, we have W = ∅.
Usually, the jump v + − v − is called the amplitude and its size |v + − v − | is the strength of the jump discontinuity. Moreover, when the strength of the jump discontinuity is less than a positive (sufficiently small) δ, we say that the jump discontinuity is weak. 
It means that at the point of discontinuity, there are n + 1 incoming characteristics, of which the speeds are the eigenvalues
Moreover, (1.23) is called the Lax shock admissibility criterion. When the left or the right part of (1.23) 1 is satisfied as equality, the jump discontinuity is called a left or a right i-contact discontinuity, and if both parts hold as equalities, then we have an i-contact discontinuity. When there are at least n + 2 incoming characteristics, the jump
When there are n incoming characteristics, the jump discontinuity
When there are n−1 incoming characteristics, the jump discontinuity
is called an i-rarefaction shock (or i-counter Lax shock); that is, there exists an index i such that
In any (1.24)-(1.26) case, we say that the jump discontinuity is a non-classical shock.
Propagation speeds for the Born-Infeld model.
The aim of this section is to study the Born-Infeld model, when given two constant states
, not necessarily close, or small, how they could be connected. Since the Born-Infeld system of equations is totally linear degenerated, from Remark 1.1, we are not allowed to use centered simple waves. So, we have to connect u ≡ u − and u r ≡ u + by jump discontinuities. Therefore, for any s := ξ ∈ J , we regard the Rankine-Hugoniot jump condition given from (1.8)-(1.11); that is
where h, P are given by (1.4) with the obvious notations for ±. Now, if we set
then we can rewrite the above equations as
where ζ ± = sh ± − P ± . So instead of s, we have two unknowns, i.e., ζ ± . Hence, we obtain one more equation to be satisfied:
which means that s must have the same value given by
Once we obtain ζ
Hence, we can equivalently search for ζ ± satisfying (2.5)-(2.7). We begin regarding the values ζ
The former trivially solves (2.6), and from (2.7) we must have
Adding the two above equations, we have
where we have used the definition of P given by (1.4). Hence, after some algebra and the definition of h given by (1.4), we obtain
Therefore, it follows that
h − = 0. In order to satisfy (2.5), we must have
For the second case, that is ζ + = ζ − = +1, we have (2.7) trivially satisfied, and from (2.6), we must have
Analogously, (2.9) and (1.4) imply
Therefore, considering the BI system of conservation laws given by (1.8)-(1.11), we have the following:
3 ) be two given constant states. Let (1.8), (1.11) be the system of conservation laws for u = (D, B). Then u − , u + could be connected by contact discontinuities in the following form:
, by a contact discontinuity of speed
Remark 2.1. We recall the well-known result that any weak jump discontinuity associated with a linear degenerated characteristic family is necessarily a contact discontinuity (see [10, 19] ). Moreover, any two nearby states u − and u + associated with a linear degenerated i-characteristic family could be connected to each other by a contact discontinuity of speed
Now, we study whether there exists ζ ± = ±1 satisfying (2.5)-(2.7). We must have
which define a conic manifold M of dimension 6. Let σ = 0, θ = 0, γ ± , α ± , be real numbers such that ζ
Once (2.10), (2.11) are satisfied, we may obtain γ ± , α ± = 0 from (2.6) and (2.7) respectively. Moreover, by eliminating ζ + and ζ − in (2.12), we have 
So γ + = γ − and α + = α − . Finally, we obtain from (2.12)
13)
Since we seek ζ ± = ±1, we are not allowed to assume that none of γ ± , α ± is zero. Although, we are also interested when
because this could be a solution for (2.5)-(2.7). It could be, when exactly one of the γ ± , α ± is zero. Indeed, if for instance γ + = 0, then we must have γ − = 0, and α + = 0, since
It follows from (2.13), (2.14) respectively that ζ
, and since
we suppose α − = 0, then it is impossible to satisfy (2.5). Indeed, for γ
Actually, the problem now is quite different; that is, we want to construct initial-data u − , u + to be connected by a jump discontinuity that is not a contact discontinuity. As (2.10), (2.11) are 2 equations for 8 variables, we have a lot of solutions. Let
be one of these solutions. We seek
with µ ∈ R + to be determined a posteriori. Moreover, for any µ,
± must satisfy some conditions in order to yield the states u − and u + . For simplicity, we drop the superscript ±, i.e., + and −, whenever indifferent. Once we have (d, b) to obtain (D, B) from it, we need the value of h, which is not known. In fact, h = h(D, B), given by (1.4). However, if the following implicit equation for h, i.e.,
G(h)
is resolved, then we have h = h(D, B), which means that D = hd and B = hb. So X := h 2 has to be a solution of
We suppose temporarily that p = 0. For positive real roots, we must have
Hence, we obtain the following constraint:
which is the intersection of two orthogonal cylinders; that is,
Therefore, (2.16) and (2.17) define a convex set, and so a connected one. Moreover, (2.10), (2.11), (2.16), (2.17) are perfect compatible. Now, for |(d, b)| < < 1, the roots of (2.15) are
On the other hand, the right-hand side of (2.15) is positive for X = 1. Consequently, the two roots are on the same side of 1. By connectedness, they remain in the same interval and, moreover for |(d, b)| < < 1, they are in (1, ∞). Finally: 
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Set h i := X 1/2 i (i = 1, 2), X i being the roots of (2.15), such that
2). If we can take (d, b)
± satisfying (2.10), (2.11), (2.16), (2.17), such that
then we would make s this number, and the Rankine-Hugoniot condition is satisfied with ζ ± = ±1. In fact, we observe that the above equality is equation (2.5), and we can make three different choices: i = j = 1, i = j = 2, and i = 1, j = 2. By symmetry, i = 1, j = 2 and i = 2, j = 1 are equivalent.
Again, we suppose |(d, b)
± | < < 1. Hence, the conditions (2.16), (2.17) are trivially satisfied. Furthermore, the function φ(ζ + , ζ − ) with ζ + , ζ − given respectively by (2.13), (2.14), where by abuse of notation we shall write φ ((d, b) ± ), could be approximated in a suitable manner. Since h
Thus, considering (2.18), we have the following approximations:
where forφ 12 we assumed, without loss of generality, that p − > 0. If one of the above functions is null, in a non-trivial manner, i.e., | (d, b) ± | > 0, over the manifold M, then we have a non-trivial, small solution of (2.5). Setφ 11 = 0; then
The first parenthesis is of O(|d
, and the second is of O(|d = 2, 3) . Then, it is not possible to obtainφ 11 = 0, since we must have γ
In fact, we already know thatφ 11 is not relevant. Since
it follows that |(D, B)
± | < < 1. Hence, from Remark 2.1, the jump discontinuity must be a contact discontinuity. Now, we setφ 12 = 0; that is
Again, the first parenthesis is of O(|d
, and the second is of O(|d j = 2, 3) . Then, it is not possible to obtainφ 12 = 0, since we must have γ
The condition α + = 0 could be acceptable as we have observed, but this implies a contradiction with the assumption that p − > 0. Indeed, if α + = 0, then we must have
Finally, we setφ 22 = 0; then
Now, if we prove that (2α
and moreover we have (2α 
where we have used (2.6), (2.7), and
From (2.19) and (2.21), we obtain
Consequently, we must have (
and we observe that none of these imply a contradiction. Let m, n ∈ R * , m = n, such that
It follows from (2.6) and (2.7) that 
Consequently, over N with m = −n, we haveφ 22 = 0. Furthermore, from (2.21) we get
and from equations (2.13), (2.14) we obtain respectively
Therefore, we have two solutions:
which yield a difference of ±1 when p + = p − . Moreover, for u − sufficiently close to u + , and thus from (1.4) h − ∼ h + and P − ∼ P + , we have ζ ± ∼ ±1. Therefore, we recover the contact discontinuity solution in the limit case of weak jump discontinuities. The second condition, i.e., (2.23), implies
i.e., one equation for two variables, which means that we have many solutions for m, n and one of them could satisfy (2.25). Although, for u − sufficiently close to u + , from (2.21) we have
Then, from (2.27) and (2.28) we must have m = n, which is a contradiction. Therefore, for all m, n satisfying (2.27), we do not recover the contact discontinuity solution. Consequently, from now on, we consider m = −n. We remember that we have supposed
In fact, we have shown thatφ 22 = 0, but not φ yet. Before we do this, we shall show some qualitative properties of the jump discontinuities given by (2.26). Let ζ + , ζ − be given by (2.26); when p − > p + , we have
In the first case, we obtain
Consequently, from Definition 1.3 we have a Rarefaction Shock, since
In the second case, we obtain
Consequently, from Definition 1.3 we have a Lax Shock, since
Analogously, when p − < p + , we have
From the former, we obtain
For the second, we obtain
Then it remains to show that φ = 0. The following lemma will be used in the proof of it.
Lemma 2.3. Let U be the manifold defined as
Then U is a connected set.
Proof. 1. Let a ∈ R
n , a = 1, and we set
U(a).
Furthermore, we define
is the standard basis of R n . Then,
for any vector a. Indeed, if we take M = e 2 ⊗ b, where b ∈ R n , b = 1, and b · a = 0, then M = e 2 b = 1, and
2. Now, we observe that U(a) is equivalent to the unit sphere of M n×(n−1) (R), and thus pathwise-connected. Indeed, upon rotating and relabelling the coordinate axes if necessary, we may assume a = e 1 . Therefore,
It follows easily that U(e 1 ) is pathwise-connected. Analogously, we have that U 1 is pathwise-connected.
Finally, let
Since U 1 , U(a 1 ), and U(a 2 ) are pathwise-connected and U(a) ∩ U 1 = ∅ for any a, we can always make a path in U with endpoints A 1 , A 2 . Therefore, U is pathwise-connected, and thus a connected set.
Theorem 2.1. Let (1.8)-(1.11) be the system of Born-Infeld equations, and let us now consider the Riemann Problem. Then there exist large states
3 ) that can be connected by jump discontinuities, which are not contact discontinuities. Moreover, these jump discontinuities could be either Lax Shocks or Rarefaction Shocks.
Proof. 1. Let M be the manifold defined by (2.10), (2.11). Since M is conic, for all 0 = ω ∈ M, we may write ω = (µ, v) with µ ∈ R + and v ∈ V, that is
where V is a manifold of dimension 5. Moreover, we may assume without loss of generality that
and thus ω = µ. Further, V is globally compact. Analogously, for N , the manifold defined by (2.24) with m = −n, we have
where W is a manifold of dimension 3. As N ⊂ M, it follows that W ⊂ V.
For α
given by (2.5), (2.13), and (2.14), is well defined and, moreover, a C ∞ (M)-function. Let δ > 0 be sufficiently small. We setφ : M → R,
for any µ < δ and v ∈ V. Sinceφ is not a continuous function, for each ∈ Z + , we definẽ φ : M → R,
for all µ < δ and v ∈ V, where
Consequently,φ ∈ C ∞ (M) andφ →φ uniformly as → ∞; that is, given ε > 0, there exists L ∈ Z + such that, for any µ < δ and v ∈ V,
for all ≥ L. Furthermore, sinceφ(µ, w) = 0 for all (µ, w) ∈ (0, δ) × W, and ε > 0 is arbitrary, we have for any ≥ Lφ (µ, w) = 0.
Therefore, u ,ũ andũ r , u r could be connected by two different contact discontinuities. For instance, we set
with s 1 < s 2 , the respective speeds of their contact discontinuities. Now, we seek if there exists a jump discontinuity such thatũ ,ũ r are connected by it. Let us denote bys its speed. Moreover, we must have
and this jump discontinuity must be a rarefaction shock. Indeed, it is not possible to haves < s 1 ors > s 2 , since we have assumed (ũ ,ũ r ) ∼ (u , u r ). Furthermore, we have
i.e.,s is a rarefaction shock. Analogously,
2. The states u ,ũ ,ũ r , and u r of item 1 have to satisfy the following Rankine-Hugoniot jump conditions:
From the above equations and s 1 , s 2 given by (3.2), we obtain 
By definition,
Moreover, we have with the correspondent , r superscripts
Now, we study whether A is non-singular. To do this, we verify whether some row or column is a linear combination of the others. We begin regarding the columns and, in this case from the particular structure of A, it is enough to verify for B or C. Let us study B, and in order to simplify the notation, we drop the superscript . Then, making a linear combination with the columns of B, we obtain
The former equation of (3.
Hence, when P = ±1, we have α i = 0, (i = 1, . . . , 4). However, we shall show that the columns of A are linear independent in any case. Indeed, for P = −1, we have α 1 = α 4 and α 2 = −α 3 . Then, from the second equation of (3.4), Moreover, since P P r ≥ 0 , we obtain respectively for P , P r = −1 and P , P r = 1 Thus, a similar argument as above for the columns implies α =α = 0. Analogously, we obtain for P , P r = 1. Consequently, the matrix A is non-singular.
4. Finally, we show that for anys sufficiently close to s, that is, (s,ũ ,ũ r ) in a neighborhood of (s, u , u r ), we have a solution for the Riemann problem. First, from item 2, we observe that (s, u , u r ) satisfies ψ(s, u , u r ) = 0.
Moreover, we recall from item 1 thats must be a rarefaction shock, which is the case for s. Now, from item 3, the matrix A defined as 8)-(1.11) are not complete by themselves; they must be augmented by some selection criteria.
