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Abstract
We prove an optimal logarithmic Sobolev inequality in W 1;pðRdÞ: Explicit minimizers are
given. This result is connected with best constants of a special class of Gagliardo–Nirenberg-
type inequalities.
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1. Main results
The Euclidean logarithmic Sobolev inequality states that for any function
uAW 1;2ðRdÞ with R juj2 dx ¼ 1;Z
juj2 log juj dxpd
4
log
2
p de
Z
jruj2 dx
 
; ð1Þ
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Here and in what follows, the symbol
R
with no limits speciﬁed indicates integration
in entire Rd : Stated in this form, inequality (1) appears in the work by Weissler [22].
It is optimal and equivalent to the Gross logarithmic inequality [12] with respect to
Gaussian weight Z
jgj2 log jgj dmp
Z
jrgj2 dm; ð2Þ
where dmðxÞ ¼ ð2pÞd2e
jxj2
2 dx and
R jgj2 dm ¼ 1: Extremals for (1) are precisely the
Gaussians uðxÞ ¼ ðpsÞd2e14sjx %xj2 with s40; %xARd ; see [8]. Different proofs of these
estimates have appeared in the literature, see for instance [1,4,20]. Geometric and
probabilistic implications as well as extensions of these inequalities have been the
subject of many works, we refer the reader to [5,14] for results and further references.
It is natural to ask for the validity of a corresponding W 1;p-analogue of estimate (1).
Adams [1] found a class of general Lp-weighted logarithmic inequalities which
generalized (2). For p ¼ 1; L1 ¼ 1ﬃﬃpp d ½Gðd2 þ 1Þ
 1d ; it is known [13] that the optimal
inequality Z
juj log juj dxpd log L1
Z
jruj dx
 
holds for any uAW 1;1ðRdÞ such that R juj dx ¼ 1: Beckner [5] proved that the
extremals are the characteristic functions of the balls. While ﬁnding non-optimal Lp-
versions of the logarithmic Sobolev inequality is not difﬁcult, as we illustrate below,
the methods developed in the works above mentioned do not seem to apply for
general 1opod: This open question is answered in the following result:
Theorem 1.1. Let us assume 1opod: Then for any uAW 1;pðRdÞ with R jujp dx ¼ 1 we
have Z
jujp log juj dxp d
p2
log Lp
Z
jrujp dx
 
; ð3Þ
where
Lp ¼ p
d
p  1
e
 p1
p
p
2
Gðd
2
þ 1Þ
Gðd p1
p
þ 1Þ
" #p
d
: ð4Þ
Inequality (3) is optimal and equality holds if and only if for some s40 and %xARd
uðxÞ ¼ pd2sd
ðp1Þ
p
Gðd
2
þ 1Þ
Gðdp1
p
þ 1Þe
1sjx %xj
p
p1 8xARd : ð5Þ
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Before proceeding, we will see that obtaining a non-optimal constant in this
inequality is a relatively simple matter. A ﬁrst observation is that we have the validity
of the following logarithmic interpolation inequality:
Assume 1pposoþN: Then for any uALpðRdÞ-LsðRdÞ; we have
Z
up log
juj
jjujjp
 !
dxp s
s  p jjujjp log
jjujjs
jjujjp
 !
: ð6Þ
Indeed, let us consider Ho¨lder’s inequality jjujjqpjjujjapjjujj1as with a ¼ pq sqsp; ppqps;
and let us take logarithm of both sides. Then we obtain
log
jjujjq
jjujjp
 !
þ ða 1Þlog jjujjpjjujjs
 
p0:
Since this inequality trivializes to an equality when q ¼ p; we may differentiate it
with respect to q at q ¼ p and (6) immediately follows. Here and in what follows, we
denote for any q40; jjvjjq ¼ ð
R jvjq dxÞ1=q:
Now, let us apply (6) with 1ppod; s ¼ dp=ðd  pÞ: Using Sobolev inequality we
obtain, as noticed by Beckner [5], the inequality
8uAW 1;pðRdÞ
Z
jujp log juj dxp d
p2
log Cp
Z
jrujp dx
 
;
where Cp is Talenti’s constant [18]
Cp ¼ 1
d
p  1
d  p
 p1
p
p
2
GðdÞ G d
2
þ 1 
G d
p
 
G d p1
p
þ 1
 
0
@
1
A
p
d
:
The best constant in (3) given by (4) is strictly smaller than Cp for p41: but equality
holds in the limit p-1 and Cp and Lp are asymptotically equivalent as d-þN:
Stirling’s formula: GðxÞB
ﬃﬃﬃﬃ
2p
x
q
xxex as x-þN; indeed gives
Cp
Lp
¼ 1
p
ep1ðd  pÞðp1Þ GðdÞ
G d
p
 
0
@
1
A
p
d
-1 as d-þN:
Our approach in the proof of Theorem 1.1 consists of ﬁnding inequality (3) as a
limiting case of a family of Gagliardo–Nirenberg inequalities which are also optimal
and of independent interest. In order to state that result, we need to introduce some
notation. We designate by Dp;q the completion of the space of smooth compactly
supported functions on Rd for the norm jj  jjp;q deﬁned by jjujjp;q ¼ jjrujjp þ jjujjq:
M. Del Pino, J. Dolbeault / Journal of Functional Analysis 197 (2003) 151–161 153
Given 1opoq; let us consider the number
r ¼ p q  1
p  1: ð7Þ
Theorem 1.2. Assume that 1opod; poqppðd1Þ
dp : Then for all uAD
p;q;
jjujjrpSjjrujjypjjujj1yq : ð8Þ
Here r is given by (7)
y ¼ ðq  pÞdðq  1Þðdp  ðd  pÞqÞ ð9Þ
and with d ¼ dp  qðd  pÞ40; the optimal constant S takes the explicit form
S ¼ q  p
p
ﬃﬃﬃ
p
p
 y
pq
dðq  pÞ
 y
p d
pq
 1
r G q
p1
qp
 
G d
2
þ 1 
G p1
p
d
qp
 
G d p1
p
þ 1
 
0
@
1
A
y
d
:
Equality holds in (8) if and only if for some aAR; b40; %xARd ;
uðxÞ ¼ að1þ bjx  %xj
p
p1Þ
ðp1Þ
ðqpÞ 8xARd : ð10Þ
Let us observe that when q ¼ p d1
dp; we have y ¼ 1; and r ¼ dpdp; the critical
Sobolev exponent. Inequality (8) then becomes the optimal Sobolev inequality with
S ¼ Cp; as found by Aubin and Talenti [2,18]. On the other hand, as already quoted,
estimate (3) corresponds to the limit qkp in (8). These Gagliardo–Nirenberg
inequalities thus interpolate in optimal way between the Sobolev and the logarithmic
Sobolev inequalities.
Approximation of best constants have been studied in [15]. The idea of taking a
derivative with respect to some parameter in a family of inequalities has been used in
different settings in [3,5]. Optimal Gagliardo–Nirenberg inequalities for p ¼ 2 were
used in the study of intermediate asymptotics of fast diffusion and porous medium
equations [11] (the limit q-2 corresponds to inequality (1) used for the heat
equation).
The proof of Theorem 1.2 in Section 3 is carried out by direct minimization in a
similar spirit as that in [2,18], except that we shall rely on a non-trivial uniqueness
result of radial solutions of equations involving the p-Laplacian recently found by
Serrin and Tang [17]. Identiﬁcation of all extremals use symmetry results of Gidas-
Ni–Nirenberg-type for the p-Laplacian [7,9]. Note that as in the case p ¼ 2 [11],
when qop; Theorem 1.2 has a corresponding version which we discuss at the end of
this paper.
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2. Proof of Theorem 1.1
We will carry out the proof of Theorem 1.1 based on Theorem 1.2, except that we
postpone the characterization of the minimizers for the end of next section.
Let uAW 1;pðRdÞ\f0g: Then uADp;q for any qA½p; pðd1Þ
dp 
: Taking logarithm to both
sides of inequality (8) at this u; we get
1
y
log
jjujjr
jjujjq
 !
 1
y
logSplog
jjrujjp
jjujjq
 !
: ð11Þ
Note that
y ¼ dðp  1Þp2 þ oð1Þ
 
ðq  pÞ as qkp:
Since, we recall, r ¼ p ðq1Þðp1Þ; a direct computation of the ﬁrst term in the left-hand side
of (11) yields
p
d
Z
up
jjujjpp
log
up
jjujjpp
 !
dx  lim
qkp
1
y
logSplog
jjrujjp
jjujjp
 !
: ð12Þ
Now we compute limqkp
1
y logS: To do so, we choose for S the extremal function
wqðxÞ ¼ 1þ q  p
p  1 jxj
p
p1
 p1
qp
;
which converges to wðxÞ ¼ ejxj
p
p1 as qkp: Thus
lim
qkp
1
y
logS ¼  log jjrwjjpjjwjjp
 !
þ ðp  1Þp
2
d
lim
qkp
1
q  p log
jjwqjjr
jjwqjjq
 !
¼ Iþ II:
Now,
II ¼ 1
d
Z
wp
jjwjjpp
log
wp
jjwjjpp
 !
dx þ ðp  1Þp
2
d
ðIII IVÞ;
where
III ¼ lim
q-p
1
q  p log
jjwqjjr
jjwqjjq
 !" #
; IV ¼ lim
q-p
1
q  p log
jjwjjr
jjwjjq
 !" #
:
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Now,
III ¼  1ðp  1Þp2 log ðjjwjj
p
pÞ þ
1
p
lim
q-p
1
q  p ½logðjjwqjj
r
rÞ  logðjjwqjjqqÞ
:
Thus
III ¼  1ðp  1Þp2 logðjjwjj
p
pÞ þ
1
pðp  1Þ
1
jjwjjpp
Z
pwp1 dx:
Exactly the same computation yields III ¼ IV: Hence
lim
qkp
1
y
logS ¼ log jjrwjjpjjwjjp
 !
þ 1
d
Z
wp
jjwjjpp
log
wp
jjwjjpp
 !
dx  1
p
logLp:
Using the facts
Z
ejxj
a
dx ¼ 2p
d
2
a
Gðd
a
Þ
Gðd
2
Þ;
Z
ejxj
a jxja dx ¼ d
a
Z
ejxj
a
dx;
we ﬁnd that Lp satisﬁes (4). Then inequality (3) readily follows from (12).
The optimality of Lp and the fact that functions of the form (5) are extremals
follow at once from the optimality of the extremals forS: We postpone to the end of
next section the proof of the fact that functions (5) constitute all extremals for Lp:
3. Proof of Theorem 1.2
We shall assume in the proof that qopðd1Þ
dp since the case of equality corresponds
precisely to the usual optimal Sobolev inequality.
Let us consider the functional deﬁned in Dp;q as
JðuÞ ¼ 1
p
Z
jrujp dx þ 1
q
Z
jujq dx:
Given a number K40 which we will ﬁx later, let us consider the set
MK ¼ uADp;q=
Z
jujr ¼ K
 
:
Let us set
cn ¼ inf
uAMK
JðuÞ: ð13Þ
Using Sobolev and Ho¨lder’s inequalities, we easily see that cn40: Moreover, this
number is attained:
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Lemma 3.1. There exists a radially symmetric, non-negative function %uAMK ; %u ¼
%uðjxjÞ such that Jð %uÞ ¼ cn:
Let us assume for the moment the validity of this fact and let us use it to establish
estimate (8). We want to identify the minimizer %u predicted by Lemma 3.1 for a
special choice of K : By the Lagrange multiplier rule, %u is a positive ground state
radial solution of an equation of the form
Dpu þ uq1  mur1 ¼ 0 in Rd ð14Þ
for certain m40: Here Dp stands for the standard p-Laplacian operator, Dpu ¼
divðjrujp2ruÞ: Now, the transformation
wðxÞ ¼ m
1
rqu m
qp
pðrqÞx
 
takes Eq. (14) into
Dpw þ wq1  wr1 ¼ 0 in Rd ð15Þ
Eq. (15) has a explicit solution given by
w
*
ðxÞ ¼ að1þ bjxj
p
ðp1ÞÞ
ðp1Þ
ðqpÞ
with
a ¼ pðq  1Þ
pðd  1Þ  qðd  pÞ
 p1
qp
; b ¼ ðq  1Þ q  p
pðd  1Þ  qðd  pÞ
  p
p1
:
At this point we invoke a result by Serrin and Tang [17], which ensures that the
radial positive ground state solution of (15) is unique. Therefore, we must have
%uðxÞ ¼ m
1
rqw
*
ðm
qp
pðrqÞxÞ: Now,
Z
%uðxÞr dx ¼ m
dðqpÞ
pðrqÞ
r
rq
Z
w
*
ðxÞr dx ¼ K :
At this point we make the convenient choice of K in the deﬁnition of MK ; K R
w
*
ðxÞr dx: Then we ﬁnd that, necessarily m ¼ 1; and %u ¼ w* : Thus, we have the
inequality Jðw
*
ÞpJðuÞ for all uAMK : Now, given such a u; we consider for l40 the
function ul ¼ l
d
r uðlxÞ: Then Jðw
*
ÞpJðulÞ or
JðunÞpl
ðdpÞ
r
pd
dpr
  Z jrujp
p
dx þ lð1
q
r
Þd
Z jujq
q
dx ð16Þ
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for all l40: Minimizing the right-hand side of (16) in l we obtain the existence of an
optimal positive constant T depending only on p; q and d such that
Tpjjrujjypjjujj1yq ð17Þ
for all uAMK ; where y is given by (9) and (17) is reached with equality at u ¼ w* :
From here, the optimal inequality (8) readily follows, as well as the fact that
functions (10) are extremals for it. The computation of the optimal constant S can
be carried out directly using properties of the Gamma function.
Let us now prove Lemma 3.1. Although this is a relatively standard fact, we
provide a self-contained argument along the lines of [6], see also [16]. Using Schwarz’
symmetrization, it sufﬁces to seek the minimizers within the subset of MK of non-
negative radial functions uðjxjÞ which are decreasing and go to zero as jxj-N: Let
us consider a minimizing sequence un for J onMK ; constituted by radially symmetric
decreasing functions. Then un may be assumed to converge weakly inD
p;q and in Lr to
some %u; and strongly in Lr over compact sets. By semicontinuity, %u is a minimizer of
(13) if we show that un- %u strongly in L
rðRdÞ: This is an immediate consequence of the
following result, which is a variation of the well-known Strauss compactness lemma.
Lemma 3.2. Let p, q and r be given numbers as in the statement of Theorem 1.1. Then
there exist positive constants C and s such that for all uADp;q;
8r40;
Z
jxj4r
jujr dxpCjjujjp;qrs:
Proof. Let us write
upðrÞ ¼ p
Z N
r
uðsÞp1u0ðsÞ 1
sd1
sd1 ds:
Let t be deﬁned by the relation ðp1Þ
q
þ 1
p
þ 1
t
¼ 1; namely 1
t
¼ ðp  1Þð1
p
 1
q
Þ: Using
that pod and Ho¨lder’s inequality we ﬁnd
uðrÞpCjjrujj
1
p
p jjujj
p1
p
q rb;
where b ¼ ððd  1Þt  dÞ=pt: Now, by interpolation,
Z
jxj4r
jujr dx
 !1
r
pjjujjð1aÞq
Z
jxj4r
juj
dp
dp dx
 !aðdpÞ
dp
pCra
dp
dp
ðd1 bdp
dpÞ
for a certain a40: Now, we directly check that b dp
dp4d if and only if ðp  1Þ t4d;
i.e. qodp=ðd  pÞ: This relation is automatically satisﬁed by assumption, and the
lemma thus follows. &
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It only remains to prove that all extremals need to be radially symmetric around
some point and are therefore of the given form (10). It is a standard matter that weak
solutions of equation (14) are at least of class C1 [19]. Minimizers need to be strictly
one-signed, for if u is a minimizer so is juj and the result follows from a strong
maximum principle for the p-Laplacian in [21]. For 1opo2; radial symmetry of
positive solutions is a special case of a result contained in [10] which is an extension
of [9]. There, radial symmetry is proven for an equation of the form Dpu þ f ðuÞ ¼ 0
for f non-increasing near u ¼ 0 and locally Lipschitz in ð0;NÞ: For p42; symmetry
follows from Theorem 7.3 in [7]. In that result the assumption uAW 1;pðRdÞ was used;
however, examining the proof one sees that only ‘‘enough decay’’ is needed. Let us
make this more precise. First of all, we observe that the solution u is uniformly small
outside a large ball. Indeed, a standard Moser iteration yields an interior estimate in
concentric balls of ﬁxed radii, estimating LN-norm of the solution in terms of W 1;p
norm in the larger ball. The latter quantity gets small far from the origin since
uADp;q: Let us say uðxÞoE0; sufﬁciently small, for all jxj4R0:
Dpu þ 12 uq1p0 for R0pjxj:
It is readily checked that the function wðxÞ ¼ Kjxj
p
qp satisﬁes Dpw þ 12 wq1X0 for
xa0 and any K sufﬁciently large. Now, if we choose K so that wðR0Þ4E0; we obtain
by integral comparison upw for jxj4R0: Now, using Z2u as a test function in the
equation satisﬁed by u; where Z is a cut-off function which equals zero for jxjoR=2;
is equal to one for jxj4R; and jrZjpC=R; we obtain thatZ
jxj4R
jrujp dxpC
Z
jxj4R=2
uq dxpCRd
q
p
qp
:
We can then ﬁnd a sequence R ¼ Rn-N along whichZ
jxj¼Rn
jrujp dspCRd1
qp
qp
n ;
Z
jxj¼Rn
jrujp ds
 !p1
p Z
jxj¼Rn
jwjp ds
 !1
p
pCR
d1qðp1Þ
qp 
p
qp
n :
The exponent in the last term is negative thanks to qo dp
dp; hence that quantity goes
to zero. This fact sufﬁces for the argument in [7, p. 201] to go through and the proof
of the theorem is concluded.
End of the proof of Theorem 1.1. Finally, let us show that all minimizers
corresponding to the logarithmic Sobolev inequality are also given by functions
(5). In this case, the extremals correspond after scaling to the positive ground state
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solutions of a problem of the form
Dpu þ up1 log u ¼ 0:
Again radial symmetry follows from [9] for 1opo2 and [7] for p42: The uniqueness
result of [17] applies to show that the radial solution is unique. &
We end this paper by stating a family of optimal Galiardo–Nirenberg inequalities
when qopod:
Theorem 3.1. Assume that 1opod; 1oqop: There exists a constant S such that for
all uADp;q;
jjujjqpS jjrujjypjjujj1yr ;
where r is given by (7), y ¼ ðpqÞd
qðdðpqÞþpðq1ÞÞ and with d ¼ dp  qðd  pÞ40; the optimal
constant S takes the explicit form
S ¼ p  q
p
ﬃﬃﬃ
p
p
 y
pq
dðp  qÞ
 y
p pq
d
 1y
r
Gðp1
p
d
pq þ 1ÞGðd2 þ 1Þ
Gðq p1
pq þ 1ÞGðd p1p þ 1Þ
 !y
d
:
If q42 1
p
; equality holds if and only if for some aAR; b40; %xARd ;
uðxÞ ¼ a 1 b jx  %xj
p
p1
 p1
qp
þ
8xARd :
Proof. Notice that the extremals are compactly supported functions. A minimization
procedure similar to that of Theorem 1.2 can be carried out for the functional
1
p
R
Rd
jrujp dx þ 1
r
R
Rd
jujr dx under an appropriate constraint on jjujjq: One can
prove the existence of a radial minimizer using approximations on balls and an
appropriate scaling argument as in [11]. If q42 1
p
(which means r41), this
minimizer is a radial ground state solution of Dpu þ ur1  uq1 ¼ 0: Using the
symmetry and uniqueness results above quoted, one can then show that there is no
other radial minimizer. &
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