Chiral systems can scatter circularly polarized photons a t rates dependent on the handedness of the incident radiation. Differential intensities of Ram an scattering by optically active organic molecules have been observed recently. The present work deals with the theory of both Rayleigh and Ram an differential scattering by using quantum electrodynamics. The calculations of differential intensities are based on a two-chromophore model in which the chromophores, assumed to be achiral in isolation, become optically active due to their dissymmetric arrangement. Results are reported for both 'in-plane' and 'out-of-plane' polarizations of the scattered radiation. They apply to an arbitrary scattering geometry and group separation. The limiting near-and far-zone behaviour is analysed in detail.
I n t r o d u c t i o n
Circular dichroism and optical rotation are well-known manifestations of optical activity. Circular dichroism is the property of differential absorption of left and right handed circularly polarized light by chiral molecules; optical rotation is the rotation of the plane of polarization of light. The possibility th a t optically active systems can show other differential effects has been entertained for a long time. For example, attem pts were made long ago to observe differential properties of Rayleigh and Ram an scattered light (see, for example, Bhagavantam & Venkateswaran 1930; K astler 1930) . Although these proved unsuccessful, the development of laser technology and sensitive photon counting techniques has recently enabled dif ferential Ram an scattering to be observed (Barron, Bogaard & Buckingham 1973) .
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Chiral systems may be classified into two types according to which electrons take part in absorption or scattering of light. In the first type, of which hexahelicene is typical, the active electrons are delocalized over a chiral nuclear framework; the system is then said to be inherently optically active. In this type the lack of sym metry usually permits transitions to be electric-and magnetic-dipole allowed simultaneously. A theory of differential scattering by molecules of this kind has been given by Barron & Buckingham (1971) . In the second type of system, the active electrons are localized within a functional group which is achiral if its bonding to the rest of the system is ignored. These groups have characteristic absorption bands which are more or less independent of the molecular environment. Examples are the carbonyl, ethylenic and phenyl groups. Many optically active molecules owe their activity to the dissymmetric juxtaposition of such chromophores as in the sterically hindered biphenyls.
Although the optical activity of both these types of system can be treated within the same formalism, better insight is gained if they are treated separately. Our present work is concerned with the latter type. I t depends on values of transition moments within the functional groups. Accurate wavefunctions for complicated systems are at present not available and ab initio calculations of transition moments are not feasible. Even if such wavefunctions were available, lowest-order transition moment calculations would not be good enough for large molecules. However, transition moments for transitions associated with particular chromophores are available experimentally and these can be used in theoretical models based on coupling between chromophores. A group-coupling model of this kind was used by Kirkwood (1937) to study optical rotation. A similar model has been employed by in a semi-classical study of differential scattering. (See also Stone 1977.) Their theory is applicable to systems with small group separation.
In this two-part series, we develop the two-group model within the framework of quantum electrodynamics. In our theory, the dynamical system comprises the molecule and the radiation field, and the multipolar Hamiltonian is used to describe it. An im portant feature of this Hamiltonian is th a t interactions between molecules or chromophores occur through transverse photon coupling. In p art I the quantum electrodynamical theory common to Rayleigh and Ram an scattering is described. The theory is applied to the differential scattering process and general expressions are found for differential scattered intensities for incident circularly polarized light. In addition to contributions which arise purely from spatial separation of the chromophores, we evaluate the leading contributions for virtual photon coupling of the chromophores. The derivation is carried out for an arbitrary group separation and scattering geometry; some special cases are discussed. The expressions are analysed for their near-and far-zone behaviour, where the separation is small or large respectively compared with the wavelength of incident light. The leading con tributions are found to depend linearly and inversely on the group separation in these regions. In part II (Andrews & Thirunam achandran 1978) , the theory is applied to differential Ram an scattering within the Born-Oppenheimer approximation.
Here the initial and final molecular states are different, in contrast to the Rayleigh process where they are the same. This leads to different results for identical and non-identical chromophores.
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2. T h e o r y
In quantum electrodynamics the dynamical system consists of both the molecules and the radiation field and the Hamiltonian for the system is
where Hm 0i is the non-relativistic Schrodinger operator for the molecules and is assumed known. In contrast to semi-classical theories the radiation field is secondquantized; its Hamiltonian is
where eA and b are the microscopic transverse electric and magnetic fie with plane-wave expansions, where p(r), m(r) and 0(r, r') are the electric polarization, magnetization and diamagnetization fields for the molecular assembly. For the two-group model, it is sufficient to consider the active electrons of the chromophores. Thus, the Hamiltonian for a two-chromophore system interacting with the radiation field may be written as
where H A and H B are the effective Hamiltonian operators for the chromophores A and B. In (6) we have assumed th a t the two chromophores are sufficiently far apart to allow electron exchange to be neglected. In many systems of physical interest the chromophores A and B are optically inactive in isolation but are juxtaposed in a dissymmetric configuration to give chiral character to the pair. Since the intense transitions of the chromophores are electric-dipole allowed, we use the electric-dipole approximation to the interaction Hamiltonian,
Hint ~ e 2(#a(A.)-■^A)'e±(-^A) + e S (9a(B)--^b) ' ^(-^b)
is the coordinate of electron a(£) associated w ith chro £ centred a t R,. I t is im portant to emphasize th a t the electric dipole approximation is with respect to the chromophore and not to the pair. The electric dipole approxi mation may be relaxed, if necessary, and higher multipolar interactions can be included in a straightforward manner.
Let the initial state of the system be |0A0B; fee(L/R)), where |0A), |0B) are the ground-state vectors of A, B, and | fee(L/R)) is the state vector of the incident photon with left or right handed circular polarization. Since we are concerned with elastic scattering, the final state is |0A0B;
k'e'), where the s by | k'e') with | k'\ = \ k\. The scattering rate for the process is calculated from Fermi golden rule,
where pt is the density of final states and the m atrix element M is
Since the overall process involves a change of two photons, only even orders in Hint contribute to the m atrix element. Thus the operator in (9) is given by
The leading term, of second order, corresponds to scattering by uncoupled individual chromophores. We call this a 'one-centre' process; the various possibilities are represented by time-ordered diagrams in figure The next contributions to (9) come from fourth-order perturbation and involve coupling between the two groups. They may be conveniently divided into two sets. The first, which we refer to as set {a}, is the case in which the photons | fce(L/R)) and | k'e') are incident on and emergent from different chromophores with virtual photon coupling. A total of 48 graphs is required, falling into four subsets of twelve diagrams each. Figure 2 a shows a typical member of the first su incidence of the real photon and emission of the virtual photon both take place a t A. A second subset with the virtual photon propagating from B to A is typified by figure 2b ; (c) and (d) show examples of the remaining two subsets which are reflexions of ( a) and (b), in the sense th a t the real photons are absorbed a t B and em itted a t A. The other fourth-order set {/?}, comprising 48 graphs, belongs to the case where the absorption and emission of the real photons occur at the same centre, the two centres being coupled by a virtual photon. These graphs also fall into four subsets, typical members of which are shown in figure 3.
Using the interaction Hamiltonian (7) we now calculate the m atrix element (9). The second-order contribution to the m atrix element is easily computed with the aid of the time-ordered diagrams and is
In (11) Accij{k) is the dynamic polarizability tensor for group A,
with summation over the intermediate states | r) of A. We have chosen A as the origin; R is the vector AB. The exponential factor in (11) brings in the retardation effects and hence the relative position dependence. The fourth-order contributions to the m atrix element may be considered as a a sum of set {a} and set {/?} terms. Proceeding in the conventional manner, we find th a t the contributions from the twelve graphs of type a in figure 2 may be summed to give
In (13) kand e are the wave vector and the polarization index of the virtual photon. The m atrix elements from the other set {a} graphs may be summed in a similar fashion and we obtain for the total contribution from this set
We digress a t this point to note th a t it is possible to obtain the result (14) by using the effective two-photon interaction operator
for the two chromophores. The use of (15) corresponds to 'collapsing' two onephoton vertices to a two-photon vertex in the time-ordered graphs. This may be achieved by a suitable canonical transform ation of the multipolar Hamiltonian as in the study of induced circular dichroism (Craig, Power & Thirunam achandran 1976 ). An effective interaction Hamiltonian of the type (15) has also been used in the study of two-photon circular dichroism (Andrews 1976) . The use of (15) allows the calculation to be carried out more simply using second-order perturbation theory with the aid of the four time-ordered diagrams shown in figure 4 . Each of these diagrams represents the sum of a subset of twelve set {a} diagrams. For example, figure 4a represents the sum of the subset of graphs typified by figure 2a.
We now return to expression (14) and carry out the sum over the polarization and the wave vector of the virtual photon finding
where Vmn(k, R) is the retarded dipole-dipole interaction tensor
In a similar manner we evaluate the set {/?} contributions to the m atrix element and find 
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and the summation is over the interm ediate states |r> and |«) of A. A similar expression holds for Bfiimj(k), and with the assumption of real wavefunctions it may be shown th a t these tensors are symmetric in the indices i an d j. As with the diagrams of set {a}, we can collapse the forty-eight diagrams of set {/?} into four diagrams (figure 5) with an effective three-photon interaction operator of the form
for the chromophore scattering the real photon and the usual dipole interaction operator -f r e A for the other. I t is easily seen th a t the four terms in (18) correspond to the four graphs in figure 5 . After performing the summations over the polariza tion and the wave vector of the virtual photon, the m atrix element (18) becomes
where l^n(0, R) is the dipole-dipole interaction tensor without retardation obtained from (17) by putting k = 0. Though the result is similar in form to the s result (11) we note th at, unlike either the M2 or the Mia contributions, the result (21) vanishes if either chromophore has local inversion symmetry, for / and fiilflj{k) are then both zero.
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D if f e r e n t ia l scattering in t e n sit ie s
In this section we compute the difference in scattering intensities for incident right-and left-circularly polarized photons. The differential scattering evidently depends on the polarization of the emergent radiation. Most observations are made for the case where e \ the polarization vector of the scattered photon, is either in the fefe'-plane or normal to it. We denote the former by e" and the latter by eB. The three unit vectors e \ eA and k' form a right handed set.
We first write down the scattering rate using the Fermi rule:
In equations (22) and (23) we have suppressed the polarization indices of both the incident and scattered photons. In (23) the first term within the brackets is the second-order contribution arising from the uncoupled graphs (figure 1). The remaining terms represent the interference between the second-order and fourthorder amplitudes. Higher-order contributions are small and can be neglected. Noting th a t the scattered radiant intensity I' (power per unit solid angle about k') is equal to the irradiance I0 (power per unit area) of the incident beam times the scattering cross section, we have (24) M2-M2 contributions. I t is convenient to consider separately the contributions to the scattered intensities resulting from the interference of the second-order ampli tudes and the contributions from the second-and fourth-order amplitudes. The differential intensity correct to second order is
Inserting (11) in (25) we get
where a is assumed to be real and its ^-dependence is implicit; also e' = e' for the linearly polarized photon. Since Actij Aakl and are symmetric to interchange of i and k together with the interchange of j and l, and the polarization fa ei efc(ejR)eiL) -e;L) e?R)) i,s antisymmetric, the first two terms in (26) do not contribute and we get
where we have used the identity e$.R)(fe) eP(fe) -e f\ k ) e|R)(fe) = iejlmkm.
One feature of the conventional experiments is th a t because the observations are made in fluid phase the molecules are randomly oriented with respect to the incident radiation. In order to relate the calculated result to experiment, it is necessary to perform a rotational average on (27). For this purpose we need to refer the com ponents of R and the scattering tensors to a molecule-fixed frame. Using the Euler angle m atrix to relate this frame to the laboratory frame, we can carry out the rotational average of (27) for the two cases, namely when e' = e" or ex, and we obtain
and
In equations (29) and (30), cos 0 = k.k'; Greek indices denote components relative to the molecular frame. The functions J x and arise from the Euler angle averages and are given b y f cos x 0 sina; 0 cos# ( 0 sina; " 5-3 -5-+ 0 --
I t is im portant to note th a t J x{a) and J 2{a) in (29) and (30) depend on the scattering angle. Also the ratio of the two differential intensities depends on the scattering angle alone, according to the relation
A detailed discussion of these results including their asymptotic behaviour is reserved for a later section.
M2-MXa contributions.
Using the m atrix elements (11) and (16), we find the contri bution to the scattered intensity for fixed molecular orientation: 
where c.c. stands for complex conjugate. I t is now a straightforward m atter to compute the differential intensities for random molecular orientation; we give below the results for the two polarizations of the scattered photon, In writing (37) and (38) we have used the fact th a t Vp < 7 is real and symmetric in p, cr, and b = JcR. Here no simple relation exists between the results for the two polarizations.
M2-M4 / } contributions. We recall th a t the relevant fourth-order graphs are those where absorption and emission of the real photons occur a t the same centre. Also, the coupling potential in the m atrix element is non-retarded. This leads to a similarity in the forms of M2 and terms in (11) and (21) respectively. Conse quently, the M2-M^ interference contribution to the scattered intensity can be calculated in a manner analogous to the second-order terms. Supppressing the details of the calculation, we give the randomly averaged results for e' = e" and e± : (39) and (40) vanish for centrosymmetric chromophores.
The full expressions for the differential intensities correct to order indicated by terms Jf2-ilf4 are obtained by summing (29), (37) and (39) for the 'in-plane' com ponent of the scattered radiation, and (30), (38) and (40) for the perpendicular component. These expressions are linearly dependent on the intensity of the incident radiation. However, it is possible t,o present them in a form which is independent of the intensity. For this purpose, we define the differential ratio
From (23) we note th a t the dominant contribution to the absolute scattered intensity comes from the square of the second-order te rm ; thus
in (42) and performing the rotational average, we obtain for the two different polarizations These expressions together with the total differential scattering intensities lead to the evaluation of the circular intensity differential ratio (41).
D is c u s s io n
The results in the previous section are based on a calculation complete to the fourth order with the assumption th a t the chromophores are inherently optically inactive, i.e. do not, in isolation, cause differential scattering. Also, compatibly with the electric dipole approximation (7), their individual sizes m ust be small compared with the reduced wavelength A( = 1/A:) is no restriction on the magnitude of the inter-chromophore separation and a complete account of retardation is included. I t is instructive to examine the expressions for the differential scattering intensities for the two limiting cases: (a) R small compared with A, i.e. kR 1; In the region (a), although R is small compared with A, it must be sufficiently large to make the retardation effects significant. The limiting case (a) is physically realizable for many molecules. Case ( b) is im portan scattering by macromolecules. For systems where neither limit is applicable, it is essential to use the complete expressions for the calculation of differential intensities.
Case (a) R < 4 A. An examination of the differential intensity expressions (29) and (30), which are correct to second order, shows th a t the asymptotic behaviour depends on the independent coefficients J x and I t is easily seen th a t for small values of a, the leading terms of J x and A are equa 
We note th a t the differential effect depends on sin4 (\0) for the parallel polarization component and sin2 ( \ Q) for the perpendicular component. These functi reach maximum values for backward scattering when the two differential intensity components become equal.
The above results, (47) and (48), may also be obtained from (27) by first expanding the exponentials and then retaining the leading term after rotational averaging. We remark in passing th a t it is also possible to obtain these results for the region R 4, A by noting the origin dependence of multiple moments ). An im portant property of these limiting expressions is their linear dependence on R in the near-zone.
The analysis of the second-order-fourth-order interference terms in this region follows similar lines except for the modification resulting from the independent interaction tensor Vptr(k,R) in (37) and (38) and in (39) and (40 small kR, V J k ,R ) ~Vf,,(0,R) = (iHKR^)(dK~3R pn ,) 1).
(49) Consequently, these differential intensity terms vary as R~2. A comparison of the different terms contributing to the differential intensities shows th a t the two types of second-order-fourth-order interference terms are comparable in magnitude, and are smaller than the second-order term by a factor of the same magnitude as the polarizability of the chromophore divided by R3.
Case ( b) R p A. In this region, the coefficient J^(x), equation (31), tends {cosx)/8x when x = kR. Also, when the scattering is not near the for J[(x) exhibits the same asymptotic behaviour for
The leading term of J*2 is of higher inverse power dependence on x and may be ignored. Consequently, the second-order terms (29) and (30) fall off with a modulated R -1 dependence in this region, whereas in the near-zone they vary linearly with R. The two types of interference terms behave differently in the far-zone because of the difference in the asymptotic behaviour of Vp < T (k, R) and Vp(r{ 0 , From (1
Vpcr(k,R )~ -( k 2j±nR) {8p(T-R
A part from modulating factors, the expressions (37) and (38) for A7^ 4a vary as R~2 in this region, whereas those for A /^^, (39) and (40), fall off as 4; the latter may therefore be ignored.
No experimental data on differential Rayleigh scattering are available as yet. When experimental techniques are developed, the use of a suitable series of chemically similar compounds should enable the dependence of the differential intensities on the scattering angle and the group separation to be confirmed.
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