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MIXED HODGE STRUCTURES ON THE INTERSECTION HOMOTOPY TYPE
OF COMPLEX VARIETIES WITH ISOLATED SINGULARITIES
DAVID CHATAUR AND JOANA CIRICI
Abstract. A homotopical treatment of intersection cohomology recently developed by Chataur-
Saralegui-Tanre´ associates a perverse algebraic model to every topological pseudomanifold, extending
Sullivan’s presentation of rational homotopy to intersection cohomology. In this context, there is a
notion of intersection-formality, measuring the vanishing of Massey products in intersection cohomol-
ogy. In the present paper, we study the perverse algebraic model of complex projective varieties with
isolated singularities. We endow such invariant with natural mixed Hodge structures. This allows us
to prove some intersection-formality results for large families of complex projective varieties, such as
isolated surface singularities and varieties of arbitrary dimension with ordinary isolated singularities.
1. Introduction
The intersection cohomology of a complex projective variety enjoys many of the good properties of
the ordinary cohomology of a smooth variety, collectively known as the Ka¨hler package (Poincare´ du-
ality, weak and hard Lefschetz, Hodge decomposition and Hodge signature theorem). These properties
deal primarily with the intersection cohomology group that has attracted most of the attention from
algebraic topologists and geometers: the middle-perversity intersection cohomology group. However,
there is additional geometric information carried by other intersection cohomology groups, as well as
by cohomological operations that are defined when allowing other perversities than the middle one
(such as cup products or Steenrod squares). It is in this context, that Goresky raised the following
question in the introduction of [Gor84]:
“It remains as open question whether there is an intersection homology-analogue to the rational
homotopy theory of Sullivan. For example, one would like to know when Massey triple products
are defined in intersection homology and whether they always vanish on a (singular) projective
algebraic variety”.
The first part of Goresky’s question has been answered by Chataur-Saralegi-Tanre´ in the foundational
work [CST] on rational intersection homotopy theory, where the perverse algebraic model of a topologi-
cal pseudomanifold is introduced. This is a perverse commutative differential graded algebra (perverse
cdga for short) defined over the rationals, whose cohomology is isomorphic to the rational intersection
cohomology with all perversities and is, when forgetting its multiplicative structure, quasi-isomorphic
to the intersection cochains originally introduced by Goresky and MacPherson [GM80, GM83]. In gen-
eral, the perverse algebraic model contains more information than the intersection cohomology ring
(for instance, it contains the Massey products) and gives rise to a well-defined notion of intersection-
formality for topological pseudomanifolds, analogously to the notion of formality appearing in the
classical rational homotopy theory of Sullivan [Sul77].
Other significant contributions in this direction are the homotopy theory of perverse cdga’s devel-
oped by Hovey [Hov09] within the context of Quillen model categories, the works of Friedman [Fri09]
and Friedman-McClure [FM13] on intersection pairings and cup products in intersection cohomology
respectively and Banagl’s theory of intersection spaces [Ban10].
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The present work draws its main motivation from the second part of Goresky’s question, which
is almost equivalent to asking whether singular complex projective varieties are intersection-formal.
This question is legitimated by a well-known application of the Hodge decomposition to topology: the
Formality Theorem of Deligne-Griffiths-Morgan-Sullivan [DGMS75], which states that the rational
homotopy type of a compact Ka¨hler manifold is entirely determined by its cohomology ring.
In general, the Hodge decomposition on the intersection cohomology of a singular projective variety
fails for perversities other than the middle one. Instead, each intersection cohomology group carries
a mixed Hodge structure. Since the perverse algebraic model depends on all perversities, we do not
expect an intersection-analogous statement of the Formality Theorem for singular projective varieties,
but of a generalization of this statement involving the weight spectral sequence.
In this paper, we study the rational intersection homotopy type of complex projective varieties with
only isolated singularities, via mixed Hodge theory.
We next explain the contents and main results of this paper. For the rest of this introduction, let
X be a complex projective variety with only isolated singularities.
In Section 2, we collect preliminary definitions and results on intersection cohomology and on
the homotopy theory of perverse cdga’s. Following [CST], we describe the perverse algebraic model
IA•(X) of X. This can be computed from the morphism of rational algebras of piece-wise linear
forms Apl(Xreg) → Apl(L) induced by the inclusion L →֒ Xreg of the link L of the singularities into
the regular part of X.
Section 3 is the core of this paper. In this section, we endow the perverse algebraic model IA•(X)
of X with natural mixed Hodge structures (this result is stated in a more technical form in The-
orem 3.10). Our proof relies, first, on the existence of mixed Hodge structures on the rational
homotopy types of Xreg and L due to Morgan [Mor78] and Durfee-Hain [DH88] respectively, and
second, on the existence of relative models of mixed Hodge diagrams proven by Cirici-Guille´n in
[CG14]. As an important application of the existence of mixed Hodge structures on the perverse
algebraic model, we study the perverse weight spectral sequence IE∗,∗1,•(X), a perverse differential bi-
graded algebra whose cohomology computes the weight filtration on the intersection cohomology:
IE∗,∗2,•(X) := H
∗,∗(IE1,•(X)) ∼= Gr
W
• IH
∗
• (X;Q). In Theorem 3.12, we prove that the complex inter-
section homotopy type of X is a direct consequence of its perverse weight spectral sequence. In other
words: there is a string of quasi-isomorphisms of perverse cdga’s from IA•(X) ⊗ C to IE1,•(X) ⊗ C.
This result descends to the rationals for perverse cdga’s of finite type and is the intersection-analogue
of the main result of [CG14], which in turn is the generalization to singular varieties, of the Formal-
ity Theorem of [DGMS75]. As in the classical setting, the perverse weight spectral sequence can be
described in terms of the cohomologies of varieties associated with a resolution of singularities of X.
Hence Theorem 3.12 implies that the complex intersection homotopy type ofX has a finite-dimensional
model, determined by cohomologies of smooth projective varieties.
The last two sections contain applications of Theorem 3.12. In Section 4, we prove that if X admits
a resolution of singularities in such a way that the exceptional divisor is smooth, and if the link of
each singular point is (n − 2)-connected, where n is the complex dimension of X, then X is GM-
intersection-formal over C (the prefix GM accounts for Goresky-MacPherson, since we consider finite
perversities only). The main class of examples to which this result applies are varieties with ordinary
multiple points, but it also applies to a large family of hypersurfaces and more generally, to complete
intersections admitting a resolution of singularities with smooth exceptional divisor. This extends a
result of [CST], where it is shown that any nodal hypersurface of CP4 is intersection-formal. Likewise,
in Section 4 we prove GM-intersection-formality over C for every isolated surface singularity. If a
variety is (GM)-intersection-formal, then its normalization is formal in the classical sense. We remark
that these results generalize our previous work [CC], where we study the (classical) rational homotopy
type of complex projective varieties with normal isolated singularities, using the multiplicative weight
spectral sequence.
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2. Rational intersection homotopy types
In this preliminary section, we recall the description of the intersection cohomology of a complex
projective variety with only isolated singularities appearing in [GM80], as well as its main properties.
Then, we introduce the notion of rational intersection homotopy equivalence and study its relation
with the classical notion of rational homotopy equivalence. Lastly, we collect the necessary definitions
and results on the homotopy theory of perverse differential graded algebras, such as the intersection-
analogous notions of quasi-isomorphism and formality, and describe the perverse algebraic model of a
complex projective variety with only isolated singularities, following [CST].
2.1. Intersection cohomology. Intersection cohomology is defined for any topological pseudoman-
ifold and depends on the choice of a multi-index called perversity, which measures how far cycles are
allowed to deviate from transversality. For a complex projective variety of dimension n having only
isolated singularities, a perversity p is determined by a single integer p such that 0 ≤ p ≤ 2n− 2. We
will denote by P the totally ordered set of such perversities. There are three distinguished elements in
P that we shall refer to: the 0-perversity 0 = 0, the middle perversity m = n−1 and the top perversity
t = 2n−2. The complementary perversity of p ∈ P is given by t−p := 2n−2−p. Note that the middle
perversity is complementary to itself. We enlarge the set of perversities P̂ = P ∪ {∞} by adjoining
the ∞-perversity. We define the sum of two perversities p and q in P̂ by letting p + q := p+ q if
p+ q ≤ 2n − 2 and p+ q :=∞ otherwise.
Let X be a complex projective variety of dimension n with only isolated singularities. Denote by
Σ the singular locus of X and by Xreg := X − Σ its regular part. The intersection cohomology of X
with perversity p (and coefficients in a commutative ring R) is given by (see §6.1 of [GM80])
IHkp (X;R) =


Hk(Xreg;R) if k ≤ p
Im
(
Hk(X;R) −→ Hk(Xreg;R)
)
if k = p+ 1
Hk(X;R) if k > p+ 1
.
For the 0-perversity we have an isomorphism of graded algebras IH∗
0
(X;R) ∼= H∗(X ;R), where
X → X is a normalization of X (see §4 of [GM80]). For the ∞-perversity we recover the cohomology
ring IH∗∞(X;R)
∼= H∗(Xreg;R) of the regular part of X (see [CST]). A main feature of intersection
cohomology is that, when R = Q, for every finite perversity p ∈ P we have a Poincare´ duality
isomorphism (see §3.3 of [GM80])
IHkp (X;Q)
∼= (IH2n−k
t−p
(X;Q))∨ := Hom(IH2n−k
t−p
(X;Q),Q).
The graded objects IH∗p (X;R) together with the morphisms IH
∗
p(X;R) −→ IH
∗
q (X;R) for every
pair p ≤ q, and the products IHp(X;R) ⊗ IHq(X;R) −→ IHp+q(X;R) induced by the cup products
of H∗(X;R) and H∗(Xreg;R) for any pair p, q ∈ P̂, constitute the prototypical example of a perverse
commutative graded R-algebra: this is a commutative monoid in the category of functors from P̂ to
the category of graded R-modules.
Denote by VC the category whose objects are complex projective varieties with only isolated sin-
gularities and whose morphisms f : X −→ Y satisfy f(Xreg) ⊂ Yreg. The above formula defines a
contravariant functor IH∗• (−;R) : VC −→ P̂CGAR with values in the category of perverse commutative
graded R-algebras.
2.2. Intersection homotopy equivalence. The consideration of the intersection cohomology ring
with all perversities leads to a natural notion of rational intersection homotopy equivalence.
Definition 2.1. Let f : X −→ Y be a morphism between simply connected topological pseudomani-
folds, such that f(Xreg) ⊂ Yreg. Then f is said to be a rational intersection homotopy equivalence if
it induces an isomorphism of perverse graded algebras f∗ : IH∗• (Y ;Q) −→ IH
∗
• (X;Q).
If f : X → Y is a rational intersection homotopy equivalence then the morphism induced on the
normalizations f : X −→ Y is a rational homotopy equivalence. The following result exhibits how the
notion of rational intersection homotopy equivalence is stronger than the classical notion of rational
homotopy equivalence.
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Proposition 2.2. Let S and S′ be two simply connected smooth projective surfaces of CPn. Denote
by PcS and PcS
′ the projective cones of S and S′ respectively. Then:
(1) PcS and PcS
′ are rationally homotopy equivalent if and only if X (S) = X (S′).
(2) PcS and PcS
′ are rationally intersection homotopy equivalent if and only if S and S′ are rationally
homotopy equivalent.
Proof. Let w ∈ H2(S;Q) denote the Poincare´ dual of the hyperplane section of S ⊂ CPn. Since w2 6= 0,
using Poincare´ duality we obtain an orthogonal decomposition H2(S;Q) ∼= Q〈w〉⊕⊥ V. The projective
cone PcS of S is isomorphic to the Thom space of the restriction S(1) of the hyperplane bundle on
CPn to S. The rational cohomology algebra of PcS can be written as H
∗(PcS;Q) ∼= Q〈Th〉⊕V
′, where
Th has degree 2 and satisfies Th4 = 0 and V ′ is a vector space of degree 4. Thom’s isomorphism
∪Th : H∗(S;Q)→ H˜∗(PcS;Q) identifies w with Th
2 and V with V ′. Furthermore, Th∪V ′ = 0. This
proves (1). The intersection cohomology of PcS can be written as:
IHsp(PcS;Q)
∼=
p = 0 p = m p = t
Q〈Th3〉 Q〈Th3〉 Q〈Th3〉
0 0 0
Q〈Th2〉 ⊕ V ′ Q〈Th2〉 ⊕ V ′ H4(S;Q)
0 0 0
Q〈Th〉 Q〈w〉 ⊕ V Q〈w〉 ⊕ V
0 0 0
Q Q Q
s = 6
s = 5
s = 4
s = 3
s = 2
s = 1
s = 0
where the product IH2m(PcS;Q)⊗ IH
2
m(PcS;Q) −→ IH
4
t
(PcS;Q) ∼= H
4(S;Q) = Q corresponds to
the product on H2(S;Q) and determines the signature of S. This proves (2). 
Example 2.3. Let S be a K3-surface and let S′ be the projective plane blown-up at 19 points. Then
X (S) = X (S′) = 24, Sign(S) = (3, 19) and Sign(S′) = (1, 21). Therefore PcS and PcS
′ are rationally
homotopy equivalent, but not rationally intersection homotopy equivalent.
2.3. Integral intersection cohomology. We prove an analogous statement of Proposition 2.2 for
intersection cohomology with integer coefficients.
Proposition 2.4. Let S and S′ be two simply connected smooth projective surfaces of CPn. Then
their projective cones PcS and PcS
′ are homeomorphic if and only if IH∗• (PcS;Z) and IH
∗
• (PcS
′;Z)
are isomorphic as perverse graded algebras.
Proof. We follow the notation of the proof of Proposition 2.2. The intersection cohomology algebra
of PcS is given by:
IHsp(PcS;Z)
∼=
p = 0 p = m p = t
Z〈T 〉, Th3 = deg(S) · T Z〈T 〉 Z〈T 〉
0 0 0
H4(PcS;Z) ∼= H
2(S;Z) H4(PcS;Z) ∼= H
2(S;Z) H4(S;Z) ∼= Z
0 0 0
Z〈Th〉 H2(S;Z) H2(S;Z)
0 0 0
Z Z Z
s = 6
s = 5
s = 4
s = 3
s = 2
s = 1
s = 0
The morphism
H2(PsS;Z) ∼= IH
2
0
(PsS;Z) −→ IH
2
m(PsS;Z)
∼= H2(S;Z)
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determines up to sign a class ±w ∈ H2(S;Z) given by the image of a generator of H2(PsS;Z). We
get line bundles L+s and L
−
s over S satisfying c1(L
±
S ) = ±w. Since these two bundles are isomorphic
as rank 2 vector bundles, their Thom spaces Th(L±S )
∼= PcS are homeomorphic.
Assume that we have an isomorphism Ψ : IH•(PcS;Z) −→ IH•(PcS
′;Z). Then the intersection
forms of S and S′ are equivalent, and it follows form Freedman’s Theorem that S and S′ are homeo-
morphic. From the commutative diagram
IH2
0
(PcS;Z)
Ψ

// IH2m(PcS;Z)
Ψ

IH2
0
(PcS
′;Z) // IH2m(PcS
′;Z)
we deduce that PcS and PcS
′ are homeomorphic. 
Example 2.5. Let S be a surface of degree 4 in CP3, let S′ be the intersection of a quadric and a
cubic in CP4, and let S′′ be the intersection of three quadrics in CP5. All three surfaces are examples
of K3-surfaces with different intersection cohomology algebras. Hence their projective cones are non-
homeomorphic.
Let S be a simply-connected 4-dimensional smooth manifold and let w ∈ H2(S;Z). To such a pair
(S,±w) one can associate two homeomorphic Thom spaces Th(L±w). The proof of Proposition 2.4 is
easily generalized to this setting. We have:
Proposition 2.6. Let (S,±w) and (S′,±w′) be two pairs. The following are equivalent:
(1) The pairs are topologically equivalent: there is a homeomorphism φ : S → S′ such that φ∗(w) = w′.
(2) The line bundles L±w and L
±
w′ are isomorphic as real vector bundles.
(3) The Thom spaces Th(L±w) and Th(L
±
w′) are homeomorphic.
(4) The integral intersection cohomologies IH∗• (Th(L
±
w);Z) and IH
∗
• (Th(L
±
w′);Z) are isomorphic as
perverse graded algebras.
2.4. Perverse differential graded algebras. As in the classical rational homotopy theory of Sul-
livan [Sul77], the study of rational intersection homotopy types is closely related to the homotopy
theory of perverse differential graded algebras. We next recall the main definitions. Given our interest
in varieties with only isolated singularities, we restrict to the particular case where perversities are
given by a single integer, and refer [Hov09] and [CST] for the general definitions, in which perversities
are given by multi-indexes. For the rest of this section we let k be a field of characteristic 0.
Definition 2.7. A perverse commutative differential graded algebra over k is a commutative monoid
in the category of functors from P̂ to the category C+(Vectk) of cochain complexes of k-vector spaces:
this is a bigraded k-vector space A∗• = {A
i
p}, with i ≥ 0 and p ∈ P̂ , together with a linear differential
d : Aip → A
i+1
p , an associative product µ : A
i
p ⊗ A
j
q → A
i+j
p+q with unit η : k → A
0
0
and a poset map
Aiq → A
i
p for every q ≤ p. Products and differentials satisfy the usual graded commutativity and
graded Leibnitz rules, and are compatible with poset maps: for all p ≤ p′ and q ≤ q′ the following
diagrams commute:
Ap ⊗Aq

µ // Ap+q

Ap′ ⊗Aq′
µ // Ap′+q′
; Ap

d // Ap

Ap′
d // A
p′
.
The cohomology of a perverse cdga naturally inherits the structure of a perverse commutative
graded algebra. Denote by P̂CDGAk the category of perverse cdga’s over k.
Definition 2.8. A morphism of perverse cdga’s f : A• → B• is called quasi-isomorphism if for every
perversity p ∈ P̂ the induced map H∗(Ap)→ H
∗(Bq) is an isomorphism.
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The category P̂CDGAk admits a Quillen model structure with quasi-isomorphisms as weak equiva-
lences and surjections as fibrations (see [Hov09]). The existence and uniqueness of minimal models of
perverse cdga’s a` la Sullivan is proven in [CST]. Denote by Ho(P̂CDGAk) the homotopy category of
perverse cdga’s, defined by inverting quasi-isomorphisms.
Definition 2.9. A perverse cdga A• is said to be intersection-formal if there is an isomorphism in
Ho(P̂CDGAk) from A• to H
∗(A•).
Note that if a perverse cdga A• is intersection-formal, then both A0 and A∞ are formal cdga’s.
We shall consider the following weaker notion of intersection-formality, which excludes the infinite
perversity. Denote by PCDGAk the category of GM-perverse cdga’s defined by replacing P̂ by P in
Definition 2.7. Note that for a GM-perverse cdga A• the products Ap ⊗ Aq −→ Ap+q need only be
defined whenever p + q < ∞. The prefix “GM” accounts for Goresky-MacPherson, since only finite
perversities are involved. Denote by U : P̂CDGAk −→ PCDGAk the forgetful functor.
Definition 2.10. A perverse cdga A• is said to be GM-intersection-formal if there is an isomorphism
in Ho(PCDGAk) from A• to H
∗(A•).
Note that if a A• is GM-intersection-formal, then A0 is formal, but A∞ need not be formal. We re-
mark that intersection-formality implies the vanishing of Massey products in intersection cohomology,
while GM-intersection-formality implies the vanishing of Massey products in U(IH∗• (A)). We refer to
§3 of [CST] for a proof of these statements and further discussion on (GM)-intersection-formality.
2.5. Perverse algebraic model. We next describe the perverse algebraic model of a complex pro-
jective variety with only isolated singularities, as introduced in §3.2 of [CST].
Let us first fix some notation. Denote by Λ(t, dt) = k(t, dt) the free cdga over k generated by t
in degree 0 and dt in degree 1. For λ ∈ k denote by δλ : Λ(t, dt) → k the evaluation map defined
by t 7→ λ and dt 7→ 0. Given a perversity p ∈ P̂, we will denote by ξ≤pA(t, dt) the truncation of
A(t, dt) = A⊗ Λ(t, dt) by perverse degree p, given in degree k by:
ξ≤pA(t, dt)
k =


Ak ⊗ Λ(t)⊕Ak−1 ⊗ Λ(t)⊗ dt , if k < p
Ker(dk)⊕Ak ⊗ Λ(t)⊗ t⊕Ak−1 ⊗ Λ(t)⊗ dt , if k = p
Ak ⊗ Λ(t)⊗ t⊕Ak−1 ⊗ Λ(t)⊗ dt , if k > p
.
This truncation is compatible with differentials, products and poset maps:
d(ξ≤p) ⊆ ξ≤p and ξ≤p × ξ≤q ⊆ ξ≤p+q for all p, q ∈ P̂ , and ξ≤q ⊆ ξ≤p for all q ≤ p.
Definition 2.11. Let f : A→ B be a morphism of cdga’s over k. Given a perversity p ∈ P̂ , consider
the pull-back in the category of complexes of k-vector spaces:
Ip(f)
y

// ξ≤pB(t, dt)
δ1

A
f // B
.
Since ξ≤p is compatible with differentials, products and poset maps, I•(f) with the products and
differentials defined component-wise, is a perverse cdga, called the perverse cdga associated with f .
Let X be a complex projective variety with only isolated singularities. Let T be a closed algebraic
neighborhood of the singular locus Σ in X (in such a way that the inclusion Σ ⊂ T is a homotopy
equivalence, see [Dur83b]). Then the link of Σ in X is L := ∂T ≃ T ∗ := T − Σ. The inclusion
ι : L →֒ Xreg of the link into the regular part of X induces a morphism ι
∗ : Apl(Xreg) → Apl(L) of
cdga’s over Q, between the rational algebras of piecewise linear forms of Xreg and L.
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Definition 2.12. The perverse algebraic model for X is the rational perverse cdga IA•(X) := I•(ι
∗)
associated with the morphism ι∗. It is given by the pull-back diagrams
IAp(X)
y

// ξ≤pApl(L)(t, dt)
δ1

Apl(Xreg)
ι∗ // Apl(L)
.
We have an isomorphism of perverse commutative graded algebras H∗(IA•(X)) ∼= IH
∗
• (X;Q).
For the 0-perversity we have a quasi-isomorphism of cdga’s IA0(X) ≃ Apl(X), where X → X is a
normalization ofX. For the∞-perversity we recover the rational homotopy type IA∞(X) ≃ Apl(Xreg)
of the regular part of X.
The above construction defines a contravariant functor IA• : VC −→ Ho(P̂CDGAQ) from the
category VC of complex projective varieties with only isolated singularities and stratified morphisms,
to the the homotopy category of perverse cdga’s over Q.
Definition 2.13. Let Q ⊂ K be a field. A complex projective variety X with isolated singularities is
called (GM)-intersection-formal over K if and only if IA•(X)⊗K is (GM)-intersection-formal.
3. Mixed Hodge Structures and Perverse Weight Spectral Sequence
In this section, we endow the perverse algebraic model of a complex projective variety X with only
isolated singularities, with natural mixed Hodge structures. We then study the perverse weight spectral
sequence of X and prove that the complex intersection homotopy type of X is a direct consequence
of its perverse weight spectral sequence. Lastly, we describe the perverse weight spectral sequence in
terms of the cohomologies of the varieties associated with a resolution of X.
3.1. Mixed Hodge structures on intersection cohomology. Deligne showed that the rational
cohomology ring of every complex algebraic variety X is endowed with mixed Hodge structures: for
every k ≥ 0, there is an increasing filtration W of the rational cohomology Hk(X;Q), called the
weight filtration, together with a decreasing filtration F of the complex cohomology Hk(X;C), called
the Hodge filtration, in such a way that the filtration induced by F and its complex conjugate F on
the graded objects GrWmH
k(X;C) ∼= GrWmH
k(X;Q)⊗C define a Hodge decomposition of pure weight
m. Furthermore, these filtrations are functorial and compatible with products of varieties (we refer to
[Del71], [Del74] or the book [PS08] for details).
If X is a complex projective variety with only isolated singularities, the compatible mixed Hodge
structures on the cohomologies of X and Xreg define canonical mixed Hodge structures on IH
k
p (X;Q),
which are compatible with products and poset maps. In particular, for every k ≥ 0 the morphism
IHk
0
(X;Q)→ IHk∞(X;Q) induced by the inclusion Xreg →֒ X preserves mixed Hodge structures.
A well-known result on the mixed Hodge theory of projective varieties with isolated singularities
is that for the middle perversity, the weight filtration W on IHkm(X;Q) is pure of weight k, for all
k ≥ 0, that is: 0 =Wk−1 ⊂Wk = IH
k
m(X;Q). This is a consequence of Gabber’s purity theorem and
the decomposition theorem of intersection homology (see [Ste83]. A direct proof using Hodge theory
appears in [NA85]). We next give the bounds on the weight filtration W for an arbitrary perversity.
Lemma 3.1. Let X be a complex projective variety of dimension n with only isolated singularities.
(1) If p < n− 1 then 0 =Wk−1 ⊂Wk ⊂ · · · ⊂W2k = IH
k
p (X;Q). If in addition, k ≤ p+ 1 or k > n,
then the weight filtration W on IHkp (X;Q) is pure of weight k.
(2) If p = n− 1 then the weight filtration W on IHkp (X;Q) is pure of weight k for, all k ≥ 0.
(3) If p > n − 1 then 0 = W−1 ⊂ W0 ⊂ · · · ⊂ Wk = IH
k
p (X;Q). If in addition, k < n or k ≥ p + 1,
then the weight filtration W on IHkp (X;Q) is pure of weight k.
Proof. The weight filtration on the cohomologies of X and Xreg is bounded respectively by:
0 =W−1 ⊂W0 ⊂ · · · ⊂Wk = H
k(X;Q) and 0 =Wk−1 ⊂Wk ⊂ · · · ⊂W2k = H
k(Xreg;Q).
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By Theorem 2.3.5 of [Del71] the category of mixed Hodge structures is abelian and morphisms of mixed
Hodge structures are strictly compatible with filtrations. Hence Im(Hk(X;Q) −→ Hk(Xreg;Q))
carries a pure Hodge structure of weight k, for all k ≥ 0. Since X has only isolated singularities,
for k > n, the filtration W on Hk(X;Q) is pure of weight k, while for k < n, the filtration W
on Hk(Xreg;Q) is pure of weight k (see Theorem 1.13 of [Ste83]). The result is now a matter of
verification. 
3.2. Mixed Hodge perverse cdga’s. We next introduce mixed Hodge perverse cdga’s. These are
perverse cdga’s carrying compatible mixed Hodge structures in each perversity and degree. Using
Deligne’s splitting of mixed Hodge structures we show that, over the complex numbers, certain mixed
Hodge perverse cdga’s are isomorphic to the perverse cdga defined by the first term of the spectral
sequence associated with the weight filtration.
Definition 3.2. A filtered perverse cdga (A•,W ) is a perverse cdga A• together with a filtration
{WmA•} indexed by the integers and satisfying:
(i) Wm−1Ap ⊂WmAp and d(WmAp) ⊂WmAp for all m ∈ Z and all p ∈ P̂ ,
(ii) WmAp ·WnAq ⊂Wm+nAp+q for all m,n ∈ Z and all p, q ∈ P̂,
(iii) WmAq ⊂WmAp, for all m ∈ Z and all q ≤ p,
(iv) For all n ≥ 0 and all p ∈ P̂ there exists integers m and l such that WmA
n
p = 0 and WlA
n
p = A
n
p .
The spectral sequence associated with a filtered perverse cdga (A•,W ) is compatible with the
multiplicative structure. Hence for all r ≥ 0, the term Er(A•,W ) is a perverse differential bigraded
algebra with differential dr of bidegree (r, 1 − r).
Definition 3.3. A mixed Hodge perverse cdga is a filtered perverse cdga (A•,W ) over Q, together
with a filtration F on A• ⊗ C, such that for each n ≥ 0 and each p ∈ P̂ the triple (A
n
p ,DecW,F ) is a
mixed Hodge structure and the differentials d : Anp → A
n+1
p , products A
n
p × A
m
q → A
n+m
p+q and poset
maps Anq → A
n
p are compatible with W and F .
By an abuse of notation, we shall denote such a mixed Hodge perverse cdga by a triple (A•,W,F ),
noting that the second filtration F is not defined over A•, but on its complexification A• ⊗ C. The
filtration DecW denotes Deligne’s de´calage of the weight filtration W (see Definition 1.3.3 of [Del71]),
given by DecWpA
n
• := Wp−nA
n
• ∩ d
−1(Wp−n−1A
n+1
• ). By forgetting the perversities we recover the
notion of mixed Hodge cdga appearing in [CG14]. This differs form Morgan’s original definition (see
[Mor78]) by a shift, which we introduce to make it compatible with Deligne’s mixed Hodge complexes.
Lemma 3.4. Let (A•,W,F ) be a mixed Hodge perverse cdga such that d(WpA•) ⊂Wp−1A•. There is
an isomorphism of complex perverse cdga’s A• ⊗ C ∼= E1(A• ⊗ C,W ).
Proof. The proof is an adaptation to the perverse setting of Lemma 3.20 of [CG14] for mixed Hodge
cdga’s, see also [Mor78]. We indicate the main steps. Since the triple (Anp ,DecW,F ) is a mixed Hodge
structure, by Lemma 1.2.11 of [Del71], there are functorial decompositions
Anp ⊗ C =
⊕
V i,jp,n, with DecWm(A
n
p ⊗ C) =
⊕
i+j≤m
V i,jp,n.
Since the differentials, products and poset maps of A• are morphisms of mixed Hodge structures, these
decompositions are compatible with the perverse cdga structure. Define complex vector spaces
Ai,n−ip :=
⊕
r
V n−r−i,rp,n .
This gives a decomposition An• ⊗ C =
⊕
Ai,n−ip compatible with products and poset maps, and such
that dAi,n−ip ⊂ A
i+1,n−i
p . Since d(WpA•) ⊂Wp−1A•, it follows that WpA
n
• = DecWp+nA
n
• . Then
Wm(A
n
p ⊗ C) =
⊕
i≤m
A−i,n+ip .
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Since GrWm (A
n
p ⊗C) = A
−m,n+m
p and dA
m,n−m
p ⊂ A
m+1,n−m
p , the differential of Er(A•,W ) is is trivial
for all r 6= 1. This gives an isomorphism π : A• ⊗ C → E1(A• ⊗ C,W ) of perverse cdga’s such that
π(A−m,n+mp )
∼= GrWm A
n
p = E
−m,n+m
1 (Ap ⊗ C,W ). 
Remark 3.5. Let (A,W ) be a filtered cdga over a field k and let k ⊂ K be a field extension.
If A has finite type then by Theorem 2.26 of [CG14] we have that A ∼= Er(A,W ) if and only if
A ⊗k K ∼= Er(A ⊗k K,W ). The same proof is valid for perverse cdga’s of finite type. Hence in this
case, the isomorphism of Lemma 3.4 descends to an isomorphism over Q.
Consider on Q(t, dt) the beˆte filtration σ. This is the multiplicative filtration defined by setting t
of weight 0 and dt of weight −1. Endow C(t, dt) = Q(t, dt) ⊗ C with the beˆte filtration σ and the
trivial filtration t. Since Decσ = t, the triple (Q(t, dt), σ, t) is a mixed Hodge cdga, which induces on
H0(Q(t, dt)) ∼= Q the trivial mixed Hodge structure.
Proposition 3.6. Let f : (A,W,F ) −→ (B,W,F ) be a morphism of mixed Hodge cdga’s. Then the
perverse cdga I•(f) of Definition 2.11 with the filtrations W and F defined via the pull-backs
(Ip(f),W,F )
y

// (ξ≤pB(t, dt),W ∗ σ, F ∗ t)
δ1

(A,W,F )
f // (B,W,F )
.
is a mixed Hodge perverse cdga, where the filtrations W ∗ σ and F ∗ t are defined by convolution:
(W ∗ σ)pB(t, dt) =WpB ⊗ Λ(t) +Wp+1B ⊗ Λ(t)⊗ dt and (F ∗ t)
pB(t, dt) = F pB ⊗ Λ(t, dt).
Proof. It suffices to verify that for all n ≥ 0 and all p ∈ P̂ , the triple (Ip(f)
n,DecW,F ) is a mixed
Hodge structure, and that the products and poset maps of I•(f) are compatible with the filtrations
W and F . Since de´calage commutes with pull-backs and Dec(W ∗ σ) = DecW ∗ t, we have
(Ip(f)
n,DecW,F )
y

// (ξ≤pB(t, dt)
n,DecW ∗ t, F ∗ t)
δ1

(An,DecW,F )
f // (Bn,DecW,F )
.
Since the category of mixed Hodge structures is abelian, the truncations (ξ≤pB(t, dt)
n,DecW,F )
are mixed Hodge structures, and hence the above pull-back gives a mixed Hodge structure. It is
straightforward to verify that the products ξ≤qB(t, dt)× ξ≤pB(t, dt)→ ξ≤q+pB(t, dt) and poset maps
ξ≤qB(t, dt) −→ ξ≤pB(t, dt) for q ≤ p, are compatible with filtrations, so that the perverse algebra
structure of I•(f) is also compatible with W and F . 
Lemma 3.7. Let f : (A,W,F ) → (B,W,F ) be a morphism of mixed Hodge cdga’s. There is an
isomorphism of perverse differential bigraded algebras E1(I•(f),W ) ∼= I•(E1(f,W )).
Proof. The evaluation map δ1 : (ξ≤pB(t, dt),W ∗σ) −→ (B,W ) induces a surjective quasi-isomorphism
at the level of E1, for any perversity p. Therefore we have E1(Ker(f − δ1)) = Ker(E1(f − δ1)
(c.f. Proposition 3.9 of [Cir15]). It remains to observe that E1 commutes with the truncations
ξ≤p and that we have a canonical isomorphism of differential bigraded algebras E1(B(t, dt),W ∗ σ) ∼=
E1(B,W )(t, dt). 
3.3. Mixed Hodge structures on the perverse algebraic model. We next show that the perverse
algebraic model of a complex projective variety X with only isolated singularities carries well-defined
mixed Hodge structures (in the homotopy category) which are compatible with the mixed Hodge
structures on the rational homotopy types of X and Xreg, and are functorial for stratified morphisms.
We first recall some basic definitions for the theory of mixed Hodge structures in rational homotopy.
We refer to [Mor78, NA87, CG14] for further details.
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Definition 3.8. A mixed Hodge diagram (of cdga’s over Q) consists of a filtered cdga (AQ,W ) over
Q, a bifiltered cdga (AC,W,F ) over C, together with a string of filtered quasi-isomorphisms from
(AQ,W )⊗ C to (AC,W ). In addition, the following axioms are satisfied:
(MH0) The weight filtrations W are regular and exhaustive. The Hodge filtration F is biregular. The
cohomology H(AQ) has finite type.
(MH1) For all p ∈ Z, the differential of Gr
W
p AC is strictly compatible with F .
(MH2) For all n ≥ 0 and all p ∈ Z, the filtration F induced on H
n(GrWp AC) defines a pure Hodge
structure of weight p+ n on Hn(GrWp AQ).
Morphisms of mixed Hodge diagrams are given by level-wise morphisms of (bi)filtered cdga’s making
the corresponding diagrams strictly commutative. Note that by forgetting the multiplicative structures
we recover the original notion of mixed Hodge complex introduced by Deligne (see 8.1 of [Del74]).
Axiom (MH2) implies that for all n ≥ 0 the triple (H
n(AQ),DecW,F ) is a mixed Hodge structure
over Q. In particular, the cohomology of every mixed Hodge diagram is a mixed Hodge cdga with
trivial differential. Since the category of mixed Hodge structures is abelian, every mixed Hodge cdga
is a mixed Hodge diagram in which the comparison quasi-isomorphisms are identities.
Definition 3.9. Let X be a topological space. A mixed Hodge diagram for X is a mixed Hodge
diagram A(X) whose rational component A(X)Q ≃ Apl(X) is quasi-isomorphic to the rational algebra
of piecewise linear forms of X.
Note that when such a mixed Hodge diagram A(X) exists, the above quasi-isomorphism induces an
isomorphism H∗(A(X)Q) ∼= H
∗(X;Q) endowing the cohomology of X with mixed Hodge structures.
We now prove the main result of this section, endowing the perverse algebraic model of a projective
variety with only isolated singularities, with mixed Hodge structures. The proof relies on the existence
of compatible mixed Hodge structures on the rational homotopy types of the link of the singularities
and the regular part of the variety respectively ([Mor78, NA87, DH88]), together with the existence
of minimal models a` la Sullivan of morphisms of cohomologically connected mixed Hodge diagrams,
which is proven in [CG14] (see also [Cir15] for a homotopical framework of such models).
Theorem 3.10. Let X be a complex projective variety with only isolated singularities and let IA•(X)
denote the perverse algebraic model of X. There is a mixed Hodge perverse cdga (IM•(X),W,F ) and
a string IM•(X)← ∗ → IA•(X) of quasi-isomorphisms of perverse cdga’s such that:
(1) IM•(X) = I•(ι˜), where ι˜ : M(Xreg) → M(L) is a model of mixed Hodge cdga’s for the rational
homotopy type of the inclusion ι : L →֒ Xreg.
(2) There is an isomorphism of mixed Hodge perverse graded algebras H∗(IM•(X)) ∼= IH
∗
• (X;Q).
(3) The mixed Hodge cdga’s IM0(X) and IM∞(X) define the mixed Hodge structures on the rational
homotopy type of a normalization X of X and the regular part Xreg of X respectively.
(4) The differential of IM•(X) satisfies d(WpIM•(X)) ⊂Wp−1IM•(X).
This construction defines a functor IM• : VC −→ Ho(P̂MHCDGA) with values in the homotopy
category of mixed Hodge perverse cdga’s.
Proof. By Theorem 3.2.1 of [DH88] (see also §13 of [NA87]) there are mixed Hodge diagrams A(Xreg)
and A(L) for Xreg and L respectively, together with a morphism A(Xreg) −→ A(L) whose rational
component is the morphism ι∗ : Apl(Xreg) −→ Apl(L) of rational piecewise linear forms induced by
the inclusion L →֒ Xreg. By Theorem 3.19 of [CG14] on the existence of relative minimal models for
mixed Hodge diagrams, we can construct a commutative diagram of mixed Hodge diagrams
A(Xreg)
ι∗ // A(L)
∗
OO

// ∗
OO

M(Xreg)
ι˜ // M(L)
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where the vertical maps are quasi-isomorphisms and ι˜ is a morphism of mixed Hodge cdga’s whose
differential satisfies d(Wp) ⊂ Wp−1. By Proposition 3.6, the perverse cdga IM•(X) := I•(˜i) as-
sociated with ι˜ is a mixed Hodge cdga. Furthermore, the above commutative diagram gives a
string of quasi-isomorphisms of perverse cdga’s from IM•(X) to IA•(X). This proves (1). The
induced map ι˜ : M(Xreg) −→ M(L) induces a morphism of mixed Hodge structures in cohomol-
ogy H∗(Xreg) −→ H
∗(L). Hence (2) follows from the isomorphism Ker(H∗(Xreg) −→ H
∗(L)) ∼=
Im(H∗(X) −→ H∗(Xreg). Assertion (3) is easily verified. Lastly, (4) follows from the fact that the
differential on IMp(X) is defined component-wise by differentials satisfying d(Wp) ⊂Wp−1. The con-
struction of IM•(X) is functorial (in the homotopy category) for morphisms f : X → Y such that
f(Xreg) ⊂ Yreg. 
3.4. Perverse weight spectral sequence. Let X be a complex projective variety with only isolated
singularities. The inclusion ι : L →֒ Xreg = X − Σ of the link into the regular part of X induces a
morphism of (multiplicative) weight spectral sequences E1(ι
∗) : E1(Xreg) −→ E1(L), where E1(Xreg)
and E1(L) are the spectral sequences associated with the weight filtration of a mixed Hodge diagram
for Xreg and L respectively.
Definition 3.11. The perverse weight spectral sequence of X is the perverse differential bigraded
algebra IE1,•(X) := I•(E1(ι
∗)) associated with the morphism E1(ι
∗), given by the pull-back diagrams
IE1,p(X)
y

// ξ≤pE1(L)(t, dt)
δ1

E1(Xreg)
E1(ι∗) // E1(L)
.
We remark that IE1,•(X) is only well-defined in the homotopy category of perverse differential
bigraded algebras. Its cohomology is a well-defined algebraic invariant of X and satisfies
IEr,s2,p(X) := H
r,s(IE1,p(X)) ∼= Gr
W
s IH
r+s
p (X;Q).
The following result states that the complex intersection homotopy type of a projective variety with
isolated singularities is determined by its perverse weight spectral sequence.
Theorem 3.12. Let X be a complex projective variety with only isolated singularities. There is an
isomorphism from IA•(X)⊗ C to IE1,•(X)⊗ C in the homotopy category Ho(P̂CDGAC).
Proof. Let (IM•(X),W,F ) be the mixed Hodge perverse cdga given by Theorem 3.10. Since the dif-
ferential satisfies d(WpIM•(X)) ⊂Wp−1IM•(X), by Lemma 3.4, we have an isomorphism of complex
perverse cdga’s IM•(X) ⊗ C ∼= E1(IM•(X) ⊗C,W ).
By construction, we have that IM•(X) = I•(ι˜), where ι˜ : (M(Xreg),W,F ) → (M(L),W,F ) is a
morphism of mixed Hodge cdga’s computing the rational homotopy type of ι : L →֒ Xreg. Therefore
by Lemma 3.7, we have an isomorphism of perverse cdga’s E1(IM•(X),W ) ∼= I•(E1(ι˜,W )). It only
remains to note that there is a string of quasi-isomorphisms from I•(E1(ι˜)) to IE1•(X) = I•(E1(ι
∗)).

As a direct application we have the following ”purity implies formality” result in the context of
rational intersection homotopy:
Corollary 3.13. Let X be a complex projective variety with only isolated singularities. If the weight
filtration on IHkp (X) is pure of weight k, for all k ≥ 0 and every finite perversity p ∈ P, then X is
GM-intersection-formal over C.
Example 3.14 (Q-homology manifolds). Let X be a complex projective variety which is also a Q-
homology manifold. Then IHkp (X;Q)
∼= IHk
0
(X;Q) for every finite perversity p ∈ P (see 6.4 of
[GM80]). In particular, the weight filtration on IHkp (X;Q) is pure of weight k, for all k ≥ 0 and
every p ∈ P. Hence X is GM-intersection-formal over C. Examples of such varieties are given by
weighted projective spaces or more generally V -manifolds (see Appendix B of [Dim92]), surfaces with
A1-singularities, the Cayley cubic or the Kummer surface.
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3.5. Resolution of singularities and weight spectral sequence. Let X be a complex projective
variety of dimension n with only isolated singularities. Denote by Σ the singular locus of X and by
L := L(Σ,X) the link of Σ in X.
Let f : X˜ −→ X be a resolution of singularities of X such that D := f−1(Σ) is a simple normal
crossings divisor. We may write D = D1 ∪ · · · ∪ DN as the union of irreducible smooth varieties
meeting transversally. Let D(0) = X˜ and for all r > 0, denote by D(r) =
⊔
|I|=rDI the disjoint
union of all r-fold intersections DI := Di1 ∩ · · · ∩ Dir where I = {i1, · · · , ir} denotes an ordered
subset of {1, · · · , N}. Since D has simple normal crossings, it follows that D(r) is a smooth projective
variety of dimension n − r. For 1 ≤ k ≤ r, denote by jI,k : DI →֒ DI\{ik} the inclusion and let
jr,k :=
⊕
|I|=r jI,k : D
(r) →֒ D(r−1). These maps define a simplicial resolution D• = {D
(r), jr,k}.
Let r ≥ 1. For every 1 ≤ k ≤ r we will denote by j∗r,k := (jr,k)
∗ : H∗(D(r−1)) → H∗(D(r)) the
restriction morphism induced by the inclusion jr,k and by γr,k := (jr,k)! : H
∗−2(D(r)) → H∗(D(r−1))
the corresponding Gysin map. We have combinatorial restriction morphisms
js(r) :=
r∑
k=1
(−1)k−1(jr,k)
∗ : Hs(D(r−1);Q) −→ Hs(D(r);Q)
and combinatorial Gysin maps
γs(r) :=
r∑
k=1
(−1)k−1(jr,k)! : H
s−2r(D(r);Q) −→ Hs−2(r−1)(D(r−1);Q).
With this notation, the weight spectral sequence for Xreg can be written as:
Er,s1 (Xreg) = · · · −→ Hs−4(D(2);Q)
γs
(2)
−−→ Hs−2(D(1);Q)
γs
(1)
−−→ Hs(X˜;Q) −→ 0
r = −2 r = −1 r = 0
.
Its algebra structure is given by the maps Hm(D(p);Q) ⊗H l(D(q);Q) −→ Hm+l(D(p+q);Q) induced
by combinatorial restriction morphisms, for p+ q ≤ n (see [Mor78]).
We next describe the multiplicative weight spectral sequence of the link L ≃ L(D, X˜). In [Dur83a],
Durfee endows the cohomology of the link of an isolated singularity with mixed Hodge structures, and
describes its weight spectral sequence in terms of a resolution of singularities. However, such spectral
sequence is not multiplicative, since it is the spectral sequence associated with a mixed Hodge complex
for L. To describe the multiplicative weight spectral sequence of the link we analyze the construction
due to Durfee-Hain [DH88] of a mixed Hodge diagram of cdga’s for L.
For all i ∈ {1, · · · , N} define
Li := L(Di −
⊔
i 6=j
Di ∩Dj , X˜).
For all r > 0 denote by L(r) =
⊔
|I|=r LI the disjoint union of all r-fold intersections LI := Li1∩· · ·∩Lir
where I = {i1, · · · , ir} denotes an ordered subset of {1, · · · , N}. We have
L(1) :=
⊔
i
Li, L
(2) :=
⊔
i 6=j
Li ∩ Lj , · · ·
We obtain a simplicial manifold L• = {L
(r), ir,k}, where ir,k : L
(r) →֒ L(r−1), for 1 ≤ k ≤ r, denote the
natural inclusions.
The multiplicative weight spectral sequence for L(r) is given by:
E∗,∗1 (L
(r)) =
⊕
I={i1,··· ,ir}
E1(DI − Sing(DI))⊗˜Λ(θi1 , · · · , θir).
where θk are generators of bidegree (−1, 2) and ⊗˜ accounts for the fact that the differential of θk is
given by d(θk) = ck, where ck ∈ H
2(Dk;Q) is the Chern class of Dk.
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The multiplicative weight spectral sequence for L is then given by the end
Ep,q1 (L) :=
∫
α
⊕
m
Ep−m,q1 (L
(α))⊗ Ωmα ,
where Ωα is the simplicial cdga given by Ωα := Λ(t0, · · · , tα, dt0, · · · , dtα)/
∑
ti − 1,
∑
dti, with ti of
degree 0 and dti of degree 1.
In Sections 4.2 and 5.2 we provide a description of the morphism E1(Xreg) −→ E1(L) in the
particular cases of ordinary isolated singularities and isolated surface singularities respectively, thus
giving an explicit description of the perverse weight spectral sequence in these cases.
4. Ordinary Isolated Singularities
For the rest of this section, let X be a complex projective variety of dimension n with isolated
singularities. We will show that if X admits a resolution of singularities in such a way that the
exceptional divisor is smooth, and if the link of each singular point is (n − 2)-connected, then X is
GM-intersection-formal over C. The main class of examples to which this result applies are varieties
with ordinary multiple points, but it also applies to a large family of hypersurfaces with isolated
singularities and more generally, to complete intersections with isolated singularities admitting a
resolution of singularities with smooth exceptional divisor.
4.1. Notation. Denote by Σ the singular locus of X and by Xreg = X − Σ its regular part. Denote
by L := L(Σ,X) the link of Σ in X, and by ι : L →֒ Xreg the natural inclusion. Since Σ is discrete,
the link L can be written as a disjoint union L = ⊔Lσ, where Lσ = L(σ,X) is the link of σ ∈ Σ in X.
Assume that X admits a resolution of singularities f : X˜ −→ X of X such that the exceptional
divisor D := f−1(X) is smooth. Denote by
jk : Hk(X˜) −→ Hk(D) and γk : Hk−2(D) −→ Hk(X˜)
the restriction morphisms and the Gysin maps induced by the inclusion j : D →֒ X˜. For all k ≥ 2,
define jk# := j
k ◦ γk : Hk−2(D) −→ Hk(D).
Unless stated otherwise, all cohomologies are taking with rational coefficients.
4.2. Perverse weight spectral sequence. The morphism E1(ι
∗) : E∗,∗1 (Xreg) −→ E
∗,∗
1 (L) of weight
spectral sequences induced by the inclusion ι : L →֒ Xreg can be written as:
Er,s1 (Xreg) =

Hs−2(D)
Id

γs // Hs(X˜)
js

Er,s1 (L) = H
s−2(D)
js# // Hs(D)
r = −1 r = 0
The algebra structure of E∗,∗1 (Xreg) is induced by the cup product of H
∗(X˜), together with the maps
Hs(X˜)×Hs
′
(D) −→ Hs+s
′
(D) given by (x, a) 7→ j∗(x) · a. Since γ(a · j∗(x)) = γ(a) · x, this algebra
structure is compatible with the differential γ. The non-trivial products of E∗,∗1 (L) are the maps
E0,s1 (L)×E
r,s′
1 (L) −→ E
r,s+s′
1 (L), with r ∈ {0, 1} and s, s
′ ≥ 0, induced by the cup product of H∗(D).
The perverse weight spectral sequence IE∗,∗1,•(X) := I•(E1(i
∗)) for X can be written as:
IEr,s1,p(X) =
Hs−2(D)⊗ Λ(t)⊗ t −→ J s1 ⊕H
s−2(D)⊗ Λ(t)⊗ dt −→ Hs(D)⊗ Λ(t)⊗ dt
Ker(js#)⊕H
s−2(D)⊗ Λ(t)⊗ t −→ J s1 ⊕H
s−2(D)⊗ Λ(t)⊗ dt −→ Hs(D)⊗ Λ(t)⊗ dt
Hs−2(D)⊗ Λ(t) −→ J s0 ⊕H
s−2(D)⊗ Λ(t)⊗ dt −→ Hs(D)⊗ Λ(t)⊗ dt
r = −1 r = 0 r = 1
s > p + 1
s = p + 1
s < p + 1
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where J sα ,with α ∈ {0, 1} and 0 ≤ s ≤ n, is the vector space defined via the pull-back:
J sα
y

// Hs(D)⊗ Λ(t)⊗ tα
δ1

Hs(X˜)
js // Hs(D)
.
The differential d−1,s1 : IE
−1,s
1,p (X) −→ IE
0,s
1,p(X) is given by∑
ait
i 7→
(
(
∑
γs(ai),
∑
js#(ai)t
i),
∑
iait
i−1dt)
)
; ai ∈ H
s−2(D).
The differential d0,s1 : IE
0,s
1,p(X) −→ IE
−1,s
0,p (X) is given by(
(x,
∑
ait
i),
∑
bit
idt)
)
7→
∑
iait
i−1dt+
∑
js#(bi)t
idt ;
{
ai ∈ H
s(D), bi ∈ H
s−2(D)
x ∈ Hs(X), js(x) =
∑
ai
.
The algebra structure of IE∗,∗1,•(X) is given by the following maps:
r IE0,∗1,p(X)× IE
0,∗
1,q (X) −→ IE
0,∗
1,p+q(X)
((x, a+ b · dt), (y, c + e · dt)) 7→ (xy, ac+ (ae+ cb) · dt)
r IE0,∗1,p(X)× IE
−1,∗
1,q (X) −→ IE
−1,∗
1,p+q(X)
((x, a+ b · dt), c) 7→ ac
r IE0,∗1,p(X)× IE
1,∗
1,q (X) −→ IE
1,∗
1,p+q(X)
((x, a+ b · dt), c · dt) 7→ ac · dt
r IE1,∗1,p(X)× IE
−1,∗
1,q (X) −→ IE
0,∗
1,p+q(X)
(a, c · dt) 7→ ac · dt
where x, y ∈ H∗(X˜) and a, b, c, e ∈ H∗(D)⊗ Λ(t).
By computing the cohomology of IE1,•(X) we find:
IEr,s2,p(X)
∼=
0 Ker(js) Coker(js)
Ker(γs) Ker(js)/(Ker(js) ∩ Im(γs)) Coker(js)
Ker(γs) Coker(γs) 0
r = −1 r = 0 r = 1
s > p + 1
s = p + 1
s < p + 1
This gives the following formula for the intersection cohomology of X:
IHsp(X;Q) =


Hs(Xreg) ∼= Ker(γ
s+1)⊕ Coker(γs) if s < p+ 1
Im(Hs(X˜) −→ Hs(Xreg)) ∼=
Ker(js)
Im(γs) ∩Ker(js)
if s = p+ 1
Hs(X) ∼= Coker(js−1)⊕Ker(js) if s > p+ 1
.
The following is straightforward.
Lemma 4.1. For all 0 ≤ s ≤ n have Poincare´ duality isomorphisms
Coker(γn+s) ∼= Ker(jn−s)∨ and Ker(γn+s) ∼= Coker(jn−s)∨.
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4.3. Conditions on the cohomology of the link. Since dim(Σ) = 0, the weight filtration on the
cohomology of the link is semi-pure: the weights on Hk(L) are less than or equal to k for k < n,
and greater or equal to k + 1 for k ≥ n. This is a consequence of Gabber’s purity theorem and the
decomposition theorem of intersection homology (see [Ste83], see also [NA85] for a direct proof).
Lemma 4.2. With the above notation we have:
(1) The map jk# : H
k−2(D)→ Hk(D) is injective for k ≤ n and surjective for k ≥ n.
(2) The Gysin map γk : Hk−2(D)→ Hk(X˜) is injective for k ≤ n and γ2n is surjective.
(3) The restriction morphism jk : Hk(X˜)→ Hk(D) is surjective for k ≥ n.
Proof. The first assertion follows from the semi-purity of the link and the isomorphisms
GrWk+1H
k(L) ∼= Ker(jk+1# ) and Gr
W
k H
k(L) ∼= Coker(jk#).
Since jk# = j
k ◦ γk, it follows from (1) that γk is injective for k ≤ n and jk is surjective for k ≥ n.
Since H2n(Xreg) ∼= Coker(γ
2n) and Xreg is non-compact of real dimension 2n, γ
2n is surjective. 
Assume that the rational cohomology of the link L of Σ in X satisfies H i(L;Q) = 0 for all 0 < i ≤
n− 2. For instance, this is the case when X has only ordinary isolated singularities, as we shall later
see.
Lemma 4.3. With the above assumption:
(1) The map jn−1# : H
n−3(D) → Hn−1(D) is injective, the map jn+1# : H
n−1(D) → Hn+1(D) is
surjective and js# : H
s−2(D)→ Hs(D) is an isomorphism for all s 6= 0, n− 1, n + 1, 2n.
(2) The map γs : Hs−2(D) → Hs(X) is injective for all s 6= n + 1, 2n, and js : Hs(X) → Hs(D) is
surjective for all s 6= 0, n − 1.
Proof. It follows from the isomorphismsHs(L) ∼= Ker(js+1# )⊕Coker(j
s
#) together with Lemma 4.2. 
Lemma 4.4. With the above assumption we have the following isomorphisms:
(1) Hs(X) ∼= Ker(js)⊕ Im(γs) for all s 6= 0, n− 1, n + 1, 2n,
(2) Ker(jn−1) ∩ Im(γn−1) = {0} and Ker(jn+1)/(Ker(jn+1) ∩ Im(γn+1)) ∼= Coker(γn+1).
Proof. Assume that s 6= 0, n− 1, n+1, 2n. From (1) and (2) of Lemma 4.3, js# is an isomorphism and
js is surjective. Then the composition γs ◦ (js#)
−1 defines a splitting for the short exact sequence
0 −→ Ker(js) −→ Hs(X)
js
−→ Hs(D) −→ 0
Hence (1) follows. The isomorphisms in (2) follow from the injectivity of jn−1# and the surjectivity of
jn+1# respectively. 
4.4. Intersection cohomology. By Lemma 4.4 the second term of the weight spectral sequences for
Xreg and L are given by:
Er,s2 (Xreg)
∼=
Ker(γ2n) 0
0 Coker(γs)
Ker(γn+1) Coker(γn+1)
0 Coker(γs)
0 H0(X˜)
r = −1 r = 0
; Er,s2 (L)
∼=
H2n−2(D) 0
0 0
Ker(jn+1# ) 0
0 0
0 Coker(jn−1# )
0 0
0 H0(D)
r = −1 r = 0
s = 2n
s > n + 1
s = n + 1
s = n
s = n− 1
s < n− 1
s = 0
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By Lemmas 4.3 and 4.4 the second term IEr,s2,p(X)
∼= GrWs IH
r+s
p (X;Q) of the perverse weight
spectral sequence for X is given in each perversity by the following tables:
0 ≤ p < m
0 H2n(X) 0
0 Ker(js) 0
0 Ker(jn−1) Coker(jn−1)
0 Ker(js) 0
0 H0(X˜) 0
r = −1 r = 0 r = 1
;
p = m
0 H2n(X) 0
0 Ker(js) 0
0 Coker(γn−1) 0
0 Ker(js) 0
0 H0(X˜) 0
r = −1 r = 0 r = 1
s = 2n
s ≥ n
s = n− 1
s < n− 1
s = 0
m < p ≤ t
0 H2n(X) 0
0 Ker(js) 0
Ker(γn+1) Coker(γn+1) 0
0 Ker(jn) 0
0 Coker(γn−1) 0
0 Ker(js) 0
0 H0(X˜) 0
r = −1 r = 0 r = 1
;
p =∞
Ker(γ2n) 0 0
0 Ker(js) 0
Ker(γn+1) Coker(γn+1) 0
0 Ker(jn) 0
0 Coker(γn−1) 0
0 Ker(js) 0
0 H0(X˜) 0
r = −1 r = 0 r = 1
s = 2n
s > n + 1
s = n + 1
s = n
s = n− 1
s < n− 1
s = 0
4.5. Intersection-formality. We now prove the main result of this section.
Theorem 4.5. Let X be a complex projective variety of dimension n with only isolated singularities.
Denote by Σ the singular locus of X. Assume that there is a resolution of singularities f : X˜ −→ X of
X such that D = f−1(Σ) is smooth, and that the link Lσ of σ in X, for all σ ∈ Σ is (n−2)-connected.
Then X is GM-intersection-formal over C. Furthermore, if Σ = {σ} is given by a single point then
X is intersection-formal over C.
Proof. By Theorem 3.12 there is a string of quasi-isomorphisms of perverse cdga’s from IA•(X) ⊗ C
to IE1,•(X) ⊗ C. Furthermore, we have IE2,•(X) ∼= IH•(X;Q). We next define a perverse cdga M•
together with quasi-isomorphisms IE1,•(X)←−M•−→IE2,•(X).
For projective curves, the Theorem is trivially satisfied. Hence we may assume that n > 1. We will
define M• step by step, for the perversities 0, m, n, t and ∞. We begin with the 0-perversity. Let M0
be the bigraded complex with trivial differential given by
M r,s
0
=
0 H2n(X˜) 0
0 Ker(js) 0
0 Ker(jn−1) Ker(γn+1)∨ ⊗ dt
0 Ker(js) 0
0 H0(X˜) 0
r = −1 r = 0 r = 1
s = 2n
s ≥ n
s = n− 1
s < n− 1
s = 0
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By Lemma 4.1 we have Ker(γn+1)∨ ∼= Coker(jn−1). The assignation Ker(γn+1)∨ ⊗ dt 7→ Coker(jn−1)
defines an isomorphism of bigraded complexes ψ0 : M0 → IE2,0(X). We next define an inclusion of
bigraded complexes ϕ0 :M0 → IE1,0(X). Recall that
IEr,s
1,0
(X) =
Hs−2(D)Λ(t)⊗ t
(
Hs(X˜)⊕Hs(D) H
s(D)Λ(t)⊗ t
)
⊕Hs−2(D)⊗ Λ(t)⊗ dt Hs(D)⊗ Λ(t)⊗ dt
0 H0(X˜)⊕H0(D) H
0(D)⊗ Λ(t) H0(D)Λ(t)⊗ dt
r = −1 r = 0 r = 1
s ≥ 1
s = 0
For s ≥ 0 defineM0,s
0
−→ IE0,s
1,0
(X) by x 7→ (x, js(x)). Since Ker(γn+1)∨ ⊂ Hn+1(D)∨ ∼= Hn−1(D),
we have an injective map Ker(γn+1)∨dt −→ IE1,n−1
1,0
(X) = Hn−1(D)⊗ Λ(t)⊗ dt. Then the diagram
M∗,n−1
0
= Ker(jn−1)

0 // Ker(γn+1)∨ ⊗ dt

IE∗,n−1
1,0
(X) = IE0,n−1
1,0
(X)
d // IE1,n−1
1,0
(X)
commutes. Hence we have quasi-isomorphisms of complexes IE1,0(X)
∼
←−M0
∼
−→ IE2,0(X).
The m-perversity weight spectral sequence for X is given by:
IEr,s1,m(X) =
Hs−2(D)⊗ Λ(t)⊗ t
(
Hs(X˜)⊕Hs(D) H
s(D)⊗ Λ(t)⊗ t
)
⊕Hs−2(D)Λ(t)⊗ dt Hs(D)⊗ Λ(t)⊗ dt
Hs−2(D)⊗ Λ(t)
(
Hs(X˜)⊕Hs(D) H
s(D)⊗ Λ(t)
)
⊕Hs−2(D)⊗ Λ(t)⊗ dt Hs(D)⊗ Λ(t)⊗ dt
r = −1 r = 0 r = 1
s ≥ n
s < n
Define Mm as the bigraded sub-complex of IE1,m(X) given by
M r,sm =
0 H2n(X˜) 0
0 Ker(js) 0
0 Ker(jn+1)∨ ⊕Ker(γn+1)∨ ⊗ (t− 1) Ker(γn+1)∨ ⊗ dt
0 Ker(js) 0
0 H0(X˜) 0
r = −1 r = 0 r = 1
s = 2n
s ≥ n
s = n − 1
s < n− 1
s = 0
The only non-trivial differential of Mm is given by differentiation with respect to t. Note that
by Lemma 4.1 we have Coker(γn−1) ∼= Ker(jn+1)∨ ⊂ Hn+1(X˜) ∼= Hn−1(X˜). The assignations
Ker(jn+1)∨ 7→ Coker(γn−1) and Ker(γn+1)∨ 7→ 0 give a commutative diagram
M∗,n−1m = Ker(j
n−1)∨ ⊕Ker(γn+1)∨ ⊗ (t− 1)

d // Ker(γn+1)∨ ⊗ dt

IE∗,n−12,m (X) = Coker(γ
n−1) // 0
.
Hence we have quasi-isomorphisms of complexes IE1,m(X)
∼
←−Mm
∼
−→ IE2,m(X).
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By Lemma 4.4 we have Ker(jn−1) ∩ Im(γn−1) = {0}. Hence Ker(jn−1) ⊂ Ker(jn+1)∨ and we have
an injective morphism of complexes M0 −→Mm making the following diagram commute
IE1,0(X)

M0

∼oo ∼ // IE2,0(X)

IE1,m(X) Mm
∼oo ∼ // IE2,m(X)
.
We next study the case m+ 1 = n. The n-perversity weight spectral sequence for X is given by:
IEr,s1,n(X) =
Hs−2(D)⊗ Λ(t)⊗ t
(
Hs(X˜)⊕Hs(D) H
s(D)⊗ Λ(t)⊗ t
)
⊕Hs−2(D)⊗ Λ(t)⊗ dt Hs(D)⊗ Λ(t)⊗ dt
Ker(jn+1# )⊕H
s−2(D)⊗ Λ(t)⊗ t
(
Hs(X˜)⊕Hs(D) H
s(D)⊗ Λ(t)⊗ t
)
⊕Hs−2(D)⊗ Λ(t)⊗ dt Hs(D)⊗ Λ(t)⊗ dt
Hs−2(D)⊗ Λ(t)
(
Hs(X˜)⊕Hs(D) H
s(D)⊗ Λ(t)
)
⊕Hs−2(D)⊗ Λ(t)⊗ dt Hs(D)⊗ Λ(t)⊗ dt
r = −1 r = 0 r = 1
s > n + 1
s = n + 1
s ≤ n
Define Mn as the bigraded sub-complex of IE1,n(X) given by
M r,sn =
H2n−2(D)⊗ t H2n(X˜)⊕H2n−2(D)⊗ dt 0
0 Ker(js) 0
Ker(jn+1# ) Ker(j
n+1) 0
0 Ker(jn) 0
0 Ker(jn+1)∨ ⊕Ker(γn+1)∨ ⊗ (t− 1) Ker(γn+1)∨ ⊗ dt
0 Ker(js) 0
0 H0(X˜) 0
r = −1 r = 0 r = 1
s = 2n
s > n + 1
s = n + 1
s = n
s = n − 1
s < n− 1
s = 0
The non-trivial differentials of Mn are given by the map Ker(γ
n+1)∨ ⊗ (t− 1) −→ Ker(γn+1)∨ ⊗ dt
in degree s = n−1 defined by differentiation with respect to t, the map γn+1 : Ker(jn+1# )→ Ker(j
n+1)
in degree s = n+1 and the map H2n−2(D)⊗ t −→ H2n(X˜)⊕H2n−2(D)⊗ dt in degree s = 2n defined
by a · t 7→ (γ2n(a), a · dt). To define a morphism of complexes Mn −→ IE2,n(X) it suffices to define
the maps in degrees s = n+ 1 and s = 2n.
By Lemma 4.4 there is a projection map
Ker(jn+1)։ Ker(jn+1)/(Ker(jn+1) ∩ Im(γn+1)) ∼= Coker(γn+1).
Since Ker(γn+1) ⊂ Ker(jn+1# ) we may find a direct sum decomposition Ker(j
n+1
# ) = Ker(γ
n+1) ⊕ C.
Define a map Ker(jn+1# ) −→ Ker(γ
n+1) by projection to the first component. Since γn+1(Ker(jn+1# ) ⊂
Im(γn+1) ∩Ker(jn+1) we have a commutative diagram
M∗,n+1n = Ker(j
n+1
# )

γn+1 // Ker(jn+1)

IE∗,n+12,n (X) = Ker(γ
n+1)
0 // Coker(γn+1)
.
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In degree 2n we have a commutative diagram
M∗,2nn = H
2n−2(D)⊗ t

d // H2n(X˜)⊕H2n−2(D)⊗ dt
pi

IE∗,2n2,n (X) = 0
0 // H2n(X˜)
where d(a·t) = (γ2n(a), a·dt) and π(x, a·dt) = γ2n(a)−x. This gives quasi-isomorphisms of complexes
IE1,n(X)
∼
←−Mn
∼
−→ IE2,n(X) compatible with the inclusion Mm →Mn.
The t-perversity weight spectral sequence for X is given by:
IEr,s
1,t
(X) =
H2n−2(D)⊗ Λ(t)⊗ t H2n(X)⊕H2n−2(D)⊗ Λ(t)⊗ dt 0
Hs−2(D)⊗ Λ(t)
(
Hs(X˜)⊕Hs(D) H
s(D)Λ(t)
)
⊕Hs−2(D)⊗ Λ(t)⊗ dt Hs(D)⊗ Λ(t)⊗ dt
r = −1 r = 0 r = 1
s = 2n
s < 2n
Define Mt as the bigraded sub-complex of IE1,t(X) given by
M r,s
t
=
H2n−2(D)⊗ t H2n(X˜)⊕H2n−2(D)⊗ dt 0
0 Ker(js) 0
Hn−1(D) Hn+1(X˜) 0
0 Ker(jn) 0
0 Ker(jn+1)∨ ⊕Ker(γn+1)∨ ⊗ (t− 1) Ker(γn+1)∨ ⊗ dt
0 Ker(js) 0
0 H0(X˜) 0
r = −1 r = 0 r = 1
s = 2n
s > n + 1
s = n + 1
s = n
s = n − 1
s < n− 1
s = 0
Note that Mn to Mt we only replaced the complex γ
n+1 : Ker(jn+1# ) → Ker(j
n+1) by the quasi-
isomorphic complex γn+1 : Hn−1(D) → Hn+1(X˜), in degree s = n + 1. Analogously to the pre-
vious case, choose a direct sum decomposition Hn−1(D) ∼= Ker(γn+1) ⊕ C ⊕ C ′ and define a map
Hn−1(D) → Ker(γn+1) by projecting to the first component. We have quasi-isomorphisms of com-
plexes IE1,t(X)
∼
←−Mt
∼
−→ IE2,t(X) compatible with the inclusion Mn →Mt.
Lastly, the ∞-perversity weight spectral sequence for X is given by:
IEr,s1,∞(X) = H
s−2(D)⊗ Λ(t)
(
Hs(X˜)⊕Hs(D) H
s(D)⊗ Λ(t)
)
⊕Hs−2(D)⊗ Λ(t)⊗ dt Hs(D)⊗ Λ(t)⊗ dt
r = −1 r = 0 r = 1
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Define M∞ as the bigraded sub-complex of IE1,∞(X) given by
M r,s∞ =
H2n−2(D)⊕H2n−2(D)⊗ t H2n(X˜)⊕H2n−2(D)⊗ dt 0
0 Ker(js) 0
Hn−1(D) Hn+1(X˜) 0
0 Ker(jn) 0
0 Ker(jn+1)∨ ⊕Ker(γn+1)∨ ⊗ (t− 1) Ker(γn+1)∨ ⊗ dt
0 Ker(js) 0
0 H0(X˜) 0
r = −1 r = 0 r = 1
s = 2n
s > n + 1
s = n + 1
s = n
s = n− 1
s < n− 1
s = 0
Note that from Mt to M∞ we only added H
2n−2(D) in bidegree (−1, 2n). The differential in degree
s = 2n is given by (a+b·t) 7→ (γ2n(a)+γ2n(b), b·dt). It is straightforward to define quasi-isomorphisms
of complexes IE1,∞(X)
∼
←−M∞
∼
−→ IE2,∞(X) compatible with the inclusion Mt −→M∞.
Let M• be the perverse complex given by
Mp =


M0 if 0 ≤ p < n− 1
Mm if p = n− 1
Mn if p = n
Mt if n < p ≤ 2n− 2
M∞ if p =∞
.
We have quasi-isomorphisms of perverse complexes
IE1,•(X)
ϕ•←−M•
ψ•−→ IE2,•(X),
where ϕ• is injective and ψ• is surjective.
Consider on M• the multiplicative structure induced by the inclusion ϕ•. We next show that
Mp ×Mq ⊂Mp+q for all p, q ∈ P̂ , the map ϕ• is a quasi-isomorphism of perverse cdga’s.
The multiplicative structure of M0 is given by the maps M
0,∗
0
×M0,∗
0
−→M0,∗
0
induced by the cup
product of H∗(X˜) and the mapM0,∗
0
×M1,∗
0
−→M1,∗
0
given by (a, x) 7→ a·j∗(x). SinceM0,s
0
= Ker(js)
for all s > 0, the only non-trivial product in M1,∗
0
is H0(X˜) ·Ker(γn+1)∨ −→ Ker(γn+1)∨. Also, from
the multiplicative structure of IE2,0(X) we have Ker(γ
n+1)∨ · Ker(γn+1)∨ = 0. This proves that
M0 × M0 ⊆ M0 and that the map ϕ0 : M0 −→ IE1,0(X) is a morphism of cdga’s. To see that
M0 ×Mm ⊆Mm it suffices to prove that Ker(j
n+1)∨ ·Ker(γn+1)∨ = 0. This follows from the algebra
structure of IE2,•(X) together with the corresponding Poincare´ duality isomorphisms. We now show
that M0 × Mn ⊆ Mn. Note that for all s > 0 we have Ker(j
s) · Ker(jn+1# ) = 0. The remaining
inclusions are trivial. Therefore M• is a perverse cdga and the inclusion ϕ• : M• −→ IE1,•(X) is a
quasi-isomorphism of perverse cdga’s.
Lastly, we show that for every pair of perversitites p, q ∈ P such that p+ q <∞, the diagram
Mp ⊗Mp
ψp⊗ψq

// Mp+q
ψp+q

IE2,p(X) ⊗ IE2,q(X) // IE2,p+q(X)
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commutes. The only non-trivial cases are when p = 0 and q = n or q = t. We show that the diagram
Ker(jn+1# )×H
0(X˜)

ψn×ψ0

µ // Ker(jn+1# )
ψn

Ker(γn+1)×H0(X˜)
µ // Ker(γn+1)
commutes, where µ(a, x) = a · j∗(x). Recall that the morphism ψn : Ker(j
n+1
# ) −→ Ker(γ
n+1) is
defined by taking a direct sum decomposition Ker(jn+1# ) = Ker(γ
n+1)⊕C and choosing the projection
to the first component. Let (a, x) ∈ Ker(jn+1# )×H
0(X˜), and decompose a = a+ c with a ∈ Ker(γn+1)
and c ∈ C. Then µ(a, x) = (a + c) · j∗(x). Since γ(a · j∗(x)) = γ(a) · x = 0, it suffices to show that
c · j∗(x) ∈ C. Since x = 1 ∈ H0(X˜) and γ(c) 6= 0, it follows that γ(c · j∗(x)) = γ(c) · x 6= 0. Hence
c · j∗(x) ∈ C, and the above diagram commutes. We next show that the diagram
Ker(jn+1# )×Ker(γ
n+1)∨

ψn×ψ0

µ // H2n−2(D)dt
ψn

Ker(γn+1)× Coker(jn−1)
µ // H2n(X˜)
commutes. Let (a, b) ∈ Ker(jn+1# ) × Ker(γ
n+1)∨. Then ψt(µ(a, b)) = γ
2n(a · b). On the other hand
we have µ(ψt(a), ψ0b) = γ
2n(a · b), where a = a+ c is a decomposition such that a ∈ Ker(γn+1) and
c ∈ C. Hence to prove that the above diagram commutes, it suffices to see that c · b = 0. This follows
from the fact that C∩Ker(γn+1) = {0} and b ∈ Ker(γn+1)∨. This proves that ψ0 ·ψn = ψn. The same
arguments allow us to prove that ψ0 · ψt = ψt. Therefore ψ• is multiplicative for finite perversities,
and X is GM-intersection-formal over C.
Assume now that X has only one isolated singularity. Then Ker(γ2n) = 0 and the diagram
Ker(jn+1# )×Ker(j
n+1)∨

ψn×ψm

µ // H2n−2(D)dt
ψ∞

Ker(γn+1)× Coker(jn−1)
µ // Ker(γ2n)
commutes. This proves that ψp ·ψq = ψp+q for all p, q ∈ P̂ . Hence in this case, X is intersection-formal
over C. 
4.6. Applications. A singular point σ ∈ X is called ordinary if there exists a neighborhood of σ
isomorphic to an affine cone Cσ with vertex σ, over a smooth hypersurface Sσ of CP
n. In such case,
the link Lσ of σ in X is a smooth real manifold of dimension (2n−1) which is (n−2)-connected Hence
we have:
Corollary 4.6. Let X be a complex projective variety with only ordinary isolated singularities. Then
X is GM-intersection-formal over C. Furthermore, if X has only one singular point, then X is
intersection-formal over C.
Example 4.7 (Segre cubic). Let S denote the set of points (x0 : x1 : x2 : x3 : x4 : x5) of CP
5
satisfying x0 + x1 + x2 + x3 + x4 + x5 = 0 and x
3
0 + x
3
1 + x
3
2 + x
3
3 + x
3
4 + x
3
5 = 0. This is a normal
projective threefold with 10 isolated ordinary singular points, known as the Segre cubic. A resolution
of S is given by the moduli space f :M0,6 −→ S of stable rational curves with 6 marked points, and
D := f−1(Σ) =
⊔10
i=1 CP
1 × CP1, where Σ = {σ1, · · · , σ10} denotes the singular locus of S. For each
0 ≤ i ≤ 10 the link of σi in S is homeomorphic to a product of spheres Li ≃ S
2 × S3. In particular,
Li is simply connected. Hence S is GM-intersection-formal over C. The intersection homotopy type
of S is determined by the perverse graded algebra IH∗• (S;Q), which we next describe. The rational
cohomology of M0,6 is well-known, with non-trivial Betti numbers: b0(M0,6) = b6(M0,6) = 1 and
b2(M0,6) = b4(M0,6) = 16. Let j
s : Hs(M0,6;Q)→ H
s(D;Q) denote the restriction map induced by
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the inclusion j : D →֒ M0,6, and γ
s : Hs−2(D;Q)→ Hs(M0,6;Q) the corresponding Gysin map. The
rational cohomology of S is:
H∗(S;Q) ∼=
Q
0
Ker(j4) ∼= Q6
Coker(j2) ∼= Q5
Ker(j2) ∼= Q
0
Q
Note that for k 6= 3, the weight filtration on Hk(S;Q) is pure of weight k, while for k = 3 we have a
non-trivial weight filtration, with GrW3 H
3(S;Q) ∼= Ker(j3) = 0 and GrW2 H
3(S;Q) ∼= H3(S;Q) ∼= Q5.
Denote by V an := Coker(j2) ∼= Q5 and let Exc ∼= Q5 be defined via the direct sum decomposition
H2(M0,6;Q) ∼= Ker(j
2)⊕ Coker(γ2)⊕ Exc. The rational intersection cohomology of S is given by:
IH∗p (S;Q)
∼=
0 ≤ p ≤ 1
Q
0
H2(S;Q)∨ ⊕ Exc∨
V an
H2(S;Q)
0
Q
;
p = 2
Q
0
H2(S;Q)∨ ⊕ Exc∨
0
H2(S;Q)⊕ Exc
0
Q
;
3 ≤ p ≤ 4
Q
0
H2(S;Q)∨
V an∨
H2(S;Q)⊕ Exc
0
Q
Note that the weight filtration of IH∗• (S;Q) is non-trivial, since Gr
W
2 IH
3
0
(S;Q) ∼= V an 6= 0.
Since S is simply connected, and IH0(S;Q)
∼= H∗(S;Q), one may compute the rational homotopy
groups π∗(S) ⊗ Q from a minimal model of IH
∗
0
(S;Q), as done in Example 4.7 of [CC]. Likewise,
a perverse minimal model (in the sense of [CST]) of the perverse cdga IH∗• (S;Q) would give the
“rational intersection homotopy groups” of S.
For a complete intersection X with isolated singularities, the link of each singular point in X is
(n − 2)-connected (this result is due to Milnor [Mil68] in the case of hypersurfaces and to Hamm
[Ham71] for general complete intersections). As another direct consequence of Theorem 4.5 we have:
Corollary 4.8. Let X be a complete intersection with singular locus Σ of dimension 0. Assume that
there exists a resolution of singularities f : X˜ → X such that D = f−1(Σ) is smooth. Then X is
GM-intersection-formal over C.
5. Isolated Surface Singularities
In this last section we prove that isolated surface singularities are GM-intersection-formal over C.
5.1. Notation. Let X be a complex projective surface with only isolated singularities and denote
by Σ the singular locus of X. Let f : X˜ −→ X be a resolution of singularities of X such that
D := f−1(Σ) = D1 ∪ · · · ∪ DN is a simple normal crossings divisor. Let D˜ := D
(1) = ⊔iDi and
Z := D(2) = ⊔i 6=jDi ∩Dj . Then D˜ is a disjoint union of smooth projective curves and Z is a finite
collection of points. Denote by j : D˜ −→ X˜ the natural inclusion. Let i1 : Z → D˜ be the inclusion
defined by Di ∩ Dj 7→ Di, for every i < j, and i2 : Z → D˜ be defined by Di ∩ Dj 7→ Dj, for every
i < j. Then j ◦ i1 = j ◦ i2.
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Denote by j∗ : H∗(X˜) → H∗(D˜) and i∗k : H
0(D˜) → Hs(Z) the induced restriction morphisms and
by γ : H∗(D˜)→ H∗+2(X˜) and ηk : H
0(Z)→ H2(D˜) the corresponding Gysin maps. Let i∗ := i∗1 − i
∗
2
and η := η1−η2 denote the combinatorial restriction and Gysin maps respectively. We have i
∗ ◦j∗ = 0
and γ ◦ η = 0. Lastly, define j# := j
∗ ◦ γ : H0(D˜) −→ H2(D˜).
5.2. Perverse weight spectral sequence. The weight spectral sequence for Xreg can be written as
Er,s1 (Xreg) =
H0(Z)
η
−−→H2(D˜)
γ4
−−−→H4(X˜)
H1(D˜)
γ3
−−−→H3(X˜)
H0(D˜)
γ2
−−−→H2(X˜)
H1(X˜)
H0(X˜)
r = −2 r = −1 r = 0
s = 4
s = 3
s = 2
s = 1
s = 0
Its algebra structure is induced by the combinatorial restriction morphisms together with the cup
products of H∗(X˜), H∗(D˜) and H0(Z).
The multiplicative weight spectral sequence for the link L = L(Σ,X) of Σ in X can be written as:
Er,s1 (L)
∼=
H0(Z)Λ(l)
d−2,4
−−−−−→H2(D˜)⊕H0(Z)Λ(l)dl
H1(D˜)
P(i∗1, i
∗
2)⊕H
0(Z)Λ(l)
d−1,2
−−−−−→H2(D˜)⊕H0(Z)Λ(l)dl ⊕H0(Z)Λ(l)dl
H1(D˜)
P(i∗1, i
∗
2)
d0,0
−−−−→H0(Z)Λ(l)dl
r = −2 r = −1 r = 0 r = −1
s = 4
s = 3
s = 2
s = 1
s = 0
where P(i∗1, i
∗
2) is the vector space given by the pull-back
P(i∗1, i
∗
2)
y

// H0(Z)Λ(l)
(δ0,δ1)

H0(D˜)
(i∗1 ,i
∗
2) // H0(Z)×H0(Z)
and the differential is given by

d0,0(a, z(l)) = z′(l)dl,
d−1,2((a, z(l)), w(l)) = (j#(a) + η1(w(0)) − η2(w(1)), z
′(l)dl, w′(l)dl),
d−2,4(z(l)) = (η1(z(0)) − η2(z(1)), z
′(l)dl).
We describe the morphism ι∗ : E1(Xreg) −→ E1(L) induced by the inclusion ι : L →֒ Xreg.
r In degree s = 0, the mapH0(X˜) −→ P(i∗1, i
∗
2) is given by x 7→ (j
∗(x), i∗1◦j
∗(x)) = (j∗(x), i∗2◦j
∗(x)).
r In degree s = 1 we have the restriction morphism j∗ : H1(X˜) −→ H1(D˜).
r In degree s = 2, the map H0(D˜) −→ P(i∗1, i
∗
2) ⊕ H
0(Z)Λ(l) is given by a 7→ ((a, i∗1(a)(1 − t) +
i∗2(a)t), 0) and H
2(X˜) −→ H2(D˜)⊕H0(Z)Λ(l)dl⊕H0(Z)Λ(l)dl is given by b 7→ (j∗(b),−i∗(b), 0).
r In degree s = 3 we have the identity of H1(D˜).
r In degree s = 4 the maps H0(Z) → H0(Z)Λ(l) and H2(D˜) → H2(D˜) ⊕ H0(Z)Λ(l)dl are given
by the natural inclusions z 7→ z and a 7→ (a, 0) respectively.
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5.3. Intersection cohomology. By semi-purity, the weight filtration on Hk(Xreg) is pure of weight
k, for k = 0, 1. Also, the weights on Hk(L) are less than or equal to k for k = 0, 1, and greater or equal
to k + 1 for k ≥ 2. The second terms Er,s2 (Xreg)
∼= GrWs H
r+s(Xreg) and E
r,s
2 (L)
∼= GrWs H
r+s(L) of
the weight spectral sequences for Xreg and L respectively are:
Er,s2 (Xreg)
∼=
Ker(η) Ker(γ4)/Im(η) 0
Ker(γ3) Coker(γ3)
0 Coker(γ2)
H1(X˜)
H0(X˜)
r = −2 r = −1 r = 0
; Er,s2 (L)
∼=
Ker(η) Coker(η)
H1(D˜)
0 0
H1(D˜)
Ker(i∗) Coker(i∗)
r = −2 r = −1 r = 0 r = 1
s = 4
s = 3
s = 2
s = 1
s = 0
The second term IEr,s2,p(X)
∼= GrWs IH
r+s
p (X) of the perverse weight spectral sequence for X is:
p = 0
H4(X˜)
H3(X˜)
Ker(j2) 0
Ker(j1) Coker(j1)
H0(X˜) 0 Coker(i∗)
r = 0 r = 1 r = 2
;
p = 1
H4(X˜)
H3(X˜)
Ker(j2)
H1(X˜)
H0(X˜)
r = 0
;
p = 2
Ker(η) 0 H4(X˜)
Ker(γ3) Coker(γ3)
0 Coker(γ2)
H1(X˜)
H0(X˜)
r = −2 r = −1 r = 0
;
p =∞
Ker(η) Ker(γ4)/Im(η) 0
Ker(γ3) Coker(γ3)
0 Coker(γ2)
H1(X˜)
H0(X˜)
r = −2 r = −1 r = 0
s = 4
s = 3
s = 2
s = 1
s = 0
Note that except for IH2
0
(X) and IH2
2
(X), which may have weights (0, 1, 2) and (2, 3, 4) respectively,
the weight filtration on IHsp(X) is pure of weight s.
5.4. Intersection formality. We prove the main result of this section.
Theorem 5.1. Let X be a projective surface with only isolated singularities. Then X is GM-
intersection-formal over C. Furthermore, if X has only one singular point then X is intersection-
formal over C.
Proof. By Theorem 3.12 there is a string of quasi-isomorphisms of perverse cdga’s from IA•(X) ⊗ C
to IE1,•(X) ⊗ C. Furthermore, we have IE2,•(X) ∼= IH•(X;Q). We will next define a perverse cdga
M• together with quasi-isomorphisms IE1,•(X)
∼
←−M•
∼
−→ IE2,•(X).
Let M∗,∗
0
be the bigraded complex with trivial differential given by
M r,s
0
=
H4(X˜)
H3(X˜)
Ker(j2) 0
Ker(j1) Ker(γ3)∨ ⊗ dt
H0(X˜) 0 Ker(η)∨ ⊗ dt
r = 0 r = 1 r = 2
s = 4
s = 3
s = 2
s = 1
s = 0
By Poincare´ duality we have Ker(η)∨ ∼= Coker(i∗) and Ker(γ3)∨ ∼= Coker(j1). The assignation dt 7→ 1
defines an isomorphism of bigraded complexes ψ0 : M0 → IE2,0(X). We next define an injective
morphism ϕ0 : M0 −→ IE1,0(X). To ease notation we will let E
r,s := Er,s1 (L) and d
r,s := dr,s1 (L). The
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0-perversity weight spectral sequence IE1,0(X) for X is:
H0(Z)⊕̂E−2,4Λ(t)⊗ t
(
H2(D˜)⊕̂E−1,4Λ(t)⊗ t
)
⊕ E−2,4Λ(t)⊗ dt H4(X˜)⊕ E−1,4Λ(t)⊗ dt
H1(D˜)⊕̂E−1,3Λ(t)⊗ t H3(X˜)⊕ E−1,3Λ(t)⊗ dt
H0(D˜)⊕̂E−1,2Λ(t)⊗ t
(
H2(X˜)⊕̂E0,2Λ(t)⊗ t
)
⊕ E−1,2Λ(t)⊗ dt E0,2Λ(t)dt
H1(X˜)⊕̂E0,1Λ(t)⊗ t E0,1Λ(t)⊗ dt
H0(X˜)⊕̂
(
Ker(d0,0)⊕ E0,0Λ(t)⊗ t
)
E1,0Λ(t)⊗ t⊗ (t− 1)⊕ E0,0Λ(t)⊗ dt E1,0Λ(t)⊗ dt
r = −2 r = −1 r = 0 r = 1 r = 2
For s ≥ 0, define an injective morphism M0,s
0
−→ IE0,s
1,0
(X) by letting x 7→ (x, ι∗(x)). This is
well-defined, since ι∗(H0(X˜)) ⊂ Ker(d0,0) and ι∗(Ker(js)) = 0. Since Ker(η)∨ ⊂ H0(Z)∨ ∼= H0(Z)
and Ker(γ3)∨ ⊂ H1(D˜)∨ ∼= H1(D˜) we have injective morphisms Ker(η)∨ −→ E1,0 ∼= H0(Z) ⊗ Λ(l)
and Ker(γ3)∨ −→ E0,1 ∼= H0(D˜). We have quasi-isomorphisms IE1,0(X)
∼
←−M0
∼
−→ IE2,0(X).
The middle-perversity m = 1 weight spectral sequence IE1,1(X) for X is:
H0(Z)⊕̂E−2,4Λ(t)⊗ t
(
H2(D˜)⊕̂E−1,4Λ(t)⊗ t
)
⊕ E−2,4Λ(t)⊗ dt H4(X˜)⊕ E−1,4Λ(t)⊗ dt
H1(D˜)⊕̂E−1,3Λ(t)⊗ t H3(X˜)⊕ E−1,3Λ(t)⊗ dt
H0(D˜)⊕̂E−1,2Λ(t)⊗ t
(
H2(X˜)⊕̂E0,2Λ(t)⊗ t
)
⊕ E−1,2Λ(t)⊗ dt E0,2Λ(t)dt
H1(X˜)⊕̂E0,1Λ(t) E0,1Λ(t)⊗ dt
H0(X˜)⊕̂E0,0Λ(t) E1,0Λ(t)⊗ (t− 1)⊕ E0,0Λ(t)⊗ dt E1,0Λ(t)⊗ dt
r = −2 r = −1 r = 0 r = 1 r = 2
Let M1 be the bigraded sub-complex of IE1,1(X) given by:
M1 =
H4(X˜)
H3(X˜)
Ker(j2) 0
H1(X˜)⊕Ker(γ3)∨ ⊗ (t− 1) Ker(γ3)∨ ⊗ dt
H0(X˜) Ker(η)∨ ⊗ (t− 1) Ker(η)∨ ⊗ dt
r = 0 r = 1 r = 2
The non-trivial differential of M1 is given by (t − 1) 7→ dt. The assignations Ker(γ
3)∨ 7→ 0 and
Ker(η)∨ 7→ 0 define a surjective morphism of complexes ψ1 : M1 → IE2,1(X). Hence we have quasi-
isomorphisms IE1,1(X)
∼
←−M1
∼
−→ IE2,1(X) compatible with the inclusion M0 −→M1.
The top-perversity t = 2 weight spectral sequence IE1,2(X) for X is:
H0(Z)⊕̂E−2,4Λ(t)⊗ t
(
H2(D˜)⊕̂E−1,4Λ(t)⊗ t
)
⊕ E−2,4Λ(t)⊗ dt H4(X˜)⊕ E−1,4Λ(t)⊗ dt
H1(D˜)⊕̂E−1,3Λ(t) H3(X˜)⊕ E−1,3Λ(t)⊗ dt
H0(D˜)⊕̂E−1,2Λ(t)
(
H2(X˜)⊕̂E0,2Λ(t)
)
⊕ E−1,2Λ(t)⊗ dt E0,2Λ(t)dt
H1(X˜)⊕̂E0,1Λ(t) E0,1Λ(t)⊗ dt
H0(X˜)⊕̂E0,0Λ(t) E1,0Λ(t)⊗ (t− 1)⊕ E0,0Λ(t)⊗ dt E1,0Λ(t)⊗ dt
r = −2 r = −1 r = 0 r = 1 r = 2
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Let M2 be the bigraded sub-complex of IE1,2(X) given by:
M2 =
Ker(η)∨ H2(D˜)⊗ t H4(X˜)⊕H2(D˜)⊗ dt
H1(D˜) H3(X˜)
0 Ker(j2) 0
H1(X˜)⊕Ker(γ3)∨ ⊗ (t− 1) Ker(γ3)∨ ⊗ dt
H0(X˜) Ker(η)∨ ⊗ (t− 1) Ker(η)∨ ⊗ dt
r = −2 r = −1 r = 0 r = 1 r = 2
The non-trivial differentials of M2 are given by the map H
2(D˜)⊗ t −→ H4(X˜)⊕H2(D˜)⊗dt in degree
s = 4 defined by a · t 7→ (γ4(a), a · dt), the Gysin map γ3 : H1(D˜) → H3(X˜) in degree s = 3 and
the map (t − 1) 7→ dt defined by differentiation with respect to t. We next define a morphism of
complexes ψ2 : M2 → IE2,2(X). In degrees s = 0 and s = 1 we let ψ2 = ψ1. In degree s = 2 we have
a Poincare´ duality isomorphism Ker(j2) ∼= Coker(γ2). For s = 3 choose a direct sum decomposition
H1(D˜) ∼= Ker(γ3) ⊕ C1 and consider the projection H
1(D˜) → Ker(γ3) to the first component. This
gives a commutative diagram
M∗,3
2
= H1(D˜)
γ3 //

H3(X˜)

IE∗,3
2,2
(X) = Ker(γ3)
0 // Coker(γ3)
For s = 4 we have a commutative diagram
M∗,4
2
= Ker(η)
0 //
Id

H2(D˜)⊗ t

d // H4(X˜)⊕H2(D˜)⊗ dt
pi

IE∗,4
2,2
(X) = Ker(η) // 0 // T
where d(a · t) = (γ4(a), a · dt) and π(x, a · dt) = γ4(a) − x. Hence we have quasi-isomorphisms of
complexes IE1,2(X)
∼
←−M2
∼
−→ IE2,2(X) compatible with the inclusion M1 −→M2.
The ∞-perversity weight spectral sequence IE1,∞(X) for X is:
H0(Z)Λ(t) H2(D˜)Λ(t) ⊕H0(Z)Λ(t)dt H4(X˜)⊕H2(D˜)Λ(t)dt
H1(D˜)Λ(t) H3(X˜)⊕H1(D˜)Λ(t)dt
H0(D˜)Λ(t) H2(X˜)⊕
H2(D˜)
(
H2(D˜)Λ(t) ⊕H0(D˜)Λ(t)dt
)
H2(D˜)Λ(t)dt
H1(X˜)⊕
H1(D˜) H
1(D˜)Λ(t) H1(D˜)Λ(t)dt
H0(X˜)⊕
H0(D˜) H
0(D˜)Λ(t)t H0(Z)Λ(t)(t − 1)⊕H0(D˜)Λ(t)dt H0(Z)Λ(t)dt
-2 -1 0 1 2
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Let M∞ be the bigraded sub-complex of IE1,∞(X) given by:
M∞ =
H0(Z) H2(D˜)⊕H2(D˜)⊗ t H4(X˜)⊕H2(D˜)⊗ dt
H1(D˜) H3(X˜)
0 Ker(j2) 0
H1(X˜)⊕Ker(γ3)∨ ⊗ (t− 1) Ker(γ3)∨ ⊗ dt
H0(X˜) Ker(η)∨ ⊗ (t− 1) Ker(η)∨ ⊗ dt
r = −2 r = −1 r = 0 r = 1 r = 2
Note that for s < 4 we have M∗,s∞ = M
∗,s
t
. In degree s = 4, the differential of M∞ is given by
the map H0(Z) → H2(D˜) ⊕ H2(D˜) ⊗ t defined by z 7→ (η(z), 0) and the map H2(D˜) ⊕ H2(D˜) ⊗
t → H4(X˜) → H2(D˜) ⊗ dt defined by (a, b · t) 7→ (γ4(a) + γ4(b), b · dt). To define a surjective
morphism of complexes ψ∞ : M∞ → IE2,∞(X) it suffices to define ψ∞ : M
∗,4
∞ → IE
∗,4
2,∞(X). Choose
a decomposition H0(Z) ∼= Ker(η) ⊕ C0 and consider the projection H
0(Z) → Ker(η) to the first
component. Also, choose a decomposition H2(D˜) ∼= Ker(γ4) ⊕ C2 and consider the composition
ρ : H2(D˜)։ Ker(γ4)։ Ker(γ4)/Im(η4). This gives a commutative diagram
M∗,4∞ = H
0(Z)
d //

H2(D˜)⊕H2(D˜)⊗ t
(ρ,0)

d // H4(X˜)⊕H2(D˜)⊗ dt

IE∗,42,∞(X) = Ker(η)
0 // Ker(γ4)/Im(η4) // 0
.
Hence we have quasi-isomorphisms of complexes IE1,∞(X)
∼
←− M∞
∼
−→ IE2,∞(X) compatible with
the inclusion M2 −→M∞.
Consider onM• the multiplicative structure induced by the inclusion inclusion ϕ• :M• → IE1,•(X).
It is a matter of verification to see that this structure is closed in M•, so that ϕ• is a morphism of
perverse cdga’s, which is a quasi-isomorphism.
We next show that for every pair of perversities p and q such that p+ q <∞, the diagram
Mp ×Mq
(ψp,ψq)

µ // Mp+q
ψp+q

IE2,p(X) × IE2,q(X)
µ // IE2,p+q(X)
commutes, so that ψ• is multiplicative for finite perversities. The only non-trivial case is
H1(D˜)×Ker(γ3)∨
(ψ2,ψ0)

µ // H2(D˜)
ψ2

Ker(γ3)×Ker(γ3)∨
µ // H4(X˜)
.
Let (a, b) ∈ H1(D˜)×Ker(γ3)∨. Then ψ2µ(a, b) = γ
4(a · b). Let a = a+ c be a decomposition of a such
that a ∈ Ker(γ3) and c ∈ C1. Then µ(ψ2(a), ψ0(b)) = γ
4(a ·b). Hence to prove that the above diagram
commutes it suffices to show that γ4(c · b) = 0. This follows from the fact that Ker(γ3) ∩ C1 = {0}.
This proves that X is GM-intersection-formal over C.
Assume now that X has only one isolated singularity. Then Ker(γ4)/Im(η4) = 0 and X is
intersection-formal over C. 
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5.5. An example. We end with an example of a projective surface with an isolated singularity and
non-trivial weight filtration on its intersection cohomology.
Example 5.2 (Cusp singularity). Let C be a nodal cubic curve in CP2. Choose a smooth plane
quartic C ′ intersecting C transversally, so that |C ∩ C ′| = 12. Consider the blow-up X˜ = BlC∩C′CP
2
of CP2 at the 12 points of C ∩ C ′. Then the proper transform C˜ of C has negative self-intersection,
and we may consider the blow-down X of C˜ to a point. Then X is a projective surface with a normal
isolated singularity (see §7 of [Tot14], see also Example 4.2 of [CC] for a more general construction).
To make C˜ into a simple normal crossings divisor we blow-up 2 further times at the node of C˜. This
gives a resolution f : Y → X where Y ≃ #15CP
2 and the exceptional divisor D is a cycle of three
rational curves, so that D(1) = ⊔3i=1CP
1 and D(2) = ⊔3i=1pi. Let j
s : Hs(Y ;Q) −→ Hs(D(1);Q)
and i∗ : H0(D(1);Q) → H2(D(2);Q) denote the restriction morphisms. The rational intersection
cohomology of X is given by:
IH∗p(X;Q)
∼=
p = 0
Q
0
Ker(j2)⊕ V an
0
Q
;
p = 1
Q
0
Ker(j2)
0
Q
;
p = 2
Q
0
Ker(j2)∨ ⊕ V an∨
0
Q
where V an := Coker(i∗) ∼= Q and Ker(j2) ∼= Ker(j2)∨ ∼= Q12. The weight filtration on IH∗• (X;Q) is
non-trivial, with GrW2 IH
2
0
(X;Q) ∼= Q12, GrW1 IH
2
0
(X;Q) = 0 and GrW0 IH
2
0
(X;Q) ∼= Q.
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