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Abstract: Mobile-to-mobile networks are characterized by node mobility that makes the 
propagation environment time varying and subject to fading. As a consequence, the statistical 
characteristics of the received signal vary continuously, giving rise to a Doppler power spectral 
density (DPSD) which varies from one observation instant to the next. The current models do not 
capture and track the time varying characteristics. This paper is concerned with dynamical 
modelling of mobile-to-mobile channels, parameter estimation and identification from received 
signal measurements. The evolution of the propagation environment is described by stochastic 
differential equations. In particular, it is shown that the parameters of the models can be 
determined by approximating the band-limited DPSD using the Gauss-Newton method. 
However, since the DPSD is not available online, we propose to use a filter-based expectation 
maximization algorithm and Kalman filter to estimate the channel parameters and states, 
respectively. The scheme results in a finite dimensional filter which only uses the first and 
second order statistics. The algorithm is recursive allowing the inphase and quadrature 
components and parameters to be estimated online from received signal measurements. The 
algorithms are tested using experimental data collected from moving sensor nodes in indoor and 
outdoor environments demonstrating the method’s viability.  
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I.  INTRODUCTION 
Mobile-to-mobile (or ad hoc) wireless networks comprise nodes that freely and dynamically self-
organize into arbitrary and/or temporary network topology without any fixed infrastructure 
support [1]. They require direct communication between a mobile transmitter and a mobile 
receiver over a wireless medium. Such mobile-to-mobile communication systems differ from the 
conventional cellular systems, where one terminal, the base station, is stationary, and only the 
mobile station is moving. As a consequence, the statistical properties of mobile-to-mobile links 
are different from cellular ones [2], [3]. Copious ad hoc networking research exists on layers in 
the open system interconnection (OSI) model above the physical layer. However, neglecting the 
physical layer while modeling wireless environment is error prone and should be considered 
more carefully [4]. The experimental results in [5] show that the factors at the physical layer not 
only affect the absolute performance of a protocol, but because their impact on different 
protocols is non-uniform, it can even change the relative ranking among protocols for the same 
scenario. The importance of the physical layer is demonstrated in [6] by evaluating the Medium 
Access Control (MAC) performance. 
    Most of the research on mobile-to-mobile channel modeling, such as [2], [3], [7]-[9], deals 
mainly with deterministic wireless channel models. In these models the speed of nodes are 
assumed to be constant and the statistical characteristics of the received signal are assumed to be 
fixed in time. The Doppler power spectral density (DPSD) is then fixed from one observation 
instant to the next. But in reality, the propagation environment varies continuously due to 
mobility of the nodes at variable speeds causing network topology to dynamically change, the 
angle of arrival of the wave upon the receiver can vary continuously, and objects or scatters 
move in between the transmitter and the receiver resulting in appearance or disappearance of 
existing paths from one instant to the next. As a result, the current models that assume fixed 
statistics can no longer capture and track complex time variations in the propagation 
environment. These time variations compel us to introduce more advanced dynamical models   3
based on stochastic differential equations (SDEs), in order to capture higher order dynamics of 
the mobile-to-mobile channels. 
    Recently, there have been several papers on the application of SDEs to modeling propagation 
phenomena in radar scattering and wireless communications. SDEs have been successfully used 
to analyze K-distributed noise in electromagnetic scattering in [11]. Autoregressive stochastic 
models for the computer simulation of correlated Rayleigh fading processes are investigated in 
[12]. A first-order stochastic autoregressive model for a flat stationary wireless channel is 
introduced in [13]. Stochastic channel models based on SDEs for cellular networks have been 
presented in [14], [15], [31]. Some preliminary results using SDEs to model ad hoc channels 
were presented initially in [10].    
    In this paper, the deterministic DPSD derived in [2], [3] are used to develop a dynamical 
stochastic state space models for mobile-to-mobile channels, which consider the inphase and 
quadrature components as stochastic processes. The random variables characterizing the 
instantaneous power in static channel models are generalized to dynamical models including 
random processes with time varying (TV) statistics. Inphase and quadrature components of the 
TV mobile-to-mobile channel and their statistics are derived from the stochastic state space 
models. Since these models are based on state space representations, we propose to estimate the 
channel parameters as well as the inphase and quadrature components directly from received 
signal level measurements, which are usually available or easy to obtain in any wireless ad hoc 
or sensor network. A filter-based expectation maximization (EM) algorithm [16], [26] and 
Kalman filter [17] are employed in the estimation process. These filters use only the first and 
second order statistics and recursive and therefore can be implemented online. The standard EM 
algorithm [27] has a wide range of applications, such as in the estimation of speech signals [28], 
in localization of narrowband sources [29] and in speech coding [30] to cite a few. 
    The  proposed  models  and  estimation  algorithms are tested using received signal level 
measurement data collected from two moving Crossbow’s TelosB wireless sensor nodes [18], in   4
indoor and outdoor environments. The experimental results, presented in this paper, demonstrate 
the modeling, estimation and identification algorithms viability. The proposed models are 
important in the development of a practical channel simulator that replicates wireless channel 
characteristics, and produces outputs that vary in a similar manner to the variations encountered 
in a real-world channel environment. 
    The remainder of this paper is organized as follows. Section II presents the deterministic 
DPSD of mobile-to-mobile channels as described in [2]. Section III discusses the proposed 
stochastic mobile-to-mobile channel models. Section IV introduces the filter-based EM 
algorithm together with the Kalman filter, to estimate recursively the channel parameters and 
states, respectively, from received signal measurements. Section V discusses the experimental 
setup, numerical results and link performance.  Section VI provides concluding remarks. 
 
II.  DETERMINISTIC DPSD OF MOBILE-TO-MOBILE CHANNELS 
Dependent on mobile speed, wavelength, and angle of incidence, the Doppler frequency shifts on 
the multipath rays give rise to a DPSD. The cellular DPSD for a received fading carrier of 
frequency fc is given by [9] 
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where  1 f  is the maximum Doppler frequency of the mobile , p is the average power received by 
an isotropic antenna, and G is the gain of the receiving antenna. For a mobile-to-mobile link, 
with  1 f  and  2 f  as the sender and receiver’s maximum Doppler frequencies, respectively, the 
degree of double mobility, denoted by α  is defined by  ( )( ) 12 12 min , /max , f ff f α ⎡ ⎤ =⎣ ⎦ , so 
01 α ≤≤ , where  1 α =  corresponds to a full double mobility and  0 α =  to a single mobility like 
the cellular link, implying that cellular channels are a special case of mobile-to-mobile channels. 
The corresponding deterministic mobile-to-mobile DPSD is [2, 7]   5
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where  () K. is the complete elliptic integral of the first kind, and  () 12 max , m f ff = . Fig. 1 shows 
deterministic mobile-to-mobile DPSDs for different values of α’s. Thus, a generalized 2D DPSD 
has been found where the U-shaped spectrum of cellular channels is a special case. 
    The deterministic mobile-to-mobile DPSD is used in the next section to derive a method based 
on the SDEs for the inphase and quadrature components of the channel via approximations by 
rational functions. 
 
III.  STOCHASTIC MOBILE-TO-MOBILE CHANNEL MODELS 
A.  General Representation of Time Varying Channels 
The general TV model of a wireless channel is typically represented by the following multipath 
band-pass impulse response [19] 
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where  () ; Ct τ  is the band-pass response of the channel at time t, due to an impulse applied at 
time  t τ − ,  N(t) is the random number of multipath components, and the set 
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=  describes the random TV inphase component, quadrature component, 
and arrival time of the different paths, respectively. Let  ( ) l st be the transmitted signal, then the 
band pass representation of the received signal is given by 
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where  0 {( ) } It vt ≥  and  0 {( ) } Qt vt ≥  are two independent and identically distributed (iid) white 
Gaussian noise processes.   6
The DPSD is the fundamental channel characteristic on which dynamical channel models are 
based on. The approach presented here is based on traditional system theory using the state space 
approach [20] while capturing the spectral characteristics of the channel. The main idea in 
constructing the dynamical models for mobile-to-mobile channels is to factorize the DPSD into 
an approximate even transfer function, and then use a stochastic realization [21] to obtain a state 
space representation for the inphase and quadrature components. The dynamical models, 
introduced here, are based on the fundamental assumption that the inphase and quadrature 
components of the fading channel are assumed to be conditionally uncorrelated Gaussian random 
variables [22], and thus conditionally independent.  
The mobile-to-mobile channel is considered as a dynamical system for which the input-output 
map is described in (3). In order to identify the random process associated with  () Sf in (2) in 
the form of an SDE, we need to find a transfer function,  ( ) Hf whose magnitude square equals 
() Sf, i.e.  () ()
2
Sf Hf = . This is equivalent to  ( ) ( ) ( ) Ss HsH s = − , where  2 sjf π = . 
However, since  () Sf in band-limited, it does not satisfy the Paley and Wiener condition [23] 
and therefore it is not factorizable.  The DPSD has to be first approximated by a rational transfer 
function,  () Sf   , and is discussed next.  
 
B.  Approximating the Deterministic Mobile-to-Mobile DPSD 
A number of rational approximation methods can be used to approximate the mobile-to-mobile 
DPSD [24], the choice of which depends on the complexity and the required accuracy. In this 
paper, we consider a numeric approach based on the Gauss-Newton method for iterative search 
[24], which is used to generate a stable, minimum phase, real rational transfer function, denoted 
by  () Hs   , to identify the best model from the data of  ( ) Hf as 
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{ } 10 ,..., m bb b − = ,  { } 10 ,..., m aa a − = ,  ( ) wt f  is the weight function, and l is the number of frequency 
points. Several variants have been suggested in the literature, where the weighting function gives 
less attention to high frequencies [24]. 
    Fig. 2a shows the DPSD,  () Sf, and its approximation  () Sf    via different orders using the 
Gauss-Newton method. Higher order of  () Sf   , better approximation obtained. It can be seen that 
approximation with 4
th order transfer function gives a very good approximation. Fig. 2b shows 
() Sf and  ( ) Sf    for different α’s via 4
th order even function. It can be noticed that  ( ) Sf    
approximates  () Sf with high accuracy. A higher order model would add more complexity. 
    Now we consider a special case of (6) where the coefficients of the approximate DPSD, a and 
b, can be computed explicitly with reasonable accuracy. Let 
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and if the approximate density  () Sf    coincides with the exact density  () Sf at  0 f =  and 
max f f = , then the arbitrary parameters { } ,, n K ζω  are computed explicitly as 
2 max
2
max
2 1( 0 )
11 , , ( 0 )
2( ) 12
nn
f S
KS
Sf
π
ζω ω
ζ
⎛⎞
=− − = = ⎜⎟ ⎜⎟ − ⎝⎠
  (8)
Fig. 2c shows  () Sf and  () Sf    according to (7) and (8) for different values of α’s. It can be 
noticed that this simple approximation method is less accurate than the Gauss-Newton one, but it 
is easier to implement. In the next section, the approximated deterministic DPSD is used to 
develop stochastic mobile-to-mobile channel models. 
C.  Stochastic Mobile-to-Mobile Channel Models 
Several stochastic realizations can be used to obtain a state-space representation for the inphase 
and quadrature components of mobile-to-mobile channel, the choice of which depends on the   8
application. The stochastic observable canonical form (OCF) [20, 32] is used to realize (6) for 
the inphase and quadrature components as 
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, () Ij X t  and  , () Qj X t  are state vectors of the inphase and quadrature components. 
() j I t  and  () j Qt  corresponds to the inphase and quadrature components of the jth path 
respectively,  () { }
0
I
j t Wt
≥  and  () { }
0
Q
j t Wt
≥  are independent standard Brownian motions, which 
correspond to the inphase and quadrature components of the jth path respectively, the parameters 
{ } 10 10 ,..., , ,..., mm aa bb −−  are obtained from the approximation of the deterministic DPSD, and 
()
I
j f t  and  ()
Q
j f t  are arbitrary functions representing the line-of-sight (LOS) of the inphase and 
quadrature components respectively, characterizing further dynamic variations in the 
environment.  
    Time-domain  simulation  of  mobile-to-mobile channels can be performed by passing two 
independent white noise processes through two identical filters,  ( ) Hs   , obtained from the 
factorization of the deterministic DPSD, one for the in-phase and the other for the quadrature 
component, and realized in their state-space form as described in (9) and (10). Fig. 3 shows time 
domain simulation of the inphase and quadrature components, and the attenuation coefficient for   9
mobile-to-mobile channel with parameters  1 36km/hr (10m/s) v =  and  2 24km/hr(6.6m/s) v = , in 
which 0.66 α = . In Fig. 3 Gauss-Newton method is used to approximate the deterministic DPSD 
with 4
th order transfer function. The simulation is performed using Simulink in Matlab. 
    As the DPSD varies from one instant to the next, the channel parameters { } , ab also vary in 
time, and have to be estimated online from time domain measurements. In Section IV, we 
propose to recursively estimate the channel parameters as well as the inphase and quadrature 
components directly from received signal measurements, using the EM algorithm together with 
the Kalman filter. Without loss of generality, we consider the case of flat fading, in which the ad 
hoc channel has purely a multiplicative effect on the signal and the multipath components are not 
resolvable, and can be considered as a single path [19]. Following the state space representation 
in (9) and the band pass representation of the received signal in (4), the fading channel can be 
represented using a general stochastic state space representation of the form 
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In this case,  ( ) yt  represents the received signal measurements,  ( ) X t  is the state variable of the 
inphase and quadrature components, and  ( ) vt is the measurement noise. 
 
D.  Solution to the Stochastic State Space Model 
The stochastic TV state space model described in (11) and (12) has a solution given by [21, 32] 
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where L = I or Q,  () 0 , L tt Φ  is the fundamental matrix, and  ( ) ( )() 00 ,, LL L tt A t tt Φ= Φ   .  
A simple computation shows that the mean of  ( ) L X t  is given by [21] 
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A simple differentiation of (15) shows that  ( ) L t Σ  satisfies the Riccati equation 
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It can be seen in (14) and (15) that the mean and variance of the inphase and quadrature 
components are functions of time. Note that the statistics of the inphase and quadrature 
components, and therefore the statistics of the mobile-to-mobile channel, are times varying.  
        As described above, the channel parameters { } 10 10 ,..., , ,..., mm aa bb −−  are obtained from 
approximating the deterministic DPSD. However, in reality one can not have access to the DPSD 
online and at all times during the estimation process. In the next section, we propose to estimate 
the channel parameters as well as the inphase and quadrature components directly from received 
signal measurements, which are usually available or easy to obtain in any wireless network. The 
EM algorithm and Kalman filtering are employed in the channel parameter and state estimation, 
respectively. These algorithms are introduced in the next section.   11
IV.  MOBILE-TO-MOBILE CHANNEL ESTIMATION VIA THE EM ALGORITHM AND 
KALMAN FILTERING 
This section describes the procedure employed to estimate the mobile-to-mobile channel model 
parameters and states associated with (11), using the EM algorithm [16], [26] together with 
Kalman filtering [17]. To carry out this process we consider the discrete-time version of (11) 
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where 
n
t x ∈R  is a state vector, 
d
t y ∈R  is a measurement vector, 
m
t w ∈R  is a state noise, and 
d
t v ∈R  is a measurement noise. The noise processes  t w  and  t v  are assumed to be independent 
zero mean and unit variance Gaussian processes. 
    The  unknown  system  parameters  { , , , } tt t t t ABCD θ =  as well as the system states  t x  are 
unknown and estimated through received signal measurement data,  12 { , ,..., } NN Yy yy = . The 
parameters are identified using a filter-based EM algorithm and the channel states are estimated 
using the Kalman filter. The Kalman filter is introduced next. 
A.  Channel State Estimation: The Kalman Filter 
The Kalman filter estimates the channel states  t x  for given system parameter  t θ  and 
measurements  t Y . It is described by the following equations [17, 32] 
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where 
2 T
tt t B BB = , and 
2 T
tt t DD D = . The channel parameters  { , , , } tt t t t ABCD θ =  are estimated 
using the EM algorithm which is introduced next.   12
B.  Channel Parameter Estimation: The EM Algorithm 
The filter-based EM algorithm uses a bank of Kalman filters to yield a maximum likelihood 
(ML) parameter estimate of the Gaussian state space model [26]. The EM algorithm is an 
iterative numerical algorithm for computing the ML estimate. Each iteration consists of two 
steps: the expectation and the maximization steps [16], [26], [27]. The filtered expectation step 
only use filters for the first and second order statistics.  The memory costs are modest and the 
filters are decoupled and hence easy to implement in parallel on a multi-processor system [26]. 
The algorithm yields parameter estimates with nondecreasing values of the likelihood function, 
and converges under mild assumptions [27]. 
    Let  { , , , } tt t t t ABCD θ =  denotes the system parameters in (18) and { } ;
t t P θ θ ∈Θ  denotes a 
family of probability measures induced by the system parameters  t θ . The EM algorithm 
computes the ML estimate of the system parameters  t θ , given the data  t Y . The expectation step 
evaluates the conditional expectation of the log-likelihood function given the complete data, 
which is described by 
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where  ˆ
t θ  denotes the estimated system parameters at time step t. The maximization step finds 
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The expectation and maximization steps are repeated until the sequence of model parameters 
converge to the real parameters. The EM algorithm is described by [16], [26] 
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where 
2 T
tt t B BB = , 
2 T
tt t DD D = , and  () E ⋅  denotes the expectation operator.  
        The system (23) gives the EM parameter estimates at each iteration for the model (18). 
Furthermore, since  ˆ (,) tt θ θ Λ  is continuous in both  t θ  and  ˆ
t θ  the EM algorithm converges to a 
stationary point in the likelihood surface [26, 27]. The system parameters { }
22 ˆˆ ˆˆ ,,, tt tt ABCD  can be 
computed from the conditional expectations [16] 
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where Q, R and S are given by: 
, , ; , 1,2,... ; 1,2,..
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in which  i e  is the unit vector in the Euclidean space; that is  1 i e =  in the ith position, and 0 
elsewhere. For instance, consider the case n = d = 2, then 
(3) (3)
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where  { } /2 ; , 1 ,2
T
ij i j Re e i j == . The other terms in (23) can be computed similarly. The 
conditional expectations { }
(1) (2) (3) (4) ,,, tttt LLLL  are estimated from measurements  t Y  as follows [26] 
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where  () Tr ⋅  denotes the matrix trace. In (26), 
(1)
k r  and 
(1)
k N  satisfy the following recursions 
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2)  Filter estimate of 
(2)
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Therefore, 
(2)
t L can be obtained from 
(1)
t L . 
3)  Filter estimate of 
(3)
t L  
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In this case, 
(3)
k r  and 
(3)
k N  satisfy the following recursions 
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4)  Filter estimate of 
(4)
t L  
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where 
(4)
k r  satisfy the following recursions   15
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    Using  the  filters  for 
()( 1 ,2,3,4)
i
t Li =  and the Kalman filter described earlier, the system 
parameters  { } ,,, tt t t t A BCD θ =  can be estimated through the EM algorithm described in (23). 
Experimental results that show the viability of the above algorithm in estimating the channel 
parameters as well as the inphase and quadrature components are discussed in the next section. 
 
V.  EXPERIMENTAL SETUP AND LINK PERFORMANCE 
In this section, we carry out an experiment to measure the received signal strength of moving 
sensors in a wireless sensor platform. Then the EM algorithm together with Kalman filtering is 
used to estimate the mobile-to-mobile channel parameters as well as the inphase and quadrature 
components from the measured received signal. The wireless sensors used in our experiment are 
Crossbow’s TelosB sensor nodes, which have the following specifications: IEEE 802.15.4 
Compliant, data rate is 250 kbps, carrier frequency is 2.4 GHz, and has USB interface. These 
sensors are implemented with a Chipcon CC2420 RF transceiver chip which provides a built-in 
received signal strength indicator (RSSI) [18]. 
    Our experimental setup consists of two moving transceivers (sensors 1 and 2) and one passive 
receiver (sensor 3) connected to a workstation. At each time step, sensors 1 and 2 broadcast a 
packet containing a source address and the RSSI of the most recently received packet from the 
other sensor. Sensor 3 never transmits; rather, it forwards packets from sensors 1 and 2 to a 
workstation for analysis. The mobile-to-mobile channel between sensor 1 and 2 is time varying 
since both sensors move with different (variable) velocities and directions. Indoor and outdoor 
environments are considered as well. In the estimation and identification process, a 4
th order 
mobile-to-mobile channel model as described in (11) and (12) is considered. The system 
parameters  { } ,,, tt t t t ABCD θ =  can then be represented as   16
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Note that  t B  in (33) is different from (11), (12), since in (12)  ( ) B t  is block Diagonal. In (33) we 
made  t B  nonsingular by including some small numbers for the other entries.  
    The estimation includes the channel parameters, inphase and quadrature components, and the 
received signal, which are then compared to the ones obtained from measurement data. It is 
assumed that the received signal measurement data are corrupted by white noise sequences. Fig. 
4 and 5 show respectively indoor and outdoor measured and estimated received signals using the 
EM algorithm together with Kalman filter for 500 sampled data taken from measurements 
between sensor 1 and 2. At certain time instant, indoor system parameters are estimated as: 
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while outdoor system parameters are estimated as 
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From Fig. 4 and 5, it can be noticed that the received signals from indoor and outdoor 
environments have been estimated with very high accuracy. It takes a few iterations (about 5 
iterations) for the estimation algorithm to converge. The root mean square errors (RMSE) for 
indoor and outdoor environments are shown in Fig. 6. It can be seen that indoor RMSE is higher 
than the one for outdoor because of reflections from walls and objects in indoor environment. 
Now, we want to compare the performance of mobile-to-mobile link with a cellular link. We 
consider BPSK is the modulation technique and the carrier frequency is  900MHz c f = . We test 
10000 frames of P = 100 bits each. We assume mobile nodes are vehicles, with the constraint 
that the average speed over the mobile nodes is 30 km/hr. This implies  1260km/hr vv += , thus 
for a mobile-to-mobile link with α = 0 we get  1 60km/hr v =  and  2 0 v = . The cellular case is 
defined as the scenario where a link connects a mobile node with speed 30 km/hr to a 
permanently stationary node, which is the base station. Thus, there is only one mobile node, and 
the constraint is satisfied. We consider the non-line-of-sight case ( 0) IQ ff = = , which represents 
an environment with large obstructions.  
    Fig. 7 shows the attenuation coefficient,  () () ()
22 rt I t Q t =+ ,  for both the cellular case and 
the worst-case mobile-to-mobile case (α = 0). It can be observed that a mobile-to-mobile link 
suffers from faster fading by noting the higher frequency components in the worst-case mobile-
to-mobile link. Also it can be noticed that deep fading (envelope less than –12 dB) on the 
mobile-to-mobile link occurs more frequently and less bursty (48 % of the time for the mobile-
to-mobile link and 32 % for the cellular link). Therefore, the increased Doppler spread due to 
double mobility tends to smear the errors out, causing higher frame error rates. 
    Consider the data rate given by  / 5 Kbps bc RP T = =  which is chosen such that the coherence 
time Tc equals the time it takes to send exactly one frame of length P bits, a condition where 
variation in Doppler spread greatly impacts the frame error rate (FER). Fig. 8 shows the link 
performance for 10000 frames of 100 bits each. It is clear that the mobile-to-mobile link is worse   18
than the cellular link, but the performance gap decreases as  1 α → . This agrees with the main 
conclusion of [7], that an increase in degree of double mobility mitigates fading by lowering the 
Doppler spread. The gain in performance is nonlinear with α, as the majority of gain is from α = 
0 to α = 0.5. Intuitively, it makes sense that link performance improves as the degree of double 
mobility increases, since mobility in the network becomes distributed uniformly over the nodes 
in a kind of “equilibrium”. 
VI.  CONCLUSION 
Stochastic models based on SDEs for mobile-to-mobile wireless channels have been derived. 
These models take into account the statistical and time variations in mobile-to-mobile 
communication environments. The dynamics are captured by a stochastic state space model, 
whose parameters are determined by approximating the deterministic DPSD. Inphase and 
quadrature components of the channel and their statistics are derived from the proposed model. 
The state space models have been used to verify the effect of fading on a transmitted signal in ad 
hoc networks. The channel parameters as well as the inphase and quadrature components are 
estimated recursively with high accuracy from received signal measurements. The proposed 
algorithm consists of filtering based on the Kalman filter to remove noise from data, and 
identification based on the filter-based EM algorithm to determine the parameters of the model 
which best describe the measurements. Indoor and outdoor experimental setups are considered. 
Experimental results indicate that the measured data can be generated through a simple 4
th order 
discrete-time stochastic differential equation with excellent accuracy, and therefore 
demonstrating the validity of the method. 
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Fig. 1.  Ad hoc DPSD for different  's α , with parameters  1 0, 1, c ff = =  and  pG π = .  
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(c) 
Fig. 2.  DPSD,  ( ) Sf, and its approximation,  ( ) Sf   , (a) using the Gauss-Newton method for 
different orders of  ( ) Sf    (b) using the Gauss-Newton method via 4
th order function for different 
values of α’s (c) using the special case approximation method via 4
th order function for different 
values of α’s. Note that  1 10Hz f = .   23
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Fig. 3.  Inphase and quadrature components { } () , () I tQ t, and the attenuation coefficient 
22 () () () nn n rt I t Qt =+ , for mobile-to-mobile channel with  0.66 α = . 
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Fig. 4.  Indoor measured and estimated received signal from sensor 2 by using a 4
th order ad hoc 
channel model.   24
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Fig. 5.  Outdoor measured and estimated received signal from sensor 2 by using a 4
th order ad 
hoc channel model. 
 
 
 
0 100 200 300 400 500
0
10
20
30
Samples
M
S
E
Indoor
Outdoor
 
Fig. 6.  Received signal estimates RMSE for indoor and outdoor environments using the EM 
algorithm together with the Kalman filter. 
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Fig. 7.  Rayleigh attenuation coefficient for cellular link and worst-case mobile-to-mobile link. 
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Fig. 8.  FER results for Rayleigh mobile-to-mobile link for different α’s compared with cellular 
link. 