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A primary goal of vision is to identify objects rapidly and efficiently. Successful object and 
scene recognition results from the integration of both feed-forward and feedback processes 
that correspond a two-dimensional retinal image to a representation of its content stored 
in memory (Bar, 2003). One general organizing principle may be that the visual system 
analyzes images and scenes according to their spatial components in a coarse- (low spatial 
frequency) to-fine (high spatial frequency) sequence (Bullier, 2001; Hegde, 2008). An 
individual’s sensitivity to these spatial components is described by contrast sensitivity 
function (CSF), which indicates the minimum contrast required for the detection of 
patterns of various sizes.  A consistent finding is that, when temporally modulated at a 
moderate rate, sensitivity to lower spatial frequency gratings is heightened relative to its 
static counterpart (Robson, 1966; Abramov et al., 2012). This suggests that temporal 
modulation may enhance image detectability, especially so for those coarsest spatial 
components—the lower spatial frequencies—that seem to be most important for detection 
and categorization of objects and scenes. We presented participants with an array of 
grayscale images depicting objects and scenes under 3 spatial (3cpd-filtered, 4cpd-filtered, 
v 
 
and unfiltered full-spectrum) and 3 temporal (static, 6Hz counterphase flicker, and 250ms 
presentation) conditions, at 4 levels of near-threshold contrast. Responses were open-
ended identifications. Temporal modulation was hypothesized to improve recognition in all 
spatial conditions, while short-duration presentation was predicted to result in 
performance comparable to the full-duration static condition. Males were hypothesized to 
perform better than females based on previously reported (Abramov, et al., 2012) 
sensitivity differences. Results partially supported our hypotheses: temporal modulation at 
6Hz had recognition enhancement effects only for the lowest spatial frequency-cutoff—3 
cpd. We describe a distinction among the neurological underpinnings of the CSF into two 
separate mechanisms responsible for the lower and upper halves of the CSF. 
 
Keywords:  Object recognition, Contrast Sensitivity Function, Spatial Frequency, Visual 
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CHAPTER 1 - Introduction 
The capacity of the visual system to detect features in a stimulus is critical for 
perceptual decision-making about categorical membership of objects. While vision is 
sometimes conceived as the end-result of a bottom-up sequence of increasingly complex 
stages of processing and task-specific mechanisms (edge detection, orientation specificity, 
etc), identification and categorization are remarkably rapid, occurring as early as 250ms 
after stimulus presentation (Biederman, Mezzanotte, & Rabinowitz, 1982; Biederman, 
Mezzanotte, Rabinowitz, Francolini, & Plude, 1981; Potter, 1976). Neurally, the 
underpinnings of the response begin much earlier--the first major VEP component (C1), 
with a peak latency between 60 and 100ms, originates from primary visual cortex, and is 
related to visual acuity (Jeffreys and Axford, 1972; Weinstein, 1977). The estimates from 
various sources that successful identification can occur in under a second suggests that the 
processes underlying recognition must somehow bypass these hierarchical steps and 
instead employ a top-down strategy that uses minimal input to activate appropriate high-
level schemas stored in memory.  
 
At minimum, recognition must rely on the spatial organization of the features of an 
image--global features as well as finer local details in the form of edges and texture. These 
features can be specified by the unique set of light-to-dark patterns that vary across the 
image space. Spatial frequency refers to the number of these light–dark cycles within one 
degree of visual angle (cycles/degree). Large, global patterns of intensity are represented 
by low spatial frequencies (LSFs), while finer details are contained in high spatial 




1.1     The Global Precedence Effect 
 
Since the original work of Navon (Navon, 1977), there has been considerable 
interest in the processing of global vs. local forms. In his pivotal study, Navon designed a 
paradigm wherein participants could identify target stimuli contained in compound letters-
-large letters (the global level) composed of small letters (the local level). When 
participants are asked to identify either the global or local level of a compound stimulus, 
the target is processed faster when participants are attending to the global, rather than the 
local level. Furthermore, whereas the identity of the small letters had no effect on 
recognition of the large ones, large letters that conflicted with the small ones did inhibit the 
responses to the small letters (local level), demonstrating global-to-local interference.  
 
 Together, these effects are collectively known as the global precedence effect (GPE), 
and are used to explain the fixed global-to-local sequence in the processing of complex 
stimuli. LSF information may likely be directly responsible for this advantage, as (1) global 
precedence disappears in the presence of a compound stimulus composed of “contrast 
balanced dots”—a stimulus effectively void of LSFs (Hughes, Fendrich, & Reuter-Lorenz, 
1990; LaGasse, 1993), and (2) extremely brief presentations of compound letters inhibit 
local target identification altogether, implying that initial viewing makes available only 
global LSF information for categorization purposes (Sergent, 1982). In consideration of 
these findings, however, it is important to note that the processing of compound letters 




1.2    The Role of Low Spatial Frequencies in Perception 
 
1.2.1    Temporal Dynamics of Object Processing 
For more complex stimuli, research suggests that distinct spatial frequency ranges 
may have different roles in recognition: low spatial frequencies (LSFs) convey categorical 
information about objects and scenes, while high spatial frequencies (HSFs) allow for 
discrimination of finer details (Marr, 1982). The LSF bias for image categorization is often 
inferred from the observed temporal dynamics of object processing. Results from 
psychophysical and physiological experiments with gratings (De Valois & De Valois, 1988; 
Sachs, Nachmias, & Robson, 1971), indicate that observers perceive the LSF components 
considerably earlier than they perceive the high frequencies. This result has also been 
observed with more complex stimuli such as photographs of objects and scenes: low spatial 
frequencies are analyzed most quickly (Aiken & Loop, 1990; Breitmeyer, 1975; Oliva & 
Schyns, 1997; Musel, Chauvin, Guyader, Chokron, & Peyrin, 2012) and scanned earlier upon 
viewing (Watt, 1987), rendering them likely candidates for initial basic level processing of 
visual objects. Another indicator that LSFs may necessarily have to be processed earlier 
than other spatial components deals with the pre-processing of visual scenes that orient 
saccades. If the information required to determine the trajectory of fixation comes from the 
periphery, then the LSFs processed by large peripheral receptive fields must be available to 
the system first, before any HSFs are resolved foveally (Guyader, Chauvin, Boucart & 
Peyrin, 2017). Electrophysiological evidence in the macaque visual pathway also suggests 
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that spatial frequency tuning of cells in the early visual pathway is predominantly low-pass, 
but becomes tuned to HSFs in primary visual cortex (V1) (Bredfeldt & Ringach, 2002).  
 
Additional support for the LSF recognition bias comes from studies of hybrid 
images—stimuli in which the HSF components of one scene are superimposed onto the LSF 
components of a different scene (Schyns & Oliva, 1994). Brief presentations of a prime 
image (hybrid) elicit later matching preferentially depending on stimulus presentation 
duration.  For example, a low-pass filtered image of a highway combined with a high-pass 
filtered image of a city is matched to the original photo of the highway when given only 
30ms of viewing time, but matched to the photo of the city when given 150ms. The result 
implies that LSF information is enough to initiate categorization, and dominates the 
categorization process for extremely brief presentations of stimuli. However, when more 
processing time is allowed, HSF information is predominant. This constraint on the order of 
processing of specific spatial frequency bands, however, does not serve as evidence that 
HSFs do not play a role in categorization altogether, but suggest that, at the very least, LSF 
information is favored when viewing conditions are brief and/or sparse. Recent findings 
support this conclusion for an array of object and scene recognition paradigms (Chen, 
2005; Conci, Tollner, Leszczynski, & Muller, 2011; de la Rosa, Choudhery, & Chatziastros, 
2011), while others document that LSF information may even be sufficient for recognition 
on its own (Ginsburg, 1986; Ginsburg, Evans, Sekuler, & Harp, 1982; Hainline & Abramov, 
1992), particularly when the object of interest is salient (Mermillod, Droit-Volet, Devaux, 
Schaefer, & Vermeulen, 2010). It should not come as a surprise, then, that individuals 
demonstrating impaired sensitivity in the middle-to-low spatial frequency range, show a 
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decreased ability to see faces, road signs, and everyday objects (Owsley & Sloane, 1987; 
Evans & Ginsburg, 1985).  
 
1.2.2  Face Recognition 
 
Additional findings using different kinds of images, although not directly 
comparable to natural targets, may still provide insight into the separable contributions of 
LSFs and HSFs. For example, Schyns and Oliva (Schyns & Oliva, 1999) found that LSFs were 
utilized when identifying whether or not a face was emotionally expressive, but HSFs were 
employed for categorization of specific emotional expressions (happy or angry). This 
highlights the coarse/fine distinction inherent in facial features revealing expressiveness 
and the more nuanced features indicating specific emotional states.  These studies often 
distinguish between “featural cues” derived from isolated components of the face, such as 
the shape and size of the eyes, nose, or mouth, and “configural cues”, which refer to the 
metric distances between these elements. Indeed, gradual blurring of a photograph 
degrades finer features of a face more rapidly and fully than its configural information 
(Sergent, 1986). A number of studies (Fiorentini, Maffei, & Sandini, 1983; Tieger & Ganz, 
1979) have also found that LSFs play a key role in face detection (identifying a face vs. non-
face), whereas HSFs facilitate face identification. However, the findings in the face 
recognition space are limited and mixed; studies have failed to show that configural cues 
are selectively carried by LSFs (Boutet, Collin, & Faubert, 2003; Wenger & Townsend, 
2000). Furthermore, attempts to generalize these findings to other types of recognition 
may be problematic: special consideration must be given to the highly specialized nature of 
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face detection and recognition, as these processes are expected to employ uniquely 
dedicated detection mechanisms (Diamond & Carey, 1986). 
 
1.2.3 Drawn Images 
From another perspective, the problem of object recognition can be illustrated by 
comparing the processing of natural and drawn stimuli. Marr and Hildreth (Marr & 
Hildreth, 1980), proposed that an object’s principal edges, carried by its HSFs, are primarily 
used for recognition. Principal edges have an advantage in that they are produced first in 
drawings by both artists and non-artists alike (Delacroix, 1938, as cited in Freeman & 
Loschky, 2007), and contain the vertices which make recognition of the geometric 
components of objects possible (Biederman, 1987). This is in contrast to “non-principal” 
contours such as shadow edges, color boundaries, and changes in objects’ surface texture, 
all of which can similarly create divisions in the image space. Computational methods 
confirm the superiority of these contours for perception of images: from a set of possible 
feature maps (edge, contrast and luminance maps), probability of fixation was greatest for 
high spatial frequency edge information (Baddeley & Tatler, 2006).     
 
This general view is consistent with the observation that the mammalian visual 
system is designed to detect and process edges (Hubel & Wiesel, 1959) and uses these 
edges to organize recognized objects in the environment (Peterson & Gibson, 1994). 
Biederman and Ju (Biederman & Ju, 1988), who also asked subjects to name or verify 
common objects (against target names), demonstrated the importance of edges for object 
recognition. They concluded that a simple line drawing of an object contains as much 
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identifying information as a colored photographic image of that same object. Since a line 
drawing is composed primarily of HSFs, then they may be sufficient for recognition. This 
conclusion highlights the dramatic difference between recognition of a real scene and a 
drawing/artistic representation of a scene, in which much of the complexity and variability 
is often removed. It is expected that in real scenes, LSFs convey general shape and global 
‘blobs’, whereas in a drawing, a simple line (by itself a HSF component), is taken to 
represent, or encapsulate, what in a real scene would be a LSF “blob” component. To this 
point, it is important to note that the function of different spatial frequency ranges in 
natural images is not easily delineated, as both LSFs and HSFs can convey the general shape 
or spatial layout of an object or scene. Taken in isolation, LSFs and HSFs are uncertain: 
blobs by themselves may activate incorrect schemas in the absence of finer detail, and fine 
edges may be too noisy alone to provide a clear indication of shape (Marr, 1982).  
 
1.3    Coarse-to-Fine Serial Processing of Spatial Frequencies 
 
The concept of a sequence of categorization stages working from general shape to 
fine details parallels a more general idea in visual perception that the visual system 
analyzes raw input in order from large shapes to smaller ones (Kimchi, 1992; Love, Rouder, 
& Wisniewski, 1999; Navon, 1977; Sanocki, 2001). The trend in findings is consistent with 
this “frame-and-fill” account: the shape or “frame” of an object stimulus is detected quickly, 
subsequently guiding feedback from the slower, fine-detail-oriented “fill” system. Efficient 
recognition is facilitated by the fact that the “frame” initiates rapid categorization by 
constraining the range of object representations to a smaller number of possible items 
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(Bar, 2003; Bar et al., 2006; Kveraga, Ghuman, & Bar, 2007). For example, if the only 
property that is extracted from the image initially is a narrow elongated blob, it will 
activate representations in high-level areas that share this characteristic (e.g., a carrot, a 
pen, a skyscraper), which must presumably be sorted in order to find an appropriate 
match. Parker, Lishman & Hughes (1992) investigated this directly, concluding that when 
presented with sequences of multiple filtered scenes, participants categorize coarse-to-fine 
sequences more rapidly than fine-to-coarse sequences. Although a simple, fixed, coarse-to-
fine analysis of visual information does not seem to adequately account for all observations 
(Amirkhiabani & Lovegrove, 1999; Kim, Ivry, & Robertson, 1999; Lamb & Robertson, 1989, 
1990; Lamb & Yund, 2000; Oliva & Schyns, 1997; Schyns & Oliva, 1997; Shedden & Reid, 
2001), a general preference for low spatial frequencies and global shapes remains well 
supported (Collin & McMullen, 2005; Kimchi, 1992; Love et al., 1999). 
Although the coarse-to-fine processing account is substantiated by much of the 
research, it is not without criticism. One alternative suggests that the order of processing of 
spatial frequencies is not fixed but selectively determined by task demands (Morrison & 
Schyns, 2001; Oliva & Schyns, 1997). The most critical information for different tasks may 
be contained in different bands of spatial frequencies. For example, expression and gender 
of a face are associated with information at different spatial ranges, and attending to those 
different aspects of faces biases attention to those ranges (Schyns & Oliva, 1999). This same 
effect has been reported for global and local processing of compound letters as well 
(Shulman & Wilson, 1987). Thus, if different spatial frequency ranges are more informative 
for categorization at different levels, then participants may have an active role in 
influencing which spatial frequencies are used for different levels of categorization.  This 
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finding, however, rests upon the assumption that assessment of a visual scene and 
knowledge of an existing task, for example gender or expression identification, is explicitly 
known. In the absence of manipulated task demands, the question remains which features 
of natural viewing might provide sufficient and specific enough information to guide the 
selection of the appropriate spatial scale for perception. It is worth noting that stimuli in 
many of these types of experiments are intentionally made at least partially ambiguous (for 
example, removing hairstyle from face stimuli, thus changing the natural distribution of 
features of available to the observer) so as not to bias categorization, the task becomes a 
simple test of flexibility in selection of spatial scales, and not necessarily a reflection of how 
natural stimuli are processed. That is to say, it may be possible to selectively bias an 
individual to actively use a limited range of spatial frequencies in their perception of a 
visual stimulus, but where no instructions are provided, in everyday ‘seeing,’ the coarse-to-
fine distinction may otherwise adequately hold as a general processing strategy. 
 
1.4   Image Categorization 
 
Behavioral evidence on how spatial frequency and level of categorization interact is 
decidedly mixed. Among the studies using more natural stimuli, a common distinction 
made is one between levels of categorization—basic, subordinate, and superordinate. The 
categorizations typically made most quickly are those at an intermediate level of specificity 
called the basic level (e.g. ‘cat’), while categorization at more general, superordinate levels 
(e.g. ‘animal’) or more specific, subordinate levels (e.g. ‘Siamese’) is often slower, requiring 
additional semantic or perceptual processing (Grill-Spector & Kanwisher, 2005; Jolicoeur, 
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Gluck, & Kosslyn, 1984; Rosch, Mervis, Gray, Johnson, & Boyes-Braem, 1976).  
Manipulation of the spatial frequency content of visual stimuli has been shown to 
affect recognition differentially according to the level of categorization required. In a name-
picture verification task, low-pass filtering selectively impairs subordinate-level category 
verification, while having little to no effect on basic-level category verification, suggesting 
that subordinate categorization relies more on HSFs than basic-level categorization, which 
primarily uses LSFs (Collin & McMullen, 2005). On the other hand, Harel and Bentin (2009) 
reported an impairment of basic-level categorization by removal of either HSFs or LSFs 
(leaving behind intermediate SFs), suggesting that both of these bands are equally useful 
for recognition at the basic level. Superordinate-level categorization does not seem to be 
impaired by removal of either spatial frequency range, suggesting it may rely almost 
exclusively on intermediate spatial frequencies (Calderone, Hoptman, Martinez, Nair-
Collins, Mauro, Bar, Javitt & Butler,  2013).  
 
Overall, these studies suggest that there may be flexibility in the categorization 
process that is perhaps overlooked by assuming it is constrained by a fixed coarse-to-fine 
order of processing of spatial frequencies. However, they clearly highlight that different 
spatial scales may be useful at different levels of categorization, and thus that the demands 
of the categorization task may attract attention and processing to different spatial 
frequency ranges. It is worth noting that the study in which both removal of LSFs and HSFs 
impaired basic-level categorization used as stimuli only a limited range of objects, 
specifically only faces, cars, and planes. Those studies that highlight the importance of LSFs 
for early categorization at the basic level used considerably more varied images (dogs, 
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vehicles, plants, etc). 
 
In general, basic-level identification seems to have a number of processing 
advantages over other categorization levels, and so may be preferred for object 
recognition. For instance, basic-level categories are learned first in development (Horton & 
Markman, 1980; Markman, 1989; Markman & Hutchinson, 1984; Mervis & Crisafi, 1982; 
Rosch et al., 1976), and are used most often in free-naming tasks (Berlin, 1992; Rosch et al., 
1976; Tanaka & Taylor, 1991). The predominant explanation for this preference comes 
from evidence that this kind of identification requires the least amount of processing time 
(Johnson & Mervis, 1997; Joliceur, Gluck, & Kosslyn, 1984; Murphy, 1991; Murphy & 
Brownell, 1985; Murphy & Smith, 1982; Rosch et al., 1976; Tanaka & Taylor, 1991).  
 
An explanation for this basic-level advantage must take into account the limitations 
of superordinate and subordinate categorization levels. A categorization at the basic level, 
for instance “cat,” can be made using either the general shape of the stimulus (a cylindrical 
trunk with four legs, a head, and a tail) or its finer features (fur, claws, and whiskers). At 
the basic level, these descriptors distinguish a cat from any other basic-level category. 
However, at the subordinate level, these features are not distinguishing (Siamese, Tabby, 
etc). Thus, additional processing time may be required to examine specific fine details to 
indicate evidence of a particular breed, etc. At the superordinate level, “animal”, these 
features are too specific to determine category membership. Moreover, some 
categorization strategies may have direct benefits stemming from evolved ancestral 
prioritization. The observed rapid identification of the semantic category to which an 
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object belongs (e.g., animal, plant, person, terrain) and what its presence in the scene 
signifies (e.g., predatory danger, food, prey), would have been central to ancestral survival. 
The human visual and attention system could have reasonably evolved a mechanism to 
reliably detect the most salient category-specific features. These should cause stronger 
spontaneous recruitment of visual resources and attention to humans, non-human animals, 
and potential food sources than to objects drawn from less processing-time-sensitive or 
vital categories (e.g., mountains). 
 
1.5   The Contrast Sensitivity Function 
 
In order to describe the early stages of visual processing, it is essential to 
characterize first the mechanism by which information is filtered, isolating only the input 
that is available to the system for use in further processing. Threshold performance offers 
the best chance of isolating these mechanisms because, at threshold, only the most 
sensitive mechanisms contribute to visibility. Although the concept of visual sensitivity 
often refers only to acuity—the measure of spatial resolution to only the finest details—
limiting our measurement to only this range offers an incomplete picture of perceptual 
ability. Compared to estimates of acuity, contrast sensitivity better predicts ability to detect 
targets typical of everyday viewing (Owsley & Sloane, 1987). Vision research has clearly 
demonstrated that the capacity to detect and identify spatial form varies widely as a 
function of multiple factors including target size, contrast, and spatial orientation 
(Braddick, Campbell, & Atkinson, 1978; Olzak & Thomas, 1985).  As a consequence of these 
parameters, a simple assessment of visual acuity often does not predict an individual's 
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ability to detect objects under varying conditions (Ginsburg et al., 1982; Watson, Barlow, & 
Robson, 1983).  Instead, the measurement of contrast sensitivity is preferred, because it 
allows for a basic characterization of sensitivity to a broad range of stimuli in a wide range 
of conditions. By specifying the smallest detectable difference between the luminance of a 
target and its background, contrast sensitivity separates the visible from the invisible, and 
describes the function that filters incoming visual information into the portion available for 
upstream cortical processing.  
 
1.5.1    The Stimulus 
 
 At minimum, the visual stimulus is an image (i.e., a picture, a retinal image, a neural 
image) which is a function of the two spatial dimensions x and y. The ability to detect and 
identify objects in the image is ultimately determined by varying patterns of intensity 
across the image space. According to Fourier’s theorem, any signal can be described 
mathematically as the weighted sum of a set of sinusoids that vary in frequency, amplitude, 
and phase (Campbell & Robson, 1968; Westheimer, 2001). Spatial frequency specifies how 
often sinusoidal components of a structure repeat per unit of distance, and is typically 
measured as the number of sinusoidal luminance cycles per degree of visual angle. 
Amplitude refers to the contrast, or the luminance difference between the darkest and 
lightest peaks of the image. The phase represents how much the sinusoid is shifted left or 
right relative to the origin. Fourier analysis of two-dimensional spatial patterns reveals 
various spatial frequency components at different contrasts in an infinite number of 
different orientations. If we can, in principle, describe each stimulus in terms of its Fourier 
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components, then an observer’s sensitivity to that stimulus can be represented as a 
psychometric function specifying their response to individual sinusoidal inputs at each 
spatial frequency.  
 
In order to do this, the most basic visual stimulus is used—a sinusoidal grating. A 
grating is one-dimensional in the sense that the intensity distribution varies along only one 
spatial dimension, and is constant along the other. Sinusoidal gratings are used in a 
contrast detection experiment wherein one determines the minimum contrast required to 
detect sine wave gratings of various spatial frequencies. Sensitivity is defined as 1/ 
(threshold contrast).  A contrast sensitivity assessment procedure consists of presenting 
the observer with a sine-wave grating target of a given spatial frequency.  The contrast of 
the target grating is then varied while the observer's contrast detection threshold is 
determined. Typically, contrast thresholds of this sort are collected using sine-wave 
gratings varying in spatial frequency from 0.5 (very wide) to 32 (very narrow) cycles per 
degree of visual angle. The resulting function, the contrast sensitivity function (CSF), 
indicates the just detectable contrast threshold for all spatial frequencies.  
 
1.5.2     Contrast Sensitivity Function  
 
The typical CSF is band-pass in nature. It consists of the measured contrast  
detection threshold at five or so spatial frequencies uniformly spaced on a log scale. Since 
the human eye is capable of responding to an enormous range of light intensities (i.e. 
minimum-to-maximum intensity variation of over 10-billion-fold, (Shapley & Enroth-
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Cugell, 1984)), apparent intensity (brightness) is not linear. That is, it is not determined by 
the absolute change in physical stimulus (light energy), rather by its change relative to its 
initial level. However, this does not necessarily imply that physiological adaptation is 
taking place: this nonlinearity can be attributed to the limiting statistical behavior of the 
stimulus—photons. According to the de Vries-Rose theory (Rose, 1948 ; de Vries, 1943), if 
photon noise is a Poisson-distributed random variable, variability of photons increases 
with the number of photons absorbed, resulting in an increment threshold that increases 
with background intensity. Both spatial frequency (in cycles/deg) and contrast level are 
conventionally given in logarithmic form to magnify the effect at the level of a fraction of 
the percent in the contrast scale, as well as the effect in the range of large details.  
 
Peak sensitivities are observed for an intermediate range of spatial frequencies 
(around 4-6 cycles/degree)-- at this spatial frequency, observers can detect lower contrast 
differences than at any other frequency—and attenuated sensitivities to spatial frequencies 
both lower and higher than this range. The highest detectable spatial frequency (the high 
frequency cutoff) determines spatial acuity, i.e., the finest spatial patterns an observer can 
see.   
One general consideration when discussing the influence of the CSF with respect to 
everyday viewing is that at detection threshold, visual sensitivity is approximately linear; 
whereas real world targets will often have components far above threshold 
(suprathreshold), for which contrast response is nonlinear. The contrast discrimination 
function specifies the contrast difference required for two stimuli C and C + ∆C (C is the 
pedestal contrast and ∆C the contrast-increment) to be distinguished. Contrast 
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discrimination measurements generally lead to a dipper shaped function: ∆C first drops for 
background or pedestal contrast near the contrast detection threshold. For suprathreshold 
contrast, the contrast-increment then rises steadily, following a compressive power law 
(value of exponent is generally measured near 0.6) (Legge, 1980). This is in contrast to 
the Weber-Fechner law that predicts a proportional increase in contrast 
increments with increasing background contrast along the entire range of 
stimulus intensities. The “dip” suggests that low background contrasts facilitate 
initial detection, while discrimination requires progressively larger contrast 
increments for growing background contrast. This facilitation may be the result 
of signal summation at subthreshold contrast levels. 
 
Furthermore, the basis for the use of sinusoidal gratings as test stimuli in the 
measurement of the contrast sensitivity function is based on the assumption that the visual 
system functions as a linear system. Since the elementary signals of Fourier analysis are 
sinusoidal gratings, they are the appropriate stimuli, as it is necessary to know how the 
visual system responds to these elementary components when predicting the processing of 
more complex stimuli. If the visual system were a linear system, we could predict the 
appearance of any stimulus simply by filtering its Fourier spectrum with an observer’s 
contrast sensitivity function. Indeed several investigations have sought to simulate the 
appearance of images for infants (Hainline & Abramov, 1992) and individuals with 
amblyopia and other ocular pathology (Lundh, Derefeldt, Nyberg & Lennerstrand, 1981; 




We reconcile the use of a detection threshold function in relation to real-world 
viewing of suprathreshold image components by specifying that at threshold, only the most 
sensitive cells contribute to visibility. At levels above threshold, the population of cells 
involved in the response is drastically different, including those whose encoding properties 
are optimal in the high-contrast range. The result is that both threshold and suprathreshold 
sensitivity must be taken into account to understand visual processing, although 
extrapolating from one to predict the other may not be possible or appropriate. However, 
sparse or brief presentations of stimuli used to infer serial spatial processing do indeed 
represent threshold conditions, so limiting our discussion to just-detectable image 
processing is justified. 
 
The canonical inverted-U standard for the CSF is typically measured using 
effectively static gratings. It is generally assumed that a short stimulus duration prevents 
most large-scale eye movements. However, there is evidence that a CSF model accounting 
for a range of possible eye movement velocities during fixation (.1 to 2.0 deg/sec),  cannot 
adequately approximate the static CSF (Lambrecht, 2001). In addition to possible eye 
movement introduced by micro-saccades or ocular drift, an important consideration must 
be that naturally occurring scenes are often inherently in motion. Thus, a measurement of 
visual sensitivity to static stimuli may not be an appropriate representation of real-world 
viewing conditions.  
 
Furthermore, studies using very brief stimulus flashes (ON-OFF) introduce a series 
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of higher-order sine-wave temporal harmonics otherwise not present in natural viewing 
conditions. Substitution of a ramp-onset and –offset temporal profile minimizes the effect 
of these harmonics which increase sensitivity by 27% (0.1 log unit) (Campbell & Robson, 
1968). By modulating the stimulus intensity over time at some isolated sinusoidal rate 
(cycles per second or Hz), sensitivity can be assessed for conditions in which object and/or 
observer motion causes an image to drift across the retina.   
 
1.5.3 The Spatiotemporal CSF 
 
Because human vision constantly adapts to new viewing conditions, pattern 
sensitivity cannot be described by a single sensitivity function. Pattern sensitivity varies 
with a host of parameters, among them mean background level, wavelength composition, 
and temporal properties of the test stimulus. In order to evaluate temporal sensitivity (e.g., 
to understand visual motion), you must use a signal that is a function of three variables: x, 
y, and t. In the same way spatial vision is characterized by measuring sensitivity to contrast 
as a function of spatial frequency (the spatial contrast sensitivity function, S-CSF), temporal 
vision can be characterized by measuring sensitivity to contrast as a function of time (the 
temporal contrast sensitivity function, T-CSF) (Robson, 1966). To obtain such a function, 
one must present a series of stimuli that vary sinusoidally over time in cycles per second 
(Hz)(analogous to grating stimuli that vary sinusoidally over space). The visibility of these 
temporally modulated stimuli is dependent both upon the rate of presentation and the 
depth of modulation (the difference between the luminance minimum and maximum of a 
flickering or moving stimulus). 
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Since human contrast sensitivity depends on both the spatial and temporal 
properties of the stimulus (Kelly, 1979; Robson, 1966), the S-CSF and T-CSF are non-
separable functions (Kelly, 1979). When considered together, the resulting spatiotemporal 
contrast sensitivity function (ST-CSF) is a three-dimensional sensitivity surface. Like the S-
CSF, temporal sensitivity decreases rapidly with increasing frequency, but decreases more 
gradually at low frequencies. Temporal modulation also changes the nature of the spatial 
CSF: although the sensitivity fall-off at high spatial frequencies is present regardless of 
temporal frequency, the S-CSF takes on an inverted-U band-pass shape only at low 
temporal frequencies. In fact, there is a gain in sensitivity at the low spatial frequencies 
when the stimulus is temporally modulated at an intermediate frequency. This observed 
gain is not trivial—according to some estimates, a temporally modulated (~6Hz) stimulus 
results in an up to two-fold increase in sensitivity (Abramov, Gordon, Feldman, & Chavarga, 
2012; Robson, 1966). 
 
1.5.4 Physiological Determinants of the ST-CSF 
 
 1.5.4.1 Optical factors and the retina. Since the spatial frequency response of any 
inanimate optical imaging system or component (i.e. lens) gradually decreases from very 
low to very high spatial frequencies (low-pass), the band-pass nature of its behavioral 
analog--the CSF of the visual system-- is unexpected/ reveals limitations on the parameters 
that contribute to visual sensitivity—this function results from aberrations of the optical 
eye media, the retina and the brain together. In order to understand the shape of the CSF, 
then, we must specify the underlying optical and neural physiology of the visual system at 
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each processing level and its corresponding processing consequences.  
 
In the earliest stage of visual processing, the human eye functions to project and 
convert light into a neural signal. Light enters the eye through the pupil, passes through the 
lens into the vitreous humor, and finally onto the layer of photoreceptors (rods and cones) 
that line the back of the retina. The ciliary muscles that accommodate the lens serve to 
focus the light rays onto the fovea, the region of the retina containing the greatest density 
of cones and thus the highest acuity for spatial vision. At this early stage, several optical 
components in the visual pathway are insensitive to HSFs: the limit of the lens beyond 
which it cannot focus fine detail, light scatter. These optical degradations are observable on 
the CSF as the general fall-off in sensitivity as the spatial frequency of a pattern increases.  
 
From here, the input is processed by five layers of retinal neurons: photoreceptors, 
horizontal cells, bipolar cells, amacrine cells, and ganglion cells. The photoreceptors—of 
which two types exist, rods and cones—are responsible for transducing light into neural 
output.  The horizontal, bipolar, and amacrine cells comprise the plexiform layer of the 
retina: Bipolar cells mediate a direct pathway from the photoreceptors to the ganglion cell, 
while horizontal and amacrine cells provide lateral connections between photoreceptors, 
and between bipolar and ganglion cells.  
Differential arrangement of the connections that transmit rod and cone information 
to retinal ganglion cells contributes to the different characteristics of low-light 
(scotopic) and daylight (photopic) vision. Across most of the retina, rod and cone signals 
converge on the same ganglion cells, depending on the level of illumination. The early 
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pathways that link rods and cones to ganglion cells, however, are different. For example, 
different classes of bipolar cells connect rods and cones to ganglion cells, and by distinct 
circuits. 
The rod and cone systems also differ in their degree of convergence, another factor 
that determines their distinct properties. The rod system is much more convergent than 
the cone system; each ganglion cell that dominates central vision receives input from only a 
single cone. Convergence renders the rods better detectors of light, because small signals 
from many rods are combined to generate a large response in the bipolar cell that feeds the 
ganglion cell. Meanwhile, convergence reduces the spatial resolution of the rod system, 
since the source of a signal in a rod-driven ganglion cell could have originated anywhere in 
a large area of the photoreceptor layer. By contrast, the one-to-one relationship of cones to 
ganglion cells maximizes acuity. 
Retinal ganglion cells, the final output neurons of the retina, constitute the last stop 
before visual signals are sent to the brain. Their response properties reflect the integration 
of all previous processing stages. The receptive fields of ganglion cells exhibit an 
antagonistic center-surround organization (Hubel & Wiesel, 1959). The receptive field of 
an ON-center ganglion cell contains a central, disc-shaped excitatory region surrounded by 
a broad inhibitory region; conversely, the receptive field of an OFF-center ganglion cell 
exhibits a reciprocal spatial organization—this type of cell responds with excitation at 
stimulus offset by central stimulation and has regions in peripheral portion of the receptive 
field where ON excitation is evoked. A given receptive field is constructed by subtracting 
the signal from the width of a broadly-tuned surround from its more sharply-tuned, 
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overlapping center. This concentric center–surround organization is maintained even if the 
antagonistic center and surround regions overlap in space, as long as the surround is 
broader in spatial extent than the center mechanism (Reid & Shapley, 1992). Furthermore, 
because of this antagonistic center- surround organization, ganglion cells respond to ratios 
of luminance, or contrast, rather than to absolute luminance (Barlow, Fitzhugh, & Kuffler, 
1957). The spatial extents of these receptive fields come in a variety of sizes, which gives 
rise to spatial-frequency selectivity.  This characteristic of ganglion cell receptive fields is 
reflected by the shape of the contrast sensitivity function. The optimal stimulus (the 
stimulus which will evoke a maximal excitatory response) is the width of a receptive field’s 
excitatory center; a stimulus spanning the width of the surround will evoke a maximal 
inhibitory response). The optimally-sized stimulus for a single ganglion cell corresponds to 
the spatial frequency of the peak of that cell’s CSF and is most effectively detected by units 
whose dimensions (size and shape) approximately match those of the stimulus. A stimulus 
any larger will stimulate the entire center along with some of the antagonistic surround, in 
sum resulting in less total excitation. 
 
 The luminance signal, along with added photon noise, are filtered in the neural 
system by a lateral inhibition process that attenuates low spatial frequency components. 
Since contrast sensitivity appears to increase linearly with spatial frequency at low spatial 
frequencies, the lateral inhibition signal can be characterized as a filter that decreases 
linearly within this limited range and remains further constant at higher spatial 
frequencies. Lateral inhibition, in general, may serve as a compensatory mechanism which 
serves to make efficient use of the statistical properties of natural scenes. On average, 
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amplitude of the spatial frequency components of natural images decreases linearly with 
spatial frequency (Field, 1987). As a result, attenuation of sensitivity in the low spatial 
ranges typically containing the strongest signal allows for the sufficient encoding of the 
most encountered images without redundancy, (i.e., with a small subset of cells.)  
 
The outputs of retinal ganglion cells travel through the optic nerve, and then pass 
through the optic chiasm. Here, output from ganglion cells in the nasal region of each retina 
are directed to opposite hemispheres, synapsing upon either the superior colliculus, a 
region in the brain stem believed to be responsible primarily for eye movements (Mohler & 
Wurtz, 1976); or lateral geniculate nuclei (LGN), a portion of the thalamus composed of six 
laminar sheets of neurons. Ganglion cells at this stage can also be classified according to the 
layer in the thalamus to which their outputs are directed: Magnocellular (M) cells receive 
input from rods (under scotopic conditions) and cones (under photopic conditions), while 
parvocellular (P) cells receive input only from cones. Because L and M cones constitute a 
great majority of the overall cone population and whose sensitivity ranges overlap to cover 
a wide range of the visible wavelength spectrum, both P- and M- cells are both largely 
driven by L & M cones at photopic levels. M-cells receive mixed cone inputs to their 
receptive field centers and surrounds, facilitating high sensitivity to luminance contrast. P-
cells, on the other hand, have a center/surround antagonistic arrangement of L & M cones, 
resulting in high sensitivity to wavelength differences. P-cells also demonstrate reduced 
sensitivity to luminance contrast on account of cone types with overlapping spectral 




1.5.4.2  Lateral geniculate nucleus and primary visual cortex (V1). There is a 
one-to-one correspondence between ganglion cells and LGN cells, so neurons in LGN 
exhibit center-surround receptive fields identical to those of ganglion cells (Kaplan, 
Purpura & Shapley, 1987). Two of LGN’s six layers, the magnocellular layers, contain 
neurons with large receptive fields that are responsible for coding achromatic contrast; 
these neurons receive input from the M ganglion cells (Derrington & Lennie, 1984). Aspects 
of processing at the LGN have been shown to follow a general coarse-to-fine, low-to-high 
spatial frequency sequence: in a prominent model of the differing roles of low (LSFs) and 
high spatial frequencies (HSFs) in object recognition proposed by Bar (Bar, 2003; Bar et al., 
2006), LSFs are rapidly projected to frontal cortices via the magnocellular pathway, and 
contribute to the initiation of top-down processing (Kveraga, Boshyan, & Bar, 2007).  
It is worth mentioning here that while most discussions of spatial visual processing 
involve distinguishing the M and P pathways, generally less attention is paid to the subset 
of cells known as K-cells. K-cells, of the koniocellular pathway, exist both in between the M 
and P layers, as well as in the P and M layers themselves, and are far less numerous than 
the other two types. While M and P cells are stimulated by both L and M cones (in 
aggregate and in an excitatory/ inhibitory combination, respectively), koniocellular cells, 
on the other hand, compare inputs from S cones with combined L and M cone inputs. K cells 
terminate in different V1 layers (blobs and layer 1) than do P and M cells (Hendry & Reid, 
2000). However, their presence in the P and M layers is largely overlooked, and with 
important consequences: any investigation which aims to selectively isolate or remove the 
influence of either the M or P cells also targets the koniocellular pathway.  
More complex tasks have been used to determine the function of each of the 
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pathways in more detail. For example, by decomposition of natural images to information 
that selectively excites magnocellular, parvocellular, and koniocellular cells, it has been 
shown that the structure of natural scenes plays a major role in ganglion cell function, and 
this role is much more prominent for parvocellular cells as compared to magnocellular 
cells.  
Output from LGN is projected next to the visual areas of cortex, with the majority of 
the outputs synapsing in primary visual cortex (V1). V1, which is located in the posterior 
region of the occipital lobe, is the largest area of visual cortex that contains approximately 
200 million neurons, more than 100 times the amount found in LGN. As with LGN, V1 is 
composed of six layers, the fourth of which is itself divided into four sub-layers. Most input 
from LGN is directed at layer 4C (magnocellular input to layer 4Cα), which then sends the 
processed signals on to other layers. In their seminal work, Hubel & Wiesel (Hubel & 
Wiesel, 1959) investigated via extracellular recordings the receptive fields of neurons in 
primary visual cortex of cat and monkey; they classified V1 cells as simple, complex, or 
hypercomplex based on neural tuning characteristics and degrees of nonlinearity. 
 
Simple cells, which comprise approximately 25% of V1 neurons, contain elongated 
receptive fields which demonstrate selectivity primarily to bars or edges of specific widths 
and orientations thus giving rise to both spatial-frequency and orientation tuning. Simple 
cells are “simple” in the sense that their responses to complex patterns can, to a first 
approximation, be predicted based on their linearly summed responses to the pattern’s 
constituent spots of light (1959).   Hubel & Wiesel proposed that the receptive fields of 
these so-called edge and bar detectors might be constructed based on the outputs of 
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specific sets of several LGN neurons. However, recording from individual neurons in cortex 
has indicated that a grating stimulus, not a simple bar stimulus, is optimal. This implies that 
the model of reorganization of circular center-surround receptive fields into a bar-like 
elongated shape is too simplistic--the organization must be repetitive, with alternating 
inhibitory and excitatory bands, rendering these cells grating detectors (De Valois & De 
Valois, 1988). This alternative configuration of bands of excitation and inhibition result in a 
more narrowly-tuned receptive field relative to that of an edge or bar detector alone. Due 
to the specificity of such a cell, a collection of simple cells of different sizes can approximate 
the physiological analog to a Fourier analyzer.  
 
Complex cells, on the other hand, exhibit response properties which are highly 
nonlinear. The vast majority of complex cells respond to oriented bars and edges, often 
with a preference for a particular direction of motion; however, complex cells do not 
respond to the individual spots of light which comprise the bars and edges. The receptive 
fields of complex cells have been proposed to be constructed based on the outputs of 
several simple cells with similar spatial-frequency and orientation tuning characteristics, 
but with much broader receptive fields giving rise to position invariance and direction-of-
motion selectivity. Hypercomplex cells, which function mostly like complex cells, exhibit a 
distinct feature in their response profile that accounts for end-stopping.  
 
These observations confirm the cortical origin of the CSF: the complicated receptive 
field structure of V1 neurons can account for the overall shape of the CSF. At this site, 
receptive fields are orientation specific, as is the CSF. In adaptation studies, prolonged 
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exposure to a stimulus results in reduced sensitivity to that stimulus. In the case of grating 
adaptation, an adapting grating presented at high contrast reduces the sensitivity to that 
grating and gratings of its immediate neighboring spatial frequencies. This attenuation is 
maximally effective when its orientation is the same as that of the test gratings (Blakemore 
& Campbell, 1969). Furthermore, an adapting grating is effective even when it is presented 
to one eye and the test grating to the other (Blakemore & Campbell, 1969)– V1 is the first 
level at which the neurons are binocular, with matching receptive fields in each eye. The 
CSF measured after adaptation has taken place will change its shape, reflecting decreased 
sensitivity to the spatial frequency of the adapting grating. Since the receptive field 
complexity required to achieve this effect is only seen in V1, it is most likely the case that 
V1 neurons are those responsible for the CSF. 
 
Cortically, the CSF is typically not thought of as the result of a single kind of neuron, 
but rather an envelope of sensitivity pooled over several underlying channels, each 
corresponding to neurons with differing preferred spatial frequencies (Campbell & Robson, 
1968; DeValois & DeValois, 1988; Schyns & Oliva, 1994; Vassilev & Stomonyakov, 1987). 
Sensitivity is primarily determined by whatever channel (or set of neurons) is most 
sensitive to the stimulus. The existence of mechanisms (channels) within the human visual 
system which are selectively sensitive to different limited ranges of spatial frequencies has 
been proposed based on psychophysical studies. However, certain relationships between 
channels and their resulting sensitivities have yet to be elucidated. For example, the drop in 
sensitivity for LSFs (relative to the peak of the CSF) may be due to fewer total cells tuned to 
these frequencies, or the lateral inhibitory consequences of center-surround receptive field 
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organization at these frequencies. Nevertheless, as global forms often consist of LSFs and 
local forms of HSFs, this finding corresponds well to the sensory mechanisms involved in 
vision; in this way, the visual system is essentially a spatial-frequency analyzer (Campbell 
& Robson, 1968; DeValois & DeValois, 1988), where global and local processes are 
meditated by differently weighted spatial frequency channels. 
 
1.5.4.3  Extrastriate cortical processing. While the CSF is probably determined at 
an early cortical level, object recognition is a higher cortical function. Output from V1 is 
sent to upstream areas of visual cortex, organized in parallel, functionally-segregated 
pathways (Livingstone & Hubel, 1988). On the basis of neuroanatomical, behavioral, and 
neuropsychological studies, a dichotomy has surfaced for extrastriate visual processing: 
studies in monkeys have revealed that inferotemporal cortex lesions impair visual 
discrimination, but not visuospatial performance, while the opposite is true for posterior 
parietal lesions (Gaffan, Harrison, & Gaffan, 1986; Ungerleider & Haxby, 1994).  
 
Physiologically, this segregation manifests as the relay of neural impulses through 
two distinct sequences of structures. In primates, Area V2, or the second visual area, links 
primary visual cortex (V1) to higher visual areas. Based on cytochrome oxidase (CO) 
staining, we know that V1 contains dark patches or blobs that send information to V2. Here, 
CO staining reveals a repeating pale-thin-pale-thick striation in which neurons in each type 
of stripe (pale, thin, and thick) differ in their physiological properties (Livingstone & Hubel, 
1987). Output from the thin stripes of V2 are sent to V4, most of whose output is then 
directed at inferior temporal cortex (IT, also known as ventro-temporal cortex: VTC). IT 
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cortical region is commonly cited as the locus of object recognition (Hubel & Wiesel, 1962; 
Pasupathy & Connor, 1999; Tanaka, 1993; Vogels, Biederman, Bar, & Lorincz, 2001) and 
categorization: direct stimulation of face-specialized IT neurons in monkeys selectively 
biased categorization of noisy visual stimuli towards the “face” category in a face/non-face 
discrimination task (Afraz, Kiani & Esteky, 2006). Investigators have identified an 
additional area posterior to medial temporal cortex (MT) with response properties 
comparable to IT. This region is known as the lateral occipital complex (LOC), and is 
specialized for the recognition of shapes (Grill-Spector, Kourtzi & Kanwisher, 2001). LOC 
responds best to whole shapes in relation to scrambled shapes or random contours, and 
imaging studies have demonstrated a direct relationship between object recognition ability 
and signal intensity measured from LOC (Grill-Spector et al., 2001). These functional areas 
constitute the path often referred to as the “what” system as it is believed to be responsible 
for form perception and recognition.  
 
Output from the thick stripes of V2 project to medial temporal cortex (MT; 
responsible for processing stereo and motion), which in turn projects to medial superior 
temporal cortex (MST; responsible for visual tracking), and then to posterior parietal 
cortex (PP); this path is known as the “where” system which is believed to handle 
localization (Milner & Goodale, 1995; Mishkin & Ungerleider, 1982). Beyond this general 
task-based classification, however, the mechanisms of the neurons in these extra-striate 
cortical areas remain largely unknown. It has been proposed that neurons in higher level 
areas behave as predictive coders whose feedback signals modulate the central visual 
pathway beginning with the primary visual cortex. Although V1 is driven only by the LGN, 
30 
 
signals from higher-order areas may modify the resulting signal with an expectation-driven 
prediction (Rao & Ballard, 1997).  
Two recent neurophysiological studies (Tamura & Tanaka, 2001; Sugase, Yamane, 
Ueno, & Kawano, 1999) reported that activity in IT is initially broadly tuned and represents 
only the global features of the stimulus (i.e., the LFs). At this stage, the magnocellular 
pathway may account for most processing, as it responds rapidly and is biased toward 
responding to low spatial frequency (low resolution) information, preferentially relaying it 
to cortical dorsal stream areas (Merigan & Maunsell, 1993; Mishkin & Ungerleider, 1982; 
Shapley, 1990). Later, 50 ms after the onset of the global response (Sugase, Yamane, Ueno, 
& Kawano, 1999), the neurons in that region also represent the fine properties of the image 
(i.e., the HSFs). Here, the parvocellular pathway (and the koniocellular pathway) is 
implicated; this pathway responds more slowly and is biased toward responding to high 
spatial frequency (HSF) information (Merigan & Maunsell, 1993; Mishkin & Ungerleider, 
1982; Shapley, 1990).  
Thus, IT cortex receives input from both the magnocellular and parvocellular 
subcortical visual pathways (Kaplan & Shapley, 1982; Wurtz & Kandel, 2000). One theory 
explaining how this integration between both processing streams may be achieved relies 
on the different speeds of these two pathways. Research using event-related potentials 
along with fMRI suggests that he general shape or “frame” of an object stimulus is encoded 
initially by LSFs, which activate the prefrontal cortex (PFC), facilitating recognition by 
constraining identification to a limited number of possibilities (Bar, 2003; Bar et al., 2006; 
Kveraga, Boshyan, et al., 2007). From here, the “frame” of the object is fed back to IT cortex 
through a feedback loop (Bar, 2003; Bar et al., 2006; Kveraga, Boshyan, et al., 2007; 
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Kveraga et al., 2007; Sehatpour, Dias, Butler, Revheim, Guilfoyle, Foxe & Javitt, 2010; 
Ullman, 1995), and subsequently “filled” by fine detail information arriving later from the 
parvocellular pathway (Bar, 2003; Bar et al., 2006; Kveraga, Boshyan, et al., 2007; Lamme & 
Roelfsema, 2000; Saron, Schroeder, Foxe, & Vaughan, 2001; Schmolesky et al., 1998; 
Schroeder, Mehta, & Givre, 1998; Sehatpour et al., 2010; Tapia & Breitmeyer, 2011). The 
dorsal stream, in turn, projects to the prefrontal cortex (Endo, Kizuka, Masuda, & Takeda, 
1999; Petrides & Pandya, 1999; Saron et al., 2001; Wise, Boussaoud, Johnson, & Caminiti, 
1997), where a decision is made regarding the identity and categorical membership of the 
object in question.  
 
Other recent findings provide additional physiological evidence for the idea that low 
resolution global information is processed prior to fine detail information in object 
recognition (Chen, 2005; de la Rosa et al., 2011), and may be sufficient on its own for 
mediating the categorical distinctions made by PFC neurons (Freedman, Riesenhuber, 
Poggio, & Miller, 2001). For example, global (versus local) search of a visual target elicits 
larger amplitudes in early ERP components (Conci et al., 2011), and global information 
represented as early as primary visual cortex is transmitted directly to IT cortex (Altmann, 
Bulthoff, & Kourtzi, 2003; Ban, Yamamoto, Fukunaga, Nakagoshi, Umeda, Tanaka & Ejima, 
2006; Kourtzi, Tolias, Altmann, Augath, & Logothetis, 2003; Mannion, McDonald, & Clifford, 
2010). Additionally, early responses of IT neurons in the macaque monkey are more 
consistent with initial input from the dorsal stream or higher cortical areas, than with 
initial afferent input from occipital visual areas (Chen, Lakatos, Shah, Mehta, Givre, Javitt & 
Schroeder, 2007). These findings suggest that a frame-and-fill account of early global 
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representation in PFC and feedback to IT is plausible. Not surprisingly, connections 
between the frontal cortex and temporal cortex in the macaque were also found to be 
crucial for object recognition (Parker & Gaffan, 1998).  
 
1.5.5 Physiological Consequences of Temporal Modulation  
 
From a logical standpoint, the majority of the static CSF makes sense; fine details are 
more difficult to detect than coarse details. The limitations of sensitivity at the low and very 
high spatial frequencies, clearly reflects the imposition of underlying physiology, namely 
the limitations of the eye’s optics and lateral inhibitory signals that result from center-
surround antagonism. However, realistic viewing conditions often involve both voluntary 
and involuntary eye movements as part of maintaining fixation on a target. In fact, these 
temporal transients may play an important role in spatial differentiation (Ahissar & Arieli, 
2001; Rucci & Casile, 2005). Before saccades occur, for example, neurons in the super 
colliculus receive input from the retina and visual cortex to excite premotor cells that 
execute the eye movements that define the saccade (Lee, Sooksawate, Yanagawa, Isa, Isa & 
Hall, 2007). This “planned” movement is non-random; saccade choice and velocity is 
determined by salience and intrinsic value of visual targets (e.g. a typical scan path of an 
image of a face is directed towards the major features—eyes, mouth, hairline) (Xu-Wilson, 
Zee & Shadmehr, 2009; Yarbus, 1967). During saccades, however, the activity of these 
neurons in the superior colliculus is suppressed. These cells also project to nuclei in the 
LGN that relay information V1, so this suppression in the relay nuclei inhibits the 
transmission of visual information to V1 during the course of the saccade (Volkmann, 1986; 
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Lee et al., 2007). Additionally, bursts in cortical activity following saccades may serve to 
draw attention to or enhance the movement of potentially salient stimuli in the visual field 
(Kagan, Gur, & Snodderly, 2008). Saccades with fixation durations of approximately 200–
500 ms (Carpenter, 1991) isolate the spatiotemporal visibility window above 2–5 Hz 
(periods less than 200–500 ms), accounting for sensitivity gain above this range of 
frequencies. 
Thus, just as contributions of temporal modulation must be accounted for in the 
electrophysiological investigation of visual neurons, so should behavioral measures of 
contrast sensitivity—the spatial CSF should be considered in the context of a moving 
retinal image.  
The introduction of temporal modulation and its effect on sensitivity reveals further 
a more complicated underlying process—the spatio-temporal contrast sensitivity function 
(ST-CSF) is not simply the product of the system’s spatial and temporal response. Instead, it 
is a surface plot that represents how spatial contrast sensitivity changes when measured at 
many different temporal frequencies.  
The ST-CSF surface is not the result of multiple spatial CSFs, similar in shape at each 
temporal frequency but spaced apart by some scale factor, nor does the temporal CSF 
conform to one shape, scaled at each of the multiple spatial frequencies—that is, spatial 
and temporal frequency are not space-time separable (Kelly, 1979).  Upon a close 
examination of the STCSF, it is evident that the attenuation of sensitivity at the lowest 
spatial frequencies is greatly reduced with intermediate temporal modulation (~6Hz). 
Thus, measurement of the CSF with flickering gratings eliminates the loss in sensitivity at 
low spatial frequencies evident in the static CSF. This result implies that the effects of 
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lateral interactions which produce the loss in sensitivity for static conditions are reduced 
with temporal modulation (Robson, 1966).  
There are a few important neural considerations that account for the shape of the 
STCSF: The antagonism between the excitatory and inhibitory influences of center-
surround receptive fields changes with temporal frequency. For a static stimulus (low 
temporal frequency), the fall-off in sensitivity at low spatial frequencies is the result of the 
equal influence of excitatory and inhibitory signals from the center and surround regions of 
receptive fields. With increased temporal frequency, this fall-off disappears, suggesting that 
the lateral inhibitory effect of the surround becomes negligible, and therefore that the 
dynamics of the receptive field’s center dominate the response. Computational approaches 
have suggested that temporal modulation acts as an additional filter, modifying the 
inhibition signal before it is subtracted from the photoreceptor signal. If the inhibitory 
signal is attenuated with temporal properties of the stimulus, this can serve to effectively 
enhance sensitivity at the low spatial frequencies, where inhibition influences sensitivity 
most (Barten, 1999).  
Neurally,  spatiotemporal sensitivity of both P and M primate LGN cells is consistent 
with this explanation of the STCSF (Derrington & Lennie, 1984). The existence of two 
separate visual pathways—parallel pathways—with different spatiotemporal properties 
contribute to early visual processing: a sustained channel, preferentially sensitive to high 
spatial and low temporal frequencies, and a transient channel, sensitive to low spatial and 
high temporal frequencies. The spatiotemporal properties of sustained and transient 
channels, revealed by psychophysical experiments, are consistent with cell responses in the 
35 
 
parvocellular and magnocellular divisions of the visual pathway, respectively (Kaplan & 
Shapley, 1982; Livingstone & Hubel, 1988; Merigan & Maunsell, 1990; Schiller, Logothetis, 
& Charles, 1990).  Selective damage to monkey P cells reduces sensitivity to gratings with a 
combination of high spatial and low temporal frequencies (Merigan & Eskin, 1986), while 
M-cells subserve flicker, motion detection (Kaplan, Lee, & Shapley, 1990), and play a major 
role in the processing of visual information across eye movements (Matin, 1974), as well as 
in shifts in visual attention (Steinman, Steinman, & Garzia, 1998). The dominant view is 
that parallel pathways provide the best account of spatiotemporal sensitivity, but these 
channels only broadly resemble the properties of M and P pathways, so linking them 
directly is problematic.  
 
1.6     Applications 
 
A primary division is drawn in the literature between the basic processes that 
determine visual sensitivity of simple stimuli at threshold, and the higher-order object 
categorizations that result from viewing complex images. However, there is little known or 
investigated regarding the consequences of the spatiotemporal contrast sensitivity 
function for everyday image identification and categorization.  For example, although low- 
and high-spatial frequency components of images are often isolated to examine their 
effects on image identification, a psychophysical function describing detection across 
multiple contrasts may serve as the better object- or image-oriented analog to the contrast 
sensitivity function. Many stimuli that have been used in studies relating to edge and form 
detection have been relatively simple, consisting of geometric figures or frequency patterns 
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with little, if any, biological significance. A useful application of psychophysical 
measurement might be to extend the range of stimuli to more complex and naturalistic 
images. Additionally, temporal modulation is regularly absent from identification studies, 
but almost always inherent to real-world viewing conditions. 
There are several reasons why this line of investigation may be particularly 
informative for studies of visual sensitivity and detection performance:  
(1) Humans and other primates are able to categorize complex images with great 
accuracy and speed. Given that the crude low spatial frequency information in 
images is processed faster than high spatial frequencies, this categorization, and 
especially the fastest responses, might rely heavily on low spatial frequencies. 
Consequently, fast and efficient object categorization might be feasible when only 
low spatial frequency information is available. If low spatial frequency information 
is sufficient for object recognition, then low-pass spatial filtering should not affect 
categorization ability above threshold.  
(2) Consistent with the above description of low spatial frequency information as 
having a processing-speed advantage, short duration presentations of stimuli should 
preserve these coarsest spatial components but nevertheless allow for recognition 
at rates similar to that of longer-duration stimuli.  
(3) Moreover, for images at threshold contrast, temporal modulation should enhance 
those components crucial for recognition—the low spatial frequencies—and thus 
improve performance.  This kind of performance enhancement may be applied to 
natural conditions that may degrade visibility to near or below threshold levels. 
Some examples include atmospheric conditions such as fog, rain, haze, and heat 
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scintillation. Disease-related visual impairment such as optic neuritis associated 
with multiple sclerosis may similarly benefit from selective enhancement, as it 
impairs contrast threshold at intermediate and high spatial frequencies (Trobe, 
Beck, Moke & Cleary, 1996).  
(4) Furthermore, as it has been observed that there are differences in CSFs between 
males and females (Abramov et al., 2012), there is an opportunity to determine 
whether these low-level effects result in image processing advantages for one sex 
over the other.  
 
Chapter 2 – Method 
 
2.1 Participants 
All participants were volunteers drawn from undergraduate students, graduate 
students, and faculty at Brooklyn College. The demographics of student participants reflect 
the demographics of the student body at Brooklyn College. For inclusion in this study, data 
was drawn only from participants aged between 16 and 40 years; our database shows that 
there is little change in visuospatial performance over this range. Participant Ns are listed 
with their respective study’s procedures. 
 
2.2 Visual Screening Battery 
All participants underwent an initial vision screening—a battery of standard tests 
that evaluate most of the basic visual capacities. Because some other aspect of vision could 
systematically impact the visual capacities we describe in this experiment, we used 
performance on these screening tests to identify and exclude individuals who were 
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abnormal in this respect. Since we measure sensitivity to images containing spatial 
information that varies across the visual field, we must first rule out purely optical factors 
that determine how well an image is focused on the retina. Therefore, all participants must 
have had acuities (corrected or uncorrected) of at least 20/25, as measured using standard 
letter eye charts (Snellen optotypes).  
Individuals with anomalous color vision can have better acuities (including spatial 
resolution in general) than the rest of the population (Hecht, 1949; Jagle, de Luca, Serey, 
Bach & Sharpe, 2006), so our participants must have had normal color vision. We screened 
out all individuals with clear anomalies as detected by tests to assess quality and precision 
of color vision (Farnsworth Dichotomous Test for Color Blindness, Panel D-15, 
Psychological Corp. and Lanthony’s Desaturated 15 Hue Test, Luneau Ophtalmologie, 
Paris). The cutoff criterion for the Farnsworth D-15 cap test is two-fold; after a participant 
has arranged the colored caps in color order, a pair of numerical estimators known as the 
C-index (confusion) and S-index (scatter/polarity) were calculated. The C-index refers to 
the severity of color confusion while the S-index refers to the degree of 
polarity/randomness of the cap arrangement (Vingrys & King-Smith, 1988). From our use 
of this test, we used an established set of cutoff criteria corresponding to performance at 
the 90th percentile (Abramov & Gordon, 2009): a value of 1.67 for the C-index and a value 
of 2.33 for the S-index.  
Furthermore, even if a participant’s performance did not exceed the cutoff values, if 
their cap reversals were directly parallel to a specific diagnostic axis (protan, deutan, or 
tritan, as with color anomalous individuals), they were excluded. This also applies to 
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reversal patterns characteristic of clinical populations with specific histories, such as 
individuals overexposed to light in early life.  
Because binocular depth perception (stereopsis), a very fine measure of spatial 
resolution in depth, may also be correlated with our resolution measures, we assessed 
stereopsis using standard clinical tests (TNO anaglyphic random-dot plates, Lameris 
Instrumenten, Holland). We excluded everyone with stereopsis values outside of the 
normal range, as determined by diagnostic criteria specific to each test. The TNO stereopsis 
test involves looking at a random-dot stereogram pattern through polarized lenses to 
resolve a “Pac-Man” figure. These figures were presented at six different depth levels (with 
two figures at each level). The corresponding retinal disparities were, from largest to 
smallest, 480, 240, 120, 60, 30 and 15 seconds of arc. In order to qualify as perceiving 
depth at a particular level, both figures in the row must have been correctly resolved. 
Typically, the 240 arc second level is used as a pass-fail criterion: at this level, at least 95% 
of amblyopes are unable to see the figures (Walraven & Janzen, 1993). For a stricter 
criterion, the next test step (120 sec of arc) is often used as well. We excluded anyone who 
did not have stereopsis at 120 seconds of arc.  
2.3 Apparatus 
The apparatus was an Apple Macbook Pro 13.3” laptop computer driving a 
ViewSonic 19” LCD monitor. The display (CIE 1976 coordinates, u’=.20, v’=.48) had a mean 
luminance of 35 cd/m2. (Dimmer than the brightness of a standard TV screen.) The display 
screen was seen through a circular aperture (6.350) in a white surround screen (170 x 220), 
front-illuminated at approximately 44 cd/m2 (CIE 1976 coordinates, u’ = .20, v’ = .49). All 
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calibrations were made with a scanning spectrophotometer (Photo Research, model 704A) 
and PENTAX Spot Meter V (Asahi Optical Co., Ltd. 1988). The measurements were done in a 
dim room, where the only light source was the monitor and its front-illuminator. 
Stimuli were generated by using the Apple Macbook Pro 13.3” laptop computer with a 
1600 MHz 2.5 GHz Intel Core i5 processor and a separate 19 in. monitor. The graphics 
board (Intel Iris Plus Graphics 640) was used at a resolution of 1280x1024 pixels and a 
frame rate of 60Hz. At the viewing distance of 2.7m used in the experiments, the images 
subtended a visual angle of 3.5 (horizontal)× 3.5 (vertical) degrees, measured from edge to 
edge of the image.  
The graphics board can produce 256 grey levels. This number of grey levels is not 
always sufficient for presenting images at threshold contrast. In recognition studies this is 
not as large a problem as in detection studies, since contrast thresholds for recognition are 
much higher than for contrast detection. At low contrasts, the low number of grey levels 
may produce quantization errors in the signal, but this is not a problem for our study, so no 
corrections or dithering techniques were used. The participant’s desk was fitted with a 
chin-rest which was at a fixed 2.7m from the screen. The room was darkened so that the 
computer monitor, display monitor, and surround light were the only sources of 
illumination.  
 
2.4 Participant Response 
All responses in this study were open-ended category names or labels. An 
appropriate correct response set for each image was determined (for example, both “trees” 
and “forest” are acceptable correct answers for an image containing pine trees covered in 
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snow). The participant’s response was recorded and scored immediately by the 
experimenter, who entered “R” for correct and “W” for incorrect in order to trigger the next 
trial. If the participant was not paying attention or otherwise missed the presentation of 
the image, the “U” key was used to signify an unknown/missing response. All trials were 
recorded so that any responses not immediately evident as correct or incorrect could be 
reviewed and scored by group consensus at a later time. 
Due to the complexities of allowing an open-ended answer for each trial, a set of 
strict rules was established regarding what would constitute a correct response for each 
image. These rules were determined previously during preliminary identification trials. 
Response guidelines were as follows: 
a) Nonspecific answers were not acceptable; for example, “a round thing”; “a long 
blob”, or “I don’t know”; the name of an object was required.  
b) Respondents were prompted to provide categorizations at an intermediate level of 
specificity called the basic level: research indicates that these are typically made 
most quickly (e.g. ‘cat’), while categorization at more general, superordinate levels 
(e.g. ‘animal’) or more specific, subordinate levels (e.g. ‘Siamese’) is often slower, 
requiring additional semantic or perceptual processing (Grill-Spector & Kanwisher, 
2005; Jolicoeur, Gluck, & Kosslyn, 1984; Rosch, Mervis, Gray, Johnson, & Boyes-
Braem, 1976).  
c) For images containing animals, correct species identification was not necessary; 
similarly, a general animal classification was acceptable in the absence of size-
determining references in the original image or distance information. For example, 
in an image of a leopard sitting against a dark background, “cat” was an acceptable 
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and correct answer because there were no other obvious cues to the size of the 
animal in the image, and so its silhouette could have reasonably been that of a house 
cat. 
d) In order to specify instructions that do not rely preferentially on local or global 
details, participants were told that identification was sufficient when the content of 
a scene (e.g., “indoor scene with people”) was understood. In contrast, 
understanding the perceptual layout (“I can see the contrast with the horizon”) or 
reliance on fine-grained details (“I can see something that looks like a flower”) was 
insufficient as an identification.  
 
In order to convey these response specifications, prior to any information provided on 
the viewing screen, the following instructions were read aloud to each participant: 
 
“In this experiment we will be measuring which components of images are important for 
identification. You will be presented with an array of images to which you must provide an 
identification. Some images may be hard to see, but please make sure to give a name or label 
to each stimulus.  
Please use terminology that is as specific as possible.  For example, “a round thing” or “a 
piece of furniture” are insufficient to indicate successful identification. “Table”, for example, is 
specific enough that we can determine if you have identified the stimulus. Please refrain from 
using “I don’t know” as a response. Are you ready?” 
 
2.5 Image Selection Pilot 
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2.5.1 Stimuli. Original set of stimuli were 120 full-spectrum images downloaded 
from a variety of copyright-free web databases (Pixabay, Pexels, McGill Calibrated Colour 
Image Database), divided equally into 4 general content categories (natural, artificial, 
animal, household). We chose these image categories to account for a wide array of content 
seen in natural viewing conditions. They were distinct in that observers may have 
differential experiences with each type of image. For example, man-made or artificial 
images may have certain regularities and predictable contours that aid in categorization, 
but household items, specifically, may be more easily categorized due to familiarity. Natural 
images may exhibit less-continuous and predictable contours, but a subset of animal 
images may have a different spatial profile. Stimuli containing human faces or bodies were 
not be used because it is well-documented that their processing employs uniquely 
dedicated detection mechanisms (Diamond & Carey, 1986) which may ultimately be 
distinct from those employed for object and scene recognition.  
  Images were not previously known to the subjects of the study.  The images were 
cropped to 600 x 600 pixels, converted to 16-bit grayscale, and equated for average pixel 
intensity (brightness). Michelson contrasts ((max-min)/(max + min)) varied from 53% to 
100%, RMS contrasts varied from 28-92%. 
2.5.2 Procedure. In order to determine that stimuli were recognizable (and 
nameable) by the average participant, a preliminary image identification pilot was 
conducted using N=31 (22 females) college students. Participants received the following 
on-screen instruction to initiate their testing session: “Please identify the following 
images.” All stimuli were randomly presented in full-spectrum form and static in a circular 
raised cosine window against a mean-gray (mean pixel intensity = 125; CIE 1976 
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coordinates, u’=.20, v’=.48) background. Stimulus onset and offset were set to a sinusoidal 
profile, so that image opacity “ramped on for a duration of .5 seconds, followed by full 
image presentation for a duration of 2 seconds, and a “ramp” off for .5 seconds. The 
participant’s response was recorded and scored immediately by the experimenter, who 
entered “R” for correct and “W” for incorrect in order to trigger the next trial. If the 
participant was not paying attention or otherwise missed the presentation of the image, the 
“U” key was used to signify an unknown/missing response. Only images correctly identified 
by all participants were included in subsequent experiments and balanced so that equal 
numbers of each category of image were contained in the final stimulus set (N=20).  
 
2.6 Experiment 1: Method of Limits: Blur Threshold 
2.6.1 Stimuli. Images were a subset (N=20) of original 50 images that were reliably 
identified by participants in full-spectrum form (image selection pilot). Images were be 
balanced to retain 4 general content categories (natural, artificial, animal, household, 
remained sized at 600 x 600 pixels, in 16-bit grayscale, and equated for average pixel 
intensity (brightness). Michelson contrasts ((max-min)/(max + min)) varied from 83% to 
100%, RMS contrasts varied from 39-78%. In this experiment, the Fourier components of 
images were progressively removed within a narrow band of spatial frequencies. From 
each of the 20 images, 8 different versions were be created by applying a low-pass spatial 
frequency filter with a varying cutoff level ranging from 1 to 8 cpd (1, 2, 3, 4, 5, 6, 7, and 8 
cpd, for a total of 120 images). The filter was an in-house-developed script for “ImageJ”, a 
public domain Java image processing tool The low-pass filter passed all spatial frequencies 
lower than the cutoff, and eliminated all spatial frequencies equal to or higher than the 
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cutoff value, with a Gaussian slope. These cutoffs were selected partly to correspond to the 
grating spatial frequencies used in our contrast sensitivity test. Contrast was auto-scaled 
post-filtering to match pre-filter contrast.  
2.6.2 Procedure. In this experiment, N=11 participants (9 females) completed a 
method-of-limits-style task in order to find blur threshold. Each trial contained the 20 base 
images presented with 6 different levels of spatial frequency content each (120 images 
total). Presentation began with the most degraded (low-passed) version of an image (see 
Fig1b) and proceeded with increasing spatial frequency cutoff levels. Stimuli were 
presented static in a circular raised cosine window against a mean-gray (mean pixel 
intensity = 125; CIE 1976 coordinates, u’=.20, v’=.48 ) background. Stimulus onset was set 
to a sinusoidal profile, so that image opacity “ramped” on for a duration of .5 seconds, 
followed by full image presentation a 2 second duration, then a “ramp” off for .5 seconds.  
The onset of the next stimulus was experimenter-paced. Participants were required to 
provide a name or label of the image content. The participant’s response was recorded and 
scored immediately by the experimenter, who entered “R” for correct and “W” for incorrect 
in order to trigger the next trial. If the participant was not paying attention or otherwise 
missed the presentation of the image, the “U” key was used to signify an unknown/missing 
response. After a response was given, the same image was presented in a less-degraded 
(higher low-pass cutoff) version. Sequence of image blocks were randomized. All trials 
were recorded so that any responses not immediately evident as correct or incorrect could 
be reviewed and scored by group consensus at a later time. 
This experiment served two important functions: (a) to evaluate a cursory role for 
spatial frequencies in image recognition by specifying threshold spatial frequency cutoff for 
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recognition at full contrast (b) to determine which range of spatial frequencies would be 
used for the next experiment.  
 
2.7 Experiment 2: Method of Constant Stimuli; Sensitivity by Spatiotemporal Factors 
2.7.1 Stimuli. Base stimuli were the same 20 images of four general classes 
(natural, animal, landscape, artificial) used in the method of limits session (see Experiment 
1). From each image, 3 versions were created: (1) the original full-spectrum image, (2) the 
image filtered by the threshold cutoff determined in Experiment 1 (4 cpd), and (3) the 
image filtered by one lower spatial frequency level than the cutoff determined in 
Experiment 1 (3 cpd). This last condition presented the image at a sub-threshold blur level 
to evaluate the possibility that our manipulation enhances recognition to surpass the 
spatial limits in static viewing. For the low-passed conditions, the Fourier components of 
images were selectively removed using an in-house-developed ImageJ script by applying a 
low-pass spatial frequency filter. The low-pass filter retained all spatial frequencies lower 
than the cutoff and eliminated all spatial frequencies higher than the cutoff value, with a 
Gaussian slope. Once again, Michelson contrast was auto-scaled post-filtering to match pre-
filter contrast.  
From these images, 4 versions were generated corresponding to different contrast 
levels. For full-spectrum images, a small pilot data set determined that an adequate range 
of contrasts to determine threshold was 1%, 2%, 3%, and 4%. For blurred images, the 
range of contrasts for threshold detection was slightly higher (4%, 5%, 6%, and 7%).  
Furthermore, each of these images were presented in 3 temporal conditions (static, 
6 Hz, and short-duration static 250ms). To determine whether duration of presentation 
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biases recognition to rely preferentially on low spatial frequency information, we also 
included a 250ms static presentation condition (50ms each ramp on and off). Temporal 
modulation at 6Hz was counter-phase (light areas of the image changing to dark, and dark 
areas changing to light) with a sinusoidal temporal profile. We used this modulation 
method because it matches the type of temporal modulation used in our traditional 
grating-based CSF task (Abramov et al., 2012). 
 
2.7.2 Procedure.  
2.7.2.1 Between-subjects variables. In this experiment, a total of 9 experimental 
conditions were established: each of the 3 spatial frequency conditions combined with each 
of the 3 temporal frequency conditions (static, 6Hz, 250ms). This study used spatial and 
temporal condition as between-subjects variables because a single participant only ever 
experienced a single spatiotemporal combination. We also used this design in order to 
prevent previous identification of an image from influencing identification of the same 
image presented again in different condition. A total of 81 participants (67 females) were 
randomly assigned to one of the 9 conditions.  
2.7.2.2 Within-subjects variables. In any one spatiotemporal condition, the 20 base 
images were presented at 4 levels of contrast and repeated 3 times each, resulting in a total 
of 240 randomly-presented stimuli (See Figure 1c.). We used image and contrast level as 
within-subjects variables because each participant experienced every image at every 
contrast level.  A brief 2-second presentation of the following instructions at the center of 
the screen preceded the presentation of the first stimulus in the trial: “Please identify the 
following images.” For each stimulus presentation, participants were asked to respond with 
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the label/name of the image. The procedure was halted until the participant responded; the 
onset of the next stimulus was experimenter-controlled. This procedure was repeated for 
all versions of an image. All trials were recorded so that any responses not immediately 
evident as correct or incorrect could be reviewed and scored by group consensus at a later 
time.  
Of particular note in this design is the fact that any unique image within a trial was 
repeated three times. There is a possibility that repetition of the same image may allow 
participants to identify a later presentation of the same image from memory, and not 
following the bottom-up process we assume for a novel stimulus.  A few considerations 
should be made with regards to this issue. Firstly, the hypothesized effect deals only with 
the between-subjects component of the experimental design: any within-trial effects (such 
as those resulting from repeated stimuli) were the same across all conditions. That is, if 
repeated presentation of each stimulus elevated categorization performance by some 
amount, it should have done this in every spatio-temporal condition that was established—
this still allowed for a comparison between static and 6Hz conditions. Secondly, the data 
output from our experiment retained all information about sequence of presentation of the 
randomized images. We were able to isolate only “first presentation” performance for each 
image for analysis. Lastly, the repetition of stimuli in this experimental design was 
necessary to quantify recognition based on something other than the “subject” or content 
of the image. 
 
2.7.2.3 Dependent variable. Unlike typical contrast sensitivity experiments in 
which the reciprocal of threshold contrast is defined as the dependent variable, sensitivity, 
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detection threshold was undefined for two possible outcomes: that in which for all three 
presentations either no correct categorizations were made, or in which all categorizations 
made were correct. Therefore, since each unique stimulus is presented 3 times each, the 
outcome measure in this experiment was the number of correct identifications (out of a 
possible 3). An illustration of all portions of this experiment is provided in Figure 1. 
 
Figure 1. Examples of stimuli in sequence for (A) Image recognition pilot, (B) Spatial 
Frequency Method of Limits task, and (C) Method of Constant Stimuli: an example of 
stimuli from one spatio-temporal condition. 
Organized this way, this experiment will be able to address several critical hypotheses 
pertaining to threshold- and suprathreshold-image recognition and categorization: 
(a) If only a limited band of low spatial frequencies contributes to image recognition, 
the unfiltered broadband images will contain unused contrast energy at high spatial 
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frequencies. Band-pass filtering at optimal (low) spatial frequencies will reduce this 
unused contrast energy. Therefore, at recognition threshold the amount of contrast 
energy needed should be smaller for low-pass filtered images than for unfiltered 
images. This means degraded viewing conditions may be adequate for image 
categorization at full contrast; the method of limits task in Experiment 1 will 
determine this spatial threshold.  
(b) Humans and other primates are able to categorize complex images with great 
accuracy and speed. Given that the crude low spatial frequency information in 
images is processed faster than high spatial frequencies, efficient object 
categorization might be feasible at extremely short durations, when only low spatial 
frequency information is available. In this case, categorization performance in the 
250ms condition should not differ from its full-duration counterpart. 
(c) For images at threshold contrast, temporal modulation should enhance those 
components crucial for recognition—the low spatial frequencies—and thus improve 
performance.  Thus, categorization performance for the 6Hz condition will be better 
than for the static condition. 
(d) Furthermore, as it has been observed that there are differences in CSFs between 
males and females (Abramov et al., 2012), there is an opportunity to determine 
whether these low-level effects result in image processing advantages for one sex 
over the other. According to these findings, males display a sensitivity advantage for 
most spatial frequencies at moderate temporal modulations (1-8Hz). This should 




Chapter 3 - Results 
3.1 Recognition 
Unlike typical reports for the contrast sensitivity function, for each condition, 
number of correct responses was used as the dependent measure. This was done to avoid 
misinterpretation of two likely outcomes: a) an individual who has correctly identified the 
image for all 3 presentations, and b) an individual who could not identify the image in any 
of the 3 presentations. Threshold contrast in these circumstances is undefined. A correct 
identification was treated as such (and not required to meet some % correct requirement) 
because the method used was not a true N-alternative forced-choice.  
Thus, for each participant, a number correct (out of a possible 3) was determined for each 
image by contrast by spatial by temporal condition. The conditions are described below: 
a) Image (each of 20 possible images) 
b) Spatial condition: This refers to the spatial composition of the image; 1) 3 cpd cutoff, 
2) 4 cpd cutoff, and 3) full-spectrum (unblurred). Where an image was blurred 
(3cpd and 4cpd), the blurring was accomplished by a Fast Fourier Transform (FFT) 
and a low-pass filter with a Gaussian slope.  
c) Contrast (4 near-threshold contrast levels were used, labeled 1-4 from lowest to 
highest: these values correspond to different ranges for full-spectrum (1-4% 
contrast) or blurred (4-7% contrast) images. Contrast in this experiment is defined 
as RMS contrast, or the standard deviation of pixel intensity. 
d) Temporal condition: Static, 6Hz sinusoidal flicker, and 250ms presentation. In the 
static and flicker conditions, the stimulus was on screen for a total of 3 seconds—a 
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half second each for its ramp on and off, and 2 seconds of stimulus duration. In the 
250ms condition, the ramp on and off lasted 50ms each, with a stimulus duration of 
150ms. 
An ultimate number of 81 observers was acquired for this experiment (67 females). 
Two participants were left out of the analysis because they could not fully understand the 
task instructions and did not attempt to name identifiable objects. Another participant was 
removed for having not attended to more than 10 of the total trials. Otherwise, an 
“unknown” response was rare (only occurring with 2 of the remaining participants) and 
occurred only for 2 trials or less during a testing session. The usable N was thus 78 (65 
females).  
A Mixed-Factorial ANOVA was run using image and contrast level as within-subjects 
variables, and sex, temporal condition, and spatial condition as between-subjects variables. 
Image and contrast level were considered between-subjects because every participant 
experienced every image at every contrast level. The between-subjects factors, to which a 
single participant only experienced a single level, were sex, temporal condition, and spatial 
condition. Descriptive statistics related to the central hypotheses are included in Table 1. 
Immediately obvious is the poor performance in the 250ms condition, regardless of all 
other parameters. Performance in this temporal condition was so poor that, given it would 
inevitably drive most of any calculated effects, to include it would overestimate the size of 
any effect including temporal modulation. For this reason, the 250ms condition was left out 
of all subsequent analyses, leaving a final 57 observers (46 females). 
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The omnibus model from which decisions about each hypothesis were made is 
presented in Table 2. It presents every combination of main and interaction effects for all of 
the 5 factors: image (20 possible images), contrast level (1-4% contrast for the unblurred 
condition, and 4-7% contrast for blurred conditions, spatial condition (3cpd, 4cpd, and full-
spectrum (unblurred)), temporal condition (static, 6Hz flickered, and 250ms), and sex 
(male, female). The highlighted effects will be those which pertain to this study’s 
hypotheses. For example, effects containing the image factor are not particularly 
surprising: the images used in this experiment were intentionally selected to be different 
from one another in terms of content and general properties (solid vs. textured 
background, light vs. dark background, etc). We made no specific hypotheses about the 
stimulus content outside of contrast and spatial filter.  
 
Table 1 
Descriptive statistics for number of correct categorizations (out of a possible 3 exposures to 
the stimulus) by spatial and temporal conditions 
    
 Mean SD N 
3 cpd    
Static 1.29 1.37 12 
6Hz 1.41 1.42 7 
250ms .02 .15 12 
4 cpd    
Static 1.68 1.35 10 
6Hz 1.5 1.41 11 
250ms .035 .22 5 
Full-spectrum    
Static 1.39 1.35 9 
6Hz 1.00 1.21 8 
250ms .01 .08 4 




Mixed-factorial ANOVA results  
Source F p 
   
Within-Subjects Effects   
Image 24.82 .000*** 
Image*spatial 4.005 .000*** 
Image*temporal 2.311 .010** 
Image*sex .630 .885 
Image*spatial*temporal 1.016 .445 
Image*spatial*sex .948 .529 
Image*temporal*sex .380 .961 
Image*spatial*temporal*sex .578 .842 
 
contrast 115.019 .000*** 
Contrast*spatial 59.664 .000*** 
Contrast*temporal 3.277 .040* 
Contrast*sex 1.154 .321 
Contrast*spatial*temporal 5.363 .000*** 
Contrast*spatial*sex 1.473 .214 
Contrast*temporal*sex .902 .413 
Contrast*spatial*temporal* 1.070 .349 
Image*contrast  4.491 .000*** 
Image*contrast*spatial 3.194 .000*** 
Image*contrast*temporal 2.049 .009** 
Image*contrast*sex 1.020 .433 
Image*contrast*spatial*temporal 2.188 .000*** 
Image*contrast*spatial*sex 1.047 .398 
Image*contrast*temporal*sex 1.340 .166 
Image*contrast*spatial*temporal*sex 1.340 .166 
   
Between-subjects effects   
spatial 4.200 .021* 
temporal .179 .675 
sex .506 .480 
Spatial*temporal 3.208 .050* 
Spatial*sex 1.089 .345 
Temporal*sex 2.028 .161 





Hypothesis 1: Degraded viewing conditions may be adequate for image categorization 
at full contrast.  
The data that informs this hypothesis comes from the initial method of limits 
session in which (N=11) participants viewed images at full contrast in sequence from most 
blurred to least blurred using filter cutoffs at 1-8cpd in one cpd steps. The blur level at 
which a participant was first able to identify the image correctly was defined as the 
threshold. On average, the blurred image was correctly categorized at 3.28 cpd (SD=1.80); 
or somewhere between 3 and 4 cpd. Figure 2 presents the histogram of threshold cutoff for 
the method of limits session. There were no images for which categorization threshold was 
undetermined; in all cases, a degraded image was adequate for recognition at full contrast.  
 
Figure 2. Frequency histogram of blur threshold in the method of limits session across all 
images for all participants (N=11). Threshold cutoff is defined as the blur level at which a 
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Hypothesis 2: Efficient object categorization may be feasible at extremely short 
durations.  
This hypothesis was not supported by the data. The 250ms condition performed far 
worse than the other temporal conditions (static and 6Hz).  
Hypothesis 3: For images at threshold contrast, temporal modulation should enhance 
those components crucial for recognition (low spatial frequencies) and thus, improve 
performance.  
This hypothesis refers to a specific interaction effect between the spatial and 
temporal conditions, namely, that at 6Hz, categorization will be better for degraded (in our 
case, low-passed at specific spatial frequency cutoffs) images. This hypothesis comes from 
our previous work (Abramov et al., 2012) in which we show that sensitivity only to low 
spatial frequencies is enhanced by temporal modulation. We find partial support for this 
hypothesis: in the lowest-pass condition (3cpd), categorization is better for images 
temporally modulated at 6Hz (M=1.41, SD=1.37) as compared with the static condition 
(M=1.29, SD=1.42). This is reflected in the significant interaction effect between the spatial 
and temporal conditions, F(2, 46) = 3.208, p=.050 (see Figure 3). A closer look at this 
interaction reveals that the difference between static and 6Hz categorization performance 
is only significant in the 3cpd condition (Mean Difference = .437, p<.05, as determined by a 
post-hoc pairwise comparison analysis with a Sidak adjustment for multiple comparisons). 
In the 4cpd and full-spectrum conditions, a pattern of better categorization in the static 
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condition over the 6Hz condition can be observed, however, these differences are not 
significant. 
These findings hold even when using data from only the first presentation of every 
unique stimulus (see Figure 4). When measuring only number of correct identifications for 
each observer (out of 20, averaged across 4 contrast levels), there is a significant 
enhancement of identification with 6 Hz modulation at only the 3 cpd spatial condition 
(Static: M=6.47, SD=3.19; 6Hz: M=9.81, SD=2.18; Mean Difference=3.34, p<.001). 
 
Figure 3. Mean correct categorization by spatial and temporal conditions. Error bars 






Figure 4. Mean number correct by spatial and temporal conditions for first image 
presentation only. Error bars represent +/- 2 SE.  
Note. *** p<.001 
 
Back to the original data (with 3 repetitions per unique image), the effect of 
temporal modulation on the 3 cpd spatial condition can be broken down further by 
contrast, revealing a consistent pattern: at each level of contrast, the 6Hz condition 
improves categorization ability in only the 3cpd spatial condition. Otherwise, 
categorization is generally poorer with 6Hz modulation (see Figure 3). The effect of 
temporal modulation on blurred and unblurred images depends on the level of contrast: 
pairwise comparisons (Table 3) show that this improvement with 6Hz modulation at 3cpd 
is significant only for contrast levels 1 and 4, with a trending effect for level 3. In other 
words, although in Figure 3 it appears that at every contrast level, 6Hz is better than static 





Figure 5. Mean number correct categorization (out of a possible 3 exposures to the 








Pairwise comparisons between static and 6Hz conditions by spatial condition and contrast 
level. 
 Mean Difference 
Static – 6Hz 
SE Sig. 
 
    
Contrast 1    
3 cpd -.367 .171 .037* 
4 cpd .204 .196 .303 
Full-spectrum -.122 .206 .556 
Contrast 2    
3 cpd -.405 .221 .073 
4 cpd .293 .253 .252 
Full-spectrum .356 .265 .186 
Contrast 3    
3 cpd -.426 .214 .052 
4 cpd .191 .245 .439 
Full-spectrum .491 .257 .062 
Contrast 4    
3 cpd -.550 .204 .010* 
4 cpd .348 .233 .143 
Full-spectrum .553 .245 .029* 
 
Note: This table of values includes pairwise comparisons with a Sidak 
adjustment for multiple comparisons.  
 
 
It is important to note that the main effect of contrast is significant: with increasing 
contrast, identification rate is improved (F(2.09, 96.03)=115.02, p<.001). This effect, 
however, is largely driven by the full-spectrum condition (Figure 6), hence the highly 






Figure 6. Categorization ability (mean number correct out of 3 exposures to stimulus) by 
contrast level for static and 6Hz presentations.  
Note. For 3 and 4cpd conditions, contrast level corresponds to 1%-4%; for the full-
spectrum condition, contrast level refers to 4-7%. Significance values determined by 
pairwise comparisons with a Sidak adjustment for multiple comparisons. **p< .01. 
 
Hypothesis 4. For most of the spatio-temporal CSF in the range of 1Hz-8Hz at the 
spatial frequencies comparable to our cutoffs (3 and 4 cpd), males are generally more 
sensitive to low spatial frequencies. If these are the components crucial for 
categorization, males should perform better than females on our task. 
This hypothesis was not supported by the data. Overall, males and females did not differ 
significantly in their categorization performance, F(1, 46)= .506, p=.480). Additionally, sex 
did not moderate any other effects or interactions in this analysis, that is, any effect that 
included sex was not significant. Males and females performed comparably (Males: M=1.3, 




Figure 7. Mean number correct categorizations (out of possible 3) across all image 
presentations for males and females. 
 
3.2 Image Analysis 
Although the effect of image content was not originally considered among this study’s 
hypotheses, we pursued an exploratory analysis to attempt to quantify those features of 
our initial images that rendered them more categorizable. Since the effects of trial-by-trial 
manipulated image characteristics (contrast level, spatial profile) are outlined in the 
previous section, this exploration will deal with the characteristics of the initial (full-
spectrum, full-contrast) image. Among the statistics calculated for each image were mean 
pixel intensity, RMS contrast (standard deviation of pixel intensity), skew of pixel intensity 
distribution, and spectral slope (see Table 4).  These are presented in the table with overall 
































Bird 149.159 44.844 -1.384 -2.638 .449 
Boat 127.119 32.457 -.406 -3.065 .591 
Bridge 170.34 53.974 -.79 -2.909 .851 
Building 119.064 48.642 -.506 -3.129 .507 
Deer 114.529 38.767 -.35 -3 .031 
Ducks 124.127 49.361 .175 -2.429 .066 
Elephant 163.561 65.275 -.882 -3.161 .784 
Hat 114.327 61.092 .143 -3.204 .596 
Horse 117.169 52.753 -.224 -2.836 .776 
Keys 124.385 40.794 -1.253 -2.89 .323 
Leopard 82.813 59.6 .967 -3.084 .266 
Pencils 193.013 77.927 -.901 -3.559 .268 
Plane 117.524 62.526 .747 -3.171 .208 
Skates 140.941 64.901 .005 -3.299 .200 
Sneakers 141.713 61.204 -.659 -3.281 .649 
Snowtrees 158.35 60.02 -.53 -3.027 .392 
Spoonfork 84.849 76.446 .86 -3.357 .705 
Street 70.43 40.078 1.195 -3.007 .067 
Streetlight 145.796 86.765 -.274 -3.81 .525 
 
 
Spectral slope is the slope of the best fitting line to a set of data points resulting from 
the radial average of an image’s power spectrum. We use a Fast Fourier Transform (FFT) to 
transform an image (Figure 8a) into its power spectrum (see Figure 8b). This power 
spectrum displays the image signal’s power (energy or intensity) as a function of 
frequency. Taking a radial average yields a 2-dimensional plot (Figure 8c). The slope of the 
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best fitting line to this plot offers an indication of the distribution of power across 
frequencies. Most natural images contain more power at the low spatial frequencies 
(center of the power spectrum), and thus result in negatively-sloped lines. This value 
represents a quantity capturing the overall spatial frequency content of an image. Power 
spectra and spectral slopes are shown for each original stimulus used in this experiment 
(see Appendix A).  
(a) (b) (c) 
 
  
Figure 8. Example of (a) original image, (b) Fourier power spectrum and (c) graph of radial 
average of power spectrum. 
 
A correlation analysis was used to determine which initial image statistics may be 
related to outcome identification rate (% of all presentations of that image that were 
correctly identified). No significant correlations were found between any of the image 






Correlation coefficients (r) between image statistics and identification rate (N=20). 
 Identification Rate p 
 





Initial RMS contrast .299 .200 
Spectral slope -.281 .231 
skew -.099 .679 
    
Chapter 4 - Discussion 
The results of this experiment confirm some of the original hypotheses. Firstly, at full 
contrast, categorization was possible with only low spatial frequency information, most 
commonly at around a 3-4cpd cutoff. This may correspond to the peak of the static CSF.  
Secondly, a selective enhancement of identification ability was seen for images temporally 
modulated at 6Hz in one spatial condition (3cpd). This is an interesting but puzzling 
finding; the enhancement was observed only for the 3cpd but not the 4cpd cutoff condition. 
This may not suggest that there is something unique about the 3cpd stimulus but rather 
that temporal modulation may have an effect for only severe degradations of the original 
image, specifically those which lose spatial components above 3cpd. At 4cpd, the 
introduction of middle-range spatial frequencies may suffice for satisfactory identification 
in the static condition, unimproved by temporal modulation. 3cpd may serve as the 
distinction point between the lower and upper ends of the CSF, and furthermore, the 
channels underlying this function. In fact, in our standard grating-based CSF, temporal 
66 
 
modulation at 4 and 8Hz increases sensitivity at 3cpd, but converges with the 1Hz (static) 
function at about 4cpd (Abramov, et al. 2012)(Figure 9). 
 
Figure 9. Spatiotemporal contrast sensitivity functions for N=52 normal observers (16-38 
years). Spatial frequency on abscissa. 
 
Another explanation for this observation may be that the CSF is the result of two 
separate mechanisms: one that determines the sensitivity for the lowest spatial 
frequencies, and another for the remaining higher spatial frequencies. Thus, the widely-
accepted equal log-bandwidth channel mechanism may explain the CSF only partially. 
Similar patterns have been observed in other aspects of vision: disparity detection 
thresholds for stereopsis and monocular motion behave differently for stimuli below 2.5-3 
cpd, and thus, may be controlled by their own single channel (Kondsevich & Tyler, 1994; 
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Legge & Gu, 1989). Similarly, Campbell, Johnstone and Ross (1981) suggest that low spatial 
frequency sensitivity could be driven by motion-sensitive Y-cells responding to contrast 
gradient , unlike the harmonic analysis assumed to underlie HSF sensitivity. In a contrast 
matching task for supratheshold gratings, Georgeson and Sullivan (1994) that, for a low 
contrast standard, the contrast required to match a test grating increased the further the 
spatial frequency of the test grating was from the standard. The rate of increase, however, 
was different for spatial frequencies below and above 5 cpd, corresponding to the peak of 
their measured CSF. It is noteworthy that this functional distinction between mechanisms 
for low and high frequency analysis is mirrored in auditory perception, where low 
frequency stimuli are frequency-coded, but high frequency stimuli are coded by location 
along the basilar membrane where they produce vibration. 
The lack of enhancement in the static condition may be explained by the notion of 
receptive field sampling: assuming there are a variety of receptive field sizes at any retinal 
location, LSF content in an image will tend to preferentially activate larger receptive fields. 
The overlapping receptive fields then sample the coarse, uniform areas associated with 
LSFs. This information is then available to upstream mechanisms to decipher general shape 
based on Gestalt grouping. In our 4cpd condition, which did not show enhancement with 
temporal modulation, the filter cutoff includes more of the “higher” spatial frequencies 
relative to the 3 cpd-cutoff filter. An image with more components now engages smaller 
receptive fields in addition to the large ones. In the static condition, this may add more 
identifying information to the stimulus. In the 6 Hz condition, however, temporal 
modulation is equivalent (for small RFs) to an image moving across a cell’s receptive field. 
Because a moving stimulus, in essence, impacts small RFs much more than large RFs, the 
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effect of the additional spatial frequencies in the 4 cpd filter is minimized with temporal 
modulation, offsetting any enhancement of that image’s lower spatial frequency 
components.  
Although an overall improvement in categorization ability with temporal 
modulation for images low-passed with a 3cpd cutoff filter was observed, an important 
consideration is contrast level. Specifically, it is worth noting that, despite a main effect of 
contrast (improved categorization with higher contrast), this effect is largely driven by the 
full-spectrum condition. In both temporal conditions, only the full-spectrum images were 
consistently identified more often with increasing contrast (Refer to Figure 4). One 
possibility is that the pilot study to determine threshold contrast for the blurred image 
conditions overestimated threshold contrast levels, resulting in 4 levels of contrast that 
were essentially suprathreshold (seen at the same rates). The full-spectrum condition, on 
the other hand, may have more effectively captured threshold contrast within its 4 contrast 
levels.   
As for the remaining hypotheses, this analysis did not reveal any differential 
categorization ability for males as compared with females. This finding is inconsistent with 
our previous findings (Abramov et al., 2012a) that males are more sensitive to the lower 
range of spatial frequencies than females, as measured using a traditional forced-choice 
grating contrast sensitivity task. A limitation of this experiment is that, as reflected in 
Brooklyn College’s Psychology-major population demographics, females are far more 
numerous than males. In our final sample, of a total 57 individuals completing the task, 
only 11 were male. This disparity may have left the male sub-sample less than 
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representative of the true male mean categorization performance. Another possibility is 
that, despite being more sensitive to the low spatial frequencies, categorization ability 
involves image components and/or cortical regions altogether different from those implied 
in this investigation. Since categorization is highly specialized, upstream processing may be 
similarly efficient for both sexes despite earlier basic sensitivity differences.  
Similarly, our observations in the short-duration condition (250ms) did not agree 
with previous findings, estimating that successful categorization may be possible for 
durations as short as 30-100ms (Schyns & Oliva, 1997; Schyns & Oliva, 1994; Parker, 
Lishman, & Hughes, 1996). We point out here that these studies differed methodologically 
from this experiment in several important ways: firstly, studies that found recognition at 
extremely short stimulus durations presented selectively blurred images at full contrast. 
For images presented at near-threshold contrast, a longer processing time may be 
required. It is known that reaction time to grating stimuli increases with decreasing 
contrast (Plainis & Murray, 2000). Secondly, in some studies (Parker, Lishman & Hughes, 
1996), the recognition task was matching-based: participants viewed filtered images 
briefly, followed by full-spectrum images which were then judged to be the same or 
different than the filtered cue. In others (Oliva & Schyns, 1997) participants were primed 
with LSF, HSF or hybrid HSF/LSF stimuli briefly, and then selected a one of a pre-selected 
set of category names to which a following full-spectrum photograph belonged. In these 
types of tasks, categorization or recognition of the image is not necessary: it may be 
possible to retain a visual impression of a stimulus without recognition and match to a full-
spectrum image that likely produces that visual impression using a general contour/edge 
matching strategy. The same holds when using certain features or contours to categorize 
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images into pre-selected and limited categories. For example, a “city” scene may be 
correctly categorized not because a participant consciously recognized a city in the image, 
but because a straight edge or contour was detected, and is highly likely in a city, as 
opposed to a natural scene. 
In summary, this investigation found that temporal modulation at 6Hz improved 
categorization of a blurred image, but only for the more degraded level of blur used in this 
experiment (3cpd). For the images blurred with a cutoff of 4cpd or full-spectrum, flicker 
made no difference to the rate of correct categorization. A major implication of this finding 
concerns the nature of the channels that make up the CSF. Apart from bandwidth and peak 
locations of their spatial tuning curves, the properties of spatial frequency channels are 
considered comparable. One possibility is that harmonic analysis using dedicated channels 
is only appropriate for mid-high spatial frequencies, while LSFs are processed by an 
altogether different mechanism. Alternatively, the enhancement effect that is seen in this 
study only for low spatial frequencies may suggest that the channel account is sufficient to 
describe the entire CSF, but that temporal modulation affects the channels differently. This 
is consistent with evidence that the spatial frequency channels underlying the spatial CSF 
may have different temporal properties (Lehky, 1985). Channels tuned to low spatial 
frequencies are more sensitive to high temporal frequencies, and vice versa. This can be 
seen in the temporal CSF (Figure 10) and may suggest that at least two different temporal 
channels may make up the ST-CSF; low spatial frequencies have a band-pass shape, while 




Figure 10. Spatiotemporal contrast sensitivity function for N=52 normal observers (aged 
16-38 years). Temporal frequency on abscissa.   
 
An important point to make here is exactly why it may be beneficial for LSFs to be 
dominant for categorization purposes. The majority of causes of visual impairment 
selectively impair sensitivity to HSFs, especially those associated with age.  In general, 
contrast sensitivity declines with age. This decline begins earlier and is worse for higher 
spatial frequencies, with lower spatial frequencies less affected by age (Derefeldt, 
Lennerstrand, & Lundh, 1979; Owsley, Sekuler & Siemsen, 1983; Higgins, Jaffe, Caruso, & 
Demonasterio, 1988). Age-related macular degeneration (Peyrin, Ramanoel, Roux-Sibilon, 
Chokron & Hera, 2017), acuity loss (presbyopia)(Owsley, 2011), and pupillary miosis 
(Loewenfeld, 1979) also result in a selective sensitivity loss at HSFs. Although ocular 
factors are primarily responsible for age-related visual impairment, neural changes with 
72 
 
age also favor the retention of LSFs: using single-cell recordings of older monkeys’ early 
cortical cells (V1), researchers have found that these cortical neurons exhibited lower 
optimal spatial frequencies (Zhang, Wang, Wang, Liang, Ma & Leventhal, 2008). The visual 
system may have evolved to preferentially use the spatial components for recognition 
whose detection is less likely to be impaired with age. A consequence of this is that, despite 
aging, patients nevertheless retain basic image recognition ability to navigate the world.   
4.1 Limitations 
In trying to determine whether image statistics could determine the identification of 
the featured object, we correlated a variety of statistics calculated on the pixel intensities of 
each original image with its rate of being correctly identified. No one statistic stands out as 
being highly related to identification rate. This includes the spectral slope of the radial 
average of an image’s Fourier power spectrum--a single-value measure of an image’s 
spatial frequency content. Other image irregularities which were not controlled may have 
prevented this measure from being particularly useful in predicting identification rate. For 
example, the distribution of spatial components in an image is different when objects are 
presented at close proximity: the spectral profiles are denser and contain higher spatial 
frequencies. In the case of images depicting a scene farther away from the viewer, image 
statistics become biased: a horizon, for example, dominates the spectral signature of 
images as scene scale increases. It is conceivable that top-down sources of feedback may 
utilize different spatial frequencies flexibly depending on task-related demands, such as 
categorization of faces or scenes with a large depth range (Morrison & Schyns, 2001; 
Torralba & Oliva, 2003). Although our task might not have activated as specific detection 
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mechanisms as those for faces, we did not control for scene scale; some images were of 
closely-presented objects and others had a larger depth range.  
Another important consideration in this experiment is the possible interference in 
participant responses caused by an incorrect guess. Particularly relevant in the method of 
limits session, participants who are unsure about the identity of a stimulus may guess or 
select a label that they continue to use until they are more certain of the object’s identity. In 
the absence of this certainty, they may continue to use their first guess for any stimuli of 
which they are not immediately sure. Similarly, an initially-used label may influence their 
perception of the target stimulus.  For example, in this experiment, it was noted that “tree” 
was a frequent guess for undetected stimuli. This already-used label may have further 
interfered with a participant’s examination of the subsequent stimulus as truly novel.   
To parallel the psychophysical method used in our contrast sensitivity test, we 
presented each stimulus (within its spatio-temporal condition) at 4 levels of contrast and 
repeated three times. This was done to ensure consistency in response, to determine if a 
participant did indeed see the object in the image. However, predisposing the participant to 
the same stimulus three times may have established the fact that stimuli may repeat, thus 
constraining their future responses. We expected that the sheer number of distinct stimuli, 
and their variations, totaling 240 images per trial, would provide enough variety that 
participants could not keep track of and anticipate future stimuli based on previously-seen 
images.  
Regarding the potential effects of stimulus repetition and verbal interference effects, 
it is important to point out that the main hypothesis of this study focuses on the effect of 
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temporal modulaton on image categorization. Thus, any within-trial behaviors are 
expected to occur equally as frequently across every stimulus condition. This may result in 
generally elevated (the effect of repeated presentation of stimuli) or lowered (the 
persistence of incorrect “guesses” as with verbal interference) estimates of correct 
categorizations but does not confound the general comparison between the static and 
temporally-modulated conditions, where spatio-temporal condition is a between-subjects 
variable. Furthermore, our data set retained the exact sequence of presentation of each 
image for every participant, allowing us to isolate only the first presentation of a unique 
image for analysis. This analysis revealed the same general pattern of performance across 
the various spatio-temporal conditions: at 3cpd, recognition was better for the 6Hz 
temporally modulated images than for static presentation.  
Lastly, this investigation focuses primarily on the bottom-up spatial processing that 
feeds into higher-order decision-making about category membership of visual stimuli. It 
does not address possible feedback mechanisms or other top-down influences on object 
recognition. It has been widely documented that top-down mechanisms play an Important 
role in visual processing by activating higher-order information prior to or simultaneously 
with low-level information (see Fenske, Aminoff, Gronau & Bar, 2006 for a review). An 
ultimate assumption of this investigation is that, since early spatial analyzers that 
contribute to the CSF feed their signals to these higher-order visual areas, any limiting 
factors of the CSF have implications for the kind of information available upstream. Thus, 
the bottom-up signal is constrained first by the CSF before it is used further down in the 
processing sequence. Any effect of temporal modulation that may overemphasize the signal 
at these early stages may have ultimate consequences for categorization. 
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4.2 Future Directions 
Most obviously, due to a large participant demand, this experiment used only two 
levels of blur filter cutoff: 3 and 4cpd. The implications of these findings, however, may not 
be limited to these discrete spatial parameters. Further investigation is required to 
examine a wider range of spatial frequency cutoffs in order to assess whether 3cpd is 
unique or representative of a major division in the CSF distinguishing between channels 
with different temporal properties. The same can be suggested for temporal modulation; 
we assumed that 6 Hz was representative of the two temporal frequencies that result in 
enhancement of sensitivity at the LSFs in our grating CSF (4Hz and 8Hz), but an extension 
of this investigation to include additional temporal frequencies will allow us to better 
assess the generalizability of the STCSF to image identification in all parallel conditions. 
Additionally, due to constraints involving participant number, an average threshold 
blur level was measured (somewhere between 3cpd and 4cpd) to determine the cutoffs to 
be used in the blurred spatial conditions. These cutoffs were used for all images, regardless 
of which images were more difficult to see than others in the method of limits task. To 
refine this procedure, blur cutoffs unique to each image’s threshold could be determined.  
Because this investigation focused solely on the spatial components of an image that 
could potentially be enhanced by temporal modulation, the images were selectively filtered 
to retain low spatial frequency information. This is particularly relevant to enhancing 
images that are naturally degraded by weather or disease. However, enhancement of these 
components does not address whether high spatial frequency components may be similarly 
important and sufficient for categorization when they are detected. Albeit less naturally-
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occurring, parallel categorization experiment using several levels of contrast and only HSF-
retaining images could be useful to assess to what extent other types of degradation are 
sufficient for recognition.  
The hypotheses generated in this study may also be suitable to examine another 
type of image degradation: camouflage. Many effective camouflage strategies involve 
“disruptive coloration”, the introduction of high-contrast markings at an animal’s edges to 
disrupt its body outline and shape. Recently, a more effective type of disruptive coloration 
has been documented: disruptive markings throughout the surface and edges of a body, 
with low contrast markings on the edge and high-contrast inside markings (Stevens, 
Winney, Cantor & Graham, 2009). Using this profile, high contrast components of a 
camouflaged object are highlighted and serve to distract an observer from the body’s edges, 
which are attenuated with low-contrast markings. In both cases of camouflage, the general 
shape of the body is difficult to discern. If, as this investigation suggests, temporal 
modulation enhances the coarse features of an object that make identifiable its category 
membership, this kind of manipulation may improve detection of camouflaged objects 
whose LSF components have been intentionally diminished. 
Lastly, establishing a relationship between sensitivity to certain spatial frequency 
ranges and image recognition may potentially explain whether enhanced ability to 
recognize images seen in some populations, such as artists (Kozbelt, 2001), is due to early 
optical/neural factors or higher-order processing and/or training. This finding may 
highlight the importance of considering individual or group differences in CSF that confer 
an advantage for certain types of visual tasks. 
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Finally, subsequent research can adopt an applied focus: using a relatively simple 
and inexpensive manipulation easily programmed into goggles or a portable viewing 
device, the effect of temporal modulation can be assessed in difficult viewing conditions. 
This includes individuals with eye disease or for weather-related viewing degradations 
such as fog, smog, and heat scintillation. Temporal modulation may be able to overcome 
some decreases in either sensitivity or stimulus strength introduced by these factors, 
making possible a relatively simple applied intervention and speaking to the selective 
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