The problem of global robust stability of neural networks with time delays and uncertainties is investigated. The uncertainties are assumed to be norm-bounded. The problem is discussed based on the Lyapunov method and linear matrix inequality (LMI) techniques. A novel criterion is given to ascertain the robust stability of the system. The criterion is expressed in terms of LMIs. It is computationally efficient, since the LMIs can be easily solvable by various convex optimization algorithms.
Introduction
In the past decades, various aspects of different neural networks such as Hopfield neural networks, cellular neural networks, Lotka-Volterra neural networks, and bidirectional associative memory neural networks have received a great deal of interest due to their extensive applications in the fields of signal processing, pattern recognition, fixed-point computation, optimization and associative memories, and so on (see [1] [2] [3] [4] [5] and the references cited therein).
On the other hand, time delay is likely to be present due to the finite switching speed of amplifiers and occurs in signal transmission among the cells in the electronic implementation of neural networks. Its existence is frequently a source of oscillation and instability. Thus, the stability analysis of delayed neural networks (DNN) have been studied by many researchers in recent years [3] [4] [5] . In practice, the weight coefficients of the neurons depend on certain resistance and capacitance values which are subject to uncertainties. For this reason, it is important to ensure that system be stable with respect to these uncertainties. Several results related on robust stability have been reported in the literature [6] [7] [8] [9] [10] .
In this paper, we deal with the problem of robust stability analysis for DNN in which the values of the parameters are not exactly known but bounded in magnitude. Based on the Lyapunov theory and LMI technique, a novel robust stability criterion is given in terms of two LMIs. The advantage of the proposed approach is that resulting stability criterion can be performed efficiently via existing convex optimization algorithms for solving the LMIs [11] .
Preliminaries
Throughout the paper, R n denotes the n dimensional Euclidean space, and R n×m is the set of all n × m real matrices. I denotes the identity matrix with appropriate dimensions. · denotes the Euclidean norm of given vector. denotes the elements below the main diagonal of a symmetric block matrix. diag{· · ·} denotes the block diagonal matrix. For symmetric matrices X and Y , the notation X > Y (respectively, X ≥ Y ) means that the matrix X − Y is positive definite, (respectively, nonnegative).
The following facts and lemmas will be used for deriving main result.
Fact 2. For any positive scalar and vectors x and y, the following inequality holds:
For a given scalar δ, where 0 < δ < 1, if a positive definite symmetric matrix M exists, such that
holds, then the operator D(x t ) is stable.
n such that the integrations concerned are well defined, then
Main results
Consider the following delayed cellular neural network:
where
T is a constant input vector, h > 0 is any time delay, and ΔA(t), ΔW (t) and ΔW 1 (t) are parametric uncertainties. The time-varying uncertainties are assumed of the form: (4) where H i and E i (i = 0, 1, 2) are known constant matrices of appropriate dimensions, and F 0 (t), F (t) and F 2 (t) are unknown time-varying matrices with Lebesgue measurable elements bounded by
Since f i , i = 1, 2, · · · , n are bounded, by using the well-known Brouwer's fixed point theorem, one can easily prove that there exists at least one equilibrium point for Eq. (3) [6] .
Assume
T is an equilibrium point of the Eq. (3), then the transformation x i = y i − y * i transforms (3) into the following system:
with g j (0). As in many applications, one can assume that each activation function g(x) satisfies the following sector condition:
where k ∈ R + . Now, to derive less conservative stability criteria for the system (5), define a new mathematical operator
and G is a weighting matrix of appropriate dimension to be determined later.
From the definition of D(x t ), the transformed system iṡ
Now we will present a new result for robust stability of Eq. (3). 
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Proof. For P > 0, Q > 0, S > 0 and a positive scalar d i , consider the positive definite Lyapunov functional
The time derivative of V along the trajectory of Eq. (5) and (8) iṡ
Gx(s)ds . Here note that
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where Lemma 2 is used in second inequality. Using Eqs. (13) and (14), then we have the following inequality:
If the matrix M is negative definite,V < 0. Here, let us define Y as Y = P G. Then, applying Fact 2 to the terms containing uncertain factor in M gives that
where i , i = 1, 2, · · · , 6 is the positive scalars. Using the relationship (16), we have a new upper bound ofV aṡ
By Fact 1, the inequality N < 0 is equivalent to the LMI (9) . Also, the inequality (10) is equivalent to
If the above inequality holds, then we can prove that a positive scalar δ which is less than one exists such that
according to matrix theory. Therefore, from Lemma 1, if the inequality (10) holds, then operator D(x t ) is stable. According to the Theorem 9.8.1 in [15] , we conclude that if LMIs (9)- (10) hold, then, the equilibrium point of system (3) is asymptotically stable. This completes our proof.
Remark 1:
The criterion given in Theorem 1 is dependent on the time delay h. It is well known that the delay-dependent criteria are less conservative than delay-independent criteria when the delay is small. By iteratively solving the matrix inequalities given in Theorem 1 with respect to h, one can find the maximum allowable upper boundh of time delay h for guaranteeing robust stability of system (3). The solutions of Theorem 1 can be obtained by solving the eigenvalue problem with respect to solution variables, which is a convex optimization problem [11] . In this paper, we utilize Matlab's LMI Control Toolbox [12] which implements interior-point algorithm. This algorithm is significantly faster than classical convex optimization algorithms [11] .
Remark 2: From the solutions P and Y of the problem given in Theorem 1, the matrix G in Eq. (7) is obtained from the relation G = P −1 Y . In the work of Singh [8] , robust stability of DNN with A = I and ΔA(t) = 0 has been studied. Thus it is a special case of our work.
Numerical examples
Example 1: In this example, we compare the existing delay-dependent criteria [3, 7] with ours. Consider a nominal DNN (3) (ΔA(t) = ΔW (t) = ΔW 1 (t) = 0) studied in [3, 7] The existing delay-dependent criteria provide the maximum allowable bound h guaranteeing the stability of the system ash = 0.3638 [7] andh = 0.45 [3] , respectively. On the other hand, for the given g i (x), let us take the parameter k as k = 1.01. By iteratively applying our criterion given in Theorem 1, it is easy to verify that we have the maximum allowable bound,h = ∞. It means that for this example our criteria show that the system is actually delay-independent stable, which is not possible to know from the existing delay-dependent criteria [3, 7] . Example 3: Consider the following uncertain DNN: First, let's apply the stability criteria given by Singh [8] , Zhang et al. [9] , and Rong [10] to system (20). Then, one can see that all the criteria are not satisfied.
Next, let's apply our result, Theorem 1, to the system (20). Then, it can be easily verified that the LMIs given in Theorem 1 are feasible for any time delay h > 0.
Concluding remarks
A novel criterion for the global robust stability of uncertain DNN has been presented by the Lyapunov theory and linear matrix inequality framework. The criterion is delay-dependent and expressed by two LMIs. To show the effectiveness of the proposed criterion, three numerical examples are given. The criterion turns out to be an improvement over the criteria in the literature.
