From support $\tau$-tilting posets to algebras by Kase, Ryoichi
ar
X
iv
:1
70
9.
05
04
9v
2 
 [m
ath
.R
T]
  2
0 S
ep
 20
17
FROM SUPPORT τ-TILTING POSETS TO ALGEBRAS
RYOICHI KASE
Abstract. The aim of this paper is to study a poset isomorphism between two support
τ -tilting posets. We take several algebraic information from combinatorial properties of
support τ -tilting posets. As an application, we treat a certain class of basic algebras which
contains preprojective algebras of type A, Nakayama algebras, and generalized Brauer tree
algebras. We provide a necessary condition for that an algebra Λ share the same support
τ -tilting poset with a given algebra Γ in this class. Furthermore, we see that this necessary
condition is also a sufficient condition if Γ is either a preprojective algebra of type A, a
Nakayama algebra, or a generalized Brauer tree algebra.
1. Introduction
Adachi-Iyama-Reiten introduced the notion of support τ -tilting modules as a generaliza-
tion of tilting modules [3]. They give a mutation of support τ -tilting modules and com-
plemented that of tilting modules. i.e., the support τ -tilting mutation has following nice
properties:
• Support τ -tilting mutation is always possible.
• There is a partial order on the set of (isomorphism classes of) basic support τ -tilting
modules such that its Hasse quiver realizes the support τ -tilting mutation. (An
analogue of Happel-Unger’s result [12] for tilting modules.)
Moreover, they showed deep connections between τ -tilting theory, silting theory, torsion
theory and cluster tilting theory. Further developments of these connections was given
in [6, 19]. Theory of (τ -)tilting mutation also gives us interesting connections between
representation theory of finite dimensional algebras and combinatorics, for example [14, 20,
21].
Notation. Throughout this paper, let Λ = KQ/I be a basic finite dimensional algebra over
an algebraically closed field K, where Q is a finite quiver and I an admissible ideal of KQ.
We denote by Q0 the set of vertices of Q and Q1 the set of arrows of Q. We set Q
◦ the
quiver obtained from Q by deleting all loops.
1. For arrows α : a0 → a1 and β : b0 → b1 of Q, we mean by αβ the path a0
α
−→ a1
β
−→ b1 if
a1 = b0, otherwise 0 in KQ.
2. We denote by modΛ (proj Λ) the category of finitely generated (projective) right Λ-
modules.
3. By a module, we always mean a finitely generated right module.
Key words and phrases. representation of quivers, support τ -tilting module, support τ -tilting poset, silting
complex.
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4. The Auslander-Reiten translation is denoted by τ . (Refer to [7, 8] for definition and
properties.)
5. Let P = (P,≤) be a poset. We denote by H(P) the Hasse quiver of P and set [a, b] :=
{x ∈ P | a ≤ x ≤ b} for a, b ∈ P. We denote by dp(a) the set of direct predecessors of a in
H(P) and by ds(a) the set of direct successors of a in H(P). We say that P is n-regular
provided #dp(a) + #ds(a) = n holds for each element a ∈ P. Let P′ be a subset of P
and ≤′ the partial order on P′ given by ≤. Then we call P′ = (P′,≤′) a full subposet.
Throughout this paper every subposets are full. We call a full subposet P′ a strongly
full subposet if the inclusion P′ ⊂ P induces a quiver inclusion from H(P′) to H(P). By
definition if P′ is a strongly full subposet of P, then H(P′) is a full subquiver of H(P).
Aim of this paper. In [13], Happel and Unger showed the following fascinating result.
Theorem 1.1 ([13, Theorem 6.4]). We can reconstruct a quiver Q up to multiple arrows
from the tilting poset of KQ.
This theorem states that the tilting poset of a hereditary algebra Λ contains lots of infor-
mation for Λ. Therefore, it is interesting to extent Happel-Unger’s reconstruction theorem
to arbitrary finite dimensional algebras, i.e., we consider the following question.
Question. To what extent can we reconstruct an algebra from their support τ -tilting poset?
For a τ -tilting finite algebra Λ, it was shown in [14] that there are bijections between
isomorphism classes of indecomposable τ -rigid modules of Λ, join-irreducible elements in
sτ -tiltΛ and meet-irreducible elements in sτ -tiltΛ. We summarize these bijections and realize
a basic τ -rigid pair of Λ as a full subquiver of sτ -tiltΛ in two ways. By using these realizations,
we show the following result.
Main Theorem 1. Let ρ be a poset isomorphism sτ -tiltΛ
∼
→ sτ -tiltΓ.
• ρ preserves supports of basic support τ -tilting modules. In particular, ρ sends basic
τ -tilting modules of Λ to basic τ -tilting modules of Γ.
• If sτ -tiltΛ is a lattice, then ρ induces a natural bijection between isomorphism classes
of basic τ -rigid pair of Λ and that of Γ.
We note that above result is a generalization of [17, Theorem 1.1]. In fact, if Λ is hereditary,
then (support) τ -tilting modules are (support) tilting modules.
It is well-known that each basic finite dimensional algebra is given by (a unique) quiver
and relations (admissible ideal).
Main Theorem 2. The support τ -tilting poset of Λ determines the quiver of Λ up to multiple
arrows and loops. Furthermore, if Λ = KQ/I is a τ -tilting finite algebra, then Q has no
multiple arrows and the group of poset automorphisms of support τ -tilting poset of Λ is
realized as a subgroup of the group of quiver automorphisms of Q \ {loops}.
By using this result, we can recover Happel-Unger’s reconstruction theorem.
Let Λ and Γ be two basic finite dimensional algebras. If the posets of support τ -tilting
modules of Λ and that of Γ are isomorphic, then we denote Λ
τ -tilt
∼ Γ and set
T (Γ) := {Λ | Λ
τ -tilt
∼ Γ}.
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In [11], Eisele, Janssens and Raedschelders give us a sufficient condition for that two finite
dimensional algebras share the same support τ -tilting poset. By this result, we can see that
there are infinitely many (non-isomorphic) basic finite dimensional algebras in T (Γ) for any
Γ. Therefore, it seems difficult to characterize algebras which are in T (Γ) for a given algebra
Γ. Successful examples are tree quiver algebras and the preprojective algebras of type A.
Theorem 1.2 ([5, 18]). Assume that Γ = KQ′/I is either a tree quiver algebra or a prepro-
jective algebra of type A. Then Λ ∈ T (Γ) if and only if Λ satisfies the following conditions.
(a) There is a quiver isomorphism σ : Q\{loops} → Q′ satisfying Supp eσ(i)Γ = σ(Supp eiΛ)
for any i ∈ Q0.
(b) Each arrow α : i→ j (i 6= j) satisfies αΛej = eiΛej = eiΛα.
To generalize above result, we consider a poset isomorphism between two support τ -tilting
posets and introduce a class Θ of basic algebras containing tree quiver algebras, preprojective
algebras of type A, Nakayama algebras and generalized Brauer tree algebras etc.
Main Theorem 3. For a given algebra Γ ∈ Θ, we get a necessary condition for that an
algebra Λ is in T (Γ). Furthermore, this necessary condition is also a sufficient condition if
T (Γ) contains either a tree quiver algebra, a preprojective algebra of type A, a Nakayama
algebra or a generalized Brauer tree algebra.
As an application, we can recover the following statements.
• [1, Theorem 3.11] Let Λ be a Nakayama algebra. Assume that ℓℓ(Pi) ≥ n holds for
each i ∈ Q0. Then we have a poset isomorphism
sτ -tiltΛ ≃ sτ -tiltKC/Rn,
where C is a cyclic quiver with C0 := {1, . . . , n} and R = Rn := radKC.
• [2, Proposition 4.7] Let Λ be a generalized Brauer tree algebra. Then sτ -tiltΛ does
not depend on the multiplicity of the corresponding generalized Brauer tree.
2. Fundamentals of support τ-tilting posets
In this section, we recall the definitions and their basic properties of support τ -tilting
posets. For a module M , we denote by |M | the number of non-isomorphic indecomposable
direct summands of M and by Supp(M) := {i ∈ Q0 | Mei 6= 0} the support of M , where ei
is a primitive idempotent corresponding to a vertex i ∈ Q0. We put eM :=
∑
i∈Supp(M) ei.
A module M ∈ modΛ is said to be τ-rigid if it satisfies HomΛ(M, τM) = 0. If τ -rigid
module T satisfies |T | = #Supp(T ) (resp. |T | = n), then we call T a support τ-tilting
module (resp. τ-tilting module). We denote by sτ -tiltΛ (resp. τ -tiltΛ, τ -rigidΛ) the set
of (isomorphism classes of) basic support τ -tilting modules (resp. τ -tilting modules, τ -rigid
modules) of Λ.
We call a pair (M,P ) ∈ modΛ × proj Λ a τ-rigid pair (resp. τ-tilting pair) if M is
τ -rigid (resp. support τ -tilting) and addP ⊂ add(1− eM)Λ (resp. addP = add(1− eM)Λ).
Let (M,P ) be a τ -rigid pair. We say that (M,P ) is basic if so are M and P . A direct
summand (N,R) of (M,P ) is a pair of a module N and a projective module R which are
direct summands of M and P , respectively. From now on, we put
M ⊕ P− := (M,P ) and |M ⊕ P−| := |M |+ |P |.
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Remark 2.1. If M is τ -rigid, then we have |M | ≤ #Supp(M) (see [3, Proposition 1.3]). In
particular, a τ -rigid pair M ⊕ P− is τ -tilting if and only if |M ⊕ P−| = |Λ|.
We denote by τ -rigidpΛ the set of (isomorphism classes of) basic τ -rigid pairs of Λ.
2.1. Basic properties. In this subsection, we collect important properties of support τ -
tilting modules. The following proposition gives us a connection between τ -rigid modules of
Λ and that of a factor algebra of Λ.
Proposition 2.2 ([3, Lemma 2.1]). Let J be a two-sided ideal of Λ. Let M and N be (Λ/J)-
modules. If HomΛ(M, τN) = 0, then HomΛ/J(M, τΛ/JN) = 0. Moreover, if J = (e) is an
two-sided ideal generated by an idempotent e, then the converse holds.
Denote by FacM the category of factor modules of finite direct sums of copies ofM . Then
the notion of support τ -tilting posets is given by the following result.
Definition-Theorem 2.3 ([3, Lemma 2.25]). For support τ -tilting modules M and M ′, we
write M ≥M ′ if FacM ⊇ FacM ′. Then the following are equivalent.
(1) M ≥M ′.
(2) HomΛ(M
′, τM) = 0 and Supp(M) ⊇ Supp(M ′).
Moreover, ≥ gives a partial order on sτ -tiltΛ.
Next we consider a relationship between the support τ -tilting poset of Λ and that of Λop.
Proposition 2.4 ([3, Theorem 2.14, Proposition 2.27]). Let M ⊕ P− = Mnp ⊕Mpr ⊕ P
−
be a τ -tilting pair with Mpr being a maximal projective direct summand of M . We put
(M ⊕ P−)† := TrMnp ⊕ P
∗ ⊕ (M∗pr)
−, where (−)∗ = HomΛ(−,Λ) : proj Λ→ proj Λ
op. Then
(M ⊕ P−)† is a τ -tilting pair. Moreover, (−)† gives a poset anti-isomorphism from sτ -tiltΛ
to sτ -tiltΛop.
A τ -rigid pair X is said to be almost complete τ-tilting provided it satisfies |X| =
|Λ| − 1. Then the mutation of support τ -tilting modules is formulated by the following
theorem.
Theorem 2.5. (1) [3, Theorem 2.18] Let X be a basic almost complete τ -tilting pair. Then
there are exactly two basic support τ -tilting modules T and T ′ such that X is a direct
summand of T ⊕ (1− eT )Λ
− and T ′ ⊕ (1− eT ′)Λ
−.
(2) [3, Corollary 2.34] Let T and T ′ be basic support τ -tilting modules. Then T and T ′ are
connected by an arrow of H(sτ -tiltΛ) if and only if T ⊕ (1− eT )Λ
− and T ′⊕ (1− eT ′)Λ
−
have a common basic almost complete τ -tilting pair as a direct summand. In particular,
sτ -tiltΛ is |Λ|-regular.
(3) [3, Theorem 2.35] Let T, T ′ ∈ sτ -tiltΛ. If T < T ′, then there is a direct predecessor U of
T (resp. a direct successor U ′ of T ′) such that U ≤ T ′ (resp. T ≤ U ′).
(4) [3, Corollary 2.38] IfH(sτ -tiltΛ) has a finite connected component C, then C = H(sτ -tiltΛ).
For a basic τ -rigid pair N ⊕ R−, we define
sτ -tiltN⊕R− Λ := {T ∈ sτ -tiltΛ | N ∈ addT, HomΛ(R, T ) = 0},
equivalently, which consists of all support τ -tilting modules T such that T ⊕ (1− eT )Λ
− has
N ⊕R− as a direct summand. For simplicity, we omit 0 if N = 0 or R = 0.
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Definition-Theorem 2.6 ([3, Theorem 2.10]). Let X be a τ -rigid pair. Then there is the
maximum element of sτ -tiltX Λ. We call this maximum element the Bongartz completion
of X .
Given an idempotent e = ei1 + · · · + eiℓ of Λ so that R = eΛ, we see that M be-
longs to sτ -tiltR− Λ if and only if it is a basic support τ -tilting module with Supp(M) ⊂
Q0 \ {i1, . . . , iℓ} (or equivalently, M is a Λ/(e)-module). Hence, Proposition 2.2 leads to an
equality sτ -tiltR− Λ = sτ -tiltΛ/(e). More generally, we have the following reduction theorem.
Theorem 2.7 ([16]). Let X = N ⊕ R− be a basic τ -rigid pair and let T be the Bongartz
completion of X. If we set Γ = ΓX := EndΛ(T )/(e), then we have |Γ| = |Λ| − |X| and
sτ -tiltX Λ ≃ sτ -tiltΓ,
where e is the idempotent corresponding to the projective EndΛ(T )-module HomΛ(T,N).
Theorem 2.7 implies that for an idempotent e ∈ Λ, we have a poset isomorphism
sτ -tilteΛΛ ≃ sτ -tiltΛ/(e).
In fact, the Bongarts completion of eΛ is Λ and ΓeΛ ∼= Λ/(e).
2.2. τ-tilting finite algebras. An algebra Λ is said to be τ-tilting finite if one of the
following equivalent conditions holds:
• # sτ -tiltΛ <∞.
• # τ -tiltΛ <∞.
• # τ -rigidΛ <∞.
In [10], τ -tilting finite algebras are characterized via the torsion theory. A full subcategory
T of modΛ which is closed under factor modules and extensions is called a torsion class in
modΛ. T is said to be functorally finite if for anyM ∈ modΛ, there are f ∈ HomΛ(X,M)
and g ∈ HomΛ(M,Y ) with X, Y ∈ T such that HomΛ(N, f) : HomΛ(N,X)→ HomΛ(N,M)
and HomΛ(g,N) : HomΛ(Y,N)→ HomΛ(M,N) are surjective for all N ∈ T .
Proposition 2.8 ([9, Proposition 4.6]). An additive subcategory T of modΛ is functorially
finite if and only if there exists M ∈ modΛ such that T = FacM
Theorem 2.9 ([10, Theorem 3.8]). Λ is a τ -tilting finite algebra if and only if every torsion
classes in modΛ are functorially finite.
The following lemma is a direct consequence of Proposition 2.8 and Theorem 2.9.
Lemma 2.10. Let Λ = KQ/I be a τ -tilting finite algebra and Γ a factor algebra of Λ. Then
Γ is also τ -tilting finite. In particular, there are no multiple arrows in Q \ {loops}.
Proof. Let T be a torsion class in modΓ and T̂ := {X ∈ modΛ | X ⊗Λ Γ ∈ T }. It is easy
to check that T̂ is a torsion class in modΛ. Since Λ is τ -tilting finite, T̂ is functorially finite
by Theorem 2.9. Then Proposition 2.8 says that there exists M ∈ T̂ such that FacM = T̂ .
This implies Fac(M ⊗Λ Γ) = T . In fact, for any X ∈ T ⊂ T̂ , we have an exact sequence
FacM ∋ N → X → 0.
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Thus we have an exact sequence
Fac(M ⊗Λ Γ) ∋ N ⊗Λ Γ→ X ⊗Λ Γ(= X)→ 0.
Hence the assertion follows from Proposition 2.8. 
2.3. Lattice structure. Let P be a poset and x, y ∈ P. If {z ∈ P | z ≥ x, y} (resp.
{z ∈ P | z ≤ x, y}) admits a minimum element (resp. a maximum element), then we denote
it by x∨ y (resp. x ∧ y) and call the join (resp. the meet) of x, y. P is said to be a lattice
if for any x, y ∈ P, there are both the join and the meet of x, y.
The following result is useful to study finite support τ -tilting posets and we use it every-
where in this paper.
Theorem 2.11 ([15, Theorem 1.2]). Support τ -tilting posets of τ -tilting finite algebras have
a lattice structure.
2.4. A connection between two-term silting complexes. We denote by Kb(proj Λ)
the bounded homotopy category of proj Λ. A complex T = [· · · → T i → T i+1 → · · · ] in
Kb(proj Λ) is said to be two-term provided T i = 0 unless i = 0,−1. We recall the definition
of silting complexes.
Definition 2.12. Let T be a complex in Kb(proj Λ).
(1) We say that T is presilting if HomKb(proj Λ)(T, T [i]) = 0 for any positive integer i.
(2) A silting complex is defined to be presilting and generate Kb(proj Λ) by taking
direct summands, mapping cones and shifts.
We denote by 2siltΛ (resp. 2psiltΛ) the set of isomorphism classes of basic two-term silting
(resp. basic two-term presilting) complexes in Kb(proj Λ).
The set 2siltΛ also has poset structure as follows.
Definition-Theorem 2.13 ([4, Theorem 2.11]). For two-term silting complexes T and T ′
of Kb(proj Λ), we write T ≥ T ′ if HomKb(proj Λ)(T, T
′[1]) = 0. Then the relation ≥ gives a
partial order on 2siltΛ.
The following result connects silting theory with τ -tilting theory.
Theorem 2.14 ([3, Corollary 3.9]). We consider an assignment
(−1th) (0th)
S : (M,P ) 7→ [ P1 ⊕ P
(pM ,0)
−→ P0 ]
where pM : P1 → P0 is a minimal projective presentation of M .
(1) [3, Lemma 3.4] For modules M,N , the following are equivalent:
(a) HomΛ(M, τN) = 0.
(b) HomKb(proj Λ)(S(N),S(M)[1]) = 0.
(2) [3, Lemma 3.5] For any projective module P and any module M , the following are equiv-
alent:
(a) HomΛ(P,M) = 0.
(b) HomKb(proj Λ)(S(0, P ),S(M)[1]) = 0.
Moreover, the assignment S gives rise to a poset isomorphism sτ -tiltΛ
∼
−→ 2siltΛ
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Lemma 2.15 ([4, Lemma 2.25]). Let M be a τ -rigid module and P1
d
→ P0 → M → 0 a
minimal projective presentation of M . Then addP1 ∩ addP0 = {0}. In particular, for a
two-term silting complex [P1
d
→ P0], we may assume that addP1 ∩ addP0 = {0}.
We will close this section by recalling the definition and an important property of g-vectors
of complexes of Kb(proj Λ).
LetK0(proj Λ) be the Grothendieck group of proj Λ and [P ] denote the element inK0(proj Λ)
corresponding to a projective module P . As is well-known, the set {[eiΛ] | i ∈ Q0} forms a
basis of K0(proj Λ).
Definition 2.16. Let X = [P ′ → P ] be a two-term complex of Kb(proj Λ) and write
[P ] − [P ′] =
∑
i∈Q0
gXi [eiΛ] in K0(proj Λ) for some g
X
i ∈ Z. Then we call the vector g
X :=
(gXi )i∈Q0 ∈ Z
Q0 the g-vector of X .
Theorem 2.17. [3, Theorem 5.5] The map T 7→ gT gives an injection from the set of
isomorphism classes of two-term presilting complexes to K0(proj Λ).
3. Remarks on poset isomorphism between two support τ-tilting posets
In this section, we give some general results on poset isomorphism between two support
τ -tilting posets. We assume that |Λ| = n and Q0 = {1, 2, . . . , n}.
We first consider the direct predecessors of 0 and the direct successors of Λ. We let
Xi = X
Λ
i := eiΛ/eiΛ(1− ei)Λ ≃ Λ/(1− ei).
Then Xi is in sτ -tiltΛ with Supp(Xi) = {i}. Hence we have
dp(0) = {Xi | i ∈ Q0}.
Since Λ = P1 ⊕ P2 ⊕ · · · ⊕ Pn ∈ sτ -tiltΛ, there exists a unique direct successor of Λ in
H(sτ -tiltΛ) which does not contain Pi as a direct summand, for each i ∈ Q0. We denote it
by Zi ∈ sτ -tiltΛ. Thus we have
ds(Λ) = {Zi | i ∈ Q0}.
0
X1 · · · Xn
❄
❄❄
❄❄
⑧⑧
⑧⑧
⑧
Λ
Z1 · · · Zn
⑧⑧
⑧⑧
⑧
❄
❄❄
❄❄
Figure 1. Neighbors of 0 and Λ
3.1. τ-rigid pairs in the support τ-tilting poset. Let U+ℓ (resp. U
−
ℓ ) be the set of all
connected fullsubquivers of H(sτ -tiltΛ) having ℓ + 1 vertices with ℓ sources (resp. sinks).
We set
U+ = U+Λ :=
⊔
ℓ
U+ℓ and U
− = U−Λ :=
⊔
ℓ
U−ℓ .
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Let u ∈ U+ℓ , T = T0 the unique sink of u and T1, . . . , Tℓ are sources of u. We denote by
T˜i := Ti ⊕ U
−
i the corresponding τ -tilting pair of Ti. Then there exists a unique basic τ -
rigid pair Xu such that addXu =
⋂
add T˜i. It is easy to check that |Xu| = |Λ| − ℓ. Then
we denote this assignment (u 7→ Xu) by κ
+ = κ+Λ : U
+ → τ -rigidpΛ. Similarly, we define
κ− = κ−Λ : U
− → τ -rigidpΛ.
Conversely, let X ∈ τ -rigidpΛ with |X| = |Λ| − ℓ. By Jasso’s reduction theorem (The-
orem 2.7), there are the minimum element min(X) and the maximum element max(X) of
sτ -tiltX Λ. We note that min(X) (resp. max(X)) has ℓ direct predecessors (resp. suc-
cessors) in sτ -tiltX Λ. Let T1, . . . , Tℓ (resp. T
′
1, . . . , T
′
ℓ) be direct predecessors of min(X)
(resp. direct successors of max(X)) in sτ -tiltX Λ. Then we define υ
+ : τ -rigidpΛ → U+ and
υ− : τ -rigidpΛ→ U− as follows:
υ+(X) = υ+Λ (X) := the full subquiver of H(sτ -tiltΛ) consists of min(X) and T1, . . . , Tℓ,
υ−(X) = υ−Λ (X) := the full subquiver of H(sτ -tiltΛ) consists of max(X) and T
′
1, . . . , T
′
ℓ .
Similarly, we define υ− = υ−Λ : τ -rigidpΛ→ U
−.
υ+(X) =
min(X)
T1 · · · Tℓ
❄
❄❄
❄
⑧⑧
⑧⑧ υ−(X) =
max(X)
T ′1 · · · T
′
ℓ
⑧⑧
⑧⑧
❄
❄❄
❄
By constructions, one sees that
υ± ◦ κ± = idU± and κ
± ◦ υ± = idτ -rigidpΛ (double-sign corresponds).
τ -rigidpΛ
U−
U+
sτ -tiltΛ
sτ -tiltΛ
υ−
OO
κ−

υ+

κ+
OO
source
''❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖
sink
77♦♦♦♦♦♦♦♦♦♦♦♦♦
max
77♦♦♦♦♦♦♦♦♦♦♦♦
min ''❖❖
❖❖❖
❖❖
❖❖❖
❖❖
Remark 3.1. IfX is indecomposable, thenmin(X) has a unique direct successor andmax(X)
has a unique direct predecessor. Hence min(X) is a join-irreducible element and max(X) is
a meet-irreducible element. For more details, please refer to [14].
The following lemma is useful in this section.
Lemma 3.2. (1) If T ≤ Zi for any i ∈ Q0, then T = 0.
(2) If T ≥ Xi for any i ∈ Q0, then T = Λ.
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Proof. We show the assertion (1). We claim that
Zi ∈ Fac⊕k 6=iPk.
If Zi = ⊕k 6=iPk, then we have nothing to show. Thus we may assume that there exists a
non projective indecomposable direct summand Mi of Zi. We consider a minimal projective
presentation
Q(i) → P (i) → Mi → 0
ofMi. SinceMi⊕Pk is τ -rigid for any k 6= i, Lemma 2.15 implies that addP
(i)∩addQ(i) = {0}
and Pk 6∈ addQ
(i) for any k 6= i. Note thatMi is not projective. Thus we obtain Pi ∈ addQ
(i)
and Zi ∈ Fac⊕k 6=iPk.
We assume that T ≤ Zi for any i ∈ Q0. Then we have
Fac T ⊂ ∩i∈Q0 FacZi ⊂ ∩i∈Q0 Fac⊕k 6=iPk = {0}.
Hence T = 0. The assertion (2) follows from (1) and Proposition 2.4. 
Proposition 3.3. Let T ∈ sτ -tiltΛ and V ⊂ Q0. We put eV =
∑
i 6∈V ei.
(1) T = Λ/(eV ) = max(eVΛ
−) if and only if the following conditions hold.
(i) T ≥ Xi for any i ∈ V .
(ii) The number of direct successors of T is equal to that of V .
(iii) If Y ≤ T ′ holds for any T ′ ∈ ds(T ), then Y = 0.
(2) T = min(eVΛ) if and only if the following hold.
(i) T ≤ Zi for any i ∈ V .
(ii) The number of direct predecessors of T is equal to that of V .
(iii) If Y ≥ T ′ holds for any T ′ ∈ dp(T ), then Y = Λ.
Proof. We show the assertion (1). Assume that T = T0 satisfies the conditions (i), (ii) and
(iii). We denote by ℓ the number of vertices in V and T1, . . . , Tℓ the direct successors of T .
Then we denote by uV the full subquiver of H(sτ -tiltΛ) consists of T0, T1, . . . , Tℓ and put
κ−(uV ) := M ⊕ P
−.
U− ∋ υV =
T0
T1 · · · Tℓ
⑧⑧
⑧⑧
⑧
❄
❄❄
❄❄
Now let Y := min(M ⊕P−). Since Tk ∈ sτ -tiltM⊕P− Λ, we have that Y ≤ Tk for any k. By
(iii), we obtain that Y = 0. In particular, we have M = 0 and P = eV ′Λ for some V
′ ⊂ Q0.
Then T ∈ sτ -tiltP− Λ and (i) imply that V ⊂ Supp(T ) ⊂ V
′. Hence V = V ′ = Supp(T )
follows from the following equations.
#V = ℓ = n− (n− ℓ) = n− |P | = n− (n−#V ′) = #V ′.
Since T = max(P−), we have T = Λ/(eV ).
Next we assume that T = Λ/(eV ) = max(eVΛ
−). Since sτ -tilteV Λ− Λ = {T
′ ∈ sτ -tiltΛ |
T ′ ≤ T}, (i), (ii) and (iii) follow from Theorem 2.7 and Lemma 3.2.
We remark that poset anti-isomorphism (−)† : sτ -tiltΛ → sτ -tiltΛop in Proposition 2.4
sends sτ -tilteV ΛΛ to sτ -tilt(eV Λop)− Λ
op. Also we have (Zi)
† = XΛ
op
i and Λ
† = 0. Hence the
assertion (2) follows from (1). 
Now we state main result of this subsection.
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Corollary 3.4. Let Λ = KQ/I and Γ = KQ′/I ′. Assume that there is a poset isomorphism
ρ : sτ -tiltΛ
∼
→ sτ -tiltΓ and define σ : Q0 → Q
′
0 by ρ(X
Λ
i ) = X
Γ
σ(i).
(1) Let V ⊂ Q0, V
′ = σ(V ), e =
∑
i∈V ei ∈ Λ and e
′ =
∑
i′∈V ′ ei′ ∈ Γ. Then ρ induces poset
isomorphisms
sτ -tilteΛ− Λ ≃ sτ -tilte′Γ− Γ and sτ -tilteΛΛ ≃ sτ -tilte′Γ Γ.
(2) We have
Supp(ρ(T )) = σ(Supp(T )).
In particular, ρ induces a poset isomorphism
ρ|τ -tiltΛ : τ -tiltΛ
∼
→ τ -tiltΓ.
(3) If sτ -tiltΛ is a lattice, then we have
source ◦υ− ◦ κ+(u+) = max ◦κ+(u+) =
∨
u+
sink ◦υ+ ◦ κ−(u−) = min ◦κ−(u−) =
∧
u−
for any u+ ∈ U+ and u− ∈ U−.
(4) Define bijections ρ˜± : τ -rigidpΛ→ τ -rigidpΓ by
ρ˜± := κ±Γ ◦ ρ ◦ υ
±
Λ (double-sign corresponds).
If sτ -tiltΛ is a lattice, then we have ρ˜+ = ρ˜−(=: ρ˜). Moreover, for each basic τ -rigid
pair X of Λ, ρ induces a poset isomorphism
ρ |sτ -tiltX Λ: sτ -tiltX Λ
∼
→ sτ -tiltρ˜(X) Γ.
Proof. The assertions (1) follows from Proposition 3.3 and the assertion (2) is a direct con-
sequence of the assertion (1).
We prove (3). By definition, max(κ+(u+)) ≥ T for any T ∈ u+. Hence, we have
max ◦κ+(u+) ≥
∨
u+.
This implies that
∨
u+ is in
[sink u+,max(κ+(u+))] = [min(κ+(u+)),max(κ+(u+))] = sτ -tiltκ+(u+) Λ.
Therefore, max ◦κ+(u+) =
∨
u+ follows from Lemma 3.2. A similar argument implies
min ◦κ−(u−) =
∧
u−.
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We show (4). From (3), we have equalities
sτ -tiltρ˜+(X) Γ = [min(ρ˜
+(X)),max(ρ˜+(X))]
= [min(κ+ ◦ ρ ◦ υ+(X)),max(κ+ ◦ ρ ◦ υ+(X))]
= [sink(ρ(υ+(X))),
∨
ρ(υ+(X))]
= [ρ(sink(υ+(X))), ρ(
∨
(υ+(X)))]
= ρ([sink(υ+(X)),max(κ+ ◦ υ+(X))])
= ρ([min(X),max(X)])
= ρ(sτ -tiltX Λ).
Similarly, one can check that
sτ -tiltρ˜−(X) Γ = ρ(sτ -tiltX Λ).
This finishes a proof. 
3.2. From support τ-tilting posets to quivers. The aim of this subsection is to recon-
struct the Gabriel quiver of Λ (up to multiple arrows and loops) from their support τ -tilting
poset.
We define a new quiver Q∗ from Q as follows:
(i) Q∗0 := Q0.
(ii) We draw one arrow from i to j if there is an arrow from i to j on Q◦.
Example 3.5. Let Q be the following quiver.
1 2 388
////oo //
Then Q∗ is given by the following quiver.
1 2 3//oo //
Proposition 3.6. Let i 6= j ∈ Q0.
(1) There is no arrow between i and j if and only if Λ/(1− ei − ej) ∈ dp(Xi) ∩ dp(Xj).
(2) There is an arrow from i to j and no arrow from j to i if and only if Λ/(1− ei − ej) ∈
dp(Xj) \ dp(Xi).
(3) There is an arrow from i to j and an arrow from j to i if and only if Λ/(1− ei − ej) 6∈
dp(Xi) ∪ dp(Xj).
(4) Let Q′ be a finite quiver, I ′ an admissible ideal of KQ′ and Γ = KQ′/I ′. Assume
that there is a poset isomorphism ρ : sτ -tiltΛ
∼
→ sτ -tiltΓ and put σ : Q0 → Q
′
0 as in
Corollary 3.4. Then σ induces a quiver isomorphism
Q∗
∼
→ (Q′)∗.
12 RYOICHI KASE
Proof. Let Λ′ := Λ/(1− ei − ej). Note that Λ
′ ∈ dp(Xi) ∩ dp(Xj) if and only if
sτ -tiltΛ′ = sτ -tilt⊕k 6=i,jP−k
Λ =
0
Xi Xj
Λ′
❄
❄❄
❄❄
⑧⑧
⑧⑧
⑧
⑧⑧
⑧⑧
⑧
❄
❄❄
❄❄
This is equivalent to that Λ′ ≃ Xi ⊕Xj and thus Xi and Xj are projective as Λ
′-modules.
Since the quiver of Λ/(1 − ei − ej) is the full subquiver of Q with two vertices i and j, we
obtain the assertion (1).
We show the assertion (2). First we assume that there is an arrow from i to j and no
arrow from j to i on Q◦. Then ejΛ
′ei = 0 and eiΛ
′ej 6= 0. In particular, we have
Xj = X
Λ′
j = ejΛ
′/ejΛ
′eiΛ
′ = ejΛ
′ ∈ addΛ′
and Xi 6∈ addΛ
′. This implies that Λ′ ∈ dp(Xj) \ dp(Xi). Next we assume that Λ
′ ∈
dp(Xj) \ dp(Xi). In this case, Xj ∈ addΛ
′. Hence, there is no arrow from j to i. Existence
of an arrow from i to j follows from (1).
Then the assertion (3) follows from (1) and (2), and the assertion (4) follows from Corol-
lary 3.4 (1), (1), (2) and (3). 
Now we can recover Happel-Unger’s result in [13]. For a finite quiver Q, we define a decorated
quiver Qdec of Q as follows: (i) The vertices of Qdec is that of Q; (ii) If there is a unique
arrow from i to j in Q, then we draw a one arrow i → j in Qdec; (iii) If there are at least
two arrows from i to j in Q, then we draw a decorated arrow i
∗
→ j in Qdec.
Corollary 3.7 ([13, Theorem 6.4]). Let Q and Q′ be two finite acyclic quivers. Then
s-tiltKQ ≃ s-tiltKQ′ only if Qdec ≃ Q
′
dec.
Proof. We put Λ = KQ and Γ = KQ′. Let ρ : s-tiltΛ
∼
→ s-tiltΓ and σ : Q0 → Q
′
0 as in
Corollary 3.4. By Corollary 3.4 (1), we have ρ(Λ/(1 − ei − ej)) = Γ/(1 − ei′ − ej′), where
i′ = σ(i) and j′ = σ(j). Hence we obtain
s-tilt(Λ/(1− ei − ej)) = [0,Λ/(1− ei − ej)] ≃ [0,Γ/(1− ei′ − ej′)] = s-tilt(Γ/(1− ei′ − ej′)).
Assume that there are at least two arrows from i to j in Q. By Proposition 3.6, there is an
arrow from i′ to j′ in Q′. Since s-tiltΓ/(1 − ei′ − ej′) ≃ s-tiltΛ/(1 − ei − ej) has infinitely
many elements, we have that there are at least two arrows from i′ to j′ in Q′. Thus the
assertion follows from Proposition 3.6. 
Remark 3.8. [13, Theorem 6.4] says more strongly result than above corollary, i.e., a poset
isomorphism tiltKQ ≃ tiltKQ′ implies Qdec ≃ Q
′
dec. Then it is interesting whether a poset
isomorphism τ -tiltΛ ≃ τ -tiltΓ gives us a poset isomorphism sτ -tiltΛ ≃ sτ -tiltΓ.
Corollary 3.9. Assume that Λ = KQ/I is τ -tilting finite.
(1) In the setting of Proposition 3.6 (4), σ induces an quiver isomorphism
Q \ {loops}
∼
→ Q′ \ {loops}.
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(2) Let ρ, ρ′ be a poset isomorphism from sτ -tiltΛ to sτ -tiltΓ. If ρ(XΛi ) = ρ
′(XΛi ) holds for
any i ∈ Q0, then we have ρ = ρ
′. In particular, there is a group monomorphism
Autposet(sτ -tiltΛ) →֒ Autquiver(Q
◦).
Proof. The assertion (1) follows from Lemma 2.10 and Proposition 3.6 (4).
We prove the assertion (2) by using an induction on |Λ|. It is obvious that the assertion
holds for |Λ| = 1, 2. Thus we assume that the assertion holds for the case that |Λ| < n
(n > 2) and consider the case |Λ| = n.
Claim 1. Let (T0 < T1 < · · · < Tℓ) be a sequence of vertices in H(sτ -tiltΛ) satisfying the
following conditions:
(a) T0 = 0.
(b) #dp(Tr) = n− 1 holds for any r > 0.
(c) T1 ∈ [0,
∨
j 6=iXj ] for some i ∈ Q0 and Tr ∈ [Tr−1,
∨
Y ∈dp(Tr−1)
Y ] (r > 1).
We set
Pr :=
{
[0,
∨
j 6=iXj] r = 0
[Tr,
∨
Y ∈dp(Tr)
Y ] r > 0.
If T ∈
⋃ℓ
r=0[Tr,
∨
Y ∈dp(Tr)
Y ], then we have ρ(T ) = ρ′(T ).
Proof. Let u0 be the element of U
+
n−1 given by 0 and dp(0)\{Xi} and ur the element of U
+
n−1
given by Tr and dp(Tr). By Corollary 3.4 (3), we have
Pr = sτ -tiltκ+(ur) Λ.
By Theorem 2.7, there is an finite dimensional algebra Λr with |Λr| = n− 1 such that
Pr ≃ sτ -tiltΛr.
We have κ+(u0) = P
−
i and
P0 = sτ -tiltP−
i
Λ = sτ -tiltΛ/(ei).
Since ρ(Xj) = ρ
′(Xj) holds for any j ∈ Q0, we have that ρ(P0) = ρ
′(P0). Then by using
hypothesis of induction, we obtain that
ρ(T ) = ρ′(T )
for any T ∈ P0. Now we consider dp(T1). Since P0 is (n − 1)-regular and T1 6= T0 =
min(κ+(u0)), there is a unique direct predecessor Y1 of T1 which is not contained in P0. We
let {Y2, . . . , Yn−1} = dp(T0) \ {Y1}. Then ρ(Yk) = ρ
′(Yk) holds for any k ≥ 2. Therefore
ρ(Y1) = ρ
′(Y1) also holds. This gives that ρ(P1) = ρ
′(P1). Hence the hypothesis of induction
implies that
ρ(T ) = ρ′(T )
holds for any T ∈ P1. A similar argument gives the assertion. 
Let P be a subset of sτ -tiltΛ consists of those element T such that T ∈ Pℓ for some
(T0 < · · · < Tℓ) satisfying (a), (b) and (c). Suppose that P 6= sτ -tiltΛ. Since Λ is τ -tilting
finite, we can take a minimal element T of sτ -tiltΛ \ P. We note that 0 ∈ P. Hence T 6= 0
and there is a direct successor T ′ of T . If T ′ = 0, then it is obvious that T ∈ P. Thus, we
may assume that T ′ 6= 0. In this case, there is an indecomposable τ -rigid module M such
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that T, T ′ ∈ sτ -tiltM Λ. Let T
′′ be the minimum element of sτ -tiltM Λ. By minimality of T ,
we get 0 6= T ′′ ∈ P. Thus there is a sequence (T0 < · · · < Tℓ) satisfying (a), (b), (c) and
T ′′ ∈ Pℓ. Indecomposability of M implies that sτ -tiltM Λ is (n − 1)-regular. Thus T
′′ has
n−1 direct predecessors. Therefore, (T0 < T1 < · · · < Tℓ < T
′′) satisfies (a), (b) and (c). We
also have T ∈ sτ -tiltM Λ = [T
′′,
∨
Y ∈dp(T ′′) Y ]. This contradicts to T 6∈ P. Hence we obtain
P = sτ -tiltΛ. Then the assertion follows from Claim 1. 
3.3. Other remarks. In this subsection, we show some results used in the next section.
Lemma 3.10. Let Λ = KQ/I and Γ = KQ′/I ′ be two basic algebras. Assume that there is a
poset isomorphism ρ : sτ -tiltΛ
∼
→ sτ -tiltΓ. We define a quiver isomorphism σ : Q∗
∼
→ (Q′)∗
as in Proposition 3.6. For any subset V of Q0 and i 6∈ V , we have the following equality.
Supp(eσ(i)Γ/(
∑
v∈V
eσ(v))) = σ(Supp(eiΛ/(
∑
v∈V
ev))).
Proof. We put e =
∑
v∈V ev and e
′ =
∑
v∈V eσ(v). By Corollary 3.4, ρ induces an isomorphism
ρV : sτ -tiltΛ/(e) ≃ sτ -tiltΓ/(e
′).
Since ρV sends X
Λ/(e)
j = X
Λ
j to X
Γ/(e′)
σ(j) = X
Γ
σ(j) for any j 6∈ V , it is sufficient to show the case
V = ∅.
Claim. Let Z ∈ ds(Λ). Then Z = Zi if and only if Z ≥ Xk for any k 6= i.
Proof. The assertion follows from the fact that FacZj = Fac
⊕
k 6=j Pk. (See the proof of
Lemma 3.2.) 
Let Ti = T
Λ
i := min(eiΛ) (i.e., the minimum element of sτ -tilteiΛ Λ). By the above claim,
we have that ρ(ZΛi ) = Z
Γ
σ(i). Therefore, Proposition 3.3 implies an equality
ρ(TΛi ) = T
Γ
σ(i).
We show that Supp(eiΛ) = Supp(T
Λ
i ) and Supp(eσ(i)Γ) = Supp(T
Γ
σ(i)). We put
e := 1−
∑
k∈Supp(eiΛ)
ek.
Then X := eiΛ ⊕ eΛ
− ∈ τ -rigidpΛ. By definition, we have min(X) ≥ TΛi . This shows that
Supp(TΛi ) is contained in Supp(eiΛ). On the other hand, Supp(eiΛ) ⊂ Supp(T
Λ
i ) follows
from eiΛ ∈ addT
Λ
i . Thus we have Supp(eiΛ) = Supp(T
Λ
i ) and Supp(eσ(i)Γ) = Supp(T
Γ
σ(i)).
Then Supp(eσ(i)Γ) = σ(Supp(eiΛ)) follows from Corollary 3.4. 
Lemma 3.11. Assume that there is an arrow α from i to j in Q◦. Then αΛej = eiΛej =
eiΛα if and only if Pi ⊕ eiΛ/eiΛejΛ is τ -rigid.
Proof. We put M = eiΛ/eiΛejΛ.
We first assume that Pi ⊕M is τ -rigid. Let P
⊕r
j
f
→ Pi → M → 0 be a minimal projective
presentation of M and PM := [P
⊕r
j
f
→ Pi] the corresponding two-term presilting complex in
Kb(proj Λ). Since Pi ⊕M is τ -rigid, we have an equality
HomKb(proj Λ)(PM , Pi[1]) = 0.
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We put P⊕rj =
⊕
1≤t≤r
P
(t)
j , f = (f
(t) : P
(t)
j → Pi) and consider ϕ ∈ HomKb(proj Λ)(PM , Pi[1])
given by ϕ(t) : P
(t)
j → Pi, where ϕ
(t) =
{
α t = 1
0 t 6= 1
. Then there exists h ∈ EndΛ(Pi) such
that
h ◦ f (t) = ϕ(t)
for any t. Since α ∈ radΛ\rad2 Λ, h has to be an isomorphism and r = 1. Let x = f(ej) and
y = h(ei) ∈ eiΛei \ ei radΛei. Then xΛ = Im f = eiΛejΛ and yx = α. Since xΛ = eiΛejΛ,
there exists y′ ∈ ejΛej \ rad(ejΛej) such that xy
′ = α. Hence we obtain
αΛ = xy′Λ = xejΛ = xΛ = eiΛejΛ.
HomKb(proj Λ)(PM , Pi[1]) = 0 implies that for any morphism g : Pj → Pi, there exists h
′ ∈
EndΛ(Pi) such that g = h
′ ◦ f . This says that eiΛej = eiΛx. Therefore, we see that
eiΛα = eiΛyx = eiΛeix = eiΛx = eiΛej.
Next we assume that αΛej = eiΛej = eiΛα. Then it is easy to check that
Pj
α·−
→ Pi →M → 0
is a minimal projective presentation of M and HomKb(PM , Pi[1]) = 0. Since M ≃ ei(Λ/(ej))
is τ -rigid, we obtain that Pi ⊕M is also τ -rigid. 
Proposition 3.12. Let Γ = KQ′/I ′. Assume that sτ -tiltΛ is a lattice and there exists a
poset isomorphism sτ -tiltΛ
∼
→ sτ -tiltΓ. We define a quiver isomorphism σ : Q∗ → (Q′)∗ as
in Proposition 3.6.
(1) Let i 6= j ∈ Q0. Then the restriction of ρ on sτ -tiltei(Λ/(ej)) Λ gives a poset isomorphism
sτ -tiltei(Λ/(ej)) Λ
∼
→ sτ -tiltei′ (Γ/(ej′ )) Γ,
where i′ = σ(i) and j′ = σ(j).
(2) Assume that there is an arrow from i to j on Q◦. Then the following conditions are
equivalent.
• αΛej = eiΛej = eiΛα holds for some α : i→ j.
• α′Γeσ(j) = eσ(i)Γeσ(j) = eσ(i)Γα
′ holds for some α′ : σ(i)→ σ(j).
Proof. We may assume that Q0 = Q
′
0 and ρ(X
Λ
i ) = X
Γ
i . By Corollary 3.4, we have that
ρ(Λ/(ej)) = Γ/(ej). We let i 6= j ∈ Q0 and T = min(eiΛ/(ej)). Since eiΛ⊕ejΛ
− ∈ τ -rigidpΛ,
T is the minimum element min(eiΛ/(ej)⊕ejΛ
−) of sτ -tilteiΛ/(ej)⊕ejΛ− Λ = sτ -tilteiΛ/(ej) Λ/(ej).
Then Corollary 3.4 (1) implies ρ(T ) = min(eiΓ/(ej)⊕ ejΓ
−) = min(eiΓ/(ej)).
Since 0 6= T = min(eiΛ/(ej)), there are exactly n− 1 direct predecessors of T and each of
them is in sτ -tilteiΛ/(ej) Λ. In particular, we obtain
add eiΛ/(ej) = addT ∩ ( ∩
T ′∈dp(T )
addT ′).
Similarly, we have
add eiΓ/(ej) = add ρ(T ) ∩ ( ∩
T ′∈dp(T )
add ρ(T ′)).
Then we have an equality
ρ˜(eiΛ/(ej)) = eiΓ/(ej).
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Then the assertion (1) follows from Corollary 3.4 (4).
By Corollary 3.4 (1) and the assertion (1), we obtain the following statement.
(∗) sτ -tiltei(Λ/(ej )) Λ ∩ sτ -tilteiΛΛ 6= ∅ if and only if sτ -tiltei(Γ/(ej)) Γ ∩ sτ -tilteiΓ Γ 6= ∅.
Since there is an arrow from σ(i) = i to σ(j) = j, the assertion (2) follows from Lemma 3.11
and (∗). 
Remark 3.13. If αΛej = eiΛej = eiΛα holds for an arrow α : i → j on Q
◦, then α is a
unique arrow from i to j.
3.4. An example. In this subsection, we consider the following finite, connected, 3-regular
lattice:
P :
x0
x1
x2
x3
x4
x5
x6x7
x8 x9
x11x12
x10
x13x14 x15
x16 x17
x18x19
x20x21
x22
x23 x24
x25
**❚❚❚
❚❚❚  tt❥❥❥❥
❥❥
**❚❚❚
❚❚❚ 
tt❥❥❥❥
❥❥


**❚❚❚
❚❚❚ $$❏
❏❏
❏❏
❏❏
zztt
tt
tt
t
✞✞
✞✞
✞✞
✞✞
✞✞
✞✞
((
   zztt
tt
tt
t

zztt
tt
tt
t
$$❏
❏❏
❏❏
❏❏
❄
❄❄
❄❄
❄❄
❄❄
zztt
tt
tt
t
 
**❚❚❚
❚❚
tt❥❥❥❥
❥
&&

tt❥❥❥❥
❥

✷
✷✷
✷✷
✷✷
✷✷
✷✷
✷✷
✷
pp

tt❥❥❥❥
❥
**❚❚❚
❚❚
We assume that P is isomorphic to the support τ -tilting poset of Λ = KQ/I and reconstruct
Λ from P by using results in this section.
Since x0 is the minimum element of P, we may assume that Q0 = {1, 2, 3} with
x0 = 0 = Λ
−, x1 = X1 = X1⊕P
−
2 ⊕P
−
3 , x2 = X2 = X2⊕P
−
1 ⊕P
−
3 , x3 = X3 = X3⊕P
−
1 ⊕P
−
2 .
It follows from x1 ∨ x2 = x14 and Corollary 3.4 (3) that sτ -tiltP−3 Λ = {x0, x1, x2, x4, x8, x14}.
Similarly, we obtain sτ -tiltP−2 Λ = {x0, x1, x3, x5, x4, x6} and sτ -tiltP
−
1
Λ = {x0, x2, x3, x9, x10, x15}.
Then Lemma 2.10 and Proposition 3.6 give us
1 2 3Q◦ =
α //
α∗
oo
β //
β∗
oo
γ∗
""
Since x14 = max(P
−
3 ) = e1(Λ/(e3)) ⊕ e2(Λ/(e3)), x6 = max(P
−
2 ) = e1(Λ/(e2)) ⊕ e3(Λ/(e2))
and x15 = max(P
−
1 ) = e2(Λ/(e1))⊕ e3(Λ/(e1)), we have
x4 = X1 ⊕ e1(Λ/(e3)), x8 = X2 ⊕ e2(Λ/(e3)), x14 = Λ/(e3),
x5 = X1 ⊕ e1(Λ/(e2)), x6 = Λ/(e2),
x9 = X2 ⊕ e2(Λ/(e1)), x10 = X3 ⊕ e3(Λ/(e1)), x15 = Λ/(e1).
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In particular, we obtain x8 = x2 ⊕ e2(Λ/(e3)) and x9 = x2 ⊕ e2(Λ/(e1)). Therefore,
x13 = X2 ⊕ e2(Λ/(e1))⊕ e2(Λ/(e1)).
Note that x4, x5 ∈ ds(x7), we obtain
x7 = X1 ⊕ e1(Λ/(e3))⊕ e1(Λ/(e2)).
Then it follows from x16 = x6 ∨ x7 and Corollary 3.4 (3) that
sτ -tilte1(Λ/(e2)) Λ = {x5, x6, x7, x11, x12, x16}.
Now assume that x20 = Zi, x23 = Zj, x24 = Zk. Corollary 3.4 (3) implies
sτ -tiltP−i Λ ≃ sτ -tiltPi Λ = {x18, x21, x23, x24, x25}
sτ -tiltPj Λ = {x10, x15, x17, x20, x24, x25}
sτ -tiltPk Λ = {x12, x16, x20, x22, x23, x25}.
Since there exists an arrow from 3 to 2, e1(Λ/(e2)) ⊕ e3Λ should not be τ -rigid. In par-
ticular, we obtain i = 2, j = 3 and k = 1. Corollary 3.4 (3) induces that [x4, x7 ∨ x14] =
sτ -tilte1(Λ/(e3)) Λ. This implies that x12 ∈ sτ -tilte1(Λ/(e3)) Λ ∩ sτ -tiltP1 Λ. Hence, the following
equalities hold by Lemma 3.11:
γ∗Λe3 = e1Λe3 = e1Λγ
∗.
Similar arguments give us
x10 ∈ sτ -tilte3(Λ/(e1)) Λ ∩ sτ -tiltP3 Λ ∩ sτ -tilte3(Λ/(e2)) Λ,
x18 ∈ sτ -tilte2(Λ/(e1)) Λ ∩ sτ -tiltP2 Λ ∩ sτ -tilte2(Λ/(e3)) Λ,
x12 ∈ sτ -tilte1(Λ/(e2)) Λ ∩ sτ -tiltP1 Λ,
and it follows from Lemma 3.11 that equalities
xΛet(x) = es(x)Λet(x) = es(x)Λx
holds for each x ∈ Q◦1. Moreover, we can uniquely determine xℓ (1 ≤ ℓ ≤ 25).
Conversely, if
1 2 3Q◦ =
α //
α∗
oo
β //
β∗
oo
γ∗
""
and the equalities
xΛet(x) = es(x)Λet(x) = es(x)Λx
hold for each x ∈ Q◦1, then we see that the support τ -tilting poset of Λ = KQ/I is isomorphic
to P (see Section 7).
We end this section with giving a remark. τ -tilting finiteness of Λ implies that sτ -tiltΛ is
finite, connected and |Λ|-regular. The converse is not true. In fact, for each 3 ≤ |Λ| = n, we
can construct a finite connected n-regular poset P which is not isomorphic to each support
τ -tilting poset. However every finite, connected and 2-regular lattice is realizes as a support
τ -tilting poset (see Section 6).
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4. A question from previous section
In this section, we introduce a class Θ of basic algebras satisfying Condition 1 (sect 4.1) and
Condition 2 (sect 4.2). Then we give a question from results in previous section (sect 4.4).
4.1. First condition. For a bound quiver (Q, I) (i.e., Q is a finite quiver and I is an
admissible ideal of KQ), we set
W ij (Q, I) := {w : path from i to j in Q which does not contain a cycle as a subpath}
Gij(Q, I) := {w ∈ W
i
j | wΛej = eiΛw = eiΛej 6= 0}.
G(Q, I) :=
⊔
(i,j)∈Q0×Q0
Gij(Q, I)
If Λ = KQ/I, then we denote W ij (Λ) := W
i
j (Q, I), G
i
j(Λ) := G
i
j(Q, I) and G(Λ) := G(Q, I).
We consider the following condition for a bound quiver (Q, I).
Condition 1. If ei(KQ/I)ej 6= 0, then G
i
j(Q, I) 6= ∅.
Lemma 4.1. Let 0 6= λ ∈ eiΛej. If l ∈ eiΛei and l
′ ∈ ejΛej satisfy lλ = λl
′, then
l ∈ ei radΛei if and only if l
′ ∈ ej radΛej.
Proof. Suppose that l ∈ ei radΛei and l
′ 6∈ ej radΛej . Then l
′ is invertible in ejΛej. Thus
there exists ǫ ∈ ejΛej such that
lλǫ = λ.
Hence we have lmλǫm = λ for all m ∈ N. Since l ∈ radΛ, we obtain λ = 0 which leads
to a contradiction. Therefore l ∈ ei radΛei implies l
′ ∈ ej radΛej . Similarly, we see that
l′ ∈ ej radΛej implies l ∈ ei radΛei. 
Lemma 4.2. Let e and f be two primitive idempotents of Λ satisfying eΛf 6= 0. If Gef :=
{w ∈ eΛf | wΛf = eΛf = eΛw} 6= ∅, then we have
Gef = eΛf \ rad
ℓ+1 Λ,
where ℓ denotes the maximum integer in {m ∈ Z≥0 | eΛf ⊂ rad
m Λ}.
Proof. Assume that eΛf 6= 0 and Gef 6= ∅.
We let w ∈ Gef and w
′ ∈ eΛf \ radℓ+1 Λ. Since wΛf = eΛf = eΛw, there are λ ∈ fΛf and
λ′ ∈ eΛe such that w′ = wλ = λ′w. Thus w ∈ eΛf \ radℓ+1 Λ and λ (resp. λ′) is invertible
in fΛf (resp. eΛe). This shows that w′ is in Gef . 
Lemma 4.3. Assume that (Q, I) satisfies Condition 1. Then G(Q, I) is closed under taking
a subpath.
Proof. We let G = G(Q, I) and Gij(Q, I) = G
i
j .
It is sufficient to show that for G ∋ w = α1α2 · · ·αℓ with α1, . . . , αℓ ∈ Q1 and ℓ ≥ 2, both
α1 · · ·αℓ−1 and α2 · · ·αℓ are in G. Let w
′ = α1 · · ·αℓ−1 and (s(w
′), t(w′)) = (i, j) (i.e., w′ is
a path from i to j). Since w 6= 0 in Λ = KQ/I, w′ is also non-zero in Λ. By hypothesis,
there exists g ∈ Gij . Thus there are l ∈ eiΛei and l
′ ∈ ejΛej such that w
′ = lg = gl′. This
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implies w = w′αℓ = lgαℓ. Since w ∈ G, there exists l
′′ ∈ eiΛei such that gαℓ = l
′′w. Hence
we obtain
gαℓ = l
′′w = l′′lgαℓ.
This shows that l′′l ∈ eiΛei \ei radΛei (otherwise gαℓ = 0 which leads us to a contradiction).
In particular, l is invertible in eiΛei. By using Lemma 4.1, we also have that l
′ is invertible
in ejΛej. Therefore we obtain w
′ ∈ G. Similarly, we can check that α2 · · ·αℓ is in G. 
The following lemma gives equivalent conditions for Condition 1 and then it is naturally
viewed as a condition for arbitrary finite dimensional basic algebras.
Lemma 4.4. Let Λ ≃ KQ/I and Λe := eΛe for any idempotent e of Λ.
(1) Following statements are equivalent.
(i) (Q, I) satisfies Condition 1.
(ii) For any pair of projective modules (P, P ′) of Λ with P 6≃ P ′, there exists f ∈ HomΛ(P, P
′)
which generates HomΛ(P, P
′) both as a right EndΛ(P )-module and as a left EndΛ(P
′)-
module.
(iii) For any pair of primitive idempotents (e, f) with ef = fe = 0, there is w ∈ eΛf such
that wΛf = eΛf = eΛw.
(iv) If e, f be two primitive idempotents with ef = 0 = fe, then Λe+f satisfies the condition
(iii) above.
(v) If e, f be two primitive idempotents with ef = 0 = fe, then sτ -tiltΛe+f has one of the
following forms.
(a)
◦
◦ ◦
◦
⑧⑧
⑧⑧
⑧⑧
❄
❄❄
❄❄
❄
❄
❄❄
❄❄
❄
⑧⑧
⑧⑧
⑧⑧
(b)
◦
◦
◦
◦
◦
yyrrr
rr

❄
❄❄
❄❄
❄
%%▲▲
▲▲▲
⑧⑧
⑧⑧
⑧⑧
(c)
◦
◦
◦
◦
◦
◦
yyrrr
rr

%%▲▲
▲▲▲

%%▲▲
▲▲▲
yyrrr
rr
In particular, Condition 1 is closed under isomorphism.
(2) Under the condition (iii), we have Q◦1 ⊂ G(Q, I). In particular, Q
◦ has no multiple
arrow.
Proof. First, we show (2). If Λ satisfies (iii), then KQ/I also satisfies (iii). Thus we may
assume that Λ = KQ/I. Let α be an arrow from i to j with i 6= j. Since eiΛej 6= 0, there
is w ∈ eiΛej such that wΛej = eiΛej = eiΛw. Hence there are l ∈ eiΛei and l
′ ∈ ejΛej such
that
α = lw = wl′.
If either l or l′ is in radΛ, then α ∈ rad2 Λ. This is a contradiction. Thus l (resp. l′) is
invertible in eiΛei (resp. ejΛej). In particular, we have the assertion (2).
We prove (1). We show that conditions (i), (ii) and (iii) are equivalent. Since Λ is basic,
ef = 0 = fe implies eΛ 6≃ fΛ. Then the implications
(i)⇒ (ii)⇒ (iii)
is clear. We suppose that the condition (iii) holds. Since Λ ∼= KQ/I satisfies (iii), we may
assume that Λ = KQ/I. We consider two vertices i 6= j ∈ Q0 such that eiΛej 6= 0 and
show that Gij := G
i
j(Λ) 6= ∅. Let w ∈ eiΛej such that wΛej = eiΛej = eiΛw. We write
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w = a1x1 + · · ·+ atxt, where ap ∈ K \ {0} and xp is a path from i to j of Q which is not in
I. Then we can take lp ∈ eiΛei and l
′
p ∈ ejΛej satisfying
lpw = apxp = wl
′
p.
Let l :=
∑
lp and l
′ :=
∑
l′p. Then we have
lw = w = wl′.
Since w 6= 0, we see that l ∈ eiΛei \ ei radΛei. Thus there is p such that lp is invertible
in eiΛei. Without loss of generality, we may assume that l1 is invertible in eiΛei. Since
l1w = a1x1 = wl
′
1, Lemma 4.1 implies that l
′
1 is invertible in ejΛej. In particular, a path x1
satisfies
(†) x1Λej = eiΛej = eiΛx1.
Now suppose that the path x1 contains a cycle. By the assertion (2),
αΛet(α) = es(α)Λet(α) = es(α)Λα
holds for any arrow α in Q◦. Hence Lemma 4.1 implies that there exists ǫ ∈ ei radΛei and
w′ ∈ W ij (Λ) such that x1 = ǫw
′. By (†), we have ǫ′ ∈ eiΛei such that
ǫ′ǫw′ = w′.
This gives w′ = 0 which leads to a contradiction. Thus the path x1 is in G
i
j . Therefore
condition (i), (ii) and (iii) are equivalent.
Let e′ and f ′ be primitive idempotents of Λe+f such that e
′f ′ = 0 = f ′e′. Since e′Λe+ff
′ =
e′Λf ′ holds and e′ and f ′ also are primitive idempotents of Λ, condition (iii) and (iv) are
equivalent.
Finally, we show that (iv) and (v) are equivalent. Let (e, f) be a pair of primitive idem-
potents with ef = 0 = fe. We take a quiver Q(e, f) and an admissible ideal I(e, f) of
KQ(e, f) such that Λe+f ∼= KQ(e, f)/I(e, f). Since Λe+f satisfies condition (iii) if and only
if (Q(e, f), I(e, f)) satisfies the condition (i). Therefore [5, Proposition 3.2] implies that the
condition (iv) and (v) are equivalent. (We only note that sτ -tiltΛe,f has the form (a) if and
only if Λe,f = eΛe× fΛf or equivalently eΛf = 0 = fΛe.) 
From now on, we say that a basic algebra Λ satisfies Condition 1 if Condition 1 holds for
some (thus every) (Q, I) satisfying Λ ∼= KQ/I.
4.2. Second condition. For a quiver Q, we set
sub(Q) := the set of all connected full subquivers of Q.
P(Q) := {µ = {Q1, · · · , Qℓ} | ℓ ∈ Z≥1, Q
a ∈ sub(Q), Q0 = ⊔Q
a
0}.
Let µ = {Q1, · · · , Qℓ} ∈ P(Q). We define a quiver Qµ as follows:
• Qµ0 := µ.
• For each pair (a 6= b) of {1, . . . , ℓ}, we put t(a,b) := #{α ∈ Q1 | s(α) ∈ Q
a
0, t(α) ∈ Q
b
0}
and draw t(a,b) arrows from Q
a to Qb.
For Λ ∼= KQ/I and µ = {Q1, . . . , Qℓ}, let eµa be the idempotent of Λ corresponding to Q
a
0
and Λa,bµ := Λ/(1 − e
µ
a − e
µ
b ). We note that if Q
µ is a tree quiver and there exists an arrow
Qa → Qb in Qµ , then
Λa,bµ
∼= Λeµa+eµb .
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We are ready to state Condition 2
Condition 2. There exists µ = {Q1, . . . , Qℓ} ∈ P(Q) such that Qµ is a tree quiver and
sτ -tiltΛa,bµ is a lattice for each a 6= b ∈ {1, . . . , ℓ}.
Remark 4.5. We give some remarks for Condition 2.
(1) We recall the construction of the Gabriel quiver of a basic algebra Λ. Let e = {e1, e2, · · · , en}
be a complete set of primitive orthogonal idempotents of Λ. Then the Gabriel quiver
Q = Qe of Λ is defined as follows:
• Q0 = {1, 2, . . . , n}.
• Draw t(i, j)-th arrows from i to j, where t(i, j) := dimK ei(radΛ/ rad
2 Λ)ej .
It is well-known that Q does not depend on the choice of a complete set of primitive
orthogonal idempotents of Λ. More precisely, if f = {f1, . . . , fn} is another complete
set of primitive orthogonal idempotents of Λ such that eiΛ ≃ fiΛ, then Qe = Qf holds
(see [7, II.3] for example). Furthermore, we have Λ(
∑
k∈V ek)Λ = Λ(
∑
k∈V fk)Λ for any
V ⊂ {1, 2, . . . , n}. Hence Condition 2 does not depend on the choice of a bound quiver
(Q, I) of Λ.
(2) If Λ = KQ is τ -tilting finite, then Λ satisfies Condition 2 via µ = {Q}.
(3) If Λ = KQ is a tree quiver algebra, then Λ satisfies Condition 2 via µ = {Qi =
i
◦ | i ∈
Q0}.
4.3. Examples of algebras in Θ. As we mentioned in the beginning of this section, we
define a class Θ of basic algebras as follows:
Θ := {Λ | Λ satisfies Condition 1 and Condition 2}.
Since the definition of Θ is a little complicated, we give some examples.
Example 4.6. (1) The following algebras are in Θ.
(i) Tree quiver algebras.
(ii) Preprojective algebras of type A.
(iii) Nakayama algebras.
(iv) Generalized Brauer tree algebras.
(v) τ -tilting finite algebras with radical square zero.
(2) Let Λ be the following bound quiver algebra KQ/I:
1(1) 2(1)
1(2) 2(2)
1(3) 2(3) 1(4) 2(4)
1(5) 2(5)
Q : I = 〈xaya + yaxa | a ∈ {1, 2, 3, 4, 5}〉
x1 //
y1
oo
x2 //
y2
oo
x3 //
y3
oo
x4 //
y4
oo
x5 //
y5
oo
α 77♦♦♦♦♦
β
''❖❖
❖❖❖
γ //
δ 77♦♦♦♦♦
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It is obvious that Λ satisfies Condition 1. Let µ = {Q1, Q2, Q3, Q4, Q5} ∈ P(Q) with Qa0 =
{1(a), 2(a)} for each a ∈ {1, 2, 3, 4, 5}. Then Qµ is the following tree quiver.
1
2
3 4
5
α 77♦♦♦♦♦♦♦
β
''❖❖
❖❖❖
❖❖
γ //
δ 77♦♦♦♦♦♦♦
Since Λa,bµ is a factor algebra of the preprojective algebra of type A4 for each pair (a 6= b) of
{1, 2, 3, 4, 5}, we have that Λa,bµ is τ -tilting finite. In particular, Λ satisfies Condition 2.
Remark 4.7. If Λ is either a tree quiver algebra or a preprojective algebra, then Condition 1
is equivalent to the condition (b) in Theorem 1.2.
4.4. A question for Θ. From now on, for an algebra Λ = KQ/I and i 6= j ∈ Q0, we set
Λi,j := Λei+ej = (ei + ej)Λ(ei + ej).
Lemma 4.8. Let Λ = KQ/I and Γ = KQ′/I ′. Assume that sτ -tiltΛ ≃ sτ -tiltΓ and Γ
satisfies Condition 1. Then Q has no multiple arrow.
Proof. Let ρ : sτ -tiltΛ ≃ sτ -tiltΓ be a poset isomorphism and σ : Q0 → Q
′
0 a bijection
considered in Corollary 3.4. We may assume that Q0 = Q
′
0 and σ is the identity. Let i 6= j
be in Q0 = Q
′
0. Suppose that there are two arrows from i to j in Q.
By Corollary 3.4, we have an isomorphism
sτ -tiltΛ/(1− ei − ej) ≃ sτ -tiltΓ/(1− ei − ej).
Since Γ satisfies Condition 1, Γ/(1− ei − ej) also satisfies Condition 1. Hence sτ -tiltΛ/(1−
ei− ej) ≃ sτ -tiltΓ/(1− ei− ej) has one of the forms in Lemma 4.4 (v). This contradicts the
fact that there are two arrows from i to j in Q. 
We now sate a main result of this section.
Corollary 4.9. Let Γ ∼= KQ′/I ′ ∈ Θ. Then Λ ∼= KQ/I ∈ T (Γ) only if there is a quiver
isomorphism σ : Q◦ → (Q′)◦ satisfying the following conditions.
(a) Supp(eσ(i)Γ) = σ(Supp eiΛ) for any i ∈ Q0.
(b) G(Γ) = σ(G(Λ)).
Moreover, Λ is also in Θ.
Proof. We may assume Λ = KQ/I, Γ = KQ′/I ′ and there is a poset isomorphism ρ :
sτ -tiltΛ
∼
→ sτ -tiltΓ. Let σ : Q0 → Q
′
0 be as in Corollary 3.4. Then Proposition 3.6 and
Lemma 4.8 imply that σ is extended as a quiver isomorphism
σ : Q◦
∼
→ (Q′)◦.
We may assume that Q◦ = (Q′)◦ and σ is the identity and put G = G(Λ), G′ = G(Γ). Then
the condition (a) follows from Lemma 3.10.
We first consider the case that sτ -tiltΓ is a lattice.
Claim 2. If sτ -tiltΓ is a lattice, then we have G = G′.
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Proof. Let α be an arrow from i to j in Q◦ = (Q′)◦. Then Gij = (G
i
j)
′ = {α} follows from
Proposition 3.12 (we remark that I and I ′ are admissible).
Suppose that G′ 6⊂ G. Take a path w ∈ G′ \ G whose length is minimum in G′ \ G.
Then the length of w is at least 2. Let w : x = x0 → x1 → · · · → xℓ = y
α
→ z and
w′ : x = x0 → x1 → · · · → xℓ = y (i.e. w = w
′α). Lemma 4.3 gives us that w′ ∈ G ∩ G′.
Note that the following equality follows from Lemma 3.10:
Supp(ex(Γ/(ey))) = Supp(ex(Λ/(ey))).
Since w ∈ G′, we have exΓeyΓez ⊂ exΓez = wΛez ⊂ exΓeyΓez In particular, we obtain
exΓez = exΓeyΓez and ex(Γ/(ey))ez = 0. This shows z 6∈ Supp(ex(Γ/(ey))) = Supp(ex(Λ/(ey))).
In particular, we have ex(Λ/(ey))ez = 0 and
exΛez = exΛeyΛez.
Since exΛez 6= 0 (by Lemma 3.10), w = w
′α ∈ G follows from {w′, α} ⊂ G. In fact we have
exΛw
′ = exΛeyΛez = w
′Λez.
This is a contradiction. Hence, we have G′ ⊂ G. Since eiΛej 6= 0 if and only if eiΓej 6= 0, Λ
satisfies Condition 1. Since sτ -tiltΛ is a lattice, Λ is in Θ. Therefore, we also have G ⊂ G′
by using the above argument. 
We consider arbitrary Γ ∈ Θ. Let µ′ = {(Q′)1, . . . , (Q′)ℓ} ∈ P(Q′) such that Qµ
′
is a tree
quiver and sτ -tiltΓa,bµ′ is a lattice for any a 6= b ∈ {1, . . . , ℓ}. We put µ = {Q
1, . . . , Qℓ} ∈
P(Q) such that Qa0 = (Q
′)a0 for any a ∈ {1, . . . , ℓ}. Then by Corollary 3.4 (1), Λ satisfies
Condition 2 via µ.
Thus it is sufficient to show that G = G′.
Claim 3. Assume that there is an arrow Qa → Qb in Qµ and w ∈ (G′)ij with i, j ∈ Q
a
0 ∪Q
b
0.
Then w ∈ Gij.
Proof. By corollary 3.4 (1), ρ induces a poset isomorphism
sτ -tiltΛa,bµ ≃ sτ -tiltΓ
a,b
µ′ .
Since Γa,bµ′ is a lattice (thus Γ
a,b
µ′ ∈ Θ) and
eiΓej = eiΓ
a,b
µ′ ej , eiΛej = eiΛ
a,b
µ ej ,
it follows from Claim 2 that w ∈ Gij. 
Let i and j be two vertices of Q′0 = Q0 with eiΛej 6= 0(⇔ eiΓej 6= 0) and w ∈ (G
′)ij . We
claim that w ∈ Gij. Since Q
µ is a tree quiver, there exists a unique path
Qa = Qa0 → Qa1 → · · · → Qat = Qb
in Qµ such that i ∈ Qa0 and j ∈ Q
b
0. If a = b, then w ∈ G
i
j follows from Claim 3. Hence we
may assume a 6= b. Let αs be the arrow in Q
◦ = (Q′)◦ corresponding to Qas → Qas+1 . We
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denote by js starting point of αs and by is+1 the target point of αs. We note that js ∈ Q
as
and is+1 ∈ Q
as+1 . We also note that
eiΛej = eiΛej0α0ei1Λej1 · · ·αt−1eitΛej
eiΓej = eiΓej0α0ei1Γej1 · · ·αt−1eitΓej.
Then there is a unique description w0α0w1 · · ·αt−1wt of w, where ws is a path in (Q
as)◦ =
((Q′)as)◦. By Lemma 4.3, we have that ws, wsαs and αsws+1 are in G
′. Then by Claim 3,
ws, wsαs and αsws+1 are also in G. Therefore, we obtain
eiΛej = eiΛw0α0Λw1α1 · · ·Λwt−1αt−1Λwt
= w0α0w1 · · ·αt−1wtΛej = wΛej.
Similarly, we obtain
eiΛej = eiΛw.
Thus we have G′ ⊂ G. Hence Λ is also in Θ. In particular, we obtain G ⊂ G′ by using the
same argument. 
Let (Q, I) and (Q′I) be bound quivers. Then we denote by (Q, I) ∼ (Q′I) if there is a
quiver isomorphism σ : Q◦ → (Q′)◦ satisfying (a), (b) of Corollary 4.9.
Lemma 4.10. Let Λ = kQ/I and Γ = kQ′/I ′. If Λ ∼= Γ and Λ satisfies Condition 1, then
(Q, I) ∼ (Q′, I ′).
Proof. Let ϕ : Γ
∼
→ Λ. We may assume that Q = Q′ and ϕ(eiΓ) ≃ eiΛ for each i ∈ Q0.
Let ϕ(ei) = e
′
i = xiei +
∑
j 6=i y
(i)
j ej + li with x, y
(i)
j ∈ K and li ∈ radΛ. eiΛ ≃ e
′Λ implies
that there is λ ∈ e′Λei such that e
′Λ = e′λeiΛ. Then there is λ
′ such that e′ = e′λeiλ
′. This
shows y
(i)
j = 0, xi = 1 and li ∈ ΛeiΛ ∩ radΛ.
We let w = (i = i0
α1→ i1
α2→ · · ·
αm→ im = j) ∈ G
i
j(Λ) with w ∈ rad
ℓ Λ \ radℓ+1 Λ. We show
that w is also in Gij(Γ). By Lemma 4.2, it is sufficient to prove ϕ(w) ∈ G
e′i
e′
j
= e′iΛe
′
j \rad
ℓ+1 Λ.
Let λ0, λ
′
0, λ1, λ
′
1, . . . , λm, λ
′
m ∈ Λ and consider
w′ := λ0ei0λ
′
0ϕ(α1)λ1ei1λ
′
1ϕ(α2) · · ·λm−1eim−1λ
′
m−1ϕ(αm−1)λmeimλ
′
m.
Since Λ satisfies Condition 1, Q◦1 ∈ G and we can describe eit−1λ
′
t−1ϕ(αt)λteit = αitat for
some at ∈ eitΛeit . Now assume {λ0, λ
′
0, λ1, λ
′
1, . . . , λm, λ
′
m ∈ Λ} ∩ radΛ 6= ∅. Then it follows
from Lemma 4.1 that w′ ∈ radℓ+1 Λ. Hence we obtain
ϕ(w) = (ei0 + li0)ϕ(α1)(ei1 + li1)ϕ(α2) · · · (eim−1 + lim−1)ϕ(αm)(eim + lim)
= ei0ϕ(α1)ei1ϕ(α2) · · · eim−1ϕ(αm)eim + r
= aw + r,
for some r ∈ radℓ+1Λ and a ∈ eiΛei \ ei radΛei. In particular, ϕ(w) ∈ rad
ℓΛ \ radℓ+1 Λ. 
We now define an equivalent relation ∼ on class of basic algebras satisfying Condition 1:
Let Λ ∼= KQ/I, Γ ∼= KQ′/I ′.
Λ ∼ Γ⇔ (Q, I) ∼ (Q′, I ′).
We set
T ′(Γ) := {Λ | Λ ∼ Γ}.
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Then we have the following question.
Question 4.11. Does T (Γ) = T ′(Γ) hold for any Γ ∈ Θ?
Theorem 4.12. Question 4.11 holds true if one of the following statements holds.
(i) Γ is a tree quiver algebra. [5]
(ii) Γ is a preprojective algebra of type A. [18]
(iii) Γ is a Nakayama algebra. [Section 5.2]
(iv) Γ is a Brauer tree algebra. [Section 5.3]
(v) |Γ| ≤ 3. [Section 6, Section 7]
5. Reduction to mimimal factor algebras in T ′(Λ) and its applications.
Assume that Λ = KQ/I satisfies Condition 1. Let J := Λ(
∑
i∈Q0
ei radΛei)Λ be a two-
sided ideal of Λ and Λ := Λ/J . For an element λ ∈ Λ, we set λ¯ := λ+ J ∈ Λ. We note that
Λ also satisfies Condition 1.
Lemma 5.1. (1) Let g ∈ eiΛej 6= 0. Then
g¯ 6= 0⇔ gΛej = eiΛej = eiΛg.
(2) Let ǫ ∈ eiJej and l ∈ rad
r(ejΛej). Then for any g ∈ eiΛej \ eiJej, there exists l
′ ∈
radr+1(ejΛej) such that
ǫl = gl′.
Proof. We show (1). First we assume that g¯ 6= 0. Let w ∈ Gij. Then there are l ∈ eiΛei and
l′ ∈ ejΛej such that
g = lw = wl′.
Since g 6∈ J , we have l 6∈ ei radΛei and l
′ 6∈ ej radΛej. This shows that l (resp. l
′) is
invertible in eiΛei (resp. ejΛej). In particular, we have
gΛej = eiΛej = eiΛg.
Next we assume gΛej = eiΛej = eiΛg. Suppose that g¯ = 0. Then by definition of J , there
are m ∈ Z≥1 and (it, λt, λ
′
t, lt) (t = 1, . . . , m) with it ∈ Q0, λt ∈ eiΛeit , λ
′
t ∈ eitΛej and
lt ∈ eit radΛeit such that
g =
∑
t
λtltλ
′
t.
We may assume that λtltλ
′
t 6= 0 and take g
′
t ∈ G
it
j . Then we have λ
′
t = u
′
tg
′
t for some
u′t ∈ eitΛeit . By using Lemma 4.1, there is l
′
t ∈ ej radΛej such that
ltλ
′
t = ltu
′
tg
′
t = g
′
tl
′
t.
Since λtg
′
t ∈ eiΛej, there exists ut ∈ ejΛej such that λtg
′
t = gut. Thus we have
λtltλ
′
t = λtg
′
tl
′
t = gutl
′
t.
Therefore g = gl′ holds for some l′ ∈ ej radΛej. In particular, we have g = 0 which leads to
a contradiction.
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Next we prove (2). By (1), there are u ∈ ejΛej and v ∈ eiΛei such that ǫ = gu = vg. If
u 6∈ ej radΛej , then we have v 6∈ ei radΛei by Lemma 4.1. In particular, we obtain
ǫΛej = eiΛej = eiΛǫ.
Hence (1) implies that ǫ 6∈ J which leads to a contradiction. Therefore u ∈ ej radΛej and
l′ = ul ∈ radr+1(ejΛej) satisfies
ǫl = gl′.
This finishes a proof. 
We have the following commutative diagram:
KQ KQ/L
Λ (KQ/L)/I˜
Λ (KQ/L)/I˜ ′
// //



// //

where L is an ideal of KQ generated by all loops in Q, I˜ = (I+L)/L and I˜ ′ = (I+L+C)/L
with C = KQ(
∑
i∈Q0
ei rad
2KQei)KQ. Since I is an admissible ideal of KQ and C ⊂
rad2KQ, there is m ∈ Z≥2 such that
radmKQ/L ⊂ I˜ ′ ⊂ rad2 kQ/L.
We note that KQ/L = KQ◦. Then Lemma 5.1 (1) gives us that Λ is in T ′(Λ).
Let eiΛej ∋ g¯ 6= 0. Since eiΛei = Kei holds for each i ∈ Q0, we have
eiΛej = Kg¯.
In particular, dimK eiΛej ≤ 1 for any i, j ∈ Q0 and each proper factor algebra of Λ is not in
T ′(Λ). Moreover, the following lemma holds.
Lemma 5.2. Assume #Gij(Q, I) ≤ 1 holds for each (i, j) ∈ Q0 ×Q0. Then we have
Λ ∼= Γ
for any Γ ∈ T ′(Λ).
Proof. Let Λ = KQ/I, Γ = KQ′/I ′ and σ : Q◦
∼
→ (Q′)◦ satisfying (a), (b) of Corollary 4.9.
We may assume that Q◦ = (Q′)◦, σ = id and G := G(Λ) = G(Γ). Let
B := {(i, j) ∈ Q0 ×Q0 | eiΛej 6= 0} = {(i, j) ∈ Q
′
0 ×Q
′
0 | eiΓej 6= 0}.
We denote by J ′ the ideal of KQ◦ generated by all paths of Q◦ not in G. Then we have
an algebra homomorphism
ς : KQ◦/J ′ → Λ
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given by {paths in Q◦} ∋ w 7→ w. Then it is easy to check that ς is surjective and
dimK KQ
◦/J ′ ≤ #B = dimK Λ. In particular, ς is an isomorphism. The same argument
gives us KQ◦/J ′ ∼= Γ. 
Let f : U ′ → U be a morphism where U, U ′ are projective modules of Λ with addU ∩
addU ′ = {0}. We also let u := (U1, U2, . . . , Uℓ) and u
′ := (U ′−1, U
′
−2, . . . , U
′
−ℓ) such that
U = U1 ⊕ U2 ⊕ · · · ⊕ Uℓ, U
′ = U ′−1 ⊕ U
′
−2 ⊕ U
′
−ℓ′ .
Then we define a quiver Qf = Q(f,u,u
′) as follows:
• We set Qf0 = {−ℓ
′, . . . ,−1, 1, . . . , ℓ}.
• Draw an arrow from −t′ to t if the composition U ′−t′ →֒ U
′ f→ U ։ Ut is not 0.
Assumption 5.3. Let Λ be a τ -tilting finite algebra satisfying Condition 1. Assume that for
any T ∈ 2psiltΛ there is f : U ′ → U with addU ′ ∩ addU = {0} such that T ≃ [U ′
f
→ U ] and
Qf is a tree.
Theorem 5.4. Let Λ be a basic algebra satisfying Condition 1.
(1) If Λ satisfies Assumption 5.3, then Λ also satisfies Assumption 5.3.
(2) Assume that Λ satisfies Assumption 5.3. Then the tensor functor −⊗ΛΛ induces a poset
isomorphism
sτ -tiltΛ
∼
→ sτ -tiltΛ.
By combining Lemma 5.2 and Theorem 5.4, we have the following corollary.
Corollary 5.5. Let Λ ∼= KQ/I be a basic algebra satisfying Condition 1 and #Gij(Q, I) ≤ 1
for any i, j ∈ Q0. If either Λ or Λ satisfies Assumption 5.3, then we have T (Λ) = T
′(Λ).
Proof. By Theorem 5.4 (1), we may assume that Λ satisfies Assumption 5.3. Then it follows
from Theorem 5.4 (2) that
sτ -tiltΛ ≃ sτ -tiltΛ.
In particular, Λ is a τ -tilting finite algebra and in Θ. Thus we obtain T (Λ) ⊂ T ′(Λ) from
Corollary 4.9.
Conversely, we let Γ ∈ T ′(Λ). Then Γ satisfies Condition 1. It follows from Lemma 5.2
that Γ satisfies Assumption 5.3. Then Theorem 5.4 (2) implies
sτ -tiltΓ ≃ sτ -tiltΓ ≃ sτ -tiltΛ ≃ sτ -tiltΛ.
This shows T ′(Λ) ⊂ T (Λ). 
5.1. A proof of Theorem 5.4. In this subsection, we give a proof of Theorem 5.4. Let
Λ = KQ/I ∈ Θ. We regard an morphism from eiΛ to ejΛ as an element of Λ by nat-
ural isomorphism HomΛ(eiΛ, ejΛ) ≃ ejΛei. For two projective modules U and V , we de-
fine subspace J˜(U, V ) of HomΛ(U, V ) as follows: ϕ ∈ J˜(U, V ) if and only if for any split
monomorphism ι : eiΛ →֒ U and split epimorphism π : V ։ ejΛ, the composition map
(eiΛ
ι
→֒ U
ϕ
→ V
π
։ ejΛ) ∈ ejΛei is in J . If U and V are indecomposable with f : eiΛ
∼
→ U
and g : V
∼
→ ejΛ, then ϕ ∈ J˜(U, V ) if and only if
(eiΛ
f
≃ U
ϕ
→ V
g
≃ ejΛ) ∈ J.
28 RYOICHI KASE
In this case, we simply denoted by ϕ ∈ J . Then for indecomposable decompositions
U = U1 ⊕ · · · ⊕ Uℓ and V = V1 ⊕ · · · ⊕ Vm,
it is easy to verify that ϕ ∈ J˜(U, V ) if and only if
(Up →֒ U
ϕ
→ V ։ Vq) ∈ J for any p, q.
Lemma 5.6. Let U, V ∈ proj Λ and ϕ ∈ HomΛ(U, V ). Then ϕ ∈ J˜(U, V ) if and only if
ϕ⊗Λ Λ = 0.
Proof. It is sufficient to show the assertion for the case that U and V are indecomposable.
We take isomorphisms f : eiΛ
∼
→ U , g : V
∼
→ ejΛ and denote by φ the composition map
(eiΛ
f
→ U
ϕ
→ V
g
→ ejΛ) ∈ ejΛei.
First we assume ϕ ∈ J˜(U, V ). Then we have that φ is in J . This implies φ⊗ΛΛ = 0 which
leads to ϕ⊗Λ Λ = 0.
Next we assume ϕ⊗Λ Λ = 0. It is clear that φ⊗Λ Λ is also 0. This shows φ ∈ J . 
The following lemma is a key to proving Theorem 5.4.
Lemma 5.7. Let U = U1 ⊕ · · · ⊕ Uℓ, U
′ = U ′−1 ⊕ · · · ⊕ U
′
−ℓ′, V = V1 ⊕ · · · ⊕ Vm and
V ′ = V ′−1⊕· · ·⊕V
′
−m′ with addU∩addU
′ = {0} = addV ∩addV ′. Suppose that T = [U ′
ζ
→ U ]
and S = [V ′
η
→ V ] are indecomposable two-term objects in Kb(proj Λ) such that Qζ and Qη
are tree quivers. We denote by ζqq′ the composition map (U
′
−q′ →֒ U
′ ζ→ U ։ Uq) and
Ω = Ω(ζ) := {(q, q′) | ζqq′ ∈ J \ {0}}.
(1) Assume that Ω = ∅. For each (p, q′) such that HomΛ(U
′
−q′, Vp) 6= 0, we take g
p
q′ ∈
HomΛ(U
′
−q′ , Vp) \ J and denote by ϕ
(p,q′) the composition map
U ′ ։ U ′−q′
gp
q′
→ Vp →֒ V.
Then the following conditions are equivalent.
(i) HomKb(proj Λ)(T, S[1]) = 0.
(ii) For any p, q′, there are h ∈ HomΛ(U, V ) and h
′ ∈ HomΛ(U
′, V ′) such that
ϕ(p,q
′) − (h ◦ ζ + η ◦ h′) ∈ J˜(U ′, V ).
(2) If T is presilting, then we have an isomorphism
T ≃ [U ′
ζ˜
→ U ],
where ζ˜ = ζ −
∑
(q,q′)∈Ω(U
′
։ U ′−q′
ζq
q′
→ Uq →֒ U)).
(3) Assume that HomKb(proj Λ)(T, S[1]) = 0 and Ω = ∅. If ϕ ∈ J˜(U
′, V ), then we can choose
h ∈ J˜(U, V ) and h′ ∈ J˜(U ′, V ′) such that
ϕ = h ◦ ζ + η ◦ h′.
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Proof. We may assume
Uq = etqΛ, U
′
−q′ = et′q′Λ, Vp = espΛ and V
′
−p′ = es′p′Λ.
We distinguish ti and tj (resp. t
′
i and t
′
j, si and sj , s
′
i and s
′
j) even if ti = tj (resp. t
′
i = t
′
j ,
si = sj, s
′
i = s
′
j) as a vertex of Q. Hence we may assume that Q
ζ
0 = {t1, . . . , tℓ, t
′
1 . . . , t
′
ℓ′}.
Then we rewrite
g
sp
t′
q′
:= gpq′ , ϕ
(sp,t′
q′
)
:= ϕ(p,q
′).
We show the assertion (1) (and (3)). It is immediate that (i) implies (ii). Therefore, we
assume (ii) and prove that (i) holds.
Claim 4. Let t′ ∈ {t′1, . . . , t
′
ℓ′} and s ∈ {s1, . . . , sm}. If δ : et′Λ → esΛ, then there are
h : U → V and h′ : U ′ → V ′ such that
(U ′ ։ et′Λ
δ
→ esΛ →֒ V ) = hζ + ηh
′.
Proof. We denote by πt (resp. π
′
t′) the canonical surjection U ։ etΛ (resp. U
′
։ et′Λ) and
ιt (resp. ι
′
t′) the canonical injection etΛ →֒ U (resp. et′Λ →֒ U
′).
Let ri := max{r
′ | radr
′
(eiΛei) 6= 0} and r := max{ri | i ∈ Q0}. By Lemma 5.1, each
element of HomΛ(et′Λ, esΛ) = esΛet′ has a form g
s
t′ l
′ with l′ ∈ et′Λet′ . Moreover, g
s
t′l
′ ∈ J if
and only if l′ ∈ rad(et′Λet′). Hence it is sufficient to show that for any (s, t
′, r′, l′) satisfying
esΛet′ 6= 0, r
′ ≤ r and l′ ∈ radr
′
(et′Λet′) \ rad
r′+1(et′Λet′), there are h ∈ HomΛ(U, V ) and
h′ ∈ HomΛ(U
′, V ′) such that
(U ′ ։ et′Λ
gl′
→ esΛ →֒ V ) = hζ + ηh
′,
where g = gst′ .
We use an induction on r − r′. First of all, we take l′t′
q′
∈ radr
′
(et′
q′
Λet′
q′
) (q′ = 1, 2, . . . , ℓ′)
and ltq ∈ rad
r′(etqΛetq) (q = 1, 2, . . . , ℓ) as follows:
(i) l′t′ = l
′.
(ii) If ζqq′ = πtqζι
′
t′
q′
6= 0, l′t′
q′
is given and ltq is not given, then we let ltq such that
ltq(πtqζι
′
t′
q′
) = (πtqζι
′
t′
q′
)l′t′
q′
(see Lemma 5.1 (1) and note that Ω = ∅).
(iii) If ζqq′ = πtqζι
′
t′
q′
6= 0, ltq is given and l
′
t′
q′
is not given, then we let l′t′
q′
such that
ltq(πtqζι
′
t′
q′
) = (πtqζι
′
t′
q′
)l′t′
q′
(see Lemma 5.1 (1) and note that Ω = ∅).
(iv) If there is no walk from t′ to t′q′ in Q
ζ , then we let lt′
q′
= 0.
(v) If there is no walk from t′ to tq in Q
ζ , then we let l′tq = 0.
(Actually, the cases (iv) and (v) do not occur because T is indecomposable.) The reason
why we can take lt′
q′
(q′ = 1, 2, . . . , ℓ′) and l′tq (q = 1, 2, . . . , ℓ) as above is that Q
ζ is tree. By
hypothesis and Lemma 5.6, there are h0 : U → V and h1 : U
′ → V ′ such that
ǫ := ϕ(s,t
′) − (h0ζ + ηh1) ∈ J˜ .
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We first consider the case r − r′ = 0. By Lemma 5.1 (2), ǫ(ι′t′
q′
l′t′
q′
π′t′
q′
) = 0 for any
q′ ∈ {1, . . . , ℓ′}. Hence we have
(U ′ ։ et′Λ
gl′
→ esΛ →֒ V ) = (U
′
։ et′Λ
l′
→ et′Λ →֒ U
′
։ et′Λ
g
→ esΛ →֒ V )
= (h0ζ + ηh1 + ǫ)ι
′
t′ l
′
t′π
′
t′
= h0ζι
′
t′ l
′
t′π
′
t′ + ηh1ι
′
t′ l
′
t′π
′
t′
=
∑
q
h0ιtq(πtqζι
′
t′)l
′
t′π
′
t′ + ηh1ι
′
t′ l
′
t′π
′
t′
=
∑
q
h0ιtq ltq(πtqζι
′
t′)π
′
t′ + ηh1ι
′
t′ l
′
t′π
′
t′
=
∑
q
h0ιtq ltqπtqζ −
∑
q
∑
q′
t′
q′
6=t′
h0ιtq ltq(πtqζι
′
t′
q′
)π′t′
q′
+ ηh1ι
′
t′ l
′
t′π
′
t′
=
∑
q
h0ιtq ltqπtqζ −
∑
q
∑
q′
t′
q′
6=t′
h0ιtq (πtqζι
′
t′
q′
)l′t′
q′
π′t′
q′
+ ηh1ι
′
t′ l
′
t′π
′
t′
=
∑
q
h0ιtq ltqπtqζ −
∑
q′
t′
q′
6=t′
h0ζι
′
t′
q′
l′t′
q′
π′t′
q′
+ ηh1ι
′
t′ l
′
t′π
′
t′
=
∑
q
h0ιtq ltqπtqζ −
∑
q′
t′
q′
6=t′
(ϕ(t
′,s) − ηh1 − ǫ)ι
′
t′
q′
l′t′
q′
π′t′
q′
+ ηh1ι
′
t′ l
′
t′π
′
t′
=
∑
q
h0ιtq ltqπtqζ +
∑
q′
t′
q′
6=t′
ηh1ι
′
t′
q′
l′t′
q′
π′t′
q′
+ ηh1ι
′
t′ l
′
t′π
′
t′ .
Therefore, h =
∑
q
h0ιtq ltqπtq and h
′ =
∑
q′
t′
q′
6=t′
h1ι
′
t′
q′
l′t′
q′
π′t′
q′
+ h1ι
′
t′ l
′
t′π
′
t′ satisfy
(U ′ ։ et′Λ
gl′
→ esΛ →֒ V ) = h ◦ ζ + η ◦ h
′.
Moreover, if r′ > 0, then h ∈ J˜(U, V ) and h′ ∈ J˜(U ′, V ′).
We assume that the assertion holds for the case r−r′ < N and consider the case r−r′ = N .
By Lemma 5.1 (2) and the hypothesis of induction, we have that ǫ(ιt′
q′
l′t′
q′
πt′
q′
) = ht′
q′
ζ + ηh′t′
q′
for some ht′
q′
∈ J˜(U, V ) and h′t′
q′
∈ J˜(U ′, V ′). Hence, we have
(U ′ ։ et′Λ
gl′
→ esΛ →֒ V ) = (h0ζ + ηh1 + ǫ)ι
′
t′ l
′
t′π
′
t′
= h0ζι
′
t′l
′
t′π
′
t′ + ηh1ι
′
t′ l
′
t′π
′
t′ + ht′ζ + ηh
′
t′ .
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On the other hand, we have
h0ζι
′
t′l
′
t′π
′
t′ =
∑
q
h0ιtq(πtqζι
′
t′)l
′
t′π
′
t′
=
∑
q
h0ιtq ltq(πtqζι
′
t′)π
′
t′
=
∑
q
h0ιtq ltqπtqζ −
∑
q
∑
q′
t′
q′
6=t′
h0ιtq ltq (πtqζι
′
t′
q′
)π′t′
q′
=
∑
q
h0ιtq ltqπtqζ −
∑
q
∑
q′
t′
q′
6=t′
h0ιtq(πtqζι
′
t′
q′
)l′t′
q′
π′t′
q′
=
∑
q
h0ιtq ltqπtqζ −
∑
q′
t′
q′
6=t′
h0ζι
′
t′
q′
l′t′
q′
π′t′
q′
=
∑
q
h0ιtq ltqπtqζ −
∑
q′
t′
q′
6=t′
(ϕ(t
′,s) − ηh1 − ǫ)ι
′
t′
q′
l′t′
q′
π′t′
q′
=
∑
q
h0ιtq ltqπtqζ +
∑
q′
t′
q′
6=t′
(ηh1ι
′
t′
q′
l′t′
q′
π′t′
q′
+ ht′
q′
ζ + ηh′t′
q′
).
Hence, h = ht′ +
∑
q
h0ιtq ltqπtq and h
′ = h1ι
′
t′ l
′
t′π
′
t′ +
∑
q′
h′t′
q′
+
∑
q′
t′
q′
6=t′
h1ι
′
t′
q′
l′t′
q′
π′t′
q′
satisfy
(U ′ ։ et′Λ
gl′
→ esΛ →֒ V ) = h ◦ ζ + η ◦ h
′.
Furthermore, these constructions of h and h′ show the assertion (3). 
Then the assertion (1) follows from the previous claim.
We show (2). For each pair (t′, t) = (t′q′, tq) such that G
t
t′ 6= ∅, we define
ϕ(t
′,t) := (U ′ ։ et′Λ
gt
t′→ etΛ →֒ U),
where gtt′ is taken from etΛet′ \ etJet′ .
Since T ∈ 2psiltΛ, there are h : U → U and h′ : U ′ → U ′ such that
ϕ(t
′,t) = h ◦ ζ + ζ ◦ h′ = h ◦ ζ˜ + ζ˜ ◦ h′ + h ◦ ǫ+ ǫ ◦ h′,
where ǫ :=
∑
(q,q′)∈Ω(U
′
։ U ′−q′
ζq
q′
→ Uq →֒ U)) ∈ J˜(U
′, U). Hence, we have
ϕ(t
′,t) − (h ◦ ζ˜ + ζ˜ ◦ h′) ∈ J˜(U ′, U).
By using (1), we obtain that T ′ = [U ′
ζ˜
→ U ] is presilting. Then the assertion follows from
Theorem 2.17. 
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We consider a full functor
−⊗Λ Λ : proj Λ→ proj Λ
and denote it by (−).
Corollary 5.8. Let Λ be as in Assumption 5.3.
(1) If T = [T−1
ζ
→ T0] be an indecomposable two-term presilting object of K
b(proj Λ), then
T := [T−1
ζ
→ T 0] is indecomposable two-term presilting object of K
b(proj Λ).
(2) We have a poset isomorphism
(−) : 2siltΛ
∼
→ 2siltΛ.
Moreover, Λ also satisfies Assumption 5.3.
Proof. Let T = [T−1
ζ
→ T0] ∈ ind(2psiltΛ). We first show that T is indecomposable. By
Lemma 5.7 (2), we may assume that Ω(ζ) = ∅.
Suppose that T is not indecomposable. Then EndKb(proj Λ)(T ) is not local. Thus we can
take φ = (φ−1, φ0) ∈ EndKb(proj Λ)(T ) \ rad(EndKb(proj Λ)(T )) such that φ is not an isomor-
phism. Let ϕ0 : T0 → T0 and ϕ−1 : T−1 → T−1 such that ϕ0 = φ0 and ϕ−1 = φ−1.
Now consider ǫ := ϕ0 ◦ ζ − ζ ◦ ϕ−1. By Lemma 5.6, we have ǫ ∈ J˜(T−1, T0). Since
T ∈ 2psiltΛ, Lemma 5.7 (3) implies that there are h0 ∈ J˜(T0, T0) and h−1 ∈ J˜(T−1, T−1)
such that ǫ = −h0 ◦ ζ + ζ ◦ h−1. In particular, we obtain
(ϕ0 + h0) ◦ ζ − ζ ◦ (ϕ−1 + h−1) = 0.
It follows from Lemma 5.6 that ϕ0 + h0 = φ0 and ϕ−1 + h−1 = φ−1. Thus there exists
ϕ ∈ EndKb(proj Λ)(T ) such that ϕ = φ. Since φ is not in the radical, ϕ is also not in the
radical. By indecomposability of T , we have that ϕ is an isomorphism. This implies that φ
is an isomorphism which leads to a contradiction.
Let T and T ′ be in ind(2psiltΛ). Since the tensor functor −⊗Λ Λ : proj Λ→ proj Λ is full,
it follows from Lemma 5.7 (1) and (2) that
HomKb(proj Λ)(T, T
′[1]) = 0⇔ HomKb(proj Λ)(T , T
′[1]) = 0.
In particular, we obtain (1). By Theorem 2.17, (−) induces a poset isomorphism
2siltΛ ≃ P,
where P := 2siltΛ be the image of 2siltΛ under (−). Therefore, for X, Y ∈ 2siltΛ, we have
X → Y in H(P) ⇔ X → Y in H(2siltΛ)
⇔ X > Y and | addX ∩ addY | = |Λ| − 1
⇔ X > Y and | addX ∩ addY | = |Λ| − 1
⇔ X → Y in H(2siltΛ),
where, |χ| denotes the cardinality of indχ. In particular, P ≃ 2siltΛ is a strongly full
subposet of 2siltΛ. Then the assertion follows from Theorem 2.5 (4). 
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In the rest of this subsection, we always assume that Λ satisfies Assumption 5.3. For an
indecomposable two-term silting object T in Kb(proj Λ), we denote by [T ] the isomorphism
class of T . We fix a morphism f[T ] : T
−1 → T 0 with addT−1 ∩ addT 0 = {0} and inde-
composable decompositions u[T ] of T
0, u′[T ] of T
1 such that Tf[T ] := [T
−1
f[T ]
→ T 0] ≃ T and
Q(f[T ],u[T ],u
′
[T ]
) is a tree. Then we set
Φ := {f[T ] | T ∈ 2psiltΛ}.
For each element Φ ∋ f = f[T ] : T
−1 → T 0, with u[T ] = (T
0
1 , . . . , T
0
ℓ ) and u
′
[T ] =
(T−11 , . . . , T
−1
ℓ′ ), we let T̂
0
1 , . . . , T̂
1
ℓ , T̂
−1
1 , . . . , T̂
−1
ℓ′ such that T̂
0
t ⊗ΛΛ = T
0
t and T̂
−1
t′ ⊗ΛΛ = T
−1
t′ .
Then we choose f̂ = f̂[T ] : T̂
−1 =
⊕
1≤t′≤ℓ′
T̂−1t′ →
⊕
1≤t≤ℓ
T̂ 0t = T̂
0 with f̂ ⊗Λ Λ = f satisfying the
following implication:
(T−1t′ →֒ T
−1 f→ T 0 ։ T 0t ) = 0⇒ (T̂
−1
t′ →֒ T̂
−1 f̂→ T̂ 0 ։ T̂ 0t ) = 0.
We set
Φ := {f̂[T ] | T ∈ 2psiltΛ}.
Now for any T ∈ 2psiltΛ, we denote by T̂ the two-term complex in Kb(proj Λ) given by f̂[T ].
Lemma 5.9. Let T , S be in ind(2psiltΛ). Then we have
HomKb(proj Λ)(T, S[1]) = 0⇔ HomKb(proj Λ)(T̂ , Ŝ[1]) = 0.
Proof. We suppose HomKb(proj Λ)(T, S[1]) = 0. Without loss of generality, we may assume
that T = [T−1
f
→ T 0] and S = [S−1
f ′
→ S0] with f, f ′ ∈ Φ and u[T ] = (et1Λ, . . . , etℓΛ),
u′[T ] = (et′1Λ, . . . , et′ℓ′Λ), u[S] = (es1Λ, . . . , esmΛ), u
′
[S] = (es′1Λ, . . . , es′m′Λ). We also may
assume T̂ = [T̂−1
f̂
→ T̂ ] and Ŝ = [Ŝ−1
f̂ ′
→ Ŝ0] with
T̂ 0 = et1Λ ⊕ · · ·⊕ etℓΛ,
T̂−1 = et′1Λ ⊕ · · ·⊕ et′ℓ′Λ,
Ŝ0 = es1Λ ⊕ · · ·⊕ esmΛ,
Ŝ−1 = es′1Λ ⊕ · · ·⊕ es′m′Λ.
Let g ∈ HomΛ(T̂
−1
p′ , Ŝ
0
q ). Since HomKb(proj Λ)(T, S[1]) = 0 and (−) : proj Λ→ proj Λ is full,
there are h0 ∈ HomΛ(T̂
0, Ŝ0) and h1 ∈ HomΛ(T̂
−1, Ŝ−1) such that
(T̂−1 ։ T̂−1p′
g
→ Ŝ0q →֒ Ŝ)⊗Λ Λ = (h0f̂ + f̂
′h1)⊗Λ Λ.
Let ǫ = (T̂−1 ։ T̂−1p′
g
→ Ŝ0q →֒ Ŝ)− (h0f̂ + f̂
′h1). Since ǫ = 0, we obtain ǫ ∈ J˜(T̂
−1, Ŝ0) from
Lemma 5.6. Therefore, we can apply Lemma 5.7(1) and obtain
HomKb(proj Λ)(T̂ , Ŝ[1]) = 0.
Assume that HomKb(proj Λ)(T̂ , Ŝ[1]) = 0. Since (−) is full, it is easy to check
HomKb(proj Λ)(T, S[1]) = 0.
This finishes a proof. 
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We prove Theorem 5.4. The assertion (1) follows from Corollary 5.8. Let P := 2siltΛ ∩
add
⊕
T∈2siltΛ
T̂ . By Lemma 5.9, P is isomorphic to 2siltΛ and a strongly full subposet of 2siltΛ.
Since 2siltΛ is a finite poset, we have the assertion (2) from Theorem 2.5 and Theorem 2.14.
5.2. Applications to Nakayama algebras.
Definition 5.10. A moduleM is said to be uniserial if it has the unique composition series.
If every indecomposable projective modules and every indecomposable injective modules of
Λ are uniserial, then we call Λ a Nakayama algebra.
Nakayama algebras are characterized as follows.
Theorem 5.11 ([7, Chapter V, Theorem 3.2]). Λ is a Nakayama algebra if and only if Q is
either a quiver of type An with a linear orientation or a cyclic quiver.
Proposition 5.12. Let Λ be a Nakayama algebra and M ∈ indΛ.
(1) [7, Chapter V, Theorem 3.5] There are i ∈ Q0 and r ∈ Z≥0 such that M ≃ Pi/ rad
r Pi.
In particular, Λ is representation-finite.
(2) [1, Proposition 2.5] Assume that M is non-projective. Then M is τ -rigid if and only if
its Loewy length ℓℓ(M) is less than n.
By using Proposition 5.12, each indecomposable two-term presilting object of a Nakayama
algebra Λ has one of the following forms:
[0→ Pi], [Pj
gij ·−
−→ Pi], [Pj → 0],
where gij is a shortest path from i to j on Q. In particular, if ℓℓ(Pi) ≥ n holds for each
i ∈ Q0, then we have
ind(2psiltΛ) = {[0→ Pi] | i ∈ Q0} ⊔ {[Pj
gij ·−
−→ Pi] | i 6= j ∈ Q0} ⊔ {[Pj → 0] | j ∈ Q0}.
Theorem 5.13 ([1, Theorem 3.11]). Let Λ be a Nakayama algebra. Assume that ℓℓ(Pi) ≥ n
holds for any i ∈ Q0. Then we have a poset isomorphism
sτ -tiltΛ ≃ sτ -tilt kC/Rn,
where C is a cyclic quiver with C0 := {1, . . . , n} and R = Rn := rad kC.
We generalize Theorem 5.13 by applying Corollary 5.5.
Proposition 5.14. Let Λ = kC/I be a Nakayama algebra. Then we have T (Λ) = T ′(Λ).
5.3. Applications to Brauer tree algebras. Let T be a tree, m : T0 → Z>0 a map from
the set of vertices of T to the set of positive integers and cov a cyclic ordering of the set
of edges of T adjacent to a vertex v. Where cyclic ordering of a finite set E is defined to
be a bijection c : E → E such that {cm(e) | m ∈ Z} = E for any e ∈ E, i.e., c ∈ SE has
the form (e0, e1, . . . , e|E|−1). For (e, e
′) ∈ E × E with e′ = cm(e) (0 ≤ m ≤ |E| − 1), we set
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[e, e′]c := {c
ℓ(e) | 0 ≤ ℓ ≤ m}.
E = {em | m ∈ Z/rZ}, r = #E, c(em) = em+1
e0
e1
e2
er−1
er−2
Then (T,m, co) is said to be a generalized Brauer tree. In this subsection, we assume
that each generalized Brauer tree (T,m, co) satisfies that T is connected and #T1 ≥ 2.
Definition 5.15. Let (T,m, co) be a generalized Brauer tree. A basic algebra Λ is said to be
a generalized Brauer tree algebra associated with (T,m, co) if there is an assignment i 7→ Si
from edges of T to simple Λ-modules satisfying the following conditions:
(i) Si (i ∈ T1) gives a complete set of representatives of isomorphism classes of simple
Λ-modules.
(ii) Let Pi be the projective cover of Si. Then topPi ≃ socPi ≃ Si.
(iii) If u
i
− v with cou = (i, i
(u)
1 , · · · , i
(u)
r ) and cov = (i, i
(v)
1 , · · · , i
(v)
s ), then there is a direct
sum decomposition
radPi/ socPi ≃ Ui ⊕ Vi
satisfying Ui and Vi are uniserial modules with
Ui ≃
S
i
(u)
1
.
.
.
S
i
(u)
r
Si
.
.
.
S
i
(u)
1
.
.
.
S
i
(u)
r
, Vi ≃
S
i
(v)
1
.
.
.
S
i
(v)
s
Si
.
.
.
S
i
(v)
1
.
.
.
S
i
(v)
s
,
where Si appears m(u)− 1 (resp. m(v)− 1) times in Ui (resp. Vi).
Remark 5.16. Let Λ = KQ/I be a generalized Brauer tree algebra associated with a
generalized Brauer tree (T,m, co). We may assume that Q0 = T1 via the assignment i 7→ Si.
We write i
v
∼ j if i and j adjacent to v. By Definition 5.15, we see the following statements:
(1) Let i 6= j ∈ Q0. Then there is an arrow from i to j if and only if there exists a vertex
v of T such that i
v
∼ j and j = cov(i). Further more, since T is a tree, the number of
arrows from i to j is at most one for each (i, j) ∈ Q0 ×Q0.
(2) Consider i1, i2, i3 ∈ Q0 such that i2 = cou(i1) and i3 = cov(i2) for some u, v ∈ T0. Let
α (resp. β) be the arrow of Q corresponding to (i1, i2) (resp. (i2, i3)). Then αβ = 0 if
u 6= v.
(3) eiΛej 6= 0 if and only if there exists a vertex v of T such that i
v
∼ j (since T is a tree, v
is unique if exists). Moreover, for cyclic ordering cov = (i = i0, i1, . . . , it = j, . . . , ir), it
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follows from (2) that
eiΛej =
∑
ℓ∈Z≥0
K(α1α2 · · ·αr)
ℓα1 · · ·αj ,
where αt is an arrow from it−1 to it corresponding to (it−1, it). In this case, we denote
by gij the path α1 · · ·αt and obtain G
i
j(Λ) = {g
i
j}.
It is well-known that a generalized Brauer tree algebra is a special biserial algebra. There
is a nice description of indecomposable modules.
Theorem 5.17 ([22]). Let Λ be a special biserial algebra.
(1) Each indecomposable Λ-module is either a string module, a band module or a non-
uniserial projective-injective modules.
(2) LetM be a string module and P (1)
f
→ P (0) →M → 0 the minimal projective presentation.
Then P (1)
f
→ P (0) has following form:
Pj0
Pj1
Pi1
Pjm−1
Pjm
Pim
Pim−1
f i1j0
f i1j1
(−1th) (0th)
f imjm−1
f imjm
f
im−1
jm−1
where 0 6= f ij ∈ eiΛej and Pj0 and Pjm are possibly zero. Moreover, if it
v
∼ jt−1 and
it
u
∼ jt, then v 6= u. Also, if it
u
∼ jt and it+1
v
∼ jt, then v 6= u.
(3) Each band module is τ -stable.
Let M be an indecomposable τ -rigid module. Then Theorem 5.17 implies that M is a
string module. Let P (1)
f
→ P (2) be as in Theorem 5.17 (2). Since T is a tree and js 6= it
for any s, t (see Lemma 2.15), it is easy to check that js 6= js′ (s 6= s
′) and it 6= it′ (t 6=
t′). In particular, generalized Brauer Tree algebras are τ -tilting finite. Thus we can apply
Corollary 5.5 to generalized Brauer tree algebras.
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Proposition 5.18. Let Λ be a generalized Brauer tree algebra associated with (T,m, co).
Then T (Λ) = T ′(Λ). In particular, sτ -tiltΛ does not depend on m.
5.4. Applications to preprojective algebras of type A. Let Π be the preprojective
algebra of type An, i.e., Π is given by the following quiver and relations:
1 2 · · · n
α1 //
α∗1
oo
α2 //
α∗2
oo
αn−1 //
α∗n−1
oo
α1α
∗
1 = 0, α
∗
iαi = αi+1α
∗
i+1 (1 ≤ i ≤ n− 2), α
∗
n−1αn−1 = 0.
Then it is known that each indecomposable two-term silting object has the following form
(see [14, Section 6.1], [18, Lemma 6.7] for example):
(-1th) (0th)
Pj0
Pi1
Pj1
Pim−1
Pjm−1
Pim
Pjm
...
**❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚
44❥❥❥❥❥❥❥❥❥❥❥❥❥❥
44❥❥❥❥❥❥❥❥❥❥❥❥
**❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚
44❥❥❥❥❥❥❥❥❥❥❥❥❥❥
where 0 ≤ j0 < i0 < j1 < · · · < im−1 < jm−1 < im < jm ≤ n + 1 and P0 = 0 = Pn+1. Hence
we can apply Corollary 5.5 to preprojective algebras of type A and recover [18, Theorem 3.3].
6. Finite support τ-tilting posets of 2-point algebras
Let Λ be a τ -tilting finite algebra. Take a full subquiver u ∈ U+2 of H(sτ -tiltΛ) and
X := κ+(u) ∈ τ -rigidpΛ, i.e. u has the following form
T
T ′ T ′′
❄
❄❄
❄❄
⑧⑧
⑧⑧
⑧
and addX = add T˜∩add T˜ ′∩add T˜ ′′, where T˜ (resp. T˜ ′, T˜ ′′) is the τ -tilting pair corresponding
to T (resp. T ′, T ′′).
Then it follows from Corollary 3.4 that
[T, T ′ ∨ T ′′] ≃ sτ -tiltX Λ.
On the other hand, Theorem 2.7 implies that sτ -tiltX Λ is isomorphic to some 2-regular finite
support τ -tilting poset P. It shows that any support τ -tilting poset is a ”union” of 2-regular
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finite support τ -tilting posets. Therefore to determine possible shapes of 2-regular finite
support τ -tilting posets is an interesting problem.
Let Λ = KQ/I be a τ -tilting finite algebra with Q0 = {1, 2}. Since sτ -tiltΛ is connected,
2-regular and a finite lattice, sτ -tiltΛ is isomorphic to Pℓ,ℓ′ for some ℓ, ℓ
′ ∈ Z≥1, where Pℓ,ℓ′
is a poset given by the following quiver:
s
y1 · · · yℓ′
x1 · · · xℓ
t
??⑧⑧⑧
// //
❄
❄❄
❄
❄❄
// //
??⑧⑧⑧
Conversely, each Pℓ,ℓ′ is realized as a support τ -tilting poset.
Proposition 6.1. Let Q(ℓ,ℓ
′) be a finite quiver with two vertices 1, 2 and
Q
(ℓ,ℓ′)
1 =

{a0 : 1→ 2} ∪ {ai : 1→ 1 | 1 ≤ i ≤ ℓ− 2}
∪ {b0 : 2→ 1}
∪ {bi′ : 2→ 2 | 1 ≤ i
′ ≤ ℓ′ − 2}
if ℓ, ℓ′ ≥ 2
{b0 : 2→ 1} ∪ {bi′ : 2→ 2 | 1 ≤ i
′ ≤ ℓ′ − 2} if ℓ = 1, ℓ′ ≥ 2
{a0 : 1→ 2} ∪ {ai : 1→ 1 | 1 ≤ i ≤ ℓ− 2} if ℓ ≥ 2, ℓ
′ = 1
∅ if ℓ = ℓ′ = 1
I(ℓ,ℓ
′) denotes an admissible ideal of KQ(ℓ,ℓ
′) generated by
aiaj (i− j 6= 1), bi′bj′ (i
′ − j′ 6= 1), aibi′ , bi′ai (∀i, i
′).
We set Λ(ℓ,ℓ
′) = KQ(ℓ,ℓ
′)/I(ℓ,ℓ
′). Then we have a poset isomorphism
sτ -tiltΛ(ℓ,ℓ
′) ≃ Pℓ,ℓ′.
Proof. We set
X(r) := e1Λ/(
r−1
Σ
t=0
at · · · a0Λ) and Y
(s) := e2Λ/(
s−1
Σ
t=0
bt · · · b0Λ)
for any r ∈ {0, 1, . . . , ℓ−1} and s ∈ {0, 1, . . . , ℓ′−1}. Since e1Λe2Λ (resp. e2Λe1Λ) is spanned
by {at · · · a0 | 0 ≤ t ≤ r − 1} (resp. {bt · · · b0 | 0 ≤ t ≤ s − 1}), we have X
(ℓ−1) = X1 and
Y (ℓ
′−1) = X2. It is also easy to check
r−1∑
t=0
at · · · a0Λ =
r−1⊕
t=0
at · · · a0Λ and
s−1∑
t=0
bt · · · b0Λ =
s−1⊕
t=0
bt · · · b0Λ.
In particular, X(r) 6≃ X(r
′) (resp. Y (s) 6≃ Y (s
′)) if r 6= r′ (resp. s 6= s′). Let ft : P2 → P1 be
the left multiplication by at · · · a0 and gt : P1 → P2 the left multiplication by bt · · · b0. Then
a minimal projective presentation of X(r) is given by
d
(r)
X := (ft)
r−1
t=0 :
r−1⊕
t=0
P
(t)
2 = P
⊕r
2 → P1
FROM SUPPORT τ -TILTING POSETS TO ALGEBRAS 39
and a minimal projective presentation of Y (s) is given by
d
(s)
Y := (gt)
s−1
t=0 :
s−1⊕
t=0
P
(t)
1 = P
⊕s
1 → P2.
Thus we have S(X(r)) = [P⊕r2
d
(r)
X−→ P1] and S(Y
(s)) = [P⊕s1
d
(s)
Y−→ P2]. One sees that if r ≤ r
′
(resp. s ≤ s′), then we have
HomKb(proj Λ)(S(X
(r)),S(X(r
′))[1]) = 0 (resp. HomKb(proj Λ)(S(Y
(s)),S(Y (s
′))[1]) = 0).
We show HomKb(proj Λ)(S(X
(r)),S(X(r−1))[1]) = 0. Denote by f
(t)
p the composition map
fp ◦ πt :
⊕r−1
t=0 P
(t)
2 = P
⊕r
2 → P1, where πt is the canonical surjection
⊕r−1
t=0 P
(t)
2 ։ P
(t)
2 .
We regard f
(t)
p as a morphism in HomKb(proj Λ)(S(X
(r)),S(X(r−1))[1]) by the natural way.
Then it is sufficient to check that f
(t)
p = 0 in Kb(proj Λ) for any p ∈ {0, 1, . . . , ℓ − 1} and
t ∈ {0, 1, . . . , r − 1}. If p ≤ r − 2, then we can easily check f
(t)
p = 0. Therefore, we may
assume that p ≥ r− 1. Assume either t ≤ r− 2 or p ≥ r holds and let h : P1 → P1 be a left
multiplication by apap−1 · · · at+1. In this case, it is easy to check that
f (t)p = h ◦ d
(r)
X .
Hence we obtain that f
(t)
p = 0 in Kb(proj Λ). We consider the remaining case i.e., t = r − 1
and p = r − 1. Let h = idP1 and h
′ =
r−2∑
t=0
ιt ◦ idP (t)2
◦ πt :
⊕r−1
t=0 P
(t)
2 →
⊕r−2
t=0 P
(t)
2 , where ιt be
the canonical inclusion P
(t)
2 →֒
⊕r−2
t=0 P
(t)
2 = P
⊕r−1
2 . Then we have
f (t)p = f
(r−1)
r−1 = h ◦ d
(r)
X − d
(r−1)
X ◦ h
′.
In particular, f
(r−1)
r−1 = 0 in K
b(proj Λ).
Now Theorem 2.14 implies that there is a path
Λ = X(0) ⊕ Y (0) → X(1) ⊕X(0) → X(2) ⊕X(1) → · · ·X(ℓ−1) ⊕X(ℓ−2) → X(ℓ−1) = X1 → 0
in H(sτ -tiltΛ(ℓ,ℓ
′)). Similarly, we obtain a path
Λ = Y (0) ⊕X(0) → Y (1) ⊕ Y (0) → Y (2) ⊕ Y (1) → · · ·Y (ℓ
′−1) ⊕ Y (ℓ
′−2) → Y (ℓ
′−1) = X2 → 0
in H(sτ -tiltΛ(ℓ,ℓ
′)). Thus sτ -tiltΛ(ℓ,ℓ
′) ≃ Pℓ,ℓ′. 
In the case ℓ, ℓ′ ≤ 2, [5, Proposition 3.2] gives a characterization of algebras Λ satisfying
sτ -tiltΛ ≃ Pℓ,ℓ′(⇔ Λ ∈ T (Λ
(ℓ,ℓ′))). Furthermore, Question 4.11 holds true if |Λ| = 2.
Proposition 6.1 says that each connected 2-regular finite lattice is realized as a support
τ -tilting poset. However, we have the following result.
Proposition 6.2. For each n > 2, there exists a connected n-regular finite lattice which is
not realized as a support τ -tilting poset.
Proof. For two posets (P,≤P), (P
′,≤P′), we always regard P× P
′ as a poset via the following
partial order:
(a, a′) ≤ (b, b′) :⇔ a ≤P b, a
′ ≤P′ b
′.
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Let P be a poset given by the following quiver:
We denote by Bm := {0 < 1} × {0 < 1} × · · · {0 < 1}︸ ︷︷ ︸
m
. Since P is a connected 3-regular finite
lattice and Bm is a connected m-regular finite lattice, P×Bm is a connected (m+3)-regular
finite lattice. Hence it is sufficient to show that P×Bm is not realized as a support τ -tilting
poset.
Suppose that P× Bm ≃ sτ -tiltΛ, where Λ = KQ/I. By Theorem 2.7, we have
sτ -tilt(ei+ej)Λ Λ ≃ sτ -tilt(ei+ej)Λ− Λ
for any i 6= j ∈ Q0. From results in Subsection 3.1, we have
#{{i, j} | i 6= j, # sτ -tilt(ei+ej)Λ Λ = 6} = 3 6= 2 = #{{i, j} | i 6= j, # sτ -tilt(ei+ej)Λ− Λ = 6}.
This is a contradiction. 
7. 3-point algebras in Θ
Let Θ3 := {Λ ∈ Θ | Λ is connected with |Λ| = 3}, Θ3 := {Λ | Λ ∈ Θ3}. We denote by
Θ′ the set of (isomorphism classes of) basic connected algebras satisfying Condition 1 and
define Θ′3 := {Λ ∈ Θ
′ | |Λ| = 3}, Θ
′
3 := {Λ | Λ ∈ Θ
′
3}. Then Figure 2 gives a complete list of
algebras in Θ
′
3.
We can directly compute support τ -tilting posets of algebras listed in Figure 2. Such
posets are available at authors homepage (https://sites.google.com/site/ryoichikase/papers).
In particular, we have the following proposition.
Proposition 7.1. Each algebra in Figure 2 satisfies Assumption 5.3. In particular, Θ3 = Θ
′
3
and T (Λ) = T ′(Λ) holds for any Λ ∈ Θ3. Furthermore, for each Λ ∈ Θ3, we have
# sτ -tiltΛ ∈ {12, 14, 16, 18, 20, 22, 24, 26, 28, 32}
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1 2 3Λ1 :
α //
α∗
oo
β //
β∗
oo
γ
bb
γ∗
""
αα∗ + α∗α = 0
ββ∗ + β∗β = 0
γγ∗ + γ∗γ = 0
αβ + βγ + γβ = 0
γ∗β∗ + β∗α∗ + α∗γ∗ = 0
1 2 3Λ2 :
α //
α∗
oo
β //
β∗
oo
γ∗
"" αα
∗ + α∗α = 0
ββ∗ + β∗β = 0
αβ = 0
γ∗β∗ + α∗γ∗ = 0
1 2 3Λ3 :
α //
α∗
oo
β //
β∗
oo
γ∗
"" αα
∗ + α∗α = 0
ββ∗ + β∗β = 0
αβ = 0
γ∗β∗ + β∗α∗ + α∗γ∗ = 0
1 2 3Λ4 :
α //
α∗
oo
β∗
oo
γ∗
""
αα∗ + α∗α = 0
γ∗β∗ = 0 1 2 3Λ5 :
α //
α∗
oo
β∗
oo
γ∗
""
αα∗ + α∗α = 0
β∗α∗ = 0 1 2 3Λ6 :
α //
α∗
oo
β∗
oo
γ∗
""
αα∗ + α∗α = 0
α∗γ∗ = 0
1 2 3Λ7 :
α //
α∗
oo
β∗
oo
γ∗
""
αα∗ + α∗α = 0
β∗α∗ + α∗γ∗ = 0 1 2 3Λ8 :
α //
α∗
oo
β //
γ∗
"" αα∗ + α∗α = 0
αβ = 0
α∗γ∗ = 0
1 2 3Λ9 :
α //
α∗
oo
β∗
oo
γ
bb
αα∗ + α∗α = 0
γα = 0
β∗α∗ = 0
1 2 3Λ10 :
α∗
oo
β∗
oo
γ∗
""
γ∗β∗α∗ + β∗α∗γ∗ + α∗γ∗β∗ = 0 1 2 3Λ11 :
α∗
oo
β∗
oo
γ∗
""
γ∗β∗ = 0
β∗α∗γ∗ = 0 1 2 3Λ12 : α∗
oo
β∗
oo
γ∗
""
β∗α∗ + γ∗β∗ = 0
1 2 3Λ13 :
α∗
oo
β∗
oo
γ∗
""
γ∗β∗ + β∗α∗ + α∗γ∗ = 0 1 2 3Λ14 :
α //
α∗
oo
β //
β∗
oo αα
∗ + α∗α = 0
ββ∗ + β∗β = 0 1 2 3Λ15 :
α //
α∗
oo
β //
β∗
oo
αα∗ + α∗α = 0
ββ∗ + β∗β = 0
αβ = 0
1 2 3Λ16 :
α //
α∗
oo
β //
β∗
oo
αα∗ + α∗α = 0
ββ∗ + β∗β = 0
αβ = 0
β∗α∗ = 0
1 2 3Λ17 :
α //
α∗
oo
β //
αα∗ + α∗α = 0 1 2 3Λ18 :
α //
α∗
oo
β // αα∗ + α∗α = 0
αβ = 0
1 2 3Λ19 :
α //
α∗
oo
β∗
oo αα∗ + α∗α = 0 1 2 3Λ20 :
α //
α∗
oo
β∗
oo αα
∗ + α∗α = 0
β∗α∗ = 0 1 2 3Λ21 :
α // β //
γ∗
""
αβ = 0
1 2 3Λ22 :
α // β // 1 2 3Λ23 :
α // β //
αβ = 0 1 2 3Λ24 :
α //
β∗
oo
1 2 3Λ25 :
α∗
oo
β //
Figure 2. The list of Θ
′
3.
References
[1] T. Adachi, The classification of τ -tilting modules over Nakayama algebras, J. Algebra. 452 (2016),
227–262.
[2] T. Adachi, T. Aihara and A. Chan, Classification of two-term tilting complexes over Brauer graph
algebras, arXiv e-prints (2015), http://arxiv.org/abs/1504.04827.
[3] T. Adachi, O. Iyama and I. Reiten, τ -tilting theory, Compos. Math. 150, no. 3 (2014), 415–452.
[4] T. Aihara and O. Iyama, Silting mutation in triangulated categories, J. Lond. Math. Soc. (2) 85
(2012), no. 3, 633–668.
[5] T. Aihara and R. Kase, Algebras sharing the same support τ -tilting poset with tree quiver algebras,
arXiv e-prints (2016), https://arxiv.org/abs/1609.01880.
[6] S. Asai, Semibricks, arXiv e-prints (2016), https://arxiv.org/abs/1610.05860.
[7] I. Assem, D. Simson and A. Skowron´ski, Elements of the representation theory of associative alge-
bras. Vol. 1, London Mathematical Society Student Texts 65, Cambridge University Press (2006).
[8] M. Auslander, I. Reiten and S. Smalø, Representation theory of artin algebras, Cambridge studies
in advanced mathematics 36, Cambridge University Press (1995).
[9] M. Auslander and S. Smalø, Preprojective modules over Artin algebras, J. Algebra 66 (1980), no.
1, 61–122.
[10] L. Demonet, O. Iyama, G, Jasso, τ -tilting finite algebras, bricks and g-vectors, arXiv e-prints (2015),
https://arxiv.org/abs/1503.00285v6.
42 RYOICHI KASE
[11] F. Eisele, G. Janssens and T. Raedschelders, A reduction theorem for τ -rigid modules, arXiv
e-prints (2016), http://arxiv.org/abs/1603.04293.
[12] D. Happel and L. Unger, On the quiver of tilting modules, J. Algebra. 284, no. 2 (2005), 857–868.
[13] D. Happel and L. Unger, Reconstruction of path algebras from their posets of tilting modules. Trans.
Amer. Math. Soc 361, no.7, 3633-3660 (2009).
[14] O. Iyama, N. Reading, I. Reiten and H. Thomas, Lattice structure of Weyl groups via represen-
tation theory of preprojective algebras, arXiv preprint 2016, https://arxiv.org/abs/1604.08401.
[15] O. Iyama, I. Reiten, H. Thomas, G. Todorov, Lattice structure of torsion classes for path algebras,
Bull. Lond. Math. Soc. 47 (2015), no. 4, 639–650.
[16] G. Jasso, Reduction of τ -tilting modules and torsion pairs, Int. Math. Res. Not. IMRN 2015, no. 16,
7190–7273.
[17] R. Kase, Taking tilting modules from the poset of support tilting modules, Math. Z. 280, no. 3-4
(2015), 893–904.
[18] R. Kase, Weak orders on symmetric groups and the poset of support τ -tilting modules, Int. J. Algebra
Comput. 27 (2017), no. 5.
[19] S. Koenig, D. Yang, Silting objects, simple-minded collections, t-structures and co-t-structures for
finite dimensional algebras, Doc. Math. 19 (2014), 403–438.
[20] R. Marsh, M. Reineke and A. Zelevinsky, Generalized associahedra via quiver representations,
Trans. Amer. Math. Soc. 355 (2003), no. 10, 4171–4186.
[21] Y. Mizuno, Classifying τ -tilting modules over preprojective algebras of Dynkin type, Math. Z. 277,
no. 3-4 (2014), 665–690.
[22] J. Wald and Waschbu¨sch, Tame biserial algebras, J. Algebra 95 , no. 2(1985), 480–500.
Faculty of Informatics, Okayama University of Science, 1-1 Ridaicho, Kita-ku, Okayama-
shi 700-0005, Japan
E-mail address : r-kase@mis.ous.ac.jp
