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Abstract
Various field and laboratory experiments show that prey refuge
plays a significant role in the stability of prey-predator dynamics. On
the other hand, theoretical studies show that delayed system exhibits
a much more realistic dynamics than its non-delayed counterpart. In
this paper, we study a multi-delayed prey-predator model with prey
refuge. We consider modified Holling Type II response function that
incorporates the effect of prey refuge and then introduce two discrete
delays in the model system. A negative feedback delay is considered in
the logistic prey growth rate to represent density dependent feedback
mechanism and a positive feedback delay is considered to represent
the gestation time of the predator. Our study reveals that the sys-
tem exhibits different dynamical behaviors, viz., stable coexistence,
periodic coexistence or chaos depending on the values of the delay pa-
rameters and degree of prey refuge. The interplay between two delays
for a fixed value of prey refuge has also been determined. It is noticed
that these delays work in a complementary fashion. In addition, using
the normal form theory and center manifold argument, we derive the
explicit formulae for determining the direction of the bifurcation, the
stability and other properties of the bifurcating periodic solutions.
Key words: prey-predator model, prey refuge, multiple-delay, direction and
stability, Hopf bifurcation, chaos.
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1 Introduction
Interaction between food and its eater is the basic rule of nature. Interrela-
tionship [1, 2] largely depends and varies upon the structure of habitat and
more prominently their habitat selection [3, 4]. Refuge means a place or
state of safety [5]. The predation risk often induces the use of safer ’refuge’
habitats by prey population and refuge use under predation risk is commonly
observed in a wide range of systems [6, 7, 8, 9, 10, 11, 12]. Refuge habitats can
change the dynamic behavior of prey-predator interaction by decreasing the
predation risk [1, 3, 13]. Ray and Strasˇkraba [15] notice that the prey species,
i.e., detritivorous fish and their predator species, carnivorous fish coexist in
Sundarban Mangrove ecosystem. In the pristine part of the ecosystem where
forest is dense, the production of detritus is high and the detritivorous fish
can easily take refuge in the densely inundated bushy part of the forest to
avoid predation by carnivorous fish. In this part the production and densities
of both prey and predator fish are high and coexist with each other. But
in the reclaimed part of the forest where there is huge anthropogenic stress,
production of detritus is less and due to lack of bushy part of the forest
the area for refuge of prey species is minimum. In this reclaimed area prey
density (detritivorous fish) is reduced at an alarming level but predator fish
population is also slightly reduced because this fish population has switched
its food habit to other fish and animals [16]. Predator’s functional response
is assumed to be one of the most important components of prey-predator
interaction because predation intensity may change the shape of the com-
munity structure and ecosystem properties [14]. It is well established that
prey refuge reduces the predation rate and the hypothesis is that there ex-
ists an inverse relationship between predation rate and degree of prey refuge
[17]. Therefore, it is important to incorporate the effect of prey refuge in
the predator response function when we study the prey-predator model. A
generalized Gause-type prey-predator model is given by
x˙(t) = x(t)f(x(t))− y(t)g(x(t)),
y˙(t) = θy(t)g(x(t))− dy(t),
(1.1)
where x and y denote the prey and predator densities, respectively. d is the
death rate constant and θ is the conversion efficiency of the predator. f(x)
is the specific growth rate of prey in the absence of predator and g(x) is the
predator response function. It is shown that the most commonly used Holling
Type II functional response, given by g(x(t)) = αx
1+αhx
, can be modified to
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g(x(t)) = α(1−m)x
1+α(1−m)hx
[18, 19, 20, 21] in the presence of prey refuge. Here α
is the prey attack coefficient, h is the handling time and m (0 < m < 1)
is the degree or strength of prey refuge. For example, m = 0.30 implies
that prey-predator interaction will be reduced by 30% due to prey refuge. If
m = 0, i.e. in the absence of prey refuge, it will be exactly the Holling Type
II response function.
Assume that the prey grows logistically to environmental carrying capac-
ity k in the absence of predator with intrinsic growth rate r. In this case, the
generalized Gause-type prey-predator model (1.1) with modified Type II re-
sponse function that incorporates the effect of prey refuge takes the following
form:
x˙(t) = rx(1− x
k
)− α(1−m)xy
1+α(1−m)hx
,
y˙(t) = y
[
θα(1−m)x
1+α(1−m)hx
− d
]
.
(1.2)
Models with delay are much more realistic, as in reality time delays oc-
cur in almost every biological situation [25] and they are assumed to be
one of the reasons for regular fluctuations in population density [26, 27].
Assuming that reproduction of predator after consuming prey is not instan-
taneous but mediated by some time lag required for gestation, we consid-
ered a delay in the predator’s numerical response of the above model and
determined the critical value of the delay parameter below which the sys-
tem was stable and above which it was unstable [22, 20, 23, 21]. Recently,
many researchers have studied the prey-predator interaction with two delays
[20, 21, 28, 29, 30, 31, 32, 33]. In [28], the authors study a Lotka-Volterra
prey-predator system with two delays. Considering the sum of the two de-
lays as a bifurcation parameter, they show that the system undergoes a Hopf
bifurcation when the total delay exceeds some critical value. They also de-
termine the direction and stability of the bifurcating periodic solutions. Song
et al. [29] study exactly the same model with additional analysis of global
existence of periodic solutions. Nakaoka et al. [30] and Xu et al. [31] study
similar type of Lotka-Volterra prey-predator model with two delays. It is
to be mentioned that these studies [28, 29, 30, 31] consider the predator’s
functional response as Holling Type I and treat total delay as the bifurcation
parameter where as stability and bifurcation analysis of a diffusive prey-
predator system in Holling type III functional response with prey refuge is
studied by [34]. Diffusive prey-predator system with constant prey refuge
and delay is studied by [35] and on the same type system with hyperbolic
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mortality is studied by [36]. A three-species prey-predator system with two
delays is studied in [32]. By choosing the sum of two delays as a bifurcation
parameter, the authors show that a Hopf bifurcation at the positive equilib-
rium of the system can occur as the total delay crosses some critical values
and then determine the direction and stability of the bifurcating periodic
solutions. Depending only on a single phase diagram, Nakoka et al. [30]
and Liao et al. [32] comment that large delay may cause chaos. To know
the effect of multi-delays on the qualitative behavior of prey-predator system
with prey refuge, we modify the system (1.2) with two discrete delays. One
discrete delay τ1 is considered in the specific growth rate of prey to incor-
porate the effect of density dependent feedback mechanism which takes τ1
units of time to respond to changes in the prey population [37]. The second
delay τ2 is considered in the predator response function and it is regarded as
gestation period or reaction time of the predator [38]. We thus obtain the
following multi-delayed prey-predator model in the presence of prey refuge
as
x˙(t) = rx
(
1− x(t−τ1)
k
)
− α(1−m)xy
1+α(1−m)hx
,
y˙(t) = y
[
θα(1−m)x(t−τ2)
1+α(1−m)hx(t−τ2)
− d
]
.
(1.3)
All parameters are assumed to be positive. The model system (1.3) has to
be investigated with initial conditions
x(φ) = x0 = φ1(φ) > 0, y(φ) = y0 = φ1(φ) > 0 for φ ∈ [−max{τ1, τ2}, 0].
(1.4)
The objective of our paper is to study the prey-predator dynamics in the
presence of prey refuge and two biological delays. We address the question
how the gestation delay τ2 of the predator affects individually and jointly
with the delay τ1 in the logistic prey growth rate on the local stability of a
prey-predator system with prey refuge. Another important issue that will
be discussed is – how the system behaves if the biological delays are large
enough. Existence of chaos, if any, due to large delay will be investigated
rigorously. The interplay between the degree of prey refuge and biological
delays will also be investigated in detail.
The organization of the paper is as follows: In Section 2, we study the
local stability of the system (1.3); direction and stability of Hopf bifurcation
is studied in Section 3. Rigorous numerical simulations of the model system
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are performed in Section 4. Finally, a summary is presented in Section 5.
2 Stability Analysis
2.1 Positive Invariance
Feasibility or biological positivity studies aim to objectively and rationally
uncover the strengths and weaknesses of an existing or proposed model in
the given environment. Therefore, it is important to show the positivity for
the model system (1.3) as the system represents prey-predator populations.
Biologically, positivity ensures that the population never becomes negative
and it always survives. For proving this, we have the following theorem.
Theorem 2.1. All the solution of (1.3) with initial conditions (1.4) are
positive.
Proof. The model (1.3) can be written in the following form:
ConsiderW = col(x, y) ∈ ℜ2+, (φ1(θ), φ2(θ)) ∈ C+ = ([−max{τ1 , τ2}, 0 ],ℜ
2
+),
φ1(0), φ2(0) > 0,
F (W ) =
(
F1(W )
F2(W )
)
=

x
[
r
(
1−
x(t− τ1)
K
)
−
α(1−m)y
ay + (1−m)x
]
y
[
θα(1−m)x(t− τ2)
1 + α(1−m)hx(t− τ2)
− d
]
 ,
model system (1.3) becomes
W˙ = F (W ), (1.3a)
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with W (φ) = (φ1(φ), φ2(φ)) ∈ C+ and φ1(0), φ2(0) > 0. It is easy to check in
system (1.3a) that whenever choosing W (φ) ∈ ℜ+ such that x = y = 0, then
Fi(W ) |wi=0,W∈ℜ2+≥ 0,
with w1(t) = x(t), w2(t) = y(t). Using the lemma given in [44], any solution
of (1.3a) with W (θ) ∈ C+, say W (t) = W (t,W (θ)), is such that W (t) ∈ ℜ
2
+
for all t ≥ 0. Hence the solution of the system (1.3a) exists in the region ℜ2+
and all solutions remain non-negative for all t > 0. Therefore, the positive
orthant ℜ2+ is an invariant region.
2.2 Uniform persistence
In ecology, one question arises that the determining conditions which assure
that the population abundance with time i.e., the solutions of the correspond-
ing ecological system which are initially strictly positive do not approach the
boundary of the cone as time evolves. Generally speaking, the uniformly per-
sistent systems are those in which strictly positive solutions do not approach
the boundary of the non-negative phase-space (ℜ2+) as t→∞ [39]. In other
words, permanently coexistence (uniform persistence) implies the existence
of a region in the phase space at a non-zero distance from the boundary, in
which all the population vectors must lie ultimately. The uniform persis-
tence is also most suitable from the point of applications since it rules out
the possibility of one of the populations becoming arbitrarily close to zero
and hence the risk of extinction due to small perturbation due to stochastic
effects. The concept of uniform persistence has been discussed by many re-
searchers [40, 41, 42]. In the next theorem, we prove the uniform persistence
of the the model system (1.3) by means of the well known average Lyapunov
function [43].
Theorem 2.2.The model system (1.3) is uniformly persistent if all the
non-interior equilibrium points exist together with (i) β1
β2
> d
r
, (ii) m <
1− d
αk(θ−hd)
, θ > hd+ d
αk
.
Proof The system (1.3) has two boundary equilibrium points, (i)E0(0, 0)
and (ii)E1(k, 0). For (x, y) ∈ ℜ
2
+, consider the following average Lyapunov
function.
ρ(x, y, z) = xβ1yβ2,
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where βi > 0, i = 1, 2 are constants. It is easy to observe that the func-
tion ρ(.) is a non-negative continuous function. Calculating the logarithmic
derivative of ρ(.) along solution of the model system (1.3), we obtain
Υ(x, y, z) =
ρ˙
ρ
=
β1x˙
x
+
β2y˙
y
= β1
[
r
(
1−
x(t− τ1)
k
−
α(1−m)y
1 + α(1−m)hx
)]
+ β2
[ θα(1−m)x(t− τ2)
1 + α(1−m)hx(t− τ2)
− d
]
.
To prove the system (1.3) to be uniformly persistent, we need to show that
the above logarithmic derivative is positive at all the boundary equilibrium
points E0 and E1 for some suitable choices of positive βi’s. This condition
is ensured at the origin and axial equilibria E0 and E1 by the choice
β1
β2
> d
r
,
m < 1− d
αk(θ−hd)
and θ > hd+ d
αk
respectively.
2.3 Local stability
Ecological stability can refer to types of stability in a continuum ranging
from regeneration via resilience (returning quickly to a previous state), to
constancy to persistence. The precise definition depends on the ecosystem in
question, the variable or variables of interest, and the overall context. In the
context of conservation ecology, stable populations are often defined as ones
that do not go extinct. Researchers applying mathematical models from
system dynamics usually use Lyapunov stability. Local stability indicates
that a system is stable over small short-lived disturbances. In ecology, stress
is given on the stability of coexistence of equilibrium points. We, therefore,
concentrate on the study of the interior equilibrium point of the system (1.3).
This system has only one interior equilibrium point given by E∗(x∗, y∗), where
x∗ = d
α(1−m)(θ−hd)
and y∗ = r(k−x
∗){1+αh(1−m)x∗}
αk(1−m)
. The equilibrium point will
be feasible if
(i) m < 1− d
αk(θ−hd)
and
(ii) θ > hd+ d
αk
.
Linearizing the system (1.3) at (x∗, y∗), we get
x˙(t) = α
2(1−m)2hx∗y∗
{1+α(1−m)hx∗}2
x(t)− α(1−m)x
∗
1+α(1−m)hx∗
y(t)− rx
∗
k
x(t− τ1),
y˙(t) = θα(1−m)y
∗
{1+α(1−m)hx∗}2
x(t− τ2).
(2.1)
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The characteristic equation of the corresponding variational matrix is given
by
λ2 + Aλ +Bλe−λτ1 + Ce−λτ2 = 0, (2.2)
where
A = − α
2(1−m)2hx∗y∗
{1+α(1−m)hx∗}2
(< 0), B = rx
∗
k
(> 0) and C = θα
2(1−m)2x∗y∗
{1+α(1−m)hx∗}3
(> 0).
One can consider several subcases. They are as follows,
2.4 Case I: τ1 = 0 and τ2 = 0
In the absence of all delays, the characteristic equation (2.2) becomes
λ2 + (A+B)λ + C = 0. (2.3)
All roots of the equation (2.3) will have negative real parts and the corre-
sponding non-delayed system of the delay-induced system (1.3) will be locally
asymptotically stable around E∗ if and only if
(H1) A+B > 0 and C > 0.
Note that C is always positive whenever E∗ exists and A+B > 0 if
m > 1− θ+hd
αkh(θ−hd)
with θ > hd(1+αkh)
αkh−1
and α > 1
kh
.
Thus, we state the following lemma for the stability of the non-delayed sys-
tem.
Lemma 2.1. The system (1.3) is locally asymptotically stable around E∗ in
the absence of delay if
(i) α > 1
kh
,
(ii) θ > max
[
hd(αkh+1)
αkh−1
, hd+ d
αk
]
and
(iii) 1− θ+hd
αkh(θ−hd)
< m < 1− d
αk(θ−hd)
.
2.5 Case II: τ1 = 0 and τ2 6= 0
If τ1 = 0 and τ2 > 0 then the characteristic equation (2.2) becomes
λ2 + (A+B)λ+ Ce−λτ2 = 0 (2.4)
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Let iω (ω > 0) be a root of the equation (2.4). Then it follows that
ω2 = Ccosωτ2,
(A+B)ω = Csinωτ2.
(2.5)
This leads to
ω4 + (A +B)2ω2 − C2 = 0. (2.6)
If Lemma 2.1 holds, then the equation (2.6) has a unique positive root ω20.
Substituting ω20 into (2.5), we have
τ2n =
1
ω0
cos−1
(
ω20
C
)
+ 2npi
ω0
, n = 0, 1, 2, ....
If λ(τ2) be the root of (2.4) satisfying Reλ(τ2n) = 0 and Imλ(τ2n) = ω0, we
get [
d
dτ2
Re(λ)
]
τ2=τ20 ,ω=ω0
= 2ω
2+(A+B)2
C2
> 0.
From Corollary (2.4) in Ruan andWei [45], we have the following conclusions.
Lemma 2.2. Assume τ1 = 0 and conditions of Lemma 2.1 hold. Then
the interior equilibrium E∗ of the system (1.3) is asymptotically stable for
τ2 < τ20 and unstable for τ2 > τ20 . Furthermore, the system (1.3) undergoes
a Hopf bifurcation at E∗ when τ2 = τ20 .
2.6 Case III: τ1, τ2 6= 0 & τ2 is within its stable range
In this case, we consider equation (2.2) with τ2 in its stable interval and
regard τ1 as a parameter. Without loss of generality, we consider that the
system (2.2) satisfies conditions of the Lemma 2.1. Let iω(ω > 0) be a root
of equation (2.2) and thus we obtain
ω4 + A˜ω2 + C2 + 2B˜cosωτ2 + 2C˜sinωτ2 = 0. (2.7)
where,
A˜ = A2 − B2, B˜ = −Cω2 and C˜ = −ACω.
We define,
F (ω) = ω4 + A˜ω2 + C2 + 2B˜cosωτ2 + 2C˜sinωτ2.
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Then it is easy to check that F (0) = C2 > 0 and F (∞) =∞. We can obtain
that equation (2.7) has finite positive roots ω1, ω2, ....., ωk. For every fixed
ωi, i = 1, 2, ...., k, there exists a sequence {τ
j
1i
| j = 1, 2, ....}, where
τ
j
1i
= 1
ω1
cos−1
[
C sinω1τ2−Aω1
Bω1
]
+ 2ipi
ω1
, i = 1, 2, ..., k, j = 1, 2, ....
such that (2.7) holds. Let τ10 = min{τ
j
1i
| i = 1, 2, ...., k; j = 1, 2, ....}.
When τ1 = τ10 , equation (2.2) has a pair of purely imaginary roots ±iω1 for
τ2 ∈ [0, τ20).
In the following, we assume that
(H2)
[
d
dτ1
(Reλ)
]
λ=iω1
6= 0.
Therefore, by the general Hopf bifurcation theorem for FDEs, we have the
following result on the stability and bifurcation of the system equation (1.3).
Lemma 2.3. For the model system (1.3), suppose conditions of the Lemma
2.1 are satisfied when τ2 ∈ [0, τ20). Then the equilibrium E
∗ is locally asymp-
totically stable when τ1 ∈ (0, τ10) and unstable if τ1 > τ10 . The system (1.3)
undergoes a Hopf bifurcation at E∗ when τ1 = τ10 .
2.7 Case IV: τ2 = 0 and τ1 6= 0
For this choice of the delay parameters we summarize our results in the fol-
lowing theorem. The proof follows similar arguments as the Lemma 2.2. in
Cases II.
Lemma 2.4. Assume that τ2 = 0, τ1 6= 0 and the condition of Lemma 2.1.
hold. Then the equilibrium E∗ is locally asymptotically stable for τ1 < τ¯10
and unstable for τ1 > τ¯10 . Furthermore, the system (1.3) undergoes Hopf-
bifurcation when τ1 = τ¯10 , where
τ¯10 =
1
ω¯0
cos−1(−A
B
),
where, ω¯0 is the unique positive root of ω
4+(A2−B2− 2C)ω2+C2 = 0 and[
d(Reλ(τ))
dτ
]−1
τ=τ¯
=
M + 2ω¯2
B2ω¯2
> 0,
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since M = A2 − B2 − 2C = [ rd{αh(1−m)(k−2x
∗)−1}
αθk(1−m)
]2 > 0.
2.8 Case V: τ1, τ2 6= 0 & τ1 is within its stable range
For this choice of the delay parameters we summarize our results in the fol-
lowing theorem. The proof follows similar arguments as the Lemma 2.3. in
Cases III.
Lemma 2.5. For the model system (1.3), suppose conditions of the Lemma
2.1 are satisfied and τ1 ∈ [0, τ¯10). Then the equilibrium E
∗ is locally asymp-
totically stable when τ2 ∈ (0, τ¯20) and unstable if τ2 > τ¯20 . The system (1.3)
undergoes a Hopf bifurcation at E∗ when τ2 = τ¯20 , where
τ¯20 =
1
ω¯1
cos−1
(
ω¯21−Bω¯1sinω¯1τ1
C
)
,
where, ω¯1 > 0 is the positive root of
ω4 + A¯ω2 − C2 + aC¯sinωτ1 + D¯cosωτ1 = 0,
with A¯ = A2 +B2, B¯ = −Bω3 and C¯ = ABω2.
In the following, we also assume that
(H3)
[
d
dτ2
(Reλ)
]
λ=iω¯1
6= 0.
3 Direction and stability of Hopf bifurcation
point
In the previous section, we have obtained the sufficient conditions to guaran-
tee that the system (1.3) undergoes Hopf bifurcation at E∗ when τ1 = τ10 = τ˜1
and ω1 = ω˜ (say) and τ2 is within its stability range. In this section, we study
its bifurcation properties. The method we use is based on the normal form
and the center manifold theory presented in Hassard et al. [46].
Without loss of generality, we assume that τ˜2 < τ20 , where τ˜2 ∈ (0, τ20). Let
x1 = x− x
∗, x2 = y − y
∗ and τ1 = τ˜1 + µ where µ ∈ R. Then equation (1.3)
is transformed into an FDE in C = C([−1, 0], R2) as
x˙(t) = Lµ(xt) + f(µ, xt). (4.1)
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Here x(t) = (x1, x2)
T ∈ R2, and Lµ : C → R, f : R× C → R are given by
Lµ(φ) = (τ˜1+µ)B1
(
φ1(0)
φ2(0)
)
+(τ˜1+µ)B2
(
φ1(−τ˜1)
φ2(−τ˜1)
)
+(τ˜1+µ)B3
(
φ1(−τ˜2)
φ2(−τ˜2)
)
(4.2)
withB1 =
(
α2(1−m)2hx∗y∗
{1+α(1−m)hx∗}2
− α(1−m)x
∗
1+α(1−m)hx∗
0 0
)
, B2 =
(
− rx
∗
k
0
0 0
)
, B3 =
(
0 0
θα(1−m)y∗
{1+α(1−m)hx∗}2
0
)
and
f(µ, φ) = (τ˜1 + µ)
(
− r
k
φ1(0)φ1(−τ˜1)−
α(1−m)φ1(0)φ2(0)
1+α(1−m)hφ1(0)
θα(1−m)φ1(−τ˜2)φ2(0)
1+α(1−m)hφ1(−τ˜2)
)
. (4.3)
By Riesz representation theorem, there exits a function η(ϑ, µ) of bounded
variation for ϑ ∈ [−1, 0] such that
Lµφ =
∫ 0
−1
dη(ϑ, µ)φ(ϑ) for φ ∈ C. (4.4)
In fact, we can choose
η(ϑ, µ) =

(τ˜1 + µ)B1, ϑ = 0,
(τ˜1 + µ)B2δ(ϑ+ τ˜1), ϑ ∈ [−τ˜1, 0),
−(τ˜1 + µ)B3δ(ϑ+ τ˜2), ϑ ∈ [−τ˜2,−τ˜1).
(4.5)
For φ ∈ C1([−1, 0], R2), we define
A(µ)φ =

dφ(ϑ)
dϑ
, ϑ ∈ [−τ˜2, 0),∫ 0
−1
dη(µ, s)φ(s), ϑ = 0,
and
R(µ)φ =
{
0, ϑ ∈ [−τ˜2, 0)
f(µ, φ), ϑ = 0.
Then system (4.1) is equivalent to
x˙(t) = A(µ)xt +R(µ)xt, (4.6)
where xt(ϑ) = x(t + ϑ) for ϑ ∈ [−1, 0].
For ψ ∈ C1([0,−1], (R2)∗), define
A∗ψ(s) =
 −
dψ(s)
ds
, s ∈ (0, 1],∫ 0
−1
dηT (t, 0)ψ(−t), s = 0,
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and a bilinear inner product
〈ψ(s), φ(ϑ)〉 = ψ(0)φ(0)−
∫ 0
−1
∫ ϑ
ξ=0
ψ(ξ − ϑ)dη(ϑ)φ(ξ)dξ, (4.7)
where η(ϑ) = η(ϑ, 0). Then A(0) and A∗ are adjoint operators. From Section
2, we know that ±iω˜τ˜1 are eigenvalues of A(0). Thus, they are also eigenval-
ues of A∗. We first need to compute the eigenvalues of A(0) and A∗ corre-
sponding to iω˜τ˜1 and −iω˜τ˜1, respectively. Suppose that q(ϑ) = (1, q1)
T eiω˜τ˜1ϑ
is the eigenvector of A(0) corresponding to iω˜τ˜1, then A(0)q(ϑ) = iω˜τ˜1q(ϑ).
It follows from the definition of A(0) and (4.2), (4.4), (4.5) that
τ˜1
iω˜− α2(1−m)2hx∗y∗{1+α(1−m)hx∗}2+ rx∗e−iω˜τ˜1k α(1−m)x∗1+α(1−m)hx∗
−
θα(1−m)y∗e−iω˜τ˜2
{1+α(1−m)hx∗}2
iω˜
 q(0) = (0
0
)
.
Thus, we can easily obtain
q(0) = (1, q1)
T ,
where
q1 =
θα(1−m)y∗e−iω˜τ˜2
iω˜{1 + α(1−m)hx∗}2
.
Similarly, let q∗(s) = D(1, q1
∗)T is the eigenvector of A∗ corresponding to
−iω˜τ˜1. By the definition of A
∗ and (4.2),(4.3) and (4.4), we can compute
q∗(s) = D(1, q1
∗) = D
(
1,−
α(1−m)x∗
iω˜{1 + α(1−m)hx∗}
)
.
In order to assure 〈q∗(s), q(ϑ)〉 = 1, we need to determine the value of D.
From (4.7), we have
〈q∗(s), q(q1)〉 = D(1, q1
∗)(1, q1)
T −
∫ 0
−τ˜2
∫ ϑ
ξ=0
D(1, q1
∗)e−iω˜(ξ−ϑ)dη(ϑ)(1, q1)
T eiω˜ξdξ
= D
{(
1−
rx∗
K
e−iω˜τ˜1
)
+ q1q
∗
1
(
1 +
θα(1−m)y∗e−iω˜τ˜2
{1 + α(1−m)hx∗}2
)}
.
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Thus, we can choose D as
D =
1(
1− rx
∗
K
e−iω˜τ˜1
)
+ q1q∗1
(
1 + θα(1−m)y
∗e−iω˜τ˜2
{1+α(1−m)hx∗}2
) .
In the remainder of the section, we use the same notations as in [47]. We
first compute the coordinates to describe the center manifold C0 at µ = 0.
Define
z(t) = 〈q∗, xt〉, W (t, ϑ) = xt(ϑ)− 2Re{z(t)q(ϑ)}. (4.8)
On the center manifold C0, we have
W (t, ϑ) = W (z(t), z(t), ϑ),
where
W (z, z, ϑ) =W20(ϑ)
z2
2
+W11(ϑ)zz +W02(ϑ)
z2
2
+W30(ϑ)
z3
6
+ ......, (4.9)
z and z are local coordinates for center manifold C0 in the direction of q
∗
and q∗. Note that W is real if xt is real. We only consider real solutions. For
solution xt ∈ C0 of (4.6), since µ = 0, we have
z˙(t) = iω˜τ˜1z + q
∗(ϑ)f(0,W (z, z, ϑ) + 2Re{zq(ϑ)}) def iω˜τ˜1z + q
∗(0)f0(z, z).
We rewrite this equation as
z˙(t) = iω˜τ˜1z(t) + g(z, z),
where
g(z, z) = q∗(0)f0(z, z) = g20
z2
2
+ g11zz + g02
z2
2
+ g21
z2z
2
+ ....... (4.10)
It follows from (4.8) and (4.9) that
xt(ϑ) = W (t, ϑ) + 2Re{z(t)q(t)}
= W20(ϑ)
z2
2
+W11(ϑ)zz +W02(ϑ)
z2
2
+ (1, q1)
T eiω˜τ˜1ϑz
+ (1, q1)
T e−iω˜τ˜1ϑz + .......... (4.11)
14
It follows together with (4.3) that
g(z, z) = q∗(0)f(0, xt) = τ˜1D(1, q1
∗)
(
− r
k
x1t(0)x1t(−τ˜1)−
α(1−m)x1t(0)x2t(0)
1+α(1−m)hx1t(0)
θα(1−m)x1t(−τ˜2)x2t(0)
1+α(1−m)hx1t(−τ˜2)
)
= −
τ˜1rD
k
[z2e−iω˜τ˜1 + z2eiω˜τ˜1 + (eiω˜τ˜1 + e−iω˜τ˜1)zz + {2(W 111(−τ˜1) +W
1
11(0)e
−iω˜τ˜1)
+ W 120(−τ˜1) +W
1
20(0)e
iω˜τ˜1}
z2z
2
]− τ˜1Dα(1−m)[q1z
2 + q1z
2 + (q1 + q1)zz
+
z2z
2
{2(q1W11(0) +W
2
11(0)) + (q1W
1
20(0) +W
2
20(0))}]
+ 2τ˜1Dα
2(1−m)2h(q1 + 2q1)
z2z
2
+ τ˜1Dq∗1θα(1−m)[q1e
−iω˜τ˜2z2 + q1e
iω˜τ˜2z2
+ (q1e
−iω˜τ˜2 + q1e
iω˜τ˜2)zz + {2(W 211(0)e
−iω˜τ˜2 +W 111(−τ˜2)q1)
+ (W 220)(0)e
iω˜τ˜2 + q1W
1
20(−τ˜2)}
z2z
2
]
− 2τ˜1Dq∗1θα
2(1−m)2h(q1e
−2iω˜τ˜2 + 2q1)
z2z
2
........ (4.12)
Comparing the coefficients with (4.10), we have
g20 = 2τ˜1D[−
r
k
e−iω˜τ˜1 + α(1−m)q1(θq1
∗e−iω˜τ˜2 − 1)],
g11 = 2τ˜1D[−
r
k
(eiω˜τ˜1 + e−iω˜τ˜1) + α(1−m){θq1
∗(q1e
−iω˜τ˜2 + q1e
iω˜τ˜2)− Re{q1}}],
g02 = 2τ˜1D[−
r
k
eiω˜τ˜1 + α(1−m)q1(θq1
∗eiω˜τ˜2 − 1)],
g21 = −
τ˜1rD
k
{2(W 111(−τ˜1) +W
2
11(0)e
−iω˜τ˜1) +W 120(0)(−τ˜1) +W
2
20(0)e
iω˜τ˜1}
− τ˜1Dα(1−m){2(q1W
1
11(0) +W
2
11(0)) + (q1W
1
20(0) +W
2
20(0))}
+ 2τ˜1Dα
2(1−m)2h(q1 + 2q1) + τ˜1Dq1
∗θα(1−m){W 211(0)e
−iω˜τ˜2 +W 111(−τ˜2q1)
+ (W 220(0)e
iω˜τ˜2 + q1W
1
20(−τ˜2))} − 2τ˜1Dq1
∗θα2(1−m)2h(q1e
−2iω˜τ˜2 + 2q1). (4.13)
Since there are W20(ϑ) and W11(ϑ) in g21, we still need to compute them.
From (4.3) and (4.8), we have
W˙ = x˙t − z˙ − z˙q =
{
AW − 2Re{q∗(0)f0q(ϑ)}, ϑ ∈ [−1, 0),
AW − 2Re{q∗(0)f0q(ϑ)}+ f0, ϑ = 0,
def AW +H(z, z, ϑ), (4.14)
15
where
H(z, z, ϑ) = H20(ϑ)
z2
2
+H11(ϑ)zz +H02(ϑ)
z2
2
+ ..... (4.15)
Substituting the corresponding series into (4.14) and comparing the coeffi-
cients, we obtain
(A− 2iω˜τ˜1)W20(ϑ) = −H20(ϑ), AW11(ϑ) = −H11(ϑ)...... (4.16)
From (4.14), we know that for ϑ ∈ [−1, 0),
H(z, z, ϑ) = −q∗(0)f0q(ϑ)−q
∗(0)f 0(ϑ) = −g(z, z)q(ϑ)−g(z, z)q(ϑ), (4.17).
Comparing the coefficients with (4.15), we get
H20(ϑ) = −g20q(ϑ)− g02q(ϑ)
and
H11(ϑ) = −g11q(ϑ)− g11q(ϑ).
From (4.16) and (4.18) and the definition of A, it follows that
W˙20(ϑ) = 2iω˜τ˜1W20(ϑ) + g20q(ϑ) + g02q(ϑ).
Notice that q(ϑ) = (1, x)T eiω˜τ˜1ϑ, hence
W20(ϑ) =
ig20
ω˜
q(0)eiω˜τ˜1ϑ +
ig02
3ω˜
q(0)e−iω˜τ˜1ϑ + E
′
1e
2iω˜τ˜1ϑ, (4.20)
where E
′
1 = (E
(1)
1 , E
(2)
1 ) ∈ R
2 is a constant vector. Similarly, from (4.16) and
(4.19), we obtain
W11(ϑ) = −
ig11
ω˜
q(0)eiω˜τ˜1ϑ +
ig11
ω˜
q(0)e−iω˜τ˜1ϑ + E
′
2, (4.21)
where E
′
2 = (E
(1)
2 , E
(2)
2 ) ∈ R
2 is a constant vector. In what follows, we shall
seek appropriate E1 and E2. From the definition of A and (3.16), we obtain∫ 0
−1
dη(ϑ)W20(ϑ) = 2iω˜τ˜1W20(0)−H20(0) (4.22)
and ∫ 0
−1
dη(ϑ)W11(ϑ) = −H11(0), (4.23)
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where η(ϑ) = η(0, ϑ). By (4.14), we have
H20(0) = −g20q(0)− g02q(0) + 2τ˜1
−
(
r
k
e−iω˜τ˜1+α(1−m)q1
)
θα(1−m)e−iω˜τ˜2q1
 (4.24)
and
H11(0) = −g11q(0)− g11q(0) + 2τ˜1
(
− r
k
(e−iω˜τ˜1+eiω˜τ˜1 )−α(1−m)Re{q1}
α(1−m)(q1e−iω˜τ˜2+q1eiω˜τ˜2 )
)
. (4.25)
Substituting (4.20) and (4.24) into (4.22) and noticing that(
iω˜τ˜1I −
∫ 0
−1
eiω˜τ˜1ϑdη(ϑ)
)
q(0) = 0
and (
−iω˜τ˜1I −
∫ 0
−1
e−iω˜τ˜1ϑdη(ϑ)
)
q(0) = 0,
we obtain(
2iω˜τ˜1I −
∫ 0
−1
e2iω˜τ˜1ϑdη(ϑ)
)
E
′
1 = 2τ˜1
−
(
r
k
e−iω˜τ˜1+α(1−m)q1
)
θα(1−m)e−iω˜τ˜2q1
 .
This leads to2iω˜− α2(1−m)2hx∗y∗{1+α(1−m)hx∗}2+ rx∗k e−iω˜τ˜1 α(1−m)x∗1+α(1−m)hx∗
−
θα(1−m)y∗e−iω˜τ˜2
{1+α(1−m)hx∗}2
2iω˜
E ′1 = 2
−
(
r
k
e−iω˜τ˜1+α(1−m)q1
)
θα(1−m)e−iω˜τ˜2q1
 .
Therefore, it follows that
E
(1)
1 =
2
A
−
(
r
k
e−iω˜τ˜1+α(1−m)q1
)
α(1−m)x∗
1+α(1−m)hx∗
θα(1−m)e−iω˜τ˜2q1 2iω˜
and
E
(2)
1 =
2
A
2iω˜− α
2(1−m)2hx∗y∗
{1+α(1−m)hx∗}2
+ rx
∗
K
e−iω˜τ˜1 −
(
r
k
e−iω˜τ˜1 + α(1−m)q1
)
− θα(1−m)y
∗e−iω˜τ˜2
{1+α(1−m)hx∗}2
θα(1−m)e−iω˜τ˜2q1
.
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where
A =
2iω˜− α
2(1−m)2hx∗y∗
{1+α(1−m)hx∗}2
+ rx
∗
k
e−iω˜τ˜1 α(1−m)x∗
1+α(1−m)hx∗
−
θα(1−m)y∗e−iω˜τ˜2
{1+α(1−m)hx∗}2
2iω˜
.
Similarly, substituting (4.21) and (4.25) into (4.23), we get− α2(1−m)2hx∗y∗{1+α(1−m)hx∗}2+ rx∗k α(1−m)x∗1+α(1−m)hx∗
−
θα(1−m)y∗
{1+α(1−m)hx∗}2
0
E ′2 = 2(− rk (e−iω˜τ˜1+eiω˜τ˜1 )−α(1−m)Re{q1}
α(1−m)(q1e−iω˜τ˜2+q1eiω˜τ˜2 )
)
.
It follows that
E
(1)
2 =
2
B
′
− r
k
(e−iω˜τ˜1 + eiω˜τ˜1)− α(1−m)Re{q1}
α(1−m)x∗
1+α(1−m)hx∗
α(1−m)(q1e
−iω˜τ˜2 + q1e
iω˜τ˜2) 0
and
E
(2)
2 =
2
B
′
− α
2(1−m)2hx∗y∗
{1+α(1−m)hx∗}2
+ rx
∗
K
− r
k
(e−iω˜τ˜1 + eiω˜τ˜1)− α(1−m)Re{q1}
− θα(1−m)y
∗
{1+α(1−m)hx∗}2
α(1−m)(q1e
−iω˜τ˜2 + q1e
iω˜τ˜2)
,
where
B
′
=
− α
2(1−m)2hx∗y∗
{1+α(1−m)hx∗}2
+ rx
∗
k
α(1−m)x∗
1+α(1−m)hx∗
−
θα(1−m)y∗
{1+α(1−m)hx∗}2
0
.
Thus, we can determine W20(ϑ) and W11(ϑ) from (4.20) and (4.21). Further-
more, g21 in (4.13) can be expressed by the parameters and delay. Thus, we
can compute the following values:
c1(0) =
i
2ω˜τ10
(g20g11 − 2|g11|
2 −
|g02|
2
3
) +
g21
2
,
µ2 = −
Re{c1(0)}
Re{λ′(τ10)}
,
β2 = 2Re(c1(0)),
T2 = −
Im{c1(0)}+ µ2Im{λ
′
(τ10)}
ω˜τ10
.
which determine the qualities of bifurcating periodic solution in the center
manifold at the critical value τ10 .
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Figure 1: The coexistence equilibrium point E∗ = (253.9056, 97.8867) is
locally asymptotically stable when τ1 = 0 = τ2. Figs. (a) and (b) are the
time evolutions of the model system (1.3) and Fig. (c) is the corresponding
phase plane.
Lemma 3.1 µ2 determines the direction of the Hopf bifurcation. If µ2 >
0 (µ2 < 0) then the Hopf bifurcation is supercritical (subcritical) and the
bifurcating periodic solutions exist for τ > τ10 (τ < τ10). β2 determines
the stability of the bifurcating periodic solutions: the bifurcating periodic
solutions are stable (unstable) if β2 < 0 (β2 > 0). T2 determines the period
of the bifurcating periodic solutions: the period increases (decreases) if T2 >
0 (< 0).
4 Simulation results
In this section, we give some numerical simulations to illustrate the analyt-
ical results observed in the previous sections. For illustration purpose, we
consider the parameter values r = 2.65, k = 898, α = 0.045, m = 0.45, h =
0.0437, θ = 0.215, d = 1.06 with initial value (30, 5.83).
The above parameter set satisfies all the conditions in Lemma 2.1 and
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Figure 2: Bifurcation diagram (Figure 2(a))of system (1.3) with respect to
the bifurcation parameter τ2 is drawn in the three-dimensional space (τ2, x, y)
when τ1 = 0. Figure 2(b) shows the time evolution of the system when
τ2(= 0.18) is less than its critical value 0.2176. Figure 2(c) indicates the
time evolution of the system when τ2(= 0.23) is greater than its critical
value 0.2176. These figures show that the coexistence equilibrium is stable
for τ2 < 0.2176, unstable for τ2 > 0.2176 and Hopf-bifurcation occurs at
τ = τ20 = 0.2176 with τ1 = 0.
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Figure 3: Bifurcation diagram (Figure 3(a))of system (1.3) with respect to
the bifurcation parameter τ2 is drawn in the three-dimensional space (τ1, x, y)
when τ2 = 0.18. Figure 3(b) shows the time evolution of the system when
τ1(= 0.24) is less than its critical value 0.27. Figure 3(c) indicates the time
evolution of the system when τ1(= 0.3) is greater than its critical value 0.27.
These figures show that the coexistence equilibrium is stable for τ1 < 0.27,
unstable for τ1 > 0.27 and Hopf-bifurcation occurs at τ = τ10 = 0.27 with
τ2 = 0.18.
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Figure 4: Irregular periodic behavior of the system (1.3) when τ1 = 0.7 (>
τ10) and τ2 = 0.8 (> τ20). Figs. (a) and (b) are the time series of the prey
and predator populations and Fig. (c) is the corresponding phase diagram.
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consequently the system equation (1.3) converges to the coexistence equilib-
rium point E∗(253.9056, 97.8867) when τ1 = 0, τ2 = 0 (Fig. 1). For the Case
II, where τ1 = 0 and τ2 6= 0, we compute ω0 = 1.2345 and τ20 = 0.2176.
Therefore, by Lemma 2.2, E∗ is asymptotically stable for τ2 < τ20 and unsta-
ble for τ2 > τ20 . The system experiences a Hopf bifurcation around E
∗ when
τ2 = τ20 . This behavior is depicted in the Fig. 2. Figure 2 (b-c) depict, re-
spectively, that the system (1.3) is stable for τ2 = 0.18 (< τ20 = 0.2176) and
unstable for τ2 = 0.23 (> τ20 = 0.2176) with τ1 = 0. The bifurcation diagram
(Fig. 2(a)) clearly demonstrates the system behavior for different values of
τ2. It shows that the system remains stable if τ2 < τ20 ; but the instability
sets in through periodic oscillations if τ2 > τ20 . The system undergoes a
Hopf bifurcation when τ2 = τ20 = 0.2176. For the Case III, where τ1 6= 0 and
τ2 6= 0, we vary τ1 keeping the value of τ2 within its stability range (0, 0.2176).
Choosing τ2 = 0.18, we obtain ω1 = 1.1095 as a root of the equation (2.7). In
this case, the value of τ10 becomes 0.27 and the system (1.3) (following the
Lemma 2.3) is locally stable (unstable) whenever τ1 < 0.27 (> 0.27). A Hopf
bifurcation occurs when τ1 = 0.27. Fig. 3(b) shows that the system (1.3) is
locally asymptotically stable for τ1 = 0.24 < 0.27; and Fig. 3(c) show that
the system (1.3) is unstable for τ1 = 0.3 > 0.27. The bifurcation diagram
(Fig. 3(a)) clearly demonstrates the system behavior for different values of
τ1. In Case IV, when τ2 = 0, τ1 6= 0, one can compute ω¯0 = 1.6095 and the
corresponding critical value of τ1 as τ10 = 0.6167. Therefore, the coexistence
equilibrium E∗(x∗, y∗) is locally asymptotically stable for τ1 < τ¯10 = 0.6167
and it is unstable for τ1 > τ¯10 = 0.6167. Similarly for Case V, we take any
value of τ1 from its stability range [0, 0.6167), say τ1 = 0.45, and consider
τ2 as a free parameter. One finds that ω¯1 = 1.6468 and the corresponding
critical value of τ2 is τ¯20 = 0.091. Thus, for any fixed stable value of τ1, the
system exhibits stable behavior around E∗(x∗, y∗) for τ2 < τ¯20 and unstable
oscillatory behavior for τ2 > τ¯20 .
Using Lemma 3.1, one can determine the values of c1(0), µ2, β2 and
T2 as c1(0) = −0.000069936 − 0.00046189i, µ2 = 0.000033112(> 0), β2 =
−0.000013987 (< 0) and T2 = 0.000023056(> 0). Since µ2 > 0 and β2 < 0,
the Hopf bifurcation is supercritical and stable. Also, the period of the bi-
furcating periodic solutions increases with τ1 (as T2 > 0), where τ2 is kept
fixed in its stable region.
So far we have observed the behavior of the system when the delay pa-
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Figure 5: Lyapunov exponents test of the chaotic solutions of the system
(1.3). Parameters are as in the Fig. 4. Here the largest few exponents have
been plotted as a function of τ2. The highest one, namely λ1 is positive for
a large range of τ2 indicating chaos.
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Figure 6: Bifurcation diagram of the predator population when the delay
parameter τ2 is smoothly varied with fixed τ1 = 0.5. Other parameters are
as in Figure 1.
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Figure 7: Stability regions of the system (1.3) are depicted in the τ1τ2-plane
for fixed m (= 0.45). Different dynamical features are depicted by different
indices which are given in the figure. Remaining parameters are as in the
Figure 1.
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Figure 8: nT periodic solution of the system (1.3) with different τ2 (> τ20)
but fixed τ1 (> τ10). (a) 2T period: τ1 = 0.5, τ2 = 0.56, (b) 4T period:
τ1 = 0.5, τ2 = 0.6 and (c) 8T period: τ1 = 0.5, τ2 = 0.6. Other parameters
are as in Table 1.
rameters are within or slightly above the critical values. One interesting
topic in the delay-induced system is to study the dynamical behavior of the
system when the delay parameters are far away from their critical values, or
they assume large values. To observe the dynamics, we have simulated our
model system (1.3) for larger values of τ1 and τ2.
Our simulation results indicate that the system exhibits irregular periodic
behaviors for τ1 = 0.7 (> τ10) and τ2 = 0.8 (> τ10) (Fig. 4). In order to
characterize this irregular behavior, we perform the standard numerical di-
agnostics of the solutions, viz., Lyapunov exponents. Lyapunov exponent or
Lyapunov characteristic exponent of a dynamical system is a quantity that
characterizes the rate of separation of infinitesimally close trajectories. Neg-
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Figure 9: The system (1.3) exhibits chaotic dynamics for τ2 = 0.626 (Fig.
(a)) and τ2 = 0.66 (Fig. (b)). Other parameters are as in the Fig. 9.
ative, zero and positive Lyapunov exponents (λ) indicate, respectively, the
stable, unstable and chaotic behavior of the system. For the parameter val-
ues as in the Fig. 4, the value of the largest Lyapunov exponent (λ) is found
to be positive when τ2 varies, indicating chaotic dynamics of the system (1.3)
(Fig. 5).
In Fig. 6, we have shown a typical bifurcation diagram of the preda-
tor population y for fixed τ1 = 0.5 and variable τ2. The bifurcation diagram
shows that the system (1.3) exhibits a rich dynamics such as period-doubling
bifurcation, period-halving bifurcation, chaotic band, narrow windows, etc.
as the parameter τ2 is smoothly varied. To observe the interplay between the
strength of delay parameters, we have plotted the stability region of the sys-
tem (1.3) in the τ2τ1-plane for a fixed value of m = 0.45 (Fig. 7). This figure
indicates that the two delays follow inverse relationship for maintaining the
stability of the system. However, if the delays are large then the system is al-
ways chaotic. Different dynamical features like stable equilibrium, different
nT -periodic solutions and chaotic dynamics are clearly depicted by differ-
ent indices in this figure. The phase-space of the system (1.3) for different
τ2 (> τ20) but fixed τ1 (> τ10) shows that the system exhibits T -period solu-
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Figure 10: The system (1.3) exhibits 6T−period solutions for τ2 = 0.62 (Fig.
(a)) and 5T−period solutions for τ2 = 0.65 (Fig. (c)). Magnified parts of
the Fig. 6 over [0.618, 0.623] (Fig. (b)) and [0.645, 0.655] (Fig. (d)). Other
parameters are as in the Fig. 4.
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tion for τ2 = 0.3, 2T -period solution for τ2 = 0.4 and 4T -period solution for
τ2 = 0.53 (Fig. 7). The system shows period-halving for τ2 = 0.56 and again
period-doubling at τ2 = 0.6 and τ2 = 0.626 (Fig. 8). The system exhibits
chaotic dynamics for τ2 = 0.63 and τ2 = 0.66 (Fig. 9). The system again
shows 6T -period solution for τ2 = 0.62 (Fig. 10(a)) and 5T -period solution
for τ2 = 0.65 (Fig. 10(c)). Periodic windows are intermittently scattered.
The magnified periodic windows over the values of τ2 = [0.618, 0.623] and
τ2 = [0.645, 0.655] are shown in Fig. 10(b) and Fig. 10(d), respectively.
5 Summary
Effect of prey refuge has not been considered explicitly in the prey-predator
models. However, both field and laboratory experiments confirm that prey
refuge reduces predation rates by decreasing encounter rates between preda-
tor and prey. On the other hand, a prey-predator model becomes more
realistic in the presence of different delays which are unavoidable elements in
physiological and ecological processes. In this paper, a prey-predator model
that incorporates different biological delays and the effect of prey refuge is
studied. A time delay τ1 is considered in the logistic prey growth rate to
represent density dependent feedback mechanism and the second time delay
τ2 is considered in the predator response function to represent its gestation
delay. The objective is to study the dynamic behavior of a multi-delayed
prey-predator system in the presence of prey refuge.
It is observed that the non-delayed system is asymptotically stable under
some parametric restrictions. There is a critical value (τ20) of the gestation
delay parameter (τ2), below which the single-delayed system (τ1 = 0) is
locally asymptotically stable and above which the system is unstable. A
Hopf-bifurcation occurs when the delay parameter attains the critical value
τ20 . Keeping gestation delay (τ2) within its stability range, a critical value τ10
of the negative feedback mechanism delay parameter (τ1) is obtained below
which the double-delayed system is locally stable and above which the system
is unstable. A Hopf-bifurcation occurs at τ1 = τ10 . Similarly, if we first keep
τ2 = 0, we get previous type result from this system. The system exhibits
irregular behavior when these delays are large and above their critical values.
This irregularity has been identified as chaotic through different tests. These
simulations indicate that the system exhibits a rich dynamics such as period-
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doubling bifurcation, period-halving bifurcation, chaotic band, narrow and
wide windows etc as the parameter τ2 is smoothly varied. It is also observed
that the strength of the prey refuge increases with delays to keep the system
in stable condition. The inter-play between two delays for fixed value of
prey refuge has also been determined. It is noticed that these delays work
in a complementary fashion. In other words, to keep the system in stable
condition, the delay in the logistic prey growth should be low when gestation
delay is high or vice versa. Thus, a prey-predator system may exhibit simple
stable behavior, regular cyclic behavior or chaotic behavior depending on the
length of delays.
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