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ABSTRACT
Cha´vez-Casillas, Jonathan A. PhD, Purdue University, August 2015. Stochastic Modeling
of Limit Order Books: Convergence of the Price Process, Simulation and Applications.
Major Professor: Jose´ E. Figueroa-Lo´pez.
In the past two decades, electronic limit order books (LOBs) have become the most
important mechanism through which securities are traded. A LOB contains the current
supply and demand of a security at different prices and it can be modeled as a random,
state-dependent, and high-dimensional system since typically a great number of orders
are placed at many different prices at a millisecond time scale. These features lead to
an inherent mathematical complexity which is extremely hard to describe in a tractable
manner. Thus, depending on the purpose, different models have been proposed to capture
specific properties of the underlying trading mechanism, making LOB modeling a trending
topic in the quantitative and investment finance literature for the past few years. Some of the
most important objectives for which a LOB model is designed are to provide algorithmic
trading strategies, bottom-up estimates for a variety of parameters, better understanding of
asset price formation.
In the present work, two continuous-time models for the level I of a LOB are proposed.
As with many articles in the literature, arrivals of limit orders, market orders, and cancel-
lations are assumed to be mutually independent, memoryless, and stationary, but, unlike
the earlier approaches, the proposed models also account for some of the “sparsity” and
“memory” exhibited by real LOB dynamics. Specifically, the first proposed model allows
for variable price shifts after each price change in order to account for some of the larger-
than-usual “gaps” between levels (sparsity property) that has been pointed out in some
empirical studies. A more realistic approach is pursued in a second model by keeping
the information about the standing orders at the opposite side of the book after each price
change (memory property), and also incorporating arrivals of new orders within the spread,
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which in turn leads to a variable spread. To illustrate the applicability of the latter model,
analytical expressions for some important quantities of interest, such as the distribution of
the time span between price changes and the probability of consecutive price increments
conditioned on the current state of the book, are derived. In spite of the inherent model
complexity, the long-run asymptotic behavior of the resultant mid-price process is fully
characterized for both models and, hence, our analysis shed further light on the relation
between the macro price dynamics and some more detailed LOB features than those con-
sidered in earlier works. The asymptotic results are illustrated with a numerical Monte
Carlo study for which an efficient simulation scheme is also developed.
The interplay between the micro-structure of the market and the macro-price dynamics
is further investigated in a natural extension of the above models, in which multiple levels
are considered. Arrivals of limit orders, market orders, and cancellations, again, follow
independent Poisson processes at each level, and conditions under which the LOB becomes
a positive recurrent Markov process are being investigated. After such conditions are found,
a similar approach to the one followed in the second model described above can be applied
to analyze the convergence of the price process, in the long run.
Finally, a separate important problem of interest is considered. Concretely, a natural
question is to find appealing conditions on the LOB dynamics, under which the resulting
(mid-)price process, converges to a non-homogeneous diffusion in order to account for the
inherent stochastic volatility of the price process for the given time scales. This leads to
propose a model under which the limiting (mid-)price process would follow a time-changed
Wiener process.
xiv
11. INTRODUCTION AND BACKGROUND
1.1 Modern Trading Mechanisms and Limit Order Books
The evolution of trading markets has progressed considerably in the last few decades.
One of the main drivers of such evolution has been the creation and usage of fast-paced
technological developments. In the past, liquidity was provided by the so-called market
makers, which collected buy and sell orders from all market participants to set bid and ask
quotes. While this traditional method was generally accepted, mainly, because of the lack
of alternatives, it was also criticized due to the bias and questionable conflict of interest
from the market maker. Nowadays, most exchanges use completely automated platforms
called Electronic Communication Networks (ECN). These ECN enables a continuous dou-
ble auction trading mechanism, which eliminates the need of a market maker or an inter-
mediary that matches the opposite parties in a trade. The auction that the ECN manages is
called “continuous double” since traders can submit orders in form of bids (i.e., buy orders)
as well as asks (i.e., sell orders) at any point in time. ECNs increase significantly the speed
of trading, taking only a few milliseconds from sending an order to its execution.
A bid limit order (resp. ask limit order) specifies the quantity and the price at which
a trader wants to buy (resp. sell) certain asset. The limit order book consists of all the
collection of limit orders from every trader. Outstanding limit orders are stored in different
queues inside the order book. These queues are ordered by the price and type (bid or ask).
The difference in price between the lowest ask price and the highest bid price is called the
spread.
The counterpart of limit orders are market orders, which allow traders to buy and sell
at the best available price. While limit orders will not trigger an immediate transaction,
market orders are immediately executed. In this sense, limit orders accumulate, create, and
extend the size of queues at both sides of the LOB, while market orders remove limit orders
2from the best available price. Sometimes informed traders are associated with traders that
place market orders, while uninformed traders are associated to the ones that place limit
orders, but this goes against the fact that many of the most successful hedge funds make
extensive use of limit orders (see Bouchaud et al. [2009]).
In addition to limit orders and market orders, cancellation of limit orders is another
common operation. The basic idea of a cancellation is that a trader is no longer willing to
buy or sell at the specified price. Cancellations account for a large fraction of the operations
on an order book, partly due to the introduction and evolution of high frequency trading
(see Harris [2003]), in which the inter-arrival times of limit orders and cancellations, occur
at a millisecond time scale (see Cont and de Larrard [2013]).
A pictorial representation of the LOB can be seen in the following figure.
Figure 1.1. Graphical representation of a Limit Order Book. The Bid Limit
orders (to the left) are displayed in blue, while the Ask limit orders (to the
right) are displayed in red.
To better understand the dynamic behaviour of the LOB the following example, taken
from Abergel and Jedidi [2011], is presented.
As illustrated from the figure, the different types of operations in a LOB may or may
not affect the prices. Understanding how these operations affect these best prices is crucial
3Figure 1.2. A possible evolution of the LOB. First, a large Ask Market order
arrives, taking out liquidity and causing the spread to widen. Then, a small
Ask Limit Order arrives, followed by a Cancellation on the Bid side. Finally,
Ask and Bid Limit orders are posted within the spread, causing this to reduce
in length.
in developing a parsimonious model for the price dynamics. Consider, for example, a buy
(resp., sell) limit order arriving at a certain time t with price pt. Let at and bt denote the
current price of the best ask and bid at time t. Moreover, let also st = at − bt denote the bid-
ask spread at time t and assume, for illustration purposes, that st > 1. If the arriving order
has price pt < bt (resp., pt > at) then it will increase the amount of outstanding limit orders
at price pt. However, if bt < pt < at, that order will become the best bid (respectively, best
ask), hence, increasing (resp. decreasing) the mid-price. On the other hand, if the order is
a market order to sell (resp., buy), this will decrease the amount of orders at the best bid
(resp., ask). In this case, the price should match bt (or at, resp.) since traders will not sell
something cheaper if they can sell it more expensive (resp. pay more for a stock that can
get for a cheaper price). Moreover, if such order is large enough it may deplete several bid
4levels of the order book decreasing the best bid price (resp. depleting several ask levels of
the orderbook increasing the best ask price).
An important feature of a LOB is that traders can choose between submitting limit and
market orders. The biggest advantage of limit orders is the possibility of matching better
prices than the ones they can obtain with market orders, but as drawback, there is a risk of
never being executed. Conversely, market orders never match at prices better than the best
bid or the best ask, but the execution is certain and immediate. Usually, the bid-ask spread
can be considered as a measure of how expensive is the certainty and immediacy of buying
or selling the underlying asset.
From a modeling perspective, sometimes it is important to identify the different types of
traders that are able to participate in the market. As stated in Foucault et al. [2003], LOBs
allowed traders to immediately obtain liquidity, but at the same time, they also allow other
traders to supply liquidity to those who require it later. On the exchanges, most traders
combine limit orders and market orders to create a trading strategy according to their needs
and the current state of the order book. However, broadly, as detailed in Foucault et al.
[2003], traders with short-horizon strategies, as arbitrageurs, technical traders, and index-
ers, prefer to post market orders, while, traders with long-horizon strategies, as portfolio
managers, place limit orders.
As pointed out in Gould et al. [2013], there are many practical advantages in under-
standing LOB dynamics. Examples of these are: gaining clearer insight into how best to
act in a given market situation (cf. Harris and Hasbrouck [1996]), devising optimal or-
der execution strategies (Obizhaeva and Wang [2013], Law [2015], Cartea and Jaimungal
[2015]), minimizing the market impact (Eisler et al. [2012]); designing better electronic
trading algorithms (Engle et al. [2006]), and assessing market stability (Kirilenko et al.
[2011]).
51.2 Overview of Limit Order Books Models
Due to the complexity of a LOB, when interpreted as a dynamical system, any attempt
to model a LOB requires considerable assumptions. One of the most important assumptions
is how the order flow evolves in time. According to Gould et al. [2013], in the economic
literature, a common assumption is that traders are rational and the orders they submit are
part of a strategy which will maximize certain utility function. Thus, by using the so-called
“perfect rationality” framework, traders derive such optimal trading strategies based on the
conditions and assumptions on the market (see, e.g., Gode and Sunder [1993], Kahneman
and Tversky [2000]). Due to the complexity arising while solving such maximization prob-
lems, the LOB models encountered in the economic literature assume, frequently, that the
order flow is deterministic. Important models for LOB with a perfect-rationality approach
can be found in Chakravarty and Holden [1995], Parlour [1998], Goettler et al. [2006], and
Ros¸u [2009].
On the other hand, mathematicians and physicists tend to simplify the interaction be-
tween the different factors affecting the order book dynamics and instead study its evolu-
tion. These models assume that the aggregated order flow follows certain stochastic process
whose parameters may depend on the current state of the LOB. Some relevant examples of
these so-called zero-intelligence models can be found in Daniels et al. [2003], Smith et al.
[2003], Cont et al. [2010], Zhao [2010] and Muni Toke [2011].
The two approaches discussed above are used for analyzing different phenomena. Un-
derstanding of trading strategies is crucial for traders and regulators, while, an understand-
ing of the relationship between the state of the order book and the order flow provides
insight into the market microstructure.
Between the two opposing modeling assumptions of perfect rationality and zero intel-
ligence lie the so-called agent-based models (ABM). This type of models makes weaker
assumptions about the trader’s behaviour and order flows, but their tractability decreases.
Therefore, the vast majority of such models rely on the implementation of Monte Carlo
6methods for their analysis. Examples of ABM are found in Abergel and Jedidi [2011],
Chakraborti et al. [2011], Cont [2005], and Challet and Stinchcombe [2003].
The focus of this work will be on zero-intelligence models. By assuming different
dynamics for the order flow and interactions between its elements, a characterization of the
price process is sought. However, before presenting the main results, we proceed to give a
concise revision of works in the area.
A seminal earlier work in the literature is Smith et al. [2003]. In this article, a mi-
croscopic statistical model for limit order book is presented, assuming that the schedules
ruling demand and supply follow independent Poisson processes. Moreover, by using a
mean-field approximation and by keeping track of arrivals, cancellations and execution of
orders at all price levels, the authors were able to predict the mid-price volatility, bid-ask
spread, and probability of filling orders. These predictions heavily rely on the assumptions
of the order flow and the share volume of cancellations, market, and limit orders. Using
Monte Carlo tools, the authors provided possible explanations as for why some empirical
properties of LOBs varied between different markets and for why the price impact function
appears to be highly concave.
Motivated by an optimal execution problem, Obizhaeva and Wang [2013] proposed a
LOB model in which traders need to choose optimally the size and times of their orders.
However, the optimization problem therein required several strong assumptions for its solu-
tion. One of the most important ones is to assume a uniform “shape” of the order book (the
density observed in the orderbook when plotting the price versus quantities). Moreover,
it was also assumed that, after a large market order, the order book returns to its original
shape exponentially fast. This measure of how fast the orderbook returns to “its average
state” after the submission of a large order is referred to as the “resiliency” of the order
book. A further generalization of the aforementioned model was proposed by Alfonsi et al.
[2010]. The latter model allows different distribution for the shape of the order book, but
the speed at which the system returned to this original distribution is still assumed to be
exponential. Moreover, two different types of resiliency were allowed. In the first one,
after a large market order, the amount of limit orders (or volume of the LOB) recovers
7exponentially fast, while on the second one, the bid-ask spread returns to its average state
exponentially fast. With these improvements, the authors derive closed-form estimates for
the optimal execution strategies.
One of the seminal works in modeling a complete LOB in continuous time is the one
proposed by Cont et al. [2010]. This is a zero-intelligence model, in which the order
flows follow independent Poisson processes whose rate parameters depend on the type
of order, distance to the bid-ask spread, and state of the order book. With this model, the
authors try to understand how the frequency at which certain events occur depends on the
state of the order book. Another important trait of this model is the use of a power-law
distribution for the arrival of limit orders depending on their relative price, which fits well
with empirical observations. Simulations of this model have shown the hump-shaped depth
profile usually observed in empirical data. Also, the authors use Laplace transforms to
compute the conditional probability distribution for the execution of several type of orders
given the current state of the book. Finally, the authors use high-frequency data to show
that this model can effectively capture the short-term dynamics of a LOB.
It is important to mention that although empirical evidence has shown that the inter-
arrival times of events are generally not exponentially distributed, Poisson processes are
still useful building blocks for certain LOB modeling as a first approach. There is, how-
ever, also some growing literature that relaxes such assumptions by implementing the use
of Hawkes processes, which are point processes whose intensity function depend upon the
history of the process itself. Furthermore, by choosing correctly the intensity function, a
Hawkes process can be a Markov process. For more information, see Bauwens and Hautsch
[2009]. Following this trend, Zhao [2010] replaced Poisson processes with Hawkes pro-
cesses, such that, the arrival rate of market orders would depend upon two factors: the
number of market orders that have already arrived and also at which rates those previous
market orders were arriving. This model produced certain periods of time at which arrivals
clustered and periods of complete inactivity, which was an improvement with respect to
previous models.
8Along the same line, Muni Toke [2011] replaced the Poisson processes assumption
found in the Cont et al. [2010] model with Hawkes processes. However, the author used
mutually-exciting Hawkes processes for each type of market events (i.e., the intensity func-
tion governing the arrival of a certain type of event would depend also upon the arrivals of
other type of events), which will be a crucial difference to the work of Zhao [2010]. A
very important observation in the work of Muni Toke [2011] is the relationship between
the inter-arrival between different types of events. In particular, the average time until
the next limit order arrival was shorter than the corresponding unconditional average time.
The adopted assumptions reproduced more closely the order flow and spread dynamics
observed in empirical observations than those produced by a Poisson process assumption.
Following the inclusion of Hawkes processes to model the arrival or orders into a LOB,
Law [2015] solved an optimization problem in LOB model where the bid ask spread is
constant to 1 tick.
In a more recent work, Abergel and Jedidi [2011] proposes an Agent Based Model
in which the authors described the price dynamics using systems of stochastic differential
equations showing explicitly the relationship between the price dynamics and the input
parameters. As a way to simplify the model, the volumes of the order book at different
distances to the best bid and ask were modeled as a finite dimensional continuous time
Markov chain with Poissonian order flow. They also assume that the spread is constant.
Because of the Markov chain approach, they were able to use the techniques described in
Meyn and Tweedie [2009] to prove the ergodicity of the resulting Markov chain, based on
the Foster-Lyapunov equations. After proving ergodicity of the order book, a functional
central limit theorem for the mid-price was provided.
A final work is worth mentioning. In an attempt to simplify the dynamics of the order
book and provide estimates for the volatility in terms of the parameters governing the order
flow, Cont and de Larrard [2013] propose a model that keeps track of the first level of the
order book instead of the whole LOB. When there was a depletion in either side of this
simplified I-level order book, the amounts of orders available at the next best prices were
assumed to be drawn from a distribution f on N2, and the spread was always kept constant
9at 1 tick. The authors’ justification for this simplified framework was that many traders can
only view the depths available at the best prices and, also, that the percentage of time, in
liquid markets, that the spread is 1 is typically larger than 97%. In this model, arrival of
limit, market and cancellation orders are modeled as independent Poisson processes. One
of the avantages of this approach is the ability to estimate analytically, depending just on
the Poisson processes’ parameters and the depth distribution f , quantities of interest such
as the volatility, the distribution of time until the next price change, the distribution and
auto-correlation of price changes, and the conditional probability that the price moved in a
specified direction given the current state of the order book.
1.3 Contributions
In this work, we generalize the model presented in Cont and de Larrard [2013] to mar-
kets where the outstanding information on the deeper levels in the orderbook is relevant.
Examples of such markets are the so-called illiquid markets. Furthermore, in some situa-
tions, the constant spread assumption cannot be validated. For instance, Bouchaud et al.
[2009] argues that, in illiquid markets, relatively large spreads may be created by differ-
ent reasons such as monopolistic practices of market makers, high order processing costs,
and large market orders. Furthermore, the spread may also be widened suddenly in liquid
markets. Pomponio and Abergel [2013] (see also Muni Toke and Pomponio [2012]) argue
that traders keep track of the amounts of orders at the best quote in the LOB and typically
restrict the size of their market orders to be less than these amounts. But, sometimes the
speed of execution is more important than the market impact risk of large orders. In that
case, orders larger than the size of the first limit (called trades-through) may be submit-
ted. Pomponio and Abergel [2013] argue that even though trade-throughs may rarely occur
(with an occurrence probability of less than 5%), they make up for a non-negligible part of
the daily-volume (up to 20% for the DAX index future). Since every trade-through widens
the spread, a model that allows for variable spread is desirable. On the other hand, Farmer
et al. [2004] shows that the shapes of the order books in most of the stocks trading in the
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London Stock Exchange are significantly sparse as a consequence that the ratio between
the tick size and price is small. Thus, there are many unoccupied price levels, which in turn
can lead to larger than usual price increments.
Two different models for the LOB are introduced. As a way to account for the LOB
sparsity mentioned in Farmer et al. [2004], the first considered model allows for a variable
price shift after each level I queue depletion (see Chapter 2). More specifically, each price
shift is governed by a random variable G, indicating the amount of ticks that the price
will move after a level I queue depletion (see Section 2.1). As in Cont and de Larrard
[2013], the convergence of the price process to a Brownian motion with constant volatility
is established, which may not seem unexpected at first sight, if it is not for the fact that we
relax a strong symmetry assumption on the shape of the LOB in Cont and de Larrard [2013]
(condition (2.2) below), under which the price changes are rendered to be independent
identically distributed. The volatility of the limit process turns out to have a surprisingly
simple form, which explicitly links it not only to the depth of the LOB but also to the
distribution of G.
As a way to relax the memoryless property of Cont and de Larrard [2013], in which
level I queue sizes are reset after each price change, a second model is proposed in Chapter
3. While keeping some of the assumptions of the reference model in Cont and de Larrard
[2013] such as the Markovian order flow, one level at each side of the book, and a constant
volume of order flow, the model allows for some “memory” in the dynamics of the LOB by
keeping the information of the outstanding orders on the other side of the book after each
level I queue depletion. For instance, if the best bid queue gets depleted, the best bid price
decreases one tick, but both the price and outstanding orders of the best ask price remain
unchanged. In order to avoid perpetual widening of the spread, we also allow arrivals of
orders within the spread according to a Poisson process.
In order to characterize the long-run behavior of the price process in the second pro-
posed model, the mathematical framework of countable positive recurrent Harris chains
is used (see, e.g., Meyn and Tweedie [2009]). In particular, this theory is used to prove
a Law of Large Numbers for the inter arrival times between price changes (see Section
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3.2), which in turn is needed to determine the appropriate time scaling of the price process.
Next, a Functional Central Limit Theorem (FCLT) for the price process itself is obtained,
which shows the convergence of the mid-price process to a Brownian motion with constant
volatility and drift (see Section 3.3).
One of the main features of the model in Cont and de Larrard [2013] is its tractability
which in particular allows analytical computation of several LOB features, some of which
are relevant for trading and intraday risk management. Even though such explicit expres-
sions could be thought hard to attain in the LOB model with memory described above, it
is somehow surprising that explicit analytical expressions for several quantities of inter-
est could actually be obtained. These quantities include the distribution of the duration
between price changes, the probability of a price increase, and the probability of two con-
secutive increments on the price. The main tool for the derived formulas is an explicit
characterization of the joint distribution of the time of a level I queue depletion and the
state of the remaining queue at such a time based on the eigenvalues and eigenvectors of
a suitable finite-difference operator (see Section 4.1). The developed methods are also ap-
plied to design an efficient simulation algorithm for the dynamics of the LOB, which in turn
is used to study numerically the convergence of the mid-price process towards its diffusive
limit process. We refer the reader to Chapter 4 for the details of the computations of the
previously mentioned LOB features and their applications for simulations.
The results in this dissertation are on one hand theoretically relevant as these relax some
of the strong assumptions of earlier works. On the other hand, as explained in the abstract,
these results allow to give a bottom-up construction of the some “efficient” models com-
monly used at low frequencies (e.g., subordinated Brownian motion models) and connect
the volatility of the process to more detailed LOB features.
1.4 Theoretical Background
Poisson process is a basic stochastic process used to model the arrivals of certain events
(say, arrivals of customers to a store or cars to a traffic light). Formally, a counting process
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{C(t)}t>0 is a stochastic process that keeps count of the number of events that have occurred
up to time t. That is, C(t), starts at 0, is non-negative, integer-valued for all t > 0 and non-
decreasing. In that case, C(t) − C(s) represents the number of events in the time interval
(s, t], s < t.
Definition 1.4.1. A Poisson process {N(t)}t>0 with rate λ is a counting process with the
following additional properties:
(i) N(0) = 0.
(ii) The process has stationary and independent increments.
(iii) P(N(h) = 1) = λh + o(h) and P(N(h) = 2) = o(h), as h→ 0.
With such definition the following additional properties are well known.
1. P[N(t) = n] = e−λt (λt)
n
n! .
2. The inter-arrival time between events is exponentially distributed with rate parameter
λ.
Remark 1.4.2. Poisson processes have been natural candidates to model the arrival of events
in time, since they arise naturally in large populations. Specifically, if an n−step partition
is created on a time interval and, in each interval of the partition, the probability of arrival
is p; then, the number of events that occurred is binomially distributed, and as shown in
Feller [1968], if n → ∞ and p → 0 in such a way that np → λ, then the counting process
will converge to a Poisson process with rate λ.
For a more comprehensive treatment on Poisson processes, a revision of Section 23 in
Billingsley [1995] and Chapter XVII in Feller [1968] is advised.
In the present work some approximations and convergence of stochastic processes will
be sought. In this sense, it is useful to recall the following well-known invariance principle
(see Theorem 8.2 in Billingsley [1999] and references therein).
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Theorem 1.4.3 (Functional Central Limit Theorem). If X1, X2, . . . are independent and











Xbntc+1(ω), 0 ≤ t ≤ 1
then Yn converges to the Wiener process W weakly. Moreover, let C[0, 1] be the set of
continuous functions defined on [0, 1]. Then, for any bounded continuous function f :
C[0, 1]→ R, f (Yn(·)) converges weakly to f (W·).
For convenience, in the following, the weak convergence of probability measures (c.f.
Section 25 in Billingsley [1995]) will be denoted by the symbol “⇒”. It is important to no-
tice that the invariance principle stated in Theorem 1.4.3 can not be applied straightforward
to a Markov chain {Zn}n≥0 because the r.v. {Zn}n≥0 are not independent. In the following,
conditions under which an invariance principle hold for Markov chain will be stated.
In order to build up to a FCLT for Markov chains, the concept of irreducibility is nec-
essary. A homogeneous Markov chain {Zn}n≥0, with transition function Q(x, y) := P[Zn =
y | Zn−1 = x], is called irreducible if for any pair x, y ∈ S, there exists an n ∈ N such that,
Qn(x, y) > 0.
Another desired property of Markov chains is stationarity (see Section 27 in Billingsley
[1995]). A sequence of random variables {Zn}n≥1 is said to be stationary if the distribution
of the random vector (Zn,Zn+1, . . . ,Zn+ j) does not depend on n, for any j > 1. Let Z0 be
the initial condition of the Markov chain {Zn}n≥0. Assume that Z0 is a random variable with
probability distribution pi. When pi is chosen such that {Zn}n≥0 is stationary, pi is called the
stationary distribution. Notice that this distribution may or may not exist.
When the state space S is finite, if the Markov chain {Zn}n≥0 is irreducible, the stationary
distribution pi always exists and the following FCLT holds (see Theorem 2.3.1 in Whitt
[2002b] for details).
Theorem 1.4.4. Let Z := {Zn : n ≥ 1} be an irreducible N-state discrete time Markov
chain. Let IN denote the N−dimensional identity matrix and Π be the N × N matrix whose
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rows equal to pi = [pik]1≤k≤N . Denote by K := (IN − Q + Π)−1 the so-called fundamental









( f (i) − m)piiKi, j( f ( j) − m) −
N∑
k=1
pii( f (i) − m)2.
Then, the scaled process
S n(t) := n−1/2
 bntc∑
j=1
Y j − mnt
 , t ≥ 0.
is such that,
(S n(t) : t ≥ 0)⇒ (σWt : t ≥ 0) , in (D, J1),
as n → ∞, where W := (Wt)t≥0 is a standard Brownian Motion and (D, J1) refers to the
Skorohod topology (see Section 3.1 in Whitt [2002a]).
While studying the asymptotic behaviour and convergence of Markov chains, the con-
cept of recurrence is of major importance.
Definition 1.4.5. Let {Zn}n≥1 be a Markov chain with state space S. Let τa = inf{n >
0 | Zn = a}. A state a ∈ S is called recurrent if
Pa[τa < ∞] := P[τa < ∞ | Z0 = a] = 1. (1.1)
A Markov chain {Zn}n≥1 is called recurrent if every state a ∈ S is recurrent. If, moreover,
Ea[τa] < ∞ for every a ∈ S, the Markov chain is called positive-recurrent.
It is important to mention that an irreducible Markov chain on a countable state space
S is either transient or recurrent (cf. Theorem 8.1.2 in Meyn and Tweedie [2009]). Re-
currence is a sufficient condition for a Markov chain to have a stationary distribution, but
this may be a σ−finite, whereas positive recurrence would guarantee the finiteness of such
measure (c.f. Section 10.1 in Meyn and Tweedie [2009]). In the case of a finite state space
Markov chain, irreducibility implies the positive-recurrence of every state (c.f. Section 6.6
in Durrett [2010]), but that is not the case for countable state Markov chains as illustrated
by an asymmetric random walk in 2 dimensions or a simple random walk in 3 dimensions
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(see Section 4.2 in Durrett [2010]). A widely used characterization of recurrence is given
by the following lemma (cf. Proposition 1.5.3 in Asmussen [2003] and Theorem 8.4.3 in
Meyn and Tweedie [2009]).
Lemma 1.4.6. Let {Zn}n≥0 be an irreducible Markov chain with state space S. If there exists
a finite set F ⊂ S and a function φ : S→ [0,∞) such that the function φ is super-harmonic
at each z ∈ S\F and φ(x)→ ∞ as x→ ∞ in the sense that the level set {x ∈ S : φ(x) ≤ M}
is finite for all M > 0, then, the Markov chain {Zn}n≥0 is recurrent.





Q(yˆ, zˆ)h(zˆ) = h(yˆ),
where Q(yˆ, zˆ) := P(Zn = zˆ |Zn−1 = yˆ) denotes the one-step transition function of Z (cf.
Section 17.1.2 in Meyn and Tweedie [2009]). Similarly, h is said to be sub-harmonic (resp.,
super-harmonic) at A ⊆ S if for every yˆ ∈ A if h(yˆ) ≤ (Qh)(yˆ) (resp., h(yˆ) ≥ (Qh)(yˆ)).
A stronger condition than recurrence used in the context of a general state space is the
concept of Harris recurrence.






 = 1, z ∈ A.
A Markov chain is called Harris recurrent if it is irreducible and every subset A ⊂ S is
Harris recurrent. Also, the Markov chain Z is called positive if it is irreducible and admits
a finite invariant measure (see Proposition 10.0.1 in Meyn and Tweedie [2009]), while a
positive and Harris recurrent chain is called positive Harris (cf. Chapter 10 Meyn and
Tweedie [2009]). However, for a countable-state chain, Harris recurrence is equivalent to
recurrence (see the discussion below Theorem 9.0.1 in Meyn and Tweedie [2009]). Also,
for any probability measure µ = {µ(yˆ), yˆ ∈ Ξ} on Ξ, yˆ ∈ Ξ, and A ⊆ ΞN = {(z1, z2, . . .) | zi ∈
Ξ}, define
Pyˆ(Z q ∈ A) := P(Z q ∈ A|Z0 = yˆ), Pµ(Z q ∈ A) := ∑
yˆ∈Ξ
µ(yˆ)Pyˆ(Z q ∈ A).
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Moreover, if A occurs Pyˆ-a.s. for all yˆ ∈ Ξ, then it is said that A occurs P∗-a.s..
With such definitions, it is now possible to state the following LLN for general state
Markov chains.
Theorem 1.4.8 (Theorem 17.0.1 in Meyn and Tweedie [2009]). Suppose that {Zn}n>0 is










g(Zt) = pi(g) P∗-a.s. (1.2)
It is of interest to mention that for general state Markov chains, a standard procedure
to check whether a Markov chain is Harris recurrent is via stochastic Lyapunov functions,
which broadly measures the “distance” between a point and a subset of the state space in
some sense. A complete description can be found in Theorem 14.0.1 in Meyn and Tweedie
[2009].
The next ingredient is to determine when a Functional Central Limit Theorem (FCLT)
can be applied for a countable state Markov chain. Let {Zn}n≥0 be a positive Harris recurrent




[h(Zk) − ν(h)] , (1.3)
for any function h : S → R, and let rn(t) be the continuous piece-wise linear function that
interpolates the values of the partial sums of h(Zk) := h(Zk) − ν(h); i.e.,




+ (nt − bntc)
[
S bntc+1(h) − S bntc(h)
]
. (1.4)
A natural question is whether a FCLT for the sequences of processes {rn(t)}t>0 holds,






⇒ {Wt}t≥0 . (1.5)
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In this case, contrasting with the LLN provided by Theorem 1.4.8, the positive Harris
recurrence of {Zn}n≥0 is not enough. Sufficient conditions for the FCLT, described in Equa-
tion (1.5), to hold is that ν(|h|) < ∞ and that a solution hˆ to the so-called Poisson equation
for the function h must exist. The Poisson equation is given by
hˆ − Qhˆ = h − ν(h), (1.6)
where Q is the transition kernel of the chain {Zn}n≥0. Conditions for the existence of a
solution to the Poisson equation are given by the following result.
Theorem 1.4.9 (Meyn and Tweedie [2009], Theorem 17.4.2). Suppose that {Zn}n≥0 is an
irreducible Markov chain over a state space S and that there exist functions D : S→ [0,∞]
everywhere finite, % : S → [1,∞], a constant b < ∞, and a finite set C such that the
following “drift” condition holds,∑
y∈S
D(y)Q(z, y) − D(z) ≤ −%(z) + b1C(z), z ∈ S.
Then, for any |h| ≤ %, the Poisson equation (1.6) admits a solution hˆ satisfying the bound
|hˆ(z)| ≤ b(D(z) + 1).




Q(x, y)h(y) = E[h(Z1)|Z0 = x] =: Ex[h(Z1)]. (1.7)
For n ≥ 0, let
Mn = S n + hˆ(Zn) − hˆ(Z0),
where S n is given by Equation (1.3) and hˆ is the solution of the Poisson equation (1.6).
From the Poisson equation, h(Zn) − ν(h) = hˆ(Zn) − E[hˆ(Zn+1)|Zn],





















Thus, Mn is a martingale, and hence the process of interest, S n, is closely related to a




< ∞ holds, the FCLT for martingales (see Theorem
4.1 in Heyde and Hall [1980]) can be applied to the process {Mn}n≥0 and, provided that
the residual terms vanish, it becomes possible to obtain the corresponding FCLT for the
process {S n}n≥0. For a more detailed explanation, see Glynn and Haas [2006] and Chapter
17 in Meyn and Tweedie [2009].
With the role of the Poisson equation explained, the idea of how to prove a FCLT
becomes clear, but for the sake of completeness, the FCLT for general state Markov chains
is now stated,
Theorem 1.4.10 (Meyn and Tweedie [2009], Theorem 17.4.4). Suppose that {Zn}n≥0 is
positive Harris, and that h is a function on Λ for which a solution hˆ to the Poisson equation






n≥1 be defined as in (1.4) and let rn(t) be the
continuous piece-wise linear function that interpolates the values of the partial sums of
h¯(Vk) := h(Vk) − ν(h); i.e.,
rn(t) := S bntc(h¯) + (nt − bntc)
[
S bntc+1(h¯) − S bntc(h¯)
]
. (1.8)






is positive, it holds that,  rn(t)√nγ2(h)

t≥0
⇒ {Wt}t≥0 , n→ ∞. (1.10)
The above results for the convergence in distribution for Markov chains, as stochastic
processes, will allow us to characterize the convergence of the (mid-)price process in the
LOB model of Chapter 3.
An important part of this work is also to validate our models through simulations. In
order to obtain a more efficient approach to simulate the order book dynamics, two impor-
tant theoretical results will be needed. The first one is a general version of the Itoˆ formula
and the second one is the spectral decomposition of linear operators. The following part
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will briefly present definitions extracted from Chapter 7 in Durrett [1996] and Chapter 4 in
Ethier and Kurtz [1986].
Given a subset I of the domain of a function f , define the norm || f ||∞ = supt∈I | f (t)|
and let L∞ := { f : || f || < ∞}. For a Markov process {Xt}t∈I, where I is a non-negative index
set, like N or R, and a function f ∈ L∞, let
Tt f (x) = Ex[ f (Xt)].
By the Markov property,
Ex[ f (Xt+s)|Fs] = EXs[ f (Xt)] = Tt f (Xs),
and taking expected values, the semigroup property,
Tt+s f (x) = Ts(Tt( f ))(x)
is obtained for s, t > 0. The generator of a semi-group is then defined as
L f = lim
h→0+
Th f − f
h
.
Theoretical results and analysis about semigroups, their properties and the importance of
the generators can be found in Chapter 1 of Ethier and Kurtz [1986].
In the case of a Markov process, {Xt}t≥0, for any bounded measurable function f , its
generator can be expressed as
L f (x) = lim
h→0+
Ex[ f (Xh)] − f (x)
h
. (1.11)
The domain of the generator L, denoted by D(L), is the set of functions f for which the
limit (1.11) exists; that is, the set of functions f for which there exist another function g so
that ∥∥∥∥∥Th f − fh − g
∥∥∥∥∥∞ → 0 as h→ 0.
The generator of a Markov process Xt allows to approximate the difference f (Xt) −
f (Xs), with s < t.
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Theorem 1.4.11 (Theorem 1.7, Chapter 7 in Durrett [1996] or Theorem 1.7, Chapter 4 in
Ethier and Kurtz [1986]). If f ∈ D(L), then, for any probability measure µ,
M ft := f (Xt) − f (X0) −
∫ t
0
L f (Xs)ds (1.12)
is a Pµ martingale with respect to the filtration {Ft}t≥0 generated by {Xt}t≥0.
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2. A ONE-LEVEL LOB MODEL ACCOUNTING FOR SPARCITY
In this Chapter, a Limit Order Book (LOB) model similar to that introduced in Cont
and de Larrard [2013] is considered, except that after a queue gets depleted the best bid
and ask prices exhibit a parallel shift of a random number of ticks to the left or right de-
pending on whether the bid or the ask queue gets depleted. Therefore, the model may be
capable of incorporating empirical information about the separation of the level I and II in
a sparse LOB. The main result shows a long-run diffusion limit for the (mid-)price process
with a surprisingly simple long-run volatility, which explicitly depends on the distribution
of the price shifts after a depletion and the depth of the LOB. Furthermore, unlike the re-
ferred paper, a strong symmetry assumption under which the price changes are rendered iid
variables is relaxed, building on a functional central limit theorem for Markov chains.
In order to make a clear and expository presentation, before introducing our model,
a brief discussion and a review of the model presented in Cont and de Larrard [2013] is
elaborated in the following section.
2.1 A Simple Markovian Limit Order Book Model
In Cont and de Larrard [2013] a model for the level I of an order book is presented,
in which arrivals of limit orders, market orders, and cancellations at the level I follow
independent Poisson processes with rates λ, µ and θ, respectively, with λ ≤ µ + θ, so that
the time for a given set of limit orders at the level I to be matched is finite. In particular,
the expectation of such time will be infinite if λ = µ + θ and finite if λ < µ + θ. Denote
the previously mentioned Poisson processes by Zλ,at , Z
µ,a
t , and Z
θ,a
t , respectively, where “a”
refers to the ask side. Similarly, for the bid side, the corresponding Poisson processes
are denoted by Zλ,bt , Z
µ,b
t , and Z
θ,b













t≥0 is denoted by F := {Ft}t≥0.
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The volumes of all orders are assumed to be constant to 1, while the spread is always
equal to 1 tick. Each time a level I queue gets depleted, the best bid and ask prices si-
multaneously shift one tick to the left or right depending on whether the best bid or ask
queue gets depleted. At that instant, the sizes of both level I queues are randomly gener-
ated according to a specified distribution on N2, independently of any other variable in the
system. More specifically, if the best ask queue gets depleted at time t and, hence, there
is an increase of δ = 1 in the best bid and ask prices, the level I ask and bid queues sizes,
hereafter denoted by (qat , q
b
t ), are generated from a distribution f (x, y), while, if the best bid
queue gets depleted, there is a decrease of δ = 1 in the level I prices and the new values of
(qat , q
b
t ) are generated from a distribution f (x, y). In other words, f (x, y) is the probability
of observing (qat , q
b
t ) = (x, y) right after a price increment and similarly for f (x, y), but after
a price fall.






0 denote the initial amount of orders in




0 , and T0 = 0. Next, for












t − Zµ,bt − Zθ,bt ,
Ti := inf
{
t > Ti−1 : Qi,at ∧ Qi,bt = 0
}
,
where, conditionally on Gi := FTi ∨ σ({(Yaj ,Ybj ) : 0 ≤ j ≤ i − 1}), the distribution of Yai and











f (x, y), if Qi,bTi = 0.







t , for t ∈ [Ti−1,Ti), i ≥ 1.
Note that τi := Ti − Ti−1 denotes the time span between the (i − 1)th and ith price changes,
while Nt = max{n ≥ 0 : Tn ≤ t} denotes the number of price changes that occurs during
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[0, t]. In general, the objective of these assumptions is to simplify the dynamics of the
order book and create a reasonable model describing the interactions between all the basic
elements that conform it. However, to produce analytic results of interest, the authors
impose the assumption that
f˜ (x, y) = f (y, x), for all (x, y) ∈ N2, (2.1)
while also
f (x, y) = f (y, x), for all (x, y) ∈ N2. (2.2)
With both assumptions, it follows that f˜ = f . While assumption 2.1 is reasonable if “the
order flow at the first two levels on each side of the book have similar statistical properties”,
the second assumption, 2.2, is just made to simplify the analysis of the convergence for the
long-run dynamics of the price process. With these assumptions, it is possible to state,
briefly (see Appendix A), the most important results in Cont and de Larrard [2013].
An important feature of this model is the stationarity and independence of sequence
of price changes {Xi}i≥1. Moreover, the sequence of time spans between price changes,
{τi := Ti − T − i − 1}i≥1, is composed of i.i.d random variables, allowing the authors to
know the rate at which its density decays at infinite, via Laplace transform techniques. This
becomes relevant when analyzing the asymptotic convergence of Nt. The independence of
the price increments and the asymptotic behaviour of Nt allow a characterization of the
long-run dynamics of the price process




2.2 A new level I LOB model with sparcity
As explained before, the aim of the proposed model is to incorporate some empirical
information on the separation between the level I and II queue’s positions. In order to do
this, a variable price shift will be allowed after each depletion of a level I queue. More
specifically, at the nth time a level I queue gets depleted, the bid and ask prices are assumed
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to change Gn ticks in absolute value, where {Gn}n≥1 are i.i.d random variables with proba-
bility distribution function g, independent of the process {(qat , qbt )}t≥0. The actual sign of the
nth price change is determined by the variable
In :=

1, if Qn,aTn = 0,
−1, if Qn,bTn = 0.
Thus, if (X1, X2, . . .) denote the successive moves in the stock’s midprice, it follows that
Xn := GnIn.
It is pertinent to remark that, by assumption, the sequence {Gn}n≥1 is independent from
{In}n≥1. As mentioned above, the variables {Gn}n≥1 would allow the incorporation of infor-
mation about the number of ticks separating the level I and II of the LOB. That is, at the
nth-price change, the second level is assumed to be Gn ticks away from the first level, and
right after such price change, the spread closes “immediately” to 1 tick.
For tractability reasons, Assumption 2.1 will be kept and Proposition A.1 will hold with
minor differences in parts (c) and (d). Indeed from the independence of {Gk} and {Ik}, parts
(c) and (d) need to be replaced by the following,
(c) For all k ≥ 1, Ex,y [Xk] = E[Gk]
(





X1, X2| qa0 = x, qb0 = y
)
= E[G1]2 (2pcont − 1)
(
1 − (2pup1 (x, y) − 1)2
)
.
2.2.1 Diffusion Limit of the Price Process: Independent Case
In this part, in addition to Assumption (2.1), Assumption 2.2 will be also considered.
This constraint will be dropped in the following subsection.
With these two assumptions, the variables {Xn}n≥1, which denote the consecutive price











f ( j, i)pup1 (i, j) = 1 − pcont, (2.3)
and, thus, pcont = 12 . In turn, this implies that pn := p
up
n (x, y) = 12 and Ex,y[Xn] = 0, in light
of Proposition A.1. Then, since Ik only takes the values 1 and -1, and pcont = pn = 1/2, the
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random variables {Ik}k≥1 are independent and, thus, the Xn’s are iid. Because Xn = GnIn with
the Gn’s iid independent of {In}n≥1. Also since each time a queue gets depleted, the system
“resets”, but moved Gi ticks, the price durations between price moves, {τn}n≥1, become iid.
In this case, Proposition A.2 remain unchanged, yielding the following convergence of
the price process. In the balanced case the following proposition holds.
Proposition 2.2.1. Let {st}t≥0 be the midprice process defined by st = ZNt , where Zn =
X1 + X2 + . . . Xn. If λ = µ + θ, then(
stn log n√
n







Wt, t ≥ 0
 , n→ ∞,





In the same fashion as in Cont and de Larrard [2013], a result for the unbalanced case
may be stated as follows.
Proposition 2.2.2. Let {st}t≥0 be the midprice process defined by st = ZNt , where Zn =
X1 + X2 + . . . Xn. If λ < µ + θ and (A.4) holds, then(
stn√
n






m(λ, µ + θ, f )
Wt, t ≥ 0
 ,
where δ is the tick size, W is a standard Brownian Motion, and σ2 := E[G2].
2.2.2 Diffusion Limit of the Price Process: Dependent Case
Throughout this section, the ask-bid symmetry condition (2.1) is imposed again, but the
assumption (2.2) from the previous section is relaxed. Additionally, it is also assumed that
the distribution g of {Gn}n≥1 is supported on {1, 2, . . . ,N} for a fixed nonrandom constant
N.
Because of the assumptions in Section 2.2.1, the dependence of Xn = GnIn on {Xn−1, . . . , X0}
is only due to the dependence of In on {In−1, . . . , I0}. On the other hand, since the sizes of the
ask and bid queues are randomly generated from f or f , given that the last price move was
an increase or a decrease, the sequence {In}n≥0 is a Markov chain and, thus, X := {Xn}n≥0 is
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also a Markov chain with finite state space {−N, . . . ,N}\{0}. In order to find the transition
matrix Q of X, note that
P[Xn = k | Xn−1 = j] = P[GnIn = k | Gn−1In−1 = j]
= P[Gn = |k| , In = sgn(k) | Gn−1 = | j| , In−1 = sgn( j)]
= P[Gn = |k|]P[In = sgn(k) | In−1 = sgn( j)].
Due to the fact that pcont is time independent (see Proposition A.1), Q is given by
Q =








g1 pcont . . . gN pcont g1(1 − pcont) . . . gN(1 − pcont)















where gi := P(Gn = i). It is also possible to write Q in the more compact form:
Q =
 pcontΓ (1 − pcont)Γ(1 − pcont)Γ pcontΓ






where g := [g1, . . . , gN] Also, it is easy to see that the stationary distribution of X is pi =
1









 Γ ΓΓ Γ
 .
The following result is needed in the sequel to obtain an explicit representation for the
asymptotic volatility of the mid-price process. It’s proof is deferred to the Appendix A
Lemma 2.2.3. Let α := 12 − pcont, β := α2α+1 = 1−2pcont4−4pcont , and Z := (I − Q + Π)−1 be the
fundamental matrix of the Markov chain {Xn}n≥1. Then,
Z =
 I − βΓ βΓβΓ I − βΓ
 . (2.5)
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The final ingredient to characterize the long-run behavior of the stock price process is
Theorem 1.4.4.
Remark 2.2.4. Letting D = diag( f (1)−m, f (2)−m, . . . , f (n)−m), the asymptotic variance
in the previous theorem can be written as
σ2 = 2(Dpi)T Z(D1) − 1D2pi.
The first step towards the long run dynamics of the rescaled mid-price process is to
apply Theorem 1.4.4 to the sequence of price changes. The proof of the following result is
deferred to the Appendix A.
Lemma 2.2.5. For the Markov chain Xn = GnIn, let sn(t) =
∑bntc
j=1 X j. Then,(
sn(t)√
n
: t ≥ 0
)
n→∞⇒ (σWt : t ≥ 0) ,
where
σ := E[G2] − 4βE2[G], β := 1 − 2pcont
4 − 4pcont . (2.6)
Finally, the following result characterizes the long-run behavior of the price process.
Its proof goes along the same lines as the proof of Theorem A.6 and is omitted.
Theorem 2.2.6. Let {st}t≥0 be the price process defined by st = ZNt , where Zn = X1 + X2 +
. . . Xn. Define
tn :=
 tn log n, if λ = µ + θ,tn, if λ < µ + θ, Cλ,µ+θ, f :=

piλ
D( f ) , if λ = µ + θ,
1
m(λ,µ+θ, f ) , if λ < µ + θ,
where D( f ) is as in Proposition A.4 and m(λ, µ + θ, f ) is given by (A.4). Then, with the
notation of Lemma 2.2.5,(
stn√
n






Cλ,µ+θ, f Wt : t ≥ 0
)
.
Remark 2.2.7. The constant σ defined in Equation (2.6) can be seen as a measure of how
volatile becomes the (mid-)price process due to the distribution of the spread between the
level I and the level II in the orderbook. Indeed, since 0 ≤ pcont ≤ 1 implies that β ≤ 14 .
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Then, σ = E[G2] − 4βE2[G] ≥ E[G2] − E2[G] = Var[G]. Also, note that when pcont → 0,
meaning that the probability of two consecutive price moves in the same direction is very
small, σ →Var[σ], whereas if pcont → 1, meaning that the price will just move in one
direction, σ → ∞. This means that if pcont → 0, then prices will change direction each
time and the addition of the information on the sparcity of the book, G, will affect the price
process only through its variance. Meanwhile, if pcont → 1, the price process will be just
drifting towards one direction very likely, but still keeping a mean of 0 (see the proof of
Lemma 2.2.5 in Appedix A), making the FCLT to fail.
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3. A ONE-LEVEL LOB MODEL WITH MEMORY AND
VARIABLE SPREAD
In this chapter, a new model for the LOB dynamics is introduced. This model is arguably
more realistic than the model introduced in Chapter 2 in the sense that, whenever a queue is
depleted, the position and order size of the remaining queue are both preserved, while a new
queue is generated one tick to the left or right of the depleted queue depending on whether
the latter was at the bid or ask side of the book. The model also incorporates the possibility
of limits order arrivals within the spread whenever this is possible. Under certain standing
assumptions, the long term distribution of the mid-price process is characterized. More
specifically, if {st}t≥0 denote the mid-price process of the stock, then, for some appropriate
constants σ > 0 and m, the following invariance principle will hold:
snt − n mt√
n
D≈ σWt, n→ ∞, (3.1)
where {Wt}t≥0 is a Wiener process.
3.1 LOB Dynamics
In this section, a description of the LOB dynamics is presented. As previously ex-
plained, only one level is considered at the order book and, thus, a price change can only
occur when the number of orders at any side in the book are depleted or when, if possible,
a set of new orders arrive within the spread and becomes the new level I of the order book.
Concretely, suppose that the best bid price is at S b and that its queue gets depleted after a
market order or cancellation. Then, a new best bid queue is “generated” at price S b − δ,
hence causing the spread to widen. The size of this new queue of limit orders is assumed
to be generated from a distribution f on N, independently of any other information of the
LOB, while the amount and position of the limit orders at the best ask level are kept un-
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changed. Similarly, if the queue at the best ask price gets depleted after a market order or
cancellation, then a new queue is generated at the price S a + δ, where S a is the best ask
price before the order. The size of the new best ask queue is assumed to be generated from
a distribution f¯ on N, independently of any other information. The bid side of the book
remains unchanged.
Throughout, both distributions f and f¯ are assumed to be supported on the set {1, 2, . . . ,N∗},
for some fixed N∗ ∈ N, which can be chosen arbitrarily large. This simplifying assumption
is imposed in order to guarantee the recurrence of the underlying Markov chain driving the
dynamics of the price process. Also, for simplicity, it is assumed that the tick is δ = 1.
When the spread is more than 1, there is also the possibility of a price change due to the
arrival of a new set of orders within the spread at either the ask or bid side of the LOB. In
the former case, the best ask price decreases by δ, while the bid side remains unchanged.
In the latter case, the best bid price increases by δ, while the other side of the order book
does not change. As before, the size of a new queue of limit orders is generated from the
distribution f or f¯ , independently of any other variables, depending on whether the new
limit order is at the ask or bid side.
In the following, a formal mathematical formulation of the LOB dynamics will be pro-
vided. To that end, some notation is needed:
• Let ζ0 be the initial spread and ζi, for i ≥ 1, be the spread after the ith price change.
The sizes of the level I ask and bid queues at time t are denoted by qat and q
b
t , respec-
tively. Also, for i ≥ 1, τi represents the time span between the (i − 1)th and ith price
changes.
• Throughout, {Yˆa,i}i≥0 and {Yˆb,i}i≥0 are independent sequences of i.i.d. random vari-
ables, taking values on Z+, and with respective distributions f and f¯ . These will in-
dicate the amount of orders at the ask or bid queue after that particular side changes
in price.
• Let {Li(ζ)}i≥0,ζ∈Z+ and {Mi(ζ)}i≥0,ζ∈Z+ be independent sequences of independent ran-
dom variables such that, for each ζ ∈ Z+, Li(ζ) and Mi(ζ) are exponentially dis-
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tributed with parameter α1{ζ>1}1. These variables are also independent of any other
variables in the system. Hereafter, Ni(ζ) := Li(ζ) ∧ Mi(ζ). Li(ζ) and Mi(ζ) will
be interpreted as the times for a new set of orders to arrive at the ask and bid side,
respectively, after the ith-price change, when the spread is at the value ζ.
• For any starting point x ∈ ΩN∗ := {1, . . . ,N∗}, let Q(x) := {Qt(x)}t≥0 be a continuous
time Markov process with state space Ω¯N∗ such that Q0(x) = x and its transition
matrix Q : Ω¯N∗ × Ω¯N∗ → R is given by:
Q j, j+1 = λ, for 1 ≤ j ≤ N∗ − 1, Q j, j−1 = µ + θ, for 1 ≤ j ≤ N∗,
Q j, j = −(µ + θ + λ), for 1 ≤ j ≤ N∗ − 1, QN∗,N∗ = −(µ + θ), (3.2)
Q` = 0, o.w.
• Finally, for any i ≥ 0 and x ∈ ΩN∗ , let Qa,i(x) := {Qa,it (x)}t≥0 and Qb,i(x) := {Qb,it (x)}t≥0
be processes such that
Qa,i(x) D= Qb,i(x) D= Q(x), (3.3)
and the collection of processes {Qa,i(x),Qb,i(x)}i≥0,x∈Ω¯N∗ are mutually independent,
and also independent of the sequences in the first three points above.













for some arbitrary random initial queue sizes (xa0, x
b
0). With the notation
σa,1 := inf
{
t ≥ 0 : Xa,0t = 0
}
∧ L0(ζ0), σb,1 := inf
{
t ≥ 0 : Xb,0t = 0
}
∧ M0(ζ0),
at hand, the time of the first price change can now be defined by
T1 := τ1 := σa,1 ∧ σb,1,
1In particular, Li(1) = Mi(1) = ∞, a.s., for all i.
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To specify the number of orders at each side of the LOB at T1 as well as the spread after





1{τ1=σa,1} + Xa,0τ1 1{τ1=σb,1}, qbT1 := xb1 := Yˆb,11{τ1=σb,1} + Xb,0τ1 1{τ1=σa,1},
ζ1 = ζ0 + 1{τ1<L0(ζ0)∧M0(ζ0)} − 1{τ1=L0(ζ0)} − 1{τ1=M0(ζ0)}.







t−Ti , for t ∈ [Ti,Ti+1) , Ti+1 := Ti + τi+1,















t > 0 : Xa,it = 0
}
∧ Li(ζi), σb,i+1 = inf
{









The above formulation justifies the following identities:
P ( (x˜k, ζk, τk) ∈ B ×C × D| (x˜k−1, ζk−1) = (x˜, ζ)) = P ( (x˜1, ζ1, τ1) ∈ B ×C × D| (x˜0, ζ0) = (x˜, ζ)) , (3.5)
P
(
(x˜k, ζk, τk) ∈ B ×C × D| {(x˜i, ζi, τi)}k−1i=0
)
= P ( (x˜k, ζk, τk) ∈ B ×C × D| (x˜k−1, ζk−1)) , (3.6)
where x˜k := (xbk , x
a
k) and τ0 := 0. In particular, it follows that
τk ⊥{(x˜i−1,ζi−1)}i≥0(τk−1, . . . , τ1), k ≥ 2, (3.7)
which, also implies the mutual independence of {τ1, . . . , τn} given {(x˜i−1, ζi−1)}i≥0.





is semimarkov in the sense of C¸inlar [1975].
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3.2 A Law of Large Numbers for the Modified Inter-arrival Times
In this section, a law of large numbers (LLN) for the time of the nth-price change, Tn =∑n
k=1 τk, is obtained using ergodic results for Markov chains. To that end, it is important to
recall some needed notation. Let Z = {Zt}t∈N denote a generic Markov chain with countable
state space Ξ and transition probability matrix P : Ξ × Ξ → [0, 1]. In the following, this
work will be heavily relying upon the notation and theory described in Section 1.4.
In the sequel, Theorem 1.4.8 would be a key element to show a LLN for Tn =
∑n
i=1 τi
by expressing each τi in terms of an appropriate Markov chain Z := {Zt}t∈N. Concretely,
throughout the remaining of this section, let
Z := {Zt}t≥1 := {(x˜t−1, ζt−1, x˜t, ζt)}t≥1, (3.8)
where, as mentioned before, x˜t and ζt respectively represent the number of orders at the
level I (Bid and Ask) of the book and the spread after the t−th price change (see Section
3.1). By (3.6), Z is a Markov chain with a countable state space
Ξ :=
{
(y1, c1, y2, c2) | y1 = (y11, y21) ∈ Ω¯2N∗ , y2 = (y12, y22) ∈ Ω¯2N∗ , c1, c2 ∈ N, |c1 − c2| = 1
}
.
Furthermore, denoting Un = (x˜n, ζn) and noting that Un is itself a Markov chain by (3.5)-
(3.6), it follows that
P(yˆ, zˆ) := P(Zn = zˆ |Zn−1 = yˆ)
= P((Un−1,Un) = zˆ | (Un−2,Un−1) = yˆ)
= P(Un = (z2, d2) |Un−1 = (z1, d1)),
where yˆ := (y1, c1, y2, c2) ∈ Ξ and zˆ := (z1, d1, z2, d2) ∈ Ξ with (y2, c2) = (z1, d1).
The first objective is to prove that Theorem 1.4.8 can be applied to the chain Z intro-
duced in (3.8). Since, for a countable state Markov chain, irreducibility reduces to see that
all states communicate to one another, by the description of the dynamics of Z given in the
previous section, Z is clearly irreducible.
As mentioned in Section 1.4, the existence of the invariant measure implies that Z is
recurrent. Reciprocally, the recurrence property ensures the existence of an invariant mea-
sure (see Theorem 10.2.1 in Meyn and Tweedie [2009]). However, this measure may not
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be finite, but σ−finite. If the invariant measure is finite, by Proposition 10.0.1 in Meyn
and Tweedie [2009], the chain is positive recurrent (see Definition 1.4.5). Furthermore,
since for a countable-state chain, Harris recurrence is equivalent to recurrence, Z will auto-
matically be a positive Harris chain and the hypotheses of Theorem 1.4.8 will be satisfied.
Therefore, it remains to prove that Z is positive recurrent.
Theorem 3.2.1. If α > µ + θ, then the Markov chain
Z := {Zt}t≥1 := {(x˜t−1, ζt−1, x˜t, ζt)}t≥1
is positive recurrent.
A sufficient condition for a Markov chain to be positive recurrent over a countable
state space is given by the so-called Foster condition, or mean drift condition, which is
similar to the characterization of recurrence given in Lemma 1.4.6 (see Meyn and Tweedie
[2009][Theorem 11.3.4]). For to clarity purposes we will now state this characterization as
given in Theorem A.I.5.3 in Asmussen [2003].
Theorem 3.2.2. Suppose the chain Z is irreducible and let F be a finite subset of the state
space Ξ. Then, the chain is positive recurrent if for some h : Ξ → R and some  > 0, we
have infx h(x) > −∞ and ∑
zˆ∈Ξ
P(yˆ, zˆ)h(zˆ) < ∞, for all yˆ ∈ F, (3.9)
∑
zˆ∈Ξ
P(yˆ, zˆ)h(zˆ) ≤ h(yˆ) − , for all yˆ < F. (3.10)
In order to prove Theorem 3.2.1, a super-harmonic function ϕ will be constructed out-
side the finite set F := {yˆ ∈ Ξ : yˆ = (y1, z2 ± 1, y2, z2), z2 ≤ M∗}, for some appropriate
M∗ ≥ 1. The following result, whose proof is deferred to Appendix B, provides such a ϕ.
Lemma 3.2.3. Let F be as above for some fixed arbitrary M∗ ≥ 1. Using the notation in
Section 3.1, let
ς(x) := inf{t > 0 : Qa,0t (x1) ∧ Qb,0t (x2) = 0}
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for x := (x1, x2) and N := L1(2) ∧ M1(2), i.e., N is exponentially distributed with rate 2α.
Also, for any yˆ = (y1, j ± 1, y2, j) ∈ Ξ, let ϕ(yˆ) : Ξ→ R be given by
















2 cos( jθ) if p1(1 − pN∗) > 14 ,
(3.11)
where p1 := P(N > ς((1, 1))), pN∗ := P(N > ς((N∗,N∗))), and θ := arctan(
√
4p1(1 − pN∗) − 1).
Then, ϕ is a super-harmonic function for the process Z given in (3.8), at each yˆ ∈ Ξ\F.
The next result is used to show that the level sets {yˆ ∈ Ξ |ϕ(yˆ) ≤ n} are finite. Its proof
is deferred to Appendix B.
Lemma 3.2.4. Using the notation of Lemma 3.2.3, for any α > µ + θ, it holds that
lim j→∞ ϕ( j) = ∞.
Finally, it can be proved that the Markov chain Z is positive recurrent.
Proof of Theorem 3.2.1. Consider the function ϕ(yˆ) = ϕ((y1, j ± 1, y2, j)) = ϕ( j) as given
by Equation (3.11). Then, by the proof of Lemma 3.2.3 in Appendix B, we know that,∑
zˆ∈Ξ
P(yˆ, zˆ)ϕ(zˆ) = ϕ( j − 1)P(N < ς(y2)) + ϕ( j + 1)P(ς(y2) < N) (3.12)
≤ ϕ( j − 1)(1 − pN∗) + ϕ( j + 1)p1.
Take any  ∈ (0, 1). Define h(yˆ) = ϕ(yˆ) − /(p1 − pN∗), and h( j) = h(yˆ), for any yˆ =
(y1, j ± 1, y2, j). Notice that p1 > pN∗ and, by the Lemma 3.2.4, h( j) → ∞ as j → ∞. Let
M∗ be such that for j > M∗, we have that ϕ( j) > /(p1 − pN∗), and let also F = {yˆ ∈ Ξ : yˆ =
(y1, z1, y2, z2), z2 ≤ M∗+1}. Notice that |F| < ∞. From the definition of h, inf yˆ∈Ξ h(yˆ) > −∞,
and ∑
zˆ∈Ξ
P(yˆ, zˆ)h(zˆ) < ∞, for all yˆ ∈ F,
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showing that condition (3.9) holds. On the other hand, for every yˆ < F := {yˆ ∈ Ξ : yˆ =
(y1, z1, y2, z2), z2 ≤ M∗ + 1},∑
zˆ∈Ξ
P(yˆ, zˆ)h(zˆ) = h( j − 1)P(N < ς(y2)) + h( j + 1)P(ς(y2) < N)
= (ϕ( j − 1) − /(p1 − pN∗))P(N < ς(y2)) + (ϕ( j + 1) − /(p1 − pN∗))P(ς(y2) < N)
≤ (ϕ( j − 1) − /(p1 − pN∗))(1 − pN∗) + (ϕ( j + 1) − /(p1 − pN∗))p1
= ϕ( j) − (1 − pN∗ + p1)/(p1 − pN∗)
= ϕ( j) − /(p1 − pN∗) − 
= h( j) −  = h(yˆ) − .
This proves condition (3.10) and the fact that Z is positive recurrent follows from Theorem
3.2.2. 
Once it is proved that Z satisfies the hypotheses of Theorem 1.4.8, the functions on
which the theorem is applied are introduced. For any xˆ = (x0, c0, x1, c1) ∈ Ξ, let
f (xˆ) := E(τ1|xˆ) := E (τ1| (x˜0, ζ0) = (x0, c0), (x˜1, ζ1) = (x1, c1)) ,
gt(xˆ) := P(τ1 > t | xˆ) := P(τ1 > t|(x˜0, ζ0) = (x0, c0), (x˜1, ζ1) = (x1, c1)).
A second step towards the LLN for the inter-arrival times {τi}i≥1, for the sequence of
price changes, is given by he following result, whose proof is deferred to Appendix B:
Lemma 3.2.5. Suppose that the conditions of Theorem 3.2.1 hold and let pi be the invari-













gt (Zk) = Ppi(τ1 > t). (3.13)
The method to obtain the aforementioned LLN is to show that the Laplace transform of
the random variables Tn = τ1 + . . .+ τn, properly scaled, converge to the Laplace transform
of a random variable T , and to show that, the following is needed:
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∣∣∣ (x˜0, ζ0, x˜1, ζ1) = (x0, c0, x1, c1)) ,
κ(xˆ) := E (−τ1| (x˜0, ζ0, x˜1, ζ1) = (x0, c0, x1, c1)) .








∣∣∣∣∣ x˜k−1, ζk−1, x˜k, ζk) = −uEpi(τ1), P∗ − a.s., (3.14)
where pi is the stationary measure of the Markov chain {Zn}n≥0.
Proof. First note that the statement is trivial for u = 0. By (B.2), τ1 < ∞ a.s., thus,
E (e−uτ1 | x˜0, ζ0, x˜1, ζ1) > 0 a.s. Assume now that u ∈ (0,∞), then, by Jensen’s inequality,
1
u
ln G(u|x˜0, ζ0, x˜1, ζ1) ≥ 1uE
(
ln e−uτ1











∣∣∣∣∣ x˜k−1, ζk−1, x˜k, ζk) ≥ un
n∑
k=1
κ(x˜k−1, ζk−1, x˜k, ζk), (3.15)








∣∣∣∣∣ x˜k−1, ζk−1, x˜k, ζk) ≥ lim infn→∞ un
n∑
k=1








∣∣∣∣∣ x˜0, ζ0, x˜1, ζ1) = ∫ ∞
0
−e−utP [τ1 > t | x˜0, ζ0, x˜1, ζ1] dt,
where for the first inequality it is used that ln(x) ≤ x−1, for x > 0, and for the last equality it
is used the the identity E(g(X)) = g(0) +
∫ ∞
0
g′(t)P[X > t]dt, which is valid for any positive




∣∣∣∣∣ x˜0, ζ0, x˜1, ζ1) ≤ un
∫ ∞
0
−e− un tP [τ1 > t | x˜0, ζ0, x˜1, ζ1] dt.


































−uPpi (τ1 > t) dt = −uEpi(τ1), P∗ − a.s.. (3.16)
Together (3.15) and (3.16) imply (3.14). 
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The last Proposition allows to prove the main result of this section.






P→ Epi(τ1), as n→ ∞, (3.17)
where pi is the stationary measure of the Markov chain {Zn}n≥0.




























k=1 ln G ( un |x˜k−1,ζk−1,x˜k ,ζk)) .









































∣∣∣∣∣ x˜k−1, ζk−1, x˜k, ζk)






∣∣∣∣∣ x˜0, ζ0, x˜1, ζ1) ≤ G (un
∣∣∣∣∣ x˜0, ζ0, x˜1, ζ1) − 1 = E (e− un τ1 − 1∣∣∣ x˜0, ζ0, x˜1, ζ1) ≤ 0,







∣∣∣∣∣ x˜k−1, ζk−1, x˜k, ζk)
 ≤ 1
39











Finally, since τk is supported on the positive numbers, by the continuity theorem for Laplace
transforms (see Theorem 2 in Section XIII.1 in Feller [1971]), (3.17) follows. 
3.3 Long-run Dynamics of the Price Process
In this section, the long-run dynamics of the mid-price process of the model defined
in Section 3.1 is detailed. Throughout, st denotes the stock’s mid-price at time t ∈ [0,∞),
while {τn}n≥1 represents the time elapsed between the (n − 1)−th and the n−th price change
as described in Section 3.1. Let {u˜n}n≥1 be the sequence of mid-price changes. Clearly, the










It is also easy to see that the mid-price process is given by




where hereafter Nt := max{n | τ1 + . . . + τn ≤ t} denotes the number of price changes up




D≈ σWt, n→ ∞. (3.19)
Recall from Section 3.1 that Un := (x˜n, ζn), the number of orders in the level I of the
book and the spread after the n−th price change, is a Markov chain (cf. Eqs. (3.5)-(3.6)).
Also, recall from Section 3.1 that for i ≥ 0, Qa,i(x) and Qb,i(x) are independent continuous-
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time Markov processes with common generator defined by (3.2). Define ςn := inf{t > 0 :





n−1) = 0, ζn−1 = 1 or Q
b,n
ςn
(x˜ 2n−1) = 0, ζn−1 > 1, Nn(ζn−1) ≥ ςn
}
,





n−1) = 0, ζn−1 = 1 or Nn(ζn) ≥ ςn, Q a,nςn (x˜ 1n−1) = 0, ζn−1 > 1
}
,
Dn = {Nn(ζn−1) < ςn, Nn(ζn−1) = Mn(ζn−1), ζn−1 > 1} ,
where {Lk(ζ)}k,ζ∈Z+ , {Mk(ζ)}k,ζ∈Z+ and {Nk(ζ)}k,ζ∈Z+ are the random variables defined in Sec-
tion 3.1.
A description for the correct sign of the price change is necessary. Clearly, a positive
price change would occur at time Tn if, either the ask queue got depleted (event An above)
or a new queue arrived at the bid side (event Bn). Similarly, a negative price change would
occur if either the bid queue got depleted (event Cn) or a new queue arrived at the ask side












represents the n−th price change, for n ≥ 1.
As in the preceding section, an important step for analyzing the price changes would be
to express those in terms of an appropriate Markov chain. Let Λ := {z = (y1, c1, u) : y1 ∈
Ω2N∗ , c1 ∈ N, u ∈ {−1/2, 1/2}} and
Vn := (x˜n, ζn, u˜n), (3.21)
for n ≥ 1. Note that V := {Vn}n≥0 is a Markov chain over Λ since x˜n, ζn and u˜n depend only
on (x˜n−1, ζn−1). Moreover, one can see that the states of V communicate to one another and,
thus, V is irreducible. Also, provided that the assumptions of Lemmas 3.2.3 and 3.2.4 hold,
one can prove that V is positive recurrent, similarly to the proof of Theorem 3.2.1, and V
will then be Harris recurrent due to the countability of V’s state space. As a consequence,
V would also be positive Harris. Hereafter, the stationary measure and the transition kernel
of V will be denoted by ν and Pext(z¯, y¯), respectively.
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As explained, the main goal is to establish the long-run dynamics of the price process
(3.18). In order to do so, an analysis of the convergence of the process Wn :=
∑n
j=1 u˜ j,
properly rescaled, is needed.
To this end, the following Functional Central Limit Theorem (FCLT) for Markov Chains,
Theorem 1.4.10, is required. Since one of the hypotheses for the applicability of such the-
orem is the existence of a solution to the Poisson equation, the next result, whose proof is
deferred to Appendix B, will focus on the existence of such solution.
Theorem 3.3.1. Let V := {Vn}n≥1 = {(x˜n, ζn, u˜n)}n≥1 be the Markov chain on the state space
Λ defined on (3.21) with stationary measure ν. Then, for h : Λ → R given by h(x, c, u) =
u, there exists a solution to the Poisson equation hˆ with ν(hˆ2) < ∞. Furthermore, the
invariance principle (1.10) holds true.
Remark 3.3.2. Since ν(D2) < ∞, by Theorem 17.5.3 in Meyn and Tweedie [2009], for













where h¯ = h − ν(h) and the sum converges absolutely.
The following result is the final ingredient towards (3.19):




, as n→ ∞, (3.23)
where Nt = max{n | τ1 + . . . + τn ≤ t} and pi is the stationary measure of the chain Zn =
(x˜n−1, ζn−1, x˜n, ζn), whose existence is proved in Section 3.2.
Proof. Since Ntn denote the number of price changes up to time tn,





τ1 + . . . + τNtn +1
Ntn
and, thus, by (3.17), as n→ ∞, tnNtn
P→ Epi(τ1), which in turn implies (3.23). 
Finally, the main result on this section is stated.
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Proof. Recall that st = s0 +
Nt∑
j=1
u˜ j and u˜n = h(Vn), for the Markov chain {Vn}n≥0 and h :
Λ→ R given by h(y, c, u) = u.
Now, decomposing the process s¯tn := n











u˜ j − ν(h)
)

















ν(h) − √n tν(h)
Epi(τ1)
︸                                   ︷︷                                   ︸
IVn
,
where, as in Theorem 3.3.3, tn = tn and ν is the stationary measure of the Markov chain
{Vn}n≥0. As n→ ∞, clearly, In ⇒ 0. Also, by Theorem 3.3.1,
IIn ⇒ γ(h)2Wt,




























∣∣∣Ntn − [tn/Epi(τ1)]∣∣∣ ≥  √n)
≤ P
(∣∣∣∣∣ Ntn[tn/Epi(τ1)] − 1




which, by Proposition 3.3.3, converges to 0 as n → ∞. Thus, IIIn converges to 0 in proba-






is such that 0 ≤ −IVn < ν(h)√n , it follows
that IVn → 0, as n→ ∞, and, thus, concluding (3.24). 
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4. EFFICIENT NUMERICAL METHODS FOR SOME
QUANTITIES OF INTEREST
In this section, some methods to compute important quantities of interest for practi-
cioners are developed. The model presented in Chapter 2 captures the essential behaviour
of the price process in a LOB, while providing some insight information about the aver-
age distribution of the number of ticks the price moves after a depletion of the best level
available. In that case, computing the distribution of the time span between price changes,
the probability of a price increase, and the probability of two consecutive price increments
given the state of the order book will follow from the work of Cont and de Larrard [2013].
This is due to the fact that the incorporation of the information about the spread between
levels I and II (i.e., the distribution G introduced in Section 2.2) does not affect the process
between price changes.
On the other hand, the model presented in Chapter 3 presents contrasting assumptions
to the one proposed in Cont and de Larrard [2013], creating the neccesity to develop some
numerical tools to evaluate the aforementioned quantities of great practical relevance. In
this chapter, a method proposed is proposed to compute such quantities. This method is
based on an explicit characterization of the joint distribution of the time and position at
which a certain two-dimensional Markov chain starting in the first quadrant hits the co-
ordinate axes. The developed tools will also be used in Section 4.2 to develop an effi-
cient simulation algorithm for the midprice dynamics of the order book model presented in
Chapter 3. Throughout, recall from Section 3.1 that Ω¯N∗ := {0, 1, 2, . . . ,N∗}2. Also, define
ΩN∗ := {1, 2, . . . ,N∗}2 and set
AA := {(0, 1), (0, 2), . . . , (0,N∗)},
AB := {(1, 0), (2, 0), . . . , (N∗, 0)},
A := AA ∪AB.
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4.1 The Foundation: The Joint Distribution of Time to Depletion and Outstanding
Amount of Orders
Throughout this chapter, let {Y(x, y)}(x,y)∈Ω2N∗ be a collection of independent processes
such that for each (x, y) ∈ Ω2N∗ , {Yt(x, y)}t≥0 is a two-dimensional random walk, starting at
(x, y) ∈ {1, . . . ,N∗}2, with transition rates λ for moving right or up, and υ := µ + θ for
moving left or down. Also, set
ς(x, y) := inf{t > 0 : Yt(x, y) ∈ A }.
A price change, in a LOB, is only due to a depletion of the level I at any side of the book
or because, when possible, an arrival of a new set of orders ocur within the bid-ask spread.
In the model presented in Chapter 3, if there is the possibility of a new set of limit orders
arrive within the bid-ask spread, the time triggering its arrival is independent of the state of
the order book. Thus, for computing the aforesaid probabilities, it is relevant to develop a
procedure for their computation when the spread is equal to one. In such case, an essential
quantity, which will become the building block for later methods, including the simulation
of the orderbook, is the joint distribution of the vector (ς(x, y),Yς(x,y)(x, y)). This vector has
the information about the time between price changes and the number of outstanding limit
orders on the opposite side of the book where the price change occured.
In the following, the joint distribution of the vector (ς(x, y),Yς(x,y)(x, y)) is computed via
the following two results, whose proofs can be found in the Appendix C
Lemma 4.1.1. Suppose that, for each fixed a := (a¯1, a¯2) ∈ A , ua¯ : [0,T ] × Ω¯N∗ → R







= 0, for 0 ≤ r < T , (x, y) ∈ ΩN∗
ua(T − r, x, y) = 1{(x,y)=a}, for 0 ≤ r ≤ T, (x, y) ∈ A ,
ua(0, x, y) = 1{(x,y)=a}, for (x, y) ∈ Ω¯N∗ ,
(4.1)
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whereL u(t, x, y) is a finite difference operator given by


















2 ) − (λ + 2υ)u, x ∈ {1, 2, . . . ,N∗ − 1}, y = N∗,
υ(u−1 + u
−
2 ) − 2υu, (x, y) = (N∗,N∗),
0, (x, y) ∈ A ,
(4.2)
and u+1 = u(t, x + 1, y), u
+
2 = u(t, x, y + 1), u
−
1 = u(t, x − 1, y), u−2 = u(t, x, y − 1), and
u = u(t, x, y). Then, for t > 0, (x, y) ∈ Ω¯N∗ , and a := (a¯1, a¯2) ∈ A ,
ua¯(t, x, y) := P
[
ς(x, y) ≤ t,Yς(x,y)(x, y) = a
]
.
The next result proves the existence of a solution u to the system (4.1) by giving an
explicit characterization of u in terms of the eigenvalues and eigenvectors of a certain finite
difference operator. As a result, we obtain as well an explicit formulation of the joint
distribution of (ς(x, y),Yς(x,y)(x, y)). Below, we let
a + 1 :=
 a¯ + (0, 1), i f a ∈ {(1, 0), (2, 0), . . . , (N
∗, 0)}
a¯ + (1, 0), i f a ∈ {(0, 1), (0, 2), . . . , (0,N∗)}.
Proposition 4.1.2. Let ∆ be the symmetric finite difference operator defined for functions











































w, (x, y) = (N∗,N∗)
0, (x, y) ∈ A ,
(4.3)
where w+1 = w(x+1, y), w
+
2 = w(x, y+1), w
−
1 = w(x−1, y), w−2 = w(x, y−1), and w = w(x, y).
Let {ξk}N∗2k=1 be the eigenvalues of ∆ and { fk(x, y)}N
∗2
k=1 be their corresponding eigenvectors so
that they constitute an orthonormal basis of RN
∗2
. Let ua¯ : [0,T ] × Ω¯N∗ → R be defined by






















fk(x, y) + 1{(x,y)=a}
 . (4.4)
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Then, the function ua¯ satisfies the system of differential equations (4.1).
Remark 4.1.3. Equation (4.4) can be rewritten as:





















where χ := λ/υ. The previous expression shows that, as t gets larger, the joint proba-
bility distribution P
[
ς(x, y) ≤ t,Yς(x,y)(x, y) = a
]
depends on the parameters υ and λ mostly
through the quotient χ = λ/υ. Additionally , it is important to point out that the eigenvalues
of ∆ can be proven to be non-positive and, thus, ua¯(T, x, y) ∈ [0, 1].
4.1.1 Distribution of the Duration Between Price Changes
Here, the development of a numerical method to find the distribution of the time τ(x, y, z),
at which the price changes given that there are x orders at the bid, y at the ask, and the
spread is z is developed. Using the characterization of the joint distribution of the vector
(ς(x, y),Yς(x,y)(x, y)), provided by Proposition 4.1.2, it is possible to compute the distribu-
tion
Fτ(·,z) (t|x, y) := P[τ(x, y, z) ≤ t]
of the r.v. τ(x, y, z), i.e., the time it takes for the price to change given that there are x orders
at the bid, y at the ask, and the spread is z right after the last price change. It is clear that
τ(x, y, 1) = ς(x, y) and, thus, from Equation 4.4, for (x, y) < A ,





























On the other hand, for z ≥ 2, it is true that τ(x, y, z) = ς(x, y) ∧ N, where N := L ∧ M.
Here, L ∼ exp(α) and M ∼ exp(α) are meant to represent the times for a new set of orders
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to arrive at the ask and bid side, respectively. Therefore, from the independence of ς(x, y)
and N,
Fτ(·,z)(t|x, y) = P[N ≤ t] + P[ς(x, y) ≤ t]P[N > t] = (1 − e−2αt) + Fτ(·,1)e−2αt, (4.7)
for z ≥ 2 and (x, y) < A .
The expressions (4.5)-(4.7) provide efficient numerical methods to compute the distri-
bution of the time span between price changes given some initial level I LOB setup. The
method is relatively efficient since the main task in their evaluation is the computation of
the eigenvalues {ξk}N∗2k=1 and eigenvectors { fk(x, y)}N
∗2
k=1, which has to be done only once, for
any t ≥ 0 and z ∈ {1, 2, . . . }.
4.1.2 Probability of a Price Increase
In this section, the probability of a price increase conditioned on the current state of the
order book is analyzed. Define, for (x, y) < A ,
p(x, y, z) := P [Price increase | x orders at Bid, y orders at Ask, and a spread z] .
A price increase occurs if the level I ask queue gets depleted or if a new set of orders ar-
rives at the bid side. Recall from Lemma 4.1.1 that ua¯(t, x, y) := P
[
ς(x, y) ≤ t,Yς(x,y)(x, y) = a
]
has an explicit form given by equation (4.4). Set
uB(t, x, y) := P
[





ua(t, x, y), (4.8)
and notice that, if the spread is z = 1,
























In order to find p(x, y, z) for z ≥ 2, consider the decomposition
p(x, y, z) = P
[




ς(x, y) > N,N = L
]
=: p1(x, y) + p2(x, y). (4.10)
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By conditioning on N and recalling that N ∼ exp(2α),












2(λ + υ) − √λυ(4 + ξk)
(
1 − 2α





For the second term, using the symmetry between L and M, P
[





ς(x, y) > N,N = R
]

























2(λ + υ) − √λυ(4 + ξk)
(
1 − 2α






where ςk is defined as in (4.6). Again, once the eigenvalues and eigenvectors of ∆ have
been computed, one can readily compute p(x, y, z) via (4.11)-(4.12).
4.1.3 Probability of Two Consecutive Price Increments
Let pˆ(x, y, z) be the probability of two consecutive increments in the price given that ini-
tially there were x orders at the Bid, y orders at the Ask, and a spread of z. These probabili-
ties are highly dependent on the initial spread. The case of an initial spread of 1 is relatively
easier to analyze than any other spread due to the possibility of a new set of orders within
the spread before the depletion of any of the level I queues. As will be shown below, in the
latter situation, a probability of the form P
[
N < ς(x, y),YN(x, y) ∈ {(1, j), . . . , (N∗, j)}], for
any j will have to be considered. The aforementioned probability will be reformulated in
terms of the solution to a certain initial value problem along the lines of Proposition 4.1.2.
Recall that every time there is a price change, a new number of orders in the LOB side
that got depleted is generated from a discrete distribution f supported on {1, 2, . . . ,N∗}.
Denote such a random variable with mass function f as H. In addition to the collection
of random walks {Y(x, y)}(x,y)∈ΩN∗ described at the beginning of Section 4.1.1, another in-
dependent copy {Y˜(x, y)}(x,y)∈ΩN∗ also needs to be considered and fix ς˜(x, y) := inf{t > 0 :
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Y˜t(x, y) ∈ A }. Similarly, in addition to (L,M), another independent copy (L˜, M˜) is consid-
ered and N˜ := L˜ ∧ M˜ is fixed.
The computation of pˆ(x, y, z) is now possible. For z = 1,




















u( j,0)(∞, x, y) f (i)p( j, i, 2),
where p(x, y, 2) denotes the probability of a price increase if there are x orders at the bid, y
orders at the ask, and a spread of 2. The probability p(x, y, 2) can be computed according
to (4.10), while u( j,0)(∞, x, y) can readily be found from (4.4) by making t → ∞. It is
worth mentioning that the case z = 1 is arguably the most important in practice since, as
empirically observed in several studies, the spread spends a great deal of time at level 1.
Let AB j := {(1, j), (2, j), . . . , (N∗, j)}. Now, for z = 2,



























u( j,0)(t, x, y)e−2αtdt
)










N < ς(x, y),YN(x, y) ∈ AB j
]
f (i)p(i, j, 1),
where above it is used that
P
[




N ≤ ς(x, y),N = M,YN(x, y) ∈ AB j
]
.




u( j,0)(t, x, y)e−2αtdt can readily be found from (4.4). The problem of computing
P
[




Finally, using similar arguments, for z ≥ 3,









u( j,0)(t, x, y)e−2αtdt
)










N < ς(x, y),YN(x, y) ∈ AB j
]
f (i)p(i, j, 2).
The only point left is the computation of P
[
N ≤ ς(x, y),YN(x, y) ∈ AB j
]
. This can be done
by first computing v j(t, x, y) := P[t < ς(x, y),Yt(x, y) ∈ AB j] via similar arguments to those





v j(t, x, y)
∣∣∣∣
t=T−r
= 0 for 0 ≤ r ≤ T, (x, y) ∈ {1, 2, . . . ,N∗}2,
v j(T − r, x, y) = 0 for 0 ≤ r ≤ T, (x, y) ∈ A ,
v j(0, x, y) = 1{(x,y)∈AB j } for (x, y) ∈ {0, 1, 2, . . . ,N∗}2.
(4.13)
4.2 Simulation and Convergence Assessment
In this section, the convergence of the midprice process towards its diffusive limit pro-
cess as established in Lemma 2.2.5 and Theorem 2.2.6 for the model in Chapter 2, and
Theorem 3.3.4 for the model in Chapter 3 is analyzed numerically. For the latter case, we
shall also introduce a novel simulation scheme which is much more efficient than the direct
simulation procedure in which all the LOB events are simulated. Finally, the simulation
scheme is applied to study several key features of the LOB’s dynamics such as the connec-
tion between the volatility of the limit process and the different model parameters.
4.2.1 Analysis of the Model presented in Chapter 2
For the model presented in Chapter 2, we will just focus on the dependent case analyzed
in Section 2.2.2. To illustrate the convergence in Lemma 2.2.5, the empirical variance of
the price process at a fixed time t was computed via Monte Carlo simulations and then
compared to theoretical limiting value. The input parameters were t = 1 and pcont = 0.1n
with n = 1, 2, . . . , 9. To calculate the empirical variance, a sample of size of 200 simulations
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was used. Tables 4.1 and 4.2 present a comparison of the empirical and theoretical value
of σ for two different values of the spread distribution G. In the first case, G is chosen so
that the model reduces to the one proposed in Cont and de Larrard [2013], while on the
second one, an intuitive spread distribution G of a stock in an illiquid market, is chosen.
The results therein show that a good convergence precision on the limit result provided by
Theorem 1.4.4 is achieved regardless of the distribution G and the choice of pcont. This also




theoretical variance and the
simulation estimator for the
model presented in Chapter
2 with G = (1, 0, 0)












theoretical variance and the
simulation estimator for the
model presented in Chapter
2 with G = (0.6, 0.3, 0.1)










Next, to illustrate Theorem 2.2.6, Monte Carlo was used to estimate the the asymp-
totic distribution of the rescaled price stn/
√
n at a fixed large value of tn. For simulation
purposes, we choose the parameters empirically found in Table 3 of Cont and de Larrard
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[2013], which we now reproduced for the reader’s convenience.
Table 4.3.
Estimates for the intensity of limit orders and market orders+cancellations, in
number of batches per second (each batch representing 100 shares) on June
26th, 2008, as reported in Cont and de Larrard [2013].
Stock λ υ := µ + θ
Citigroup 2204 2331
General Electric 317 325
General Motors 102 104
In those cases, the distribution of the spread after a price change, G, was taken to be
the one proposed in Table 4.2 above. Also, the bid and ask queue sizes after a price change
are set to follow a uniform distribution f (x, y) on the square {1, 2, . . . , 10} × {1, 2, . . . , 10},
where again the level I queue sizes (x, y) are interpreted in number of batches. Figure 4.1-
4.3 shows the theoretical density of the rescaled price process at times tn = 60 sec (left
panel) and tn = 300 sec (right panel), computed using Theorem 2.2.6, and the empirically
simulated density of the order book based on 200 simulations. As one can see, the density
of the rescaled price process is in general well approximated by a Normal distribution. The
sample mean seems to be close to 0, but, for a fixed time horizon tn, as λ and µ+θ decrease,
the approximation for the volatility gets inaccurate.
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Comparative density of the rescaled price process with λ=2204, µ + θ=2331




















Comparative density of the rescaled price process with λ=2204, µ + θ=2331







Figure 4.1. Theoretical and empirical density of the rescaled price process, for
the model presented in Chapter 2, when λ = 2204 and µ = 2331. The time










Comparative density of the rescaled price process with λ=317, µ + θ=325
























Comparative density of the rescaled price process with λ=317, µ + θ=325







Figure 4.2. Theoretical and empirical density of the rescaled price process,
for the model presented in Chapter 2, when λ = 317 and µ = 325. The time
horizon chosen is 60s (left panel) and 300s (right panel).
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Comparative density of the rescaled price process with λ=102, µ + θ=104
















Comparative density of the rescaled price process with λ=102, µ + θ=104







Figure 4.3. Theoretical and empirical density of the rescaled price process,
for the model presented in Chapter 2, when λ = 102 and µ = 104. The time
horizon chosen is 60s (left panel) and 300s (right panel).
4.2.2 Analysis of the Model presented in Chapter 3
Recall that for the model in Chapter 3, the input parameters are the rates λ, µ, θ, and
α. The first three parameters refer to the arrival rates of limit orders, market orders, and
cancellation, respectively, while α is the rate at which a new set of limit orders arrive in-
between the bid-ask spread. Also, we need a distribution f for the volume of the new set
of limit orders after a price change, which is assumed to be supported on the finite set
{1, . . . ,N∗}.
The most natural way to simulate the LOB consists of generating all the Poisson or-
der arrivals until either the bid or ask queue gets depleted. Unfortunately, this process is
computationally intensive and not suitable to study the “long-run” asymptotic dynamics,
especially for the purpose of Monte Carlo analysis. Instead, we propose a more efficient
method, in which we simulate the joint distribution of the vector (ς(x, y),Yς(x,y)(x, y)), as
described in Section 4.1.1. This allow us to obtain directly the time at which the level I of
the orderbook gets depleted and the amount of outstanding limit orders at the opposite side
of the book.
The representation of the aforementioned joint probability given by Eq. (4.4) has several
computational advantages. Indeed, in order to compute the joint distribution, one would
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only need to compute once the eigenvalues and eigenfunction {ξk} and { fk(x, y)}, regardless
of T and a.
For the subsequent simulations, the empirically estimated parameters described in Table
4.3 above were used. In all the examples below, N∗ is assumed to be 10, with each unit
representing a batch of 100 shares, the initial level I queue’s configuration are set to be
(x, y) = (5, 5) while the initial spread is s0 = 4. The distribution f is taken to uniformly
distributed in {1, . . . ,N∗}. Also, two different choices of α are made for each case: α = υ+1
and α = 2υ, where we recall that υ := µ + θ. By Proposition 3.3.3 and Theorem 3.3.4, let

















In the sequel, we shall study the convergence of the above quantities as tn → ∞, for
which, we use Monte Carlo with 200 simulations of the order book. The results are shown
in Tables 4.4-4.6. As expected, the larger the rates λ and υ, the smaller Epi(τ) becomes.
This is due to the quicker price change (caused by a depletion of limit orders or by arrival
of a new set of orders). Also, the drift of the Brownian motion, ν(h)/Epi(τ), to which the
long-run dynamics of the price process converge, increases as λ and υ increase. This is
due to a decrease in Epi(τ). Moreover, in that case, there seems also to be a significant
increment in the volatility for the long-run price process. A possible explanation of this
phenomenon is that a larger amount of orders at any side of the order book may take longer
time to get depleted and this can generate “a chain” of consecutive price movements in the
same direction. Finally, it is also worth mentioning that that a higher variance can also be
induced by the choice of the distribution f of the queue size right after a price change.
Table 4.4.
Convergence of different quantities of interest choosing different values of tn →




α = 2332 α = 4662
tn = 60 tn = 300 tn = 60 tn = 300
E[stn/tn] -7.0273 -6.4494 -6.6913 -6.5576
Var[stn/
√
n] 240.66 238.21 320.38 322.96
E[tn/Ntn] 0.0039 0.0039 0.0039 0.0039
Table 4.5.
Convergence of different quantities of interest choosing different values of tn →
∞, for the model presented in Chapter 3, with λ = 317 and υ = 325, for 200
simulations
Case
α = 105 α = 208
tn = 60 tn = 300 tn = 60 tn = 300
E[stn/tn] -3.5002 -3.5559 -3.3585 -3.6121
Var[stn/
√
n] 161.30 114.43 113.1231 143.49
E[tn/Ntn] 0.0086 0.0086 0.0084 0.0084
Table 4.6.
Convergence of different quantities of interest choosing different values of tn →
∞, for the model presented in Chapter 3, with λ = 102 and υ = 104, for 200
simulations
Case
α = 105 α = 208
tn = 60 tn = 300 tn = 60 tn = 300
E[stn/tn] -1.5788 -1.7479 -1.7895 -1.6234
Var[stn/
√
n] 50.504 45.743 60.933 58.289
E[tn/Ntn] 0.0193 0.0193 0.0188 0.0188
Next, we are interested in analyzing the behavior of the spread. Based again on 200
simulation, tn = 60 sec and tn = 300 sec, and the initial spread is set to be 4. , Table 4.8
shows the percentage of the time that the spread spends at each state for the different values
of λ, υ and α. As shown in the tables, the larger are the rates λ and µ the longer time the
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spread spends in a tick. This is due to the fact that the larger these rates are, the quicker the
spread change and by the choice of α, the quicker it will shrink to 1. From the empirical
evidence presented in Table 2 in Cont and de Larrard [2013], where the percentage of time
that the bid-ask spread spends on each possible state is shown for three stocks, we can infer
than within the constraints of our model, the quotient α/µ may be in between 2.5 and 10,
but maybe for some less liquid stocks the quotient may be closer to 1.
Table 4.7.
Distribution of the time spent by the spread, for the model presented in Chapter
3, choosing different values of λ, υ and α fixing tn = 60.
Case 1 Tick 2 Ticks 3 Ticks 4+ Ticks
α = υ + 1
λ = 2204, υ = 2331 0.97247 0.02716 0.00035 0.00002
λ = 317, υ = 325 0.906801 0.088521 0.004158 0.00052
λ = 102, υ = 104 0.86881 0.12057 0.00900 0.00162
α = 2υ
λ = 2204, υ = 2331 0.97248 0.02716 0.00033 0.00003
λ = 317, υ = 325 0.906891 0.088491 0.004135 0.000483
λ = 102, υ = 104 0.868819 0.12084 0.008868 0.001473
Table 4.8.
Distribution of the time spent by the spread, for the model presented in Chapter
3, choosing different values of λ, υ and α for tn = 300.
Case 1 Tick 2 Ticks 3 Ticks 4+ Ticks
α = υ + 1
λ = 2204, υ = 2331 0.97248 0.02716 0.00035 0.00001
λ = 317, υ = 325 0.906891 0.088491 0.004135 0.000564
λ = 102, υ = 104 0.86881 0.12084 0.008868 0.001482
α = 2υ
λ = 2204, υ = 2331 0.98627 0.01365 0.00007 0.00001
λ = 317, υ = 325 0.95327 0.045697 0.000956 0.000077
λ = 102, υ = 104 0.94383 0.054443 0.001579 0.000148
Finally, Figures 4.4-4.9 compare the theoretical density of the price process stn to the
empirical density based on the simulated data, for different time frames and rate parameters.
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As seen in the graphs, the distribution of the long-run dynamics is well approximated by a
Normal distribution, but, when λ and υ are larger, the approximation becomes less accurate,
at least for tn = 60 sec and, thus, a larger tn may be needed to achieve a more precise
approximation, such as tn = 300 sec.











Comparative density of the rescaled price process with λ=2204, υ=2331, α=2332


















Comparative density of the rescaled price process with λ=2204, υ=2331, α=2332







Figure 4.4. Theoretical and empirical density of the rescaled price process, for
the model presented in Chapter 3, when λ = 2204, µ = 2331 and α = 2332.
The time horizon chosen is 60s (left panel) and 300s (right panel).

















Comparative density of the rescaled price process with λ=2204, υ=2331, α=4226
















Comparative density of the rescaled price process with λ=2204, υ=2331, α=4662







Figure 4.5. Theoretical and empirical density of the rescaled price process, for
the model presented in Chapter 3, when λ = 2204, µ = 2331 and α = 4662.
The time horizon chosen is 60s (left panel) and 300s (right panel).
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Comparative density of the rescaled price process with λ=102, υ=104, α=105


















Comparative density of the rescaled price process with λ=317, υ=325, α=326







Figure 4.6. Theoretical and empirical density of the rescaled price process, for
the model presented in Chapter 3, when λ = 317, µ = 325 and α = 326. The
time horizon chosen is 60s (left panel) and 300s (right panel).











Comparative density of the rescaled price process with λ=317, υ=325, α=650


















Comparative density of the rescaled price process with λ=317, υ=325, α=650







Figure 4.7. Theoretical and empirical density of the rescaled price process, for
the model presented in Chapter 3, when λ = 317, µ = 325 and α = 650. The
time horizon chosen is 60s (left panel) and 300s (right panel).
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Comparative density of the rescaled price process with λ=102, υ=104, α=105


















Comparative density of the rescaled price process with λ=102, υ=104, α=105







Figure 4.8. Theoretical and empirical density of the rescaled price process, for
the model presented in Chapter 3, when λ = 102, µ = 104 and α = 105. The
time horizon chosen is 60s (left panel) and 300s (right panel).











Comparative density of the rescaled price process with λ=102, υ=104, α=210




















Comparative density of the rescaled price process with λ=102, υ=104, α=210







Figure 4.9. Theoretical and empirical density of the rescaled price process, for
the model presented in Chapter 3, when λ = 102, µ = 104 and α = 208. The
time horizon chosen is 60s (left panel) and 300s (right panel).
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5. CONCLUSIONS AND EXTENSIONS
5.1 Future Work
In this section, we will describe some further research directions, which are motivated
by the models considered in earlier chapters. The first considered problem is an extension
of model presented in Chapter 3 in which K levels at each side of the book are considered.
We aimed at finding the long-run dynamics of the price process in such a context. A second
considered problem is to identify conditions under which the long-run price dynamics of a
1-level LOB model are driven by a more general Itoˆ diffusion than a Brownian motion.
5.1.1 A Multilevel LOB model
Consider a LOB model with K ≥ 1 levels at each side in the order book. To distin-
guish between the bid and the ask side of the order book, the components of the bid side
will be denoted by negative super-indexes. For example, the amount of orders at the best
bid will be denoted by x−1, while the amount of orders at level K on the bid will be de-
noted by x−K . Analogously, the ask side will be denoted by positive super-indexes. In
this way, x0 = (x−K0 , x
−K+1








0 ) will denote the initial amount of or-
ders at the order book. This convention will be also used to denote the spread between
levels in the order book. That is, for j > 0, z j0 denotes the initial spread between the
level j and level j + 1 in the ask, for j < 0, z j0 denotes the initial spread between the
level − j and level − j + 1 in the bid, while z00 denotes the initial bid-ask spread. In conse-






0, . . . , z
K−1
0 ) ∈ N2K−1 will denote the initial “spread dis-
tribution”. A “spread change” is defined to occur when the spread distribution changes.
The amount of orders at all levels after the n−th “spread change” will be denoted by
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xn = (x−Kn , x
−K+1








n ). Similarly, the spread distribution after the n−th






n, . . . , z
K−1
n ) ∈ N2K−1.
Assumption 5.1.1. Fix an integer N. Denote by ΩN the set {1, 2, . . . ,N}. In order to avoid
a market where an infinite amount of orders can be posted, it will be assumed that at most
N ∈ N orders can be posted at each level.
Definition 5.1.2. Let Ξ := Ω2KN be the set of possible configurations describing the amount
of limit orders in the order book, i.e.,
Ξ =
{
x = (x−K , . . . , x−1, x1, . . . , xK ) | x j ∈ ΩN for j ∈ {−K , . . . ,−1, 1, . . . ,K}
}
.
Moreover, let Ψ := Ξ × N2K−1 be the space of possible LOB configurations, i.e.,
Ψ =
{
(x, z) | x ∈ Ξ, z ∈ N2K−1
}
In the following, a characterization of the LOB dynamics for the limit order book will be
presented:
• Limit orders and cancellations at the j−th level follow Poisson processes with rates
λ j and θ j, respectively. Market orders arrive as a Poisson process with rate µ. All the
processes describing the arrival of orders and cancellations are mutually independent.
• Since the order book has a finite amount of orders at each level (at most N), every
time there are N orders at any level, just cancellations may occur. If this is the case
at the best bid or the best ask, market orders are also allowed to take liquidity from
the order book.
• A depletion at the level I of the order book may occur due to a market order or a
cancellation, while, for deeper levels, depletions are only caused by cancellations. In
order to ensure that the expected time of a level to get depleted is finite, it is assumed
that λ j < θ j, for j ∈ {2, . . . ,K} and λ1 < µ + θ1. If a “spread change” is caused by
a depletion of the j−th level with j > 0 (resp. j < 0), then for m ∈ { j + 1, . . . ,K}
(resp, m ∈ { j − 1, . . . ,−K}), the m−th level becomes the (m − 1)−th level (resp,
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(m + 1)-th level) and a new set of limit orders is generated one tick to the right (resp,
left) of the deepest ask level (resp, bid level) with size drawn from a distribution f ,
independently of any other variable.
• Immediately after a “spread change”, if there is a j > 0 (resp, j < 0) such that z j > 1,
an exponential random variable with rate α j+1 (resp, α j−1) will account for the time
a new set of limit orders will become the ( j + 1)-th level (resp, ( j − 1)-th level). In
the case this event causes the next “spread change”, a new set of limit orders will be
generated one tick to the right of the j−th level (resp, left of the − j-th level) with size
drawn from a distribution f , and the previous K-th level (resp, −K-th level) will be
discarded. Furthermore, it is also assumed that α j = α− j.
• Immediately after a “spread change”, if z0 > 1, an exponential random variable with
rate α−1 (resp, α1) will account for the time a new set of limit orders will arrive and
become the best bid (resp, best ask). These will arrive one tick to the right of the
previous best bid (resp, one tick to the left of the previous best ask) with size drawn
from a distribution f . In this case, the previous −K-th level (resp, K-th level) will
be discarded. Also, α1 = α−1.
Definition 5.1.3. Let Xn denote the LOB configuration right after the n−th “spread change”;
i.e, {Xn}n≥1 = {(xn, zn)}n≥1. A spread distribution z2 is called “attainable” from the spread
distribution z1 if for some x1, x2 ∈ Ξ,
P[Xn = (x2, z2)|Xn−1 = (x1, z1)] > 0, n ∈ N. (5.1)
Let also, ϑ(x, z) := {(x1, z1) ∈ Ψ : P[Xn = (x1, z1)|Xn−1 = (x, z)] > 0} be the set of “at-
tainable” LOB configurations after a price change when the configuration of the LOB is
(x, z).
Remark 5.1.4. The property of “attainability” described by (5.1) is independent of the
amount of orders at the levels on consecutive spread changes, i.e., is independent of x1
and x2.
66
Lemma 5.1.5. The following hold true:
(i) X := {Xn}n≥0 is an irreducible time homogeneous Markov Chain over the state space
Ψ := Ξ × N2K−1.
(ii) Let U := {Un}n≥0 := {(Xn−1,Xn)}n≥0. Then, U is a time homogeneous Markov Chain.
The state space of U is denoted by Λ, i.e., Λ is the subset of Ψ2 consisting of all
possible consecutive LOB configurations.
Denote by Πn the n−th price increment after the n−th spread change in the LOB. Note
that Πn , 0 only if z0n − z0n−1 , 0. In the same way as in Chapter 3, to characterize the long
run dynamics of the (mid-)price process, st, we aim to find a function G : Λ→ R such that
G(Un) = Πn. This would imply that, if Nt denotes the number of spread changes up to time
t ∈ R+, then







allowing us to find the dynamics of the (mid-)price process provided a FCLT for the Markov
chain U holds and a LLN for {Nt}t>0 holds. As seen with the model presented in Chapter 3,
a critical property is the recurrence of the Markov chain U, which can obtained provided the
Markov chain X is recurrent. However, before stating a conjecture about a condition under
which U is positive recurrent, it is convenient to discuss some important consequences of
the dynamics of the order book.
Let C = {(x, z) ∈ Ψ | z = (1, . . . , 1)} be any LOB configuration where the spread
distributions only consist of 1 ticks. Since x ∈ Ξ, |C| < ∞. Let also τC be the hitting time
of the set C; that is,
τC = inf{n ≥ 0 | Xn ∈ C}.
To provide a better insight of the order book, it is important to analyze how “sparse” is






Notice that |(x, z)| ≥ 2K − 1.
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Remark 5.1.6. Let (x0, z0) be the initial configuration of the LOB, and let (x1, z1) be the
LOB’s configuration after the next spread change. If the next movement is a depletion, then
|(x1, z1)| = |(x0, z0)|+1. If it is the arrival of a new queue at the ask, |(x1, z1)| = |(x0, z0)|−zK−1,
and if it is an arrival of a new queue at the bid, |(x1, z1)| = |(x0, z0)| − z−K+1.
Define the process




Clearly, by Remark 5.1.6,
Un =

Un−1 + 1, if there is a depletion at any side of the book,
Un−1 − zK−1n−1 , if there is an arrival of a new set orders at the ask side of the book,
Un−1 − z−K+1n−1 , if there is an arrival of a new set orders at the bid side of the book.
(5.2)
By (5.2), U can be regarded similarly to a “birth and death” process. This leads us to
the following conjecture:
Conjecture. The Markov chain X is positive recurrent if the rates of the arrival pro-
cesses for market orders and cancellations satisfy the relation
K∑
j=1








which in the case K = 1 reduces to the same condition provided by Theorem 3.2.1.
After proving the recurrence of the Markov chain X, similar techniques as the ones
followed in Chapter 3 can be followed to prove the convergence of the (mid-)price process
to a Brownian motion via a FCLT for countable state Markov chains.
5.1.2 General price dynamics for a 1-level LOB model
All the models used so far in this thesis, characterize the long-run behaviour of the price
process as a Brownian motion. However, macroscopically, the price process may exhibit
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properties which can not be easily captured by a Brownian motion. The aim of the present
section is to describe conditions under which the long-run dynamics of the price process in
a simple level-I LOB model follow a more general Itoˆ diffusion of the form
dst = atdt + btdWt. (5.4)
A first step towards the aforementioned objective is to produce a model where the long-
run dynamics follow the law of Equation (5.4) with deterministic functions a(t) and b(t).
The assumptions of such model are presented in the following.
• Limit orders arrive as a non-homogeneous Poisson process with rate λ(t), while mar-
ket orders and cancellations as a non-homogeneous Poisson process with rate µ(t).
• Order volume is unitary.
• Every time the best bid (resp, best ask) gets depleted, the best ask (bid) moves one
tick to the left (resp, to the right). In that case, a new set of bid limit orders (resp, ask
limit orders) is generated from a distribution f , while the size of the best ask (resp,
best bid) is kept, but “pegged” to the best bid (resp, best ask), so that the spread









Moreover, the following assumptions on the rates of the arrival processes will be made:
(i) For every t ≥ 0,
0 ≤ λ(t) < ∞ and 0 ≤ µ(t) < ∞ (5.6)





µ(t)dt = ∞. (5.7)
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Due to the dynamics described above, it is possible to study each side of the book
independently of the other. Thus, without loss of generality, the analysis will be focused
on the ask side of the book. Denote by Na+(t), N
a
−(t) two independent homogeneous Poisson
processes with rate 1. Let Ya0 be the initial amount of limit orders at the ask queue and let
{Yaj } j>0 be a sequence of i.i.d. random variables with distribution f . Thus, right after the
i−th depletion of the best ask, the amount of limit orders at the best ask is Yai . Define Zat
to be the net number of orders that have arrived up to time t, regardless of how many times














Let also Nat be the number of depletions of the ask side. It is important to note that N
a
t
coincides the number of times the price has increased.
Define τ0 := 0. Also, let qat be such that,
(i) qa0 = Y0.








∣∣∣∣∣ inf0≤s≤t{Zas } + n∑
j=0
Y j > 0

Therefore, qat will represent the process describing the amount of orders at the best ask by




is provided in Figure 5.1.




t are defined for the bid side of the orderbook.
Since Nat counts the number of times the best ask queue has depleted and N
b
t the times the
best bid queue has depleted, the price process st can then be expressed as,
st = s0 + Nat − Nbt . (5.8)
Therefore, for obtaining the long-run dynamics of the price process, it is necessary to an-
alyze the long-run dynamics of the counting processes Nat and N
b
t . That is, obtain a FCLT
for such counting processes.
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Figure 5.1. Graphical representation of the quantities involved in the forma-
tion of the point process Nat . The process Z
a
t obtained as the difference of two
NHPP is depicted in Blue. In dark pink its infimum process can be observed,
while on black, the process describe the amount of orders at the ask queue, qat
is marked. The distance in between the gray horizontal lines are the amount of
limit orders Ya· , generated after a depletion of the ask queue, from the distri-
bution f . The gray vertical lines indicate the times at which the ask queue got
depleted. Finally, Nat is the amount of vertical gray lines that appear up to time
t.
The following propositions are a first step towards that direction. Some of the ideas
presented here have been exposed first in Mandelbaum and Massey [1995].
Proposition 5.1.7. Let λ(t) and µ(t) be real-valued functions such that there exists a con-





































Proposition 5.1.8. Under the assumptions of Proposition 5.1.7, a.s.,













It is important to notice that Proposition 5.1.8 provides a LLN for the counting process
Nat .




µ(r) − λ(r)] dr} =



























In particular, in the homogeneous case λ(r) ≡ λ and µ(r) ≡ µ, with λ < µ,
Nt ∼ t(µ − λ)
E[Y]
,
which is comparable to the expression obtained by Cont and de Larrard [2013] in Theorem
2 therein.


























= E[ϕ] = ϕ, (5.13)
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⇒ N(0, σ), as t → ∞, (5.14)
where σ is a constant independent of t. Moreover, under some conditions on µ(s) (the
dominant rate), it may be possible to conclude that
Natn − nϕM(t)√
nϕ3M(t)
⇒ Wt, as n→ ∞. (5.15)
which will provide the CLT and FCLT for the counting process Nat . Once such theo-
rems have been established, the price process st may exhibit dynamics similar to a time-
dependent Wiener process. After proving such theorems, it is also of interest to introduce
state-dependency in the model to produce outputs such as Ornstein-Uhlenbeck process or
Geometric Brownian motion price dynamics.
5.2 Conclusions
In this work, two different Markovian limit order book models were presented. The
first model generalizes the approach in Cont and de Larrard [2013], by allowing variable
price shifts after each depletion and, hence, it can incorporate empirical information about
the separation of the level I and II in a sparse LOB. Also, the technical condition (2.2),
which was required in Cont and de Larrard [2013], is relaxed. The second paradigm in-
volves the more realistic approach of allowing a non-constant spread and keeping the in-
formation about the outstanding orders after a level I queue gets depleted at either side of
the LOB. Although the general rules governing the order book in the latter setting create a
more complex dynamics, a novel efficient simulation method was developed to analyze the
dynamics of the LOB. In particular, the proposed approach is suitable to analytically com-
pute or numerically approximate many features of the LOB used in, say, high-frequency
trading. In this work, we focus on the study of the diffusive limit of the price process and
its volatility through numerical examples.
For both of the considered models, we are able to explicitly characterize the long-run
dynamics of the midprice process in terms of a Brownian motion with drift. This was made
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possible by expressing the price changes in terms of suitable Markov chains. In the first
considered model, we exploit the finiteness of the state space to prove the convergence of
the price process, while on the second considered model, two key assumptions were needed
to obtain the aforementioned conclusion: the boundedness of the total amount of orders
available at every moment and a sufficiently high arrival rate of new orders in between the
spread. The latter condition is also intuitive since it prevents the spread to grow indefinitely
with positive probability. These two conditions provide a tractable framework, without
loosing realism, for the LOB, and become relevant when studying the diffusive behavior of
the price process for this model.
It is known that markets exhibit relatively large price shifts in small time period and,
thus, the incorporation of these “jumps” into an order book model is appealing. A natural
approach to address this problem may be the introduction of more levels in the order book,
governed by similar rules to those imposed in our second proposed model. This approach
is developed further in Section 5.1. In that case, the approach presented in this work is
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Appendix A: Additional Propositions and Proofs of Chapter 2
In this Appendix, some important properties and characteristics of the model proposed
in Cont and de Larrard [2013] are stated as a reference for the reader’s convenience. More-
over, we also include the proof of some of them for the sake of completeness. The first
proposition relates the distribution of consecutive price movements, and by stationarity of
the process describing such price movements, the distribution of the n−th price movement
can be characterized in terms of the initial distribution.
Proposition A.1 (Proposition 4 in Cont and de Larrard [2013]). Let
pcont := P[X2 > 0 | X1 > 0]
and
pupn (x, y) := P
[
Xn > 0 | qb0 = x, qa0 = y
]
.
Then, under the bid-ask symmetry condition (2.1), the following assertions hold true:
(a) pcont = P[X2 < 0 | X1 < 0] = ∑∞i=1 ∑∞j=1 f (i, j)pup1 (i, j).
(b) Conditional on the current state of the limit order book, the probability of a price
increase at the nth step is:
pupn (x, y) =
1 + (2pcont − 1)n−1
(
2pup1 (x, y) − 1
)
2
, n ≥ 1. (A.1)
(c) For all k ≥ 1,
Ex,y [Xk] := E
[




2pup1 (x, y) − 1
)
(2pcont − 1)k−1 .
(d) Cov
(




2pcont − 1) (1 − (2pup1 (x, y) − 1)2).
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The previous assumptions imply that the sequence of time spans between price changes
{τi = Ti − Ti−1}i≥1 are iid. The next proposition characterizes the distribution of τ D= {τi}∞i=1,
the time between price changes. This characterization allows the authors to know the rate at
which its density decays at infinite, which becomes relevant when analyzing the asymptotic
convergence of Nt. The authors obtain the tail distribution of τ by inverting the Laplace
transform of τ, regarded as the hitting time to any of the coordinate axes for a random walk
in the first quadrant whose probabilities of moving up and right are λ/(2(λ + µ + θ)) and
moving down or left are (µ + θ)/(2(λ + µ + θ)).
Proposition A.2 (Proposition 1 in Cont and de Larrard [2013]). The distribution of τ con-
ditioned on the state of the order book is given by:
Px,y[τ > t] := P
[



























and Ix denotes the modified Bessel function of the first kind.
Another quantities of interest are the magnitude of the price changes. The authors
denote by X1, X2, . . . the sequence of price changes. Since, in this model, the price increases
by 1 if the ask gets depleted before the bid and decreases by 1 in the opposite case, Xi ∈
{−1, 1}. Moreover, using the assumptions 2.1 and 2.2, it can be shown that {Xi}i>0 is a
sequence of i.i.d random variables. Then the price process, {st}t≥0, can be written as,




Although the assumptions made on the depth distribution f allows the sequence of price
changes {Xi}i≥1 to be iid, Donsker’s invariance principle can not be applied straightforward
because the number of summands in the random walk st − s0, Nt, is random itself. A
sufficient condition for the (appropriately) rescaled random walk to converge to a standard
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Brownian motion is that the number of summands Nt is asymptotically proportional to t
(see, 27.14 in Billingsley [1995]). The authors then distinguish between two cases: an
unbalanced order book, where λ = µ + θ, and a balanced order book where λ < µ + θ. In
the unbalanced case, τ has finite expectation. Moreover, assuming that f is such that





f (x, y)Ex,y[τ1] < ∞, (A.4)
and by using basic tools in renewal theory, the authors show, by the LLN, that for tn = tn,
Ntn
P∼ tn
m(λ, µ + θ, f )
, as n→ ∞. (A.5)
Finally, the convergence of the (mid-)price process was obtained as follows,
Proposition A.3 (Theorem 1 in Cont and de Larrard [2013]). Let {st}t≥0 be the midprice
process defined by st = ZNt , where Zn = X1 + X2 + . . . Xn. If λ < µ + θ and (A.4) holds, then(
stn√
n






m(λ, µ + θ, f )
Wt, t ≥ 0
 ,
where δ is the tick size and W is a standard Brownian Motion.
On the other hand, in the balanced case, τ has infinite expectation, denying the straight-
forward application of the LLN. In this case a necessary assumption is that





i j f (i, j) < ∞. (A.6)
Lemma A.4. Under Assumption A.6, for a balanced order book, the unconditional distri-
bution of τ1 is shown to satisfy
P[τ1 > t]
t→∞∼ D( f )
piλt
(A.7)
With this lemma and using Proposition A.2, the authors show that the rate of con-
vergence for the average of the sequence of durations {τn}n≥1 is of the order n log(n) as
described by the following lemma.
Lemma A.5. The sequence of durations {τn}n≥1satisfy
τ1 + τ2 + . . . + τk
k log k




For completeness and for the sake of exposition, a different proof for this two lemmas,
from the ones shown in Cont and de Larrard [2013] will be provided in the Appendix A.
This two lemmas enable a characterization of the convergence of the price process, as the
following proposition shows.
Proposition A.6 (Theorem 1 in Cont and de Larrard [2013]). Let {st}t≥0 be the midprice
process defined by st = ZNt , where Zn = X1 + X2 + . . . Xn. If λ = µ + θ, then(
stn log n√
n







Wt, t ≥ 0
 , n→ ∞, (A.9)
where δ is the tick size and W is a standard Brownian Motion.
A.1 Proofs of some important results for Chapter 2
Proof of Proposition A.4. By Proposition 1 in Cont and de Larrard [2013], for a balanced
order book,
Px,y[τ1 > t] := P[τ1 > t|qb0 = x, qa0 = y] = ψx,λ,λ(t)ψy,λ,λ(t) ∼
xy
piλt
, t → ∞,
where ψx,λ,λ is given as in Eq. (A.2) above. Therefore,





tPx,y[τ1 > t] f (x, y).
To apply Dominated Convergence Theorem, a bound on ut(x, y) := tPx,y[τ1 > t] f (x, y) by a
summable function independent of t is required. Let E1(u) :=
∫ ∞
u
e−w/wdw, u > 0, denote
the exponential integral function. Then, for t > 1/(2λ),



























Breaking the inner integral and, since ew ≤ 1 for w ≤ 0,



























































where in the last inequality the identity E1(u) ≤ e−u ln (1 + 1/u) (cf. 6.8.1 in Olver et al.
[2010]) is used. Next, a bound for the logarithms is sought. In the first summand, the
loose bound ln(1 + x) ≤ x can be used, while, on the second summand, the sharper bound
ln(1 + x) ≤ x2/5 is used.









(1 − s)9/10 ds
2
=




























which is clearly summable for t ≥ 1, in light of the assumption





xy f (x, y) < ∞.
Then, by the Dominated Convergence theorem,
lim

















which implies (A.7). 
Proof of Proposition A.5. Let c := D( f )/piλ. By Proposition VI.4.2 in Gut [1995], for
i.i.d. r.v.’s {τn}n≥1 with partial sums {S n}n≥1,
S n − nE[τ11{|τ1 |≤n log n}]
n log n
P→ 0, as n→ ∞,
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τ11{|τ1 |≤n log n}
]
n log n









− (n log n)P[τ1 > n log n]
log n
. (A.11)
By (A.2), the second term in (A.11) clearly converges to 0. Also, by (A.2), for any  > 0,
there exists a() ∈ R, such that, for t > a(),




P[τ1 ≤ t]dt. Then, for n sufficiently larger so that n log n ≥ a(),
γ + c(1 − ) log(n log n) − c(1 − ) log a
log(n)
≤
∫ n log n
0 P[τ1 > t]dt
log n




c(1 − ) ≤ lim inf
n→∞










≤ c(1 + ).
Since  is arbitrary, it follows that
lim
n→∞





which together with (A.10)-(A.11) yields (A.8). 
Proof of Lemma 2.2.3. Clearly,
Z = (I − Q + Π)−1 =

 I 00 I
 +






 I 00 I
 +
 1-1





Next, by Sherman-Morrison formula,
Z =









γ | − γ]
 I 00 I

=
 I 00 I
 −
 1-1
 (α−1 + ∑ γi)−1[γ | − γ] =
 I − βΓ βΓβΓ I − βΓ
 ,
which shows the result. 
Proof of Lemma 2.2.5. The transition matrix of the Markov chain Xn = GnIn is given by
(2.4), while the stationary distribution is pi = 12 [g
∣∣∣ g] and its fundamental Matrix Z is given





















It is also clear from (2.5) that the fundamental matrix Z = [Zi j] satisfies
Zi j =

−βg| j|, i , j, sgn(i) = sgn( j),
βg| j|, i , j, sgn(i) , sgn( j),
1 − βg| j|, i = j;





































































































g j j +
N∑
i=1
i2gi = −4βE2[G] + E[G2] 
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Appendix B: Additional Proofs of Chapter 3
Proof of Lemma 3.2.3. Throughout, set
Yt(x, y) := (Y1t (x, y),Y
2




L := L1(2), and
M := M1(2).
By the definition of a super-harmonic function, for any yˆ = (y1, j ± 1, y2, j) ∈ Ξ\F, where
y1 = (y11, y
2




P(yˆ, zˆ)ϕ(zˆ) ≤ ϕ(yˆ).















P(N < ς(y2),N = L,Y2N(y2) = z
1













P(ς(y2) < N,Yς(y2)(y2) = (z
1




f (z22)ϕ( j + 1)
Summing first over all z22 and simplifying,




P(N < ς(y2),N = L, Y2N(y2) = z
1










P(ς(y2) < N,Yς(y2)(y2) = (z
1




= ϕ( j − 1) [P(N < ς(y2),N = L) + P(N < ς(y2),N = M)] + ϕ( j + 1)P(ς(y2) < N)
= ϕ( j − 1)P(N < ς(y2)) + ϕ( j + 1)P(ς(y2) < N).
Since P(ς(y) > t) ≤ P(ς(z) > t) for y = (y1, y2), z = (z1, z2) ∈ Ω2N∗ with z1 ≥ y1 and z2 ≥ y2,
for any y2 ∈ Ω2N∗ ,




P(yˆ, zˆ)ϕ(zˆ) = ϕ( j − 1)P(N < ς(y2)) + ϕ( j + 1)P(ς(y2) < N)
≤ ϕ( j − 1)(1 − pN∗) + ϕ( j + 1)p1,
From the previous expression, a sufficient condition for ϕ to be super-harmonic, is to satisfy
the linear difference equation p1ϕ( j+1)+(1−pN∗)ϕ( j−1) = ϕ( j), whose particular solution,
satisfying the desired boundary conditions, is given by (3.11). 
Proof of Lemma 3.2.4. First, it will proven that the condition α > µ + θ implies an up-
per bound for p1. The independence of ς(1) and N ∼ exp(2α) yields that P(N > ς(1)) =∫ ∞
0
fς(1)(t)e−2αtdt, where fς(1)(t) is the probability density functions of ς(1). Using integra-
tion by parts,





(−P(ς(1) ≥ t)) e−2αtdt = 1 −
∫ ∞
0
2αe−2αtP(ς(1) ≥ t)dt. (B.1)
Let Et be the event that there is neither cancellation nor arrival of market orders before
time t at either side of the book. Since P(ς(1) ≥ t) ≥ P(Et) = e−2(µ+θ), by (B.1) and the
assumption that α > µ + θ,
P(N > ς(1)) = 1 −
∫ ∞
0
2αe−2αtP(ς(1) ≥ t)dt ≤ 1 − α





Thus, regardless of the sign of p1(1−pN∗), since pN∗ < p1 < 12 , it follows that lim j→∞ ϕ( j) =
∞. 
Proof of Lemma 3.2.5. Applying Theorem 1.4.8, for which it is needed to prove that pi(| f |) <
∞ and pi(|gt|) < ∞. The latter assertions hold true if it is shown that, for all xˆ = (x0, c0, x1, c1) ∈
Ξ,
E(τ1 | xˆ) ≤ C < ∞, (B.2)
for a constant C, since
pi(| f |) :=
∑
xˆ∈Ξ












To show (B.2), first some notation is needed. Let ς(x) be defined as in Lemma 3.2.3. Note
that
E (τ1| (x˜0, ζ0) = (x0, c0)) ≤ E (τ1| (x˜0, ζ0) = ((N∗,N∗), 1)) = E (ς((N∗,N∗))) < ∞, (B.3)
where the last inequality holds, since ς((N∗,N∗)) ≤ min($1, $2), where $i, i=1,2, is the
hitting time at 0 of a 1-dimensional birth and death process with birth rate λ and death rate
µ + θ starting at N∗ (for which is known the expectation is finite) and $1 is independent of
$2. Next, let R(x0, c0) = {x1 ∈ Ω¯2N∗ : P((x˜1, ζ1) = (x1, c0 ± 1) | (x˜0, ζ0) = (x0, c0)) > 0} and
let
r±x1((x0, c0)) := P((x˜1, ζ1) = (x1, c0 ± 1) | (x˜0, ζ0) = (x0, c0)), c0 > 1,
rx1((x0, 1)) := P((x˜1, ζ1) = (x1, 2) | (x˜0, ζ0) = (x0, 1)),
rmin(x0) := min{r±x1((x0, 2)) : x1 ∈ R(x0, 2)} ∧min{rx1((x0, 1)) : x1 ∈ R(x0, 1)}.
Since, for any c0, c1 > 1, r±x1((x0, c0)) = r
±
x1((x0, c1)), it follows that 0 < rmin(x0) ≤




E(τ1 | x0, c0, x1, c0 ± 1) ≤ E(τ1|(x˜0, ζ0) = (x0, c0)) < E(ς((N∗,N∗)) < ∞.
This implies (B.2), which in turn implies the result as explained above. 
Proof of Theorem 3.3.1. Since the state space is countable, every state is an atom (e.g.,
see [Meyn and Tweedie, 2009, Chapter 5]) and, hence, every finite subset C of the state
space Λ is %−regular (e.g., see [Meyn and Tweedie, 2009, Theorem 14.1.2]). Thus, for
C1 := {z = (x, c, u) ∈ Λ : x ∈ Ω2N∗ , c = 1, u ∈ {−1/2, 1/2}} by Theorem 14.2.3(ii) in Meyn






Since % = 1, then D(z) = Ez(σC1) + 1. Since the Markov chain is positive recurrent, due
to the choice of α in Proposition 3.2.1, D(z) is finite everywhere in light of Theorem 10.2.2
in Meyn and Tweedie [2009]. Thus, by [Meyn and Tweedie, 2009, Theorem 17.4.2], there
88
is a solution hˆ to the Poisson equation with |hˆ| ≤ b(D + 1). Then, provided ν(hˆ2) < ∞, the
conclusion of Theorem 1.4.10 will follow. Again, by [Meyn and Tweedie, 2009, Theorem




ν(z)E2z (σC1) < ∞. (B.4)
Let C j = {z = (x, c, u) ∈ Λ|x ∈ Ω2N∗ , c = j, u ∈ {−1/2, 1/2}}. Each C j is finite and
{C j} j≥1 forms a partition of Λ. In fact, C j is the set of all possible “extended” states of the
order book who have spread j. Then, for every n, if Vn ∈ C j, with j ≥ 2 it follows that
Vn+1 ∈ {C j−1,C j+1} (since the spread in the order book can only decrease or increase by 1).
Moreover, with the notation of Lemma 3.2.3, and by Lemma 3.2.4,
p∗ := P(Vn+1 ∈ C j−1|Vn ∈ C j) ≥ P(ς(x) > N) ≥ P(ς(1) > N) > 12 .
Also, 1 − p∗ = q∗ := P(Vn+1 ∈ C j+1|Vn ∈ C j) < 1/2 and, thus, as a function of the spread,
the Markov chain follows the same dynamics as the one of a birth and death process,
where the death probability is more than or equal to q∗ > 12 and the birth probability is
less than or equal to p∗ < 12 . Now, let Bn be a discrete time birth and death process with
birth rate p∗, death rate q∗ = 1 − p∗, and state space S = {1, 2, . . .}. The idea now is to
compare terms in (B.4), with the corresponding of Bn. It is well known (see [Anderson,
2013, Section 3.2]) that if q∗ < p∗, then Bt is positive recurrent with stationary distribution
piB(k) = (1 − p∗/q∗) (p∗/q∗)k−1, which is obtained from the relation piB(k) = piB(k − 1)p∗ +
piB(k+1)q∗ = p∗(piB(k−1)−piB(k+1))+piB(k+1). Using a one-step equation for Vk analogous
to this, concluding that ν(Ck) = (1 − p∗/q∗) (p∗/q∗)k−1. Also, for σB = inf{n : Bn = 1}, it
follows that Ek(σB) := E(σB|B0 = k) = (k − 1)/(q∗ − p∗), which is obtained from the
one-step equation
Ek(σB) = p∗(1 + Ek+1(σB)) + q∗(1 + Ek−1(σB))
= 1 + Ek−1(σB) + p∗(Ek+1(σB) − Ek−1(σB)). (B.5)
Again, using one-step equation for Vk analogous to (B.5),
E(σC1 |V0 ∈ Ck) = 1 + E(σC1 |V0 ∈ Ck−1) + p∗(E(σC1 |V0 ∈ Ck+1) − E(σC1 |V0 ∈ Ck−1)),
by recursion, it holds that E(σC1 |V0 ∈ Ck) = k−1q∗−p∗ , and, moreover, for any z ∈ Ck,
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E(σC1 |V0 = z) = 1 + E(σC1 |V0 ∈ Ck−1) + P[V1 ∈ Ck−1|V0 = z](E(σC1 |V0 ∈ Ck+1) − E(σC1 |V0 ∈ Ck−1))
≤ 1 + E(σC1 |V0 ∈ Ck+1) = 1 +
k
q∗ − p∗ .
Denote by K∗ the cardinality of C1. Then, |Ci| = |Ck| for every i, j ∈ N, and finally, using
the previous inequality, it can be concluded that,








































since p∗/q∗ < 1. 
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Appendix C: Additional Proofs of Chapter 4
Proof of Lemma 4.1.1. First, note that the generator of the two-dimensional random walk
Y is given by the finite difference operator L defined in (4.2). More concretely, for a
function φ : Ω¯N∗ → R,L φ(x, y) is defined analogously to (4.2) but replacing u(t, x, y) with
φ(x, y).
For simplicity, denote ς := ς(x, y) and remark that ς is an absolutely continuous random
variable. Let u¯(t, x, y) be an arbitrary bounded function such that t 7→ u¯(t, x, y) is C1 for all
(x, y) and (t, x, y) 7→ ∂tu¯(t, x, y) is bounded. Fix T > 0 and let f (t, x, y) = u¯(T − t, x, y).
Under the stated conditions, u¯ belongs to the domain of the generator L and, thus, the
process








f (r,Yr)dr, t ∈ [0,T ]
is a local martingale. Therefore,








u¯(T − r,Yr)dr, t ∈ [0,T ],
is a martingale. Let σ := T ∧ ς. By the Optional Sampling Theorem,
















u¯(T − r, x, y) = 0 for 0 ≤ r ≤ T, (x, y) ∈ {1, 2, . . . ,M}2.
u¯(T − r, x, y) = 1{(x,y)=a} for 0 ≤ r ≤ T, (x, y) ∈ A .
u¯(0, x, y) = 1{(x,y)=a} for (x, y) ∈ {0, 1, 2, . . . ,M}2.
(C.2)
In that case, by Eq. (C.1),
u¯(T, x, y) = E[u¯(T − σ,Yσ)]
= E[u¯(T − σ,Yσ)1{σ<T } + u¯(T − σ,Yσ)1{σ=T }]
= E[1{Yσ=a}1{σ<T } + u¯(0,Yσ)1{σ=T }]
= P[Yς = a, ς ≤ T ],
which implies that u¯(t, x, y) = ua(t, x, y). 
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Proof of Proposition 4.1.2. Let










Fix v˜(t, x, y) = v(t, x, y) − w(t, x, y) and note that v(t, x, y) satisfies the system (C.6) if and















w(t, x, y) for t ≥ 0, (x, y) ∈ ΩN∗
v˜(t, x, y) = 0 for t ≥ 0, (x, y) ∈ A
v˜(0, x, y) = 0 for (x, y) ∈ Ω¯N∗ .
(C.3)
Let {ψk(t)}N∗2k=1 and {ςa¯k }N
∗2
k=1 be such that v˜(t, x, y) =
∑N∗2
k ψk(t) fk(x, y) and 1{(x,y)=a+1} =∑N∗2
k=1 ς
a








v˜(t, x, y) = −
N∗2∑
k=1







































Combining the previous two expressions and recalling that { fk(x, y)}k is an orthonormal
basis, it follows that the function v˜(t, x, y) =
∑
k ψk(t) fk(x, y) will solve the system (C.3) if
and only if, for every k, the function ψk(t) satisfies the following equation:











with the initial condition ψk(0) = 0. It is easy to see that the previous differential equation






































satisfies the initial value problem (C.3), which in turn, implies that

















fk(x, y) + 1{(x,y)=a}
 ,
is a solution of (4.1). Then, the representation (4.4) immediately follows by noting that
ςak = fk(a + 1) and rewriting the previous expression in terms of χ = λ/υ. 
Lemma C.7. A function u : [0,T ] × Ω¯N∗ → R is a solution of the system of differential
equations (4.1) if and only if the function v(t, x, y) defined by








λυ)u(t, x, y), (C.5)







v(t, x, y) = 0, for t ≥ 0, (x, y) ∈ ΩN∗ ,








1{(x,y)=a}, for t ≥ 0, (x, y) ∈ A ,






1{(x,y)=a}, for (x, y) ∈ Ω¯N∗ ,
(C.6)
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