Image matching is an important problem in computer vision and many technologies based on local descriptors have been developed. In this paper, we propose a novel local features descriptor based on an adaptive neighborhood and embedding Zernike moments. Instead of a fixed-size neighborhood, a size changeable neighborhood is introduced to detect the key-points and describe the features in the frame of Gaussian scale space. The radius is determined by the scale parameter of the key-point and the dominant direction is computed based on skew distribution fitting instead of the traditional eight-direction statistics. Then a 72-dimensional features vector based on a 3×3 grid is presented. A 19-dimensional vector consists of Zernike moments is applied to achieve better rotation invariance and finally contributes to a 91-dimensional descriptor. The accuracy and efficiency of proposed descriptor for image matching are verified by several numerical experiments.
I. INTRODUCTION
Image matching is one of the core tasks in computer vision and it is the basis of many subsequent applications, it often refers to get the mapping between two different images by analyzing the pixel values, structures, textures, etc. It has been widely used in many fields such as object recognition, medical diagnosis, remote sensing image analysis, motion tracking, 3D scene reconstruction and visual navigation etc. [12] , [15] , [21] , [25] , [27] , [35] , [38] , [39] , [46] .
Region-based matching directly use the original pixel parts in the image pair and compute the distance [17] , [55] , [36] , [45] . These techniques are easy to be applied, and they can be found different invariance or stability in some cases, but they are also computationally intensive and easy to be affected by the geometrical differences or appearance changes.
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Feature-based matching methods [3] , [10] , [12] , [24] , [55] aim to achieve the matching by the simplified representation of images. Point, line, surface and some other geometric forms are usually regarded as the carriers of the features with the invariance in some transform such as scaling, rotation, illumination change, viewpoint change, and so on. Matching can be finally achieved after computing the correlation matrix or other metrics. It is generally agreed that the extraction of powerful features plays a relatively more important role, since even the best matching algorithm will fail to achieve good results if poor features were used. Local descriptor is one of the common power techniques to represent the images briefly and many approaches based on it have been presented in the past years [1] , [3] , [9] , [16] , [18] , [25] , [47] , [50] .
The local invariant feature was put forward firstly by Moravec [30] and Harris and Stephens [13] . Grayscale auto-correlation function is used in Moravec for simple corners detecting, but the results are easy to be affected by rotation or noise. Local auto-correlation matrix is introduced in Harris to find feature points adaptive to rotation VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ and illumination. Local pixel statistics is introduced in SUSAN for low time complexity detection [41] . However, these earlier techniques are not invariant in scale. Scale-invariant feature transform (SIFT) was proposed by David in order to improve the invariance of previous methods [24] , [25] . SIFT describes the feature by using image pyramid, dominant direction, local gradient information, etc. The 128-dimensional feature descriptor is less affected by changes in scale and brightness, and more stable to the viewing angle change, affine transformation and noise. However, the computational complexity and false matching rate are still considerable. Numerous variations on SIFT have been approached over the past years [16] , [21] , [29] . Principal component analysis (PCA) has been applied to replace the weighted histograms in SIFT and the dimension of the feature descriptor can be reduced [16] .
By relying on integral images for image convolutions and using a Hessian matrix-based measure for the detector and a distribution-based descriptor, speed up robust features (SURF) [3] can approximate or even outperform previously proposed schemes with respect to repeatability, distinctiveness, and robustness, yet can be computed and compared much faster. Leutenegger et.al. apply a sampling pattern consisting of points lying on appropriately scaled concentric circles at the neighborhood of each key-point to retrieve gray values and process local intensity gradients, then determine the feature characteristic direction [18] . A retinainspired key-point descriptor is proposed to enhance the performance and a cascade of binary strings is computed by efficiently comparing image intensities over a retinal sampling patter [1] . Besides of these scale invariant matching methods, several attempts have also been made to create local image descriptors invariant to affine transformations [28] , [29] , [37] . There are also some other techniques such as Zernike moments, k-d tree, locally linear transforming, geometric algebra introduced to advance the traditional methods [6] , [14] , [21] , [44] , [47] , [52] .
Local binary patterns (LBP) is considered among the most computationally efficient high-performance texture features [23] , [33] , [34] , [40] .It is often sensitive to image noise and unable to capture macrostructure information. These techniques first compute the difference between a pixel with the neighborhood, and then apply a binary pattern to compute the represent values. Finally a histogram can be taken on each subarea of the representation version and the LBP features are achieved. However, the discriminative ability of the binary descriptors is often limited in comparison with general floating point ones. Tan and Triggs et al. extend the LBP to a local ternary patterns (LTP) for better robust results [42] . Liu et.al compare regional image medians rather than raw image intensities, then a multiscale LBP type descriptor is computed by efficiently comparing image medians over a novel sampling scheme, which can capture both microstructure and macrostructure texture information [23] .
With the rapid development of machine learning and convolution neural networks (CNN), some leaning-based techniques are presented to address matching tasks [26] . Multiple local binary descriptors can be integrated in a learning frame to improve the discriminative ability of individual binary descriptors significantly [11] . After each local patch categorized into a rotational binary pattern, the orientation of each pattern and the projection matrix can be jointly learned to obtain a rotation-invariant local binary descriptor [8] .
However, despite some advantages in computing speed or description quality, the previous approaches still suffer in terms of reliability and robustness as it has insufficient tolerance to mixed effects of scale changes, transformations, degradation, and so on. The inherent difficulty in extracting suitable features from an image lies in balancing two competing goals: enough quantity and accurate description.
This paper is to present a novel local descriptor aiming at more correct matching, better accuracy and robustness. Instead of a fixed neighborhood in traditional SIFT, an adaptive neighborhood is used to determine extreme points in DoG (Difference of Gaussian) and the radius is related with the scale, so the key-points will be more stable and robust to noise and some changes. The dominant direction is computed by skew distribution fitting instead of the traditional eight-direction statistics. Then Zernike moments are embedded in a local descriptor to improve the rotation invariance. Finally, Euclidean distance and inverse triangular cosine distance are applied to compute the similarity and matching result. The rest of this paper is organized as following.
In Section 2, the related fundamentals of scale space, local descriptor and Zernike moments are prepared. An improved feature descriptor is proposed in Section 3 based on the adaptive neighborhood, dominant direction fitting and embedding Zernike moments. In Section 4, several experiments are used to verify the accuracy and efficiency of proposed algorithm. Finally Section summarizes the research findings.
II. SIFT AND ZERNIKE MOMENTS A. SCALE SPACE AND DIFFUSION EQUATION
The basic idea of scale space theory [51] is to add a scale parameter to the image processing model, and then a scale space representation sequence can be obtained with the continuous change of the parameter. Analysing and feature extraction can be implemented on the sequence for extracting features of the original image.
The representation of the image scale space can be related to the diffusion equation (1) and it means the spatial distribution of the pixel values over different observation scale. It is the classical diffusion equation and many researches have been presented based on its different forms [5] , [19] , [20] , [48] , [49] . 
Here = ×(0, +∞), t means the scale parameter and c is a constant. u(x, y; t) denotes the image scale space and ⊂ R 2 .
With some techniques such as fourier transform applied, it is easy to get the solution u(x,
. Then a scale space operator can be defined as g σ : f (x, y) → F(x, y; σ ) = f (x, y) * g σ (x, y) and the corresponding scale space can also be denoted as the operator set [g σ ] σ >0 . It is the general Gaussian space in image processing. Figure 1 shows an image sequence generated by the scale parameter σ changed from 1 to 8.
B. SCALE-INVARIANT FEATURE TRANSFORM
Scale-Invariant Feature Transformation(SIFT) [24] , [25] is a popular technique describing image local features. The basic idea of SIFT is to approximate the Gaussian Laplace space with an easy-to-calculate Gaussian difference space, and to achieve fast scale crossing by down-sampling. After some stable key-points being selected, the corresponding feature representation vectors called descriptors can be constructed through neighborhood gradient statistics.
The SIFT mainly includes Gaussian pyramid construction, key-points detection, and feature descriptors generation.
(1)Gaussian pyramid construction. As shown in Figure 2 (a), the traditional Gaussian space is generated by convoluting the input image with different Gaussian kernel function as F(x, y; σ ) = f (x, y) * g σ (x, y).
In order to reduce the actual calculation, the downsampling is usually introduced to achieve the scale crossing and form a Gaussian pyramid as shown in Figure 2 Lindeberg [22] believes that the scale normalized Laplacian of Gaussion (LoG) operator ∇ 2 g holds the true scale invariance and the stable extreme points in LoG scale space can be related to the image feature points. Based on a diffusion equation ∂g ∂σ = σ ∇ 2 g, the LoG operator in the computation can be approximated by the following expression
It means the product of a constant factor (k − 1)σ 2 and the Difference of Gaussion operator (DoG) D σ (x, y) = g kσ (x, y) − g σ (x, y).
Suppose the image Gaussian pyramid has O groups and S layers in each group, the number O and S have been proper set for the image. To ensure the scale continuity in the difference of Gaussian space, the layers number in each group is extended to S + 3. In the image scale space, the bottom image is generally the λ times size of the original image. The scale ratio of the adjacent two layers in the same group is k = λ 1/S and the first layer image in the next group is obtained by downsampling the S +1 layer image in the previous group. Difference of Gaussion space can be generated by the subtraction of each two adjacent layer images in the same group. A specific structure with S = 2 is shown in Figure 3 . (2)Key-points detection. The difference of Gaussian space can be used to efficiently extracted the key-points. A preliminary screening is performed by comparing the candidate key-points (extreme points) with a total of 26 pixels in the 3 × 3 × 3 neighborhood around it. Let D(x) and U δ (x) denote the DoG function and δ-neighborhood of x, the extreme points set can be denoted by
Here x = [x, y, σ ] T denotes the image coordinate of a candidate key-point. Then the Taylor expansion (4) is used to correct the location.
However, the DoG operator will produce a strong response near the edge. In order to ensure the stability and reliability of key-points, it is necessary to further eliminate some bad candidate points such as low-contrast feature points and edge response points. Let the Hessian matrix at x denoted by
The trace and determination of H can be computed as
xy . Then bad key-points can be eliminated by the condition
with a threshold γ set properly. The final key-point set can be denoted by
(3)Feature descriptors generation. In order to obtain the descriptors of key-points, the dominant direction will be determined by the neighborhood gradient statistics. More exactly, in the 3σ -radius circular neighborhood of a keypoint, the inner points' gradient can be counted in eight directions which are uniformly distributed on [0, 2π). The dominant directions of the key-points can be obtained from some peak directions of the histogram. Then the neighborhood will be rotated the same angle as dominant directions, and divided into 4 × 4 sub-regions. Gradients in each sub-region are all counted in the eight directions to generate a local descriptor. All the 16 local descriptors can be combined to the final 128-dimension descriptor of the key-point. The scale invariance and rotation invariance can be preserved by the descriptor.
C. ZERNIKE MOMENTS
Zernike proposed a set of complex polynomials defined on unit circles in polar coordinates as follows [31] 
where (ρ, θ) is the polar coordinate representation of the point (x, y). Nonnegative integer n and integer m satisfy mod(n − |m|, 2) = 0orm = 0, n ≥ |m|.
R n,m (ρ) is a set of orthogonal radial polynomials and satisfies R n,−m (ρ) = R n,m (ρ)
Based on the Zernike orthogonal polynomials, Teague defined the Zernike moments of a two-dimensional function f (x, y) [43] as
where V * n,m (x, y) = R n,m (ρ) exp(−jmθ) denotes the conjugation of V n,m (x, y). For a discrete digital image, its order n and repetition m Zernike moments can be denoted by
It is easy to derived that |Z n,m | satisfies rotation invariance. Assume that f (ρ, θ) is the polar version of image function f (x, y), then the new Zernike moment of f rotated φ can be computed as follows
It means that |Z new n,m | = |Z n,m |. Before computing the Zernike moments of a given image, all the pixels should be mapped into a unit circle centered the centroid of the image. Zernike moments and Zernike polynomials have been widely applied in the fields of image processing and pattern recognition [4] , [7] , [32] . Some Zernike moments will be selected and applied to improve the feature descriptors in next section.
III. A NOVEL LOCAL DESCRIPTOR
It is the most important idea of SIFT that LoG can be approximated by DoG. After searching extreme points in DoG space, dominant direction computing and neighborhood gradient statistics can be achieved for stable key-points and efficient feature descriptors. It provides effective support for feature matching, image retrieval and some other researches and has been widely applied in the field of computer vision [2] , [53] , [54] .
However, key-points detection of traditional SIFT relies on the fixed 3 × 3 × 3 neighborhood, the computing is easy to be interfered by the noise or error, so that the position of the key-points may be seriously biased or even lost. When a dominant direction calculated, eight-direction statistics is implemented in the 3σ circular neighborhood and it may cause an error which will be π/8 in the worst case.
In this section, an adaptive area including correct local information is introduced to determine the key-points for better accuracy and stability of the key-points. Skew distribution fitting is applied to compute the dominant direction for better describing the main changes in the local area. Then some Zernike moments are applied to enhance the rotation invariance. A novel adaptive local descriptor embedded Zernike moments can be finally contributed.
A. ADAPTIVE NEIGHBORHOOD FOR KEY-POINTS
A fixed-size neighborhood can be used to detect local extremum points in the traditional SIFT and it is advantageous for simplifying the algorithm and reducing the computation. However, it might affect the accuracy of key-points when the size is not proper or noise exist. If the size was set to be bigger, some true key-points might be cover by some more remarkable extreme points nearby and more computation is required. If it was set to be smaller, some key-points affected by the noise nearby might be mistaken while some false key-points detected. Though the neighborhood used to check key-points in SIFT is a cubic, we will illustrate the improved idea in 2-dimension. A local DoG of original Lena image and the same local of the polluted version are marked in Figure 4 (a). They are both magnified and shown in Figure 4 (b). There are both two candidate key-points in each local image. The middle-right candidate of original Lena DoG is a true one while the bottom-left is a false. The first one will be accepted if the neighborhood is set properly while be rejected if a oversize neighborhood is set. And the latter will be recognized correctly in a wide range of neighborhood size because of no noise effects. In the local DoG of polluted Lena image, two false candidates will be both mistaken as true ones if smaller neighborhood set because of the noise effects.
It is natural to introduce a dynamic pattern for neighborhood size to reduce the adverse effects above mentioned. The neighborhood size of a candidate key-point will be determined adaptively by the corresponding scale. Such a scale-dependent neighborhood is more advantageous to recognize the key-points correctly. The candidate key-points set can be formulated as
Then the final key-points set can be given as
Here x = [x, y, σ ] T denotes the image coordinate of a candidate key-point and U ασ (x) = {y, |y − x| ≤ ασ }. α means a factor link the neighborhood size and the scale σ . In this paper, it is set to be 3. D and H denote the DoG operator and Hessian matrix.
B. FITTING DOMINANT DIRECTIONS
In the traditional SIFT algorithm, the dominant direction is determined by the neighborhood gradient statistic. Eight candidate directions are uniformly distributed in [0, 2π) and the gradient on each inner pixel of the neighborhood will be classified to one of them. Gradients in each class will be calculated the total amount by Gaussian weight on spatial distance. Then a histogram can be obtained and the peak direction(s) are taken to be dominant direction(s). Suppose that the computed dominant direction θ is one of the preset eight directions while the idea value might be any one in the range of (θ −π/8, θ +π/8) as shown in Figure 5(a) . Therefore, the deviation of the dominant direction might be π/8 in the worst case.
In this paper, skew distribution fitting will be introduced to improve the accuracy of dominant directions.
A local area including a key-point of Lena image is shown in Figure 5 (b) and the gradient field shown in Figure 5 (c) can be used to compute the dominant direction. Figure 5(d) shows the traditional histogram on eight directions. Figure 5 (e) shows our histogram and the skew distribution fitting curve based on equation (15) . Our fitting result and the traditional result are both shown in Figure 5 (f). It can be found that the new result better describing the main change of the local pixels. The dominant direction at x can be formulated as
Here h(t, σ ) means the histogram of the adaptive neighborhood U ασ (x).
C. EMBEDDING ZERNIKE MOMENTS
Because of the adaptive neighborhood and histogram fitting, key-points and dominant directions can be solved more accurately. The traditional 128-dimensional SIFT descriptor (eight-direction statistics on each grid on a 4 × 4 mesh) can be constructed more efficiently. Firstly, the neighborhood U ασ (x) of a key-point x is rotated by the more accurate dominant direction θ σ (x), and then evenly divided into b×b subregions. Eight-direction statistics can be implemented in each grid and the size of the resulting feature vector is 8b 2 . As the complexity of the descriptor grows, it will be able to better in a large database, but it will also be more sensitive to some small changes in the local area. Figure 6 shows experimental results with different mesh width b and image changes. The graph was generated for different cases of a rotation transformation (2π/9) and additional Gaussian noise (SNR = 20db). The graph shows that the results continue to improve up to a 3 × 3 mesh. After that, increasing the mesh width can actually hurt matching by making the descriptor more sensitive. These results were similar for other image changes and noise, although in some simpler cases continued to improve (from already high levels) with a bigger mesh width. Thus we use a 3×3 mesh as shown in Figure 8 (a), resulting in a 72-dimensional feature vector denoted as
Here h i (i = 1, 2, · · · , 9) means the eight-direction histogram on i-th subregion as shown in Figure 8(a) . Though the key-points and the dominant directions have been improved by adaptive neighborhood and skew distribution fitting, the deviation still cannot be eliminated completely. For more robust results, some Zernike moments are introduced to construct a new descriptor with better rotation invariance. Zernike moments are ideal image feature descriptors with rotation invariance and they have been widely used in target recognition, template matching and some other fields. However, complex form is not advantageous to the computing and the real moments (m = 0 and n is even) are selected to contribute the proposed descriptor. For better understanding, Figure 7 (a) shows some Zernike polynomials at rank 0 to 6. More detailed, because Z n,m = Z n,−m , Figure 6 Table 1 .
It can be found that there almost no effect on these Zernike moments no matter different rotation angles. It is natural to embed these Zernike moments in the previous 72-dimensional local feature vector. In most cases, Zernike moments with rank from 0 up to 36 are sufficient to describe the valuable information. In this paper, a set of Zernike moments {Z 2k,0 } 18 k=0 is used to contribute to a 19-dimensional feature vector denoted by F Z , and then a final 91-dimensional local feature descriptor F ALZ = [F 72 , F Z ] as shown in Figure 8 
D. PROPOSED ALGORITHM
Based on previous sections, the novel descriptor can be computed by Algorithm 1.
Algorithm 1 Adaptive Local Descriptor
1: Initial I 0 , σ, λ, S 2: for s = 0 to S do 3: for t = 0 to S + 2 do Scale I s to 1 λ as I s+1 10:
for t = 1 to S do 11: (1)Locate each key-point p with adaptive radius σ λ s 12:
(2)Skew distribution fitting the orientation θ(p) 13:
( In this paper, σ = 1, S = 4, λ = 2 are set for all the experiments if without specific explanation.
IV. EXPERIMENTS AND RESULTS
In different scenes, real images are often affected by some different geometric and photometric transformations include viewpoint changes, scale changes, image blur, JPEG compression, illumination, and so on. There are ten images (five are natural 256 × 256 images and five are remote sensing images with different size) for features detecting and matching test on rotation, shift, noising and some other degradation. Then ten image pairs (five are natural image pairs and five are remote sensing image pairs) are prepared for comprehensive matching test. The experiments had been completed under Window 7 and with Matlab R2017b. For well evaluating the performance, some metrics have been introduced in previous literature [24] , [25] . In this paper, the proposed algorithm is compared with seven commonly used and well recognized algorithms, namely, Harris, SIFT, BRISK, SURF, FREAK, LBP and LTP on three measurements, correct matching number num., accuracy acc., cost time per feature τ (it means the sum of the average detecting time and average describing time for one feature).
A. EX.1 MATCHING TEST FOR FIXED ROTATING AND SCALING
The five images (Lena, Boat, Couple, Peppers, Hill) are all rotated by 4 15 π after they had been scaled to 70%. Then different algorithms are all implemented on each pair. Detected feature points and matching results are shown in Figure 9 . Table 2 shows the correct matching number num., accuracy acc. (%) and cost time per feature τ (millisecond, ms). The best scores in each column are set bold. The line charts of correct matching number and accuracy are shown in Figure 15(a) .
With the well working of the adaptive neighborhood and dominant direction fitting in proposed method, more stable feature points can be detected and described more accurately. Then it is advantageous to found more correct matches than other seven methods in each image pair. The proposed method achieves best accuracy (about 97.18% in average) and maximum correct matching number (about 48 in average). SIFT, BRISK and SURF catch correct matches more than other fours.
SIFT, BRISK and SURF achieve moderate scores on accuracy (higher than 70%). LBP and LTP only achieve less than 40% in average because some information have been discarded by the simplified binary pattern or ternary Pattern. These two methods are more beneficial to achieve some large scale matching task with a large number of texture features such as face recognition.
FREAK achieves a best performance (less than 0.2) on cost time per feature. The proposed method achieves a moderate performance about 1.16, more detailed, it costs less than SIFT, LBP and LTP but more than other four. 
B. EX.2 MATCHING TEST FOR NOISE AND FIXED SCALING
The five images (Lena, Boat, Couple, Peppers, Hill) are added Gaussian noise (SNR = 20db) for the first images of the pairs. The second image of each pair is generated by scaling the original image to 90%. To achieve a stable and convinced performance measurement, the proposed algorithm and the compared algorithms are all implemented 10 times on each image pair. Figure 10 shows the matching results in one test and Table 3 gives the detailed average results. Figure 15 (b) and Figure 16(b) show the line char of correct matching number and accuracy. It can be found the proposed method helped to capture more correct matches (about 68 in average) with high accuracy for the effective working mechanism. The robust to noised images of proposed method is verified in some sense. Comparing to Ex.1, though the noise is added while the scaling effect is much weakened (the scale rate is changed from 70% to 90%), and finally contributes to a better performance of each method. In general, the proposed method achieves an average accuracy 98.58% increasing from 97.18% in Ex.1. SIFT, SURF and BRISK achieve moderate scores on accuracy (higher than 70%). LBP and LTP achieve lower than 60% in average and the others achieve higher than 70%.
Harris, SURF and FREAK achieve better performance on the cost time per feature τ . SIFT, BRISK and the proposed method achieve a moderate performance. 
C. EX.3 MATCHING TEST FOR FIXED SCALING AND DIFFERENT ROTATING
The original Lena image is rotated by different angles ( π 9 , 17π 36 , 7π 9 , 7π 6 , 14π 9 ) after being scaled to 85%. Matching results are shown in Figure 11 and details are given by Table 4 . It can be found that the proposed method catches more correct matches with better accuracy than other methods no matter different rotating angles. Figure 15 (c) and Figure 16 (c) show the correct matching number and accuracy.
The proposed method achieves accuracy 95.50% and correct matching number 59 in average, it has significant advantages over other methods. It is partly verified that better rotation invariance of the novel descriptor embedding Zernike moments.
Harris, SURF and FREAK cost less time on each feature than the other methods. Our method and BRISK achieve moderate performance.
D. EX.4 MATCHING TEST FOR NOISE, SCALING AND DIFFERENT ROTATIONS
The original peppers image is rotated different angles ( π 9 , 17π 36 , 7π 9 , 7π 6 , 14π 9 ) after being scaled to 85%. Then Gaussian noise (SNR= 20db) is added for the final version. To achieve a stable and convinced performance measurement, the proposed algorithm and the compared algorithms are all implemented 10 times on each image pair. Figure 12 shows the detected feature points and matching results in one test. Table 5 gives detailed results. Correct matching numbers and accuracy are shown in Figure 15 (d) and Figure 16(d) . It can be found that the proposed method is advantageous to accurately catch more right matches even if exist mixed effects consists of noise, scaling and rotating.
Better performance on accuracy (96.03% in average) and correct matching number (39 in average) show that the proposed method has advantages in accurately describing the features over other methods. The well working of the adaptive neighborhood and dominant direction fitting is verified in some sense. Better performance in each angle shows that the rotation invariance is effectively enhanced by embedding Zernike moments.
Comparing to Ex.3, a significant decrease can be found on the correct matching number num. (reduced from 59 to 39 in average) because of the additional noise effects. However, only a slight change can be found on the average accuracy (95.50% in Ex.3 and 96.03% here).
Harris, SURF and FREAK still achieve better performance on the cost time per feature τ . BRISK and the proposed method achieve moderate performance while SIFT, LBP and LTP cost more time on each feature for detecting and describing.
E. EX.5 MATCHING TEST FOR SCALED AND ROTATED REMOTE SENSING IMAGES
The original five remote sensing images are all resized to the same size 200 × 200 for more comprehensive test. The polluted version is prepared for the first image of each pair by adding a Gaussian noise with SNR = 20db. Different rotating angles ( π 9 , 17π 36 , 7π 9 , 7π 6 , 14π 9 ) are independently taken on the unpolluted images after scaling 75% for the second image. Matching results in one test are shown in Figure 13 after different methods applied on each pair for 10 times. Detailed results are given in Table 6 . The proposed method still achieves better performance on accuracy and correct matching number no matter the varying effects of noise, scaling and different rotating angles. Figure 15 (e) and Figure 16 (e) show the line charts of correct matching number and accuracy. Our method achieves accuracy 97.10% and correct matching number 37 in average. SIFT, BRISK and SURF find more than 20 matches in average while the other four find less than 5 in average. SIFT and BRISK achieve moderate accuracy no less than 80%. LBP and LTP only achieve a poor accuracy less than 30%.
Harris, BRISK, SURF and FREAK achieve better performance on the cost time per feature τ . SIFT and the proposed method achieve moderate performance while LBP and LTP cost more time on each feature for detecting and describing.
F. EX.6 MATCHING TEST FOR DEGRADED IMAGES
The original five images are degraded by different types (scattering on Lena, brushing on Boat and Hill, marking on Couple, penciling on Peppers) and then scaled to 90%. Then the eight methods are independently carried on these image pairs. Detected feature points and matching results are shown in Figure 14 and Table 7 after the test is implemented 10 times. Figure 15 (f) and Figure 16 (f) show the line charts of correct matching number and accuracy.
It seems that the penciling make the matching more difficult and the accuracy is often lower than other degraded image pair. The correct matches are also reduced. In general, our method achieves the best performance on accuracy (94.62% in average) and correct matching number (35 in average). SIFT, BRISK and SURF achieves moderate accuracy about 85% in average. Harris and FREAK find fewer correct matches in average while LBP and LTP achieve lower accuracy (less than 50%). Our method has some advantageous to accurately detect more matches in these degraded image pairs.
G. EX.7 MATCHING TEST FOR NATURAL IMAGE PAIRS
Five pairs of remote sensing images (named a1 to a5) are shown in Figure 17 (a) and five pairs of natural images (named b1 to b5) are shown in Figure 17(b) . Each pair is affected by one or more of viewpoint changes, scale changes, image blurring, illumination changes. To well distinguish the features from noise, we also set S = 4 in this experiment, it means four effective levels in an octave. After the proposed method and the compared methods are implemented on these image pairs, correct matching numbers are shown in Figure 18 . The matching results of proposed method are shown in Figure 17 .
For better illustrating the results, we draw the matching number curve separately in two parts. The left of Figure 18 shows that more matching can be found in image pairs a4, a3, a5, b5 and b1. It is obviously because there are a large The right of Figure 18 shows that few matches can be caught in other five image pairs a1, a2, b4, b3 and b2. It can be found there are few similar local features or multiple changes in each of these pairs as shown in Figure 17 In short, with the advantageous effects of adaptive neighborhood, dominant direction fitting and embedding Zernike moments, the proposed method finds more correct matching than others in each pair. The seven experiments show that proposed method can achieve better results. The matching number and accuracy can be both improved by the novel method for the introduce of adaptive neighborhood, dominant direction fitting and embedding Zernike moments.
As we found in other experiments, more key-points will be found if a smaller neighborhood set. However, many of them cannot be denoted correctly by the descriptor because of the local information lost, so the matching accuracy will decrease. Such a key-point with insufficient information is often not stable enough and easy to be affected by noise or other factors. The computation of each point will be reduced and the total running time will decrease in some sense.
On the contrary, if a bigger neighborhood set, less key-points can be found while many local extreme points lost. However, such a key-point maybe not accurate described because of the excessive information, so the matching number and accuracy will both decrease. The computation on each key-point will increase and the total running time may increase in some sense.
In a word, the proposed method can achieve better performances on matching number and accuracy. However, there still some should be addressed. Compared to some traditional methods such as SIFT and BRISK, the cost time per feature can be reduced in some sense because of the well works of adaptive neighborhood, dominant direction fitting and embedding Zernike moments. But it still more than some state-of-the-art methods such as SURF and FREAK though the proposed method has advantageous on matching number and accuracy in these cases. We will continue to optimize the computation and Matlab code for more efficient computing in future work.
V. CONCLUSION
In this paper, a novel local features descriptor is proposed based on adaptive neighborhood and embedding Zernike moments. Adaptive neighborhood is introduced to detect key-points more correctly and skew distribution fitting is applied to compute the dominant direction more accurately. Zernike moments are embedded to improve the rotation invariance. Then these contribute to a novel 91-dimensional local adaptive feature descriptor. Experimental results show that the proposed method is advantageous to find more efficient features points and catch more accurate matching than some traditional methods.
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