M icroRNAs (miRNAs) are 20-to 22-nucleotide RNAs that regulate the function of eukaryotic messenger RNAs (mRNAs) and play important roles in development, cancer, stress responses, and viral infections. miRNAs are well known to inhibit the translation of mRNAs into protein and to promote mRNA degradation. On page 1931 of this issue, Vasudevan et al. (1) show that miRNAs can also increase translation, broadening the effect of these small RNAs on protein expression.
To function, a miRNA associates with an Argonaute protein, of which there are four in mammalian cells (Ago1 to Ago4). Each miRNA-Ago complex interacts with a specific mRNA, typically through pairing of nucleotide bases between the miRNA sequence and complementary sequences in the mRNA's 3´-untranslated region (3´UTR). Such 3´UTRs are important assembly sites for complexes that affect mRNA localization, translation, and degradation. How Ago-miRNA complexes repress translation and/or promote mRNA degradation is not clear but involves the recruitment of additional protein factors, most notably the GW182 protein (2).
Vasudevan et al. build on earlier work showing that the 3´UTR of tumor necrosis factor-α (TNF-α) mRNA stimulates translation when mammalian cells are deprived of serum (which contains nutrients and growth factors), arresting the cell division cycle at a particular phase (G 1 ) (3). This stimulation requires Ago2, raising the heretical idea that miRNAs both enhance and repress translation.
Indeed, Vasudevan et al. now show that when cultured mammalian cells are serumstarved (G 1 phase arrest), binding of a specific miRNA (miR369-3) to a reporter mRNA (containing the TNF-α 3´UTR) stimulates translation, whereas no stimulation occurs when miR369-3 is absent. In contrast, miR369-3 represses translation during other cell cycle phases. The well-studied "repressive" let7 miRNA and the artificial miRNA mimic cxcr also enhance mRNA translation during starvation-induced G 1 arrest, whereas they repress translation elsewhere in the cell cycle. Thus, multiple miRNAs and associated Ago proteins can enhance or repress translation, depending on the cell cycle state.
Stimulation of translation involves a change in the proteins recruited to mRNA by the miRNA-Ago complex (see the figure) . During cell cycle arrest, the RNA binding protein FXR1 is recruited to mRNA by the miRNAAgo complex and stimulates translation (1, 3) . Whether other activator proteins are recruited, or repressive proteins (such as GW182) are lost, during this condition is unknown.
The diversity of proteins recruited to mRNAs by miRNAs is further broadened by multiple members of the Ago, GW182, and FXR protein families as well as by the expression levels and posttranslational modifications of Ago-interacting proteins. Moreover, the effect of a miRNA-Ago complex can also be modulated by proteins bound to other sites within the 3´UTR. For example, in response to multiple stresses, increased translation of the C AT-1 mRNA in hepatic cells depends on specific binding sites for miRNA-122 in C AT-1 mRNA, and binding of the protein HuR to the 3´UTR (4).
The roles of miRNAs in multiple stress responses hint that other environmental changes may convert some miRNAs to activating roles (5) . Moreover, because many of the Ago-interacting proteins (such as FXR1) also bind RNA, some mRNAs might have sequences that constitutively recruit miRNAAgo complexes that activate translation.
Differential effects of miRNAs at various cell cycle stages or during cellular stress may explain some confusion in the field, including differences in the extent of repression caused by a given miRNA, and the detection of translationally repressed mRNAs with ribosomes. These differences might be explained if cells are distributed differently across the cell cycle in various experiments.
Small RNAs serving as both activators and MicroRNAs can enhance or repress messenger RNA translation, depending on whether cells are proliferating or arrested in the cell cycle.
Published by AAAS (1) discovered a substantial thinning of the stratospheric ozone layer over Antarctica in spring. This "ozone hole" took the atmospheric research community by surprise because it could not be explained by any catalytic cycles known to remove ozone in the stratosphere. Today, the consensus is that the chemical processes responsible for the formation of this "ozone hole" are reasonably well understood. New laboratory data published recently by Pope et al. (2) call this consensus into question, but the results must be treated with caution.
Two types of processes are key to understanding the unusually large ozone loss rates in the cold polar stratosphere. First, HCl and ClONO 2 are activated on the surfaces of polar stratospheric clouds to form compounds actively involved in catalytic ozone destruction (3) . Next, these activated species participate in the ClO-dimer (4) and ClO-BrO (5) catalytic cycles that rapidly destroy ozone at cold temperatures and high solar zenith angles. These two catalytic cycles are believed to be responsible for more than 80% of polar ozone loss during spring (6) .
The results published by Pope et al. (2) suggest a much smaller absorption cross section of the ClO dimer ClOOCl (see the left panel of the figure). The absorption cross section is a measure of how efficiently light is absorbed and determines how fast ClOOCl is photolyzed. This photolysis determines the speed of the ClO-dimer cycle and also affects the ClO-BrO cycle. The new result would make both cycles-and hence the overall ozone loss rate-much slower, with possible implications for our ability to predict future polar ozone depletion (7) .
In their experiment, Pope et al. (2) have introduced an innovative way to avoid impurities by trapping ClOOCl at -125°C before the absorption measurement. However, they did not present a detailed analysis of how possible systematic errors due to impurities may have affected earlier studies. For example, the difference between cross sections published by Burkholder et al. (8) and by Pope et al. cannot be explained by any linear combination of absorption spectra resulting from known impurities. Moreover, Pope et al. failed to add confidence to their results by monitoring infrared and/or microwave absorption as done in earlier studies (8) . Without these tests, the authors cannot completely rule out heterogeneous chemistry in the cold trap or secondary chemistry in the photolysis cell. This is particularly problematic because the interpretation of their data relies on the assumptions that the ClOOCl absorption spectrum is fully represented by the superposition of two Gaussian functions and that no impurities other than Cl 2 are present.
The challenges posed by the new study may act as an incentive to address the problem on a wider scale. The laboratory studies available today all disagree with each other, and only one-or maybe none-can be correct. To solve this dilemma, we must understand and unambiguously identify the reasons for the discrepancies.
Doubts about the correctness of the Pope et al. measurements are supported by the fact that they are at odds with a wealth of atmospheric observations suggesting larger cross sections (6, 9) . Most observations of ClO and its dimer-measured in situ and from satellitesare best explained by the cross sections published by Burkholder et al. (8) , which are the largest in the wavelength region relevant for photolysis in the atmosphere (see the right panel of the figure). These cross sections also best New laboratory data imply unknown mechanisms in the formation of the ozone hole, but it is too soon to throw out the old paradigms.
Revisiting Ozone Depletion Marc von Hobe

ATMOSPHERIC SCIENCE
The author is in the Institute for Chemistry and Dynamics of the Geosphere ICG-1: Stratosphere, Forschungszentrum Jülich GmbH, 52425 Juelich, Germany. E-mail: m.von. hobe@fz-juelich.de 
