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Introduction
After self-adjoint operators there are only a few classes of operators with a good spectral theory; one of them is the class of R-diagonal operators introduced by Nica and Speicher. Indeed, Haagerup and Schultz [8] showed that for R-diagonal operators in a von Neumann algebra which is a factor of type II, one has an abundance of invariant subspaces. The standard examples of R-diagonal operators include Haar unitaries and circular operators. More generally one can consider the product ua where u is a Haar unitary in a * -probability space, * -free from a, see [12, Cor. 15.9] . R-cyclic operators were introduced by Nica, Shlyakhtenko, and Speicher in [14] as a generalization of Rdiagonal operators. A simple way to see this is to consider the following example from Nica-Speicher [12, Thm. 14.18 ].
Suppose (A, ϕ) is a non-commutative * -probability space containing a set {E ij } d i,j=1 of matrix units. Letting B = E 11 AE 11 , we may write A = M d (B) and any X ∈ A as X = (x ij ) d i,j=1 with x ij = E 1i XE j1 . If X is self-adjoint and free from {E ij } d i,j=1 , then the off-diagonal entries x ij (i = j) are R-diagonal. Let us recall the definition of R-diagonal and R-cyclic operators from [12, Lects. 15 and 20] . Definition 1. If (A, ϕ) is a * -probability space and a ∈ A, we shall write a (1) for a and a (−1) for a * . Then a is R-diagonal if the free cumulant κ n a (ǫ 1 ) , a (ǫ 2 ) , . . . , a (ǫn) = 0 unless: n is even and ǫ i = −ǫ i+1 for 1 ≤ i ≤ n − 1.
Definition 2. Let (A, ϕ) be a non-commutative probability space. A matrix A = (a ij ) ij ∈ M d (A) is R-cyclic if for all n and all i 1 , . . . i n , j 1 , . . . , j n ∈ [d] the free cumulant κ n (a i 1 j 1 , . . . , a injn ) = 0 unless j 1 = i 2 , . . . , j n = i 1 . Example 4. In [12, Ex. 20.4 ] it is shown that if X ∈ A is free from a set of matrix units in A, then X is R-cyclic relative to this set of matrix units. But this is not the most general situation. In [14, Thm. 8.2] it is shown that if (M d (A), ϕ) is a non-commutative probability space and
is the subalgebra of diagonal matrices. We shall work with this formulation.
Remark 5. The significance of R-diagonal and R-cyclic matrices is that orthogonally invariant (and hence unitarily) random matrix models produce R-cyclicity and R-diagonality. In [5, Thm. 6.2] it was shown that orthogonally invariant and constant matrices are asymptotically free provided the constant matrices converge in distribution (another proof was given in [9, Thm. 36]). Suppose X N is an orthogonally invariant ensemble with a limit distribution. Write N = d × p and
be the standard matrix units. Then {E ij } ij converges to a set of matrix units as p → ∞. Indeed the mixed moments are stationary. Then X N and {E ij } ij are asymptotically free and thus we may realize the limit distribution of X N as an element x in a non-commutative probability space (A, ϕ) where there is a system of matrix units {E ij } ij which are free from x. By our earlier discussion such an x is R-cyclic relative to {E ij } ij . The orthogonal invariance assumption is not a necessary condition, for example constant matrices and Wigner matrices are asymptotically free. A proof for real Wigner matrices is given in [11, Thm. 4.20 ]. Thus R-cyclic operators occur very naturally.
Remark 6. Our main tools will be the two representations of the cyclic group of order d in d ×d matrices. The generators for these actions will be the diagonal matrix D with d th roots of unity on the diagonal and S the matrix that cyclically permutes the standard basis elements. See Notation 13 for the notation. These two representations are intertwined by the Fourier transform matrix. This marks yet another case where the action of a symmetry group produces freeness but the first time the group is the cyclic group. The crucial point for us that we can write the transpose in terms of these dual actions, see Lemma 17, and S and D are free from our matrix X over the diagonal scalar matrices. Another place where a group invariance plays a role is in traffic freeness. In this case the group is the symmetric group. A recent paper of Au, Cébron, Dahlqvist, Gabriel, and Male [2] shows the connection to freeness over the diagonal.
Remark 7. The role of the transpose in free probability arose in the work of Aubrun [3] when he showed that in a certain regime the partial transpose of Wishart matrix converged to a semi-circle law. To review this, let G 1 , . . . , G d 1 be independent d 2 × p complex Gaussian random matrices. By this we mean G i = (g
be the partial transpose of W . Aubrun showed that when d 1 , d 2 and p −→ ∞ such that p d 1 d 2 → c, W Γ converges to a semi-circular operator with free cumulants κ 1 = κ 2 = c. If we fix d 1 and have d 2 , p → ∞ we are in the regime of Banica and Nechita [4] . They showed that d 1 W Γ converges in distribution the free difference of two Marchenko-Pastur laws.
Recall that for each 0 < c < ∞ there is a probability distribution called the Marchenko-Pastur law with parameter c, denoted mp c . We
2πt on the interval [a, b] for c ≥ 1 and for 0 < c < 1 has in addition an atom of mass 1 − c at 0, see [11, Def. 2.11] . Note that in Eq. (1) we have used a different normalization than Aubrun and Banica-Nechita, in order to simplify the notation.
So let us suppose that d 1 is fixed. Then W converges to w an operator with distribution mp c . In [9, Thm. 3.7] the mixed moments of w and w t were given. If we adopt the convention here that w (1) = w and
where f ǫ (π) = #(ǫγδγ −1 ǫ ∨ πδπ −1 ) + #(π) − (n + 1) ≤ 0 is an integer. See [9, §3] for an explanation of the notation. The point we need here is that W and W Γ have a joint limit distribution and ϕ(ww t ) = cd −1
In particular w and w t are not free.
Since W is asymptotically free from the matrix units
we have that we may realize w as a matrix (w ij ) d 1 ij=1 with entries in a noncommutative probability space and w is free from the matrix units. Thus w is R-cyclic.
Banica and Nechita showed that when d 1 is fixed, d 1 W Γ converged in distribution to an operator x 1 −x 2 in a non-commutative probability space where x 1 and x 2 are free and which have distribution mp ν 1 and mp ν 2 respectively with ν 1 = cd 1
then the free cumulants {κ n } n of x i are κ n = ν i for all n. Thus the free cumulants of x are given by
One of the motivations for the present work is to present an intrinsic description of this distribution in terms of the matrix W Γ itself. Indeed we shall show that the diagonal decomposition of d 1 W Γ converges to a free family of d 1 /2 + 1 self-adjoint operators (assuming d 1 is even) such that all even cumulants are cd 1 and all odd cumulants are 0 except for the first operator which has all cumulants equal to cd 1 .
Let us illustrate this when d 1 = 2. We write the limit distribution
We have that w is mp c and free from
In [9, Thm. 6.14] it was shown that X 0 and X 1 are free. X 0 is mp d 1 c and X 1 is an even operator will even cumulants d 1 c. In this paper we extend this to the general case d 1 ≥ 1. A precise statement is given in Section 4 Theorem 30. Note that we reach the stronger conclusion of freeness over the scalars because the entries of our matrix have the same distribution-depending on whether they are diagonal or off diagonal. In the absence of this property we only get freeness over diagonal scalar matrices.
Preliminaries and Notations
2.1. Operator valued probability spaces. For a non commutative probability space (A, τ ), let us consider the non commutative prob-
, the subalgebras of scalar diagonal matrices and diagonal matrices with entries in A. We shall denote by byφ :
, the unique conditional expectations to D and, respectively, to D(A) which are consistent with ϕ. For X = (x ij ) i,j ∈ M d (A) these are given explicitly by
Let us recall the notion of operator-valued probability space its freenees with amalgamation (for a detailed exposition see [15] ). 
. . , a n ∈ A, and for all r = 1, . . . , n − 1, f (ba 1 , . . . , a n b ′ ) = bf (a 1 , . . . , a n ) b ′ f (a 1 , . . . , a r b, a r+1 , . . . , a n ) = f (a 1 , . . . , a r , ba r+1 . . . , a n ) A collection of B-balanced maps (f π ) π∈N C is said to be multiplicative with respect to the lattice of non-crossing partitions if, for every π ∈ N C, f π is computed using the block structure of π in the following way:
1. If π =1 n ∈ NC (n), we just write f n := f π . 2. If1 n = π = {V 1 , . . . , V k } ∈ NC (n) , then by a known characterization of N C, there exists a block V r = {s + 1, . . . , s + l} containing consecutive elements. For any such a block we must have f π (a 1 , . . . , a n ) = f π\Vr (a 1 , . . . , a s f l (a s+1 , . . . , a s+l ) , a s+l+1 , . . . , a n ) ,
where π\V r ∈ NC (n − l) is the partition obtained from removing the block V r .
The operator-valued of B free cumulants κ B π π∈N C are defined as the unique multiplicative family of B-balanced maps satisfying the (operator-valued) moment-cumulant formulas
π (a 1 , . . . , a n )
By the free cumulants of a tuple (a 1 , . . . , a k ) ∈ A k , we mean the collection of all cumulant maps κ B;a 1 ,...,a k i 1 ,...,in
Given subalgebras (A i ) i such that B ⊆ A i ⊆ A for each i and elements a 1 , . . . , a n such that a j ∈ A i j , a free cumulant map κ B;a 1 ,...,a k i 1 ,...,in is mixed if there exists r < s such that i r = i s . The main feature of the operator-valued cumulants is that they characterize freeness with amalgamation.
Proposition 10 ( [15] ). The random variables a 1 , . . . , a n are B-free if and only if all their mixed cumulants vanish.
Let us finally state the formula for products as arguments, which will be used in the proof of our main results.
Proposition 11. [16]
Suppose n 1 , . . . , n r are positive integers and n = n 1 +· · ·+n r . Given a B-valued probability space (A, B, E) and a 1 , . . . , a n 1 , a n 1 +1 , . . . , a n 1 +n 2 , . . . , a n 1 +···+nr ∈ A, let A 1 = a 1 · · · a n 1 , A 2 = a n 1 +1 · · · a n 1 +n 2 , . . . , A r = a n 1 +···+n r−1 +1 · · · a n 1 +···+nr . Then
κ π (a 1 , . . . , a n ),
where σ = {{1, 2, . . . , n 1 } · · · {n 1 + n 2 + · · · + n r−1 + 1, . . . , n 1 + n 2 + · · · + n r }}.
Diagonal decompositions
where the A i 's are shown in Figure 1 .
The first two terms in the diagonal decomposition of A (top row), and the k th term (second row).
We call this the diagonal decomposition of A. We interpret all subscripts modulo d, i.e. A k = A l if k ≡ l (mod d). The same assumption applies to the indices of our matrices, namely a ij = a kl whenever i ≡ k (mod d) and j ≡ l (mod d). Since d will remain fixed throughout this paper we shall write i ≡ j to mean i ≡ j (mod d).
Notation 13. . Let S be the matrix that cyclically permutes (backwards) the standard basis of C d ,
Notice that the conditional E the expectation onto the diagonal matrices with entries from A may be written as
and we have the commutation relations
Proof. The first four equalities follow from the fact that S ij = 1 when j ≡ i + 1 and 0 otherwise. The last equality follows from the fact that for any matrix X we have E(X t ) = E(X) and S −1 = S t .
Let X = X 0 + X 1 + · · · + X d−1 be the diagonal decomposition of X. In matrix notation (X k ) ij = x ij if i ≡ j + k and 0 otherwise. Recall that here i ≡ j means equivalent modulo d, the size of the matrices.
Notation 16. Let X ∈ M d (A) and Y 0 , . . . , Y d−1 be the diagonal decomposition of X t . Then by Lemmas 14 and 15,
Lemma 17. Let X ∈ M d (A). i) If X 0 , . . . , X d−1 be the diagonal decomposition of X, then
Proof. For (i) we use Eq. (3) and Lemma 15
Similarly for (ii),
Lemma 18. Let C be a centred polynomial in S. Then ϕ(CD l ) = ϕ(D −k CD l ) = 0; and for l ≡ 0 we have ϕ(D l ) = 0
Let us recall from [7, Lemma 3.8] the following lemma.
Lemma 19. Suppose X ∈ A is ϕ-free from the algebra B. Let U ∈ B be a unitary operator with U d = 1 and such that ϕ(U k ) = 0 when k ≡ 0 (mod d). Let X i = U i XU −i for i = 1, . . . , d. Then X 1 , X 2 , . . . , X d are ϕ-free.
The following lemma is a generalization where we also show that S is free from
Proof. Let B 0 = M d (C) and B 1 = alg(1, X) be the algebra generated by 1 and X. By assumption B 0 and B 1 are free, so any word which is an alternating product of centred elements is centred. For i = 1, . . . , n, let A i = D i alg(1, X)D −i and A 0 = alg(1, S). We must show that A 0 , A 1 , . . . , A d are free. Let W be an alternating product of centred elements in the algebras A 0 , A 1 , . . . , A d . We will show that W is also an alternating product of centred elements in the algebras B 0 and B 1 and thus is centred. This will show that A 0 , A 1 , . . . , A d are free.
So, to this end let W be an alternating product of centred elements in the algebras A 0 , A 1 , . . . , A d . We may write
If i is such that j i = 0 then we can write
. In either case, by Lemma 18, A i is followed by a centred element of B 0 . If j i = 0 then j i+1 = 0 so
So again we have a alternating product of centred elements of B 0 and B 1 . This proves the claim.
Then S is free from any linear combination of {DXD −1 , D 2 XD −2 , . . . , D d XD −d } and thus from X i , by Lemma 17.
The following analogous lemma for the operator valued case follows directly because X i is in the algebra generated by X and D and S ∈ M d (C).
Then S is free from the family {X i } n i=1 over D. From now on we will assume that X ∈ M d (A), is free from M d (C) over D. The free cumulantsκ n : M d (A) → D refer to operator valued free cumulants over the algebra D, i.e. free cumulants with respect tõ ϕ.
The reader will easily convince himself that the proofs are also valid in the case X ∈ M d (A) is ϕ-free from M d (C), by replacing the diagonal matrices D i 's by scalars (or 1), and use Corollary 22 instead of Lemma 23.
Then for i 1 , . . . , i r ∈ {0, 1, . . . , d − 1} and diagonal matrices D 1 , . . . , D r , thenκ
Proof. This follows from cumulant moment formula. Indeed, let µ be the Möbius function for NC(r) (see [12, Lect. 9] ) theñ
Corollary 25. Let X ∈ M n (A) be ϕ-free from M d (C). Let
Then for i 1 , . . . , i r ∈ [n] we have for D 1 , . . . , D r ∈ D κ r (X i 1 D 1 , . . . , X ir D r ) = 0 whenever i 1 + · · · + i r ≡ 0 (mod n).
Proof. If i 1 + · · · + i r ≡ 0 thenκ r (X i 1 D 1 , . . . , X ir D r ) = 0 by Lemma 24.
Lemma 26. Let S be as above. Then for all D 1 , . . . . , D 2r ∈ D.
Proof. (i) Follows from Lemma 24, since S i = J i in the diagonal decomposition of the matrix J = {1} n ij . (ii) We use induction on r. First we prove thatκ 4 (S k D 1 , S −k D 2 , S l D 3 , S −l D 4 ) = 0 unless l ≡ k (mod d). This will be the base of our induction. Indeed suppose k ≡ l and k ≡ 0 (mod d), by hypothesis there exists D ∈ D such D = S k D 1 S −k D 2 , by the formula for products as arguments [12, Lect. ] we have
By (i ), all of the terms in the second and third line equal 0, and thus
Now we assume that (ii ) is true for all 1 ≤ t ≤ r and prove that it also holds for r + 1. That is, we will prove that
Again we write D = S k D 1 S −k D 2 , and use the formula for products as arguments, yielding
where σ = {{1, 2}, {3}, {4}, . . . , {2r + 2}}. If we consider the partitions π ∈ NC(2r + 2) such that π ∨ σ = 1 2r+2 we have, apart from 1 2r+2 , the collection π 3 , . . . , π 2r+2 where π i = {{1, j +1, . . . , 2r +2}, {2, 3, . . . , j}}. This is because π ∨ σ = 1 2r+2 implies that π has at most two blocks: one containing 1 and one containing 2. Thus
If it not the case that k ≡ i 1 ≡ i 2 ≡ · · · ≡ i r , then the same condition will hold for at least one block of π j . Henceκ π i (S k D 1 , S −k D 2 , . . . , S ir D 2r−1 , S −ir D 2r ) = 0. This proves that the cumulantκ 2r+2 (S k D 1 , S −k D 2 , S i 1 D 3 , S −i 1 D 4 , · · · , S ir D 2r , S −ir D 2r+2 ) = 0, as desired.
Definition 27. Let y 1 , y −1 ∈ (A, ϕ) a non-commutative probability space. If for all n and all ǫ 1 , ǫ 2 , . . . , ǫ n ∈ {−1, 1} we haveκ n (y ǫ 1 , y ǫ 2 , . . . , y ǫn ) = 0 unless n is even and ǫ i = −ǫ i+1 for i = 1, . . . , n − 1, we say that {y 1 , y −1 } are a R-diagonal pair, following [12, Def. 19.3] .
Remark 28. If (A, ϕ) is a * -probability space, then y is R-diagonal if and only if {y, y * } is an R-diagonal pair.
Proof. We write Y i = S i X i S i for i = 0, . . . , d − 1 with X i as in Lemma 17. Let r > 1 and i 1 , . . . , i r ∈ {0, 1, . . . , n − 1} be given. We must first show thatκ r (Y i 1 D 1 , . . . , Y ir D r ) = 0 unless either i 1 = · · · = i r = 0, or r is even and i l + i l+1 = d for l = 1, . . . , r − 1.
We shall break the proof into two cases. The first case is when for some l ∈ [r] we have i l = 0. The second case is when i l > 0 for all l ∈ [r].
Suppose that for some l 1 , . . . , l k we have i l 1 = · · · = i l k = 0 and for all other j's we have i j = 0. Let s j = |{m | 1 ≤ m < j and i m = 0}| and s = |{m | 1 ≤ m ≤ r and i m = 0}|. Let σ = {V 1 , . . . , V r } be the interval partition with r blocks constructed as follows:
For example if (i 1 , i 2 , i 3 , i 4 , i 5 ) = (0, 2, 0, 1, 2) we have σ = {(1), (2, 3, 4) , (5) , (6, 7, 8) , (9, 10, 11) }.
For 1 ≤ m ≤ 3r − 2s, let us define Z m as follows. If m ∈ V j and i j = 0 then Z m = X 0 D j . If m ∈ V j and i j ≥ 1 then
By Lemma 23, S and the X i 's are free. Thus forκ π (Z 1 , . . . , Z 3r−2s ) = 0 we must have the blocks of either π to consist of X-blocks (only connecting X's and XD's) and S-blocks (only connecting S's and SD's).
Let b ∈ W where W is an X-block and where we have Z b = X 0 . Let b ′ ∈ W be the next element of W ; it must be a X i . Thus we may label the elements between b and b ′ as below.
By Lemma 26 (i ) we have 2i t 1 + · · · + 2i t k−1 + i t k ≡ 0 (mod d). By Corollary 25 we must have i t 1 + · · · + i t k−1 ≡ 0 (mod d). Hence i t k ≡ 0 (mod d). Moreover the blocks of σ between b and b ′ will not be joined by π to the other blocks of σ and required by the condition π ∨ σ = 1 3r−2s . Thus there cannot be any blocks of σ between b and b ′ . Thus in this case all X-blocks consist only of intervals of X 0 . Hence i 1 = i 2 = · · · = i r = 0. Let us turn to the case where i s ≥ 1 for 1 ≤ s ≤ r. Let σ ∈ NC(3r) be the partition {(1, 2, 3), (4, 5, 6), . . . , (3r − 2, 3r − 1, 3r)}. Theñ
Suppose π ∈ NC(3r) andκ π (S i 1 , X i 1 , S i 1 D 1 , . . . , S ir , X ir , S ir D r ) = 0. Again, since S if free over D from the X i 's the blocks of π must either be S-blocks, or X-blocks.
We now consider the case of S-blocks. Let b = 3s 1 and consider W , the S-block of π and such b ∈ W . Since i s 1 ≡ 0, b must be connected to some other element. Let b ′ ∈ W be the next point to the right (or the smallest element of W if b is the last element in W ). Then there are
b ′ Then by Lemma 26 (i ), 2i s 2 + · · · + 2i s k−1 + i s k ≡ 0 (mod d). By Corollary 25 we must have i s 1 + · · · + i s k ≡ 0 (mod d). Hence i s k ≡ 0 (mod d), but this case has been ruled out already. Now, suppose b ′ = 3s k − 2. If there are any blocks of σ between b and b ′ they will not be able to joined to the others by π; contradicting our assumption that π ∨ σ = 1 3r .
b ′ Thus we must have that k = 2 and s 2 = s 1 + 1.
Thus, any b = 3s 1 must be connected to 3s 1 + 1. A similar argument shows that any b = 3s 1 + 1 must be connected to 3s 1 .
We thus have arrived at the following form for any S-block: {3b 1 , 3b 1 + 1, 3b 2 , 3b 2 + 1, . . . 3b l + 1} (mod 3r). Notice that this in particular means that r is even.
By looking at the elements between 3b i + 1 and 3b i+1 , using Lemma 26 (i ), and Corollary 25 we may conclude that i br+1 ≡ −i b r+1 , for all i = 1, . . . , l. This implies by Lemma 26 (ii ) that i b 1 ≡ i b 2 ≡ · · · ≡ i bn .
We call a block of type k if i b 1 = k and 0 ≤ k ≤ d. Notice that block next to W (a block W such that 3b i − 2 or 3b i + 3 belongs to W ′ ,for some 1 ≤ i ≤ l) must have type −k. Thus implies i 1 ≡ −i 2 ≡ · · · ≡ i r which proves both claims.
Return to the Wishart case
Let us conclude by returning to the case of a Wishart matrix W (c.f. Eq. (1)) where d 1 is fixed and p/d 2 → cd 1 , but in the case of arbitrary d 1 . Let w be the limit distribution of the Wishart matrix in Eq. (1). We write d 1 w as a d 1 × d 1 matrix: d 1 w = (w ij ) ij . Then d 1 W Γ has the limit distribution d 1 w t = (w ji ) ij . When d 1 is even let
and when d 1 is odd let
Since all the off-diagonal entries of w are R-diagonal with the same distribution:κ 2n (w 12 , w 21 , . . . , w 12 , w 21 ) = c and the diagonal entries are all mp c , we have thatκ r (Y i 1 , . . . , Y ir ) = κ r (Y i 1 , . . . , Y ir ). The next theorem shows that the diagonal decomposition of d 1 w t is a free decomposition.
Theorem 30. Let w be the limit distribution of the Wishart matrix W in Eq. (1). Suppose d 1 is fixed and p/d 2 → cd 1 . Then Y 0 , Y 1 , . . . , Y d 1 /2 are * -free when d 1 is even and when d 1 is odd we have Y 0 , Y 1 , . . . , Y (d 1 +1)/2 are * -free. Moreover Y 0 has the distribution mp cd 1 , Y d 1 −i = Y * i , and for i ≥ 1, Y i is an R-diagonal operator with κ 2n (Y i , Y * i , . . . , Y i , Y * i ) = cd 1 . When d 1 is even Y d 1 /2 is even with κ 2n (Y d 1 /2 , Y * d 1 /2 , . . . , Y d 1 /2 , Y * d 1 /2 ) = cd 1 .
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