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Abstract
Battery forensics is a growing research field that is becoming increasingly important with the
introduction of hybrid-electric and electric vehicles. The need to correctly diagnose battery
condition and predict signs of early failure is well recognised. Many presently used techniques
are only applicable to laboratory situations where sensitive measurement is required or where
complicated mathematical approaches are needed to assess battery condition. Advanced tech-
niques are explored, such as extended Kalman filtering, to identify the challenges associated with
analysis of multi-cell battery modules. Energy-recycling hardware is developed that is capable
of efficiently cycling energy to and from cells connected in a series configuration. Switching
a supercapacitor-bank-based energy store between series and parallel configurations, coupled
with a bidirectional switch-mode power-supply, ensures that maximum energy is retained dur-
ing the analysis cycle. Extended Kalman filtering (EKF) applied to three different battery
models was used to quantify the internal component values of the battery equivalent circuits.
The bulk-surface model was determined to be the most appropriate for the Toyota Prius battery
modules as the EKF predicted component values converge to stable values, and the recovered
voltage trace has a low error. However, the computational complexity when considering 12
series-connected NiMH cells, with their individual component variation with state-of-charge
and state-of-health, make the EKF approach unviable. The data harvested during the energy
recycling is used to calculate a new effective capacitance measure which relates directly to
battery state-of-health. Not only is there a direct relationship between effective capacitance
and state-of-health, but the (Q, V ) coordinate of maximum effective capacitance on the charge–
voltage plane, captured during battery discharge, is able to distinguish clearly between ordinary
ageing and catastrophic cell failures.
Original contributions
This work was completed while working part-time in industry. Having a close working relation-
ship with a company gives this research industrial focus and forced practical applications for
the research. For this thesis, I need to state which components of the research originated with
me. In general, unless otherwise stated, all numerical calculations and all graphic presentations
are my own work. Here is a list of my main contributions:
 identification of battery failure modes within Prius battery pack (Chap. 1)
 development of “quick check” procedure with commercial diagnostic equipment to identify
different failures and when further investigation is required (Chap. 1)
 development of unique energy cycling technique and confirmation of supercapacitor vari-
ation within a batch of capacitors (Chap. 3)
 development of hardware and confirmation through simulation that intelligent switching
of a supercapacitor bank improves energy conversion efficiency by up to a factor of two
compared with other control techniques (Chap. 4)
 investigation of the suitability of various battery parameter measurement techniques for
three battery models, with the final realization that extended Kalman filtering applied
to the bulk-surface battery model was suitable for recovering the required parameters.
However, the component values vary with environmental factors meaning that EKF can
ultimately only be applied in laboratory conditions (Chap. 5)
 I acknowledge the contribution that Alistair Steyn-Ross has made to this chapter where
we have developed and proved a relationship between a new grouped effective capacitance
and state-of-health (Chap. 6)
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Chapter 1
Performance issues with series-connected
battery packs: A Toyota Prius case study
1.1 A brief history
Toyota Prius hybrid electric vehicles (HEV) were introduced into the market in 1998. Since
then, the HEVs have aged, and are now exhibiting a range of high-voltage (HV) battery-related
faults. AECS Ltd has been training elite-level Toyota technicians in New Zealand since 2008
with battery technology and related issues being a major focus. From these training seminars it
has become apparent that there is little knowledge on how to test and/or rebuild these battery
packs to enable the vehicle to function as new. Developing an improved understanding of HEV
battery pack technology and failure modes has been a major research focus at the University
of Waikato and has become the topic of this PhD thesis.
Good battery-pack health is critical to the performance of any HEV or EV [1]. Previous
studies have shown that the NiMH battery packs found in the Toyota Prius HEV frequently fail
[2]. A prototype battery analyser produced during this study required careful and painstaking
disassembly of the battery pack to access the individual battery modules; this was a slow and
costly process. This experience helped to motivate the present project: to develop a timely
and cost-effective method to quantify battery condition by making use of the existing vehicle
wiring harness.
1.2 Contents overview
This thesis is a comprehensive report of work undertaken to find a suitable method for measuring
state-of-charge (SOC) and state-of-health (SOH) of Toyota Prius battery packs. An extensive
literature search investigating methods for testing battery packs including advanced modelling
techniques was performed: a summary of the literature survey forms the first part of this thesis.
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Starting from the initial proof of concept (presented at the Oct. 2013 SAE Powertrains, Fuels
and Lubricants Conference, Korea 2013), the design and modelling of a battery measurement
tool, and the development of a new battery parameter, effective capacitance (Ceff), as a measure
of battery state-of-health is described. A comprehensive set of results is presented to validate
this new measure.
The thesis proceeds as follows.
Chapter 1 introduces the original problem of HV battery failure and describes the on-
board measurements performed by the Toyota Prius Battery Management System (BMS).
Information was extracted from the Toyota workshop manuals to highlight how rudimentary
the on-board fault detection is. The Toyota repair advice, once battery failure has occurred, is
to replace the entire battery at the cost of several thousands of dollars. The chapter shows the
effect of reduced battery performance on the vehicle and highlights the importance of battery
testing and matching. A preliminary diagnostic procedure, (presented at IEEE International
Symposium on Industrial Electronics 2014), is presented to allow the diagnostician to determine
whether or not battery module failure has actually occurred, or if some other mechanism has
caused the BMS to deem the battery faulty.
In Chapter 2 the terms relevant to the NiMH battery are defined and various mathematical
and analytical relationships from the literature are introduced. Several of these relationships
are critically assessed in later chapters. Three commonly used battery models are described
and the mathematics required to simulate them is presented. The range of methods reported
in the literature for measuring SOC and SOH were surveyed.
Chapter 3 discusses the philosophy behind the charger/analyser hardware, introduces the
bidirectional switch-mode power-supply (SMPS) and how energy will be cycled through the
battery blocks during the analysis. The variation in supercapacitor capacitance and ESR within
a batch of capacitors was examined, and how these parameters change with temperature. The
data presented in this chapter will be used in Chapter 4 when energy losses within the energy
cycling tool are investigated.
Chapter 4 investigates techniques used to minimise energy lost during the analysis pro-
cess. Matlab and LTSpice models are compared under different conditions. Only first-order
component effects are included in energy balance equations. The simulations demonstrate that
appropriate series/parallel switching of the supercapacitor bank provides ≈50% improvement
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in energy conversion efficiency with respect to a standard fixed duty-cycle switched buck circuit.
The focus returns to battery models in Chapter 5 where the models introduced in Chapter 2
and various methods for extracting and estimating model parameters are investigated. Real
battery data are used for both parameter estimation and a comparative assessment of the three
battery models. Relationships between the most appropriate model (the bulk-surface model
in this case) and state-of-charge are shown along with parameter variations during a standard
drive showing that extended Kalman filtering is only useful when the battery is subjected to a
regularly repeating current pulse of constant shape.
From Chapter 5 it will have become clear that the standard model-based measurement
techniques reported in the literature have many shortcomings, and a new method is needed
to quantify battery health. Chapter 6 introduces the concept of effective capacitance, (Ceff).
The peak value of effective capacitance and its location on the charge–voltage plane indicates
ageing and distinguishes among various failure methods.
In Chapter 7 the thesis is concluded and further work is highlighted.
1.3 Background information
The most difficult issue in developing electric vehicles (EV) and hybrid electric vehicles (HEV)
is to achieve optimally performing large-capacity battery packs with suitable battery manage-
ment systems (BMS). Over the past two decades there has been considerable research and
development of battery packs, drive trains and optimizations applicable to these areas [3].
The Toyota Prius HEV has been present in the market for the last decade. The Toyota Prius
has an auxiliary conventional 12 V lead acid battery but the focus of this research project is on
the 7.2 V NiMH battery modules within the high-voltage battery pack. The HV battery pack
consists of 228 NiMH cells organized into modules of six series-connected cells. The Toyota
Prius system contains a number of technically advanced systems that make diagnostics both
interesting and challenging. The battery management electronic control unit (ECU) of the
Toyota Prius measures various battery-related parameters including temperature, voltage and
current. When one of these parameters falls outside a predetermined range of acceptable values,
a diagnostic trouble code (DTC) is logged.
The quality of the battery pack determines the fuel efficiency of the vehicle. Swings in
battery voltage indicate to the BMS when to start and stop charging the batteries through
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either regenerative braking or a generator driven by the internal combustion engine (ICE).
Battery quality can be defined as its capacity or state-of-health [4]. Capacity is a measure of
the “size” of the battery in amp-hours (Ah), and indicates how much energy is able to be stored
in the cell. There are many different methods for measuring state-of-health (SOH) and state-
of-charge (SOC) as outlined in [4–9]. State-of-charge is a measure of how “full” the battery is
expressed as a percentage of its capacity. The easiest method of measuring battery capacity is
“coulomb counting”, a simple integral of current over time [2], Q =
∫
Idt. Battery SOH defined
in [2] to include failure modes such as short-circuited cells, cell reversal or open-circuit cells as
well as ordinary capacity fade effects, is more difficult to assess. Ref [10] details a method for
measuring SOH, including other failure modes, and capacity of Prius battery packs. Section
2.2.3 defines SOH as used in this thesis.
A major concern to Prius owners is the lifetime of the battery pack. Toyota claims that the
battery pack should last 160,000 km or ten years. However, as per the experience of service
companies such as AECS Ltd, it is not uncommon for Prius battery packs to fail prematurely.
This chapter describes the characteristics of a reduced-capacity battery module, and the effects
of a module with very poor SOH on the performance of the battery pack as a whole. This
thesis investigates a range of battery models and equivalent circuits to describe the behaviour
of modules under different conditions, and proposes a monitoring system for early detection
and prevention of battery failure, based on a supercapacitor bank charge-transfer subsystem.
1.4 Toyota Prius system
The battery pack of the NHW11 Toyota Prius consists of 38 NiMH modules (Figure 1.1) each of
which contains six NiMH cells connected in series [11]. Later Prius models, such as the Prius C,
contain fewer battery modules; for example, one vehicle used during this research contained only
28 battery modules. Toyota have designed their system to operate in a split-battery fashion,
i.e., the apparent “ground” (chassis) of the HV battery pack occurs in the middle of the pack.
Each pair of battery modules will be referred to as a battery block in this thesis. This means
that an NHW11 Prius has 19 battery blocks corresponding to the 38 individual modules.
Figure 1.1 does not show how the inverter/converter assembly links the battery management
ECU, the battery pack and the auxiliary power source (12 V battery). All control units, lights,
radio, etc in the Prius are powered from the auxiliary 12 V lead-acid battery. Powering the
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Figure 1.1: A typical battery management system for HEV-2009 Toyota Prius [12]
control units with 12 V is similar to a conventional vehicle. However, the 12 V battery is charged
through a step-down transformer from the high-voltage battery pack, effectively creating a high-
impedance connection between the centre of the HV battery pack and vehicle chassis. The
inverter converts the HV battery voltage to a pseudo three-phase sinusoidal waveform using six
duty-cycle and frequency controlled switches, insulated gate bipolar transistors (IGBTs). The
frequency and duty-cycle of these IGBTs is dependent on the power and speed requirements for
the three-phase electric motors, ultimately a calculation including factors such as battery SOC
and requested torque from the drivers accelerator pedal. The “three-phase” voltage is used to
drive the motor-generator (MG) set and is the main source of propulsion, see Figure 1.2.
Previously, components such as the hydraulic power steering pump, air-conditioning com-
pressor and the alternator were belt-driven off the ICE. These components have been removed
from the ICE and replaced by electronic alternatives allowing these components to work with-
out the engine running. The hydraulic power-steering has been replaced by electronic power-
steering. Similarly the air-conditioning compressor has been changed from a belt-driven com-
pressor to an electric compressor requiring special non-conductive lubrication. The alternator
has been replaced by a DC-DC converter. Later versions of Prius (second generation onwards)
are also fitted with a boost voltage regulator that is capable of stepping the battery voltage up
from 200 V to as high as 650 V during ordinary vehicle operation.
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1.5 Toyota Prius battery management system - onboard
diagnostics (OBD)
The Toyota Prius battery management system (BMS) provides the diagnostic specialist with
diagnostic trouble codes (DTC) and datastream information. The battery management system
of the Prius (Figure 1.1) monitors battery status by taking several measurements:
 differential voltage across each pair of modules (battery block)
 total current through the pack
 temperatures sampled at four points across the pack
Datastream mode is a method of reading internal parameters from the on-board manage-
ment systems though serial, CAN-bus1 or K-line2 communication. Due to prioritisation delays
and overheads in serial communication the data will always be delayed and the sampling speed
will be low. However, in cases where high-voltages need to be recorded, such as battery block
voltages, datastream recording may be the only way to safely access these diagnostic parame-
ters.
The battery management system combines this information to determine state-of-charge
[12]. Methods for determining state-of-charge are covered in Chapter 2. Two lines of datastream
1CAN-bus is a differential signalling communication system developed by Bosch specifically for communica-
tion between multiple ECUs or ECUs and diagnostic equipment
2Single-wire two-way communication scheme between diagnostic tool and automotive ECU
Figure 1.2: Prius inverter showing six switches per motor-generator (MG1 and MG2) [13]
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information of particular relevance for battery health determination are “maximum voltage
battery code” and “minimum voltage battery code”, which can be measured using commercially
available diagnostic equipment. Maximum and minimum voltage battery code datalines return
the index numbers (1 to 19) of the battery block with the highest and lowest voltage at that
point in time.
1.6 Toyota Prius BMS battery-related fault codes
The Toyota Prius battery management system monitors battery temperature and battery volt-
age with the sensors shown in Figure 1.1. If any of the voltages or temperatures of the battery
blocks fall outside predetermined nominal ranges for a prolonged period of time (to reduce the
risk of a false-positive event triggered sensor noise) the BMS will log the malfunction and store
a DTC. The vehicle will then enter a reduced power “turtle” mode when battery-related fault
codes are set. Turtle mode is equivalent to limp-home mode in a conventional vehicle. This
means that the current drawn from the battery, and charging current, are limited, resulting in
poor fuel economy and a vehicle that is almost undrivable.
Two of the most common battery-related DTCs are “Leak Detected” and “Battery Block
Malfunction”. The “leak” refers to an insulation issue i.e., a current leak.
The Battery Block Malfunction code (DTC number P3011 to P3029) can be triggered
by cells that have poor state-of-health. The battery management ECU looks at the voltage
differences between individual battery blocks during charge and discharge. A voltage difference
of less than 0.3 V is acceptable (Fig. 1.3(a)) according to Toyota repair advice [14]. This
measurement technique is an indirect method for comparing battery-block equivalent series
resistances or impedance. A cell with higher AC or DC impedance, and therefore higher
voltage difference, is deemed to be of lesser SOH (as clarified in Section 2.2.3). This method
also gives an indication of relative SOC between battery blocks. The voltage of the block with
lower SOC will collapse before that of a cell with higher SOC.
Another method of diagnosing the battery block malfunction DTC, suggested by Toyota,
is to look at the swing between the maximum and the minimum block voltages, as shown in
Figure 1.3(b). The maximum allowable voltage swing is 2 V.
This fault code is generated when a significant mismatch of battery modules is detected
within the battery pack. Replacing the complete battery pack assembly is one possible fix to
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(a) (b)
Figure 1.3: (a) Voltage difference while discharging and charging, (b) voltage swing while
discharging and charging [14]
this problem. However the replacement cost, of the order of several thousand dollars, can be
prohibitive particularly for a car used for several years. In addition to this single faulty module
condition, there is also large range of battery configurations and battery SOH distributions
which will not generate a fault code. The next sections discuss the implications of such battery
arrangements and outline a proposed monitoring system to identify these particular situations.
1.7 Problem description
When a large number of series-connected cells are exposed to high charge and discharge rates
under slightly varying conditions, some cells can degrade unevenly. Figure 1.4 shows the uneven
fashion in which four different battery packs have deteriorated. The four battery packs selected
have been known to have been in service for different durations. These battery packs were
analyzed in the lab to find the capacity distribution and steady state voltages of the individual
battery modules. Known broken and poor state-of-health cells were then substituted into a
good battery pack and road-tested in a Toyota Prius (Model: NHW11, Engine Type: 1FX,
Year: 2001), to investigate the failure modes of the battery packs.
As HEVs age, battery degradation limits vehicle performance. Large state-of-health mis-
matches across a battery pack can lead to failure of the entire pack [2]. Accurately and efficiently
diagnosing battery failure will become a necessity for automotive repair workshops specialising
in HEV or EV repairs.
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Figure 1.4: Capacity distribution across four tested packs
1.8 Battery capacity and the issue of the weakest link
Figure 1.4 shows the measured capacities per battery module, as determined using a coulomb-
counting algorithm between end-of-discharge and end-of-charge points. Both Packs 2 and 3
have aged in a similar fashion: the modules near the ends of the packs have higher capacities
than the modules in the middle, but are otherwise uniform. The “bathtub” curve appears to
be due to the temperature differences, measured to be as high as 15◦C, throughout the pack
during normal operation. The outer modules are able to dissipate heat through the outer casing
of the battery pack, hence remaining cooler. Whereas the inner modules cannot dissipate heat
as effectively. Raising the temperature of a battery accelerates the undesirable side reactions
within the battery modules responsible for SOH reduction.
It was determined that Pack 1 was of good health because the pack performed the same
as the original Prius battery pack. Module #38 (module ID 01M) from Pack 1 was replaced
with module #38 (module ID 41D) from Pack 2. The battery characteristics are summarized
in Table 1.1. Module 41D was chosen to have approximately half the capacity of the average
value for the pack but with a similar steady state voltage.
Table 1.1: Modules replaced within battery pack
Module ID Capacity Steady Voltage
01M 2482.2 mAh 7.81 V
41D 1164.4 mAh 7.55 V
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With battery pack-1 in the vehicle it was able to drive 2.6 km in EV mode (EV mode is
where the vehicle is driven at 25 km h−1 using battery power only). EV mode terminates when
the vehicle cannot drive any further without the ICE starting. The state-of-charge at the start
and at the end of the tests was measured using a diagnostic scantool. When one module was
replaced with a module of approximately half its capacity (as shown in Table 1.1), the vehicle
was only able to travel 1.3 km in EV mode. No fault code was triggered with this module
arrangement even though the fuel efficiency of the vehicle was halved. This test confirmed that
the battery pack was only as good as its weakest module and that matching state-of-health
(of each module) and balancing state-of-charge throughout the battery pack is vital to the
performance and fuel efficiency of the vehicle.
1.9 Case studies: Failures from the field
Researchers at AECS Ltd have recorded measurements from many vehicles which have failed
in the field. The data presented below contain datastream information recorded using the
Launch range of diagnostic equipment. The datastream lines that were recorded during an
ordinary drive cycle were battery current, maximum voltage battery code and minimum voltage
battery code. A histogram-type plot is presented where the 19 different battery block number
occurrences (y-axis) are plotted against battery current (x-axis). Figures 1.5 to 1.7 show a
centralised peak in the −15 to 15 A range. This is the most common current draw i.e., vehicle
cruising which means that most data is collected in this current range. Three “failed” battery
packs were investigated.
1.9.1 Capacity mismatch in a series-connected battery pack
Figure 1.5(a) shows data obtained from Pack1 from figure 1.4, a moderately balanced battery
pack. The general ageing characteristics of a Toyota Prius battery pack indicate that the
capacity of the centre battery modules have faded more than those at the periphery. This can
be caused by temperature variations throughout the pack [2]. Blocks with index number 1, 18
and 19 are most frequently identified as having the highest voltage. These blocks are located
at either end of the battery pack.
Figure 1.5(b) shows the minimum voltage battery code plotted against current for the same
driving cycle. The figure shows that blocks 8, 10 and 15 dominate the low voltage histogram.
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Figure 1.5: Histogram plot of (a) maximum voltage battery code and (b) minimum voltage bat-
tery code vs battery current for a moderately balanced battery pack. Note the sign convention:
negative battery current indicates charging
So, it can be concluded that the capacities of the blocks in the centre of the battery pack
are lower than those on the outsides of the pack. The interesting observation is that the same
blocks (8, 10 and 15) have the lowest voltage during charge and discharge, negative and positive
current respectively, and the same blocks (1, 18 and 19) have the highest voltage during charge
and discharge.
1.9.2 Corrosion on sensor wiring
When diagnosing large series-connected battery packs we must consider the complete system.
For example, when a HEV presents with a battery-related fault code the possibility of control
unit failure, sensor failure and wiring damage must also be considered. As mentioned previously
there are voltage sensing wires connected across each pair of battery modules. The data in figure
1.6(a) and 1.6(b) are the same measurements as described in Section 1.9.1 but now one of the
sensing wires (on block 19) is severely corroded causing a 1 V drop from the battery terminals
to the BMS.
Figure 1.6(a) shows that blocks 1 and 18 have the highest voltage throughout a driving
cycle. Again the same blocks retain the highest voltage during charge and discharge. But the
minimum voltage battery histogram (Figure 1.6(b)) shows that block 19 always measures the
lowest terminal voltage during both charge and discharge. This situation generated a diagnostic
trouble code “block 19 becoming weak” for which the Toyota repair advice is to replace battery
pack after a number of tests [14]. This is poor advice because the DTC is being falsely triggered
as a result of a corrupted measurement arising from the corroded voltage-sensing wire.
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Figure 1.6: Histogram plot of (a) maximum voltage battery code and (b) minimum voltage
battery code vs battery current for a pack in which the voltage-sensing wire to block 19 is
corroded
1.9.3 Module failure
The third set of data was extracted from a battery pack that contains one failed battery block.
Figure 1.7(a) shows that block 1 has the maximum voltage during discharge which confirms
that battery modules towards the ends of the battery packs tend to have higher SOH than
the battery blocks in the centre of the battery pack. This graph shows that block 4 shows the
maximum voltage during charging. Significantly, block 4 does not show the maximum voltage
during discharge (positive current).
The minimum voltage block number presented in Figure 1.7(b) must also be examined.
During charging, the blocks in the centre of the battery pack have the minimum, voltage again
confirming the bathtub-shaped capacity distribution. However during discharge battery block
4 has the minimum voltage. From this information it can be concluded that the voltage of a
failed block will overshoot the other block voltages during charge, and undershoot the other
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Figure 1.7: Histogram plot of (a) maximum voltage battery code and (b) minimum voltage
battery code vs battery current for a pack in which block 4 has failed
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block voltages during discharge. Plotting the scantool data in such a fashion leads to fast and
accurate battery diagnostics.
1.10 Chapter summary
The chapter described the battery state-of-health problem faced with large series-connected
battery packs and the effect a single reduced-capacity module can have on pack performance.
The chapter shows how module capacity can vary between different battery packs analysed.
A simple check is introduced which shows how battery failure can be diagnosed using existing
diagnostic equipment and smart presentation of simple datastream recordings.
Chapter 2 explains battery related terminology, introduces commonly used battery models
and describes battery health and state-of-charge measurement techniques found in the litera-
ture.
Chapter 2
NiMH battery models and equivalent
circuits
2.1 Desired outcomes
This chapter provides an overview on NiMH (nickel metal-hydride) battery terms and some
important electro-chemical aspects related to batteries. The following sections discuss relation-
ships between environmental and usage data and battery parameters found in the literature.
In the latter sections the simple, The´venin and bulk-surface battery equivalent circuits are in-
troduced including a description of the mathematics required to simulate each circuit. A brief
analysis of each equivalent circuit is given outlining the pros and cons of each approach.
2.2 NiMH battery terms and definitions
2.2.1 Voltage
The battery voltage, sometimes referred to as electromotive force (EMF), depends on the half-
cell voltages of the chemicals used in the battery. Voltage is easily measured at the battery
terminals and changes under different conditions such as state-of-charge, temperature and dis-
charge/charge current. NiMH chemistry is rechargeable which means that energy can be taken
from the cell during discharge and restored to the cell during charging. The chemical reactions
that occur within a NiMH cell are as follows [15], where the discharge reaction is read left to
right:
At the positive electrode:
NiO(OH) + H2O + e
− 
 Ni(OH)2 + OH− (2.1)
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2OH− 
 1
2
O2 + H2O + 2e
− (2.2)
At the negative electrode:
1
p
MHp + OH
− 
 H2O +
1
p
M + e− (2.3)
1
2
O2 + H2O + 2e
− 
 2OH− (2.4)
In equations (2.3) and (2.4) p is the reaction order of atomic hydrogen in the negative
electrode [15]. The reaction order is dependent on the type of metal-hydride (MH) used, and is
assumed to correspond to the stoichiometric coefficients. For example, if the common LaNi5H6
metal-hydride is used then p = 6.
The cell operating voltage produced by the chemical potential between these two reactions
is 1.2 V [16], with [17] quoting the open circuit voltage (OCV) to be 1.3 V. The 1.2–1.3 V
range represents is the average voltage for a single cell in its normal operating region. A Prius
battery module has an average voltage of 7.8 V in its normal operating region at, 40–50% SOC,
(see Figure 2.1), which is achieved with six series-connected cells.
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Figure 2.1: Toyota Prius battery module curves under 4 Amp constant current charge and
discharge at 15◦C
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2.2.2 State-of-charge
State-of-charge (SOC) is a measure of the charge remaining in the cell expressed as a fraction
of that stored in the fully-charged state. There are three generic methods of measuring state-
of-charge: coulomb counting, voltage method or chemical methods [17–19]. SOC is usually
calculated by coulomb counting i.e., by evaluating the integral with-respect-to time of the
current flowing from the battery pack,
SOC(t) =
Q(t)
Qmax
100% (2.5)
where SOC(t) is state-of-charge at time t and,
Q(t) = Q(t0) +
∫ t
t0
i dt (2.6)
where i is current flowing from the cell and Q(t0) is the charge at time t0. Coulomb counting
is the easiest to implement in hardware; however, it is costly to obtain accurate results [5].
Large cumulative errors can occur due to slight sensor errors, therefore it is recommended to
use other SOC estimation techniques to adjust for induced errors. An on-line state-of-charge
measurement system requires an accurate estimate of the initial SOC (SOC(t0)) of the cell but
this can be difficult to obtain [6, 20]. In most systems, the accuracy of the SOC measurement
is improved by using multiple SOC approximation approaches [20].
Voltage methods require an accurate mapping of battery terminal voltage to state-of-charge
taking into account variations due to temperature etc. Various advanced improvements of
accurately calculating SOC can be applied to the three techniques mentioned above [4,7,15,21].
Such advanced methods include impedance measurement, Kalman filtering, neural networks
and fuzzy logic. These alternative approaches are described in Section 2.5.
2.2.3 State-of-health
Battery state-of-health (SOH) is defined to be the capacity of the cell at full charge as a percent-
age of the standard (rated) capacity of the cell [4]. For example, if a cell is rated at 1000 mAh
and from full charge the cell only delivers 500 mAh then the cell is said to be at 50% SOH.
Rechargeable chemistries have a limited cycle-life meaning that battery performance degrades
over time. Degradation can be caused by factors such as impurities within the electrolyte,
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manufacturing defects, etc. The cell cycle-life can be significantly shortened if the cell is not
maintained properly or is abused. In [22,23] this relationship is presented as,
SOH =
Qmax
Qrated
100% (2.7)
where Qmax and Qrated represent the maximum charge extracted from the battery and the rated
capacity respectively.
For the purposes of this project state-of-health estimation is divided into two categories:
functional and failed cells. Both need to be considered when assessing series arrangements of
cells. Functional cells show the expected signs of ordinary ageing, such as capacity fade, which
occurs when the amount of active material within the cell reduces, and resistive film growth
resulting from unwanted side reactions at the surface of the electrodes. Battery state-of-health
can be related to the impedance of the cell [8, 9, 24, 25]. A cell with higher DC impedance
is deemed to be of lesser state-of-health. The DC impedance of the cell is the equivalent
resistive-film or mass-transport series resistance of the cell, and is assessed by applying DC
charge-and-discharge pulses to the cell and measuring the voltage deflections away from the
open circuit voltage [8]. Capacity fade and resistive film growth eventually become too great
and the module will reach “end-of-life”, usually taken to mean a reduction in SOH beyond 80%
of rated capacity.
The assumption of battery SOH being related to impedance is accurate for single-cell sys-
tems; however, the Toyota Prius (and other hybrid vehicles) use modules of six NiMH cells in
series [12]. As a result, module SOH must also take into account the various failure modes, such
as cell reversal and short circuits, that can occur in individual cells. When a module shows
other failure modes, re-use is no longer possible so these failures are classed as catastrophic.
Detecting and distinguishing between failure modes can be technically challenging.
2.3 Electro-chemical processes
2.3.1 Internal impedance
Internal impedance or equivalent series resistance (ESR) is measured by comparing the voltage
and current responses of the cell to an applied sinusoidal current or voltage around some DC
bias point [26],
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Z(f) =
Vmax
Imax
ejφ (2.8)
A complex impedance indicates that there is a capacitive or inductive component to the
impedance. A complex impedance is expected due to the terminal connections and parallel
plates within the cell. Cell impedance is commonly presented as a Nyquist diagram, plotting
the real and imaginary components as a function of frequency. This is covered in more detail
in Section 2.5.1.
ESR and open-circuit voltage can be used for state-of-charge estimation [27]. Various studies
[1, 9, 19, 25, 26, 28–30] have quoted different relationships between cell internal resistance and
other, indirect measures such as SOC. There is little agreement in the literature whether
internal impedance measurement of the Toyota Prius battery modules will be a good indicator
of state-of-health. Internal impedance measurement results are presented in Chapter 5.
2.3.2 Diffusion and polarisation
Both diffusion and polarisation chemical processes occur within a cell, contributing to the non-
linear electrical behaviour shown in Figure 2.2 [29,31]. To represent these processes, resistances
and capacitances (RC pairs), which need not be constant, can be added to a battery equivalent
circuit. This nonlinear behaviour is caused by the electrolyte and the porous electrode mate-
rial [17, 32]. Three major diffusive mechanisms have been identified: free electrolyte, porous
electrode and electrode material, see Figure 2.3.
Figure 2.3 shows the three contributing factors to the nonlinear voltage response measured
at the battery terminals [33]. The first diffusion effect is caused by differences in concentra-
tion throughout the free electrolyte material. The free electrolyte, not trapped in the porous
electrode, can be either a gel mat or a liquid electrolyte as seen in older lead-acid batter-
ies. Chemical diffusion within a fluid in a uniform micro-fluidic channel was investigated by
Miyamoto [34]. Miyamoto uses Fick’s second law of diffusion,
∂C(x, t)
∂t
= D
∂2C(x, t)
∂x2
(2.9)
where C(x, t) describes the spatiotemporal concentration of ions [mol·m−3] and D is the diffu-
sion coefficient [m2 · s−1]. This law assumes that the solute is diffusing down the concentration
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Figure 2.2: Nonlinear voltage response to square current pulse for single AA size NiMH cell (a)
voltage, (b) current
gradient in one dimension. This matches Miyamoto’s experiments as he was investigating dif-
fusion of a solute along a tube. Fick’s higher-order diffusion formulas [35] are more suited to
Diffusion within 
free electrolyte
Diffusion within 
porous electrode
Diffusion within 
electrode material
Figure 2.3: Cross-section of a porous electrode in electrolyte showing the three diffusion effects
commonly seen within a battery. Diffusion occurs within free electrolyte, within the porous
electrode and within the electrode material. Concentration is indicated by colour: darker blue
represents higher concentration
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the battery chemistry model as non-uniform cross-sections (Q) are being dealt with. One such
higher-order model is,
∂C(x, t)
∂t
= D
(
∂2C(x, t)
dx2
+
1
Q
∂Q
∂x
∂C(x, t)
∂x
)
(2.10)
The second diffusion effect is the migration of the active electrolyte within the porous
electrode. As the electrode grows, depending on the chemistry of the cell, the migration of active
material from the electrode/electrolyte boundary is impeded, increasing the time-constant of
the diffusion processes within the cell. The effective diffusion coefficient (De) for a porous
material is described by [36],
De =
Dtδ
τ
(2.11)
where D is the diffusion coefficient in a free medium, t is the porosity, δ is the constrictivity
and τ is the tortuosity of the electrode. Porosity is the ratio of the volume of the voids (empty
space) to total volume. Constrictivity is the ratio of particle diameter to pore diameter and
describes the slowing down of diffusion due to increased viscosity in narrow pores. Tortuosity,
mathematically, is the ratio of the length of the curve to the distance between the ends of the
curve in 2-D. For an electrode, tortousity indicates the amount of exposed surface area. Both
porosity and constricivity increase as the electrode material grows.
The third effect is diffusion within the electrode material determined by electron migration
speeds. Good conductors such as gold or graphite electrodes will have a shorter diffusion time-
constant. Equations (2.9) to (2.11) can be used to describe the diffusion of the active material
within the free electrolyte (Eq. (2.9)) and within the porous electrode ( Eq. (2.10)). Ohm’s
law, which is similar to Fick’s first law [37], can now be applied to describe the diffusion within
the electrode material. Comparing Ohm’s law for current I,
I =
V
R
(2.12)
with Fick’s law for diffusive flow,
JA = D
A
L
C (2.13)
where J is diffusion flux [mol ·m−2 · s−1] and A is cross sectional area [m2].
2.3 Electro-chemical processes 21
For Ohm’s law current is measured in C · s−1, while diffusion flow is measured in mol · s−1.
The driving force for Ohm’s law is potential difference V [volts], and for Fick’s law the driving
force is the concentration C [mol ·m−3]. The conductance of electricity is R−1 and of diffusing
chemicals is DL−1 so, the “resistance” for diffusing chemicals is DL−1 which means that if
the separation between the two plates (L) within a battery increases then the diffusion time-
constant also increases [37]. Rewriting Ohm’s law gives,
J = σE (2.14)
which relates the current density J to the electric field strength E by the conductivity of the
material σ, confirming that materials or electrolyte with higher conductivity will have a shorter
diffusion time-constant.
Figure 2.4 illustrates the charge separation that occurs at the boundary between electrolyte
and electrode. The negatively-charged electrode attracts the positive ions suspended in the
electrolyte and the positively-charged ends of the electrolyte material, resulting in a region
of separated charges. This causes the cell to behave as a double-layer capacitor as a similar
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Figure 2.4: Charge separation region at the electrode/electrolyte boundary showing a
negatively-charged electrode with positive ions suspended in a bipolar electrolyte with a higher
concentration of positive ions further away from the electrolyte due to diffusion within the free
electrolyte
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interface is present on the other electrode surface [33]. The time-constant of this layered
capacitance is shorter than that of diffusion because the electrons (or holes depending on which
electrode is examined) are readily available at the battery cell terminals, and only obey Ohm’s
law. The time-constant resulting from this double-layer is referred to as the polarisation time-
constant in this thesis.
When all of the active material has been removed from the electrolyte by reduction and
oxidation (redox) reactions, the new charge separation region becomes the entire electrolyte, as
seen in Figure 2.5. The voltage response from this effect is only seen at the start of discharge
when the cell is fully charged, and also at the start of charging when the cell is fully discharged.
The near instantaneous voltage drop, at the start of discharging, and voltage rise, at the start
of charging, as seen in Figure 2.9, is due to this effect. Modelling this section of the battery
characteristics is difficult as little information is available about battery behaviour at, and
around, these points.
In the literature these nonlinear diffusion and polarisation effects are modelled in different
ways. Most common is the addition of parallel resistor-capacitor (RC) pairs to the battery
model as seen in [29], where the time-constants of the RC pairs are matched to the diffusion
and polarisation time-constants; see Section 2.4 for further details.
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Figure 2.5: Charge separation region in a fully charged cell where no active material is left in
the electrolyte
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2.3.3 Warburg impedance
The Warburg impedance (ZW) is added to a battery model to simulate the effects of diffusion
within the battery electrolyte [33,38–40]. Greenleaf [38] writes the Warburg impedance voltage
response (vW) as an infinite summation of RC time constants,
vW(t) =
∞∑
n=1
iRTn
(
1− e− tRTnCTn
)
(2.15)
where i represents the terminal current and RTnCTn represents the n
th The´venin resistor-
capacitor combination. Greenleaf states that the infinite summation is impractical for battery
modelling and simulation. Using impedance spectroscopy (see Section 2.5.1) one finds that addi-
tion of carefully selected RC pairs to the battery model simulates the low frequency impedance
better. On a Nyquist plot, the locus of Re(ZW) vs Im(ZW), the real and imaginary parts of
Warburg impedance, moves away from the origin at a 45◦ phase angle as excitation frequency
decreases. This is confirmed in [33,38,39]. Jossen [33] likens a 45◦ phase-angle to a semi-infinite
diffusion layer, corresponding to a planar electrode with infinite electrolyte reservoir.
An investigation by Karden [39] relates the Nyquist plot of battery impedance to charging
current and present a dynamic impedance plot of the battery at different charging and dis-
charging currents. Karden suggests that low frequency Warburg impedance effects reduce as
the charging current increases, thus the summation of an infinite number of RC time constants
can be replaced by only one or two RC pairs when DC bias current is flowing into the cell.
2.3.4 Temperature effects
Figure 2.6 shows simulation results for temperature variations within a NiMH cell during the
charging process [17]. Cell temperature remains constant until the 100% state-of-charge point
is reached. The temperature increase beyond this point has been attributed to the oxygen
recombination reactions which occur during overcharge.
Detection of this temperature increase can be used as a charge-termination method [41].
Pascoe [42] presents thermal accumulation as one possible SOH indicator, however he concludes
that this method has only low to medium reliability as the rise in temperature is small compared
to the variation in SOH.
Battery voltage and capacity also vary with temperature. Kutluay [43] presents interesting
data relating temperature with effective capacity of a sealed lead-acid battery. The data show
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Figure 2.6: Simulation results from Ledovskikh et al. showing battery voltage, temperature
and internal gas pressure during battery operation [17]
that a battery at 40◦C is capable of delivering 104% of the energy that the same battery was
capable of delivering at 20◦C. Conversely, the battery at 5◦C was capable of only delivering
88% of the energy. This relationship suggests that batteries at higher temperatures are capable
of delivering more energy. A similar relationship between temperature and capacity is also
presented in [44]. The researchers in [30] however present a set of data which suggests that the
apparent capacity of a NiMH cell seems to peak at approximately 20◦C and reduces at higher
temperatures. Renhart et al [45] presents a normalisation function for battery useful capacity
as a function of temperature showing that battery capacity drops to 50% when the temperature
approaches −15◦C, probably due to freezing of the electrolyte.
Hu et al. [11] investigated battery voltage variation with temperature by plotting discharge
curves for a NiMH battery at different temperatures. Ledovskikh et al. [17] plot the variations
in electrochemical potentials at the electrodes for two different temperatures which is difficult to
achieve. There are significant variations in the relationships, between voltage and temperature,
presented in the literature. A measurement of Toyota Prius battery module open-circuit voltage
(OCV) variation with temperature is presented in Figure 2.7. The battery module was heated
to 28◦C and left to cool naturally, while the OCV was sampled. The Matlab curve fitting
toolbox was used to find a suitable relationship between temperature and OCV. The linear fit,
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Figure 2.7: Measured Toyota Prius battery module open circuit voltage vs temperature with
linear fit
v(T ) = −0.86× 10−3T + 7.2 (2.16)
where T is temperature, is superimposed on the data in Figure 2.7. The relationship shows that
there is a variation in OCV of 0.9 mV per degree. However, the RMS residual error of 2.1 mV
suggests that measurement errors will tend to swamp the underlying temperature trend.
Naturally the internal impedance varies with temperature as well; the reader is pointed
to [25] for further details.
2.4 Battery equivalent circuits and model descriptions
Accurate battery equivalent circuits and models are required to predict battery parameters such
as SOC and SOH based on externally measurable quantities such as terminal voltage, current
and temperature [1]. Various battery equivalents exist such as the Simple, Takacs, The´venin and
Bulk-Surface models [19,20,31]. These vary in complexity and relevance to different chemistries
and cell construction. The following sections cover battery equivalent circuits and models found
to be appropriate for this thesis.
2.4.1 Simple battery equivalent circuit
The simple battery circuit used by the ADVISOR battery library [1] consists of a voltage source
(vo) and a resistor (RT) (see Figure 2.8), where vo and RT are defined as,
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Figure 2.8: Simple battery equivalent circuit
vo = f(SOC, T, charge/discharge) (2.17)
RT = ∆v/i = f(SOC, T, charge/discharge) (2.18)
The f(·) notation describes a function of the parameters included within the parenthesis,
where SOC is state-of-charge, T is battery temperature and charge/discharge indicates the
direction of the current. A similar equivalent circuit is also constructed in [46] where the
authors utilise the single-state simplicity of the model to reduce computation times in their
optimisation routines.
Representing the battery as a voltage source and series resistor means that this model is
unable to accurately describe nonlinearities, such as the effects caused by diffusion and polar-
isation time-constants. A discussion on nonlinear effects with measurements will be presented
in Chapter 5.
More complex battery equivalent circuits exist such as the two-capacitor bulk-surface model
used in [1] and [31]. The models described are used for lead acid, Li-ion and NiMH cells.
In [6], [47] and [48] more appropriate models are described. The equivalent circuit in [6]
and [47] consists of a voltage source, four resistances and two capacitors and is used to find a
relationship between OCV and SOC.
2.4.2 Takacs hysteresis model
The investigation in [6] led to a piecewise-linear relationship between OCV and SOC for a single
NiMH cell,
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SOC =

a1vT + b1 0 ≤ SOC < 0.1
a2vT + b2 0.1 ≤ SOC < 0.8
a3vT + b3 0.8 ≤ SOC ≤ 1
(2.19)
Shahriari [22] presents a linear relationship between OCV and SOC. Various researchers
[6, 47,48] suggest that finding a suitable model for a multi-cell pack, such as the Prius battery
module, is difficult because of slight variations between the internal parameters of each cell.
In [49] however a model is suggested for a multi-cell pack such as the batteries found in the
Toyota HEV battery packs. The piecewise-linear relationship shown in Eq. (2.19) can be
applied to a multi-cell module by adjusting the an and bn coefficients.
The relationship between OCV and SOC is different during charge and discharges. This
history dependence is referred to as the hysteresis effect [20,48], and requires an expansion of the
relationships in Eq. (2.19) into the Takacs hysteresis model [20]. The mathematical description
of hysteresis curves is a well known problem in many fields of engineering. Windarko et al [20]
finds that the hysteresis curves for NiMH cells are similar to those found in magnetism. The
hyperbolic tangents shown in Eq. (2.20) describe the ascending and descending branches of a
hysteresis model [50],
f+ = tanh(x− a0) + b1
f− = tanh(x+ a0)− b1
(2.20)
Windarko et al [20] adds a polynomial function to these formulas to account for differences
between the model and measured data.
State-of-charge was plotted against voltage for a Toyota Prius battery module, see Figure
2.9. These curves vary from those presented by Windarko [20], because he only tests a single
cell whereas Fig. 2.9 shows the charge–discharge curves for six series-connected cells. Minor
hysteresis loops are discussed in [50] and apply to the Toyota Prius battery model because
during an ordinary operating cycle the battery pack SOC only cycles between 48% and 62%.
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Figure 2.9: Toyota Prius battery module hysteresis curves under 4 Amp constant current charge
and discharge at 15◦C, repeat of figure 2.1 for completeness
2.4.3 The´venin battery equivalent circuit (diffusion-polarisation model)
Most battery modelling papers discuss small signal behaviour. The most common battery
equivalent circuit suggested in the literature [5–7,18,19,26,28,29,47–49,51–54] is the equivalent
circuit shown in Figure 2.10. In [52] this equivalent circuit is also referred to as the diffusion-
polarisation (DP) model.
The battery equivalent circuit shown in [6] can be simplified by ignoring self-discharge,
giving the equivalent circuit shown in Figure 2.10. Self-discharge is modelled by a resistance
RS parrallel to vo. The self-discharge rate of NiMH cells is very low; Guoliang [6] states that
self-discharge only becomes relevant after leaving the cell idle for more than a week. Here, RT is
the DC internal resistance, RD, CD, RP and CP are electrochemical diffusion and concentration
polarisation resistances and capacitances respectively [6, 18, 26, 28, 47, 52]. Schweighofer [47]
quotes values in Table 2.1 for a single NiMH cell, and he has found that these parameters
remain constant with different applied discharge pulses.
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Figure 2.10: The´venin battery equivalent circuit
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Table 2.1: The´venin equivalent circuit parameters of NiMH cell as suggested in [47]
Parameter Value
RT 1 mΩ
RD 0.35 mΩ
CD 171 F
RP 1.6 mΩ
CP 16 kF
Serrao et al [49] states that these circuit parameters vary with SOC, SOH and temperature.
These relationships, in particular the relationship with respect to SOH, will be investigated in
later chapters.
A series of fundamental equations can be made to describe the behaviour of the battery
circuit in Figure 2.10. Here the assumption is that all currents and voltages are time-dependent,
except vo. We are also going to define vD, vP and vR as the voltages across CD, CP and RT
respectively. Applying Ohm’s law and writing expressions for capacitive displacement currents
(i = C dv
dt
), we obtain,
vR = iRT (2.21)
vD = (i− iCd)RD and iCd = CDdvD
dt
(2.22)
similarly,
vP = (i− iCp)RP and iCp = CPdvP
dt
(2.23)
Equations (2.22) and (2.23) can be rearranged to form differential equations describing the
battery circuit,
dvD
dt
=
1
CD
iCd =
1
CD
(
i− vD
RD
)
(2.24)
dvP
dt
=
1
CP
iCp =
1
CP
(
i− vP
RP
)
(2.25)
We can now formulate a state-variable equation,
d
dt
vD
vP
 =
 −1CDRD 0
0 −1
CPRP

vD
vP
+
 1CD
1
CP
 i (2.26)
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The sum the individual voltages gives the terminal voltage,
vT = vo + vR + vD + vP (2.27)
Realistically vo also changes with time and can be modelled by a relationship such as the Takacs
model for OCV vs SOC. Some researchers replaced this fixed voltage source with a capacitor
(Co) [44, 55–57]. The vo term in Eq. (2.27) can then be replaced with
i
Co
t i.e., the voltage
across the capacitor Co. Although this creates a more realistic relationship between vT and i it
still does not account for the sharp drop-off in voltage seen in Figure 2.9 as the battery nears
the 5% and 95% SOC endpoints.
2.4.4 Bulk-surface equivalent circuit
Bhangu [31] investigates the bulk-surface capacitor equivalent circuit of Figure 2.11. The
battery equivalent circuit now consists of two series RC pairs as opposed to the two parallel
RC pairs of Fig. 2.10. In Bhangu’s model, the two capacitors represent a bulk-capacitance and
a surface-capacitance, with the former being taken as a predictor of battery state-of-health.
An extended Kalman filter is applied to the data in [31] to continuously adjust the circuit
parameters by comparison against actual measurements, resulting in an online SOH diagnostic
tool.
Bhangu presents a set of equations describing the circuit in Fig. 2.11 [31]. These equations
are presented below; state-variable equations are constructed for implementation in Matlab
simulation software. Bhangu also presents an initial set of values for his circuit, these values
are listed in Table 2.2. To correctly describe this circuit we need to build equations for the two
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Figure 2.11: Bulk-surface equivalent circuit [31].
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Table 2.2: Bulk-surface equivalent circuit parameters for a lead-acid cell suggested in [31]
Parameter Value
RT 2.745 mΩ
RB 3.75 mΩ
CB 88372.83 F
RS 3.75 mΩ
CS 82.11 F
parallel RC pairs respectively. The loop equations through the CB and CS capacitances are
given by,
vT = iRT + iBRB + vCb, (2.28)
vT = iRT + iSRS + vCs (2.29)
with capacitive displacement currents
iB = CB
dvCb
dt
and iS = CS
dvCs
dt
(2.30)
which sum to give the terminal current,
i = iB + iS (2.31)
Eliminating iB and iS from Eqs. (2.28) and (2.29), we obtain,
dvCb
dt
= − vCb
CB(RB +RS)
+
vCs
CB(RB +RS)
+
iRS
CB(RB +RS)
, (2.32)
and
dvCs
dt
= − vCs
CS(RB +RS)
+
vCb
CS(RB +RS)
+
iRB
CS(RB +RS)
. (2.33)
leading to the state-variable equation,
d
dt
vCb
vCs
 =
 −1CB(RB+RS) 1CB(RB+RS)
1
CS(RB+RS)
−1
CS(RB+RS)

vCb
vCs
+
 RSCB(RB+RS)
RB
CS(RB+RS)
 i (2.34)
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From Eqs. (2.28) and (2.29) we can write the terminal voltage as,
vT =
[
RS
RB+RS
RB
RB+RS
]vCb
vCs
+ [RT + RBRSRB+RS
]
i (2.35)
2.4.5 Energy throughput model
The energy throughput model is based on the assumption that a battery can handle a certain
amount of terminal power over time before it reaches end-of-life [58]. State-of-charge is described
in [58] by the following equation,
x2(t) = x2,0 − 1
2NQ0(0)
∫ t
0
|Pi(τ)|dτ (2.36)
where 0 ≤ x2(t) ≤ 1 represents SOH, x2,0 = 1, the initial SOH, Q0 is initial energy capacity, N
is number of cycles before end-of-life and Pi is the power measured at the battery terminal. The
following Arrhenius relationship describes SOH loss ∆Q0 with-respect-to energy throughput,
∆Q0 = B(c)exp
(−Ea(c)
RT
)
A(c)z (2.37)
where R is the gas constant, T is the absolute temperature, Ea is the activation energy in joules,
A(c) is the total throughput (in ampere-hour) as a function of c, B(c) is a pre-exponential factor
(also a function of c) where c is the c-rate of the battery and z is some exponential constant.
Equation (2.37) was fitted to measured data in [58–60] to evaluate the constants. Equation
(2.38) is derived in [58] by algebraically rearranging equations (2.36) and (2.37) and using
c = Pi/Q0 as a linear transformation,
dx2
dt
= − |Pi(t)|
2N(|Pi(t)|)Q0(0) (2.38)
This equation shows that the time-derivative of x2, capacity fading, is directly related to battery
power Pi(t), where Pi(t) = VocIb(t). To optimise the battery lifetime we want to minimise
Eq. (2.38) i.e., the rate-of-change in SOH is minimal. Unfortunately historic battery data
(current and voltage) are not stored by the Toyota BMS so this method of tracking SOH would
require continuous monitoring of battery terminal power and is therefore not suitable as an
off-line diagnostic.
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2.5 Measurement methods through equivalent circuit and
model applications
2.5.1 Impedance spectroscopy
Nyquist plots are used to show how the impedance (or response) of a system changes with
frequency [19,61]. Using the The´venin battery equivalent circuit we can formulate equations to
calculate the Nyquist plot for this particular battery circuit. For the equivalent circuit in Fig.
2.10 the battery impedance (Z) is the sum of the individual impedances,
Z = RT + ZD + ZP (2.39)
where,
ZD =
RDZCD
RD + ZCD
and ZP =
RPZCP
RP + ZCP
(2.40)
It must be noted that the voltage source is “shorted” to calculate the The´venin impedance.
Similarly the corresponding equations for the bulk-surface equivalent circuit of Fig. 2.11, are
Z = RT +
ZBZS
ZB + ZS
, (2.41)
where,
ZB = RB + ZCB and ZS = RS + ZCS (2.42)
These formulas were implemented in Matlab to produce Figures 2.12, 2.13 and 2.14.
Figure 2.12 shows a decomposition of the individual components of the The´venin battery
circuit as a function of frequency. The graphs show that the magnitude of the imaginary
component of the impedance decreases as the frequency decreases below the lowest resonant
frequency peak. This is contradictory to what the Warburg impedance theory tells us. The 45◦
phase angle suggested by Warburg’s impedance would indicate that both real and imaginary
components of the cell impedance should increase as frequency decreases. If however multiple,
or an infinite sum as suggested by Greenleaf [38], resonant peaks are stacked appropriately
placed in the low frequency area of these curves then the electrical circuit model can be made
to appear to behave like a Warburg impedance. Kuhn et al. [40] present an interesting paper
which shows data relating measured NiMH impedance plots to impedance plots produced with
a The´venin equivalent circuit. The paper presents modelled data with multiple RC pairs and
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Figure 2.12: The´venin battery equivalent circuit plots of (a) real part of the impedance and
(b) imaginary part of the impedance for a frequency range between 1 mHz and 1 MHz
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Figure 2.13: Bulk-surface battery model plots of (a) real part of the impedance and (b) imagi-
nary part of the impedance for a frequency range between 1 mHz and 1 MHz
investigates the error decrease as more RC pairs are used. Kuhn states that four RC pairs
gave the best trade-off between equivalent circuit accuracy and computational complexity.
Figure 2.13 shows the decomposition of the individual impedance components for the bulk-
surface battery equivalent circuit. The figure shows that the bulk-capacitor contributes to an
increasing overall impedance value as the excitation frequency decreases, more closely modelling
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Figure 2.14: Nyquist plots of (a) The´venin battery model and (b) bulk-surface model for a
frequency range between 1 mHz and 1 MHz showing the contributions from the individual
components
the Warburg impedance, but this could also be the rising edge of another resonant peak.
However, the real component of the impedance remains constant as the frequency decreases,
contradicting ZW.
Figure 2.14(a) shows the Nyquist plot for the The´venin battery equivalent circuit using the
component values presented in Table 2.1; similarly Figure 2.14(b) shows the Nyquist plot for
the bulk-surface equivalent circuit using the component values from Table 2.2. The Nyquist
plots show that both models produce a similarly shaped curve in the high frequency region
with the only differences between the two being the component values. However, the curves
deviate significantly towards the lower frequencies.
Bhangu [31] identifies the bulk capacitance (CB) as the primary SOH indicator. The Nyquist
plot in Figure 2.14(b) shows that the impedances of the bulk and of the surface capacitances
form a vertical line in the -Im(Z) plane intersecting the real axis at RB and RS respectively but
from Table 2.2, RS = RB, so we cannot distinguish. Hence, calculating the bulk capacitance
from the Nyquist plot can prove difficult. However, Huet [26] writes a compelling paper which
argues that impedance spectrography is a useful tool for identifying battery failure, which is
investigated in Chapter 5. He asserts that most authors consider discharge testing as the only
accurate method for determining SOH.
In practical applications, impedance spectroscopy measures the voltage or current response
of the battery when excited by a small-signal current or voltage around some DC bias current
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or voltage, as discussed in Section 2.3.1. Some results obtained from Toyota Prius battery
modules are presented in Section 5.1.
2.5.2 Kalman and extended Kalman filtering
Kalman filters and extended Kalman filters have also been used extensively in the field of
battery parameter measurement [57, 62–73]. A Kalman filter is a recursive approximation
method for modelling nonlinear systems whose state variables are periodically updated using
actual measurements. Andre [62] presents a summary of Kalman theory.
The system equations must be expressed in state-space form (e.g. eqs (2.26) and (2.34)).
These can be generalised as,
x˙(t) = Ax(t) + Bu(t) (2.43)
y′(t) = Cx(t) + Du(t) (2.44)
where x(t) is the time-dependent state variable, A through to D are system matrices, u(t)
is some time-dependent input, and y′(t) is the predicted measured quantity. For the battery
model, u(t) is battery current and y′(t) is recovered terminal voltage and y(t) is the physically
measured terminal voltage.
The filter now becomes a two-step process. Step one is the prediction of the state of the
system at time step k + 1, and step two is the correction. During the correction phase the
Kalman gain, the state estimates and the error covariance are updated [70]. The error of
estimation is calculated by taking the difference between the predicted (y′(t)) and measured
(y(t)) quantity. The covariance of the mismatch error is calculated and minimized at every
step, by adjusting the state-variable (x(t)).
The Kalman filter can be extended to nonlinear applications through a first-order Taylor
expansion. Barbarisi [63] uses the extended Kalman filter (EKF) with an electrochemical
model generating a state-space model of the battery from Fick’s diffusion laws. The EKF is
used to calculate SOC which is obtained by averaging the concentration of active material
within the battery cell. The extended Kalman filtering approach can also be applied to the
equivalent circuits described above in Sections 2.4.3 and 2.4.4 to track changes in the values of
battery circuit components. Andre et al. [62] presents an EKF approach for finding the internal
parameter value of RT from the diffusion-polarisation (DP) battery model (Fig. 2.10). This
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Figure 2.15: Extended Kalman filtering approach to estimating internal battery parameter
RT [62]
highlights that Kalman filtering can be applied to selected nonlinear systems provided that
appropriate state-space equations can be formulated.
Figure 2.15 shows the results of the extended Kalman filter implementation. Figures 2.15(a)
to (c) show the solution to the differential equations with an artificially ramped RT value
simulates an ageing battery. Figure 2.15(c) shows the simulation results for the terminal voltage
variations around vo (vT sim), the measured voltage vT and the standard Matlab smooth
command, which implements a moving average filter where span = 5, to filter the noise from
the signal. This figure shows that even after the smooth command is applied there is still a
large variation between the filtered measurement and vT.
Figure 2.15(e) shows the extended Kalman filtering state variables and shows how the
resistance RT tracks up following the simulated ageing of the battery. Figure 2.15(f) shows
how the actual battery voltage (vT), the terminal voltage recovered from the Kalman Filtering
(vT Kalman) and the simulated terminal voltage (vT sim) compare.
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Figure 2.16: Discrepancy between (a) simulated terminal voltage and smoothed measured
voltage and (b) terminal voltage and terminal voltage recovered using EKF
Figure 2.16 shows that the Kalman filter recovers the actual voltage better than the smooth-
ing function; however, due to the changing internal resistance there is still some error in the
filtered voltage. This error can be corrected by tuning the appropriate filter noise parameters
as shown in Section 5.2.
A modification of the Kalman filter to an extended Kalman filter also allows the filtering
technique to track changes in the internal parameters of the battery model from a noisy mea-
surement. Applying this technique to NiMH battery voltage-response curves can identify an
ageing cell, however the accuracy is limited and the simulation is very susceptible to noise.
2.6 Mapping circuits: Star-delta transformation
Section 2.5.1 shows that the bulk-surface and The´venin equivalent circuits are unable to cor-
rectly show the effects of the Warburg impedance. Multiple papers mention the addition of
more RC pairs as a suitable way of making the equivalent circuit show Warburg impedance
effects with model complexity as a trade-off. The The´venin equivalent circuit is better at de-
scribing small signal behaviour of the cell, whereas the bulk-surface equivalent circuit is better
at describing the bulk behaviour of the cell. The latter is relevant for measuring SOH of battery
modules.
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A star-delta transformation can be applied to the DP equivalent circuit by removing the
diffusion RC pair and mapping the component values onto its bulk-surface equivalent. Gould
et al [57] shows the results of the mapping, please refer to the paper for the circuit drawings.
The adapted formulas from [57], to match the circuit parameters shown in Figures 2.10 and
2.11, are
CS ≈ C
2
o
(Co + CD)
(2.45)
CB ≈ CoCD
(Co + CD)
(2.46)
RS ≈ RT(Co + CD)
2
C2o
(2.47)
where vo in Figure 2.10 is replaced by a capacitor Co.
In [57] a parallel resistance for self-discharge is also included, but for simplicity this resistance
has been ignored here. Gould et al also do not include resistance RB in their equivalent circuit,
the assumption being that this resistance is included in RT. The bulk characteristics of the
battery can now be estimated by way of mapping the results obtained from small signal response
data. But the small signal The´venin battery model is a poor model for the Toyota Prius battery
modules, highlighted in Section 5.3.
2.7 Chapter summary
In this chapter the NiMH battery has been explained in terms of electro-chemistry, equivalent
circuits and models. Five battery models have been presented and their mathematics explained.
It is clear from this chapter that there are a multitude of battery models appropriate to different
situations. The bulk-surface equivalent circuit has been identified for describing a relationship
between the internal bulk-capacitance CB and battery SOH.
Chapter 3
Supercapacitor based energy transfer
instrumentation
3.1 Desired outcomes
Efficient DC-DC voltage conversion is desired to charge and discharge the battery blocks during
the analysis process. In order to waste as little energy as possible, energy is cycled through
supercapacitors (as temporary storage) into a different battery under test. The design used in [2]
uses variable linear power supply chips to provide and regulate the charging current. This design
uses SMPS to increase efficiency. The battery modules are analysed by subjecting the cells to
a charge-discharge cycle, whereas in [2] the cells were discharged into a shunt resistor hence
dissipating the energy as heat. Methods such as the one mentioned in [74] utilise capacitors to
balance SOC during battery operation i.e., in service balancing. Here, the supercapacitors are
used as temporary energy storage during oﬄine SOH measurement and SOC balancing.
This need for efficient energy cycling led to an investigation into various power supply
topologies, their advantages, disadvantage, and voltage waveforms. Of these topologies, the
chosen bidirectional switch-mode power-supply is discussed in the thesis. An investigation of
relevant supercapacitor parameters is also reported.
3.2 Bidirectional buck–boost converter
The bidirectional buck–boost power supply shown in Figure 3.1 merges buck and boost topolo-
gies into one converter capable of stepping up the voltage in the forward direction governed
by,
vo =
1
1− d1vi (3.1)
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Figure 3.1: Bidirectional buck–boost power supply
where d1 is the duty-cycle of switch S1 and stepping down the voltage in the reverse direction
governed by,
vi = d2vo (3.2)
where d2 is the duty-cycle of switch S2. Figure 3.1 shows the basic layout of a bidirectional
converter assuming ideal components.
The bidirectional converter works in two stages. In the first (boost) stage, switch S2 is open
and S1 is driven by a pulse-width modulated signal. During boost, vi is stepped up to vo. Diode
D2 becomes forward conducting when the inductive transient produced as S1 opens exceeds
vo + vD where vD is the forward voltage across diode D2. In the second (buck) stage, switch
S1 remains open and S2 is driven by a pulse-width modulated signal, stepping the voltage vo
down to vi.
When the circuit operates in buck configuration it is essentially an LC filter exposed to
a switching voltage input. An LC filter exposed to a voltage input step should, assuming
ideal components, produce a sinusoidal current through the circuit (Eq. (3.5)) and a sinusoidal
voltage across the capacitor. Writing Kirchhoff’s voltage rule gives,
vfilter(t) =
1
C
∫
iL(t) dt+ L
diL(t)
dt
(3.3)
where, vfilter is the voltage step seen at the node joining the switch (S2), inductor (L) and diode
(D1). Taking the Laplace transform of Eq. (3.3) gives,
vfilter(s)
s
=
1
sC
iL(s) + sLiL(s) (3.4)
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Figure 3.2: Scope trace of SMPS output voltage (the capacitor voltage in this case) vi, switch
trigger and inductor current iL zoomed in to show damped oscillations around switching points
Taking the inverse Laplace transform and solving for iL(t) predicts a cosinusoidal current,
iL(t) =
vfilter(t)
L
cos(t/
√
LC) (3.5)
Adding a parasitic resistance in the circuit damps the oscillations, as seen in the waveforms in
Figure 3.2 following the switching points.
The oscillation frequency shown in Fig. 3.2 is 2 MHz which is much higher than the predicted
oscillation frequency f = 1
2pi
√
LC
of 0.9 Hz when L = 10 µH and C = 55 F. The higher actual
oscillation frequency indicates that other parasitic capacitances such as the MOSFET output
capacitance (Coss) or diode junction capacitance are responsible for these oscillations.
The voltage trace in Fig. 3.3 shows a slight voltage ripple on the supercapacitor which can
be reduced by increasing the frequency of switching and the size of the output capacitor [75].
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Figure 3.3: Scope trace of SMPS output voltage (the capacitor voltage in this case) vi, switch
trigger and inductor current iL
The output voltage ripple (∆Vo) can be estimated using,
∆vo =
∆Q
C
=
(
1
C
)(
∆iL
fs
)
(3.6)
where C is the value of the output capacitor, iL is the inductor current and fs is the switching
frequency.
In this topology vo must always be greater than vi otherwise the diode D2 becomes forward
conductive and drains all the energy from vi through the inductor. vi can be any positive
voltage less than vo. If C is a supercapacitor bank and vo is a voltage source representing a
battery module then this circuit realises both discharge and charge functions using minimal
components. The control circuitry for this type of converter must be carefully designed so that
it is not possible for both S1 and S2 to be activated (closed or switched-on) at the same time
otherwise the supercapacitor bank and battery module will be short-circuited.
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3.3 Energy conversion considerations
The flow of energy between the supercapacitor and the batteries through the circuit is im-
portant and relates very closely to how efficient the circuitry is; this is detailed in Chapter
4. The desired outcome of this section is to decide on a suitable energy flow circuit to ensure
maximum efficiency i.e., drawing the least amount of power from an external source such as
a bench top power supply during battery analysis. Utilising the existing vehicle wiring loom
the charger/analyser system is connected to the battery blocks; the wiring loom has a sensing
wire connected to the outer terminals of each battery block. This sensing wiring loom (shown
in Figure 1.1 as the wires connecting the battery module pairs to the PhotoMOS relay and
isolation amplifier) will be used to charge and discharge the battery blocks during the analysis
cycle.
3.3.1 Energy flow
Figures 3.4 to 3.5 show how the current flows between the battery blocks, an external 12 V
source and the supercapacitor bank. The arrows show the direction of current flow: red for
discharging and green for charging. In order to start the analysis the battery blocks need
to be brought to a known state e.g., 100% SOC as indicated when the battery reaches its
end-of-charge voltage.
Figure 3.4(a) shows battery block n being discharged into the supercapacitor bank; during
this stage the block voltage and current are monitored. Figures 3.4(a) and 3.4(b) show how the
energy from battery block n is charged into battery block n+ 1. This method of recycling the
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Figure 3.4: Energy flow from block n to block n + 1 where (a) shows block n discharged into
the supercapacitor bank and (b) shows block n+ 1 charged from the supercapacitor bank
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Figure 3.5: Additional energy from external 12 V source
energy extracted from battery block n means that the energy required from the external 12 V
source is minimised.
It is not possible to achieve 100% energy transfer, so Figure 3.5 shows the supercapacitor
bank being charged from an external 12 V source. Externally-supplied energy is required to
fully charge block n + 1 when block n has reached its end-of-discharge voltage, bringing the
battery block n+1 to 100% SOC so that the block is ready to be analysed. Charging the blocks
from 12 V is repeated in the final stage making the battery pack fit for use in the vehicle again.
The process shown in Figure 3.4 where one battery block is discharged into the next bat-
tery block can be reversed to analyse the voltage characteristics of battery block n + 1 under
discharge. The supercapacitor bank only holds a fraction of the total energy stored within the
battery block, therefore the process shown in Figure 3.4 has to be repeated many times during
the analysis process and it is important that this process be as efficient as possible.
Charging the external 12 V source from the supercapacitor bank is possible in theory al-
lowing excess energy from one block pair to be passed onto the next block pair. The bench-top
power supply used during testing does not have the ability to store excess energy from a block
pair. As a result, energy flows need to be carefully designed in such a way that one block pair
does not end up having excess energy which subsequently cannot be recycled. If, instead, a
12 V battery were to be connected to the charger-analyser system as the external power source
then it would be possible to pass energy from one block pair to another.
The energy flow is therefore designed in such a way that the energy from battery block n+1
is used initially to charge block n to 100% SOC. This leaves block n+ 1 at 0% SOC assuming
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Figure 3.6: Energy flow summary assuming battery blocks start at 50% SOC and 50% energy
conversion efficiency; y-axis indicates state-of-charge, x-axis is time in seconds
both battery blocks started at 50%, and that the energy conversion is ideal. However, 100%
energy conversion is unobtainable so energy will be required from the external source to achieve
100% SOC on block n. Current and voltage monitoring during the charge and discharge cycles
give the (Q, V ) points required to calculate state-of-health; this will become clear in Chapter 6
(a sample dataset is shown in appendix C).
Figure 3.6 shows the predicted energy flow assuming that both battery blocks start at 50%
SOC with the same SOH. The figure shows that 50% of the energy (SOC) removed from battery
block n + 1 results in a 25% change in SOC for battery block n at time T1. The remainder
of the energy needs to be sourced from the 12 V external supply from T1 to T2. Note that
the 12 V source charge-line only changes when energy is drawn from it. Each battery block
undergoes one charge-discharge-charge cycle as shown in the figure.
If one of the four battery modules (two battery blocks) connected to the battery analyser
is of significantly lower state-of-health (SOH) than the other three modules, then analysis of
this pair of battery blocks becomes difficult. The block of lower SOH will be unable to source
enough energy to significantly contribute to the charging of the other block in this pair. In
addition the block with low SOH will not be able to store the discharge energy from the healthy
battery block. Intelligent software will need to be designed in order to detect and eliminate the
low state-of-health battery block from the analysis process.
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3.3.2 Fractional energy transfer
Section 3.3.1 discussed how the first battery block (block n) is fully charged from block n + 1
and an external source before analysis begins. If an accurate battery model is available, then it
may be possible to transfer a small fraction of the full battery energy and analyse the voltage
and current response during this cycle.
3.3.3 Dissipating energy
In cases where battery block mismatch is severe it is also possible to dissipate excess energy as
heat in the circuit boards. This process requires repeated charge and discharge cycles of the
battery block whose SOC is too great. The successive cycling of the battery block means that
the energy is dissipated in all the parasitic series resistances which exist throughout the circuit
and within the battery block itself. However, dissipating excess energy as heat in the parasitic
resistances is undesirable and should be avoided.
The user will be informed when the battery voltages are too high for analysis and will be
advised to drain excess energy from the battery pack through the HEV system by, for example,
reversing the vehicle for a short period of time to reduce the SOC of the battery pack.
3.4 Supercapacitor description and characteristics
A supercapacitor or electrochemical capacitor stores its electrical energy in the interface between
an electrolyte and a solid electrode [76,77]. Supercapacitors are desirable as an energy storage
medium because they have very good reversible energy storage characteristics which means that
they are able to withstand many charge-discharge cycles at high charge-discharge rates [77–80].
Supercapacitors follow the same basic principles as ordinary capacitors however they generally
have much higher capacitances and much lower ESR. Capacitances can be as high as 5000 F with
ESR as low as 0.28 mΩ [81] in single-cell devices. This means that supercapacitor time-constants
can be in the order of several milliseconds to seconds due to their low internal resistances and
high capacitance values. Due to the large capacitance of a supercapacitor it is able to store
many times more energy than a conventional capacitor, however supercapacitors in general
have lower maximum DC voltage rating compared to conventional capacitors.
Figure 3.7 shows three different energy storage devices: a 3300 µF, 450 V capacitor from a
Prius inverter, a 110 F 2.5 V supercapacitor and a 1.5 V AA battery. Table 3.1 compares the
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Figure 3.7: Size comparison (a) capacitor from Prius inverter (b) PowerStor Aerogel superca-
pacitor (c) Energizer AA battery
amount of energy that each device from Figure 3.7, and a 10 µH inductor carrying 10 A, can
store. The table clearly identifies the dangers involved in storing large amounts of energy in
conventional capacitors. The 3300 µF capacitor is charged to 450 V can be deemed dangerous
due to the high voltage and energy content. The photo (figure 3.7) shows how the sizes of
these components vary. The supercapacitor and the Panasonic capacitor both store similar
amount of energy however, the Panasonic capacitor is many times larger than the supercapacitor
indicating that the supercapacitors have higher energy density than conventional capacitors.
The AA battery however still has the largest energy density but has lower energy efficiency due
to higher internal resistance compared to the capacitors.
Supercapacitors are also referred to as double-layer capacitors. Charge interfaces between
the electrolyte and the capacitor electrode are formed at both ends of the capacitor. The
electrode-electrolyte interface consists of a porous electrode soaked in liquid electrolyte, effec-
tively increasing the area (A) of the capacitor plates which, in turn effects the capacitance.
Some supercapacitors have an electrode area recorded as large as 1000 − 2000 m2/cm3 [78].
The two electrodes are separated by a thin separator plate to avoid internal shorting of the
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Table 3.1: Energy storage comparison
Component Value Voltage/Current Energy
Panasonic capacitor 3300 µF, 450 V 12CV
2 = 334 J
Supercapacitor 110 F 2.5 V 12CV
2 = 343 J
AA battery 2500 mAh, 9000 As 1.2 V ItV = 10800 J
Inductor 10 µH 10 A 12LI
2 = 0.5 mJ
supercapacitor, meaning that d is small [77]. The electric field within the capacitor is formed
as a result of ion diffusion within the electrolyte so, r is large [82].
3.5 Supercapacitor equivalent circuits
There are many supercapacitor models. In some papers [77,82] the supercapacitor is modelled
by an impedance consisting of a series of RC ladder networks. The porous nature of the
capacitor plates mean that diffusion processes are important, but modelling the capacitor to
represent the diffusion related components falls outside the scope of the thesis. Therefore the
ideal capacitor and a first-order capacitor model are introduced.
3.5.1 Capacitor first-order equivalent circuit
In [83] the first-order equivalent circuit for a capacitor is expressed as an RCL network, but
the equivalent series inductance of the capacitor is ignored in this thesis. Figure 3.8 shows the
RC equivalent circuit of a supercapacitor. This circuit can be extended to include diffusion
effects by including additional RC pairs [84–87].
The maximum current drawn by the first-order model is limited by the ESR (RC). The
energy delivered to the first-order capacitor, by applying a voltage to the terminal (vT), will
not equal the final energy stored within the capacitive element because some energy will be
lost through the series resistance.
The energy balance equation for this circuit becomes,
∫
PT dt =
∫
vTi dt =
∫
RCi
2 dt+
1
2
Cv2C (3.7)
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Figure 3.8: First-order supercapacitor model
where PT is the power at the terminal, vT is the terminal voltage and i is the current through
the capacitor. When the current returns to zero, or vC = vT the instantaneous power loss
through the resistor equals zero. However, the energy lost through the resistor while current is
flowing is not captured in the electric field of the capacitor.
The supercapacitor equivalent circuit can be made more complex [87–89], for example, by
adding a leakage current to the capacitor model with an equivalent parallel resistance (EPR).
Leakage within the supercapacitor only becomes significant if the capacitors are used as a long-
term energy storage; in this project the supercapacitor bank is used for temporary storage only
so leakage can be ignored.
3.6 Parameter variation and dependences
Maxwell Technologies, previously one of the largest supercapacitor manufacturers, specify a
test procedure for quantifying the internal supercapacitor parameters assuming a first-order
equivalent circuit as described in Section 3.4. The voltage measured at the terminals, which
is the only voltage measurement which can be done, is a sum of the voltage in the capacitor
and the voltage drop across the series resistance. So for a constant charging current, the series
resistance RC can be determined from,
RC =
(vT − vC)
I
(3.8)
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where vC is measured to be the terminal voltage in an open-circuit situation i.e., no current
flowing. The capacitance can be calculated using,
C =
I∆t
(Vmeasure end − Vmeasure start) (3.9)
where I is a constant input current and ∆t is the time that it takes for the capacitor to charge
from Vmeasure start to Vmeasure end. A test procedure can now be implemented to record these
parameters. Figure 3.9 shows the measurements taken when a supercapacitor is subjected to
the Maxwell test procedure.
The capacitance can be calculated using,
C =
Ich(t2 − t1)
(V2 − V1) (3.10)
or,
C =
Idisch(t5 − t4)
(V4 − V5) (3.11)
and the equivalent series resistance can be calculated using,
RC =
(V2 − V3)
Ich
(3.12)
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Figure 3.9: Maxwell test procedure showing (a) supercapacitor terminal voltage (vT) variation
with (b) terminal current (i)
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or,
RC =
(V6 − V5)
Idisch
(3.13)
Figure 3.10 shows the variation in capacitance, ESR, mean and standard deviation measured
on 20 PowerStor Series HB 2.5 V 110 F supercapacitors used in this project. The results were
obtained using the Maxwell test procedure.
The mean capacitance for both the discharge and charge case lie approximately 10% below
the rated capacitance of 110 F, Fig. 3.10. The Maxwell test procedure specifies a test current
of 75 mA/F which equates to a test current of 8.25 A for the PowerStor capacitors; however,
the test results have been obtained using a current of 4.5 A. This difference in test currents
could be responsible for the 10% deviation from rated capacitance.
Xu et al [90] discuss dynamic voltage equalisation of supercapacitor banks. Dynamic voltage
equalisation is necessary when there is a mismatch between the capacitances of the capacitor
in a series-connected capacitor bank leading to the risk of overcharging and damaging one
capacitor within the bank. Obviously if the supercapacitor bank is connected in parallel the
voltages at the capacitor terminals will be equal in a no-current situation, however energy can
be wasted during balancing if there are large variations in capacitor ESR. Researchers [88, 91]
also relate changes in supercapacitor capacitance to charging voltage, current and temperature.
For example, Cheng shows in [91] that the apparent capacitance of their device increases as
the terminal voltage of the capacitor increases, and this is confirmed in [88]. Both papers also
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Figure 3.10: Maxwell test results for PowerStor Series HB 110 F supercapacitors; (a) charge
capacitance and ESR, (b) discharge capacitance and ESR.
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Figure 3.11: Maxwell test results for PowerStor Series HB 110 F capacitors; (a) capacitance
variation with temperature, (b) ESR variation with temperature.
mention sensitivity of ESR to charge rates and terminal voltages. The effects of temperature
on ESR (RC) and capacitance (C) are of particular importance to this project since changes in
these two parameters change the cyclic energy efficiency of the hardware. The two parameters
that are investigated in this thesis are capacitance variation from the nominal rated capacitance
and capacitance variation with temperature.
Figure 3.11 shows the variation with temperature of the capacitance and of the ESR mea-
sured using the Maxwell test procedure. The graphs show capacitance and ESR normalised to
the datasheet values of 110 F and 20 mΩ. There are variations in capacitance of 15% from the
rated capacitance as the temperature drops to 0◦C. ESR is also measured to be larger than the
datasheet parameter by a maximum of 170% at 15◦C.
3.7 Chapter summary
Based on the measurements taken and the prototypes built it can be concluded that the bidirec-
tional buck–boost power-supply is most desirable circuit design because it requires a minimal
number of components to transfer power to and from battery and supercapacitor. Fractional
energy transfer between battery block and supercapacitor bank is the preferred method as
this decreases the analysis time and energy lost during conversion. Chapter 6 will cover the
relationship between battery state-of-health and the data gathered using this method.
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Two basic supercapacitor equivalent circuits have been discussed, both the ideal capacitor
model and the first-order equivalent circuit taking into account only the equivalent series resis-
tance. More complex models exist that take into account effects such as the double-layer charge
boundaries. The simple first-order equivalent circuit is suitable for this project as the capacitor
bank will be used for temporary storage of energy during the battery module analysis cycle.
Maxwell’s test procedure has been used to investigate the variation of capacitance and ESR
between supercapacitors and with temperature, confirming the parameter variation quoted on
the datasheet for the PowerStor supercapacitors used in this project.
Chapter 4
Efficiency considerations for charging
supercapacitors through a bidirectional
converter
4.1 Desired outcome
The aim of this chapter is to investigate the efficiency increase gained by switching a super-
capacitor bank between series and parallel configurations during energy recycling in a Toyota
Prius battery pack. Before simulating the circuit through its full operating range the accuracy
of the results at each switching period is checked. Here, Matlab is used to produce the main
set of results which are cross-checked against output generated by the Spice circuit simulator.
The fundamental equations describing the circuit behaviour are built by analysing the ideal
model. Some realistic first-order component losses are then added to the ideal circuit to pro-
duce a realistic result. Throughout this chapter a smaller 550 µF capacitance value was used to
verify simulation performance before scaling to the full 55 F supercapacitor value. The smaller
capacitance value reduces simulation run time and shows greater voltage variation with current.
4.2 Circuit modelling
Figure 4.1 shows the bidirectional switch-mode power-supply using ideal components i.e., all
equivalent series resistances, diode forward voltage drops and switching losses are set to zero.
The equations below outline the operation of the switching converter in buck mode.
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Figure 4.1: Bidirectional buck-boost power supply assuming ideal components. D1 and D2 are
separate diodes paralleled with the MOSFET switches.
4.2.1 Ideal model
The buck converter stage is used to charge the supercapacitor bank while discharging the
battery blocks. In this case switch S2 is controlled and the governing equations are,
vL = L
di
dt
=

vb − vc, switch S2 closed
−vc, switch S2 open
(4.1)
ic = C
dvc
dt
= i (4.2)
ib =

i, switch S2 closed
0, switch S2 open
(4.3)
where the symbols are defined in Table 4.1. These equations are integrated numerically in
Matlab to produce the appropriate voltage and current traces.
Spice software allows the user to import component models generated by the manufacturer
which contain the correct parasitic effects, hence Spice simulations will be used to validate
the Matlab solutions and give an indication as to how significant particular parasitic effects
are. However, it is difficult to code logic or digital circuits in Spice. Matlab was used to
implement the equations above because of the large digital component in the circuit simulations.
Euler integration and Laplace transform methods can also be used to solve these differential
equations. The power transistors drawn in Figure 4.1 are driven with a duty-cycle controlled
signal produced by a microcontroller with a switching period (Ts) of 15 µs.
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Table 4.1: Symbol definitions and constants for the bidirectional switching converter
Symbol Description Unit
vL voltage across the inductor V
vb battery block voltage V
vc supercapacitor bank voltage V
vD diode forward voltage mV
ic current through the supercapacitor bank A
ib current through the battery block A
i instantaneous current through the inductor A
L inductance µH
RL series parasitic resistance of inductor mΩ
SCbank supercapacitor bank capacitance, changes whether in series
or parallel arrangement
F
RC series parasitic resistance of supercapacitor bank mΩ
RDS series resistance of MOSFET mΩ
ton MOSFET turn-on delay time ns
toff MOSFET turn-off delay time ns
Qrr body diode reverse recovery charge nC
Coss output capacitance pF
VD voltage drop across diode PN junction V
RD1 series resistance of diode mΩ
D duty-cycle of switches, the on-time as a ratio of cycle time %
Ts switching period µs
n simulation step
Figure 4.2 shows the results of Spice simulation with fixed duty-cycle gate drive. The figure
also highlights the difference between continuous conduction mode (CCM) and discontinuous
conduction mode (DCM), where the current flowing through the capacitor drops to zero during
one cycle. The output current at the changeover between CCM and DCM is calculated from,
Iolim =
vi
2L
(1−D)DTs (4.4)
Clearly as D approaches 1, Iolim approaches zero. However, in this case Iolim = 2.25 A after
substituting the component values (vb = 12 V, L = 10 µH, D = 0.5 and Ts = 15 µs). Equations
(4.1) to (4.3) show the ideal case and Figure 4.2 shows the Spice simulated traces. The correct
formulas for calculating the output current relationship with input and output voltage are
derived, using the data presented in Figure 4.2.
Figure 4.3 sketches how the currents behave throughout the switching cycle in continuous
conduction mode and in discontinuous conduction mode. The variables marked in Figure 4.3
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Figure 4.2: Spice simulation results of buck stage with fixed 50% duty-cycle showing (a) gate
voltage (vgate) for MOSFET S2 and (b) capacitor and battery current (ic, ib), highlighting the
change from continuous to discontinuous conduction modes when Ic drops below 2.25 A
can be used to derive the following equations,
D(n) =
vc(n− 1)
vb
=
IB
ic(n− 1) , 0 ≤ D(n) ≤ 1 (4.5)
where n is the simulation index the battery voltage (vb) is assumed constant throughout a cycle
and the average battery current (IB) is assumed constant for the calculation of the duty-cycle
in Eq. (4.20). However, the capacitor voltage (vc) still needs to be calculated. To calculate
Ts
D(n)Ts
ic
ib
i1(n+1)i1(n)
i2(n)
(a)
Ts
D(n)Ts
ic
ib
i1(n+1)
i1(n)
i2(n)
d(n)Ts
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Figure 4.3: Sketch of circuit currents throughout a switching cycle showing (a) continuous
conduction mode and (b) discontinuous conduction mode. Here, n is the simulation index, the
black trace is battery current and the red trace is capacitor current.
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the capacitor voltage the capacitor current (ic) is integrated i.e., calculate the area below the
current curve, which requires calculation of the points i1 and i2,
∆i =
1
L
vL∆t (4.6)
i2(n) =
1
L
(vb − vc(n− 1))D(n)Ts + i1(n) (4.7)
Once i2(n) is calculated the capacitor voltage can be updated before calculating i1(n + 1)
which is done by integrating the capacitor equation for the time period D(n)Ts, where Ts is the
MOSFET switching period. With the updated capacitor voltage, i1(n + 1) can be calculated
using,
i1(n+ 1) = i2(n) +
1
L
(vD − vc(n))D(n)Ts (4.8)
At this stage a check whether or not the converter is in CCM or DCM is performed, which
affects the capacitor current. If i1(n + 1) is greater than or equal to zero the converter is in
CCM and average capacitor current (Ic) for one switching cycle is calculated using,
Ic =
i1(n) + i2(n)
2
(4.9)
If i1(n + 1) drops below zero the point in time at which the capacitor current drops to zero is
calculated,
dTs =
i2(n)
1
L
(vD − vc(n− 1)) (4.10)
With this information Ic can be calculated,
Ic =
i1(n) + i2(n)
2
D(n) +
i2(n)
2
d (4.11)
remembering that i1(n+1) now equals zero for the next switching round. The capacitor voltage
is the integral of the capacitor current and is calculated using,
vc(n+ 1) =
1
C
IcTs (4.12)
Figure 4.4 shows the Spice simulation results compared with the Matlab implementation
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Figure 4.4: Matlab and Spice simulation results for (a) capacitor current and (b) capacitor
voltage for equations (4.6) to (4.12)
(see Appendix E) of equations (4.6) to (4.12) for a fixed duty-cycle case showing the effects
that the parasitic elements have on the voltage and current traces. For the Spice simulation
the parasitic effects (series resistances and forward voltage drops of the MOSFET switch and
diode) are simulated. A full explanation of these calculations will follow leading to the first-
order model of the switching power supply.
4.2.2 First-order model
The voltage across the inductor (vL) changes when parasitic resistances are added to the circuit,
which in turn effects the rate of change of capacitor current (ic), Eq. (4.1). Figure 4.5(a) shows
the first-order losses in the circuit with the switch closed.
(a) (b)
Figure 4.5: Circuit diagram of first-order model showing (a) switch S2 closed and (b) switch
S2 open
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Figure 4.5(a) is scrutinised to develop the characteristic equations for this situation. Sim-
plistically the buck converter is an RLC filter circuit driven by a step input voltage. The
voltage around the circuit can be summed using Kirchhoff’s voltage rules to be,
vb =
1
C
∫
ic(t) dt+ L
dic(t)
dt
+Ric(t) (4.13)
where R is the lumped parasitic resistance. This equation can be solved using numerical
integration methods such as Euler integration, however as discussed earlier a small time-step
is necessary to accurately solve the differential equations. But, if Laplace’s method for solving
differential equations is used the current and voltage at specific points in time can be calculated.
So, taking the Laplace transform of Eq. (4.13) gives,
vb =
1
sC
ic(s) + vc(0) + sLic(s)− Lic(0) +Ric(s) (4.14)
Solving for ic gives,
ic(s) =
V
R + sL+ 1/sC
(4.15)
where V = vb − vc(0) + Lic(0). This is the voltage across the RLC components and their
parasitic elements. When the switch is closed V is a scaled step function V u(t) with Laplace
transform V · 1/s. So Eq. (4.15) becomes,
ic(s) =
V · 1/s
(R + sL+ 1/sC)
=
V
L
(
1
s2 + sR
L
+ 1
LC
)
(4.16)
with inverse Laplace transform,
ic(t) =
V
L
e−αt
(
β cos(ωt) +
γ − αβ
ω
sin(ωt)
)
(4.17)
where, α = R
2L
, β = 0, γ = 1 and ω =
√−α2, an imaginary number, representing both
phase and frequency of the damped sinusoid discussed in Section 3.2. Eq. (4.17) is the time-
series representation of the current through the circuit which can be calculated at time DTs or
(1−D)Ts. So these calculations become,
i2(n) =
V
L
e−αDTs
(
β cos(ωDTs) +
γ − αβ
ω
sin(ωDTs)
)
+ i1(n) (4.18)
62 Efficiency considerations
where V = vb − vc − i1(n)R and R = (RL + RC + RDS) for the switch-closed situation. The
equations for switch open (Fig. 4.5(b)) are very similar,
i1(n) =
V
L
e−α(1−D)Ts
(
β cos(ω(1−D)Ts) + γ − αβ
ω
sin(ω(1−D)Ts)
)
+ i2(n) (4.19)
where V = vD − vc − i2(n)R and R = (RL +RC +RD1).
Figure 4.6 demonstrates good agreement between first-order Spice results and Matlab
simulations for a range of duty-cycles from 0 to 60%. Figure 4.7 shows that the two methods
agree with an RMS error less than 0.2 V and 0.2 A which equates to less than 2% error of the
maximum voltage and current seen throughout the simulation.
The data presented later in Section 5.2 highlight the fact that Kalman filtering works best
with a uniform current profile i.e., regularly occurring current pulse of the same amplitude.
Figure 4.6 shows that a buck circuit in which the MOSFET switch is driven by a fixed duty-
cycle gives a large initial current which reduces once the capacitor voltage rises. So, to produce
a uniform current profile the duty-cycle needs to be varied to keep the average battery current
constant throughout the discharge duration.
The circuit is now simulated for a fixed battery current, the losses within the circuit are
analysed and the efficiency improvements achieved by switching the capacitors from a series to
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Figure 4.6: Matlab and Spice simulation results for (a) capacitor current and (b) capacitor
voltage for different fixed duty-cycle values
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Figure 4.7: RMS error between Matlab and Spice simulation results for (a) capacitor current
and (b) capacitor voltage plotted against duty-cycle
parallel arrangement and vice versa are investigated. Justification for switching the capacitor
bank from series to parallel will become clear in Section 4.3.
4.3 Reduced capacitor-size circuit loss analysis
Figure 4.2 shows that battery current is far from the uniform profile required for accurate
Kalman filtering if the duty-cycle is kept constant at 50%. The duty-cycle can be varied to
keep the average battery-current constant which means that the battery is exposed to a slight
current ripple whose frequency is equal to the switching frequency of the power supply. The
switching period Ts = 15 µs is much shorter than the battery time-constants τbulk = 12.5 s and
τsurf = 18 ms, using component values from Table 5.2. So the battery will not be affected by
the switching cycles.
In the simulations the battery current is fixed to an average current of 4 A. A microcontroller
continuously tunes the duty-cycle of the power transistor to keep the average battery current
(Ib) at 4 A. The duty-cycle is calculated as,
D(n) =
Ib
Ic
, 0 ≤ D ≤ 0.8 (4.20)
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Figure 4.8: Matlab simulation results for (a) circuit currents and (b) capacitor voltage where
the duty-cycle is varied to keep the average battery current (Ib) at 4 A
and limited to a maximum value of 80%. Figure 4.8 shows capacitor current and voltage. This
type of control is difficult to implement in Spice since it does not handle variable duty-cycling
well.
There are many sources of energy losses in the circuit which reduce conversion efficiency of
the buck power supply. These include,
 static losses in parasitic resistances (RC, RL, RDS and RD1) and forward volt drops (vD)
 dynamic losses in switching elements such as diode reverse recovery and MOSFET switch-
ing transitions
 MOSFET gate drive losses, and
 control circuit losses i.e., microcontroller power consumption etc.
Static losses resulting from first-order component models can be calculated as I2R and IV
power dissipations in the parasitic elements,
Pstatic = PRC + PRDS + PRD1 + PVD + PRL (4.21)
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where,
PRC =

i2RC, switch closed
i2RC, switch open
(4.22)
with i being the current flowing through the associated parasitic component at that point in
time. Similar calculations can be done for PRL . For PRDS and PRD1 , current is only flowing
through the MOSFET switch when the switch is closed so,
PRDS =

i2RDS, switch closed
0, switch open
(4.23)
Current is only flowing through the diode when the switch is open,
PRD1 =

0, switch closed
i2RD1, switch open
(4.24)
and the diode is forward biased,
PVD =

0, switch closed
ivD, switch open
(4.25)
The dynamic losses for the MOSFET can be estimated using,
Pdynamic = Pswitch + Pbody diode + PCoss (4.26)
where,
Pswitch =
vbic
2Ts
(ton + toff) (4.27)
with, ton and toff being the turn-on and turn-off delay times respectively. Also,
Pbody diode = Qrrvb
1
Ts
(4.28)
where Qrr is the body diode reverse-recovery charge. The final dynamic loss term is,
PCoss =
Cossv
2
b
2Ts
(4.29)
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where Coss is the MOSFET output capacitance.
Using datasheet parameters (ton = 13 ns, toff = 29 ns, Qrr = 1.4 nC and Coss = 600 pF) and
the worst case current (ic = 17 A) and voltage (vb = 16 V) we get,
Pdynamic = 0.3808 + 0.00149 + 0.00512 = 0.387 mW (4.30)
The observed losses Pbody diode and PCoss equate to around 2% of the dynamic losses and are
therefore ignored. The simulations need only account for the added losses of Pswitch. The
dynamic losses in the diode, D1, can be calculated using Eq. (4.28) with Qrr being replaced
with the reverse recovery charge of the Schottky diode. However, because the capacitance
of the Schottky diode is a thousand times smaller than that of the MOSFET, the dynamic
effects of the diode can be ignored. The gate drive and control circuitry are powered from a
separate external power supply and therefore do not play part in the power conversion efficiency
calculations.
Figure 4.2 shows how battery current (ib) and capacitor current (ic) vary with time. Relating
this back to i1 and i2 it was observed that a trapezoidal integration between the current points
multiplied by the voltage drop at that point in time will give the rate of energy dissipation in
the circuit.
An energy balance calculation can be used to check if all energy is accounted for. Here all
energy not stored in the capacitor is grouped as wasted energy (Ewaste),
Ewaste =
∫
Pwaste dt+ EL (4.31)
where EL is the energy stored in the inductor,
EL =
1
2
Li2 (4.32)
Figure 4.10 shows that the energy stored in the inductor does not contribute to the wasted
energy. Now,
Ein = Ewaste + Ec (4.33)
where Ec is calculated as,
Ec =
1
2
Cv2C (4.34)
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Figure 4.9: Matlab simulation results for (a) input energy (Ein), stored energy (Ec) and
wasted energy (Ewaste) for duty-cycle fixed at 50% and (b) discrepancy between input energy
and (stored energy plus wasted energy) showing a maximum error less than 0.5%
The overall circuit efficiency can be calculated as,
η =
Ein − Ewaste
Ein
× 100 (4.35)
Figure 4.9 shows the results of the energy balance calculation from the Matlab simulation.
The sum of the energies agrees with an error of less than 0.5%.
Figure 4.10 shows an area graphic highlighting which parasitic components contribute to
the wasted energy. It can be observed that the I2R losses through the capacitor and MOSFET
parasitic resistances contribute the most at 32% and 20% respectively, closely followed by the
static I2R losses in the diode at 19%. Minimizing the current through the output stage will
minimise the energy lost in these components. Note, Figs. 4.9 and 4.10 are for a fixed duty-cycle
case charging a 550µF capacitor to 10 V.
Figure 4.11 shows the same simulation run but now the duty-cycle of the MOSFET is
allowed to change in order to keep the average battery current constant at 4 A. Here the energy
stored in the capacitor remains the same ≈ 27.5 mJ. Importantly though the wasted energy
has reduced by over 20%, allowing the duty-cycle to vary has reduced the time to full charge
from over 2 ms to under 1 ms.
68 Efficiency considerations
0 0.5 1 1.5 2 2.5
0
0.002
0.004
0.006
0.008
0.01
0.012
time (ms)
En
er
gy
 (J
)
 
 
31.62 %
20.09 %
6.31 %
19.44 %
15.58 %
6.96 %
0.00 %
ERC ERDS Edynamic ERD1 EVD ERL EL
Figure 4.10: Matlab simulation results showing breakdown of wasted energy into individual
energy components with percentage contribution of each parasitic component and EL for 50%
dutycycle
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Figure 4.11: Matlab simulation results for (a) input energy (Ein), stored energy (Ec) and
wasted energy (Ewaste) for constant input current (variable duty-cycle) and (b) discrepancy
between input energy and (stored energy plus wasted energy)
Figure 4.12 shows how each parasitic effect contributes to the overall wasted energy. An
interesting observation can be made on how the energy dynamics shift between the different
parasitic effects. For example the resistive losses in the switch now contribute a lesser percentage
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Figure 4.12: Matlab simulation results showing breakdown of wasted energy into individ-
ual energy components with percentage contribution of each parasitic component and EL for
constant input current (variable duty-cycle).
of the wasted energy whereas the IV losses across the diode contribute a higher percentage loss.
From a design point of view these graphics provide insights into which parameters need to be
tuned in-order to maximise conversion efficiency. The power equations show that minimising
the average current (ic) flowing through these components will give lower Ewaste values. Given
that vb and ib are both assumed constant, the only mechanism for reducing ic would be to
increase capacitor voltage more rapidly. This can be achieved by reducing the capacitance
value, but the storage capacity of the capacitor bank should not be compromised. So, arranging
a capacitor bank in a series configuration will increase the capacitor voltage rapidly and reduce
the output current through increased series resistance. Switching the capacitor bank to a
parallel configuration when a high enough voltage level is reached maintains the capacitor-
banks original storage capacity. The effect of series/parallel switching on overall efficiency is
investigated next.
Figure 4.13(a) shows that with capacitors arranged in series the parasitic resistance is dou-
bled. Figure 4.13(b) shows the capacitors arranged in parallel: this configuration increases
the capacitor bank storage capacity and reduces the overall parasitic resistance. The super-
capacitor bank consists of eight PowerStor capacitors (details in Chapter 3) arranged in two
banks of four capacitors giving the bank in a parallel configuration a maximum voltage of 10 V.
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Figure 4.13: Diagram showing (a) capacitors arranged in series and (b) in parallel.
When arranged in series the maximum bank voltage increases to 20 V, however the capacitor
bank cannot be charged to more than the battery voltage (as explained in Section 3.2). So,
the control system is programmed to charge the capacitor bank to 1.5 V less than the battery
voltage before switching to a parallel arrangement. Finally the bank is charged to a maximum
voltage of 10 V to achieve the same energy storage as the above cases. Figure 4.14 shows the
current and voltage behaviour for the capacitor bank when the battery voltage is 12 V.
Capacitors with different capacitance values and ESR will contribute an additional energy
loss when these capacitors are switched from series to parallel. This additional energy loss also
needs to be considered. Section 3.6 investigated the variation in supercapacitor parameters
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Figure 4.14: Matlab simulation results for (a) circuit currents and (b) capacitor bank voltage
showing the switch from series to parallel at ≈ 0.2 ms
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showing that both ESR and capacitance can vary by 20% from the quoted datasheet values.
If the worst-case mismatch situation ±20% on both ESR and capacitance is considered, then
the energy lost during series-to-parallel switching can be calculated by taking the difference
between VC1 and VC2 at the end of the series-charging stage. Using the relationship between
capacitor current and voltage the difference in voltage was calculated as,
∆V (t) = vC1(t)− vC2(t) =
(
1
C1
− 1
C2
)∫ t1
0
ic dt (4.36)
where t1 is the point in time where the capacitor bank is switched from series to parallel. The
instantaneous power wasted during balancing can now be calculated as,
Pbalancing(t) =
∆V (t)2
RC1 +RC2
(4.37)
However, as time progresses ∆V reduces therefore the integral of power over time needs to be
calculated to get the total energy wasted during balancing. A simple Euler simulation of this
process produced the results shown in Figure 4.15 where the supercapacitor bank was charged
to a maximum of 16 V to maximise ∆V (0). Alternatively,
Ebalancing =
1
2
C1C2
C1 + C2
∆V (0)2 (4.38)
To produce Fig. 4.15, the supercapacitor values and resistances were set to give worst case
mismatch (±3σ from the mean, Fig. 3.10): C1 = 237.5 µF, RC1 = 24.8 mΩ and C2 = 312.5 µF,
RC2 = 24.8 mΩ. Note: the capacitor charging current is fixed to 10 A in this simulation
for simplicity; this does not effect the energy wasted during balancing as no external current
is flowing during balancing. The energy wasted during balancing can now be calculated by
integrating I2R for the period after 21.2 s which gives Ebalance = 0.26 mJ. Figure 4.16 shows
the energy balance for series-parallel switching case where Ewaste = 4.96 mJ so the energy
wasted during supercapacitor balancing equates to 5% at worst case, and is therefore ignored.
Figure 4.16 shows the energy balance calculation for series/parallel switching. Significantly
the wasted energy has dropped further, with nearly a 50% improvement relative to the fixed
duty-cycle case. Figure 4.17 shows how each parasitic component contributes to the wasted
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Figure 4.15: Matlab simulation of supercapacitor balancing process showing (a) capacitor
voltages and (b) capacitor currents. At t = 21.2 s, the capacitors are switched from series to
parallel configuration
energy. The figure shows that the contribution from the capacitor ESR (ERC ) has increased as a
percentage of Ewaste from 28.4% to 30.65%; this is unavoidable and preferably this contribution
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Figure 4.16: Matlab simulation results for (a) input energy (Ein), stored energy (Ec) and
wasted energy (Ewaste) and (b) discrepancy between input energy and stored energy plus wasted
energy
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Figure 4.17: Matlab simulation results showing breakdown of wasted energy into individual
energy components with percentage contribution of each parasitic component and EL. Note
the same vertical scale is used as in Figure 4.12 and 4.10
should be 100% of the wasted energy.
The assumption made here is that the circuitry required to switch the supercapacitor bank
is lossless which, when realised with solid-state switches, is a reasonable assumption. The
series/parallel switching regime can be extended by adding two more capacitor banks and with
appropriate switching techniques arranged in series and parallel. This extended implementation
gives a wasted energy of 3.69 mJ which is a further improvement on the energy efficiency of
the switching circuit. Table 4.2 summarises these improvements for different input voltages.
Table 4.2: Simulated efficiency improvements for series/parallel switching 550 µF capacitors
Power supply regime Input voltage Energy wasted η
Fixed duty-cycle 12 V 10.65 mJ 72.1%
16 V 17.66 mJ 60.9%
Variable duty-cycle 12 V 8.28 mJ 76.9%
16 V 10.96 mJ 71.8%
Series/parallel 2 capacitors 12 V 4.96 mJ 84.7%
16 V 5.96 mJ 82.4%
Series/parallel 4 capacitors 12 V 3.69 mJ 88.2%
16 V 4.25 mJ 86.8%
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Table 4.2 shows that adding more capacitor banks to the series/parallel switching regime
further improves the efficiency but at a diminishing rate. Between the variable duty-cycle
situation and the four capacitor series/parallel switching regime there is a 16% efficiency im-
provement in the simulations for the same input voltage. This efficiency could be increased
further by use of more advanced power converters such as a SEPIC converter, by implementing
zero-current switching, or other forms of more advanced switch-mode power-supply.
4.4 Full capacitor-size circuit loss analysis
The proof-of-concept simulation results for 550 µF capacitors presented can be scaled to full
simulations for the 55 F supercapacitor values. Figure 4.18 shows simulation results for the
55 F supercapacitor bank showing the difference in energy wasted between a parallel-only
configuration and series/parallel switching regime.
Figure 4.19 shows the actual measured energy balance between the parallel-only configura-
tion and series/parallel switching regime. There are slight differences between the simulations
and the measurements, namely: Ewaste is slightly lower in the simulations and the energy stored
in the supercapacitor bank is slightly lower in the measurements. The lower simulated Ewaste
is a result of using simplified models and not including additional parasitic losses within each
component and also the simulation assumes that the circuitry responsible for the series/parallel
switching has zero series resistance. The difference in stored energy between simulation and
measurements arises because the microcontroller, responsible for terminating supercapacitor
charging, does not take into account the raised supercapacitor terminal voltage resulting from
the voltage drop across RC.
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Figure 4.18: Matlab simulation results for (a) input energy (Ein), stored energy (Ec) and
wasted energy (Ewaste) for the variable duty-cycle case and (b) energy balance for series/parallel
switching regime for 55 F supercapacitors
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Figure 4.19: Measured results for (a) input energy (Ein), stored energy (Ec) and wasted energy
(Ewaste) for the variable duty-cycle case and (b) energy balance for series/parallel switching
regime using 55 F supercapacitors
Table 4.3: Simulated versus actual efficiency improvements for series/parallel switching 55 F
supercapacitor
Power supply regime Input voltage Energy wasted η
Variable duty-cycle simulated 12 V 0.75 kJ 78.6%
Series/parallel 2 cap simulated 12 V 0.49 kJ 84.9%
Variable duty-cycle measured 12 V 1.06 kJ 71.3%
Series/parallel 2 cap measured 12 V 0.64 kJ 79.7%
Table 4.3 summarises these results and shows that the simulations overestimate the actual
efficiency by ≈ 6%. However the efficiency improvement afforded by series/parallel switching
is around 8%, and this figure can be improved further as discussed in this Section.
4.5 Chapter summary
In this chapter a switching power supply used to charge a supercapacitor bank from a battery
is successfully modelled. The losses associated with first-order component models are analysed
and compared. Switching the capacitor bank from series to parallel configuration during the
charging process reduces the amount of energy wasted by as much as a factor of two compared
to fixed duty-cycle charging. An efficiency improvement of 8% was measured when the series/-
parallel switching scheme was implemented. This is a significant improvement for such a simple
circuit and can be improved further by selecting components with lower parasitic resistances
or using more advanced switch-mode power-supply topologies.
Chapter 5
NiMH battery equivalent circuit
parameter extraction and evaluation
The test results shown in this chapter are of a moderately healthy battery module considered
to be at 75% state-of-health, unless stated otherwise. The following sections describe two
methods, impedance spectroscopy and extended Kalman filtering, for extracting equivalent
circuit parameters and confirming the battery equivalent circuits covered in Section 2.4.
5.1 Impedance spectroscopy
5.1.1 Internal resistance
Impedance spectroscopy (EIS) was covered in Section 2.5.1 where the impedance response
curves for two battery equivalent circuits are created based on parameter values found in the
literature. Figs. 2.12 to 2.14 in Section 2.5.1 showed how the individual components of the bat-
tery circuit contribute to the overall impedance curve, but in reality these internal parameters
cannot be accessed with measurement devices so the individual internal parameters can only be
estimated based on terminal measurements. EIS is a small-signal terminal measurement tech-
nique for estimating these internal parameters at a particular bias point. Figure 2.14 shows a
plot of battery impedance (Z) measured at the battery terminals. Recreating these figures with
actual battery data should allow estimation of the internal parameters. This section will focus
on the internal resistance component which was identified as the intersection of the Nyquist
plot with the real axis.
Figure 5.1 shows the impedances of four battery modules of which Module 0 has suffered
“catastrophic” battery failure while the remaining three modules are of similar SOH. A quick
impedance measurement at 0.1 Hz could be a good indicator for catastrophic battery failure.
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Figure 5.1: Comparison between four battery modules (a) Nyquist plots (b) Impedance versus
frequency
The real impedance of the battery modules shows a slight resonant peak at 1 Hz, however the
imaginary impedances do not show such behaviour. When there is no apparent peak in the
imaginary impedance of the battery module it is difficult to quantify the capacitive components
of the battery equivalent circuit. The imaginary impedances of the battery modules become
negative which is an indication of an inductive component within the battery.
5.1.2 Diffusion-polarisation and bulk-surface time constants
RC pairs (diffusion and polarisation or bulk-surface) show as a bump on the Nyquist plots.
The Nyquist plots in Figure 5.1 do not show this effect as outlined in [40]. It is likely that
the results presented by Kuhn et al [40] have not been reproduced here because of differences
in measurement equipment and batteries. Module 0 does show the predicted effects of the
Warburg impedance (Section 2.3.3) i.e. a 45◦ impedance curve at low frequencies. The RC
time constants cannot be predicted from these measurements.
5.2 Kalman filtering approach
Some of the properties of extended Kalman filtering need to be investigated before detailing the
EKF approach. The Optimal State Estimation text [92] provided useful guidance for battery
modelling and the EKF technique.
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5.2.1 Extended Kalman filtering
A Kalman filter continuously updates state-estimates as more measurement data become avail-
able i.e., states are periodically updated based on actual measurements from a system. The
filter output is projected into the future through knowledge of the system (system model)
which is easily done for a linear system. Batteries and battery models are inherently nonlinear
which hinders the filter’s ability to predict the next state. The extended Kalman filter (EKF)
attempts to linearise the system through a first-order Taylor expansion of the state equation,
which introduces errors.
The errors that are introduced as a result of linearisation need to be absorbed in the noise-
covariance matrices P, Q and R. P is the covariance of the estimation error i.e., the confidence
in our state-estimate, Q is the covariance of process noise i.e., how accurate is the system
model; and R is the covariance of the measurement error. The filter can be empirically tuned
to compensate for linearisation errors, i.e., guess and check values for the noise-covariance
matrices until the results are satisfactory.
A known voltage response was generated by simulating current through a battery equivalent
circuit with known internal parameters (refer to Section 2.4 for model equation). Because
the simulated voltage traces are generated by a known model, all error-covariance matrices
are known. This gives the ability to estimate the correction factor required as a result of
linearisation errors. However, there is still one flaw in this approach when it is applied to
actual voltage and current traces measured from a battery: the battery model chosen may not
exactly match the battery responses hence confidence (Q) is difficult to estimate. Chapter 2
highlighted the many short comings of the various battery models; these model deficiencies
map to an increase in Q i.e., reduced confidence in the system model.
A simplified battery model, Figure 5.2, is used to tune the filter. The state equations
describing this model behaviour are similar to those presented in Section 2.4.3.
The discrete-time system equations, slightly modified from Section 2.5.2, are,
xk = fk−1(xk−1, uk−1, wk−1)
yk = hk(xk,vk)
wk = (0, Qk)
vk = (0, Rk)
(5.1)
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Figure 5.2: Simplified battery model used to investigate tuning of EKF noise-covariance param-
eters. Rg and Cg are grouped diffusion and polarisation resistance and capacitance respectively
where the k subscript indicates the time step, xk is the state-vector, u is a time dependent
input, ω is zero-mean Gaussian process noise with σ2 = Q, yk is the measurement vector, v is
zero-mean Gaussian measurement noise with σ2 = R.
An initial estimate of the state variable is required to start the Kalman filter. The sections
that introduce actual battery measurements therefore first start with a section on initial es-
timation of internal battery parameters before examining the extended Kalman filter results.
Theoretically the filter is initialised with,
xˆ+0 = E[x0]
P+0 = E[(x0 − xˆ0)(x0 − xˆ0)T)]
(5.2)
where the xˆ+k notation is the predicted state estimate at time k updated with measurement
information, the E[·] notation is the expected value and AT denotes the matrix (or vector)
transpose.
The nonlinear system equations are linearised through Taylor’s approximation so the partial-
derivatives of the matrices are also calculated,
Fk−1 =
∂fk−1
∂x
∣∣∣∣
xˆ+k−1
Lk−1 =
∂fk−1
∂w
∣∣∣∣
xˆ+k−1
(5.3)
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Correction
(1) Determine Kalman gain
Kk = P
−
kH
T
k (HkP
−
kH
T
k +MkRkM
T
k )
−1
(2) Correct predicted state
xˆ+k = xˆ
−
k +Kk[yk − (hk(xˆ−k , 0) + Nkuk)]
(3) Determine error covariance
P+k = (I − KkHk)P−k
Prediction
(1) Determine state
xˆ−k = fk−1(xˆ
+
k−1, uk−1, 0)
(2) Determine error covariance
P−k = Fk−1P
+
k−1F
T
k−1 + Lk−1Qk−1L
T
k−1
initial estimates
xˆ+0 , P
+
0 , Q and R
Figure 5.3: Kalman filter update loop where the flow through both prediction and correction
phases is from top to bottom.
With these matrices in place the state estimate and estimation-error covariance can be updated
using the following two equations,
P−k = Fk−1P
+
k−1F
T
k−1 + Lk−1Qk−1L
T
k−1
xˆ−k = fk−1(xˆ
+
k−1, uk−1, 0)
(5.4)
where xˆ−k notation is the predicted state estimate at time k before it is updated with measure-
ment information. The prediction can now be updated with the measurements so the following
partial derivatives are calculated,
Hk =
∂hk
∂x
∣∣∣∣
xˆ+k
Mk =
∂hk
∂v
∣∣∣∣
xˆ+k
(5.5)
Now the state estimate is updated with the measured data as follows,
Kk = P
−
k H
T
k (HkP
−
k H
T
k + MkRkM
T
k )
−1
xˆ+k = xˆ
−
k + Kk[yk − hk(xˆ−k , 0)]
P+k = (I−KkHk)P−k
(5.6)
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The overall Kalman filter update loops are shown in Figure 5.3. For the battery model
shown in Figure 5.2,
xk = fk−1(xk−1, uk−1, wk−1)
=
1− ∆tCgRg 0
0 0
xk−1 +
 ∆tCg
RT
uk−1 + wk−1
yk = hk(xk,vk)
= vo +
[
1 1
]
xk + vk
(5.7)
An arbitrary set of component values were used in a Euler simulation to generate the voltage
responses from the battery model as a result of a square-wave current input. The result of the
simulation is shown in Figure 5.4. The open-circuit voltage is set to zero to further simplify
the model (vo = 0 V).
Kalman filtering only works if the battery model parameters i.e., RT, Rg and Cg, are known.
Extended Kalman filtering can be used to identify the battery model parameters by adding extra
variables to xk and some arbitrary noise, wp, to allow the filter to adjust. For this simplified
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Figure 5.4: Euler simulation results of the simplified battery model presented in Figure 5.2
subjected to 0.25 s of ±3.8 A current pulse with 0.25 s rest between subsequent positive and
negative pulses. Panel (a) shows the voltage across Cg (x1) and the voltage across RT (x2); (b)
shows y and y without noise where R = 0.2 mV, RT = 0.5 mΩ, Rg = 0.35 mΩ and Cg = 200 F.
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model there are three different variables which need to be identified which can be grouped into
an unknown parameter array, p. So xk becomes,
xk =
[
x1 x2 p
]T
(5.8)
and wk becomes,
wk =
[
(0, Qk) wp
]T
(5.9)
where, (0, Qk) represents the process noise associated with the state variables i.e., x1 and x2 and
wp represents the process noise associated with the additional elements of p. If more unknown
parameters are added to the EKF state-equations the computational complexity of the filter
will increase as the size of all matrices is proportional to the dimension of p. The EKF can be
expanded to identify all the component values of the model presented in Figure 5.2 from the
simulated voltage responses presented in Figure 5.4. The state equations now become,
xk =
[
x1 x2 a b c
]T
(5.10)
where, a = 1/Cg, b = 1/Rg and c = RT. Here, a and b are chosen to be the reciprocals of
Cg and Rg respectively because this simplifies the partial differentials required to complete the
EKF equations. The overall equations now become,
xk = fk−1(xk−1, uk−1, wk−1)
=

(1− ab∆t)x1|k−1 + a∆tuk−1 + wk−1
cuk−1 + wk−1
a+ wp
b+ wp
c+ wp

yk = hk(xk,vk)
=
[
vo + x1 + x2 + vk
]
(5.11)
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and the partial differentiations required for the filter can be calculated to get,
Fk−1 =

1− ab∆t 0 −b∆tx1 + ∆tuk−1 −a∆tx1 0
0 0 0 0 uk−1
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

(5.12)
Lk−1 =
[
a∆t c 0 0 0
]
(5.13)
Hk =
[
1 1 0 0 0
]
(5.14)
Mk =
[
1 0 0 0 0
]
(5.15)
Figure 5.5 shows the extended Kalman filtering equations implemented to recover the values
of Cg, Rg and RT from an initial estimation error of 10% for each variable. Using this method
of first simulating the state equations, and then recovering the state variables from a noisy
measurement, allows the accuracy of the EKF to be investigated and allows correct calculation
of P, Q, and R.
The extended Kalman filter appears to correctly identify the three unknown state variables
given a 10% initial estimation error. Figure 5.6 shows the EKF estimated values Cˆg, Rˆg and
RˆT plotted against the actual values used in the Euler simulation.
The filter in this case was initialised with an artificial process noise wp = 0.1 to allow a, b
and c to converge. The initial estimation errors were calculated using,
px0 = rms(x0 − x¯)2 (5.16)
which can be done because the average (x¯) or actual value is known. This poses a practical
problem when the EKF is implemented on real battery voltage responses because estimation
error covariance matrix (P) can no longer be estimated. Filter convergence cannot be deter-
mined either because, looking at Figure 5.6 the filter keeps on adjusting its state estimates.
Concluding that any state-space model that is built to simulate battery response will have some
form of error and that the linearisation of the EKF introduces an extra error. The effects of
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Figure 5.5: Extended Kalman Filter implemented to identify Cg, Rg and RT initialised with
an estimation error of 10% on each of the three variables. (a) Actual state variables obtained
by Euler simulation; (b) the estimated state variables obtained through EKF; (c) measured
voltage trace y, simulated voltage trace y|v=0, and the EKF estimate of the voltage yˆ
these errors need to be absorbed in the process error covariance matrix (Q) both of which are
unknown and can at best only be estimated. Hence, empirical tuning seems to be standard
practice.
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Figure 5.6: Estimated and actual values for (a) Cg, (b) Rg and (c) RT showing how the filter
converges from a 10% estimation error but seems to never settle on the actual value
5.2.2 Internal resistance
Initial estimation
The simple battery model, Figure 2.8, consists of a voltage source with an internal series
resistance (RT). The internal resistance can be calculated using,
RT =
vo − vT
I
(5.17)
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where vo is the open-circuit voltage when no current is drawn and vT is the terminal voltage
when current I is drawn from the cell. This idealised measurement can provide an initial
estimate for the actual internal resistance of a real battery.
Extended Kalman filtering
The EKF matrices for the simple battery model are,
Fk−1 =
1 0
0 1

Lk−1 =
[
0 0
] (5.18)
Hk =
[
1 I
]
Mk =
[
1 0
] (5.19)
Figure 5.7 show the EKF implementation to estimate RT for the simple battery model
shown in Figure 2.8. The initial estimate for RT was 47 mΩ. Figure 5.7(c) shows that RT
apparently increases with time. However, panel (b) shows that the voltage estimate (yˆ) does
not correctly follow the actual voltage (y) and that the increase in RT with time is actually a
side effect of the terminal voltage reducing with SOC which the simple model cannot account
for. The figure shows that the Kalman filter has adjusted RT to 53 mΩ after the first discharge
pulse which is likely to be a better estimate of RT than the initial estimate.
5.2.3 Diffusion and polarisation time constants
Initial estimation
Hu et al [55, 93] introduce a cost minimising method for determining the internal parameters
for the DP battery model. The paper contains the full mathematical description of this method
which is not repeated here. However, this method produces unrealistic (negative resistance and
imaginary capacitance values) when implemented to this dataset. It is therefore not used. A
set of values for RD, CD, RP and CP (Fig. 2.10) needs to be found to initialise the Kalman
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Figure 5.7: Extended Kalman filter implemented to estimate RT for the simple battery model
of Figure 2.8 showing: (a) current through battery and model; (b) measured terminal voltage
(y) and estimated battery voltage (yˆ); and (c) estimated RT for 100 seconds
filter. The time dependent equation for one discharge pulse is described by,
vT(t) = vo +RTI +RDI(1− e−t/RDCD) +RPI(1− e−t/RPCP) (5.20)
where RT = 47 mΩ is a good estimation for the terminal resistance. Figure 5.8 shows the
battery voltage response when subjected to a 4 A discharge pulse with the first two terms of
Eq. (5.20) removed.
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Figure 5.8: Initial estimation of The´venin equivalent circuit model components by fitting ex-
ponential decay curves using Matlab curve fitting tool
The Matlab curve fitting tool was then used to fit,
yˆ = −α(1− e−t/β)− γ(1− e−t/δ) (5.21)
where α, β, γ and δ are the fit constants. When subjected to a fixed amplitude current pulse
the component values summarised in Table 5.1 are obtained. These values are used to initialise
the EKF.
Table 5.1: Diffusion and polarisation component values initial estimates
Component Initial Estimate EKF recovered
RP 174 mΩ 171± 1.2 mΩ
CP 363 F 3113± 155 F
RD 3.46 mΩ 5.089± 0.023 mΩ
CD 17 F 17.1± 0.023 F
RT 47 mΩ 47 mΩ
Extended Kalman filtering
The Kalman filtering state vector for the diffusion-polarisation model is,
xk =
[
x1 x2 a b c d
]T
(5.22)
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where a = 1/CD, b = 1/RD, c = 1/CP and d = 1/RP, x1 and x2 are the voltages across the
diffusion and polarisation RC pairs respectively. The reciprocals of the component values were
chosen for the state vector because this simplifies the differentiations required for the Kalman
filter update equations. The extended Kalman filter matrices are,
Fk−1 =

(1− ab∆t)x1|k−1 0 F1,3 −a∆tx1|k−1 0 0
0 (1− cd∆t)x2|k−1 0 0 F2,5 −c∆tx2|k−1
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

(5.23)
Lk−1 =
[
a∆t c∆t 0 0 0 0
]
Hk =
[
1 1 0 0 0 0
]
Mk =
[
1 1 0 0 0 0
] (5.24)
where,
F1,3 = −b∆tx1|k−1 + ∆tuk−1
F2,5 = −d∆tx2|k−1 + ∆tuk−1
(5.25)
Figure 5.9 shows the current and voltage (measured and estimated) traces for the same dataset
presented in Figure 5.7. Visual comparison of the estimated voltage traces between these two
figures shows that the DP model is more suitable than the simple battery model even though
the DP model still cannot adjust for changing open-circuit voltage, a problem discussed earlier.
Figure 5.10 shows the estimated component values describing the diffusion and polarisation
effects seen within the battery. The figure shows that both RD and RP vary little once the
filter has adjusted to a seemingly stable value, although RP starts to drop towards the end of
the recording. The capacitance values, CD and CP appear to be continually adjusting, with
CD seemingly not reaching a stable state within this time frame. This may be due to the
model’s inability to adjust for chances in open-circuit terminal voltage as the battery module
is discharged. Further “tuning” of the filter may result in better convergence of these values.
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Figure 5.9: Extended Kalman filter implemented to estimate diffusion and polarisation time-
constants for the model shown in Figure 2.10 initialised with the component values shown in
Table 5.1 where (a) shows current trace and (b) shows measured terminal voltage (y) and
estimated battery voltage (yˆ)
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Figure 5.10: EKF filter estimated component values for (a) CD, (b) RD, (c) CP and (d) RP
showing convergence in some values, initialised with values from table 5.1
5.2.4 Bulk-surface model parameters
Initial estimation
Bhangu et al [31] is followed to estimate internal battery parameters to initialise the Kalman
filter. If the assumption is made that CB  CS then the energy stored in the battery is
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approximately equal to the energy stored in CB,
Ebattery ≈ 1
2
CB∆v
2
Cb
≈ 1
2
CB(v
2
Cb|SOC =100% − v2Cb|SOC =0%)∫ SOC=100%
SOC=0%
IV dt ≈ 1
2
CB(v
2
Cb|SOC =100% − v2Cb|SOC =0%)
QvT|SOC =100% ≈ 1
2
CB(v
2
Cb|SOC =100% − v2Cb|SOC =0%)
CB ≈ QV |SOC =100%1
2
(v2Cb|SOC =100% − v2Cb|SOC =0%)
(5.26)
where vCb is the voltage across CB and Q is the capacity of the module. Similarly if the
assumption is made that CS and its associated resistance is responsible for the high-frequency
response of the battery, then the recovery time-constant (τ) can be measured and used to
calculate CS, RB and RS using,
CS ≈ τ
RB +RS
(5.27)
However, the values of RB and RS are not known. The instantaneous voltage drop, equation
(5.17), seen when a discharge pulse is applied is a result of the series-parallel combination of
all resistances. Bhangu et al make the assumption that RB and RS are equal and account for
75% of the total internal resistance. So,
vo − vT
I
= RT +
(
RBRS
RB +RS
)
(5.28)
where, vo is the open-circuit voltage, RB = RS and RT = 0.75(vo − vT)/I but RT contributes
much more than 75% of the total observed resistance by looking at the voltage response and
the results gathered in section above. The initial estimates calculated using Bhangu’s method
are summarised in Table 5.2 along with tuned initial values obtained by trail and error.
The Kalman filter was initialised with the tuned estimates as it was found that the initial es-
timates obtained using Bhangu’s method gave results that either did not converge or converged
to unrealistic values. The section below shows the results and the Kalman filter equations.
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Table 5.2: Initial and tuned first estimates for bulk-surface model component values and EKF
recovered values
Component Initial Estimate Tuned Estimate EKF recovered
CB 2446 F 2446 F 3345± 26 F
RB 18 mΩ 5 mΩ 6.740± 0.003 mΩ
CS 37 F 37 F 68.5± 0.4 F
RS 18 mΩ 0.5 mΩ 0.5141± 0.0003 mΩ
RT 12 mΩ 47 mΩ 47 mΩ
Extended Kalman filtering
The Kalman filtering state vector for the bulk-surface model is,
xk =
[
x1 x2 a b c d
]T
(5.29)
where a = 1/CB, b = RB, c = 1/CS and d = RS; x1 and x2 are the voltages across the bulk and
surface capacitors respectively. Resulting in the following EKF matrices for the bulk-surface
model,
Lk−1 =
[
ad∆t
b+d
bc∆t
b+d
0 0 0 0
]
Hk =
[
d
b+d
b
b+d
0 0 0 0
]
Mk =
[
1 1 0 0 0 0
] (5.30)
Fk−1 =

1− a∆t
b+d
a∆t
b+d
F1,3 F1,4 0 F1,6
c∆t
b+d
1− c∆t
b+d
0 F2,4 F2,5 F2,6
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

(5.31)
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where,
F1,3 =
∆t
b+ d
x2|k−1 − ∆t
b+ d
x1|k−1 + d∆t
b+ d
uk−1
F1,4 =
a∆t
(b+ d)2
x1|k−1 − a∆t
(b+ d)2
x2|k−1 − ad∆t
(b+ d)2
uk−1
F1,6 =
a∆t
(b+ d)2
x1|k−1 − a∆t
(b+ d)2
x2|k−1 +
(
a∆t
b+ d
− ad∆t
(b+ d)2
)
uk−1
F2,4 =
c∆t
(b+ d)2
x2|k−1 − c∆t
(b+ d)2
x1|k−1 +
(
c∆t
b+ d
− bc∆t
(b+ d)2
)
uk−1
F2,5 =
∆t
b+ d
x1|k−1 − ∆t
b+ d
x2|k−1 + b∆t
b+ d
uk−1
F2,6 =
c∆t
(b+ d)2
x2|k−1 − c∆t
(b+ d)2
x1|k−1 − bc∆t
(b+ d)2
uk−1
(5.32)
Figure 5.11 shows how the Kalman filter reconstructs the battery terminal voltage more accu-
rately than with the simple battery model and the The´venin model. This is likely due to the
model’s ability to change open-circuit terminal voltage as the battery is discharged. Conse-
quently the model parameters appear to converge to stable values shown in Figure 5.12; this
behaviour was not observed for the other two battery models.
Figure 5.12 shows the time evolution of the recovered component values. The filter stabilises
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Figure 5.11: Extended Kalman filter implemented to estimate bulk-surface component parame-
ters for the model shown in Figure 2.11 initialised with the component values shown in Table 5.2
panel (a) shows the current trace and (b) shows measured terminal voltage (y) and estimated
battery voltage (yˆ)
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Figure 5.12: EKF filter estimated component values for (a) RB, (b) CB, (c) RS and (d) CS
showing convergence in all values
after about 40 seconds with a residual ≈ 1% variation about the mean. The Kalman-derived
parameter values are listed in the final column of Table 5.2.
5.3 Equivalent circuit evaluation and suitability
Battery equivalent circuits were described in Section 2.4. The suitability of various compo-
nent identification methods discussed in Section 5.1 and 5.2 are evaluated here. Impedance
spectroscopy and extended Kalman filtering were used to identify battery component values
from actual voltage and current traces. The results obtained from impedance spectroscopy
were inconclusive and very susceptible to noise and/or impedances within the measurement
equipment. It was therefore decided to not pursue impedance spectroscopy further. Kalman
filtering was used to extract parameter values for the three battery-equivalent circuits. Table
5.3 summarises the RMS voltage error value for the 100 s data trace used for the Kalman filter
(see Figures 5.7, 5.9 and 5.11).
RMS error is calculated using,
RMS error =
√√√√ 1
n
n∑
i=1
(yi − yˆi)2 (5.33)
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Table 5.3: RMS errors for three battery models
Model RMS error
Simple 19 mV
Thevinin 4.3 mV
Bulk-Surface 2.4 mV
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Figure 5.13: Residual error between measured voltage (y) and estimated battery voltage (yˆ)
for (a) the simple battery equivalent circuit; (b) the The´venin model and (c) the bulk-surface
model showing the linear trend in each error plot.
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The table shows that significant improvement in prediction accuracy is obtained by imple-
menting the bulk-surface equivalent circuit which is capable of adjusting open-circuit terminal
voltage. Figure 5.13 shows the residual errors for the three battery equivalent circuits plotted
against time.
Figure 5.13(a) and (b) both show a deviation away from zero error, whereas panel (c) shows
that the error maintains zero mean as time progresses. Concluding that the bulk-surface battery
circuit is the most suitable equivalent circuit for the Prius battery module.
5.4 Application to battery data measured on vehicle
The extended Kalman filtering approach implemented in Section 5.2 assumed a regularly repet-
itive current waveform. Such regularity does not occur in a real-world driving situation where
the current drawn from the battery pack is subject to driver demand. The same EKF equa-
tions are implemented, adjusted to also estimate RT, to a 140 s recording of voltage and current
measured from a Prius during a road test. Figure 5.14 shows the measured current (u) and
voltage traces (y1 and y2), and the corresponding estimated voltage (yˆ1 and yˆ2) traces for two
battery modules.
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Figure 5.14: EKF implemented on 140 seconds of data measured during a road test (a) current
and (b) two module voltages (y1 and y2) and estimated battery voltage (yˆ1 and yˆ2)
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Figure 5.15: Bulk-surface model component values recovered using EKF from data measured
during a drive. The blue trace is module 1 and the green trace is module 2.
The residual error between the measured and estimated battery module voltages is now
about an order of magnitude higher then the error observed when the battery is excited with
a regular current pulse. Figure 5.15 shows the recovered component values indicating that the
filter no longer converges, though further empirical tuning may lead to better convergence.
The lack of convergence in component values can also be linked to variation in component
values with state-of-health, state-of-charge, current amplitude, temperature variation or any
combination of parameters that may have changed throughout the 140 s road test. Figure 5.15
shows differences between the component values of the two modules which may be indicative
of slight state-of-health mismatches.
5.5 Battery model parameter relationship with
state-of-charge
The instabilities in the recovered values illustrated in Fig 5.15 may arise because of variation
in battery equivalent component values with other parameters. This warrants further investi-
gation. Section 5.3 showed that the bulk-surface battery circuit is most suitable for the NiMH
battery modules found in Toyota Prius, so this equivalent circuit will be used this section. Fig-
ure 5.16 shows five different state-of-charge points throughout the discharge curve normalised
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Figure 5.16: Battery voltage deviation from open-circuit voltage after a 4 A current pulse at
five different states-of-charge showing (a) the current pulse, (b) the voltage response and (c)
the deviation of each voltage response from the 100% SOC voltage response.
around the steady-state voltage of the battery at that SOC point. It can be seen that the bat-
tery responses are almost indistinguishable for SOC ≥ 25%; the only clearly different response
occurs at 0% SOC.
5.5.1 Extended Kalman filter implementation
The extended Kalman filter described above was used to recover the battery model parameters
at different state-of-charge points throughout the discharge curve. Figure 5.17 shows how the
capacitances of the battery model vary with state-of-charge; a parabolic fit is well suited to the
data despite the presence of some outliers.
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Figure 5.17: Variation in (a) bulk capacitance CB and (b) surface capacitance CS with state-
of-charge with a parabolic fit (C = ax2 + bx+ c) plotted to each dataset. Here, x = SOC.
The two subplots in Figure 5.17 show parabolic fits to the data. With outliers removed, the
following equation describes the relationship between CB and SOC,
CB(x) = −0.907x2 + 115x+ 11.3 F, (5.34)
and the fit for CS is,
CS(x) = −0.0150x2 + 1.66x+ 22.3 F, (5.35)
where x ≡ SOC. The outliers were removed based on data shown in Figure 5.18(d). The RMSE
of the Kalman filter results increases below 10% SOC. The relationship between CB and SOC
suggests that at 0% SOC the value for CB = 11.3 F. The two equations show that there is
a clear relationship between SOC and the capacitance values. However, due to the parabolic
nature of the relationship two equally valid solutions exist when using either CB or CS as a
measure of SOC. Figure 5.18(a) to 5.18(c) shows the resistance values of the equivalent circuit
plotted against state-of-charge.
Outliers were removed using the same approach as described above. Fitted curves to the
RB, RS, and RT are exponential, parabolic, and quadratic respectively,
RB(x) = 0.0474e
0.153x + 9.87× 10−3 Ω, (5.36)
RS(x) = 1.05× 10−6x2 − 5.12× 10−5x+ 3.63× 10−3 Ω, (5.37)
RT(x) = −5.16× 10−10x4 + 1.16× 10−7x3 − 8.98× 10−6x2 + 2.73× 10−4x+ 0.0204 Ω, (5.38)
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Figure 5.18: Variation in (a) bulk resistance RB, (b) surface resistance RS, (c) terminal resis-
tance RT and (d) RMSE error between the measured data and the voltage estimate recovered
by Kalman filter with state-of-charge. A relationship is fitted between the resistance values
and SOC.
5.5.2 Laplace transform of battery model
To calculate the time-based voltage response (seen in Fig. 5.16) for the bulk-surface model
shown in Figure 5.19(a) the Laplace transforms are used to solve the differential equations
relating the capacitor voltages with current. Figure 5.19(b) shows how the model is converted to
Laplace space and adapted for a step discharge-current, where L{x(t)} ≡ X(s) = ∫∞
0
e−stx(t)dt,
and vCb|t=0 is the voltage of the bulk-capacitor at time t = 0.
In the Laplace model, IB(s) + IS(s) = I(s), i.e. the sum of the transformed branch currents
is equal to the transformed load current. The terminal voltage is,
vT(s) =
vCb|t=0
s
− IB(s)
sCB
− IB(s)RB − I(s)RT (5.39)
The two parallel RC pairs must have equal voltages at the joining node so,
vCb|t=0
s
− IB(s)
sCB
− IB(s)RB = vCs|t=0
s
− IS(s)
sCS
− IS(s)RS (5.40)
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Figure 5.19: Laplace transform of the bulk-surface battery model showing (a) real bulk-surface
battery model, (b) Laplace representation
Multiplying equation (5.40) by sCBCS gives,
CBCSvCb|t=0 − CSIB(s)− IB(s)sCBCSRB = CBCSvCs|t=0 − CBIS(s)
−IS(s)sCBCSRS
(5.41)
Substituting IS(s) = I(s)− IB(s) and solving for IB(s) gives,
IB(s) =
CBCS(vCs|t=0 − vCb|t=0) + I(s)(CB + sCBCSRS)
CB + CS + s(RB +RS)CBCS
(5.42)
where the first term of the numerator (CBCS(vCs|t=0−vCb|t=0)) is zero for t < 0 because the load
current (I(s)) is zero meaning that the system is in equilibrium therefore, vCs|t=0 = vCb|t=0 = vo.
Similarly,
IS(s) =
I(s)(CS + sCBCSRB)
CB + CS + s(RB +RS)CBCS
(5.43)
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Thus,
IS(s) + IB(s) =
I(s)(CB + CS + sCBCS(RB +RS))
CB + CS + s(RB +RS)CBCS
= I(s) (5.44)
as expected. Substituting Eq. (5.42) into (5.39) gives,
vT(s) =
vo
s
− I(s)
(
RT +
(
CB + sCBCSRS
CB + CS + s(RB +RS)CBCS
)(
1
sCB
+RB
))
(5.45)
The step response of the battery is investigated here so let i(t) = Ju(t), a step function of
amplitude J , then I(s) = J/s. Taking the inverse Laplace transform of Eq. (5.45) gives,
vt(t) = vo − JRT − J
(CB + CS)2
(
(CB + CS)t+RBC
2
B +RSC
2
S
−(CBRB − CSRS)
2
RB +RS
e−(α+β)t
) (5.46)
where,
α =
1
CB(RB +RS)
, β =
1
CS(RB +RS)
(5.47)
At t = 0 Eq. (5.45) simplifies to,
vt(t) = vo − J
(
RT +
RBRS
RB +RS
)
(5.48)
as expected. Similarly the inverse Laplace transform of the branch currents leads to,
ib(t) =
J
CB + CS
(
CB − CBRB − CSRS
RB +RS
e−(α+β)t
)
iS(t) =
J
CB + CS
(
CS − CBRB − CSRS
RB +RS
e−(α+β)t
)
(5.49)
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and both ib(t) and iS(t) equal JRB/(RB +RS) at t = 0. Now the individual capacitor voltages
can also be calculated using,
vCb(t) = vo +
1
CB
∫
ib(t)dt, vCs(t) = vo +
1
CS
∫
iS(t)dt (5.50)
The above equations (Eq. 5.39 to 5.50) only describes the behaviour of the terminal voltage
at the leading edge of the current pulse. When the current pulse ends i.e., terminal current
(I = 0) the terminal voltage is determined by the voltage between RS and RB as there is no volt
drop across RT. The terminal voltage now depends on the balancing of the bulk and surface
capacitances through the RS and RB resistors. Eq. (5.42) is adapted but now vCs|t=0 6= vCb|t=0
and I(s) = 0 so,
IB(s) = −IS(s) = CBCS(vCs|t=0 − vCb|t=0)
CB + CS + s(RB +RS)CBCS
(5.51)
However, as the capacitors balance their respective voltages also change so Eq. (5.51) becomes,
IB(s) = −IS(s) = CBCS(vCs − vCb)
CB + CS + s(RB +RS)CBCS
(5.52)
Taking the inverse Laplace transform results in,
ib(t) = −iS(t) = vCs(t)− vCb(t)
RB +RS
e
− CB+CS
CBCS(RB+RS)
t
(5.53)
where the capacitor voltages are updated using Eq. (5.50). The terminal voltage can now be
calculated using,
vt(t) = vCb(t) +RBib(t) (5.54)
These theoretical voltage traces are compared with Euler numerical integration of the differen-
tial equation (2.34) for the individual capacitor voltages. Figure 5.20 shows good conformity
between the Euler integration method and the Laplace transform integration of the battery
model differential equations as well as a Spice simulation and the actual terminal voltage mea-
surements. The component values used in the equations are those recovered using EKF from
Table 5.2.
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Figure 5.20: Bulk capacitor voltage (vCb) and surface capacitor voltage (vCs) calculated using
(a) Euler integration and (b) Laplace transform for the step current pulse. Figure (c) shows the
actual terminal voltage (vT actual) and the terminal voltage modelled using Euler integration,
Laplace transform and Spice with good results.
5.5.3 Results
For simplicity only the voltage response at the leading edge of the current pulse is examined.
Equation (5.46) shows the time-dependent equation for the terminal voltage which can be
rearranged as,
vt(t) = vo − J
[
RT +
1
(CB + CS)2
(
(CB + CS)t+RBC
2
B +RSC
2
S
−(CBRB − CSRS)
2
RB +RS
e−(α+β)t
)] (5.55)
which is in the form,
vt(t) = vo − JR(t, SOC) (5.56)
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Figure 5.21: Time and SOC dependent impedance (R(t, SOC)) plotted against time and SOC
where R(t, SOC) is the overall time and state-of-charge dependent impedance. Figure 5.21
shows R(t, SOC) plotted against time factoring in the changes in the (CB, CS, RB, RS and RT)
component values with state-of-charge.
The figure shows thatR(t, SOC) for the leading edge of the discharge pulse remains relatively
constant in both time and SOC planes for SOC > 20%, explaining why the voltage responses
seen in Figure 5.16 are so similar.
5.6 Chapter summary
Identifying component values of a battery-equivalent circuit requires sensitive measurements
coupled with advanced techniques for recovering the internal parameters from a time-series
recording of battery voltage and an applied excitation signal. Compared to what is quoted in
the literature, impedance spectroscopy was found to give very poor results with the available
equipment. In contrast extended Kalman filtering, applied to the bulk-surface equivalent circuit,
lead to more accurate parameter estimations. The state vector x for the bulk-surface model is
6th order, so the associated matrix operations required to implement the Kalman filter make
it impractical to implement for microcontroller applications. The high sample rate (1kHz) at
which the data is collected is not achievable using sensibly priced microcontrollers considering
that a max of 38 measurement channels need to be available to analyse a complete battery
pack. Nevertheless this investigation has identified the bulk-surface equivalent circuit as the
most appropriate model for the NiMH battery modules found in Toyota Prius.
Chapter 6
Effective capacitance as a measure of
state-of-health
In this chapter a new useful battery parameter called effective capacitance is introduced and
used to identify battery block state-of-health and failure modes. It is observed that peak
effective capacitance estimated throughout the discharge curve has a direct relationship to the
conventional definition of state-of-health and that the location of this peak on the charge–
voltage plane is indicative of different failure modes.
6.1 Background
Increasing interest in both hybrid electric vehicles (HEV) and electric vehicles (EV) means
that accurate and appropriate measures of battery health are essential, particularly as these
vehicles age. Many recent reviews of state-of-art battery health measurement techniques and
research results have been published [94–96]. Barre´ et al [94] describes how battery ageing
manifests as capacity fades and with resistive film growth. Capacity fade is the loss of active
material within the battery; resistive film growth is the accumulation of resistive contaminants
on the battery electrodes arising from unwanted side reactions. Capacity fade reduces the
energy storage capability of the battery whereas resistive film growth reduces the maximum
power available at the battery terminal due to increased internal resistance of a cell. These
two performance-limiting phenomena are affected by different environmental conditions and
usage patterns, making ageing assessment a difficult task [94]. Rezvanizaniani et al [95] assert
that a battery’s internal electrochemical processes are both nonlinear and time-varying, making
them nearly impossible to quantify. This nonlinear behaviour of battery internal components is
demonstrated in Chapter 5. Here the nonlinear aspects are simplified to an effective capacitance
(Ceff) measure explained in Section 6.3.
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Figure 6.1: Capacity distribution of aged battery packs from four different Prius vehicles [copy
of Fig. 1.4]
Figure 6.1 shows the measured capacities per battery module from several Prius HEVs,
using a coulomb-counting algorithm between end-of-discharge and end-of-charge points, for
four identical battery packs, but with distinct state-of-health conditions, repeated here from
Chapter 1. Pack 1 shows “bath-tub” (concave) capacity distribution due to accelerated ageing
of battery modules in the centre of the pack (where the temperature is higher). Pack 2 shows
a similar relationship, however some modules are failing through other mechanisms. Pack 3,
which is more degraded than Pack 1, also shows the concave capacity distribution. Pack 4 shows
a faulty pack in which some modules retain good health whereas others have failed completely
with less than 200 mAh capacity.
Zheng et al [97] discuss how capacity variation in series-connected cells affects overall pack
capacity. They quantify pack capacity by coulomb counting (refer to Eq. (6.12)) during dis-
charge, from when a given cell, Cell A, within the pack is fully-charged until another cell, Cell
B, is fully discharged; cells A and B are in the same pack. The pack consisting of n series-
connected cells, where a battery management system (BMS) monitors the terminal voltages of
each cell, is considered to be fully charged when cell A is at 100% SOC. That is, the voltage of
cell A is equal to the voltage at 100% SOC for that particular chemistry while the other (n−1)
cells have SOC less than 100%. The pack is considered fully discharged when cell B is at 0%
SOC, that is the voltage of cell B is equal to the terminal voltage at 0% SOC for that particular
chemistry while the other (n − 1) cells have SOC greater than 0%. Coulomb counting from
when cell A is fully charged (100% SOC) to when cell B is fully discharged (0% SOC) will give
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overall pack capacity. Now if one cell in such a series-connected pack is of significantly lower
state-of-health, the BMS will consider the pack to be “flat” earlier, and fully charged earlier,
reducing the apparent capacity of the entire pack. It can be seen from Figure 6.1, where all
modules are series connected, that the energy storage capability will be restricted by the lowest
performing battery module. Unfortunately, measurements of individual cell SOC is not possible
on the Prius system due to the battery management configuration [2]; however, end-of-charge
and end-of-discharge can be determined for each pair of modules.
In a series-connected battery pack, such as in the Toyota Prius, matching state-of-health,
i.e., capacity, of battery modules throughout the battery pack will improve pack performance
and extend vehicle service life compared to driving with a mismatched battery pack.
6.2 Model-based approach to state-of-health measurement
The most common battery model described in the literature is shown in Figure 6.2(a) [5–7,18,
19, 26, 28, 29, 47–49, 51–53, 55, 98]. This model is used to describe the small-signal behaviour
of a battery about some DC bias point, taken in this case as the i = 0 steady-state terminal
voltage i.e., vo.
Many of the aforementioned research papers establish a link between the internal parameters
of the battery model shown in Figure 6.2(a) and state-of-charge (SOC). As battery SOC
changes, so does the open-circuit voltage. This behaviour can be approximately modelled
by replacing the fixed voltage source (vo) in Figure 6.2(a) with a storage capacitor. Hence,
the approximate model in Figure 6.2(b) is more suitable for modelling large-signal battery
behaviour. These two battery models can be related through a star-delta transformation [57].
However, for the EKF to work correctly, an accurate estimate of other battery parameters
(surface capacitance and series resistances) is also required. Estimated parameter values were
used by Bhangu et al. [31] and they assume that the other battery parameters remain constant,
which is not the case as shown in Figs 5.17 and 5.18.
Modelling the battery using large capacitors as in Figure 6.2(b) better reflects reality. How-
ever, when we look closely at the charge and discharge curves it can be seen that the relationship
between state-of-charge and open-circuit voltage does not follow the linear trend expected of
a fixed capacitor, as seen from Fig. 2.9. It is observed that CB  CS hence the effects of the
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surface capacitance on battery storage capability are negligible. The storage capacitor must
instead be modelled by some nonlinear function with multiple inputs,
CB = f(charge, V, SOH, temp,X), (6.1)
where “X” represents the remaining battery parameters such as charge-rate or hysteresis effects
[29].
The battery models presented in Fig. 6.2 are appropriate for single-cell research where
only the voltage responses of two (positive and negative) electrodes are considered, but cannot
directly extend to multi-cell batteries [94]. Practical automotive batteries rarely have terminals
exposed to allow individual measurements at cell level. Lithium technologies are an exception
due to the dangers of single cells reaching run-away temperatures resulting from over-charge or
excessive discharge. Toyota Prius battery modules consist of six series-connected NiMH cells;
two series-connected modules constitute a block. As a result Eq. (6.1) becomes increasingly
complex. If there is no difference between cells then we could consider the module as a single
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Figure 6.2: Two commonly-used battery equivalent circuits. (a) The´venin or diffusion-
polarisation equivalent circuits describes the small-signal voltage recovery after a current pulse.
Bulk-surface equivalent circuits (b) describes the bulk behaviour of the battery due to capacitor
energy storage by linking charge to terminal voltage [31,57]. [copy of Figs. 2.10 and 2.11]
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cell, however in reality individual cells are never identical [97]. The total bulk capacitance of
the battery block now becomes a function of the 12 individual bulk capacitances,
CtotB = f(CB|1, CB|2, ..., CB|12), (6.2)
which in turn becomes a function of the 12 individual battery parameters,
CtotB = f(charge|n, V |n, SOH|n, temp|n,X|n), (6.3)
where the |n notation symbolises the parameter evaluated at cell n where n = 1, 2, . . . , 12 for
the 12 series-connected cells. Building a model to estimate all of these individual parameters,
given only battery terminal current and voltage, and ambient temperature, is not practical.
Hence a new grouped parameter, the effective capacitance, is proposed as a measure of battery
state-of-health. This new measure should be useful in practical systems such as the Prius.
6.3 Effective capacitance estimation
Little work has been done on the development of suitable off-line techniques for determining
state-of-health of a series-connected multi-cell battery. Most battery models presented in the
literature contain some form of charge-dependant voltage source such as, in its simplest form, a
capacitor (Fig. 6.2(b)). Many models such as that presented in [31] relate this storage element
to state-of-health. However due to the nonlinear interaction between the multiple battery-
model components of Eq. (6.1), it is extremely challenging to parameterise its capacitance. A
determination of the “effective capacitance” is presented here as a reliable indicator of state-
of-health of a battery block (in this case 12 series-connected NiMH cells), used in applications
such as the Toyota Prius battery pack.
Effective capacitance is defined as the local slope of the charge-vs-voltage curve,
Ceff =
dQ
dV
, (6.4)
which is the small-signal equivalent of the bulk capacitance definition, C = Q/V ; assuming
that C is independent of V . Here, Ceff takes into account any inherent nonlinearities because
it is calculated on a point-by-point basis along the discharge curve. Figure 6.3 shows how
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Figure 6.3: Discharge curves comparing third-order polynomial fits Q = Q(V ) and V = V (Q)
for four battery blocks (series-connected pairs of modules) whose states-of-health are, from
visual inspection, grouped into four categories. The basis for this grouping is on length and
shape of the discharge curve. Note: The colour scheme identifying the family of (Q, V ) data
points is retained in Fig. 6.4.
Ceff deviates from the linear relationship expected between state-of-charge and voltage for an
ordinary capacitor.
To calculate Ceff charge-vs-voltage, (Q, V ), is measured using a prototype battery diagnos-
tic tool [99]. A supercapacitor-based energy circulation system was developed to sample the
required data-points (see Appendices A to C for details). The diagnostic system connects to
the sensing wires on the Toyota Prius battery pack to enable voltage and current measurements
at each battery-block terminal.
If the true functional form for Q(V ), battery-charge as a function of battery-voltage was
known, then the capacitance could be calculated from the gradient of the Q-vs-V curve. But
Q(V ) is not known; instead a sequence of point values for (V,Q) along the discharge path
are gathered. These point values are inevitably noisy, so a simple ratio of first-differences will
produce very noisy gradient estimates. Therefore a smoothing technique is applied to the mea-
surements to increase the accuracy of the gradient estimates. Inspection of the curves in, Fig.
6.3, suggests that, over the range of these measurements, the voltage V can be approximately
expressed as a cubic polynomial of charge Q,
V (Q) = a3Q
3 + a2Q
2 + a1Q+ a0, (6.5)
or alternatively charge can be approximately expressed as a cubic polynomial of voltage,
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Q(V ) = b3V
3 + b2V
2 + b1V + b0 (6.6)
It can be seen in Figure 6.3 that both equations (6.5) and (6.6) match the measured data
reasonably well. The effective capacitance can now be determined. From Eq. (6.6),
Ceff =
dQ
dV
= 3b3V
2 + 2b2V + b1 (6.7)
which is a quadratic relationship between voltage and Ceff, implying that Ceff can approach +∞
or −∞ when V →∞, depending on the sign of the b3 coefficient. Such unbounded behaviour for
Ceff is clearly undesirable. Fortunately the V (Q) fitting (described next) produces a bounded
and well-behaved expression for Ceff.
From equation (6.5) we get an inverse-quadratic function,
Ceff =
(
dV
dQ
)−1
=
1
3a3Q2 + 2a2Q+ a1
, (6.8)
which is a bell-shaped curve with an asymptote at Ceff = 0. If Q is set to zero then Ceff = 1/a1,
which is positive for all discharge curves; this could be interpreted as the component of the
capacitance of the cell that is not related to any chemical changes. For example, Ceff|Q=0 could
be an indication of plate area, separation distance, and electrolyte permittivity, where smaller
a1 values indicate a healthier battery i.e., larger plate area, smaller separation distance or
better electrolyte permittivity. Additionally, the charge at which the Ceff-vs-Q curve reaches
its maximum (Q|Cmaxeff ) can be calculated by locating the turning-point,
dCeff
dQ
= − 6a3Q+ 2a2
(3a3Q2 + 2a2Q+ a1)2
= 0, (6.9)
so,
Q|Cmaxeff =
−a2
3a3
(6.10)
therefore,
Cmaxeff =
3a3
3a1a3 − a22
(6.11)
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where a larger Cmaxeff indicates a healthier battery i.e., better energy storage capability. From
Eq. (6.5) it can be seen that a0 is the terminal voltage of the cell when there is no charge.
In order to test this measurement technique, four battery modules are identified as “ex-
cellent”, “good”, “bad” and “ugly” after referring to their apparent state-of-health based on
inspection of their respective discharge curves plotted in Fig. 6.3. Figure 6.3 shows that “ugly”
has a higher value for a0, but careful inspection of Fig. 6.8(b) shows that batteries that suffered
catastrophic failures, end-of-life failures and ordinary ageing present with similar values for a0,
hence there is no direct relationship between a0 and battery health.
Graphs of the residual error for the two fits of Fig. 6.3 are shown in Fig. 6.4. The maximum
residual error, expressed as a percentage, for Q = Q(V ) fit is 4.4%, and for V = V (Q) fit is
0.9%, confirming that V = V (Q) gives a more accurate description of the voltage-discharge
characteristics for these battery blocks.
Effective capacitance trends calculated from the local gradients of the cubic V = V (Q)
polynomial fits of Figure 6.3 are shown in Fig. 6.5 plotted against charge and voltage. The
maximum effective capacitances are marked with a dot. [Cmaxeff was also calculated using the
Q = Q(V ) cubic fit, and a maximum difference between the two values for Cmaxeff of 17% was
found, (not shown).]
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Figure 6.4: Residual error between measurements and (a) Q = Q(V ) cubic fit, and (b) V =
V (Q) cubic fit for the four battery blocks shown in Figure 6.3 confirming that V = V (Q) is
the better approximation for this dataset.
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Figure 6.5: Effective capacitance calculated using Ceff = (dV/dQ)
−1 for the cubic polynomial fit
V (Q) = a0 + a1Q+ a2Q
2 + a3Q
3 plotted against (a) charge and (b) voltage for the four battery
blocks shown in Fig. 6.3. The dots mark the location of maximum effective capacitance, Cmaxeff ,
and the colour scale indicates the magnitude of Ceff. The same colour scheme is used in Fig.
6.8.
Maximum effective capacitance occurs where the battery voltage response is most linear
around the point of inflection, highlighting the nonlinear behaviour of the battery-model bulk-
capacitance (CB) shown in Fig. 6.2(b). This changing behaviour of the series battery block
is a result of a complex series of electrochemical processes. A NiMH battery is fully charged
when all chemical species have oxidised from Ni(II) to Ni(III), the electrolyte and the two
electrodes now effectively forming a capacitor (charged plates separated by a distance). For
constant-current discharge, the voltage-vs-charge curve should be linear if the cell behaves as
a perfectly linear capacitor. However, this theoretical capacitor, formed by the electrodes and
electrolyte, is charged by the electrochemical redox reactions occurring within the electrodes
with ion diffusion through the electrolyte [17]. The chemical reactions effectively charge the
theoretical capacitor and the voltage deviates from the expected linear relationship. This
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phenomenon highlights the electrochemical aspects of the battery and indicates that modelling
the battery as a fixed capacitor is an approximation at best. The hypothesis that the location
of Cmaxeff on the voltage–charge plane, and the value of C
max
eff itself, are primary indicators for
battery state-of-health is tested using 40 sets of data.
6.4 Results and discussion
The data in Figures 6.6 to 6.8 were obtained from a variety of Toyota Prius battery packs,
some from vehicles that remain in service, and others from battery packs which have failed in
the field. All measurements were taken at an ambient temperature of 15◦C, drawing a constant
4 A for 35 seconds every 180 seconds, giving the battery 145 s to rest and recover before
recording the open-circuit voltage. In most publications researchers start with a battery or
a single cell of a particular chemistry and do the required analysis and modelling to quantify
ageing relationships w.r.t. environmental factors such as temperature. Instead for this battery
prognostics project measurements from 40 battery blocks, of different ages, of which usage
characteristics are not available, are presented.
A measurement of capacity (Qmax) can be obtained by integrating the current between the
end-of-charge and end-of-discharge points,
Qmax =
∫ t1
t0
Idt, (6.12)
where, t1 − t0 is the time taken to charge the module from end-of-discharge to end-of-charge
and I is the time-varying current through the module. State-of-health is defined as,
SOH =
Qmax
Qrated
· 100%, (6.13)
but for these battery blocks Qrated is not readily available from battery manufacturers. So,
for this battery type, SOH cannot be expressed as a percentage. An attempt was made at
finding a relationship between the fit coefficients (a0, a1, a2 and a3) and Qmax however no clear
relationship was found. Hence a relationship between capacity and Cmaxeff is suggested.
Figure 6.6(a) shows capacity plotted against Cmaxeff for the full dataset. While a linear
relationship is clearly visible, it is skewed by outliers. The outlying data-points represent
a number of possible failures such as short-circuited cells, reversed electrodes or end-of-life
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Figure 6.6: Capacity, fitted curve (mx + c) and 95% prediction interval plotted against local
maximum Ceff for (a) complete dataset including outliers and (b) with outliers removed. For
(b), the fit parameters are m = 1.891 AsF−1 and c = −1025 As.
failures. Considering that the measurements are of a battery block where the individual cell
terminals are not accessible means that it is not possible to determine which type of failure
has occurred. In Figure 6.8 the location of Cmaxeff on the charge-voltage plane is examined to
distinguish between catastrophic failures and end-of-life failures. Figure 6.6(b) removes the
outliers to reveal the underlying linear relationship between capacity Qmax and C
max
eff ,
Qmax = 1.891C
max
eff − 1025. (6.14)
Although researchers commonly describe capacity-fade ageing effects seen in battery model
parameters as an exponential decay over time [100] such relationship was not suitable for this
dataset as time-series ageing data are not available. If capacity reduces to zero, an effective
capacitance (1/a1) of ≈ 550 F remains; this residual 550 F can be pictured as the capacitance
of the battery when no active species are present, so no ion transfer through the electrolyte is
possible [101].
The relationships between maximum effective capacitance (Cmaxeff ) and the (Qx, Vx) coor-
dinate at which the point of inflection occurs (shown in Fig. 6.7) with the outliers removed
are,
Charge = 1.32× 10−5 (Cmaxeff )2.33 + 934 As (6.15)
More significant however is the relationship between voltage and Ceff,
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Figure 6.7: Local maximum Ceff, fitted curve (Ax
b + c) and 95% prediction interval plotted
against (a) charge [A = 1.32×10−5, b = 2.33, c = 934] and (b) voltage [A = 1.1×104, b = −1.34
and c = 14.8].
Voltage = 1.1× 104 (Cmaxeff )−1.34 + 14.8 V (6.16)
which suggests that as battery health increases, corresponding to increasing Cmaxeff shown in Fig.
6.6(b), the voltage where Cmaxeff occurs approaches 14.8 V. These relationships are plotted on
Fig. 6.8 to highlight the locus of Cmaxeff during ageing. For a block of 12 series-connected NiMH
cells, 14.8 V relates to a nominal voltage of between 1.2 and 1.3 V per cell. This suggests
that the cubic-fitting approach may be transferrable to different battery chemistries after an
appropriate adjustment to the constants in Eqs. (6.16) and (6.15). Where, Eqs. (6.15) and
(6.16) describe the movement of Cmaxeff through the voltage–charge plane as a result of ordinary
battery ageing which manifests as a gradual fading of capacity. This relationship is plotted on
Fig. 6.8(a).
Figure 6.8(b) superimposes the dataset outliers. Here two clear regions can be identified:
battery end-of-life and catastrophic failures. The end-of-life region highlights the unpredictabil-
ity of battery behaviour at this point shown by the scatter in Cmaxeff . Batteries with peak effective
capacitance that fall in the end-of-life region, but also within the ordinary ageing bounds, may
still be suitable for reuse, however the battery-pack may fail within a short time-frame.
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Figure 6.8: Effective capacitance, indicated by the colour bars (as defined in Figure 6.5), plotted
along the battery block discharge curve for (a) ordinary ageing dataset showing relationship
between Cmaxeff (black dots), charge and voltage and 95% prediction interval i.e. the ordinary
ageing locus and (b) with outliers (catastrophic and end-of-life failures) included. These plots
highlight the unpredictable failure modes when battery-health reduces (end-of-life) and “catas-
trophic” battery failure such as short-circuited cells where Cmaxeff falls outside ordinary ageing
bounds.
The catastrophic failure region shows blocks exhibiting either short-circuited cells or elec-
trode reversal. If one of the 12 series-connected cells is short-circuited, it is still possible to
charge the battery block to 16 V; however, this results in 11 severely over-charged cells. When
the block is subsequently discharged the rate-of-change in voltage with respect to charge is
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higher as the over-charge is removed from the electrodes. The voltage at which Cmaxeff occurs is
now lower, outside of ordinary ageing bounds, as only 11 cells contribute to the overall storage
capability of the block. Electrode reversal also shows a similar accelerated drop in voltage when
the battery block is discharged [41].
It must also be noted that the numerical value of Cmaxeff is much higher for the catastrophic
failures than ordinary cells: 8000 F as opposed to 3000 F. This is a side-effect of the Ceff
calculation: the rate-of-change of slope is much higher at the turning point for the catastrophic
failure due to the steep initial voltage drop. What is of importance in this case is that Cmaxeff
lies outside of the ordinary ageing region.
6.5 Conclusion
Maximum effective-capacitance calculated from a third-order polynomial fit to (Q, V ) data-
points and its position on the voltage–charge plane accurately distinguishes catastrophic and
end-of-life battery failure from ordinary battery ageing processes causing capacity fade effects.
The coefficients of the third-order fit V = V (Q) can be used as design parameters to optimise
battery pack performance. However, no clear relationship exists between the fit coefficients
and state-of-health. Rather, the suggested method shows ordinary ageing bounds within which
Cmaxeff must lie, with C
max
eff having a positive linear relationship with SOH capacity. These bounds
are calculated through a power-law relationship between Cmaxeff , Vx and Qx.
Chapter 7
Conclusions and further work
7.1 Conclusions
The main aim of this thesis was to develop a method for identifying hybrid-electric vehicle
NiMH battery state-of-health. Several other areas that required investigation were identified.
Here the three main technical tracks that this thesis has followed are summarised.
7.1.1 Bidirectional switch-mode power-supply efficiency
During this work hardware required to cycle energy from the battery block through a super-
capacitor bank to an adjacent battery block was developed. The bidirectional switch-mode
power-supply realises both buck and boost functionality using the same basic hardware. In
order to improve the cycling efficiency, simulations showed that the energy wasted in the circuit
depends largely on the current flowing in the output stage of the buck converter. To minimise
the current in the output loop, the output or capacitor voltage needs to be higher. The
output voltage increases faster if the capacitance of the storage bank is reduced. Switching
the capacitor bank to be a series configuration, charging to a certain voltage then switching
to parallel to finish charging, accomplishes this. The series-parallel switching scheme improves
converter efficiency by a factor of two compared to a fixed duty-cycle charging scheme. Adding
more series-parallel switching cycles further improves efficiency but by smaller amounts.
7.1.2 Battery parameter measurement
The thesis introduces a range of different battery parameters and battery models, and discusses
various practical and numerical methods for identifying these parameters. The three different
battery models are investigated and extended Kalman filtering was applied to these models and
measured data to recover values for the internal battery model components. It was concluded
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that the bulk-surface battery model is the most appropriate model of the NiMH batteries found
in Toyota Prius.
This is because the bulk-surface model has the ability to adjust its open-circuit terminal
voltage due to the bulk storage capacitors. The ability to adjust gives the EKF the lowest
RMS error of 2.4 mV compared to 19 and 4.3 mV for the simple and The´venin battery models
respectively. By taking a closer look at the voltage response of the battery with respect to
current during a driving cycle and applying EKF to recover the model component values, the
values no longer converged. Here the conclusion was drawn that Kalman filtering only converges
to a stable value when the battery is subjected to a regular current pulse. In fact what was
observed was that the battery component values changed due to environmental factors, such
as temperature changes, and battery state-of-charge. Further investigation showed that even
though the voltage response is uniform during discharge the individual component values exhibit
nonlinearity. The relationships between component values and state-of-charge are identified and
it was shown that the total terminal impedance remains constant for SOC ≥ 25%.
The nonlinear responses of each battery component and their complex interrelationships
maked it nearly impossible to implement extended Kalman filtering as a reliable method for
estimating state-of-health. Even though it is theoretically possible, the number of different
relationships that need to be quantified to gain suitable results makes it impractical. Therefore
a new and practical measure of battery SOH: effective capacitance was proposed.
7.1.3 Effective capacitance
Effective capacitance is calculated by taking the local slope of the charge–voltage curve. Due
to the battery nonlinearity this results in a point of inflection in the discharge curve which
translates to a maximum in effective capacitance. The numerical value of maximum effective
capacitance is linearly related to battery capacity which makes it a suitable measure for state-
of-health. Batteries however fail in a variety of ways which are difficult to differentiate through
conventional methods. The relationship between maximum effective capacitance, voltage and
charge defines a locus of ordinary ageing on the charge–voltage plane. If maximum effective
capacitance falls outside of the ordinary ageing region, the battery has failed catastrophically
or reached end-of-life. So, the numerical value of, and the position on the charge–voltage plane
are used together to determine the state-of-health of the battery module.
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7.2 Further work
7.2.1 Bidirectional switch-mode power-supply efficiency
The simulation results only look at the buck stage of the converter and only consider first-order
parasitic component losses. Should further researchers be interested simulation of the losses
due to higher-order parasitic components and of the boost stage of the converter will be a useful
addition to the work. Also the reasonable assumption is made that the switches required to
implement the series parallel switching are lossless. Altering the simulation code to include
these losses would also be a useful addition.
7.2.2 Battery parameter measurement
This thesis only details some battery parameter measurement techniques, where the main
mathematical approach covered is extended Kalman filtering. Extended Kalman filtering is
a large area of research and it is an impossible task to cover and investigate all aspects of
Kalman filtering. Nevertheless, further work could be done investigating other variants of
KF. The initial estimation problem remains unanswered, so techniques such as expectation
maximisation could be investigated. Further work can be done on for example, investigating
neural networks as a means of measuring the battery model internal parameters, parametrising
further relationships between internal battery components and battery condition.
7.2.3 Effective capacitance
In Chapter 6 the hypothesis was made that this method could also apply to batteries of different
chemistries after suitable relationships have been found. This is something that has been left
as further work. More interesting however would be to investigate the possibility of calculating
Ceff by just looking at one portion of the discharge curve i.e., only discharging from 15 to 14 V.
Appendix A
Design details
A.1 Hardware design
A.1.1 Desired outcomes
This section discusses and shows the steps taken to achieve the final design. The desired
outcome of this chapter is to clearly explain the design steps taken and the reasoning behind
some of the major design decisions.
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Figure A.1: Battery analyser system overview
A.1.2 Power circuitry
The power circuits used in this design can be split into three distinct sections, the bidirectional
switch mode power supply hardware which is responsible for all the voltage conversions, the
series/parallel switch which is used to switch two banks of supercapacitors from a series config-
uration to a parallel configuration and the Switch Gear used to multiplex the charger/analyser
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units with and external 12 V source and two battery blocks. The following three sections
describe the hardware design.
Bidirectional power supply circuit
The bidirectional Power Supply Circuit consists of an inductor, two power switches and two
diodes. A schematic print of the power circuitry is included in Appendix B.2. The power
switch used is the IRFZ34 is selected for its current capabilities and high breakdown voltages.
The internal body diode of the IRFZ34 has a forward voltage drop of approximately 1.6 V
this means that using the body diode as a flyback/flyforward diode in the switch mode power
supply results in relatively large power losses and thermal strain on the FETs. As a result
the mosfets are paralleled with a fast switching low forward voltage schottky barrier rectifier
diode (1N5822) which has a forward voltage drop of only 0.5 V at 4 A. The power lost in
the diodes can be reduced further if the mosfet is driven to allow current to flow through,
however due to the nature of the converter this is difficult to implement as a there is no clear
measurable transition between continuous and dis-continuous conduction without complicating
the design. Driving the mosfets while the converter is in discontinuous conduction can lead to
short-circuiting of either the capacitor bank or battery blocks.
The mosfets are all driven by HCLP-3020 isolated gate drive ICs in order to isolate the
power circuitry from the control circuitry. An ACS711 hall sensor differential current monitor
chip is placed in the current path to the battery blocks, the output of this sensor is used to
determine the duty-cycle of the power switches and also to integrate the current flow through
the battery blocks, this is covered in more detail in appendix A.2. The inductor used is a 10 uH
bar type inductor capable of handling up to 10 A. This inductor was chosen because it was
readily available and it was able to handle the peak currents which occur in the power supply.
The Power mosfet used for the buck stage (PS Q2 in appendix B.2) is placed in a negatively
switched configuration, this simplifies the gate drive circuitry as no bootstrapping is required.
This does however mean that the source of the boost power transistor (PS Q1 in appendix
B.2) is floating, this complicates the drive circuitry. PS D3, PS D4, PS R3 and PS C2 insure
that the isolated gate drive IC PS U1 always has sufficient power supply (minimum of 10 V
maximum of 35 V). PS D3 is a 20 V Zener diode which when biased through PS R3 clamps
the power supply to PS U1 to 20 V. The capacitor PS C2 acts as a bootstrapping capacitor
and links the source of PS Q1 to PS U1.
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Series/parallel capacitor switch
The series/parallel capacitor switch is a unique piece of electronics which requires only one
digital input to switch the two capacitor banks from series to parallel. The reasons behind the
need for such a switch are covered in 4.
The switch consists of two high-side mosfet drive ICs (LTC1154), three power mosfets, an
isolating opto-coupler and a series of RC timer circuits to insure sufficient deadband between
switching. The LTC1154 has an internal charge pump capable of driving the gate beyond the
supply voltage [102], which makes it the ideal component as minimal additional components
are required. Table A.1 shows how the input signals to the LTC1154s are related to insure
switching with appropriate deadband.
Table A.1: LTC1154 truth table
IN EN GATE
L X L
H L H
The two LTC1154 need to output complementary gate drive voltages with some deadband
delay to insure that the supercapacitors are not short circuited during switching. From the
truth table it can be seen that if the IN of one driver is connected to the EN of the second
driver and the IN of the second driver is always high that this would produce a complementary
gate drive situation. Figure A.2 shows how the two gate drive IC outputs behave, the circuit
diagram for this circuit is included in Appendix B.4.
Switch gear
The switch gear is used to multiplex two battery blocks and an external 12 V source to one
charger/analyser unit. Simple 12 V relays are used to ensure full electrical isolation between
the batteries and the control circuitry. Fuses are also built onto the switch gear circuit board
for additional safety. The relay coils are driven through a simple transistor circuit from the
main microcontroller.
A.1.3 Sensor design
The ILD74 opto-coupler is used for the voltage sensing, the ACS711 is used to sense the current
and a MCP9700 temperature chip is used to sense temperature [103].
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Figure A.2: Series/parallel gate drive signals showing RC time constants and deadband
The transfer characteristics of the ILD74 were measured for a range of input voltages. A
linear relationship was created between input and output voltage throughout the range required
for this project, the results and the linear relationship are shown in Figure A.3.
The resulting relationship is:
Vin = −0.0204Vdigital + 24.447 (A.1)
Figure A.3: Voltage transfer relationship of the voltage sensing circuit.
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The relationship shown in equation (A.1) fits the dataset with an R2 value of 0.9954. This re-
lationship is used in the firmware to calculate and compare battery and supercapacitor voltages.
A simple two point gain offset calibration routine has been programmed into the microcontroller
which allows for periodic checking and adjustment of this relationship.
The ACS711 is a positive and negative current sense IC therefore the output voltage of
this chip is half the supply voltage when no current is flowing. The specifications of this
current sensor state that the output voltage varies with 110 mV per amp [104]. However this
application requires the sensor to measure an average from a 62kHz current signal. A simple
RC filter circuit was built on the output of the sensor to filter out the high frequency switching
signal. The filter was designed to have a cut-off frequency of approximately 500Hz by using a
1kΩ and a 0.33µF capacitor.
Adding this filter to the design meant that the over all gain between the current flowing
through the sensor and the voltage at the microcontroller input was different from the value
stated in the data-sheet. Not only was the gain different but the gain for positive current and
for negative current were also different. So to accurately measure the current this sensor needed
to be calibrated using a three point calibration routine. The sensor output voltage is directly
related to the supply voltage of the sensor which in turn is also the reference voltage for the
ADC inside the microcontroller. The calibration routines are discussed in appendix A.2.2.
The MCP9700 is a Linear active thermistor, this means that there is a linear relationship
between voltage and temperature which is not the case for NTC or PTC thermistors. The
relationship between temperature and voltage for the MCP9700 is shown in equation (A.2) [103].
Vtemp = TCTA + T0◦C (A.2)
Where TC is the temperature coefficient, TA is the ambient temperature and T0◦C is the volt-
age output at 0◦C. The datasheet suggests the values shown in table A.2 for these parameters,
however some calibration may be required.
Table A.2: MCP9700 temperature sensor parameters.
Parameter Value
TC 10 mV/
◦C
T0◦C 500 mV
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The MCP9700 measures temperature by monitoring the voltage drop across a diode, the
low impedance thermal path to the diode is provided by the pins of the sensor [103]. Therefore
the temperature sensor can accurately measure the temperature of the PCB board, this may
not be an accurate representation of the battery temperature.
A.1.4 Control circuitry
The main component of the control circuitry is a PIC16F1827 table A.3 describes the function-
ality of the microcontroller. Appendix B.1 shows how the microcontroller is connected to all
the various components of the power circuitry, the series/parallel switch, the sensor circuitry
and the communications circuitry.
Table A.3: PIC16F1827 functionality.
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The PIC16F1827 was chosen for the control circuitry because it was able to operate at
a relatively high frequency 32 MHz internal clock frequency. This has as advantage that no
external clocking source was required reducing both complexity of the design and footprint
of the circuitry. The microcontroller also has both 10bit analogue to digital converters and a
10bit pulse width modulation output. This means that there is enough resolution in both the
inputs and the outputs to accurately measure and control the various parameters surrounding
the design.
A.1.5 Communication hardware
The communication hardware consists of two XBee Series 2 Pro wireless modules and two 8
channel multiplexers. The XBees behave like a wireless serial port extension and communicate
with each other using API commands. The Master XBee which is connected via a FTDI USB
to serial converter to the PC is configured as an API coordinator. The Slave XBees RX and TX
lines are connected to two 1-8 multiplexers. Four digital IO lines are connected from the Slave
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XBee to the select and enable lines of the multiplexer. This allows the XBee to switch its RX
and TX lines to the 8 analyser units, allowing for duplex (bidirectional) communication between
the PC and the analyser units. Figure A.4 shows a block diagram of the layout. Appendix B.5
shows the design of the communication system.
Figure A.4: Communication system block diagram.
The RX input on the microcontroller cannot be left floating otherwise induced noise on the
pin could be interpreted as communication. Therefore each RX pin arriving at the communi-
cation board is connected to ground through a 10kΩ resistor. The 10kΩ resistor is big enough
to not have an effect on the communication signals.
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A.2 Firmware design
This section describes in detail how the various sections of the firmware are developed.
A.2.1 Special variables
Object orientated programming is very common in higher level languages such as C# and Java.
The concept of object orientated programming is that an object (class) is created which contains
within it all the variables and functions associated with that object (class). In microcontroller
C such a concept does not exist. As a result various work-around solutions are used to create
the same/similar effect in a lower level language. The concepts of struct and union type
definitions are described well in [105]. A struct is a collection of related elements or variables
that can be accessed by a common name [105].
Battery variable
The battery description needs to contain a number of different variables such as voltage, block
number, status and capacity. For this reason a structure was created which contains the different
elements related to the battery, the code is shown in Listing A.1. Four battery variables are
created as shown in line 12. This represents the two battery blocks that can be connected to
the bidirectional power supply, the external 12 V supply and none which disconnects everything
from the bidirectional power supply.
Listing A.1: Battery Structure Typedef
1 typede f s t r u c t {
2 shor t i n t vo l t age ;
3 unsigned char blockNr ;
4 unsigned char s t a t u s ;
5 unsigned i n t capacityMSB ;
6 unsigned i n t capacityLSB ;
7 unsigned i n t AsMSB;
8 unsigned i n t AsLSB ;
9 unsigned i n t sampleCount ;
10 } b a t t e r y t d e f ;
11
12 b a t t e r y t d e f battery1 , battery2 , t w e l v e v o l t s , none ;
Grouping all the variables related to the battery in one simple battery structure means that
writing to and reading from these variables in a range of different methods (or subroutines)
is simplified. The battery variable can either be passed directly into a method or the pointer
to the battery structure can be passed into the method. Passing the pointer to the structure
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into a method means that code within the method can alter the variable, much like object
orientated programming. Passing pointers to data instead of passing the data into the variable
also greatly reduces the size of the program code.
A.2.2 Voltage, current and temperature sensing
The voltage sensing hardware has been discussed in appendix A.1.3, this hardware produces a
0-3.3 V signal which is passed into the PIC. The PIC microcontroller has a 10bit analogue to
digital converter which converts the input voltage to a digital equivalent value (Vdigital). The
conversion is shown in equation (A.3).
Vdigital =
Vin
3.3 V
1024 (A.3)
The Vdigital value of both the supercapacitor voltage and the battery block voltage is used
throughout the firmware. The relationship between Vdigital and supercapacitor voltage is shown
in equation (A.1).
The current sensing IC described in appendix A.1.3 is also connected to an analogue to
digital converter. The output voltage of this current sensing IC is half of the supply voltage
when there is no current flowing. This means that Vdigital will be 512 when no current is flowing.
This needs to be taken into account during the design of the firmware. It was found during use
of the sensor that the relationship between sensor output voltage and current varied depending
on whether or not positive or negative high speed switching current was passed through the
sensor. So a three point calibration routine was programmed which initially calibrated the zero
point, then positive current and finally negative current. Choosing the calibration points that
lie close to the actual operating currents minimises errors.
Temperature sensing is also done with an analogue to digital converter.
The values measured by the analogue to digital converter need to be translated into a term
that can be read and understood by a human. For example, 512 needs to be converted to zero.
This is done by providing some calibration data. One form of calibrating is using a two point
method. For example if there is a linear relationship between the measured and actual values
then a two point gain zero calibration method will provide enough information to accurately
predict the actual value from the measured value.
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Calibration is handled in the firmware by responding to a series of API commands which
indicate that the calibration process has started. The firmware waits for a specific command
from the user (through the graphical user interface) indicating that the conditions for zero
calibration have been met. This for example requires placement of a jumper wire across the
super-capacitor pins after removing a fuse. This means that zero voltage will be measured.
The digital value for zero voltage is written to non-volatile EEPROM memory. The firmware
then waits till the user has provided the second calibration point, 20 V for example. This may
involve connecting a fixed voltage source to the sensor. The actual value and the measured
value are then written to the EEPROM.
Calibration of the battery voltage is a bit more involved due to the set-up of the sensing
circuit. If a zero voltage calibration point if provided then the voltage regulator used to power
the PIC micro and provide the reference voltage will also be zero. Therefore the first calibration
point cannot be zero and must be greater than 3.3 V. With the addition of the zener diode to
this circuit the calibration point needs to exceed the zener voltage (10 V in this case). It is best
to chose calibration points as close as possible to the actual values that are being measured
therefore calibration points of 12-20 V are suitable for calibrating the input voltage sensor.
A.2.3 Discharge firmware
The battery blocks need to be discharged to record the (Q, V ) points during discharge. Figure
A.5 shows a flow diagram of one of the sub-routines responsible for controlling the discharge of
the battery block.
The section of the flow chart labelled “discharge battery” represents a PID loop which holds
the discharge current steady at 4 A. The current is controlled by altering the duty cycle of the
appropriate power switch. A steering control register is altered which determines the physical
pin of the microcontroller that carries the PWM signal. This steering control is altered to give
the bidirectional power supply the appropriate function i.e., charge or discharge.
The flow chart in Figure A.5 also shows which configuration the super-capacitor is switched
to throughout the discharge cycle. The first decision block determines whether or not the
super-capacitor is already full. This is done by checking the configuration and the voltage. For
example if the supercapacitors are switched in parallel and the super-capacitor voltage is 10 V
then the super-capacitor bank is deemed to be full.
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Figure A.5: Flowchart depicting discharge control flow
The second decision block in the flow chart checks to see if the super-capacitor bank is in a
parallel configuration and if the voltage is less than 5 V. If this is the case than the capacitor
banks are switched to series in order to increase the efficiency of the converter by increasing
the output voltage. After the switch to series has completed the code enters a loop where the
battery blocks are discharged until the series connected super-capacitor bank voltage is 1.5 V
below the battery block voltage.
When the series connected capacitor bank reaches this voltage it is switched to a parallel
bank in which case the voltage halves. The code then enters another loop which charges the
now parallel connected bank to 10 V. The capacitor bank is now considered to be full and the
discharge routine is finished. If an API command is sent to the battery charger while it is
in the “discharge battery” PID loop the battery charger will reply with the battery voltage,
the super-capacitor voltage and the state of the integrator. A pointer to the battery variable
described in section A.1 is passed into the PID loop, this ensures that the battery data is always
up to date.
The firmware uses the calibration data stored in EEPROM to accurately calculate the
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battery and super-capacitor voltages. For example the two calibration points are used to
calculate the gain and offset for the linear relationship between the Vdigital value and the actual
battery voltage. The formulas below show how the gain and offset are calculated, (x1, y1) and
(x2, y2) are the two calibration points.
y = ax+ b (A.4)
a =
y1 − y2
x1 − x2 (A.5)
b = y1 − ax1 (A.6)
Floating point calculations on a microcontroller take a lot of time and use a relatively
large amount of memory to compute. Therefore the battery and super-capacitor voltages are
calculated in a millivolt scale, this means that the scaling factors a and b are also multiplied by
1000. Listing (A.2) shows how the super-capacitor voltage is calculated in the firmware based
on the relationship shown in equation (A.1).
Listing A.2: Super-capacitor voltage calculation
1 i n t c a l c s c V o l t a g e ( void )
2 {
3 re turn (24447 -20* readSCVoltage ( ) ) ;
4 }
A.2.4 Charge firmware
The battery blocks need to be charged in order to correct any charge imbalances throughout
the battery pack. Figure A.6 shows how the firmware handles the charging operation.
The first decision block determines whether or not the super-capacitor bank is in series
or parallel. If the bank is in a parallel configuration then the battery block is charged until
the super-capacitor voltage drops below half the battery voltage. The block named “charge
battery” represents a piece of code that implements the standard boost formula for calculating
duty cycle shown in equation (3.1). If the super-capacitor voltage drops below half the battery
voltage then the capacitor bank is switched to a series configuration effectively doubling the
input voltage to the converter. As a result the duty cycle required to boost the capacitor voltage
to the battery voltage is reduced.
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Figure A.6: Flowchart depicting charge control flow.
The firmware in this loop also responds to an API command by returning the battery
voltage, super-capacitor voltage and current integration value. The reply from the charge unit
in this fashion also indicate to the GUI that the charger is busy, this will become more apparent
in section A.3.
A.2.5 Coulomb counting
Coulomb counting is effectively an integral of the current flowing into or out of a battery.
This is achieved in firmware by periodically sampling the output of the current sensor. To get
an accurate integral, the time interval dt between samples needs to be small. On a digitally
controlled system this is very difficult to achieve and requires large amounts of processing power.
Therefore the sampling is done in a timer interrupt service routine to insure that the current
is sampled at a consistent time interval. The instantaneous current (sample) is measured and
summed to give a total current value. Figure A.7 shows the discrete integration process.
Figure A.7: Discrete integration
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Equation (A.7) shows the continuous calculation for an integral
Q =
∫ T
0
I(t) dt ≈
N∑
n=0
In∆t (A.7)
where I(t) is the instantaneous current at time t and N = T/ dt. In equation (A.7) the
variable In represents the ADC read performed by the microcontroller of the current sensor
voltage. The ADC read is not directly related to the current due to the offset of approximately
half the supply voltage in the sensor output voltage. Therefore to get an accurate representation
of the actual current this offset needs to be subtracted from the ADC value. Only now can
the digital representation of the capacity be converted to an actual capacity using the sensor
calibration data.
Overflow of the digital representation of the capacity variable needs to also be taken into
account i.e., if the integration exceeds 0xFFFF. The firmware accounts for this situation by
checking to see if the total current value exceeds 60000 and if this is the case another variable
is incremented to insure that all the data is captured correctly.
The data from the integrator is written to the battery variable described in appendix A.1.
The firmware knows which battery variable to write to the integral data too based on the block
number and the state of the digital IO pins used to select a specific block. The energy taken
from the 12 V source is not integrated.
A.2.6 Communication system
The communication system on the individual microcontrollers makes use of the hardware EU-
SART serial port on the microcontroller. The hardware implementation of the serial port
means that interrupts are triggered when data is received and when the transmit buffer has
been emptied. This hardware controlled system makes the communication firmware easier to
develop.
The baud rate of the serial port on the microcontroller is changed using set-up registers
within the microcontroller or a register can be configured so that the baud rate is automatically
detected. The synchronisation character used is 0x55. The microcontroller upon receiving
this character sets the appropriate baud-rate registers to the correct values. As a result the
communication baud rate of the microcontroller matches the communication baud rate of the
slave XBee and the effect of slight variations of clock speeds are removed.
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The standard C printf command is used to send data from the microcontroller out of the
standard output port of the chip. The standard output needs to be assigned. This requires the
user to program their own implementation of the putch(char c) method and a transmit ring
buffer which are both used by the printf library.
During development it was found that the printf library is large and memory hungry.
Each implementation of printf, i.e., printf with one argument or printf with four arguments,
meant that the whole printf code was duplicated in program memory. As a result the program
memory of the PIC16F1827 was full after only a few different printf commands. It was therefore
decided that only two variations of the printf command will be used in two different methods,
a printTwelve subroutine which implements a printf statement with 12 arguments and a
printFive subroutine which implements a printf statement with 5 arguments. If the response
to an API command does not contain 5 or 12 characters of data the remaining arguments are
set to 0x00. This reduced the program code for each call to printf dramatically. Similarly
a subroutine named printBatt which implements printTwelve was created. A pointer to a
battery variable is passed into this subroutine and it subsequently prints all the relevant battery
data, voltage, status, capacity etc.
A special structure was programmed for the receiving string shown in listing A.3. The
str cnt variable in the typedef keeps track of the length of the received command, the array
holds the characters that have been received through the hardware serial port. A series of
if statements in the RX interrupt service routine (ISR) check to see if the start delimiter
for the communication packet has been received, the start delimiter was chosen to be 0x24
which corresponds to the ’$’ character. The end of packet byte is 0x0D or the carriage return
character.
Listing A.3: Receive Buffer Typedef
1 typede f s t r u c t {
2 uchar s t r c n t ;
3 uchar s t r [ UART BUF SIZE ] ;
4 } s t r p t r t ;
The communication system needs to be duplex due to its nature i.e. one master communi-
cating with up to eight end devices (the micro controllers). Therefore each microcontroller is
given a unique ID which is stored in the EEPROM. This ID is always transmitted back to the
master (the PC) allowing it to decipher which microcontroller has replied to its command.
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No checksum is transmitted from the PC to the microcontroller because the networked na-
ture of the XBee communication means that an acknowledgement of transmission is sent back
to the PC, see Listing A.4. Also the command transmissions are followed with a verification
reply from the microcontroller. For example, if the temperature is requested from the micro-
controller then it immediately replies with the temperature. A catch for unknown commands
has been built into the microcontroller API firmware, if an unknown command is received a
negative acknowledge byte is returned. A checksum is however transmitted from the microcon-
troller back to the PC because the data transmitted to the PC contains critical information
and no acknowledgement system is built into the microcontroller or slave XBee firmware.
The master XBee is configured as an API coordinator. This means that the full API
command stream is transmitted to the PC, the API commands include information such as
acknowledgement of transmissions etc. Setting the Master XBee to an API coordinator allows
commands to be sent to the slave XBee to change the status of digital IO pins.
The slave XBee is configured to be an AT router/end device. This means that only the
transmitted packet is sent out of the serial port. For example if the command,
7E 00 11 10 01 00 13 A2 00 40 61 62 E4 D3 9B 00 00 24 DC 0D D7
is sent to the master from the PC then only the command
24 DC 0D
comes out of the slave XBee serial port. This means that the microcontroller which is connected
to the XBee serial port via the multiplexer receives a lot less data than what the PC actually
transmitted. As a result the serial input buffer on the microcontroller can be smaller. The
XBee datasheet explains how the API commands work.
During testing it was found that the 16 bit network address of the slave XBee sometimes
changed, the reasoning behind this is unknown. As a result the slave XBee is only addressed
by its serial number and by a generic broadcast 16 bit network address. This resulted in more
stable communication between the master XBee and the slave XBee. The Node Detect API
command was used to determine the network address of the slave XBees connected to the
Master PAN Network.
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A.3 Software design
This section describes in detail how the various sections of the software and user interface are
developed. The software language used to program the user interface was C# using .NET 4.0.
The .NET 4.0 toolboxes give access to a range of system components such as serialports, timers
and graphing displays.
A.3.1 Classes
C# and other programming languages in the Windows environment are becoming more object
orientated [106]. Object orientated programming revolves around classes. A class can be seen
as a page of code which contains methods and variables that relate to that particular object.
In [106] a line object is used as an example, the line class contains all the variables that relate
to the line such as width, start and end point etc. The class also contains methods that relate
to the line such as draw, which draws the line on the user interface.
The software created for this project is also object orientated and contains numerous classes
to describe all the different aspects of the program. For example there is a communication class
which holds all the serial communication methods such as APItransmit and analyse packet.
There are also classes describing the individual TX and RX packets. Object orientated pro-
gramming allows objects to be created, duplicated and destroyed. This means that there is
only one class describing a battery block which is duplicated in the class that describes the
battery analyser/charger which in turn is duplicated in the form i.e., one instance of battery
analyser class is created for each battery analyser unit connected to the PC. Figure A.8 show
a UML class diagram for the battery object.
Figure A.8: UML class diagram for battery object.
140 Design details
Figure A.8 shows how the battery class stores all the raw data from the battery in integer
form. The battery has three methods associated with it. The first method is a constructor
which is passed the ID of the battery analyser unit which the battery is connected to. The
second method is an override of the standard ToString() method which is included as standard
in every class. The third method calculates the SOC of a battery based on a voltage, this
method implements the battery model discussed in Chapter 2. The variables in the UML class
diagram shown also correspond to the special battery variable created in the firmware (listing
A.1) with some additional variables.
A.3.2 Threading
Threading in a Windows environment is a way of processing tasks in parallel. For example,
the user interface is one thread whereas other lengthy or time consuming operations such as
database searches may run on a parallel thread. Figure A.9 shows how the program flow of the
receive functionality of the software is put together.
Read Thread
Parser Starter
Thread
FIFO
data queue
Enqueue
Peek
Parser
Thread
ParserThread.Start()Dequeue
PacketReceived
PacketReceived
AnalysePacket
AnalyseThread.Start()Analyser 1
Analyser n
Analyser 8
System
FIFO
response queue
Enqueue
Dequeue
Figure A.9: Program flow of the receive section of the software showing the relationships
between different threads
The Read Thread continuously reads a byte from the serial port. The .NET serial port
class has a number of different read methods. The main ones are Read(), ReadLine() and
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ReadByte(). The ReadByte() method was used because it reads only one byte from the serial
port buffer at a time, the readbyte method blocks program flow when there is no data available
in the serial port buffer. Implementing this method in a thread ensured that all data that
arrived via the serial port was read and the user interface thread was not blocked if there was
no data available in the serial port buffer. The read thread implementation writes the received
byte into a FIFO (First In First Out) data queue.
Queue is also a class in the .NET library which provides Enqueue(), Peek() and Dequeue()
methods amongst others. The Enqueue() method adds data to the Queue, the Peek() method
returns the first object from the queue without removing it from the queue and the Dequeue()
method removes the first object form the queue.
The Parser Starter Thread peeks at the data in the queue to see if the API start delimiter
byte (0x7E) has been received. When the start delimiter byte has been added to the queue a
new thread (Parser Thread) is started which proceeds to parse the data from the queue into a
valid packet, when a byte is added to the packet it is Dequeued (removed) from the data queue.
However 0x7E is also a valid data byte so a check is performed in the parser starter thread
to see if the parser thread is alive or not. If the parser thread is alive then a packet is in the
process of being parsed and the parser starter thread waits for this process to be completed.
This avoids data collision and false packet generation.
Once the data has been successfully parsed then a data received event is triggered. The
parsed packet is written to a FIFO response queue in the data received event handler, this
ensures that no packets are missed. An analyse packet thread is started from the data received
event.
The analyse packet thread determines the nature of the packet and performs the appropriate
operations based on the data that has been received. In this case the data received can either be
an answer from one of the analyser microcontrollers in which case the response is written to the
corresponding analyser object. Or the response can be a reply from the master XBee in which
case the response is relayed to the system. System can either be the main user interface or the
method call that requires the response; for example when the digital IO lines are switched each
transmission (command from master to slave XBee) is followed by a response. So the analyse
packet thread needs to signal to the system that the response has been received before sending
the next transmission. Figure A.10 shows this process.
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Transmit Packet
Reset system signals
System Wait for signal Continue
Wait for signalSystem Continue
Main UI
OR
Owning Thread
Figure A.10: Flow diagram showing how the software behaves when a command has been sent
Figure A.10 shows how the transmissions interact with the receive threads shown in Figure
A.9. When a transmission is sent the software expects either one response or two responses
depending on whether or not the transmission is aimed at the slave XBee or a the microcon-
troller. The “wait for signal” block in the flow diagram is a thread wait process. The thread
wait process blocks the owning thread. It is therefore important that all transmission occur
on a different thread then the User Interface. If the UI is blocked by a thread wait proce-
dure then the UI becomes unresponsive. Manual reset events are used to synchronise the API
transmission and the responses.
Listing A.4 shows the packets sent and received during a typical cycle.
Listing A.4: Typical XBee TX-RX sequence
1 TX: 7E 00 0F 17 01 00 13 A2 00 40 61 62 E4 D3 9B 02 25 56 60
2 RX: 7E 00 11 97 01 00 13 A2 00 40 61 62 E4 D3 9B 25 56 00 0B 10 C7
3 TX: 7E 00 10 17 01 00 13 A2 00 40 61 62 E4 D3 9B 02 44 33 05 5F
4 RX: 7E 00 0F 97 01 00 13 A2 00 40 61 62 E4 D3 9B 44 33 00 E6
5 TX: 7E 00 10 17 01 00 13 A2 00 40 61 62 E4 D3 9B 02 44 30 04 63
6 RX: 7E 00 0F 97 01 00 13 A2 00 40 61 62 E4 D3 9B 44 30 00 E9
7 TX: 7E 00 10 17 01 00 13 A2 00 40 61 62 E4 D3 9B 02 44 31 04 62
8 RX: 7E 00 0F 97 01 00 13 A2 00 40 61 62 E4 D3 9B 44 31 00 E8
9 TX: 7E 00 10 17 01 00 13 A2 00 40 61 62 E4 D3 9B 02 44 32 04 61
10 RX: 7E 00 0F 97 01 00 13 A2 00 40 61 62 E4 D3 9B 44 32 00 E7
11 TX: 7E 00 10 17 01 00 13 A2 00 40 61 62 E4 D3 9B 02 44 33 04 60
12 RX: 7E 00 0F 97 01 00 13 A2 00 40 61 62 E4 D3 9B 44 33 00 E6
13 TX: 7E 00 11 10 01 00 13 A2 00 40 61 62 E4 D3 9B 00 00 24 DC 0D D7
14 RX: 7E 00 07 8B 01 D3 9B 00 00 00 05
15 RX: 7E 00 12 90 00 13 A2 00 40 61 62 E4 D3 9B 01 24 00 DC 00 03 FC 65
Lines 1,3,5 to 11 show the transmitted packets in order to set the appropriate digital IO
lines high or low to select a specific microcontroller/analyser unit. Lines 2,4,5 to 12 show
the acknowledge response from the remote XBee. Line 13 is a TX packet directed at the
microcontroller with a payload of 24 DC 0D, the API command for request temperature. Line
14 is the acknowledge from the remote XBee indicating that the packet has been successfully
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received and transmitted to the microcontroller. Line 15 is the response from the microcontroller
with a payload of 24 00 DC 00 03 FC. Where, 0x24 is the start delimiter, 0x00 is the analyser
unit ID, 0x0003 is the 10 bit analogue value representing the temperature and 0xFC is the
checksum. Listing A.4 shows that a transmission from the master to the analyser unit expect
two responses (lines 13 to 15).
A.3.3 Multiple forms
C# and the .NET framework has the ability of creating user interfaces with multiple forms,
a form can also be referred to as a window. Each form runs on its own unique thread, the
previous section describes threading. Passing variables from one form the next is difficult to
handle because each form runs on a different thread. To avoid unnecessary complications with
variables that are required across multiple forms a separate class was created which contains
all the variables that are shared between the forms.
Main form
The main form is the main user-interface of the software giving the user access to the other
forms to perform either calibration of the sensors or change the settings of the communication
port. The main form provides the user with the different analysis options i.e., fully charge the
battery blocks, analyse the battery blocks, voltage check, etc.
Calibration form
The calibration form figure A.12 is hidden behind a password protected section of the software
so that only a dedicated service technician is able to calibrate the tool. The user is prompted
for a password through the password form shown in Figure A.11
Figure A.11: Password form
The calibration form gives the user the opportunity to select which charger has to be calibrated.
The software then queries the selected charger/analyser unit for its calibration data which
is read from the PIC microcontroller EEPROM and displayed on the form. Three different
calibration techniques are implemented due to the nature of the sensors used in this project.
Figure A.12 shows which parameters are able to be calibrated for each different item. For
example current requires a zero calibration, positive current calibration and negative current
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Figure A.12: Calibration form
calibration. The super-capacitor voltage only requires a gain/offset calibration which is per-
formed by doing a zero calibration and a point calibration. The complex nature of the battery
voltage curve means that a two point calibration is required. The calibration points used for
the two point calibration of the battery voltage must be greater than the drop out voltage of
the linear regulator whose output voltage is used as a reference voltage and the series connected
zener diode responsible for improving the accuracy of the voltage measurement.
Port settings form
The Port Settings form shown in figure A.13 gives the user the ability to change the serial port
settings of the master XBee device. The settings changes made in this form are saved to a
settings file so that each time the software is started it remembers the port settings of the last
session.
Figure A.13: Settings form
The port settings form also behaves like a class it has properties such as portsettingsform.Port
which returns the string name of the port which has been selected. These properties are used
by the main form to pass the correct port settings into the communication class.
Appendix B
Circuit diagrams
The following circuit diagrams detail the overview given in Figure A.1
B.1 Control Circuitry Design/Analyser Overview
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Figure B.1: Schematic print showing an overview of the complete system and how the following
sheets are connected together
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B.2 Bidirectional SMPS Design
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Figure B.2: Schematic print showing bidirectional switch-mode power-supply
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Figure B.3: Schematic print showing how the supercapacitor and battery voltage sensors are
connected
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Figure B.4: Schematic print showing the series-parallel switching hardware with two capacitor
banks
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Figure B.5: Schematic print showing how the individual charger/analyser units are connected
to the XBee wireless serial controller to transmit data back to the PC
Appendix C
Sample data set from battery analyser
The following shows a sample data file from the charger/analyser system.
1 9 : 34 : 25 a.m. , c r e a t e F i l e s
2 9 : 34 : 25 a.m. ,00 ,0/0/768 ,13 . 1 C ,12 .060V ,0 , 0 , 9 .596 , 0 .000 , 0 .000 , 0 .000 , 0 .000 , 0 .000 ,
3 9 : 34 : 37 a.m. , Capac i t i e sTes t 0
4 9 : 34 : 37 a.m. ,00 ,0/0/768 ,13 . 1 C ,12 .054V ,1005 ,670 ,14 .095 , 0 .000 , 0 .000 , 0 .000 , 0 .000 , 0 .000 ,
5 9 : 34 : 37 a.m. , charge 0
6 9 : 34 : 37 a.m. ,00 ,0/0/768 ,13 . 1 C ,12 .054V ,1005 ,670 ,14 .095 , 0 .000 , 0 .000 , 0 .000 , 0 .000 , 0 .000 ,
7 9 : 37 : 42 a.m. ,00 ,0/0/768 ,13 . 4 C ,12 .064V ,1007 ,842 ,15 .247 ,50 .798 , 0 .000 ,68858 .000 , 0 .000 ,5772 .000 ,
8 9 : 40 : 52 a.m. ,00 ,0/0/768 ,13 . 8 C ,12 .069V ,1006 ,872 ,15 .446 ,103 .471 , 0 .000 ,140259 .000 , 0 .000 ,11547 .000 ,
9 9 : 44 : 21 a.m. ,00 ,0/0/768 ,13 . 8 C ,12 .075V ,994 ,889 ,15 .560 ,157 .022 , 0 .000 ,212849 .000 , 0 .000 ,17351 .000 ,
10 9 : 47 : 32 a.m. ,00 ,0/0/768 ,14 . 1 C ,12 .073V ,995 ,912 ,15 .711 ,211 .246 , 0 .000 ,286351 .000 , 0 .000 ,23183 .000 ,
11 9 : 50 : 45 a.m. ,00 ,0/0/768 ,14 . 1 C ,12 .073V ,993 ,925 ,15 .799 ,265 .498 , 0 .000 ,359891 .000 , 0 .000 ,29026 .000 ,
12 9 : 53 : 58 a.m. ,00 ,0/0/768 ,14 . 4 C ,12 .070V ,993 ,935 ,15 .863 ,320 .131 , 0 .000 ,433948 .000 , 0 .000 ,34910 .000 ,
13 9 : 57 : 06 a.m. ,00 ,0/0/768 ,14 . 4 C ,12 .077V ,993 ,946 ,15 .937 ,374 .933 , 0 .000 ,508234 .000 , 0 .000 ,40694 .000 ,
14 10 : 00 : 12 a.m. ,00 ,0/0/768 ,14 . 4 C ,12 .083V ,994 ,954 ,15 .991 ,429 .472 , 0 .000 ,582164 .000 , 0 .000 ,46514 .000 ,
15 10 : 03 : 19 a.m. ,00 ,0/0/768 ,14 . 4 C ,12 .077V ,994 ,962 ,16 .044 ,483 .707 , 0 .000 ,655681 .000 , 0 .000 ,52353 .000 ,
16 10 : 06 : 32 a.m. ,00 ,0/0/768 ,14 . 4 C ,12 .077V ,993 ,968 ,16 .085 ,538 .833 , 0 .000 ,730406 .000 , 0 .000 ,58382 .000 ,
17 10 : 09 : 42 a.m. ,00 ,0/0/768 ,14 . 4 C ,12 .083V ,992 ,976 ,16 .138 ,592 .834 , 0 .000 ,803606 .000 , 0 .000 ,64342 .000 ,
18 10 : 12 : 58 a.m. ,00 ,0/0/768 ,14 . 4 C ,12 .083V ,992 ,981 ,16 .172 ,646 .436 , 0 .000 ,876266 .000 , 0 .000 ,70370 .000 ,
19 10 : 16 : 09 a.m. ,00 ,0/0/768 ,14 . 4 C ,12 .090V ,992 ,991 ,16 .239 ,699 .534 , 0 .000 ,948241 .000 , 0 .000 ,76505 .000 ,
20 10 : 19 : 23 a.m. ,00 ,0/0/768 ,14 . 4 C ,12 .090V ,992 ,994 ,16 .259 ,751 .994 , 0 .000 ,1019353 .000 , 0 .000 ,82692 .000 ,
21 10 : 22 : 39 a.m. ,00 ,0/0/768 ,14 . 4 C ,12 .090V ,992 ,1000 ,16 .300 ,803 .541 , 0 .000 ,1089227 .000 , 0 .000 ,88936 .000 ,
22 10 : 25 : 53 a.m. ,00 ,0/0/768 ,14 . 4 C ,12 .090V ,992 ,1005 ,16 .333 ,855 .129 , 0 .000 ,1159156 .000 , 0 .000 ,95261 .000 ,
23 10 : 29 : 18 a.m. ,00 ,0/0/768 ,14 . 4 C ,12 .090V ,992 ,1009 ,16 .360 ,906 .055 , 0 .000 ,1228188 .000 , 0 .000 ,101636 .000 ,
24 10 : 33 : 06 a.m. ,00 ,0/0/768 ,14 . 4 C ,12 .077V ,992 ,1012 ,16 .380 ,955 .635 , 0 .000 ,1295395 .000 , 0 .000 ,108044 .000 ,
25 10 : 36 : 23 a.m. ,00 ,0/0/768 ,14 . 4 C ,12 .077V ,992 ,1017 ,16 .414 ,1006 .251 , 0 .000 ,1364006 .000 , 0 .000 ,114551 .000 ,
26 10 : 39 : 41 a.m. ,00 ,0/0/768 ,14 . 4 C ,12 .077V ,992 ,1020 ,16 .434 ,1056 .095 , 0 .000 ,1431571 .000 , 0 .000 ,121091 .000 ,
27 10 : 43 : 01 a.m. ,00 ,0/0/768 ,14 . 4 C ,12 .083V ,992 ,1022 ,16 .447 ,1105 .883 , 0 .000 ,1499061 .000 , 0 .000 ,127680 .000 ,
28 10 : 43 : 27 a.m. , f i n a l V o l t a g e 0
29 10 : 43 : 27 a.m. ,00 ,0/0/768 ,14 . 4 C ,12 .077V ,991 ,1017 ,16 .414 ,1105 .883 , 0 .000 ,1499061 .000 , 0 .000 ,127680 .000 ,
30 10 : 43 : 27 a.m. , d i s charge 0
31 10 : 43 : 27 a.m. ,00 ,0/0/768 ,14 . 4 C ,12 .077V ,991 ,1017 ,16 .414 ,1105 .883 , 0 .000 ,1499061 .000 , 0 .000 ,127680 .000 ,
32 10 : 54 : 21 a.m. ,00 ,0/0/768 ,14 . 4 C ,12 .036V ,1006 ,865 ,15 .393 ,964 .754 , 0 .000 ,1499061 .000 ,205653 .000 ,129424 .000 ,
33 11 : 03 : 46 a.m. ,00 ,0/0/768 ,14 . 4 C ,12 .030V ,1008 ,774 ,14 .782 ,805 .552 , 0 .000 ,1499061 .000 ,437644 .000 ,131390 .000 ,
34 11 : 12 : 51 a.m. ,00 ,0/0/768 ,14 . 4 C ,12 .016V ,1006 ,753 ,14 .641 ,646 .439 , 0 .000 ,1499061 .000 ,669503 .000 ,133355 .000 ,
35 11 : 21 : 34 a.m. ,00 ,0/0/768 ,14 . 4 C ,12 .023V ,1005 ,729 ,14 .480 ,483 .918 , 0 .000 ,1499061 .000 ,906329 .000 ,135369 .000 ,
36 11 : 30 : 08 a.m. ,00 ,0/0/768 ,14 . 1 C ,12 .026V ,1005 ,707 ,14 .335 ,321 .288 , 0 .000 ,1499061 .000 ,1143315 .000 ,137382 .000 ,
37 11 : 38 : 33 a.m. ,00 ,0/0/768 ,14 . 1 C ,12 .026V ,1007 ,679 ,14 .147 ,156 .121 , 0 .000 ,1499061 .000 ,1383996 .000 ,139430 .000 ,
38 11 : 46 : 38 a.m. ,00 ,0/0/768 ,14 . 4 C ,12 .030V ,1006 ,650 ,13 .950 , -11 .987 , 0 .000 ,1499061 .000 ,1628964 .000 ,141521 .000 ,
39 11 : 54 : 26 ...
a.m. ,00 ,0/0/768 ,14 . 1 C ,12 .032V ,1005 ,622 ,13 .764 , -182 .836 , 0 .000 ,1499061 .000 ,1877926 .000 ,143647 .000 ,
40 12 : 02 : 11 ...
p.m. ,00 ,0/0/768 ,14 . 1 C ,12 .026V ,1005 ,593 ,13 .570 , -356 .644 , 0 .000 ,1499061 .000 ,2131199 .000 ,145816 .000 ,
41 12 : 07 : 37 ...
p.m. ,00 ,0/0/768 ,14 . 4 C ,12 .030V ,1005 ,564 ,13 .372 , -533 .639 , 0 .000 ,1499061 .000 ,2389117 .000 ,148069 .000 ,
42 12 : 11 : 45 ...
p.m. ,00 ,0/0/768 ,14 . 4 C ,12 .043V ,1006 ,534 ,13 .171 , -714 .100 , 0 .000 ,1499061 .000 ,2652085 .000 ,150334 .000 ,
43 12 : 15 : 47 ...
p.m. ,00 ,0/0/768 ,14 . 4 C ,12 .056V ,1008 ,512 ,13 .023 , -895 .187 , 0 .000 ,1499061 .000 ,2915966 .000 ,152615 .000 ,
44 12 : 18 : 56 ...
p.m. ,00 ,0/0/768 ,14 . 4 C ,12 .056V ,1006 ,485 ,12 .842 , -1079 .519 , 0 .000 ,1499061 .000 ,3184575 .000 ,154936 .000 ,
45 12 : 18 : 57 p.m. , vo l tage too low
46 12 : 18 : 57 ...
p.m. ,00 ,0/0/768 ,14 . 4 C ,12 .056V ,1006 ,485 ,12 .842 , -1079 .519 , 0 .000 ,1499061 .000 ,3184575 .000 ,154936 .000 ,
47 12 : 22 : 05 ...
p.m. ,00 ,0/0/768 ,14 . 4 C ,12 .063V ,1006 ,493 ,12 .896 , -1079 .519 , 0 .000 ,1499061 .000 ,3184575 .000 ,154936 .000 ,
48 12 : 25 : 17 ...
p.m. ,00 ,0/0/768 ,14 . 4 C ,12 .070V ,1005 ,462 ,12 .688 , -1258 .925 , 0 .000 ,1499061 .000 ,3446005 .000 ,157201 .000 ,
49 12 : 25 : 18 p.m. , vo l tage too low
50 12 : 25 : 18 ...
p.m. ,00 ,0/0/768 ,14 . 4 C ,12 .070V ,1005 ,462 ,12 .688 , -1258 .925 , 0 .000 ,1499061 .000 ,3446005 .000 ,157201 .000 ,
51 12 : 28 : 26 ...
p.m. ,00 ,0/0/768 ,14 . 7 C ,12 .067V ,1005 ,472 ,12 .752 , -1258 .925 , 0 .000 ,1499061 .000 ,3446005 .000 ,157201 .000 ,
52 12 : 28 : 26 p.m. , vo l tage too low
Appendix D
Extended Kalman filter code
Chapter 5.2 starts by producing voltage responses from a simplified The´venin battery equivalent
circuit initialised with a generic set of parameter values to be later recovered by EKF. The code
below shows the Euler integration of the simplified state-space equations.
1 %% generate known data set with known internal battery parameters
2 % define sampling interval and time-span
3 Fs = 1000; % sampling rate
4 dt = 1/Fs; % sampling interval
5 tspan = [0 : dt : 20]';
6 Nsteps = length(tspan);
7 Rt = 0.5; % mΩ RT
8 Rg = 0.35; % mΩ Rg
9 Cg = 200; % F Cg
10 % allocate space for solution vector
11 [Vg Vr I Y] = deal(zeros(Nsteps, 1));
12 [Yn KA] = deal(zeros(Nsteps, 3));
13 % define measurement noise parameters, assume 0 mean and Gaussian PD
14 v = 0.2; % mV
15 % set initial voltages: [Vg(t = 0); Vr(t = 0)]
16 Vg(1) = 0; % assume capacitor initially uncharged
17 Vr(1) = 0; % assume zero current flowing
18 X = [Vg(1); Vr(1)]; % convert to state vector (column)
19 % matices for state space model
20 A = [1-dt/(Rg*Cg) 0; 0 0];
21 B = [dt/Cg; Rt];
22 C = [1 1];
23 D = 0;
24 for k = 2: Nsteps
25 t = k*dt;
26 s = ceil(t);
27 % define a bipolar 3.8-A pulse current
28 i = 3.8*(t > s-0.75 & t < s-0.5) - 3.8*(t > s-0.25 & t < s);
29 I(k) = i;
30 X = (A*X + B*i); % Euler update
31 Y(k) = C*X + D*i;
32 [Vg(k) Vr(k)] = deal(X(1), X(2));
33 end
34 % ideal measurement without noise (y|v=0)
35 Eout = Y;
36 % actual measurement (y) Note: vo = 0 for simplicity
37 Eout meas = Eout + v*randn(Nsteps, 1);
The two vectors Eout meas and I are the only externally measurable quantities and are
used in the EKF code to reproduce the Vg, Vr matrices and Cg, Rg and RT. We need to
initialise the Kalman filter first by creating all the Jacobian matrices
152 Extended Kalman filter code
1 %% set up Extended Kalman Filtering Jacobians
2 %note Cg, Rg and Rt different from actual values to see how well kalman ...
filter estimates.
3 a = 1/(Cg*1.1); %aˆ0
4 b = 1/(Rg*1.1); %bˆ0
5 c = Rt*1.1; %cˆ0
6 %define main variables
7 xk= [0; 0; a; b; c]; %initized state xˆ0
8
9 %observation matrix for EKF
10 H = [1 1 0 0 0];
11 %noise paramaters
12 w = 0; % process noise 100% confidence in model
13 wp = w+0.1; %artificial noise added to aˆ, bˆ and cˆ to allow filter to ...
compensate
14 r = rms(Eout meas - Eout)ˆ2; %measurement noise rms(y − y|v=0)2
15 pc = rms(a-1/Cg)ˆ2; %estimation error cov Cg
16 pr = rms(b-1/Rg)ˆ2; %estimation error cov Rg
17 prt = rms(c-Rt)ˆ2; %estimation error cov Rt
18
19 % covariance of process noise
20 Q = [wˆ2 0 0 0 0; 0 wˆ2 0 0 0; 0 0 wp 0 0; 0 0 0 wp 0; 0 0 0 0 wp];
21 % covariance of measurement noise
22 R = [r 0 0 0 0; 0 r 0 0 0; 0 0 0 0 0; 0 0 0 0 0; 0 0 0 0 0];
23 % covariance of estimation error
24 P = [0 0 0 0 0; 0 0 0 0 0; 0 0 pc 0 0; 0 0 0 pr 0; 0 0 0 0 prt];
Note in line 14 we assume that the actual terminal voltage y|v=0 and in lines 15-16 we
assume that the actual component values for Cg, Rg and RT are known. This is not the case
when the extended Kalman filter is applied to real battery data. We can assume the we know
the measurement noise associated with out equipment so r is known. However, for pc, pr and
prt I have simply used the RMS of the initial estimate. The following code implements the
extended Kalman filter.
1 %% Do kalman filtering
2 %initize estimation variables
3 Xhat = []; %state estimate matrix
4 Yhat = []; %battery voltage estimate
5
6 for k = 1:length(Eout)
7 % Predict next state of the battery voltages with the last state and ...
current.
8 I(k); %actual current measurement
9 Eout meas(k); %actual voltage measurement note: no E0 for simplicity
10
11 % update Jacobians around current operating point
12 a = xk(3);
13 b = xk(4);
14 c = xk(5);
15
16 F = [1-dt*a*b 0 -dt*xk(1)*b+dt*I(k) -dt*a*xk(1) 0;
17 0 0 0 0 I(k);
18 0 0 1 0 0;
19 0 0 0 1 0;
20 0 0 0 0 1];
153
21
22 L = [dt*a c 0 0 0];
23
24 M = [1 0 0 0 0];
25
26 A = [1-a*b*dt 0 0 0 0;
27 0 0 0 0 0;
28 0 0 1 0 0;
29 0 0 0 1 0;
30 0 0 0 0 1];
31
32 B = [dt*a; c; 0; 0; 0];
33
34 % update estiamtion error covariance
35 P = F * P * F' + L * Q * L';
36 % update estiamted state
37 xk = (A*xk + B*I(k));
38 % update Kalman gain
39 K = P * H' * inv(H * P * H' + M*R*M');
40 % update state estimate post measurement
41 xkp = xk + K * (Eout meas(k) - (H * xk));
42 % update estimation error cov post measurement
43 P = (eye(5) - K*H)*P;
44 %Store for plotting
45 Xhat = [Xhat; xkp'];
46 Yhat = [Yhat; (xkp(1) + I(k)*Rt)'];
47 %current = predicted
48 xk = xkp;
49 end
Appendix E
SMPS code: Spice and Matlab
E.1 Spice
The bidirectional switch-mode-power-supply simulation results presented in Chap. 4 use the
following LTSpice and Matlab codes. Figure E.1 shows the first-order Spice model diagram
used to generate all the first-order results.
V1
12
D1
Didl
L1
10
55
C1
V2PULSE(0 10 0 0.001u 0.001u 7.5u 15u 200)
rC
40m
rL
8.8m
S
1
S
W
P
L
Vc
Vgate
VbVdVcr
.tran 300u
.model Didl D(Ron=50m Roff=1G Vfwd=0.7)
.model SWPL SW(Ron=50m Roff=10000G Vt=4 Vh=1)
Figure E.1: LTSpice diagram of SMPS showing how the components are connected
Note: Series/parallel switching is not implemented in the Spice simulation. The Spice net-list
associated with this diagram is,
1 * Spice Net-List
2 V1 Vb 0 24
3 D1 0 Vd Didl
4 L1 Vcr N001 10µ Rser=0
5 C1 Vc 0 55 Rser=0 Lser=0 Rpar=0
6 V2 Vgate 0 PULSE(0 10 0 0.001u 0.001u 7.5u 15u 200)
7 rC Vcr Vc 40m
8 rL Vd N001 8.8m
9 S1 Vb Vd Vgate 0 SWPL
10 .model D D
11 .lib C:\Program Files\LTC\LTspiceIV\lib\cmp\standard.dio
12 .tran 300u
13 .model Didl D(Ron=50m Roff=1G Vfwd=0.7)
14 .model SWPL SW(Ron=50m Roff=10000G Vt=4 Vh=1)
15 .backanno
16 .end
E.2 Matlab 155
E.2 Matlab
The following Matlab code shows how all the variables and matrices for the simulation are
initialised.
1 %% Simulate buck stage of bidirectional converter first-order model
2 % initialise all vectors and component values
3 m = 10ˆ-3;
4 u = m*m;
5 nano = u*m;
6 Tspan = 0.3*m;
7 stps=100;
8 dt = 15*u;
9 Ts = dt;
10 tspan = [0: dt: Tspan];
11 Vc = [0];
12 Ic = [0];
13 Vl = [0];
14 time = [0];
15 Pin = [0];
16 El = [0];
17 Prl = [0];
18 Pd = [0];
19 Prd = [0];
20 Ec = [0];
21 Prc = [0];
22 PswS = [0];
23 PswDyn = [0];
24
25 L = 10*u;
26 rL = 8.8*m;
27 C = 0;
28 C1 = 27.5;
29 C2 = 27.5;
30 rC1 = 40*m;
31 rC2 = 40*m;
32 rC = 0;
33 rDS = 50*m;
34 rD = 50*m;
35 vb = 12;
36 vd = 0.7;
37 vthres = 4;
38 ton = 13*10ˆ-9;
39 toff = 293*10ˆ-9;
40 Ib = 4;
41 i1 = 0;
42 i2 = 0;
43 Icav = 0;
44 stage = 0; %0 is series, 2 is parallel, 3 is finished
45 t01 = 0;
46 t12 = 0;
47 t23 = 0;
Before starting the simulation we need to determine whether or not the parallel only case
is being simulated or the series/parallel switching is being simulated. If we are in stage==0
(series configuration) then the ESR’s of each capacitor is summed (rC1+rC2) to give rC. The
capacitances are also summed to give the total pack capacitance.
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1 %% Simulate buck stage of bidirectional converter first-order model
2 % determine whether or not starting in series config or parallel config
3 if stage==0,
4 rC=rC1+rC2;
5 C = (C1*C2)/(C1+C2);
6 end
7 if stage==2,
8 C=C1+C2;
9 rC=(rC1*rC2)/(rC1+rC2);
10 end
The simulation code now loops until we reach stage=3 where vc > 10 V indicating that
the supercapacitor bank is fully charged in parallel configuration.
1 %% Simulate buck stage of bidirectional converter first-order model
2 % simulate power-supply till capacitor bank is in parallel config and Vc>10V
3 while 1,
4 % calculate and limit the duty-cycle between 0 and 80%
5 Dtemp = Ib/Ic(end);
6 if (Dtemp>0.80),
7 D = 0.80;
8 elseif (Dtemp<0),
9 D = 0;
10 else
11 D = Dtemp;
12 end
13 % determine which stage we are operating in
14 if (Vc(end)>10) && (stage==2),
15 break
16 end
17 if (Vc(end)>vb-1.5) && (stage==0),
18 t01=time(end);
19 Vc(end) = Vc(end)/2;
20 C=C1+C2;
21 rC=(rC1*rC2)/(rC1+rC2);
22 stage = 2;
23 end
24
25 i=i1;
26 T=time(end);
27 while time(end)<T+D*Ts-Ts*m,
28
29 Pin = [Pin, i*vb+vb*i*(ton+toff)/(2*Ts)];
30 El = [El, 0.5*L*iˆ2];
31 Prl = [Prl, rL*iˆ2];
32 Pd = [Pd, 0];
33 Prd = [Prd, 0];
34 Prc = [Prc, rC*iˆ2];
35 PswS = [PswS, rDS*iˆ2];
36 PswDyn = [PswDyn, vb*i*(ton+toff)/(2*Ts)];
37
38 R = rL+rC+rDS;%
39 vstep = vb - Vc(end) - R*i + L*i;
40
41 % switch closed
42 t = Ts/stps;
43 a = R/(2*L); B = 0; c = 1; w = sqrt(-aˆ2);
44 i = vstep/L*exp(-a*t)*(B*cos(w*t) + (c-a*B)/w*sin(w*t)) + i;
45
46 % switch open
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47 vctemp = Vc(end) + 1/C*(Ic(end)+i)/2*t; %improves accuracy
48 Ic = [Ic, i, i];
49 Vc = [Vc, vctemp, vctemp];
50 time = [time, time(end) + t, time(end) + t];
51
52 Pin = [Pin, i*vb+vb*i*(ton+toff)/(2*Ts)];
53 El = [El, 0.5*L*iˆ2];
54 Prl = [Prl, rL*iˆ2];
55 Pd = [Pd, 0];
56 Prd = [Prd, 0];
57 Ec = [Ec, 0.5*C*vctempˆ2, 0.5*C*vctempˆ2];
58 Prc = [Prc, rC*iˆ2];
59 PswS = [PswS, rDS*iˆ2];
60 PswDyn = [PswDyn, vb*i*(ton+toff)/(2*Ts)];
61 end
62 i2=i;
63
64 T=time(end);
65 while time(end)<T+(1-D)*Ts-Ts*m,
66
67 Pin = [Pin, 0+vb*i*(ton+toff)/(2*Ts)];
68 El = [El, 0.5*L*iˆ2];
69 Prl = [Prl, rL*iˆ2];
70 Pd = [Pd, vd*i];
71 Prd = [Prd, rD*iˆ2];
72 Prc = [Prc, rC*iˆ2];
73 PswS = [PswS, 0];
74 PswDyn = [PswDyn, vb*i*(ton+toff)/(2*Ts)];
75
76 R = rL+rC+rD;
77 vstep = -(vd) - Vc(end) - (R)*i + L*i;
78 t = Ts/stps;
79 a = R/(2*L); B = 0; c = 1; w = sqrt(-aˆ2);
80 i = i + vstep/L*exp(-a*t)*(B*cos(w*t) + (c-a*B)/w*sin(w*t));
81
82 if (i<0),%dcm
83 ccm = 0;
84 d = -Ic(end)*t/(i-Ic(end));
85 Icav = Ic(end)/2*abs(d);
86 time=[time, time(end)+abs(d)];
87 i = 0;
88 Ic = [Ic, i];
89 Vc = [Vc, Vc(end) + 1/C*Icav*t];
90
91 Pin = [Pin, 0+vb*i*(ton+toff)/(2*Ts)];
92 El = [El, 0.5*L*iˆ2];
93 Prl = [Prl, rL*iˆ2];
94 Pd = [Pd, vd*i];
95 Prd = [Prd, rD*iˆ2];
96 Ec = [Ec, 0.5*C*Vc(end)ˆ2];
97 Prc = [Prc, rC*iˆ2];
98 PswS = [PswS, 0];
99 PswDyn = [PswDyn, vb*i*(ton+toff)/(2*Ts)];
100
101 Ic = [Ic, i];
102 Vc = [Vc, Vc(end)];
103
104 Ec = [Ec, 0.5*C*Vc(end)ˆ2];
105
106 time = [time, time(end-1)+t];
107 else %ccm
108 ccm = 1;
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109 Icav = (Ic(end)+i)/2;
110 Ic = [Ic, i, i];
111 Vc = [Vc, Vc(end) + 1/C*Icav*t, Vc(end) + 1/C*Icav*t];
112
113 Pin = [Pin, 0+vb*i*(ton+toff)/(2*Ts)];
114 El = [El, 0.5*L*iˆ2];
115 Prl = [Prl, rL*iˆ2];
116 Pd = [Pd, vd*i];
117 Prd = [Prd, rD*iˆ2];
118 Ec = [Ec, 0.5*C*Vc(end)ˆ2, 0.5*C*Vc(end)ˆ2];
119 Prc = [Prc, rC*iˆ2];
120 PswS = [PswS, 0];
121 PswDyn = [PswDyn, vb*i*(ton+toff)/(2*Ts)];
122
123 time = [time, time(end)+t, time(end)+t];
124 end
125 end
126 i1=i;
127
128 Pin(end)= 0;
129 PswS(end) = 0;
130
131 end
132
133 Ein = abs(integrate(time, Pin));
134 Erl = abs(integrate(time, Prl));
135 Ed = abs(integrate(time, Pd));
136 Erd = abs(integrate(time, Prd));
137 Erc = abs(integrate(time, Prc));
138 EswS = abs(integrate(time, PswS));
139 EswDyn = abs(integrate(time, PswDyn));
140
141 Ewaste = El'+Erl'+Ed'+Erd'+Erc'+EswS'+EswDyn';
142
143 Error = Ein'-(Ec'+Ewaste);
144 n = (Ein(end)-Ewaste(end))/Ein(end)*100
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