The purpose of this paper is to prove an existence and uniqueness theorems of the multivariate best proximity point in the complete metric spaces. The concept of multivariate best proximity point is firstly introduced in this article. These new results improve and extend the previously known ones in the literature.
Introduction and preliminaries
The Banach contraction mapping principle is a classical and powerful tool in nonlinear analysis, which first appeared in 1922. This principle has been generalized in many ways over the years. In 1969, Fan [2] introduced and established a classical best approximation theorem which is regarded as a natural generalization of fixed point theorems. Let (X, d) be a complete metric space and let T be a contraction mapping. Then T has a unique fixed point, i.e., the equation T x = x has a unique solution. The point x ∈ X such that x = T x is called a fixed point of T . However, if T is a non-self-mapping from A to B, it is plausible that the equation x = T x has no solution. In this situation, we may find an element x in A such that the error d(x, T x) is minimum, where d is the distance function. A point x in A for which d(x, T x) = d(A, B) is called a best proximity point of T . Research on the best proximity point is an important topic in the nonlinear functional analysis and it has been studied by several authors (see [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] ).
Let (A, B) be a pair of nonempty subsets of a metric space (X, d), consider a mapping T : A → B. The best proximity point problem is whether we can find an element x 0 ∈ A such that d(x 0 , T x 0 ) = min{d(x, T x) : x ∈ A}. In fact, if A = B, then d(A, B) = 0 and hence a best proximity point of T becomes a fixed point of T . Since d(x, T x) ≥ d(A, B) for any x ∈ A, the optimal solution to this problem is the one for which the value d(A, B) is attained. We denote the following sets by A 0 and B 0 ,
where d(A, B) = inf{d(x, y) : x ∈ A and y ∈ B}.
It is interesting that A 0 and B 0 are contained in the boundaries of A and B, respectively, provided A and B are closed subsets of a normed linear space such that d(A, B) > 0 [11, 12] .
Let (X, d) be a metric space, T : X N → X be a N variable mapping, an element p is called a multivariate fixed point of T if p = T (p, p, ..., p). In [7] , Su and his partners proved the existence and uniqueness of the multivariate fixed point for contraction type mappings in complete metric spaces. If (A, B) is a pair of nonempty closed subsets of a complete metric space (X, d) and T : A N → B is a N variable mapping, then T does not necessarily have a multivariate fixed point. Eventually, it is quite natural to seek an element p such that d(p, T (p, p, ..., p)) is minimum, which implies that p and T (p, p, ..., p) are in close proximity to each other. The purpose of this paper is to prove an existence and uniqueness theorems of the multivariate best proximity point in the complete metric spaces. The concept of multivariate best proximity point is firstly introduced in this article in the complete metric spaces. These new results improve and extend the previous known ones in the literature. 
Any pair (A, B) of nonempty closed convex subsets of a real Hilbert space H satisfies the P -property, (see [11] ). 
In [11] , P -property was weakened to weak P -property and an example satisfying P -property can be found there. 
We can see that the pair (A, B) satisfies the weak P -property but not the P -property. 
where ψ, ϕ : [0, +∞) → [0, +∞) are two functions.
In 2016, Su and his partners [7] proved the existence and uniqueness of the multivariate fixed point for contraction type mappings in complete metric spaces. The following concepts are useful in the discussion.
Definition 1.5 ([7]
). A multiply metric function ∆(a 1 , a 2 , ..., a N ) is a continuous N variable non-negative real function with the domain
which satisfies the following conditions:
where R denotes the set of all real numbers.
Example 1.6 ([7]
). The following are some basic examples of multiply metric functions.
In 2016, Su et al. [7] proved the following result.
Theorem 1.8 ([7]
). Let (X, d) be a complete metric space, and T : X N → X be an N variable mapping that satisfies the following condition:
where ∆ is a multiply metric function,
and h ∈ (0, 1) is a constant. Then T has a unique multivariate fixed point p ∈ X and, for any p 0 ∈ X N , the iterative sequence {p n } ⊂ X defined by
converges, in the multiply metric ∆, to (p, p, ..., p) ∈ X N and the iterative sequence {T p n } ⊂ X converges, with respect to d, to p ∈ X.
In 2015, Su et al. [8] proved the existence and uniqueness of the fixed point for the generalized contraction type mappings in complete metric spaces.
Theorem 1.9 ([8])
. Let (X, d) be a complete metric space, and T : X → X be a mapping such that
where ψ, φ : [0, +∞) → [0, +∞) are two functions satisfying the conditions:
Then T has a unique fixed point and, for any given x 0 ∈ X, the iterative sequence T n x 0 converges to this fixed point.
Example 1.10 ([8]
). The following functions satisfy conditions (1) and (2) of Theorem 1.9:
(1)
where 0 < α < 1 is a constant;
In 2015, Su et al. [8] also proved the following best proximity point theorem for the generalized contraction type mappings in complete metric spaces. 
Let T : A → B be a mapping, such that
Suppose that the pair (A, B) has the (ψ, ϕ)-P -property and T (A 0 ) ⊆ B 0 , then there exists a unique x * ∈ A such that d(x * , T x * ) = d(A, B). 
and ψ(t) is nondecreasing. Let T : A → B be a mapping such that
Suppose that the pair (A, B) has the weak P -property and T (A 0 ) ⊆ B 0 , then there exists a unique x * ∈ A such that d(x * , T x * ) = d(A, B).
Main results
In the following, the concept of multivariate best proximity point is firstly introduced in this section. Now, we prove an existence and uniqueness theorems of the multivariate best proximity point in the complete metric spaces which generalizes the results [8] and [7] . Theorem 2.2. Let (A, B) be a pair of nonempty closed subsets of a complete metric space (X, d) with A 0 = ∅, T : A N → B be an N variable mapping, that satisfies the following condition:
and h ∈ (0, 1) is a constant. Suppose that the pair (A, B) has the weak P -property and T (A N 0 ) ⊆ B 0 , then there exists a unique p in A such that
and, for any p 0 ∈ A N , the iterative sequence {p n } ⊂ A N defined by:
. . .
converges, in the multiply metric , to (p, p, · · ·, p) ∈ A N and the iterative sequence {P T p n } ⊂ A converges, with respect to d, to p ∈ A, where
Proof. We first prove that B 0 is closed. Let y n ⊆ B 0 be a sequence such that y n → q ∈ B. It follows from the weak P -property that
. This implies that {x n } is a Cauchy sequence so that {x n } converges strongly to a point p ∈ A. By the continuity of metric d we have
, that is, q ∈ B 0 , and hence B 0 is closed. Let A 0 be the closure of A 0 . We claim that,
This together with the fact that B 0 is closed implies that,
This shows that P
Since the pair (A, B) has the weak P -property, then we have
where ∆ is a multiply metric function, h ∈ (0, 1) is a constant, and
By using Theorem 1.8, we can get that P A 0 T has a unique fixed point p ∈ A 0 , and, for any p 0 ∈ A N 0 , the iterative sequence {p n } ⊂ A N 0 defined by
converges in the multiply metric ∆ to (p, p, ..., p) ∈ A N 0 , and the iterative sequence
It is easy to see that p is also the unique one in A 0 such that d(p, T (p, p, ..., p)) = d (A, B) . This completes the proof.
By Theorem 1.11, we can get the following results. 
Let T : A N → B be an N variable mapping, such that
where ∆ is a multiply metric function, and
Suppose that the pair (A, B) has the (ψ, ϕ)-P -property and
and, for any p 0 ∈ A N 0 , the operator 
Let T : A N → B be an N variable mapping such that
Suppose that the pair (A, B) has the weak P -property and
and, for any p 0 ∈ A N 0 , the operator
the iterative sequence {p n } ⊂ A N 0 defined by 
, where ∆ is a multiply metric function, and
the iterative sequence {p n } ⊂ A N 0 defined by (x 1 , y 1 ), d(x 2 , y 2 ) , ..., d(x N , y N ))); (2) 1 < ∆ (d(x 1 , y 1 ), d(x 2 , y 2 ), ..., d(x N , y N ) ) ⇒ d(T x, T y) ≤ ∆ (d(x 1 , y 1 ), d(x 2 , y 2 ), ..., d(x N , y N ) ) − If we choose ψ 5 , φ 5 in Example 1.10, by Theorem 2.2, we can get the relatively result, which we omit it here.
