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La sobregeneracio´n durante el ana´lisis gramatical (overparsing) es un problema que afecta a la mayorı´a de
los algoritmos de parsing para grama´ticas libres de contexto. Este trabajo introduce esta nocio´n y estudia su
influencia en los algoritmos de Earley, Kay (chart) y Tomita (GLR). El segundo objetivo consiste en analizar
el comportamiento del algoritmo SCP ante este problema. Ba´sicamente, el algoritmo SCP elimina la sobre-
generacio´n gramatical mediante la aplicacio´n de la te´cnica de propagacio´n de restricciones sobre un modelo
formal basado en las relaciones de derivabilidad parcial y adyacencia.
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La mayor parte de los sistemas de PLN necesitan un mo´dulo de parsing (ana´lisis gramatical).
El objetivo fundamental de un parser consiste en la asignacio´n de una o ma´s estructuras a las
sentencias, de acuerdo con un grama´tica dada. Desde un punto de vista operativo–funcional
se puede concebir un parser como una funcio´n que recibe como entrada tanto la grama´tica
como la cadena de palabras que debe analizar y que devuelve como salida la determinacio´n
de la gramaticalidad de la cadena de palabras (funcio´n de reconocimiento) y en caso de que la
cadena pertenezca al lenguaje generado por la grama´tica se devuelve asimismo la estructura
que dicha grama´tica asigna a la sentencia (funcio´n de ana´lisis gramatical o parsing propia-
mente dicho).
Utilizando un enfoque ma´s formal o logico–deductivo se puede comparar una grama´tica
con una teorı´a, donde el sı´mbolo raı´z de la grama´tica es el u´nico axioma y cada una de las
reglas o producciones actuarı´a como una regla inferencial. Las cadenas de palabras se con-
vertirı´an para este enfoque en potenciales teoremas, de forma que la tarea de un parser se
puede describir como la determinacio´n de la pertenencia de la cadena de palabras al espacio
inducido o generado por la grama´tica a partir del axioma inicial. Siguiendo con esta com-
paracio´n resulta evidente que las cla´sicas limitaciones formales en las reglas o producciones
gramaticales que definen los niveles de las grama´ticas regulares, libres de contexto, sensibles
al contexto y universales, se corresponden con limitaciones similares en la potencia genera-
tiva de las reglas de inferencia de las correspondientes teorı´as.
De esta forma el proceso de parsing se puede asimilar al de demostracio´n automa´tica de
teoremas. Asimismo la similitud aparece al describir las dos estrategias ba´sicas en cuanto a la
direccio´n del parser o demostrador: ascendente o dirigido por los datos (cadena de palabras
o teorema) y descendente o dirigido por la meta (sı´mbolo raı´z de la grama´tica o axiomas).
Estas similitudes nos servira´n adema´s para poner de manifiesto uno de los problemas ma´s
graves de los principales algoritmos de ana´lisis gramatical o parsing: lo que hemos denomi-
nado overparsing o sobregeneracio´n durante el proceso de ana´lisis gramatical.
Reduciendo los procesos de demostracio´n automa´tica de teoremas y de ana´lisis gramatical
a una dimensio´n puramente simbo´lica o sinta´ctica (en el sentido de mera manipulacio´n de
sı´mbolos) podemos observar que un lenguaje generado por una grama´tica (y de forma equi-
valente una teorı´a generada por un conjunto de axiomas y reglas de inferencia) no es ma´s
que un conjunto de cadenas de sı´mbolos. Es decir, estarı´amos ante un enfoque extensional
de la nocio´n de lenguaje (o teorı´a) segu´n el cual una cadena de sı´mbolos pertenece o no (en
el sentido dicoto´mico de la teorı´a cla´sica de conjuntos) al lenguaje (o teorı´a).
Este nivel extensional o simbo´lico se corresponde con la funcio´n de reconocimiento indi-
cada ma´s arriba, y en e´l no tiene sentido la nocio´n de ambigu¨edad: una cadena pertenece o
no al lenguaje generado por la grama´tica.
No obstante, la idea de recursio´n o funcio´n recursiva en ana´lisis formal de teorı´as y la idea
de competencia lingu¨ı´stica inducen teorı´as y lenguajes infinitos recursivos (o incluso recur-
sivamente enumerables) totalmente necesarios tanto desde un punto de vista teo´rico como
pra´ctico, pero que escapan a un tratamiento extensional. Es decir, las nociones de recursio´n
(en el sentido que este te´rmino posee en teorı´a de la computabilidad) y la de competencia (en
el sentido lingu¨ı´stico fuerte de la filosofı´a del lenguaje) exigen la presencia de un modelo in-
tensional de descripcio´n de lenguajes y teorı´as, respectivamente grama´ticas y conjuntos de
axiomas–reglas de inferencia. A este nivel es digno de mencio´n el paralelismo establecido
entre las nociones de recursio´n y de competencia lingu¨ı´stica.
De esta forma, una grama´tica no es ma´s que un modelo intensional de un lenguaje. Ahora
bien, la imposicio´n de estructura puede provocar ambigu¨edad. Recurriendo a la comparacio´n
logico–formal, una cosa es la gramaticalidad o demostrabilidad (veracidad) de un teorema y
otra bien distinta es la estructura gramatical o demostracio´n. La gramaticalidad o veracidad
es ambivalente (si nos mantenemos en un nivel de lo´gica formal cla´sica que es el que aquı´
nos interesa). Por el contrario, la estructura gramatical y la demostracio´n pueden ser mu´lti-
ples para una misma sentencia o teorema. Sin embargo, aquı´ aparece una primera diferencia
entre el a´mbito lingu¨ı´stico y el logico–deductivo. Mientras que en lo´gica estamos interesados
en el valor de verdad (funcio´n de reconocimiento) y por tanto una sola demostracio´n es sufi-
ciente para finalizar el proceso, en PLN suele interesar muy a menudo el nivel de estructura
gramatical (funcio´n de parsing) lo que exige un recorrido sistema´tico por todas las posibles
demostraciones o estructuras gramaticales.
Hasta aquı´ nuestra discusio´n se ha mantenido en el mayor nivel posible de abstraccio´n.
No obstante, el hilo de la argumentacio´n exige una delimitacio´n ma´s precisa, la cual se lleva


















La situacio´n del PLN desde principios de la de´cada de los 80 se puede caracterizar utilizan-
do la nomenclatura de Thomas Kuhn como la aparacio´n y consolidacio´n del paradigma de
la unificacio´n (Shieber 1986). Bajo esta etiqueta se incluyen una serie de teorı´as y forma-
lismos gramaticales entre cuyas caracterı´sticas ba´sicas se encuentran el ser fuertemente lexi-
calizados, asumir una orientacio´n declarativa que separa el nivel de conocimiento del nivel
inferencial u operativo, y la utilizacio´n del operador de unificacio´n (definido a su vez sobre la
relacio´n de subsuncio´n) como mecanismo ba´sico composicional. Entre las principales pro-
puestas que han aparecido merecen destacarse DCG (Pereira & Warren 1980), LFG (Bresnan
1982), FUG (Kay 1985), GPSG (Gazdar et al. 1985), PATR-II (Shieber 1986) y HPSG (Pol-
lard & Sag 1994). Entre las propuestas que este paradigma destrono´ (al menos desde el pun-
to de vista computacional) se encuentran las ATN (Woods 1970) y algunas versiones dema-
siado “puristas” (poco preocupadas por la eficiencia de la implementacio´n) de la lingu¨ı´stica
generativo–funcional (Grishman 1986).
En el contexto definido por lo que hemos denominado el paradigma de la unificacio´n en
PLN han aparecido dos enfoques ba´sicos en lo que se refiere a la implementacio´n del mo´dulo
de ana´lisis gramatical (parsing):
 La primera opcio´n ha consistido en la separacio´n de una grama´tica de unificacio´n en dos
componentes. De un lado, aparece un nu´cleo libre de contexto y de otro lado aparece
un nivel funcional implementado mediante ecuaciones de unificacio´n asociadas con las
reglas libres de contexto. Esta ha sido la alternativa elegida por DCG, FUG y LFG entre
otros formalismos.
 La segunda opcio´n, representada fundamentalmente por HPSG, consiste en reducir todo
el proceso al nivel de unificacio´n con lo que de alguna forma desaparece el mo´dulo de
parsing.
A favor de la segunda opcio´n se pueden aducir razones de elegancia lingu¨ı´stica o uniformi-
dad algorı´tmica. No obstante, teniendo en cuenta las complejidades algorı´tmicas de los mo´-
dulos de parsing para grama´ticas libres de contexto y de unificacio´n para formalismos grama-
ticales de lenguajes naturales, la eleccio´n computacional guiada por el principio de eficiencia
real se decanta por la primera opcio´n, siendo e´ste por tanto el enfoque que asumimos en este
trabajo.
De esta forma, el problema del ana´lisis gramatical planteado en la primera seccio´n queda
ahora limitado al a´mbito de las grama´ticas libres de contexto. Ası´ pues, el siguiente aspecto
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A finales de los an˜os 50 y principios de los 60 Noam Chomky realiza una serie de trabajos
en los que se aborda la descripcio´n formal del nivel sinta´ctico de los lenguajes (Chomsky
1956, 1959, 1962, 1963). De forma paralela, el comite´ para la especificacio´n del lenguaje de
programacio´n ALGOL 60 (Dershem & Jipping 1990) introduce el formalismo BNF (Backus–
Naur Form) a partir de los trabajos de John Backus (1957) en IBM y Peter Naur (1963). El
formalismo BNF resulto´ ser equivalente al nivel 2 de las grama´ticas libres de contexto pro-
puesto por Chomsky.
Ambas corrientes de trabajo generaron puntos de intere´s diferentes. Desde el punto de
vista del procesamiento del lenguaje natural el intere´s fundamental estaba en los lenguajes
libres de contexto o modelos superiores (sensibles al contexto), mientras que desde el punto
de vista de la teorı´a de compiladores el intere´s estaba en los lenguajes libres de contexto o
modelos inferiores (regulares).
Un an˜o despue´s de la especificacio´n BNF, Floyd (1964) introduce la nocio´n de grama´ticas
con contexto limitado (bounded context grammars). Esta idea sera´ utilizada inmediatamente
por Knuth (1965) para la definicio´n de las grama´ticas 	 
 . Los problemas de eficiencia que
presentan las te´cnicas para el tratamiento de las grama´ticas LR son analizados por DeRemer
en su tesis (DeRemer 1969), donde se propone como solucio´n la utilizacio´n de dos subcon-
juntos de las grama´ticas 	 
 : las grama´ticas 	 
 y 	 
 .
Ası´ pues, esta lı´nea de investigacio´n parte de la nocio´n original de grama´tica libre de con-
texto y evoluciona hacia modelos formalmente ma´s restringidos para los cuales se pueden
disen˜ar algoritmos eficientes de ana´lisis. Estas te´cnicas sera´n usadas hasta nuestros dı´as para
el disen˜o del mo´dulo sinta´ctico de los compiladores de lenguajes de programacio´n.
En este mismo perı´odo comienzan a aparecer los primeros trabajos sobre el disen˜o de al-
goritmos generales de ana´lisis de grama´ticas libres de contexto. Ası´ aparecen los algoritmos
de Cocke (Hays 1962), Kasami (1965) y Younger (1967), que posteriormente han sido fu-
sionados obtenie´ndose el conocido algoritmo CKY.
En la misma e´poca presenta Earley su algoritmo (Earley 1968, 1970), el cual ha consegui-
do resistir de una forma ma´s que favorable casi 30 an˜os.
En los an˜os 70 quiza´s lo ma´s destacable es el desarrollo y consolidacio´n de las te´cnicas
LR, fundamentalmente LALR (Aho & Ullman 1972; Aho & Johnson 1974).
Tambie´n en este perı´odo aparecen las te´cnicas conocidas como Left Corner Parsing a par-
tir de un trabajo de Rosenkrantz y Lewis sobre Deterministic Left Corner Parsing (Rosenkrantz
& Lewis 1970). Este modelo fue generalizado posteriormente por Kay (1989) bajo la etique-
ta de ana´lisis dirigido por nu´cleos (Head Driven Parsing). En un trabajo reciente sobre una
implementacio´n eficiente de un analizador Head-Corner, indica van Noord (1997):
Kay’s presentation (1989) is reminiscent of the left–corner parser as presented by Pereira
and Shieber (1987) which itself is a version without memoization of the BUP parser (Mat-
sumoto et al. 1983).   	
  
Las te´cnicas basadas en left-corner driven y head-driven parsing estan siendo muy us-
adas en los u´ltimos an˜os: (Satta & Stock 1989; Sikkel & den Akker 1993; Bouma & van No-
ord 1993). Van Noord (1994) aplica estas te´cnicas a las grama´ticas de adjuncio´n de a´rboles
(TAGs).
Al principio de los an˜os 80 se produce un revitalecimiento de la investigacio´n en el cam-
po del ana´lisis sinta´ctico para grama´ticas libres de contexto. Entre las motivaciones teo´ricas
que justifican este nuevo intere´s se encuentra la “hipo´tesis del determinismo”. Para muchos
autores aparece una cierta paradoja entre el mecanismo aparentemente determinista que los
hombres utilizan para la comprensio´n del lenguaje, y el no determinismo de todos los algorit-
mos de ana´lisis. En te´rminos formales, los hombres analizan sentencias en un tiempo lineal-
mente dependiente de la longitud de la sentencia, mientras que la mayorı´a de los formalismos
gramaticales, incluyendo los modelos libres de contexto, pueden asignar hasta un nu´mero de
estructuras de ana´lisis que crece exponencialmente con dicha longitud.
Guiado por esta intuicio´n, en 1980 Mitch Marcus introduce lo que se ha denominado un
formalismo no convencional que analiza de forma determinista las sentencias. La propuesta
de Marcus se basa en una estrategia de tipo “esperar y mirar” (wait and see) construida sobre
un parser de tipo LR.
A finales de los an˜os 70, uno de los modelos dominantes en ana´lisis sinta´ctico de lengua-
jes naturales son las redes de transicio´n aumentadas (ATN). Fueron concebidas inicialmente
por Woods (1970) como una extensio´n de las redes de transicio´n recursivas mediante la in-
corporacio´n de registros cuyo contenido puede ser controlado durante el recorrido de la red
por instrucciones de asignacio´n. Algunos autores reclamaron su utilidad como modelos psi-
colingu¨ı´sticamente adecuados (Kaplan 1972) o incluso como herramientas u´tiles para imple-
mentar grama´ticas de unificacio´n como LFG mediante la utilizacio´n de los registros como
variables lo´gicas. La principal crı´tica que ha recibido este formalismo es su inadecuacio´n
notacional, pues las redes, al aumentarse mediante registros dejan de ser modelos declara-
tivos.
Partiendo de esta crı´tica, Fernando Pereira y David Warren proponen a principios de los
80 (Pereira & Warren 1980) el formalismo de las grama´ticas de cla´usulas definidas (DCG).
Este formalismo se puede caracterizar por la expresio´n de las grama´ticas como cla´usulas de
la lo´gica de primer orden, y ma´s en concreto como cla´usulas de Horn para un entorno Prolog.
En la presentacio´n de su trabajo, insisten Pereira y Warren en que este formalismo posee la
misma potencia expresiva que las redes de transicio´n aumentadas, a la vez que se an˜ade mayor
claridad, concisio´n y sobre todo, la utilizacio´n de Prolog como entorno de desarrollo.
En varios trabajos publicados a principios de los an˜os 80, Martin Kay desarrolla lo que se
conoce como te´cnicas de ana´lisis sinta´ctico basadas en charts, o “tablas de subcadenas bien
formadas” (Kay 1980, 1985).
Las aportaciones de Kay se pueden agrupar en dos bloques. En primer lugar, propone un
algoritmo para el ana´lisis sinta´ctico de grama´ticas libres de contexto. De alguna forma, este
algoritmo es una generalizacio´n de las te´cnicas surgidas previamente, entre las que destacan
CKY, Earley y LR.
En segundo lugar, y quiza´s ma´s importante, Kay va ma´s alla´ de la presentacio´n de un al-
goritmo y construye un modelo o esquema para el estudio de los algoritmos. Es importante
recordar que el tı´tulo de su trabajo es “Algorithm Schemata and Data Structures in Syntactic
Processing”.
La idea propuesta por Kay acerca de “esquemas de algoritmos” sigue presente en este cam-
po de investigacio´n, y ha sido recogida por autores como Sikkel y Nijholt que en los u´ltimos
an˜os han reelaborado aquella propuesta obteniendo un modelo formal de gran precisio´n y
utilidad para el estudio de los algoritmos de ana´lisis sinta´ctico (Sikkel & Nijholt 1997).
En la segunda mitad de los an˜os 80, Masaru Tomita propone el algoritmo GLR (Genera-
lized LR) (Tomita 1987, 1991).
Este algoritmo se puede describir como una extensio´n de las te´cnicas LR mediante el que
se consigue un tratamiento eficiente de las grama´ticas libres de contexto, el cual evita los
problemas de la redundancia y del determinismo.
El algoritmo se basa en la utilizacio´n de una estructura de grafo (graph–structured stack)
para la pila del auto´mata, lo que le permite llevar a cabo ana´lisis alternativos (en paralelo)
de una entrada y construir en la misma estructura los diferentes resultados parciales (packet
shared forest parse).
En su versio´n original, el algoritmo de Tomita presenta serios problemas de completitud.
De hecho, el algoritmo GLR no es completo ya que no puede tratar feno´menos tales como
las grama´ticas cı´clicas o los feno´menos que aquı´ hemos denominado L–epsilon (left–hyde
recursion). Esto ha generado una prolı´fica corriente de investigacio´n en torno a la extensio´n
del algoritmo GLR para lograr su completitud (Nozohoor–Farshi 1991; Nederhof & Sarbo
1993; Nederhof 1994; Nederhof 1996).
Sin embargo es en la de´cada de los 90 cuando la investigacio´n en el campo de las te´cni-
cas de ana´lisis sinta´ctico de lenguajes naturales adquiere mayor e´nfasis. Como muestra de
este intere´s basta mencionar la celebracio´n bianual de un International Workshop on Parsing
Technologies, iniciado en 1989.
En un intento de clasificacio´n de los trabajos desarrollados durante los u´ltimos an˜os, se
pueden destacar cuatro grandes lı´neas de trabajo:
 Te´cnicas probabilı´sticas. Aunque sus orı´genes son anteriores a esta de´cada, es cierto que
ha sido en los u´ltimos an˜os cuando se ha realizado un trabajo mucho ma´s sistema´tico y
se han obtenido algunos resultados interesantes: (Corazza et al. 1991; Hindle & Rooth
1993; Magerman 1995; Briscoe & Carroll 1995; Collins 1996). No obstante, el gran
problema de la utilizacio´n de te´cnicas probabilı´sticas en el ana´lisis del lenguaje natural
deriva de las propiedades formales de e´stos me´todos, que no son correctos ni completos.
 Paralelismo. Al igual que el resto de las a´reas de la inteligencia artificial, en los u´ltimos
an˜os han aparecido diferentes te´cnicas que permiten el ana´lisis de lenguajes naturales
usando arquitecturas paralelas como por ejemplo la propuesta de Nurkkala y Kumar
(1994). (Alblas et al. 1994) contiene una bibliografı´a anotada sobre el tema. En este
apartado merece destacarse el algoritmo de Rytter (1985) por su intere´s teo´rico.
 Reduccionismo. Un conjunto de trabajos sobre ana´lisis sinta´ctico se pueden agrupar en
torno a esta etiqueta ya que pretenden utilizar te´cnicas de menor potencia formal que las
grama´ticas libres de contexto, ampara´ndose en el criterio de eficiencia. En este apartado
se pueden citar la simulacio´n de ciertos subconjuntos de las grama´ticas libres de contexto
mediante aproximaciones con estados finitos (Pereira & Wright 1996), la utilizacio´n de
te´cnicas de poda y especializacio´n gramatical (Rayner & Carter 1996) herederas de las
propuestas acerca del ana´lisis determinista, etc.
 Mejora de las te´cnicas disponibles y desarrollo de nuevos algoritmos. Es decir, multi-
tud de trabajos esta´n retomando los algoritmos ya disponibles, desde Earley hasta GLR
pasando por chart, intentado modificaciones que mejoren sus prestaciones: (Nederhof
& Sarbo 1993; Nederhof 1994; Erbach 1995; Bunt & Tomita 1996; Nederhof 1996). En
este bloque merecen destacarse los mu´ltiples trabajos que se han realizado con el ob-
jetivo de unir las te´cnicas de ana´lisis sinta´ctico de grama´ticas libres de contexto y las
te´cnicas de unificacio´n: (Shieber 1985; Haas 1989; Maxwell & Kaplan 1993; Wintner
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De entre los algoritmos descritos en la seccio´n anterior creemos que los tres que mayor in-
fluencia han ejercido en el PLN son Earley, chart y GLR. Ahora bien, estos algoritmos presen-
tan un problema comu´n que hemos denominado overparsing. Presentaremos este problema
mediante un ejemplo y haciendo uso de la comparacio´n con el a´mbito logico–deductivo in-
troducido en la primera seccio´n.
Resumiendo lo dicho entonces, tenemos que en teorı´a de lenguajes formales, un lenguaje
es un conjunto, y en teorı´a de conjuntos, un elemento pertenece o no a un conjunto. Es decir,
un conjunto, y por tanto un lenguaje, es una estructura no ambigua. Una grama´tica puede
ser considerada como una definicio´n intensiva de un lenguaje. De esta forma, la nocio´n de
gramaticalidad se corresponde con la relacio´n de pertenencia sobre un lenguaje (conjunto).
Pero una grama´tica incorpora ma´s informacio´n que el simple listado de los elementos del
lenguaje (la especificacio´n extensiva). Una grama´tica define una estructura: a´rbol o bosque
de derivacio´n, para cada elemento del lenguaje. La distancia entre la gramaticalidad y la es-
tructura gramatical define un primer nivel de ambigu¨edad: ambigu¨edad gramatical, a la que
denominaremos ambigu¨edad externa al analizador, puesto que esta´ fuera de su alcance.
La siguiente nocio´n que se debe tener en cuenta es el proceso mismo de ana´lisis de una
cadena de palabras de acuerdo con una grama´tica. Un parser debe ser capaz de determinar la
relacio´n de gramaticalidad (reconocimiento) y obtener la estructura gramatical (ana´lisis), me-
diante un conjunto de operaciones, a las que nos referiremos como estructura del analizador.
La distancia entre la estructura gramatical y la estructura del analizador define un segundo
nivel de ambigu¨edad: ambigu¨edad del analizador, tambie´n denominada ambigu¨edad tempo-
ral, y que aquı´ denominaremos ambigu¨edad interna al analizador, puesto que esta´ provocada
por e´l mismo. Denominaremos overparsing o sobregeneracio´n gramatical a este trabajo pro-
pio del analizador pero innecesario desde el punto de vista del resultado final.















y la siguiente cadena de palabras 	ﬂ		 	 .
La figura 1 muestra los arcos generados por un analizador bidireccional basado en el algo-
ritmo    . Esta figura contiene los arcos creados en una primera fase donde so´lo se habra´n






































Ambigu¨edad del analizador (estado 1)
A continuacio´n analizaremos lo que sucede en la posicio´n 3 . Existe una relacio´n evidente
entre los arcos   y  , pero los arcos  ,  y   no poseen ningu´n enlace en esta posicio´n.































Ambigu¨edad del analizador (estado 2)
En la posicio´n 2 existe una relacio´n entre los arcos  y  , mientras que los arcos  ,  y
 pueden ser eliminados. Una vez que estos tres arcos han sido borrados, si analizamos la

















Ambigu¨edad del analizador (estado 3)
El problema ejemplificado para el algoritmo chart aparece asimismo en otros muchos al-
goritmos, y entre ellos en Earley y en GLR. Ba´sicamente consiste en un exceso de trabajo por
parte del parser. Es decir, e´ste crea ma´s estructuras de las necesarias para construir el a´rbol o
bosque de derivacio´n gramatical de una sentencia (overparsing).
Teniendo en cuenta este problema ası´ como otras motivaciones de naturaleza formal (co-
rreccio´n y completitud), de naturaleza computacional (eficiencia en la compilacio´n y repre-
sentacio´n de grama´ticas y en el proceso de ana´lisis gramatical) y de naturaleza lingu¨ı´stica
(ma´xima cobertura de feno´menos libres de contexto) se ha propuesto el algoritmo SCP de
ana´lisis sinta´ctico mediante propagacio´n de restricciones (Quesada 1997a, 1997b).
El siguiente ejemplo muestra que el problema denominado overparsing no es trivial sino
que condiciona decisivamente la eficiencia tanto algorı´tmica como computacional.

























Analizaremos cadenas de la forma:  . Como se puede observar, dichas cadenas son
no ambiguas segu´n la grama´tica    . Ahora bien, para determinar dicha no ambigu¨edad,
cualquier algoritmo unidireccional (de izquierda a derecha  ) debe construir un ana´lisis (es-
tructura
 ) que es exponencialmente ambiguo con relacio´n al nu´mero de sı´mbolos 	 . La com-
plejidad computacional de los algoritmos CKY, Earley, chart y GLR es por tanto de orden 
donde  es la longitud de la cadena.
La siguiente figura representa gra´ficamente el trabajo que cualquiera de los algoritmos
considerados debe realizar en la situacio´n considerada, conforme van recibiendo los sı´mbolos
de la cadena de entrada:
M
a    ...
N MN MN
a              a      ...
N M
MN MN MN







Parsing con la grama´tica    .
Resumiendo, se puede demostrar que el trabajo u´til de un parser para el problema anterior
es de orden  mientras que el trabajo no u´til (overparsing) es de orden    .
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El algoritmo SCP (Quesada 1997a, 1997b) consigue evitar toda la sobregeneracio´n gramati-
cal descrita en la seccio´n anterior. Para ello, la estrategia seguida se puede describir en dos
niveles. En primer lugar el algoritmo trata de captar formalmente parte de la “inteligencia
humana” aplicada para evitar la sobregeneracio´n gramatical. En segundo lugar, es necesario
aplicar eficientemente esta inteligencia formal. La primera parte se consigue mediante las
relaciones de derivabilidad parcial y adyacencia, mientras que de la segunda se encargan las
estrategias de propagacio´n de restricciones, la representacio´n basada en multi a´rboles vir-
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A continuacio´n presentamos la definicio´n formal de las relaciones de derivabilidad parcial y
adyacencia:
Sea  ﬃ! #"%$ &'$ ($ *) una grama´tica libre de contexto, con +,ﬃ-"/.%& .
Sean 01$ 23+ .
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En este apartado se describira´ la idea de propagacio´n de restricciones utilizando la grama´tica
    . En lugar de usar una estrategia unidireccional (como CKY, Earley, chart o GLR) el algo-
ritmo SCP utiliza una estrategia bidireccional ascendente (Quesada & Amores Forthcoming).
De esta forma, tras la recepcio´n de una cadena de palabras, el algoritmo SCP crea las estruc-
turas CaD, los nodos (a partir de la informacio´n devuelta por el nivel lexico–morfologico) y
los eventos (disparados por las tablas de coberturas).
A continuacio´n la fase de creacio´n de enlaces (links) establece las relaciones entre eventos
permitidas por las relaciones de derivabilidad parcial, adyacencia y fusio´n (Quesada 1997a).
Estas relaciones garantizan formalmente la correccio´n y completitud del algoritmo de forma
que se pueden eliminar los eventos que poseen algu´n extremo desconectado (no enlazado con
otros eventos). Tras la eliminacio´n de un evento, es posible que otros queden desconectados.
De esta forma se consigue una propagacio´n de restricciones no local mediante el ana´lisis de
relaciones locales, lo que supone un importante logro computacional.
Evidentemente las consecuencias a nivel de eficiencia suponen una gran mejora con res-
pecto a otros algoritmos. La siguiente tabla muestra una comparacio´n experimental entre SCP
y el resto de algoritmos para el feno´meno que se esta´ usando como ejemplo:


















Este trabajo aborda el problema de la sobregeneracio´n durante el ana´lisis gramatical (over-
parsing) en los algoritmos de parsing. Con este objetivo se discute en primer lugar el ana´lisis
gramatical desde una perspectiva logico–deductiva. A continuacio´n se delimita el proble-
ma del ana´lisis gramatical al paradigma del PLN basado en unificacio´n, lo que nos permite
circunscribir nuestro estudio al a´mbito de los algoritmos para grama´ticas libres de contexto,
a cuyo ana´lisis se dedica la seccio´n 3. De esta especie de mapa de algoritmos hemos selec-
cionado tres estrategias ba´sicas por su importancia en PLN: Earley, chart y GLR. No obstante,
estos tres algoritmos muestran el feno´meno que hemos denominado overparsing a cuyo es-
tudio se dedica la seccio´n 4. Finalmente se estudia co´mo el algoritmo SCP consigue resolver
este problema. A grandes lı´neas, esto se logra mediante dos estrategias: en primer lugar, las
relaciones de derivabilidad parcial y adyacencia captan la inteligencia formal que permite di-
rigir con todas las garantı´as formales el proceso de ana´lisis; en segundo lugar, un mecanismo
de propagacio´n de restricciones actu´a recursivamente aplicando las relaciones anteriores. La
consecuencia es una mejora considerable tanto en la complejidad algorı´tmica como en la efi-
ciencia real del proceso de ana´lisis gramatical.

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