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In this paper we ﬁnd a possible continuation for quenching solutions to a system of heat
equations coupled at the boundary condition. This system exhibits simultaneous and non-
simultaneous quenching. For non-simultaneous quenching our continuation is a solution
of a parabolic problem with Neumann boundary conditions. We also give some results for
simultaneous quenching and present some numerical experiments that suggest that the
approximations are not uniformly bounded in this case.
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1. Introduction and main results
Our main concern in this paper is to look for a possible continuation after quenching of solutions to a system of heat
equations coupled at the boundary.
We consider the following parabolic system: two heat equations,{
ut = uxx,
vt = vxx, 0 < x < 1, 0 < t < T , (1.1)
coupled through a nonlinear ﬂux at x = 0,{
ux(0, t) = v−p(0, t),
vx(0, t) = u−q(0, t), 0 < t < T , (1.2)
and zero ﬂux at x = 1,{
ux(1, t) = 0,
vx(1, t) = 0, 0 < t < T . (1.3)
As initial condition we take{
u(x,0) = u0(x),
v(x,0) = v0(x), 0 < x < 1, (1.4)
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146 R. Ferreira et al. / J. Math. Anal. Appl. 346 (2008) 145–154being u0, v0 positive, smooth and satisfying the compatibility conditions with the boundary data. We also assume that
u′0, v ′0  0 and u′′0, v ′′0 < 0. By classical theory, local existence for the solutions up to some time t = T (maximal existence
time) is easily deduced. Moreover, solutions are decreasing in time and increasing in space.
In [8] the authors study this problem and ﬁnd that, due to the absorption generated by the boundary condition at x = 0,
the solutions decrease to zero at this point. If they vanish in ﬁnite time t = T0, the boundary condition (1.2) blows up
and the solution, being classical up to t = T0, no longer exists (as a classical solution) for greater times, thus the maximal
existence time of a classical solution is T = T0. This phenomenon of existence of a ﬁnite time t = T at which some term of
the problem ceases to make sense is known as quenching in the literature (T denotes the quenching time). It was studied
for the ﬁrst time in [17] for ut = uxx + (1−u)−1, where quenching happens when u reaches the value u = 1. Since then, the
phenomenon of quenching for different problems has been the issue of intensive study in recent years, see for example the
surveys [4,11,19,20] and the references therein. Some questions related to this situation naturally arise. For instance: how
rapidly the solutions tend to the quenching value (zero in our problem), the quenching rate; the behavior of the solution
near the quenching time, the quenching set and the quenching proﬁle; the possibility of extending the solution in some
weak sense after quenching, etc. See, for instance the papers [5,6,9,10,12,15,16,18].
Dealing with a system of equations it is also interesting to guess whether the components of the solution quench
(reach zero) at the same time (simultaneous quenching) or if some component quenches at time T while the other compo-
nents remain bounded away from zero (non-simultaneous quenching), [8,21]. In the case of non-simultaneous quenching, the
ﬂux at the boundary of the quenching variable remains bounded. Nevertheless, its time derivative blows up. In fact, both
time derivatives blow up, see [8]. Hence quenching is always simultaneous in the sense that ut and vt become both un-
bounded. Simultaneous vs. non-simultaneous phenomenon has been also analyzed in the case of blow-up, see for instance
[21–23,25].
We enclose in the following theorem the results previously obtained concerning simultaneous vs. non-simultaneous
quenching for our problem (1.1)–(1.4).
Theorem. (See [8].)
(i) If p,q  1 the quenching is always simultaneous, while if p < 1, we can ﬁnd initial conditions giving rise to non-simultaneous
quenching, i.e., such that u quenches and v remains bounded below (analogous result when q < 1).
(ii) If q < 1 and p  p0 = (1 + q)/(1 − q) > 1, simultaneous quenching is not possible. Nevertheless, if 0  p,q  1 simultaneous
quenching occurs for some initial conditions.
The restriction p  p0 instead of p  1 in (ii) seems to be technical. We will not require such a condition in the present
work.
Another important issue, as we have mentioned, is to see if it is possible in some sense to continue the solution (u, v)
beyond t = T . This question was raised ﬁrst for blow-up problems, see [1,13,14,20,24], etc. In [9] it was answered for a
quenching problem for the heat equation with a nonlinear boundary condition. There the authors ﬁnd that the continuation
is a solution to the heat equation with a Dirichlet boundary condition, u(0, t) = 0, replacing the nonlinear ﬂux at x = 0 and
as initial condition at t = T the ﬁnal proﬁle of the original solution, u(x, T ).
The purpose of this work is to ﬁnd, if possible, a natural continuation for problem (1.1)–(1.4) for times beyond T . To this
end we approximate the involved powers by bounded functions and then try to pass to the limit in the approximations.
Let
fn(s) =
⎧⎨
⎩
s−q, if s > 1/n,
nq+1s, if 0 < s 1/n,
0, if s < 0,
(1.5)
and
gn(s) =
⎧⎨
⎩
s−p, if s > 1/n,
np+1s, if 0 < s 1/n,
0, if s < 0,
(1.6)
and let (un, vn) be the solution to problem (1.1)–(1.4) with fn and gn as boundary data, i.e., (un)x(0, t) = gn(vn(0, t)),
(vn)x(0, t) = fn(un(0, t)).
Since fn and gn are bounded functions the solution (un, vn) is deﬁned for all t > 0. A natural attempt to obtain a
continuation of (u, v) after quenching is to pass to the limit as n → ∞ in (un, vn).
Our ﬁrst result assures that it is possible to take this limit and that it indeed gives a continuation of (u, v) after T
when quenching is non-simultaneous. Moreover, we identify the PDE system veriﬁed by the continuation after quench-
ing.
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(u, v) = lim
n→∞(un, vn), for all 0 x 1, t > 0, (1.7)
which is an extension of (u, v), that is, for every t < T it holds that (u, v) ≡ (u, v).
Moreover, for every t > T , (u, v) is the solution to the system⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ut = uxx, vt = vxx, 0 < x < 1, t > T ,
ux(0, t) = v−p(0, t), vx(0, t) = 0, t > T ,
ux(1, t) = 0, vx(1, t) = 0, t > T ,
u(x, T ) = u(x, T ), v(x, T ) = v(x, T ), 0 x 1.
(1.8)
This result provides us with a natural continuation (u, v) of (u, v) after quenching. Note that the v variable does not
quench and continues as a solution of the heat equation with zero boundary ﬂux, while the quenching variable u continues
with boundary ﬂux given by v−p . Therefore the system becomes partially decoupled.
For a single equation it happens that the continuation veriﬁes a Dirichlet boundary condition at x = 0, see [9]. How-
ever, in Theorem 1.1 the boundary conditions veriﬁed by the continuation are of Neumann type. This says that a possible
continuation for systems may strongly differ from a possible continuation for a single equation.
In the simultaneous quenching case the situation becomes more involved. As we have mentioned, when p = q and
u0 = v0, the system reduces to a single equation, and the continuation veriﬁes a Dirichlet problem after T . We can show
that this type of continuation is not generic. In the general case, we conjecture that the sequence (un, vn) is not bounded
below near T (and therefore we cannot take the limit). Numerical experiments support this conjecture, see Section 5.
Moreover, even if we could ﬁnd uniform bounds, passing to the limit in the system seems delicate, since we cannot ensure
that the ﬂuxes fn(un(0, t)) and gn(vn(0, t)) converge to some limits.
Remark 1. All the results in this article are also valid if we replace the ﬂux at the boundary of the regularized problems, fn
and gn , by smooth approximating functions, f n and gn , respectively, such that fn  C f n and gn  C gn , for some C > 0.
The rest of the paper is organized as follows: we begin by collecting some preliminaries concerning the approximating
problem in Section 2. In the next section we prove Theorem 1.1 that deals with the non-simultaneous quenching case;
in Section 4 we present some partial results concerning the simultaneous case and ﬁnally in Section 5 we perform some
numerical experiments that illustrate our results and provide some insight for new conjectures.
In the sequel the constant C stands for a generic constant that can be different in different occurrences but remains
independent of the relevant quantities.
2. Preliminaries
We devote this section to study the approximating problems (Pn) and give some preliminary results. Recall that we have
replaced the involved powers by continuous and bounded functions, that is,
(Pn)
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
(un)t = (un)xx, (vn)t = (vn)xx, 0 < x < 1, t > 0,
(un)x(0, t) = gn
(
vn(0, t)
)
, (vn)x(0, t) = fn
(
un(0, t)
)
, t > 0,
(un)x(1, t) = 0, (vn)x(1, t) = 0, t > 0,
un(x,0) = u0(x), vn(x,0) = v0(x), 0 x 1,
where fn and gn are given by (1.5) and (1.6), respectively. Solutions to this problem satisfy the following lemma.
Lemma 2.1. There exists a unique global in time solution to (Pn) such that un, vn ∈ C2,1((0,1) × [0, τ ]), for every τ > 0, verifying:
(i) un(·, t) and vn(·, t) are nondecreasing functions;
(ii) (un, vn) is uniformly bounded from above;
(iii) (un, vn) (u, v), for (x, t) ∈ [0,1] × [0, T ).
Proof. The ﬁrst statement follows from the fact that (un)x(0, t) 0 and (un)x(1, t) = 0. Therefore, z(x, t) = (un)x(x, t) veriﬁes
the problem⎧⎪⎪⎨
⎪⎪⎩
zt = zxx, 0 < x < 1, t > 0,
z(0, t) 0, t > 0,
z(1, t) = 0, t > 0,
z0(x) = u′0(x) 0, 0 < x < 1.
Then, by the maximum principle, we obtain that z(x, t) 0. The same argument can be applied for the vn component.
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⎩
wt = wxx, 0 < x < 1, t > 0,
wx(0, t) = wx(1, t) = 0, t > 0,
w(x,0) = max(‖v0‖∞,‖u0‖∞), 0 x 1.
In order to prove (iii), let us denote ψ = u−un and ω = v−vn , with (un, vn) solution to (Pn) with initial data (u0+ε, v0+ε)
for some ε > 0. So ψ(x,0),ω(x,0) < 0.
Let us suppose that there exists a ﬁrst time t0 and some point x0 ∈ [0,1] such that ψ(x0, t0) = 0 and ω(x, t0) 0 (the op-
posite situation is similar). By the Strong Maximum Principle x0 ∈ {0,1}. This cannot happen at x0 = 1, since ψx(1, t) = 0
and it contradicts Hopf’s lemma. Thus, x0 = 0 and from Hopf’s lemma it follows that ψx(0, t0) < 0. But on the other hand
ψx(0, t0) = v−p(0, t0) − gn
(
un(0, t0)
)
 v−p − (vn)−p −p|ξ |−p−1ω(0, t0) 0,
where ξ is some value between v(0, t0) and vn(0, t0). Therefore we arrive at a contradiction. Finally, taking ε → 0 we obtain
the desired result. 
The estimate proved in the last lemma allows us to consider the limit in (1.7), at least for 0 < t < T . This limit coincides
with the solution (u, v) for t < T as we show now.
Lemma 2.2. For every t < T the limit (u, v) deﬁned in (1.7) exists and it holds (u, v) ≡ (u, v).
Proof. For any ﬁxed t0 < T there exists a positive constant c0 > 0 such that u(x, t), v(x, t)  c0, for every 0  x  1
and t  t0. If we take n0 verifying 1/n0 < c0, then for every n  n0 we have that the pair (u, v) solves problem (Pn) in
(0, t0] × (0,1) and by uniqueness of the solution we conclude (un, vn) = (u, v) in [0, t0] × [0,1] for n n0. Therefore
(u, v) = lim
n→∞(un, vn) = (u, v), (2.1)
for every t ∈ [0, t0] and every x ∈ [0,1]. The arbitrariness of t0 gives that (2.1) holds for any t < T . 
Note that (un, vn) veriﬁes (un)t , (vn)t  0 and (un)xx, (vn)xx  0 for times smaller than τn , the ﬁrst time when one of
the components reaches 1/n. These properties are not necessarily true after τn . Moreover, we do not have a comparison
principle for the system after τn . These facts make the proofs more involved.
3. Non-simultaneous quenching
Let us suppose, from now on, that u quenches while v does not, i.e., v(0, t)  μ > 0 for all 0  t  T . By the results
of [8] this fact implies q < 1.
We want to show that the possible extension, (u, v), of the solution for t > T is the unique pair of functions satisfying
the system (1.8). To this end we prove that, for n large enough (un, vn) is a solution to the same system (1.8). We remark
that, since v does not quench gn remains being the power (vn)−q(0, t) for all t > 0.
The next lemma will play a crucial role in our arguments. It says that for n large enough, in the approximating problems
the un variable reaches zero at time Tn and becomes strictly negative after some time T˜n > Tn , while vn stays positive and
bounded away from zero uniformly in n.
Lemma 3.1. For each n suﬃciently large, there exist 0 < Tn < T˜n and some positive constants K1 , K2 , K3 (independent of n) such that
un(0, Tn) = 0 and
K1  vn(0, t) K2, for all t > 0, un(0, t) < 0, for t > T˜n,
Moreover, we have the estimate
τn < Tn < T˜n < τn + K3
n2
. (3.1)
Proof. First we note that from Lemma 2.1 we can take K2 = ‖v0‖∞ . Since quenching is non-simultaneous there exists
a time τn < T (with τn → T ) such that u(0, τn) = 1/n and v(0, τn) = cn  μ > 0. Notice that we have (un, vn) = (u, v)
for t ∈ (0, τn). Then, at time t = τn the functions un and vn are increasing and concave. Therefore,
μ vn(x, τn) vn(0, τn) + nqx K2 + nqx,
1  un(x, τn)
1 + (vn)−p(0, τn)x 1 + μ−px. (3.2)
n n n
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Since s(x,0) = v(x, τn)μ and sx(0, t) = fn(un(0, t)) nq , we have that s is supersolution to the problem⎧⎪⎪⎨
⎪⎪⎩
ht = hxx, 0 < x < 1, 0 < t < ∞,
hx(0, t) = nq, 0 t < ∞,
hx(1, t) = 0, 0 t < ∞,
h(x,0) = μ, 0 x 1.
It is easy to see that the function h is decreasing in time and then, it is concave and increasing. Moreover, integrating the
equation we have that
d
dt
1∫
0
h(x, t)dx = −nq.
Thus, h(0, t) vanishes in ﬁnite time. Let us denote by τ0 a time such that h(0, τ0) = μ/2. We wish now to estimate τ0, that
is, a lower bound for τ̂n . Rescaling h as follows we take off the dependence on n in the boundary condition. Let
ψ(y, τ ) = h(y/nq, τ /n2q),
which satisﬁes the problem⎧⎪⎪⎨
⎪⎪⎩
ψτ = ψyy, 0 < y < nq, 0 < τ < ∞,
ψy(0, τ ) = 1, 0 τ < ∞,
ψy
(
nq, τ
)= 0, 0 τ < ∞,
ψ(y,0) = μ, 0 y  nq.
Then, there exists a time τ1 at which ψ(0, τ1) = μ/2. We have also that ψ(0, τ1) = h(0, τ1/n2q), thus,
τ̂n  τn + τ0 = τn + τ1
n2q
.
On the other hand, we observe that for t ∈ (0, τ̂n), the function un veriﬁes that (un)x(0, t) = v−pn (0, t). Therefore, for τn <
t < τ̂n , the component un , is a subsolution to the linear problem⎧⎪⎪⎨
⎪⎪⎩
rt = rxx, 0 < x < 1, τn < t < ∞,
rx(0, t) = K−p2 , τn < t < ∞,
rx(1, t) = 0, τn < t < ∞,
r(x, τn) = u(x, τn), 0 x 1.
(3.3)
Integrating the equation in (3.3) we obtain that
d
dt
1∫
0
r(x, t)dx = −K−p2 ,
which implies that there exists a time τn such that r(0, τn) = 0. Moreover, r(0, t) < 0 from this time on. Indeed, we observe
that z = rt is a solution of the heat equation with homogeneous Neumann boundary condition and negative initial data
(notice that un(x, τn) is a concave function), therefore rt(0, t) < 0.
In order to estimate τn , we rescale r as follows
ω(y, τ ) = nr
(
y
n
, τn + τ
n2
)
.
The problem satisﬁed by ω is⎧⎪⎪⎨
⎪⎪⎩
ωτ = ωyy, 0 < y < n, 0 < τ < ∞,
ωy(0, τ ) = K−p2 , 0 τ < ∞,
ωy(n, τ ) = 0, 0 τ < ∞,
ω(y,0) = n u(y/n, τn), 0 y  n.
Using (3.2) to estimate the initial value ω(y,0) = nu(y/n, τn)  μ−p y + 1, it is easy to see that there exists a time τ 1
(bounded independently of n) such that ω(0, τ 1) = 0. Since 0 = ω(0, τ 1) = nr(0, τn + τ 1/n2), we have τn = τn + τ 1/n2.
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τn = τn + τ 1
n2
 τn + τ1
n2q
 τ̂n.
This inequality and the fact that un  r for τn < t < τ̂n gives us that there exists a time Tn ∈ (τn, τn) at which un vanishes
while vn remains positive.
Moreover, un(0, t)  r(0, t), for τn  t  τ̂n . Then for this interval of time vn is a solution to the heat equation with
homogeneous Neumann boundary conditions. On the other hand, from Lemma 2.1 the initial data satisﬁes the estimate
vn(x, τn) > μ/2. Thus, vn(x, τ̂n) > μ/2 and from the deﬁnition of τ̂n this implies that τ̂n = ∞. Therefore, we have
vn(x, t) > μ/2, for all t > 0, un(x, t) r(x, t), for all t > τn.
Hence, taking T˜n = τn , K1 = μ/2 and K3 = τ 1, we obtain the result. 
To ﬁnish this section we have to prove that we can pass to the limit as in (1.7) and that (u, v) is indeed a solution
to (1.8).
Proof. (End of the proof of Theorem 1.1.) From the previous lemma we obtain that the sequence vn veriﬁes K1 <
vn(x, t) < K2.
On the other hand, from Lemma 2.1, we get un(x, t) < ‖u0‖∞ . To obtain a lower bound, we note that, for n large, un is
supersolution to the problem⎧⎪⎪⎨
⎪⎪⎩
wt = wxx 0 < x < 1, t > 0,
wx(0, t) = K−p1 , t > 0,
wx(1, t) = 0, t > 0,
w(x,0) = u0(x).
Hence, the pair (un, vn) is uniformly bounded in compact sets of time. So, taking a subsequence if necessary, we have that
the limit (un, vn) → (u, v) exists.
Our next aim is to identify the PDE system veriﬁed by this limit after T . To this end, we just observe that (un, vn) is a
solution to⎧⎪⎨
⎪⎩
(un)t = (un)xx, (vn)t = (vn)xx, 0 < x < 1, t > T˜n,
(un)x(0, t) = (vn)−p(0, t), (vn)x(0, t) = 0, t > T˜n,
(un)x(1, t) = 0, (vn)x(1, t) = 0, t > T˜n,
(3.4)
where T˜n is given in Lemma 3.1. Recall that, from the estimates obtained in that lemma, see (3.1), we have that τn < T˜n <
τn + K3/n2. Thus, it holds
lim
n→∞ T˜n = T .
First, we pass to the limit in the v-variable. To this end, we write down the integral version of the problem for vn ,
−
t∫
T˜n
1∫
0
vnϕt +
1∫
0
vn(t)ϕ(t) −
1∫
0
vn(T˜n)ϕ(T˜n) =
t∫
T˜n
1∫
0
vnϕxx −
t∫
T˜n
vnϕx
∣∣∣∣1
0
.
It is easy to see that we can pass to the limit in all the terms of the above identity, the only tricky point is to show that
vn(x, T˜n) → v(x, T ). (3.5)
In order to prove this fact we just consider the Green function, G , of the Neumann problem. Therefore, for times τn  t  T˜n
we can write
vn(x, t) =
1∫
0
G(x− y, t)v(y, τn)dy +
t∫
τn
G(x, t − s)(vn)x(0, s)ds. (3.6)
Note that the ﬁrst integral tends uniformly to v(x, T ) while the second one is bounded by Cnq−1 (we are using here that
T˜n − τn  K3n−2 and that (vn)x = fn(un) Cnq+1). Since q < 1 this last term goes to zero. This completes the proof of the
limit for the v-component.
Passing to the limit for the u-component is even easier, since the functions vn are uniformly bounded below away
from zero. Thus we can pass to the limit in the weak form of the problem (analogous to the previous one) beginning now
at t = 0. 
R. Ferreira et al. / J. Math. Anal. Appl. 346 (2008) 145–154 1514. Simultaneous quenching
In this section we collect some results concerning the simultaneous case. Hence, let us suppose from now on that u and
v quench at the same time T .
We begin with a lemma that shows that, under certain conditions on the exponents and the initial conditions, we can
compare un and vn .
Lemma 4.1.
(i) Let q p and u0(x) < v0(x) with ‖v0‖∞  1. Then un(x, t) vn(x, t).
(ii) Let q p and u0(x) > v0(x) with ‖u0‖∞  1. Then un(x, t) vn(x, t).
Proof. To prove (i) let us denote ψ = un − vn . We thus have ψ(x,0) < 0. Assume that there exists a ﬁrst time t0 and some
point x0 ∈ [0,1] such that ψ(x0, t0) = 0. By the Strong Maximum Principle x0 cannot be an interior point, i.e., x0 ∈ {0,1}.
This cannot happen at x0 = 1, since ψx(1, t) = 0 which contradicts Hopf’s lemma. Thus x0 = 0 and using Hopf’s lemma again
it follows that ψx(0, t0) < 0.
In order to get a contradiction we consider three different cases:
(1) if no truncation takes place, then ψx(0, t0) = v−pn (0, t0)(1− vp−qn (0, t0)) 0; in this case vn(0, t0) 1 (since the initial
data are both bounded by one);
(2) if only one truncation takes place, then un(0, t0) 1/n < vn(0, t0);
(3) if both truncations take place, then ψx(0, t0) = np+1vn(0, t0)(1− nq−p) 0.
Interchanging the roles of p and q, un and vn , we get the second statement. 
We deﬁne now for n ﬁxed the following sets of initial conditions,
An =
{
(u0, v0)
∣∣ ∃t0 such that: un(0, t0) 0, vn(0, t0) 0},
Bn =
{
(u0, v0)
∣∣ ∃t0 such that: un(0, t0) 0, and vn(0, t0) > 0},
B̂n =
{
(u0, v0)
∣∣ ∃t0 such that: vn(0, t0) 0, and un(0, t0) > 0},
Cn =
{
(u0, v0)
∣∣ un(0, t) > 0, vn(0, t) > 0, ∀t}.
In the next lemma we study these sets.
Lemma 4.2. For a ﬁxed n, let us consider the sets deﬁned above. It holds that
(i) An is empty;
(ii) Bn ∪ B̂n is not empty;
(iii) Cn is a closed set.
Proof. We show (i) arguing by contradiction. Assume that (u0, v0) ∈ An . Then there exists a ﬁrst time t∗ such that
un(0, t∗) = 0, and vn(0, t∗)  0, (the opposite possibility, vn(0, t∗) = 0, and un(0, t∗)  0, can be regarded analogously).
However, by Hopf’s lemma (un)x(0, t∗) > 0, which is a contradiction.
Statement (ii) is an immediate consequence of Lemma 4.1.
In order to prove (iii) let us take ﬁrst p = q and suppose that (u0, v0) ∈ Cn . We deﬁne z = un + vn and ω = un − vn .
Denote by tn the ﬁrst time at which un(0, tn) = 1/n and vn(0, tn) 1/n (the reverse situation is analogous). Performing the
change of variables y = np+1x, τ = (np+1)2t , we have that z and ω verify the following decoupled linear system⎧⎪⎨
⎪⎩
zτ = zyy, ωτ = ωyy, 0 < y < np+1,
zy(0, τ ) = z(0, τ ), ωy(0, τ ) = −ω(0, τ ),
zy
(
np+1, τ
)= 0, ωy(np+1, τ )= 0,
(4.1)
for τn < τ < ∞, with τn = (np+1)2tn . We can expand the solution z using eigenvalues and eigenfunctions as follows,
z(y, τ ) =
∞∑
k=1
cke
−λkτ ϕk(y),
with λk solving the equation tan(
√
λknp+1) = 1/√λk , with k 1. Consequently, all the eigenvalues are positive, λk > 0, and
then z(y, τ ) → 0 as τ → ∞. Since both un(0, t) and vn(0, t) are positive, this convergence implies that
un(0, t) → 0 and vn(0, t) → 0 as t → ∞. (4.2)
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ω(y, τ ) =
∑
k
dke
−αkτ φk(y). (4.3)
In this case, we observe that the ﬁrst eigenvalue is negative and the rest of them are positive. More precisely, the eigenval-
ues αk are given by
√|α1| + 1√|α1| − 1 e
2np+1
√|α1| = 1, tan(√αknp+1)= −1/√αk.
This fact implies that un(x, t) − vn(x, t) → 0 as t → ∞, just in the case that the coeﬃcient d1 corresponding to the eigen-
value α1 is equal to zero and only in that case. This coeﬃcient is determined for each n by the initial datum ω(0, τn) =
un(0, τn) − vn(0, τn).
As an example of such a solution, whose both components remain positive, we take the corresponding solution to the
initial condition u0 = v0 (recall that we are considering p = q). This implies un = vn for all t > 0 and all n. Thus, they are
positive [9].
On the other hand, in general it holds that d1 = 0 and then un(x, t) − vn(x, t) is unbounded. But this is a contradiction
with (4.2). Therefore, un and vn cannot be both positive for all times and we conclude in this case that (u0, v0) /∈ Cn . Thus
(u0, v0) ∈ Bn ∪ B̂n .
Notice that (u0, v0) ∈ Cn if d1 = 0, which implies that Cn is a closed set.
For the general case p = q it is always possible to ﬁnd positive constants a,b, c,d such that, the new functions z =
aun + bvn and ω = cun − dvn , satisfy the boundary conditions at x = 0
zx(0, t) = k1z(0, t), ωx(0, t) = −k2ω(0, t),
for some k1,k2 determined by the relations
bnq+1 = k1a, cnp+1 = k2d,
anp+1 = k1b, dnq+1 = k2c.
As before, changing variables, we get that z and ω solve a linear system similar to (4.1), and the previous conclusion follows
also for p = q. 
Remark 2. Notice that, if (u0, v0) is such that the initial datum ω(0, τn) given in (4.1) with τn = np+1tn , makes the coef-
ﬁcient in (4.3), d1 = d1(n) = 0, for every n, then un(0, t) and vn(0, t) remain positive for every n and t . This shows that
the conditions ensuring that the initial data belong to Cn for every n are, in general, quite diﬃcult to be fulﬁlled. We
consequently say that C =⋂n Cn is a non-generic set.
Remark 3. We conjecture that (un, vn) is not bounded below in general. Numerical experiments support this conjecture, as
shown in the next section. Also note that, even if we have a uniform bound for un and vn , it is not easy to pass to the limit
and identify a limit problem, since the ﬂux of both components has to be unbounded near t = T . This makes diﬃcult to
pass to the limit as done in the non-simultaneous case.
5. Numerical experiments
In this section we perform some numerical experiments that illustrate our results. We use ﬁnite elements with mass
lumping (that, as it is well known, coincides with a classical ﬁnite differences method in one space dimension). Taking
a uniform space discretization of the interval [0,1] of size h we get an ODE system that can be integrated with some
adaptive solver. For similar analysis for blow-up problems we refer to [3,7] and the survey [2].
First, we take p = 1, q = 1/3 and initial conditions u0 = 1+ x and v0 = 1+ x− x2. We obtain the following pictures for
the approximate problem with n = 100.
In Fig. 2 we can observe that the v component converges to the mean value of v(x, T ) as t → ∞ (it is a solution to
the heat equation with homogeneous Neumann boundary data), while the u component goes to −∞ (it is a solution to
the heat equation with boundary ﬂux (vn)−p(0, t)). Also it can be observed that the time derivative of both components at
x = 0 becomes very large at times t ≈ T , see Fig. 1.
Next, we take p = q = 1/3 and u0 = v0 = 1+ x. In this case we have u(x, t) = v(x, t) and therefore simultaneous quench-
ing with continuation given by a solution to the Dirichlet problem. We remark again that this case is not generic.
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Fig. 2. Non-simultaneous case: 3-D representation of the evolution of both components.
Fig. 3. Simultaneous case, a single equation.
The pictures in Fig. 3 illustrate the Dirichlet condition taken by the limit after T .
Finally, we take p = q = 2 and u0(x) = 1 + x, v0(x) = 1 + x − x2. We obtain the following results for different values
of n, which suggest that solutions are not uniformly bounded from below in this case. Indeed it can be observed that
mint vn(0, t) → −∞ as n increases, see Fig. 4.
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