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CHAPTER 1 INTRODUCTION
Reinforcement Learning (RL), as a branch of machine learning, provides the ability for an
agent to be learned by interacting with an environment. The agent needs to have a proper
representation of the environment to be able to take suitable action. Therefore, providing a
representation of the environment is a key problem to be solved. Different approaches deal with
this issue, such as Mont Carlo Tree search or function approximation.
Deep learning as a machine learning strategy for supervised and unsupervised learning
has brought promising results in solving many challenging problems. The integration of deep
learning with reinforcement learning can be seen in a function approximator. This integration can
provide the agent with a desirable perception of the environment. Deep reinforcement learning
approaches offer formulations for a variety of tasks from autonomous driving, locomotion, and
navigation [35, 43, 69, 20], to object detection and image/video captioning [57, 27] in which an
agent learns a policy that determines actions to maximize a reward. These approaches may learn
policies based on low-dimensional features, high-dimensional features (raw pixels) [35], or a
combination of both [36]. They enable learning features and mapping them to discrete or
continuous actions by adopting single or multiple workers.
Among recent trends in deep learning, we can name the attention mechanism as an
essential part of a deep network. For example, in the image captioning task, one region of an
image has more critical information than the other parts. Attention allows salient features to
become accessible when they are needed. This approach is essential when there exists a lot of
information that may be redundant for training. In the following, we will describe two challenging
problems that can be solved with attention-based reinforcement learning.
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1.1. Multi-view RL Environments
In reinforcement learning environments, an agent has a view of the environment through
sensory inputs. Examples of these environments are navigation and autonomous driving, in
which sensory inputs can be cameras and radars. The information from these sensory inputs can
be about the position, velocity, and orientation of the agent. In realistic environments,
observability can be "partial" because of occlusion from the noise or obstacles. In particular, in
environments that their input is pixel-only, utilizing one camera view can cause failure since it
can be challenging to locate the position of a camera in a way that can capture both details of
the agent's body as well as the targets [69]. On the other hand, sensory inputs that have less
importance can provide observations that are vital to achieving proper behavior. In order to
promote the learning of complicated policies, it is possible to utilize multiple views of the
environment. Sometimes the views may suffer from partial observability, and the observation
that they provided can have different levels of importance. Accordingly, incorporating multiple
views based on their importance and the information that they provide at each time step in the
decision-making process can be beneficial.
Attending to Views
The inclusion of multiple sensory inputs in an RL environment causes the policies to be
less sensitive to an individual sensor. It makes the system capable of functioning, although one
or more sensors are not operating well. Considering sensors as a source of diverse views of the
environment. There is a possibility that different noise impacts perturb these sensors;
Consequently, we require a policy to attend to the views. By attending to views, it is possible to
focus on the essential parts of each view at each time step in the decision-making process. We
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have proposed a method to leverage multiple views of the environment and attends to views to
improve the final decision, and we will explain them in detail in Chapter 4.
1.2 Videos with Multiple Overlapping Events
One of the most important tasks in understanding unconstrained videos is to generate
complete and natural sentences. Natural sentence generation can be used for video retrieval [90,
67] and video summarization [56]. Recent works on generating a caption for a short video have
focused mainly on utilizing a CNN to capture visual features that are fed to an LSTM or its variants
to generate a sequence of terms [75, 49, 76]. Despite significant progress on using deep learning
technologies to caption video clips, research conducted on utilizing deep learning to generate
captions for long untrimmed videos that contain multiple events [30, 86, 34, 93] is still at its very
early stages.
In videos that contain one or multiple events, we can consider the video to be composed
of multiple temporal segments. A temporal segment can depend on one or multiple events in the
video and represents a part of the story of the video. A multi-step approach to captioning a video
with possibly overlapping events is first to detect these events in the video, capture the
dependency between the detected events, and finally provide a story for the video. In the leading
approaches for dense video captioning, two significant paradigms were adopted. In these
paradigms, the event detection and event captioning modules are either optimized
independently [30] or jointly [86, 34, 93].
In event-based video captioning models, each event is captioned by considering all events
located within a proximity of the event. However, not all events related to a given event may not
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be located within the event's proximity. Therefore, in generating a caption for an event, we may
not take into account all the information that can be extracted from all of the related events. This
One of the main challenges in video captioning is to generate captions that are diverse
and natural. Due to utilizing metrics such as BLEU [50], CIDEr [74] in the conventional deep video
captioning methods, the training of the networks is to optimize the exact matching signals
between a generated caption and a ground truth one. Therefore, the generated captions may
suffer from the lack of naturalness and diversity comparing to the captions provided by a human.
Conventional Encoder-Decoder models for image/video captioning suffer from a problem
known as objective mismatch between training and inference. In other words, in training of these
models, while the loss is optimized at the word level, the evaluation is performed using discrete
metrics such as METEOR [3], BLEU, and CIDEr at inference level. Recently, image captioning
methods have been proposed to solve this problem by using reinforcement learning.
Reinforcement learning-based techniques have become widespread both for image and video
descriptions [51, 57]. In these techniques, the actions that the model takes sequentially are the
generated words [92]. The environment in these models is the visual inputs (image or video) that
have their corresponding ground truth descriptions. One the other hand, the reward in these
models is the evaluation score computed by using metrics like CIDEr that computes the similarity
between ground truth and generated sentences. Different reinforcement learning models, such
as policy gradient [37] and actor-critic [57, 92], have been employed in image captioning tasks.
In particular, in actor-critic models, while the actor-network predicts the generated words given
the image, the critic-network measures the quality of the generated words given each image. In
particular, the critic network measures the similarity of a generated caption by the actor to a
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given visual input. Our methods, described in Chapters 5 and 6, provides solutions for the
mentioned challenges.
1.3. Overview of our Attention-based Methods
We aim at improving the RL models that utilize multiple views of the environment in the
task of autonomous driving and video captioning. The first method in this dissertation represents
a deep reinforcement learning method for a multi-view environment that takes advantage of an
attention mechanism. This method accounts for the importance of different views of the
environment to generate a single representation of that environment. By learning a policy, this
method attends to each view of the environment dynamically. This attention is based on the
importance of each view in the decision-making process. Next, we describe our method to
caption long videos through generating sentences for its temporal segments by accounting for
the correlation and overlapping of events in the video. We employ an attention mechanism to
attend over the events correlated to a temporal segment to obtain a visual representation of that
segment. In another method, we describe videos by generating sentences for their temporal
segments. This approach is based on a reinforcement learning architecture where we consider
words as the actions that our model takes sequentially. We propose an attention mechanism to
account for the importance of each localized event in captioning a temporal segment in the video.
1.4 Organization
We provide the remainder of this dissertation as follows:
•

Chapter 2 provides background information, including reinforcement learning and
generative adversarial networks.
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•

Chapter 3 presents a literature review regarding the previous works related to this
research.

•

Chapter 4 describes our model, which uses reinforcement learning in a multi-view
environment and takes advantage of multiple views to make a better decision.

•

Chapter 5 describes our model for captioning a video using a generative
adversarial network with a policy gradient.

•

Chapter 6 presents our model for captioning a video using an actor-critic based
reinforcement learning method.

•

Chapter 7 provides a conclusion of our work.
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CHAPTER 2 BACKGROUND
In this chapter, we introduce concepts and fundamentals in reinforcement learning [68],
deep reinforcement learning, and adversarial training.
2.1. Reinforcement Learning
Reinforcement learning (RL) is learning how to map states to actions to maximize future
rewards. An agent interacts with the environment and receives rewards based on its chosen
actions (see Figure 2.1). It learns that taking which actions provide the most reward. Sometimes,
actions affect not only the immediate reward but also all subsequent rewards [68].
RL is different from supervised learning in some aspects. Supervised learning is based on
learning from a training set of labeled samples where each sample contains a description of a
state with the desired action that should be taken in that state, i.e., classification and regression.
This kind of learning is for generalizing systems to act correctly in situations that have not been
presented in the training set. If the training process converged, these systems could predict the
correct labels from new input data. Although this type of learning is essential, it cannot be used
in interactive problems. In interactive problems, the agent learns from its own experience and
gets its evaluation feedbacks, but there are no supervised signals.
RL is also different from unsupervised learning. Unsupervised learning attempts to extract
information hidden in collections of unlabeled data, such as clustering. However, RL differs from
unsupervised learning as it is trying to maximize a reward, not finding a hidden structure.
Reinforcement learning is trying to maximize a scalar reward signal instead of trying to find a
hidden structure.
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Figure 2.1: Components of an RL
RL Setup
Formally, at each time step 𝑡, an RL agent receives a state 𝑠𝑡 from a set of states 𝑆, which
represents the understanding of the agent from the environment. It selects an action 𝑎𝑡 from a
set of actions 𝐴 according to its current policy 𝜋(𝑎𝑡 |𝑠𝑡 ) that maps the state 𝑠𝑡 to action 𝑎𝑡 , and
observes a reward 𝑟𝑡 . The agent experiences a transition to the next stage 𝑠𝑡+1 . There is a reward
function 𝑅(𝑠, 𝑎) that helps to learn an optimal policy for guiding the actions of agent based on
its states. The process of state, action, and reward continues until the terminate state is
observed. The return
𝑅𝑡 = ∑𝑘=0 𝛾 𝑘 𝑟𝑡+𝑘

(2.1)

is the discounted, cumulated reward. The goal of RL is to maximize the expected sum of return.
The value function is the prediction of future reward that specifies how good each state,
or state-action pair, is. The state value is the total amount of reward that an agent expects to
accumulate in the future, starting at state 𝑠 under a policy 𝜋 which is defined by
𝑣 𝜋 (𝑠) = E𝜋 [𝑅𝑡 |𝑠𝑡 = 𝑠] = E𝜋 [𝑟𝑡+1 + 𝛾𝑟𝑡+2 + 𝛾 2 𝑟𝑡+3 + ⋯ |𝑠𝑡 = 𝑠]

(2.2)

The agent uses this value function to decides which state is better to be chosen at each
step. The agent selects the state with the biggest value.
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The action-value function 𝑄 𝜋 (𝑠, 𝑎) which is called Q-function, is the expected total reward
for selecting action 𝑎 in state 𝑠 under the policy 𝜋 with the discount factor 𝛾 as
𝑄 𝜋 (𝑠, 𝑎) = 𝐸[𝑟𝑡+1 + 𝛾𝑟𝑡+2 + 𝛾 2 𝑟𝑡+3 + . . . |𝑠, 𝑎] .

(2.3)

Markov Decision Processes
RL is described as a Markov Decision Process (MDP), which can be episodic or non-episodic
and is defined by the tuple (𝑆, 𝐴, 𝑃, 𝑅, 𝛾), which contains state, action, probability transition,
reward, and a discount factor. In episodic MDP, the state resets after each episode with length 𝑇
and a sequence of state, action, and reward form a rollout of a policy. The goal of MDP is to find
the optimal policy. In non-episodic MDP, 𝑇 = ∞.
In the RL problem with Markov property, the coming state depends only on the current
state. In other words, decisions made at state 𝑠𝑡 are only based on state 𝑠𝑡−1 not on the past.
Approaches to RL
There exists a different approach to solve RL problems: value-based RL, policy-based RL,
and model-based RL. We describe each of them in the following:
Value-based RL
The methods in this group estimate the expected return of being in the given state 𝑠
under any policy with the goal of optimizing the value function. The state-value function is the
maximum expected future reward given state 𝑠 and the policy 𝜋. The value function is defined
as
𝑉 𝜋 (𝑠) = 𝐸 𝜋 [𝑅|𝑠, 𝜋]

(2.4)

In other words, the goal is to achieve the maximum value under any policy. The optimal statevalue function is defined by
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𝑉 ∗ (𝑠) = max 𝑉 𝜋 (𝑠) ∀𝑠 ∈ 𝑆
𝜋

(2.5)

The value function that depends on the state, as well as action, is known as action-value function
𝑄 𝜋 (𝑠, 𝑎) which is the expected future reward given state 𝑠, action 𝑎, and following policy 𝜋
onwards:
𝑄 𝜋 (𝑠, 𝑎) = 𝐸 𝜋 [𝑅|𝑠, 𝑎] .

(2.6)

We can estimate value function 𝑉 𝜋 (𝑠) and action-value function 𝑄 𝜋 (𝑠, 𝑎) by using Monte
Carlo methods, which averaging over many samples of the returns.
Dynamic Programming (DP). DP provides the ability to compute optimal policy given a
model of the environment as an MDP. The main idea of DP is how to use value functions in an
organized way to find useful policies. We know that we can find optimal policies when we find
optimal value functions. The value functions have the property of recursive relationships, and we
can define these functions by using the Bellman Equation [11]. The recursive form of the optimal
action-value function is
𝑄 ∗ (𝑠, 𝑎) = 𝐸[𝑟𝑡+1 + 𝛾 max
𝑄 ∗ (𝑠𝑡+1 , 𝑎′ )]
′
𝑎

(2.7)

which shows a relationship between the value of a state and the values of the coming states. In
DP algorithms, an improvement in the approximations of the value functions is achieved by
utilizing Bellman equations in designing the update rules. In these methods, to update the
estimation of the values of the states, we need the estimation of the values of the next states.
This approach is called bootstrapping.
Monte Carlo Methods. Monte Carlo Methods solve RL problems by averaging sample
returns. Unlike dynamic programming, Monte Carlo methods do not need complete knowledge
of the environment, and they only require the experience. In other words, they only need a
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sample sequence of states, actions, and rewards from interaction with the environment. As
Monte Carlo methods require well-known returns, they only work for episodic tasks. Unlike DP
that compute value functions with the use of knowledge from MDP, Monte Carlo methods learn
value functions from sample returns with MDP, and their estimation for each state is
independent of the other states.
Temporal Difference Learning. The combination of Monte Carlo and DP ideas is called
Temporal Difference (TD) learning. TD methods are similar to the Monte Carlo methods from the
sense that learning in TD methods only depends on the experience of the environment, i.e., a
sample sequence of states, actions, and rewards. They are also similar to DP methods in the sense
that they use the idea of bootstrapping and update estimates values of states based on the values
of successor states.
We understand that to improve the estimation of 𝑄 𝜋 ; we can use the current values of
𝑄 𝜋 . There are two kinds of learning control methods to estimate the value of a policy:
on-policy methods: In these methods, the value of a policy is estimated while this policy
is being used for controlling the system. The idea of these methods is to estimate 𝑄 𝜋 (𝑠, 𝑎).
One of the examples of these methods is the state-action-reward-state-action (SARSA)
algorithm [61]. The idea of this algorithm is to consider transitions from state-action pair to stateaction pair, learn the values of state-action pairs, and update action-value function transition. In
this algorithm, for each episode, a state is initialized, and then an action is chosen from the
action-value function by using Ɛ-greedy. For each step 𝑠𝑡 in that episode, action 𝑎𝑡 is taken, the
reward 𝑟𝑡 is obtained, and state 𝑠𝑡 is moved to the new state 𝑠𝑡+1 . State 𝑠𝑡+1 chooses action 𝑎0
by using the policy from action-value function. After that, the action-values are updated as
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𝑄(𝑠𝑡 , 𝑎𝑡 ) ← 𝑄(𝑠𝑡 , 𝑎𝑡 ) + 𝛼[𝑟𝑡 + 𝛾𝑄(𝑠𝑡+1 , 𝑎𝑡+1 ) − 𝑄(𝑠𝑡 , 𝑎𝑡 )]

(2.8)

In this method, the Q-value is updated using the Q-value of the next state 𝑠𝑡+1 and the action of
the current policy. This process is continued until the algorithm reaches a terminal state.
off-policy methods: In these methods, two different functions are used for estimating the
policy and controlling the system. We have the behavior policy which generates the behavior of
the system and target policy, which is evaluated and improved during the learning. By separating
these two functions, the target policy may be deterministic, while the behavior policy can select
all possible actions.
One of the famous examples of these methods is the Q-learning algorithm [80]. In this
method, the estimation of the optimal action-value function is done directly via the learned
action-value function. The role of policy is to check which state-action pairs are visited and
updated. In this algorithm, for each episode, a state is initialized. For each state in the episode,
based on the policy from an action-value function, action 𝑎 is chosen from state 𝑠𝑡 . By taking
action 𝑎𝑡 , reward 𝑟𝑡 is received, and new state 𝑠𝑡+1 is observed. After that, the action values are
updated as
𝑄(𝑠𝑡 , 𝑎𝑡 ) ← 𝑄(𝑠𝑡 , 𝑎𝑡 ) + 𝛼[𝑟𝑡 + 𝛾 max
𝑄(𝑠𝑠+1 , 𝑎′ ) − 𝑄(𝑠𝑡 , 𝑎𝑡 )]
′
𝑎

(2.9)

In this method, the Q-value is updated using the greedy action 𝑎′ and the Q-value of the next
state 𝑠𝑡+1 . This process continues until the algorithm reaches a terminal state. If the current
policy which is used in these methods is a greedy policy, off-policy and on-policy method are
considered the same.
Policy-based RL
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Value-based RL methods approximate the value function or action-value function, and
the policy is generated directly from the value function. While in policy-based methods, the policy
is parameterized. In these methods, there is no need to have a value function, and these methods
try to search for an optimal policy 𝜋 ∗ without using value function. These methods aim to
maximize the expected return by updating the parameters of a parameterized policy. Policybased methods select actions without using a value function. They may use value functions for
learning the parameters of the policy, but they are not required for the action-selection process.
The optimization approaches for maximizing the return can be categorized into gradient-based
and gradient-free optimization. When the number of parameters is not large, gradient-free
optimization is the right choice. For example, it is suitable for low-dimensional parameter space.
However, when the parameters of the policy are large, gradient-based optimization is used. For
learning the policy directly, a probability of taking a specific action is computed. Formally, if we
′

consider 𝜃 ∈ ℝ𝑑 as the parameter vector of the policy, the policy function
𝜋(𝑎|𝑠, 𝜃) = 𝑃𝑟(𝑎|𝑠, 𝜃),

(2.10)

is the probability that action 𝑎 is taken given the estate 𝑠 at time 𝑡 in the environment with
parameter 𝜃.
Policy parameterization comes with some advantages and disadvantages. In highdimensional action space, finding the maximum value needs much computational power (by
using value-based methods) because the action space is infinity; however, learning a policy
directly will avoid this step. Moreover, random decision making is a strategy that policy
parameterization can provide when the environment is partially observed. One of the other
advantages of policy parameterization over Ɛ-greedy action-selection is that with continuous
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policy parameterization, the action probabilities change smoothly, whereas in Ɛ-greedy the
action probabilities can change dramatically. However, high variance and longtime training are
some disadvantages to learning a policy directly. It may also reach to local optima.
The methods for learning the policy parameters are based on the gradient of expected
return 𝐽(𝜃) with respect to the policy parameter. As we said, the goal of these methods is to
maximize the expected return, so their updates estimate gradient ascent in 𝐽:
𝜃𝑡 = 𝜃𝑡 + 𝛼∇𝐽(𝜃𝑡 )

(2.11)

where 𝛼 is the learning rate, and ∇𝐽(𝜃𝑡 ) is a stochastic estimate.

Figure 2.2: Intersection of value-based and policy-based RL
Epsilon-greedy policy methods. In these methods, an action is taken using a greedy policy
with the probability of 1 − 𝜖, and a random action is taken with the probability of 𝜖. In greedy
policy, the agent always takes an action that provides the maximum expected reward.
Policy Gradient Methods. The methods with the scheme similar to the general one are
called policy gradient methods. The goal in policy gradient methods is to increase the probability
of happening “good” actions and decrease the probability of happening “bad” actioning in the
policy distribution.
Actor-Critic Methods. These methods, in contrast, learn approximations to both policy
and value functions. As shown in Figure 2.2, actor-critic methods lay in the intersection of value-
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based and policy-based RL methods. In these methods, 'actor,' as the policy function, refers to
the learned policy, and ‘critic’, as the action-value function, refers to the learned value function.
Stochastic gradient ascent estimates the policy parameters.
Model-based RL
In contrast to model-free RL methods that use data obtained from the environment, the
model-based RL build a transition model of the environment that the agent can use it to improve
its performance; i.e., they simulate transitions by using the learned model. This is important
when the interaction with the environment is costly.
2.2 Generative Adversarial Networks
Generative Adversarial Networks (GANs) [19] proposed in 2014 as a technique for semisupervised and unsupervised learning. It can be considered under the umbrella of neural
networks, which consists of two models called generator and discriminator. Generator aims to

Figure 2.3: The architecture of a Generative Adversarial Network
generate realistic images and discriminator. It receives both a real image and the generated
image should distinguish them from each other. Figure 2.3 illustrates an overview of a GAN.
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The generator does not have access to real images, and it is only fed with noise. It is
trained through the interaction with the discriminator. In contrast, the discriminator has access
to both real images and the synthesized image, and it can get the error signals by using the
knowledge that ground truth provides. In GANs, generator and discriminator are competing
against each other.
The generator and the discriminator both have the same architecture and are
implemented by multi-layer convolutional neural networks. The discriminator network can be a
function that maps image data to a probability that expresses the image which has the
distribution of the real images, not the distribution of generator. The discriminator is trained to
classify images into the group of real images or synthesized images. The generator has the goal
of minimizing its objective function while discriminator aims to maximize its objective function.
Given the differentiable function 𝐺(𝑧; 𝜃𝑔 ) for training the generator with parameters 𝜃𝑔 and the
differentiable function 𝐷(𝑥; 𝜃𝑑 ) for training the discriminator with parameters 𝜃𝑑 , the objective
of GAN is as follows:
min max 𝑉 (𝐷, 𝐺) = 𝐸𝑥∼𝑃𝑑𝑎𝑡𝑎(𝑥) [log 𝐷(𝑥)] + 𝐸𝑧∼𝑃𝑧 (𝑧) [log(1 − 𝐷(𝐺(𝑧)))] , (2.12)
𝐺

𝐷

where 𝑉(𝐷, 𝐺) is the value function. Here, 𝐷(𝑥) provides the probability of 𝑥 come from the real
image, not synthesized image. In the following, we explain different architectures of GAN:
•

Fully-connected GANs. The first architecture of GANs was proposed by [19], where they
used fully-connected neural networks for both generator and discriminator. As this type
of architecture is simple, it can be applied to simple image datasets such as MNIST, CIFAR10, and Toronto Face Dataset.
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•

Convolutional GANs. After utilizing fully-connected neural networks for GANs and
observing that these networks are not suitable for image data, convolutional neural
networks were replaced in GANs. However, training the generator and discriminator is
not easy using CNNs; therefore, the Laplacian pyramid of adversarial networks (LAPGAN)
[17] was a solution to this problem. This model decomposes a ground-truth image into a
Laplacian pyramid and trains a conditional, convolutional GAN using each decomposed
image.

•

Conditional GANs. In this architecture, there is some additional input that the generator
and discriminator are conditioned on it. Mirza et al. [42] proposed the first conditional
GAN framework to provide better representations for multi-modal data generation.

•

Adversarial Auto-encoders. Auto-encoder networks contain two parts: 'encoder' which
learns to map data, i.e., image, into a latent or representation space, and 'decoder' which
learns to map representation space into data space. This process is called 'reconstruction',
and mapping is done in a way that a reconstructed image is very similar to the original
one. To train an auto-encoder network, we can use adversarial training. It is applied
between representation space and its desired prior distribution, which results in a
combined loss function. This loss function shows reconstructed error and the difference
between the distribution of the prior and the produced one.
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CHAPTER 3 RELATED WORK
In this chapter, we review the current researches on utilizing deep learning in
reinforcement learning. Besides, we specifically look at related work in autonomous driving as
one of the applications of deep reinforcement learning. We also present the state-of-the-art
techniques on video captioning as an application in the field of deep learning.
3.1. Reinforcement Learning
The great success of reinforcement learning has been witnessed in a wide range of
robotics-related tasks, such as computer games [45], robotic motor control [26, 32], and
autonomous driving [64, 88, 84, 91, 18]. In these systems, the input of the network for learning
the policies of robots is obtained from camera inputs. Some environments integrate information
from multiple low-dimensional and high-dimensional sensory inputs. The high-dimensionality of
states is a significant challenge when applying RL in real-world applications. To address this
problem, the combination of RL with deep learning was employed in [44]. Mnih et al. proposed
deep Q-network (DQN) that learns policies to play a wide range of Atari 2600 games on or above
the human level [44, 45]. By introducing DQN, several approaches have been proposed with
various objectives. Some of the methods are operating on a continuous action space [35],
asynchronously learning parallel actor-learners [43], separating advantages from the value
function [79], prioritizing experience replay [62], and reducing overestimation [73]. While the
majority of DQN-based methods have been evaluated on an Atari 2600 benchmark [10], some
researchers have also successfully trained their models on more complicated environments such
as autonomous driving [35, 43] or 3D mazes and terrains [41, 20].
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In reinforcement learning tasks that address continuous domains, it needs normally to
have an explicit representation of the policy. Multiple approaches have proposed methods to
learn policies In continuous action spaces, such as Deep Deterministic Policy Gradient (DDPG)
[35], proximal policy optimization (PPO) [63], and their variants D3PG and D4PG [9], and DPPO
[20] in distributed settings. Mnih et al. [43] proposed an asynchronous advantage actor-critic
(A3C) algorithm. A3C method utilizes a variation of policy gradient that can be applied to
continuous action spaces. A3C utilizes multiple parallel agents that are called workers. This
method provides the same copy of the environment to its workers to explore the state spaces.
Mnih et al. [43] investigated the maximizing diversity through adopted different policies for
different workers to explore the environment. In A3C, parallel workers are used instead of a
replay memory to stabilize the learning process.
Lillicrap et al. [35] introduced the DDPG algorithm. This algorithm is based on an actorcritic architecture. It contains the policy and value function as actor and critic networks. This
method makes use of the replay memory to stabilize learning. Barth et al. [9] proposed two
methods, which are the distributed versions of DDPG. They are called D4PG and D3PG, as
distributed versions of DDPG. D3PG method, Under ApeX framework [21], decouples acting and
learning processes. The parallel actors utilize a shared replay buffer. At each time step, a worker
randomly samples a batch of transitions from the shared replay buffer and sends them to the
network. It computes the gradients in each batch. Distributed Distributional DDPG (D4PG) [9] is
similar to D3PG, with the difference that for modeling the critic function, it uses the categorical
distribution.
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In environments with multiple agents, the interaction between multiple agents is
incorporated in competitive or cooperative settings. Increasing the number of agents causes the
problem complexity to be exponentially enhanced, which makes applying traditional RL
approaches in these environments to be infeasible. Deep multi-agent RL approaches have been
emerged [46, 48, 7] to address this challenge. Multi-agent RL approaches use different strategies,
such as optimistic and hysteretic Q-function updates [31, 8, 47]. These methods are in
cooperative settings. In these methods, to improve collective reward, the actions of other agents
are made. Recently, Palmer et al. [52] applied leniency to deep Q-network in a cooperative
setting with noisy observations. However, many multi-agent RL methods are trained in
competitive or mixed settings [4].
Reinforcement learning has a wide range of applications. In the following, we will discuss
autonomous driving as one of the application areas.
3.2. Autonomous Driving
While the majority of DQN-based methods have been evaluated on an Atari 2600
benchmark [10], some researchers have also successfully trained their models to drive a car in
TORCS [35, 43].
Traditional Approaches
The seminal work of utilizing neural networks in autonomous driving includes [54, 55] that
adopt a neural network to map images directly to steering angles (driving actions). More recently,
NVIDIA [12, 13] has provided an end-to-end system that uses a convolution neural network to
map raw pixels to steering angles and can drive on highways and even roads without lane
markings. Chi et al. [15] also proposed a network that maps raw input images to steering angles
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by combining spatial and temporal information from human driving videos. Instead of learning a
model using an individual video frame, authors in [15] utilized temporal information
simultaneously at multiple network layers by combining LSTM and convolutional LSTM at
different layers of their proposed network. In another end-to-end system, Kim et al. [24]
introduced an attention model refined by causal filtering to find input regions that influence the
output, which is the steering angle. Instead of directly mapping pixels to steering angles, Chen et
al. [14] proposed to map raw pixels to a limited number of scene descriptors such as distance to
lane markings and surrounding cars. Authors in [14] trained its neural network by utilizing prerecorded human driving data in the game TORCS.
RL- based Approaches
In contrast to supervised learning approaches on autonomous driving, there exist works
focusing on end-to-end reinforcement learning that do not require pre-recorded driving data. To
drive solely based on the visual input in the TORCS car racing simulator, the authors in [28, 29]
trained recurrent neural networks and ConvNets. They take advantage of an evolutionary
reinforcement learning approach. The fitness function used in these works is similar to the one
used in [54, 55], where it maps the raw pixels directly to the steering angles, to drive the car
around the track. Since the action space in deep RL for the task of autonomous driving is
continues, maintaining an explicit representation of the policy is usually required. To learn
policies in continuous domains, Lillicrap et al. [35] introduced Deep Deterministic Policy Gradient
(DDPG) algorithm. This method utilizes the architecture of an actor-critic model for representing
the policy and value function. More recently, Liu et al. [36] applied reinforcement learning on
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autonomous driving using multi-modal sensors and proposed a dropout technique to regularize
the training process.
3.3. Video Captioning
Video captioning methods can be leveraged to extract the semantic information of a
video, such as annotations, labels, objects, and events, which can be beneficial in various
applications [71, 81]. In this section, we review related work on image/video captioning with a
focus of three main approaches: (1) encoder-decoder, (2) reinforcement learning, and (3)
adversarial training.
Encoder-Decoder Approaches
Attempts in generating descriptive sentences for videos [76, 49] have mostly followed a
two-step sequence learning. In the first step, the model generates a compact fixed-length
feature representation extracted from video frames. In the second step, it learns to decode the
feature vector into a sequence of words composing a descriptive sentence. A significant
limitation of these approaches is that the provided compact representation ignores the ordering
of the video frames. It causes a failure in making use of any temporal information.
Moreover, these methods only work for short video clips. To address the above
limitations, Yao et al. [87] proposed a soft-attention mechanism to aggregate visual
representations by using a weighted average pooling. Similarly, Venugopalan et al. [75]
presented a more straightforward approach named sequence to sequence model, which employs
an LSTM for encoding the sequence of frames into vector representations and generates a
descriptive sentence.
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To capture more details in videos, Yu et al. [89] proposed a Hierarchical RNN (HRNN) [40]
framework for generating a paragraph to describe a video. This framework contains two parts.
(1) A sentence generator that exploits temporal- and spatial-attention mechanisms. These
attention mechanisms selectively focus on visual elements and (2) a paragraph generator which
takes the compact sentential representations produced by the sentence generator and combines
it with the paragraph history to generate a new initial state for the sentence generator. The
model in [89] was designed by assuming no overlapping events in videos, and it generates
sentences without localizing events. Krishna et al. [30] addressed these missing factors by
proposing Dense Captioning Events (DCE) that identifies all events in a video and describes these
events in natural language. Their model contains (1) a proposal module that generates visual
descriptions for all events in the video by localizing them in the time domain and (2) a captioning
module that utilizes the context from all events provided by the proposal module to generate
each sentence. DCE [30] was extended in [86, 34, 93] to jointly learn event proposal and
captioning modules in an end-to-end manner, which result in better training of the event
proposal module with the help of language information in localizing events. Most of the encoderdecoder models rely on Cross-Entropy loss and need to be given a previous ground-truth word
during training. This leads the model in test time to be conditioned on the predicted words. This
issue can be solved by using reinforcement learning.
RL Approaches
Applying reinforcement learning techniques in image captioning has been introduced by
[58] and [37]. Rennie et al. [59] proposed image captioning method which is based on actor-critic
architecture. In this method, instead of having a separate critic network, the agent critics itself.
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The method proposed by [59] introduced a self-critical approach that obtains the reward. It also
optimizes the CIDEr metric. Liu et al. [37] also proposed a policy gradient optimization approach
to optimize language metrics. In another attempt, Ren et al. [57] proposed an actor-critic method
where the actor and the critic contain a CNN-RNN architecture. The actor based on the current
state provides the probability of predicting the next word, and the critic evaluates how the actor
performs. Recently, some works adopted similar techniques in the video captioning task.
Pasunuru et al. [51] applied a mixed loss of policy gradient and cross-entropy on video captioning
and presented the CIDEnt method, which adjusted the CIDEr metric with an entailment penalty.
On the other hand, Wang et al. [78] leveraged the ability of reinforcement learning in
video captioning by presenting a hierarchical reinforcement learning method that contains a
worker and a manager, each equipped by an attention module. The critic network has an RNN
architecture which evaluates whether the worker accomplishes its goal or not. In another
attempt, Li et al. [33] trained an end-to-end video captioning model using a multi-task
reinforcement learning approach.
Adversarial Learning Approaches
Recently generative adversarial networks (GANs) have been adopted for describing
images. Dai et al. [16] introduced a Conditional Generative Adversarial Network (CGAN) where a
generator is trained to generate descriptions conditioned on images, and an evaluator is trained
to evaluate how well the generator describes images. To tackle the problem of vanishing
gradients and error propagation, they propose to allow the generator to receive early feedback
from the evaluator. Following a similar approach, Rummery et al. [65] presented a sequence to
sequence modeling approach through adversarial training by the aid of an approximate Gumbel
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sampler to match the generated captions to the ground truth. Wang et al. [77] presented a
sequence-to-sequence modeling approach that uses reinforcement learning and adversarial
training to generate narrative paragraphs for photo streams. It describes the ordered photo
streams using a hierarchical recurrent neural network and computes rewards from two critic
networks.
Reinforcement learning and adversarial learning-based methods can have similarities in
architectures, such as actor-critic and vanilla GAN [53]. The generator in GANs is trained by
receiving its only supervision from the evaluator. However, in actor-critic, the actor can be
trained without the critic. The critic improves the supervision of the actor. We take advantage of
the adversarial learning process in which the evaluator gives signals to the generator about how
good/bad the generated data are. Besides, since we are working with a sequence of discrete
items, we utilize a policy gradient to provide more natural and diverse captions.
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CHAPTER 4 ATTENTION OVER MULTIPLE VIEWS
4.1. Introduction
In this chapter, we describe an attention-based deep reinforcement learning algorithm.
In this approach, we consider different views of the environment with different importance. Our
method learns a policy to attend to the views based on their importance. The role of each sensory
input is to provide a specific view of the environment. We assign each sensor to a worker. To
train the network of each worker, we employ an extension of the actor-critic approach [66]. We
make the final decision by integrating the feature representations that the workers provide. To
do the integration, we utilize an attention mechanism that makes use of critic networks of the
workers. These critic networks provide signals which represent the amount of salient information
that their corresponding views provide. In this method, we utilize these signals in the attention
module. These signals represent the influence that each of these views should have in making
the final decision. We decouple the training of the model in two parts. In one part, the viewdependent layers of the network are trained, and in the other part, task-dependent layers of the
network are trained. In this way, these layers can be trained under different strategies.
Our method stabilizes its training process using a diversity of learners, which is attained
by employing multiple workers, each with different exploration strategies. There is a difference
between our method and distributed reinforcement learning algorithms, such as [43, 9].
Distributed RL algorithms pass copies of the environment to multiple workers; however, our
method employs different views of the environment. Besides, to provide diversity, our method
employes different exploration strategies. Moreover, to prevent the decision-making process
from being perturbed by degraded views of the environment, our method makes use of the

27
attention mechanism. Unlike distributed reinforcement learning algorithms such as [43, 9], our
method employs different views of the environment. To provide diversity, it also uses different
exploration strategies. By using the attention mechanism, our method can prevent the final
decision from being perturbed when some views of the environment are degraded.
We take into consideration different views of an environment provided by different
cameras. We consider each camera as a worker. We use a common environment like multi-agent
systems to provide observations of the workers. In this method, by failing one or multiple
workers, the remaining workers can accomplish the task. Moreover, workers, which mostly make
correct decisions, can help other workers to improve their performance in decision making. The
difference of our method from the multi-agent methods such as [39, 52] is that in our method,
all workers take the same action as the final decision. However, in multiagent systems, each
agent performs separately, and it takes its action. Also, our method uses the reward provided by
each worker as the signal of its performance. By using that signal, our method determines how
much importance that worker is in making the final decision. Similar to distributed methods [9,
43], our method by using multiple workers can achieve better performance on the training of its
deep network. However, unlike the distributed methods that feed all workers with the same view
of the environment, our method feeds each worker with a distinct view of the environment.
Our main contribution is hence three-fold:
•

Far as we can tell, our proposed method is the first deep reinforcement learning algorithm
that leverages multiple views of an environment. Our method can provide a stabilized
training process using multiple views of the environment.
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•

We propose an attention mechanism with the aid of an actor-critic model. This
mechanism attends to multiple views of the environment with respect to their
importance in the process of decision-making.

•

Our proposed method is an effective solution for partial observability on sensory inputs.
It can also reduce the impact of noise on the inputs.

4.2 Method
We propose an RL method that trains policy networks through exploiting multiple
observations of the same environment. To obtain multiple observations at the same time from
an environment, we adopt multiple sensory inputs. Each of these sensors, which are considered
as a worker, provides a distinct observation of the environment. Our learning process contains
two step. In the first step, we train multiple workers separately. In this step of training, given a
single view of the environment, each worker selects an action. In the second step of training,
given all the views of the environment in the global network, a single agent learns a policy to
make the final decision.
RL Background
In an RL setting, at each discrete time step 𝑘, an agent interacts with an environment so
that by receiving some representations 𝐬𝑘 ∈ 𝑆, the agent selects an action 𝐚𝑘 ∈ 𝐴 according to
some policy 𝜋(𝐚𝑘 |𝐬𝑘 ) which maps 𝐬𝑘 to 𝐚𝑘 . By taking this action, the agent is entered into a state
𝑠𝑘+1 and receives a reward 𝑟𝑘 = 𝑟(𝐬𝑘 , 𝐚𝑘 , 𝐬𝑘+1 ). The goal is to learn a policy 𝜋 that maximizes
the total accumulated future reward 𝑅 = ∑𝑇𝜏=𝑘 𝛾 𝑘−𝜏 𝑟𝜏 .
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The action-value function 𝑄 of a policy 𝜋 describes the expected reward after taking
action 𝐚𝑘 in state 𝐬𝑘 upon following a policy 𝜋, i.e., 𝑄 𝜋 (𝐬, 𝐚) = 𝐸 [𝑅𝑘 |𝒔𝑘 = 𝐬, 𝐚𝑘 = 𝐚]. The
optimal action-value function obeys the Bellman equation
𝑄 ∗ (𝐬𝑘 , 𝐚𝑘 ) = 𝐸[𝑟𝑘 + 𝛾 max
𝑄 ∗ (𝐬𝑘+1 , 𝐚′ ) |𝐬𝑘 , 𝐚𝑘 ] .
′

(4.1)

𝐚

We can use a neural network as a non-linear function approximator with weights 𝜃𝑘 to
represent the action-value function 𝑄(𝐬𝑘 , 𝐚𝑘 ; 𝜃𝑘 ). Q-learning is one of the algorithms which aims
to approximate the optimal action-value function directly. It trains the parameters 𝜃𝑘 of the
action-value function 𝑄(𝐬𝑘 , 𝐚𝑘 ; 𝜃𝑘 ) by minimizing the sequence of loss functions ℒ(𝜃𝑘 ) at each
time iteration 𝑘,
2

ℒ(𝜃𝑘 ) = E (𝑟𝑘 + 𝛾 max
𝑄(𝒔𝑘+1 , 𝒂′; 𝜃) − 𝑄(𝒔𝑘 , 𝒂𝑘 ; 𝜃𝑘 )) ,
′

(4.2)

𝒂

where 𝜃 contains the parameters of the target network that is frozen for multiple iterations while
updating 𝑄(𝒔𝑘 , 𝒂𝑘 ; 𝜃𝑘 ).
In this work, we employ a deep deterministic policy gradient (DDPG) algorithm [35] since
it is a model-free actor-critic algorithm and has been designed for high-dimensional state and
continuous action spaces. This approach is inspired from Deep Policy Gradient (DPG) algorithm
[66]. It contains a parameterized actor function µ(𝑠; 𝜃 µ ) which specifies the policy that maps
states to a specific action, and a critic function 𝑄(𝐬, 𝐚) learned using Bellman equation similar to
the one in Q-learning:
2

ℒ(𝜃 𝑄 ) = E (𝑟𝑘 + 𝛾𝑄̅ (𝐬𝑘+1 , µ̅(𝐬𝑘+1 ; 𝜃 µ̅ ); 𝜃 𝑄̅ ) − 𝑄(𝐬𝑘 , 𝐚𝑘 ; 𝜃 𝑄 ))

(4.3)

where 𝑄̅ and µ̅ are the target networks. The actor policy is updated through the sampled policy
gradient:
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𝛻𝜃µ 𝐽 = E ( ∇𝐚 𝑄(𝐬, 𝐚; 𝜃 𝑄 )|𝐬 = s𝑘 , 𝐚 = µ(𝑠𝑘 )∇𝜃µ µ(𝐬; 𝜃 µ )|𝐬 = 𝑠𝑘 )

(4.4)

With the availability of 𝜃 𝑄 and 𝜃 µ , the target networks are updated as
𝜃 𝑄̅ ← 𝜏𝜃 𝑄 + (1 − 𝜏 )𝜃 𝑄̅
𝜃 µ̅ ← 𝜏𝜃 µ + (1 − 𝜏 )𝜃 µ̅

(4.5)
(4.6)

where 𝜏 is the rate of updating the target networks with the learned networks. 𝜏 should be much
smaller than 1 to have a stable training process. Table 4.1 shows all the notations used in this
chapter.
Table 4.1: Table of notations

Attention-based RL Framework
Figure 4.1 depicts the structure of our model. Our model is trained in two steps and It the
two components: (1) The workers' networks that are trained in two stages. In the first stage, they
are trained separately and are retrained in the second stage. (2) The global network is the second
component that is trained in the second stage. It utilizes a single feature representation that
obtains it from all of the workers' networks. The attention module measures the importance of
view in the decision-making process. To weight each view, it utilizes two things: the decisions
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that the workers made and the state that corresponds to that worker. Different parts of this
model, the workers' networks, the attention mechanism, and the global network depend on an
actor-critic architecture.

Figure 4.1: The architecture of the proposed deep RL network. It leverages the attention
(𝑤)
mechanism to weight the views provided by workers based on their importance. 𝐩𝑘 represent
the weight of the worker 𝑤 that the attention module provides according to the importance of
its view.
To build the attention module, we utilized an attention weighted representation, which
has been introduced in [2]. Our goal is to compute a unit representation of the environment (𝐱 𝑘 );
therefore, we utilize the importance of each view to make the final representation. To learn the
attention module, we use a softmax gate function as
exp(𝑔𝑤 𝑓𝑤 )
∑𝑙 exp(𝑔𝑙 𝑓𝑙 )

(𝑤) (𝑤)
𝑁𝑤
𝑁𝑤
𝐱 𝑘 = ∑𝑤=1
𝐩𝑘 𝐱 𝑘 = ∑𝑤=1
(𝑤)

where, 𝑔𝑤 𝐱 𝑘

(𝑤)

is the parameter of the model, and 𝐱 𝑘

(𝑤)

𝐱𝑘

,

(4.7)

is the feature representation that is

obtained by worker 𝑤. In the above equation, we acquire 𝑓𝑤 from the output of the critic
network. For each worker 𝑤, a critic network is separately learned, i.e.,
𝑓𝑤 = 𝑄(𝐬(𝑤) , 𝐚(𝑤) ).

(4.8)
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(𝑤)

The attention mechanism generates a positive weight 𝐩𝑘

for each worker at each time

step k. This positive weight is a probability, and it shows the percentage of correctness in making
(𝑤)

a decision by the worker 𝑤. The attention weight 𝐩𝑘
(𝑤)

worker 𝑤 in blending the feature vectors {𝐱 𝑘

determines the relative importance of

|𝑤 = 1, 2, . . . , 𝑁𝑤 } together.

We aim to improve the behavior of each worker. One approach is to compare the action
selected by one worker with the selected actions by all the other workers. We adjust the reward
at the second stage of training (training the global network). We introduce a penalty term. This
term depends on the actions that all the workers (𝐴𝑘 ) select as:
𝑟𝑘𝑐 = 𝑟𝑘 − 𝛾𝑟 𝛿(𝐴𝑘 ),

(4.9)

where 𝑟𝑘 is the original reward, 𝛾𝑟 is a constant value that gives us a trade-off between the
(𝑤)

deviation of actions and the original reward, and 𝐴𝑘 is the action matrix which contains 𝐚𝑘

as

the columns. In the above equation, we define
1

𝑁𝑤
𝛿(𝐴𝑘 ) = 𝑁 ∑𝑤=1
𝛿 (𝑤) (𝐴𝑘 )

(4.10)

𝑤

(𝑤)

as a deviation function. This function depends on the variation of the action 𝐚𝑘

of worker 𝑤

from the average of actions that the other workers in the network select (𝛿 (𝑤) (𝐴𝑘 )). In other
words,
𝛿

(𝑤)

(𝐴𝑘 ) =

(𝑤)
‖𝐚𝑘

−

1

𝑤
∑𝑁𝑣=1
𝑁𝑤 −1 𝑣≠𝑤

2

(𝑣)
𝐚𝑘 ‖

.

(4.11)

In (4.11), the first term denotes the action of the worker 𝑤 while the second term means
the average action over other workers. This assumption is valid at the moment that the majority
of workers perform correctly; in fact, when views have enough information that helps in making
the right decision. However, the quality of some of the views can be lower than other workers. If
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we train each worker individually, they might not be trained properly as their corresponding view
does not provide enough information. When we train all workers adequately, the deviation
𝛿(𝐴𝑘 ) becomes close to zero. However, when we encounter a worker with a weak performance,
we get a higher 𝛿(𝐴𝑘 ) and a lower reward 𝑟𝑘𝑐 . Therefore, the penalty term in (4.9) forces the
workers to be trained sufficiently. In (4.9), 𝛾𝑟 is a hyper-parameter of the model. In our
experiments, we set the value of this hyper-parameter to be 0.1. Our method uses the actions of
the workers to compute the modified reward; however, we do not use these actions directly to
determine the final action. As described earlier, the global network makes the final action. It
determines the final action by aggregating the feature representations that workers provided.
Given the state 𝐬𝑘𝑐 that we set to be 𝐱 𝑘 from (4.7) and the modified reward 𝑟𝑘𝑐 from (4.9),
we train the parameters of the network by using an actor-critic algorithm. These parameters
include the weights of fully-connected layers of the global network (𝜃 𝑐 ) and the weight of
𝑁𝑤

workers network ({𝜃 (𝑤) }𝑤=1 ) and the weights of the attention module. We add the modified
𝑐
reward 𝑟𝑘𝑐 on the replay buffer at each time step k. It forms a tuple ≺ 𝐬𝑘𝑐 , 𝐚𝑐𝑘 , 𝑟𝑘𝑐 , 𝐬𝑘+1
≻. Then,

to train the critic network, we get a sample mini-batch randomly from the replay buffer. We
minimize the following loss function to get the maximum reward:
𝑐

𝑐

2

𝑐
𝑐
𝑐
𝑐
ℒ(𝜃𝑘𝑄 ) = E (𝑟𝑘𝑐 + 𝛾𝑄̅ (𝐬𝑘+1
, µ̅𝑐 (𝐬𝑘+1
; 𝜃 µ̅ ); 𝜃 𝑄̅ ) − 𝑄 (𝐬𝑘𝑐 , 𝐚𝑐𝑘 ; 𝜃𝑘𝑄 )) .

(4.12)
µ𝑐

At each time step, we update the actor network concerning the set of parameters 𝜃𝑘 by
using sampled policy gradient:
∇

𝑐

𝜃

µ𝑐
𝑘

µ𝑐

𝐽 = E (∇𝐚 𝑄 (𝐬, 𝐚; 𝜃𝑘𝑄 ) |𝐬=𝐬𝑘𝑐,𝐚=µ𝑐(𝐬𝑘𝑐) ∇𝜃µ𝑐 µ𝑐 (𝐬; 𝜃𝑘 )|𝐬 = 𝐬𝑘𝑐 ) .

(4.13)
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To construct the exploration policy, we add Gaussian noise to the selected action. We
apply this noise to the policy function 𝜋(𝐱) of both the workers and the global network as 𝐚 =
𝜋(𝐱) + ℇ 𝑁 (0, 1).
We control the value of ℇ for each worker to promote the behavior of that worker. We
utilize the actions of each worker and get the deviation of it from the average of actions that the
other workers select. To achieve our goal, we choose the value of ℇ(𝑤) for worker 𝑤. This value
is proportional linearly to the average of 𝛿 (𝑤) (𝐴𝑘 ) in 𝑇𝑤 instances. In the experiments, we choose
𝑇𝑤 = 1000. To do exploration in the second stage of training, we compute ℇc from the average
ℇ(𝑤) of all workers. Algorithm 1 represents our proposed model step by step. We do 𝑀 iterations
to train the network. Each of these iterations contains 𝑀𝑤 episodes to train workers (which is
called the first stage of training). It also contains 𝑀𝑐 episodes for training the global network and
retraining the FC layers of workers (which is called the second stage of training). In our method 𝑀,
𝑀𝑤 , and 𝑀𝑐 are hyper-parameters. As we explained before, the workers are trained separately,
then the training of the global network is begun. To use the decision that the majority of the
workers make in the global network, we need to choose Mw to be large. This approach helps us
to improve the behavior of faulty workers. By following this strategy, we train the fully-connected
layers, which we name them task-dependent layers of workers. For training task-dependent
layers, we consider all workers. However, we train the convolutional layers of each worker
independent from other workers. We call these layers view-dependent layers.
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Algorithm 1 Attention-based RL Algorithm
1:
Initialize the replay memory of all workers and the global network
2:
Initialize all networks’ weights with random values
3:
Initialize ℇ(𝑤) for all workers with 0.3
4:
for 𝑀 training iterations do
5:
for each worker 𝑤 do
6:
Train Convolutional and FC layers of Worker 𝑤
7:
end for
8:
Compute ℇ𝑐
9:
Train Global Network and Retrain FC Layers of Workers
10:
for each worker 𝑤 do
11:
Update ℇ(𝑤)
12:
end for
13: end for
Stage 1: Training Convolutional and FC Layers of Worker 𝒘
14: for 𝑀𝑤 training episodes do
15:
Initialize observation states for the worker 𝑤
16:
for each time step do
(𝑤)
(𝑤)
17:
Find actions 𝑎𝑘 = µ(𝐬𝑘 |𝜃 µ,(𝑤) )
(𝑤)
18:
Add random noise to 𝐚
19:
20:

Execute action

(𝑤)
𝐚𝑘

𝑘

in emulator & observe the reward 𝑟𝑘

(𝑤)
𝐬𝑘 ,

(𝑤)

(𝑤)

(𝑤)

Store transition ≺
𝐚𝑘 , 𝑟𝑘 , 𝐬𝑘+1 ≻ in 𝐷(𝑤)
21:
Sample mini-batch from 𝐷(𝑤)
22:
Update critic, actor & target networks for worker 𝑤
23:
end for
24: end for
Stage 2: Training Global Network and Retraining FC Layers of Workers
25: for 𝑀𝑐 training episode of global network do
26:
Set state with features obtained from the attention module
27:
for each time step do
28:
Find actions 𝑎𝑘𝑐 = µ(𝐬𝑘𝑐 |𝜃 µ,𝑐 )
29:
Add random noise to 𝐚𝑐𝑘
30:
Execute action 𝐚𝑐𝑘 in emulator & observe the reward 𝑟𝑘
31:
Compute reward 𝑟𝑘𝑐 = 𝑟𝑘 − 𝛾𝑟 𝛿(𝐴𝑘 )
𝑐
32:
Set state 𝐬𝑘+1
with features obtained from the attention module
𝑐
33:
Store transition ≺ 𝐬𝑘𝑐 , 𝐚𝑐𝑘 , 𝑟𝑘𝑐 , 𝐬𝑘+1
≻ in 𝐷𝑐
34:
Sample mini-batch from 𝐷𝑐
35:
Update critic, actor, and target networks in the global network
36:
end for
37: end for
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4.3. Experiments
Baselines
In this section, we provide a comparison of the performance of our method with the
performances of state-of-the-art methods, which are based on actor-critic architecture. All of
these methods work on continuous action spaces. We call our method, Attention-based Deep
Reinforcement Learning method (ADRL). The baselines that we have used in this work are DDPG
[35], D3PG [9], PPO [63], and A3C [43]. In our experiments, similar to ADRL, we dedicated the
same number of workers to D3PG and A3C. To achieve stabilized training of the network, we
employed four workers. The difference between our method and D3PG and A3C is that all
workers in D3PG and A3C receive the same copy of a single view of an environment. It means
each worker has an interaction with its own copy of the environment. Nevertheless, all the
workers use the front view camera to capture observations from their copy of the environment.
Besides the mentioned baselines, we propose four extensions to DDPG called ACT-AVG, ACTMJV, ACT-CNT, and FT-COMB. We utilize them to provide ablation studies. By comparing our
method with these baselines, we can verify the design choices in the suggested framework. In
these four extensions of DDPG, we adopt multiple workers. Each of these workers associates with
a different view of an environment, and they are trained by using DDPG. Inspired from [82],
during the training of ACT-AVG, ACT-MJV, and ACT-CNT, we make the final action by combining
the actions that the workers take. In ACT-AVG, we make the final decision by taking an average
on decisions that all workers made. In ACT-MJV, we use the majority voting approach. The action
space is divided into ten equally distant bins. The action that has been selected by the majority
of workers is selected. In ACT-CNT, we obtain final the action vector by measuring the least
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Euclidean distance from other action vectors. However, FT-COMB is different from others from
the sense that we obtain its states from the combination of features of all views that different
workers provide. We make the final representation by concatenating the feature representation
of all views. The baselines that work with only a single view of the environment are DDPG, D3PG,
PPO, and; However, ACT-AVG, ACT-CNT, ACT-MJV, FT-COMB, and ADRL utilize multiple views of
the environment. In all of these methods, we represent each view by high-dimensional raw
pixels.
Experimental Setup
TORCS Environment.
We examined our method for autonomous driving on a popular open-source platform for
car racing called TORCS [85] as it can simulate realistic vehicle dynamics. We used six different
tracks for training and testing our method and our baselines. We used five tracks for training.
Their names in TORCS version 1.3.4 are (1) CG Speedway number 1, (2) CG track 2, (3)
Brondehach, (4) E-Track 1, and (5) E-Track 2. We also used and one track for testing, which is
named Wheel 2. We wanted all training and testing tracks to have the same lane types; we
modified road surface textures in TORCS. The actions that we consider in our experiments are as
follows acceleration, braking, and steering. Given the distance of the autonomous car from the
road center 𝛿𝑐 , the road width 𝜔𝑟 , the car velocity 𝑣 and the angle of car from longitudinal axis
of road 𝜃 ∈ (−𝜋, 𝜋), we aim to have maximum velocity of the car on the longitudinal axis of road,
(i.e., 𝑣| 𝑐𝑜𝑠(𝜃)|), minimum velocity of the car on the horizontal axis, (i.e. , 𝑣|𝑠𝑖𝑛(𝜃)|), and
minimum the distance of the car from the center of the road. (i.e., |𝛿𝑐 |). Therefore, similar to
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[30], we define the reward function 𝑟𝑘 for an agent that at time-step k, it takes the action 𝐚𝑘 to
move from a state to another as:
ζ,

if |δ𝑐 | >

𝑟𝑘 = {
v| cos(θ)| − v|sin(θ)| − |δc |,

ω𝑟
2

or |θ| > π/2
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(4.14)

where 𝜁 is a constant negative reward that penalizes any incident of the car that leaves the road
margins or has a backward move.
MuJoCo Environment.
We also compare our method with the baselines based on their performance on three
challenging tasks in a 3D environment. These tasks are based on the continuous action space and
are named: Ant-Maze, Walker-Wall, and Hopper-Stairs. They have been developed in the MuJoCo
physics simulator [70]. Ant-Maze task is a 3D maze that contains five walls. In this task, a MuJoCo
ant must navigate from start state to the goal state. The ant agent has a limitation, and it cannot
jump over the walls. Hopper-Stairs task includes three upward and three downward stairs. In this
task, the MuJoCo hopper agent must hop over the stairs. In Walker-Wall task, the 3D
environment includes three walls that the MuJoCo walker2d must jump. Since we train ADRL and
its baselines with high-dimensional raw pixels as input, we modified the color of the body parts
of agents, background, and walls to facilitate the training process for all the models. The
dimension of action space for the Ant-Maze, Hopper-Stairs, and Walker-Wall are 8, 3, and 6,
respectively. We choose the reward to encourage the agent to increase the forward velocity and
reduce its distance from the goal state. The reward in the Ant-Maze environment enhances when
the agent to have a distance from the walls. The Hopper-Stairs agent can gain a reward based on
its torso height.
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Figure 4.2: Four camera views for the task of autonomous driving used in this work plus one
sample image which has been perturbed. The camera views from left to right in TORCS version
1.3.4 are named: (1) inside car (front view), (2) behind near, (3) behind far, and (4) car behind
(distance= 30). The last camera view shows the first camera which has been perturbed with
random Gaussian noise with variance 0.02.

Figure 4.3: Four camera views shown in clockwise order: front view, top view, left view, and right
view, which obtained from three MuJoCo based environments: Walker-Wall, Ant-Maze, and
Hopper-Stairs. We obtain three views of the environment (left, right, and top) by applying 30◦
change in the camera angle.
Multiple Views of Environment.
To have multiple views of environments which are all high-dimensional raw pixels, we
obtained four different camera views from each environment (depicted in figures 4.2 and 4.3).
Mainly, in MuJoCo environment, to obtain these camera views, we apply 30 ◦ changes in the
camera angle of the front view. In TORCS environment, we do not change the camera views and
use the pre-defined ones shown in Figure 4.2. In the TORCS environment, we do not have the
view of the car in the front view camera; however, other views capture the car as well. The Ant-
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Maze task provides the most diverse camera views because of the complexity of the
environment. The Walker-Wall task presents the least diverse camera views.
In all the experiments, we adopted the front view camera for the baselines that take a
single view of the environment, i.e., DDPG, D3PG, A3C, and PPO, because we observed that the
front view provides more useful information than the other views. Table 4.2 shows the average
training reward of DDPG computed over five runs. This table reveals that the front view camera
provides the highest average reward in comparison to the other available views from the
environments.
For ADRL and the baselines with multiple views of the environment, i.e., ACT-AVG, ACTMJV, and ACT-CNT, we utilized the four camera views in figures 4.2 and 4.3 and FT-COMB. We
also performed experiments in different cases: (1) we have all camera views with a random
2
2
Gaussian noise 𝑁 (0, 𝜎𝐸,𝑛
). (2) we have one camera which has perturbed by the noise 𝑁 (0, 𝜎𝑃,𝑛
)
2
2
with variance 𝜎𝑃,𝑛
higher than 𝜎𝐸,𝑛
(see the last view in Figure 4.2). (3) we have one or more

irrelevant views.
Setup.
We changed the size of the RGB frames into 84 × 84 pixels. Then, we normalized frames
into the range of [0, 1]. Our network contains three convolutional layers. Each convolutional layer
has 32 filters as the feature extractor module shown in Figure 4.1. Two fully connected layers
follow the convolutional layers with 600 and 400 units. ReLUs follow all hidden layers. We use
the same architecture for the fully-connected layers in the policy networks of workers and the
global network. The size of replay memory in our model is 105 , the value of discount factor 𝛾 =
0.99, and we set the learning rates of actor and critic networks to be 10−4 and 10−3. We used
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Tensorflow [1] distributed machine learning system to implement and train our model. We
applied Adam optimization [25] to learn the parameters of the model. We used the batch size of
32. In ADRL, for training workers and the global network, we performed M = 100 iterations. At
the first steps of training, we train the workers more than the global network.(i.e., 𝑀𝑤 =
10 × 𝑀𝑐 ). We gradually modified the portion of episodes and increased the training of the
global network. At the last training iteration, we have 𝑀𝑤 = 0.1 × 𝑀𝑐 .
Table 4.2. The average training reward of DDPG computed over five runs. This table reveals that
the front view camera provides the highest average reward in comparison to the other available
views from the environments.
(a) TORCS Environment
Camera View
Average Reward
Inside Car (Front View)
1463.39
Behind Far
1317.32
Behind Near
1350.19
Car Behind (Distance= 30)
1388.98

Camera View
Front View
Left View
Right View
Top View

(b) MuJoCo Environment
Average Reward
Ant-Maze
Hopper-Stairs
1041.28
1125.23
973.82
931.51
881.26
867.31
966.18
933.08

Walker-Wall
830.36
772.70
713.55
811.97

Evaluation.
We adopted the following metrics to compare ADRL with its baselines in the experiments
of this work: (1) average reward generated over five runs, (2) mean and standard deviation of
the time and distance an agent moves toward the goal state before termination, computed over
100 repetitions, (3) normalized deviation of the car in TORCS environment from the road center
averaged over ten iterations, and (4) Mean Square Error (MSE) of the steering angle of a car in
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TORCS environment in comparison to its steering angle in a noise-free environment, averaged
over ten iterations.
Results and Discussion
Training Speed Comparison.
In Figure 4.4, we demonstrate the speed of training ADRL and four of its baselines based
on the average reward per step. At the first stage of training ADRL, we have multiple workers
that are trained separately. Each worker is fed with different views of the environment.
Therefore, the reward of ADRL that we observe in Figure 4.4, in the initial episodes, is the average
reward that we obtain from all these workers. At the initial steps of training, we observe that the
reward of ADRL is less than D3PG for all the tasks, with the exception that the reward of ADRL
for Ant-Maze is higher than D3PG. It is because D3PG uses all its workers for training its network,
and it only uses a single view of the environment. However, when ADRL meets convergence, its
average reward is either higher or comparable to D3PG in all the tasks. This increment represents
the effect of attending multiple various views of the environment. In the Ant-Maze task, different
camera views (shown in Figure 4.3) provide significantly diverse information about the
environment. ADRL leverages these views via the attention mechanism. The information
provided by these views is more diverse than in the other tasks, which leads the reward in this
task to be significantly higher for ADRL in comparison to its baselines. In the Walker-Wall task,
due to a low diversity between its views, the reward of ADRL is less than D3PG.
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(a) Torcs

(b) Ant-Maze

(c) Hopper-Stairs

(d) Walker-Wall

Figure 4.4: Average reward vs. training step for the ADRL and its baseline methods DDPG, D3PG,
PPO, A3C. The reward in these figures is the average rewards obtained from 5 runs.
Comparison with Baselines.
Table 4.3 reports the performance of ADRL in comparison to its baselines. To do this
experiment, we learned the parameters of all methods for 30 million training steps. Then, we
included background noise 𝑁 (0, 𝜎 2𝐸,𝑛 ) with 𝜎 2𝐸,𝑛 = 0.01 to all the camera views. Then, we
obtained the time and distance that the agent moves. Table 4.3 represents the mean µ and
standard deviation 𝜎 for the time and distance that the agent moves. We computed the mean
and standard deviation over 100 runs. In this table, we normalized the values of time and distance
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with the value of maximum time and maximum distance that the agent moves forward before
being terminated. For mean and standard deviation of time and distance, ADRL surpasses all the
baselines on all tasks except Walker-Wall.
The views in the Walker-Wall task, in comparison with the other tasks, have the least
amount of diversity; therefore, in this task, ADRL provides comparable performance to its
baselines. On the other hand, FT-COMB has its best performance in the Walker-Wall task because
it does not utilize an attention mechanism and the difference between the importance of
different views is almost small. ADRL and its multi-view baselines, i.e., ACT-AVG, ACT-MJV, ACTCNT, and FT-COMB make use of multiple workers. These workers are fed with different views of
the environment; however, these four baselines can only beat DDPG and A3C. They cannot beat
ADRL because ADRL utilizes the attention mechanism and the policy network, which causes
better performance over its baselines. We see that ACT-AVG, ACT-MJV, and ACT-CNT have lower
variances than DDPG because these baselines are taking advantage of multiple views; however,
the variance of ADRL is still lower than their variance. ADRL has the most significant improvement
over D3PG (>20%) in the task of Ant-Maze with the highest diverse views. This improvement
suggests that ADRL works better when there is higher diversity among views.
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Table 4.3: Comparison of the performance of ADRL with its baselines for the task of
autonomous driving in TORCS environment and three other tasks in MuJoCo environment. µ is
the mean, and 𝜎 is the standard deviation of the time/distance that an agent moves before it
reaches the terminal state. The values of mean and standard deviation are computed over 100
runs. In this table, we normalized the values of time and distance.
(a) TORCS
(b) Ant-Maze
Method
Time (sec)
Distance (m) Method
Time (sec)
Distance (m)
µ/𝜎
µ/𝜎
µ/𝜎
µ/𝜎
DDPG
0.71 / 0.09
0.64 / 0.10 DDPG
0.41 / 0.12
0.43 / 0.14
ACT-AVG
0.82 / 0.06
0.68 / 0.05 ACT-AVG
0.63 / 0.10
0.57 / 0.11
ACT-CNT
0.80 / 0.07
0.68 / 0.07 ACT-CNT
0.58 / 0.11
0.55 / 0.11
ACT-MJV
0.74 / 0.07
0.66 / 0.08 ACT-MJV
0.57 / 0.11
0.53 / 0.09
FT-COMB
0.73 / 0.12
0.65 / 0.13 FT-COMB
0.47 / 0.17
0.46 / 0.16
A3C
0.45 / 0.11
0.48 / 0.14 A3C
0.18 / 0.12
0.19 / 0.10
PPO
0.83 / 0.04
0.71 / 0.05 PPO
0.59 / 0.06
0.60 / 0.08
D3PG
0.89 / 0.03
0.82 / 0.03 D3PG
0.61 / 0.07
0.58 / 0.08
ADRL
0.92 / 0.03
0.90 / 0.03 ADRL
0.76 / 0.06
0.70 / 0.05

Method
DDPG
ACT-AVG
ACT-CNT
ACT-MJV
FT-COMB
A3C
PPO
D3PG
ADRL

(c) Hopper-Stairs
Time (sec)
Distance (m)
µ/𝜎
µ/𝜎
0.54 / 0.08
0.52 / 0.11
0.64 / 0.07
0.60 / 0.07
0.60 / 0.07
0.57 / 0.06
0.61 / 0.08
0.58 / 0.08
0.56 / 0.18
0.56 / 0.13
0.21 / 0.12
0.18 / 0.09
0.59 / 0.04
0.60 / 0.05
0.73 / 0.09
0.76 / 0.07
0.82 / 0.04
0.80 / 0.03

Method
DDPG
ACT-AVG
ACT-CNT
ACT-MJV
FT-COMB
A3C
PPO
D3PG
ADRL

(d) Walker-Wall
Time (sec)
µ/𝜎
0.40 / 0.14
0.48 / 0.12
0.43 / 0.13
0.42 / 0.12
0.44 / 0.15
0.15 / 0.07
0.49 / 0.15
0.71 / 0.10
0.70 / 0.12

Distance (m)
µ/𝜎
0.40 / 0.15
0.42 / 0.14
0.38 / 0.14
0.38 / 0.13
0.39 / 0.15
0.14 / 0.06
0.47 / 0.16
0.70 / 0.11
0.68 / 0.12

Noise Perturbation Impact.
We analyze the stability of ADRL in when a number of irrelevant views exist. We trained ADRL
with four camera views. These cameras are located in the same way described in Experimental
Setup. After training the model for 30 million steps, we adjust the camera angles randomly to
angles that have no view of the agent. In this way, the camera views become irrelevant. For the
TORCS environment, we used a side camera along the road to capture the irrelevant view. This

46
camera provides a view of the car only in minimal time. Figure 4.5 illustrates the average testing
rewards over 5 runs when we have 0, 1, 2, and 3 irrelevant camera views. We observed that when
we have at least one relevant camera, the testing rewards are satisfactory. Precisely, the average
rewards decrease around 37% in all the tasks, when three out of four cameras are irrelevant. This
observation indicates that the attention module can adjust the weight of the irrelevant camera,
and as a result, it reduces deterioration in the average reward. From Figure 4.5, we observe that,
when we have one irrelevant camera, there is a slight decrease, around 7%, in the average testing
reward. From Figure 4.4 and Figure 4.5, we can conclude that in the case of having only one
relevant camera, ADRL works better than DDPG. In other words, by using the penalty term in the
training reward of ADRL, we force each of the workers to get better training than the case of
training them individually.
Table 4.4: The impact of noise perturbation using ADR and ACT-AVG on the mean (µ) and
standard deviation (𝜎) of time and distance that a car, without leaving the road, travels. This table
2
2
shows the normalized value of time and distance in this table. 𝜎𝐸,𝑛
and 𝜎𝑃,𝑛
are the environment
noise and noise on a perturbed sensor.
𝝈𝟐𝑬,𝒏 𝛔𝟐𝐏,𝐧 𝑵𝒘 Time (sec) Distance (m)
Method/ Feature Level
ADRL
ADRL
ADRL
ACT-AVG
ADRL
ACT-AVG
ADRL
ACT-AVG

0.01 −
0.05 −
0.01 −
0.01 −
0.05 −
0.05 −
0.01 0.05
0.01 0.05

1
1
4
4
4
4
4
4

µ/σ
0.73 / 0.08
0.14 / 0.04
0.92 / 0.03
0.82 / 0.06
0.29 / 0.12
0.18 / 0.07
0.84 / 0.08
0.77 / 0.19

µ/σ
0.67 / 0.10
0.15 / 0.05
0.90 / 0.03
0.78 / 0.05
0.32 / 0.14
0.18 / 0.08
0.80 / 0.07
0.74 / 0.15
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Figure 4.5: Impact of the number of irrelevant views on the average reward.
In another scenario, we investigate the stability of autonomous driving in the TORCS
environment in the existence of a low-quality view through the normalized deviation of the car
from the road center averaged over ten iterations. In Figure 4.6, we demonstrate the stability of
driving a car by using ADRL in comparison to using ACT-AVG. Similar to the previous experiment,
we applied a background noise with variance 0.01 to all cameras and noise with variance 0.02–
0.05 to the perturbed camera to generate views with different qualities. We observe that
although by increasing the level of noise, both methods confront an increase in the deviation
from the road center, ADRL has a lower deviation than ACT-AVG. We believe this is due to using
the attention mechanism that weights different views based on their importance so that the lowquality view makes the least influence on the final decision. Moreover, Figure 4.6 shows that by
using four cameras with one being severely perturbed by noise with variance 0.05, ADRL
performs similarly to the case of having three cameras without perturbation, which is an
indication that the attention module in ADRL can reduce the effect of noisy view. Therefore, we
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can conclude that driving an autonomous car using ADRL provides a stabilized driving despite a
perturbed camera.

Figure 4.6: Boxplots of the normalized deviation of an autonomous car from the road center for
different perturbation noise variances by using ADRL and ACT-AVG.
Finally, we examine the sensitivity of ADRL and multi-view baselines in which a randomly
selected view faced two different noise levels at different time intervals, as depicted in Figure
4.7. In this experiment, to examine the sensitivity of the methods to the noise, we measure the
amount of error. This error was introduced by noise in the actions taken by using each of the
methods. Namely, we compute the Mean Square Error (MSE) of the steering angle of the car
compared to the noise-free case averaged over ten iterations in a 200 seconds time interval.
From Figure 4.7, we observe that due to employing our attention mechanism, in either high-noise
or low-noise levels, the network can effectively alleviate the effect of a noisy view in the final
decision-making process.
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Figure 4.7: Illustration of Mean Square Error (MSE) of steering angle with respect to the one in a
noise-free driving by using the same method in 200 seconds driving with two high-noise and two
low-noise time intervals.
4.4 Conclusion
In this chapter, we described our proposed attention-based deep RL method for multiview environments. Our method takes advantage of multiple views of the environment. To obtain
a stabilized training policy, our method utilizes various exploration strategies for each view. ADRL
attends to views of the environment dynamically according to their importance in the final
decision-making process. In this method, we employ the critic network designated for each view
for measuring the importance of the view. In the experiments, we observed that our method
outperforms its baselines that use a single view or multiple views of the environment. The
experiments also indicate the superior performance of our method even when we have a
degraded view of the environment. As future work, we will investigate incorporating memory
components in the attention module.
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CHAPTER 5 ATTENTION OVER MULTIPLE CORRELATED EVENTS USING ADVERSARIAL LEARNING
5.1. Introduction
In general, two main approaches for video captioning aim at either describing a short
video clip with a descriptive caption [75] or captioning events in a long video with multiple
sentences [30]. In this chapter, we target at captioning a long video through generating sentences
for its temporal segments by accounting for the correlation and overlapping of events in the
video. Notably, we propose to caption long videos by tracking the changes in current events and
generating new captions by appearance or disappearance of events in each video. Instead of
directly using video frame representations, we obtain a visual representation of temporal
segments in a video by attending over the representations of all events in the video.
Recently generative adversarial networks (GANs) [19] have shown the ability to generate
images that are visually difficult to distinguish from real images. More recently, image captioning
methods have used this approach to generate captions that are similar to captions generated by
humans [16]. This idea has also been further extended to the case of captioning photo streams
[77]. However, as the output space in captioning tasks is discrete, generating captions using GANs
has been limited because of the difficulty of achieving stable training.
In this work, we exploit GANs where the sentence generator is not directly trained by
using ground truth captions, which enables its training to be less dependent on the exact
matching of words between ground truth and generated sentences. Moreover, we train an
evaluator by using ground truth captions of events and evaluate the generated captions for a
temporal segment. Due to the discrete nature of the text generated by the generator and the
problem of non-differentiability, we use a policy gradient approach in training our adversarial
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network. Our work is different from the previously proposed GAN based captioning approaches
from the perspective that we consider the correlation structure of events in a video in generating
descriptive sentences for its temporal regions.
Our main contributions are summarized as follows:
•

To the best of our knowledge, we are the first to address an effective generation
of captions for long videos by using an adversarial network.

•

We introduce a framework that automatically tracks events in a video and
captures their dependencies to determine temporal regions that should be
captioned.

•

We also propose an attention module that determines the amount of attention
each event receives in captioning a specific temporal segment of the video.

5.2 Method
We propose to describe a video with natural language through localizing temporal
segments in the video and generating descriptions for them. Our method localizes the temporal
segments by following changes in the appearance of events. Then, it generates descriptions by
taking into account the correlation of events in the video with the temporal segments. Our
method may also incorporate events that do not occur in that temporal segment.
Let us assume the given video contains two overlapping events. We denote these events
by 𝑒1 with the time duration [𝑡𝑒1,𝑠𝑡𝑎𝑟𝑡 , 𝑡𝑒1,𝑒𝑛𝑑 ] and 𝑒2 with the time duration [𝑡𝑒2 ,𝑠𝑡𝑎𝑟𝑡 , 𝑡𝑒2 ,𝑒𝑛𝑑 ].
These events have an overlap between [𝑡𝑒2 ,𝑠𝑡𝑎𝑟𝑡 , 𝑡𝑒1 ,𝑒𝑛𝑑 ]. As demonstrated in Figure 5.1, we
provide descriptions for the video in the following temporal segments:
(1) when a new event appears, i.e., at [𝑡𝑒1 ,𝑠𝑡𝑎𝑟𝑡 , 𝑡𝑒2 ,𝑠𝑡𝑎𝑟𝑡 ] and [𝑡𝑒2 ,𝑠𝑡𝑎𝑟𝑡 , 𝑡𝑒1 ,𝑒𝑛𝑑 ], and
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(2) when an existing event disappears, i.e., at [𝑡𝑒1 ,𝑒𝑛𝑑 , 𝑡𝑒2,𝑒𝑛𝑑 ].
The caption that is generated at temporal segment [𝑡𝑒1,𝑠𝑡𝑎𝑟𝑡 , 𝑡𝑒2,𝑠𝑡𝑎𝑟𝑡 ] should be mainly
about event 𝑒1 whereas the caption generated at temporal segment 2 (i.e., [𝑡𝑒2 ,𝑠𝑡𝑎𝑟𝑡 , 𝑡𝑒1 ,𝑒𝑛𝑑 ])
should represent both of the events (i.e., 𝑒1 and 𝑒2 ). Similarly, the caption generated for temporal
segment 3 (i.e., [𝑡𝑒1,𝑒𝑛𝑑 , 𝑡𝑒2 ,𝑒𝑛𝑑 ]) should mainly focus on event 𝑒2 . By utilizing our attention
mechanism, which is described in the following, we estimate the importance of all events in the
video in generating captions at each temporal segment.

Figure 5.1: An illustration of localizing temporal segments in a video with two events e1 and e2.
These events have an overlap between 𝑡𝑒2 ,𝑠𝑡𝑎𝑟𝑡 and 𝑡𝑒1 ,𝑒𝑛𝑑 . So, our method localizes three
temporal segments [𝑡𝑒1 ,𝑠𝑡𝑎𝑟𝑡 , 𝑡𝑒2 ,𝑠𝑡𝑎𝑟𝑡 ], [𝑡𝑒2 ,𝑠𝑡𝑎𝑟𝑡 , 𝑡𝑒1 ,𝑒𝑛𝑑 ], and [𝑡𝑒1,𝑒𝑛𝑑 , 𝑡𝑒2 ,𝑒𝑛𝑑 ].
Scheduler Module
The input of the scheduler module is a sequence of features obtained from the C3D
network [22]. C3D network, which was pre-trained on the Sports-1M video dataset [23]. It
consists of eight convolutional layers with 500 channel dimensions at its last convolutional layer.
Each C3D feature representation captures semantic information from δ = 16 frames of a video.
The scheduler module consists of a Deep Action Proposals (DAPs) module [30]. DAPs contains
LSTM units to capture K, possibly, overlapping events with different duration and level of
confidence. The scheduler module also has an attention module to capture M temporal segments
when captioning is necessary.
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Figure 5.2: Three components in the architecture of our adversarial network for video captioning
are: (a) a generator that generates captions for each temporal segment, (b) an evaluator that
evaluates generated captions of each temporal segment, and (c) an evaluator that evaluates
ground truth captions of events. Given each temporal segment, the evaluator in (c) combines the
ground truth captions of events using the attention module. The evaluators in (b) and (c) have
different structures to evaluate generated captions of a temporal segment and ground truth
captions of events. This enables us to use the training data which is available for event captioning
task, for the task of captioning temporal segments in a video.
Using the DAPs module, events are localized with different window sizes D sliding over
the video in a single pass. We choose D = {1, 2, 4, 8} in our experiments. For each event, we obtain
a set of features 𝛩𝑒 = {𝐹𝑒 , 𝑡𝑒,𝑠𝑡𝑎𝑟𝑡 , 𝑡𝑒,𝑒𝑛𝑑 , 𝑠𝑒,𝑐𝑜𝑛𝑓 } where Fe is the feature representation of the
localized event, te,start and te,end represent the start time and end time of the event,
respectively, and 𝑠𝑒,𝑐𝑜𝑛𝑓 is the confidence level in locating this event. Through attending over the
localized events in the video, the scheduler module provides a set of features 𝛩 =
{𝑅, 𝑡𝑠𝑡𝑎𝑟𝑡 , 𝑡𝑒𝑛𝑑 }, which contains a feature representation (𝑅), start time (𝑡𝑠𝑡𝑎𝑟𝑡 ), and end time
(𝑡𝑒𝑛𝑑 ) for each temporal segment.
Representing Temporal Segments. From the feature representations of events, we
obtain feature representations of temporal segments in the video. The proposed scheduler
module attends over the events which are involved in each temporal segment in the video.
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Specifically, we propose an attention mechanism that adjusts the effect of event e in generating
the caption at the current temporal segment based on three features: (1) the normalized offset
of the start time of event 𝑒 from the start time of the current temporal segment:
𝑂𝑒,𝑠𝑡𝑎𝑟𝑡 =

|𝑡𝑠𝑡𝑎𝑟𝑡 − 𝑡𝑒,𝑠𝑡𝑎𝑟𝑡 |
𝑇

,

(5.1)

(2) the normalized offset of the end time of event e from the end time of the current temporal
segment:
𝑂𝑒,𝑒𝑛𝑑 =

|𝑡𝑒𝑛𝑑 − 𝑡𝑒,𝑒𝑛𝑑 |
𝑇

,

(5.2)

where 𝑇 is the video duration, and (3) the confidence score of event e (i.e., 𝑠𝑒,𝑐𝑜𝑛𝑓 ). The attention
module computes the weight of the feature representation of event e (i.e., 𝐹𝑒 ) in obtaining the
feature representation of a temporal segment (i.e., 𝑅) using a weighted linear combination of
three mentioned features:
𝑎𝑒 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑈 T |𝐻𝑒 )

(5.3)

𝑅 = ∑𝑒 𝑎𝑒 𝐹𝑒

(5.4)

where
T

𝐻𝑒 = [𝑂𝑒,𝑠𝑡𝑎𝑟𝑡 , 𝑂𝑒,𝑒𝑛𝑑 , 𝑠𝑒,𝑐𝑜𝑛𝑓 ] .

(5.5)

In (5.4), 𝐹𝑒 and 𝑅 are the feature representations of the event 𝑒 and the temporal
segment. In (5.3), the weights of features (i.e., 𝑈 ∈ ℝ3×1 ) are computed during the training
time.
By using the normalized offsets in computing the attention weight ae, an event related to
a temporal segment gets higher weight when its occurrence time is closer to the time duration
of the temporal segment. On the other hand, we use the confidence score of events in computing
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the attention weights; therefore, when an event has a low confidence score, it gives a smaller
effect on the generated caption.
Sentence Generation Module
The sentence generation module consists of LSTM units with initially two layers and 512dimensional hidden representation. Through utilizing the policy gradient approach, described in
Section 5.2, the sentence generation module predicts a word given the previously generated
words and feature representation of its corresponding temporal segment. The word embedding
vectors are initialized randomly according to a Gaussian distribution with zero mean and 0.05
standard deviation. The size of the beam search to perform predictions is chosen to be 5.
Adversarial Training
Our training approach is based on a conditional generative adversarial model with a
generator and two evaluators. As can be seen from Figure 5.2, the generator and the evaluators
consist of scheduler modules that locate temporal segments. They also contain LSTM units that:
(1) generate captions in the generator and (2) compute semantic similarities with the aid of a dot
product and a logistic function in the evaluator.
The evaluator in Figure 5.2.b computes the semantic similarity of each temporal segment
representation with the generated caption. On the other hand, the evaluator in Figure 5.2.c
computes the semantic similarity of each temporal segment representation with (1) ground truth
captions of the events and (2) randomly selected ground truth captions.
Our training data contains ground truth captions for manually identified events in videos;
however, we want to evaluate the generated caption for each temporal segment. As described
earlier, each temporal segment may correspond to multiple overlapping events. The evaluator
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shown in Figure 5.2.c combines ground truth captions of events corresponding to a temporal
segment to obtain a single representation of these captions. To do so, first, the ground truth
captions of all events are fed into the LSTM units (shown in Figure 5.2.c) to generate their
representations. A single representation is obtained through the attention module.
Both of the attention modules in the evaluator in Figure 5.2.c have the same structure
described in Section 5.2, and they are fed with the same set of features (𝑂𝑒,𝑠𝑡𝑎𝑟𝑡 , 𝑂𝑒,𝑒𝑛𝑑 , 𝑠𝑒,𝑐𝑜𝑛𝑓 ).
Since in this evaluator, the attention module that is connected to the LSTM units attends over
the ground truth captions, we consider the confidence score 𝑠𝑒,𝑐𝑜𝑛𝑓 of all ground truth events to
be one.
Reinforcement Learning. For a given temporal segment 𝑅 in a video, at each time step 𝑡,
the sentence generation module predicts the next word given the generated words up to time
step t (i.e., 𝑊1:𝑡 ). Since the generated caption is a sequence of discrete items, the output of the
generator is not differentiable. As a result, a naive backpropagation cannot be applied to update
the weights of the generator. Instead, we apply a policy gradient approach by considering the
words as actions. In this approach, a policy determines the action that should be taken according
to the previously selected words and the observations from the environment (feature
representations of temporal segments). This process is repeated for the next words until a special
token is generated. This special token represents the end of the sentence. We use the policy
gradient approach to train the generator by considering the objective function as the value
function 𝑉𝜃,𝜓 (𝑅, 𝑧, 𝑊1:𝑡 ), which is defined as
𝑉𝜃,𝜓 (𝑅, 𝐳, 𝑊1:𝑡 ) = E𝑊𝑡+1:𝜏 ∼𝜋𝜃 [𝐷𝜓 (𝑅, 𝑊1:𝜏 )] ,

(5.6)
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where 𝜃 and 𝜓 contain, respectively, the parameters of generator and evaluator, 𝜏 is the number
of words generated as the caption of the temporal segment 𝑅 in the video. 𝐷𝜓 (𝑅, 𝑊1:𝜏 ) is the
reward that the evaluator computes for the caption 𝑊1:𝜏 generated for the temporal segment 𝑅.
In the above equation, 𝜋𝜃 = 𝜋𝜃 (𝑤𝑡 |𝑅, 𝑧, 𝑊1:𝑡−1 ) is the policy function. It determines the
optimal word 𝑤𝑡 (i.e. an action) that can be selected out of all words in the vocabulary 𝑉 (i.e.,
action space) at each time step. 𝐳 is a random noise that is fed to LSTM units to initialize the word
generation process, which results in diversifying the generated sentences.
Using the policy gradient, we can only evaluate the sentence when it is completely
generated, which may cause gradient vanishing and slow convergence. To tackle this problem,
instead of waiting for completing the sentence, we evaluate the expected future reward when
the sentence has been partially generated. The above expectation is computed via the Monte
Carlo search by running the roll-out policy for 𝑁 times from the current state until the end and
simulating 𝑊t+1:τ for each 1 ≤ 𝑡 < 𝜏 . In our experiments, we consider 𝑁 = 16. The gradient
of the objective function is computed as:
̂
̂ [∑𝜏𝑡=1
∑𝑤𝑡∈𝑉 ∇𝜃 𝜋𝜃 (𝑤𝑡 |𝑅, 𝐳, 𝑊1:𝑡−1 ) × 𝑉𝜃,𝜓 (𝑅, 𝐳, 𝑊1:𝑡 )] ,
∇𝑉𝜃,𝜓 = E

(5.7)

where 𝜏̂ is the maximum length for a generated caption, and 𝜃̅ contains frozen parameters of the
̂ computes
generator (𝜃) obtained from the previous training iteration. In the above equation, E
mean by using a Monte Carlo process that iterates over the generated captions of all temporal
segments of videos in each mini-batch.
The evaluator is trained by maximizing the following objective function:
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𝑂(𝜓) = 𝑁 ∑𝑁
𝑗=1 [E{𝑆𝑖 }𝑖 ∈𝐒𝑔𝑡 [𝐷𝜓 (𝑅𝑗 , ∑𝑖 𝑎𝑖 𝑆𝑖 )] + 𝛾E{𝑆𝑖 }𝑖 ∈𝐒𝑛𝑠 [(1 − 𝐷𝜓 (𝑅𝑗 , ∑𝑖 𝑎𝑖 𝑆𝑖 ))] +
𝜆E𝑆∈𝐒𝑔 (1 − 𝐷𝜓 (𝑅𝑗 , 𝑆))],

(5.8)

which contains three terms. 𝛾 and 𝜆 are the weights of these terms in computing the objective
function. They are hyper-parameters of the model, and their values are obtained on the
validation set. 𝑁 is the number of temporal segments in each min-batch. In the above equation,
each element of the sets 𝐒𝑔𝑡 and 𝐒𝑛𝑠 contains representations of ground truth and randomly
selected captions of events. Similarly, 𝐒𝑔 contains the representation of generated captions for a
temporal segment. In the above equation, and similar to (5.4), the captions of events associated
with a temporal segment (i.e., {𝑆𝑖 }𝑖 ∈ 𝐒𝑔𝑡 and {𝑆𝑖 }𝑖 ∈ 𝐒𝑛𝑠 ) are combined by using attention
module in the evaluator shown in Figure 5.2.c. By maximizing the above objective function, we
aim to maximize the ability of the evaluator to discriminate a caption obtained by combining
ground truth captions of events (with respect to their correlation with the temporal segment 𝑅)
from a caption generated by the generator and a random caption given a temporal segment.
5.3 Experiments
Dataset and Experimental settings
We conducted experiments to evaluate our method on two datasets that provide
captions for events in specified time frames. We use the ActivityNet Captions dataset [30], which
contains 20k videos. In this dataset, on average, each video has annotations for 3.65 possibly
overlapping events. Every ground truth caption has on average 13.48 words. We follow the
settings in [30], and we take 10K videos in ActivityNet Captions dataset for training, 5K videos for
validation, and 5k videos for testing. The other dataset that we use is the TACoSMultiLevel
dataset [60], which contains 185 cooking videos with a start and end time for captions and activity
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labels. TACoS-MultiLevel has on average 284 ground truth captions per video, which is more than
the average number of ground truth captions available per video in ActivityNet Captions. In
TACoS-MultiLevel, the average length of ground truth captions is 8 words. Similar to [60], we
consider 143 videos for training and 42 videos for testing. During the training of our model, the
sentences in both datasets are truncated to the maximum length of 15 words.
To evaluate the performance of our method and its baselines, we utilize three evaluation
metrics: BLEU@N [50], METEOR [3], and CIDEr [74]. BLEU is a metric that computes n-gram based
precision for the generated sentence with respect to the references. METEOR uses the advantage
of stemming, semantic similarity, and exact matching in its precision computing. CIDEr computes
the average cosine similarity between the generated sentence and references. In training our
model, the learning rate and the size of mini-batches are set to 0.0001 and 64, respectively. At
the initial stage in the training of our model, the generator and evaluator are both trained
separately for, respectively, 20 and 5 epochs. Then we update our trained model in multiple
iterations, in which in each iteration, first the generator and then the evaluator are updated. The
LSTM units that detect events in the scheduler module are pre-trained for the task of event
detection by using the ground truth data available in the datasets.

Baselines and Variants of the Model
The baselines in this work include (1) Hierarchical Recurrent Neural Networks (H-RNN)
[89] which generates paragraphs by using hierarchical RNNs, (2) Dense-Captioning Events (DCE)
[30], and (3) Joint Event Detection and Description Network (JEDDi-Net) [86]. Two of these
baselines, i.e., DCE [30] and JEDDi-Net [86], are methods that detect events in videos and
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describe these events by using natural language. However, our method, instead of captioning the
events, determines temporal segments in videos by tracking changes in the events, and then
generates captions for the video through captioning its temporal segments. We also evaluate
variants of our model as follows: (1) We adopt no attention mechanism. (2) Instead of attending
all the events in a video to describe a temporal segment, our method attends only a limited
number of events. (3) Instead of adopting adversarial learning, we train the model by using a
cross-entropy loss. In the third variation of our model, the ground truth caption for each localized
temporal segment was obtained from the ground truth of an event with the maximum IoU
(intersection over union).
Results and Analysis
Comparison with state-of-the-art baselines
In Table 5.1 and Table 5.2, we compare the performance of our method with state-of-theart baselines on the datasets ActivityNet Captions and TACoS-MultiLevel over six evaluation
metrics. Table 5.1 shows our method consistently achieves superior performance in comparison
with state-of-the-art video captioning baselines. In particular, our method achieves 16.66% and
6.39% improvement on METEOR and CIDEr metrics over the best performing baseline, which
represents significant progress on this benchmark. This improvement shows the advantage of
utilizing an adversarial network in training of the model, which provides diverse and natural
descriptions. Since the descriptions provided by our method are diverse, improvement in terms
of METEOR and CIDEr scores over the variation of our method without adversarial learning is
significantly higher than the other metrics. By comparing the performance of our method with
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its baselines, we can confirm the advantage of captioning temporal segments by following
changes in the appearance of events over captioning events.
Moreover, the performance of our method gets a boost by leveraging the attention
module, which indicates the importance of weighting each event in a temporal segment. Finally,
these results show that both locating temporal segments and training using an adversarial
approach are crucial in our work. The performance of our method without leveraging the
attention module is almost similar to JEDDi-Net [86]. This improvement indicates the importance
of weighting each event in a time frame.
In Table 5.2, we compare the performance of our method with its best performing
baseline, i.e., JEDDi-Net, on the TACoS-MultiLevel dataset by using six different evaluation
metrics. According to all the metrics, our method outperforms JEDDi-Net. The percentage of
improvement over its baseline in terms of METEOR and CIDEr is 9.2% and 5.4%, respectively.
These results indicate the advantage of utilizing our adversarial approach in training the model.
These results indicate the advantage of utilizing an adversarial network in training our model.
The results in tables 5.1 and 5.2 show that in the ActivityNet Caption dataset, which has more
overlapping events in comparison to the TACoS-MultiLevel dataset, the improvement in the
performance of our method over its baseline is more significant.
We can conclude from tables 6.1 and 6.2 that by having a higher number of overlapping
events, captioning a long video through generating descriptions for its temporal segments
becomes more effective than generating descriptions for its events.
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Table 5.1: Bleu (B), METEOR, and CIDEr captioning scores of our method in comparison to the
state-of-the-art baselines on ActivityNet Caption.
Model
B@1 B@2 B@3 B@4 METEOR CIDEr
H-RNN
18.24 7.95 3.81 2.16 4.93
16.84
DCE (no context)
12.23 3.48 2.10 0.88 3.76
12.34
DCE (with context)
17.95 7.69 3.86 2.20 4.82
17.29
JEDDi-Net (joint training no context) 19.27 8.69 3.78 1.54 8.30
19.81
JEDDi-Net (joint training w/ context) 19.97 9.10 4.06 1.63 8.58
19.88
Ours (no attention)
19.02 8.09 3.95 1.58 9.08
20.12
Ours (w/ scheduler w/o adversarial) 19.43 9.31 4.23 1.65 8.72
19.90
Ours (w/ scheduler w/ adversarial)
20.58 10.14 4.68 1.81 10.01
21.15
Table 5.2: Bleu (B), METEOR, and CIDEr captioning scores of our method in comparison to JEDDiNet on the TACoS-MultiLevel dataset.
Model
B@1 B@2 B@3 B@4 METEOR CIDEr
JEDDi-Net (joint training no context) 48.7 36.4 24.6 17.4 23.3
99.7
JEDDi-Net (joint training w/ context) 49.2 37.1 25.2 18.1 23.9
104.0
Ours (no attention)
49.5 38.0 24.8 17.9 23.8
100.1
Ours
51.8 39.8 26.4 19.4 26.1
109.6

Effect of attention module on the performance of our method
We designed the scheduler module to provide the ability to caption videos at temporal
segments with a single or multiple overlapping events. To better understand how satisfactory the
results are concerning the effectiveness of our attention mechanism, we evaluate the
performance of our method on the ActivityNet Caption dataset in the case of (1) no attention
and (2) attention over a limited number of events. In the second case, we only attend over events
that have the least offsets from the current temporal segment (see equations 5.1 and 5.2) for the
definition of the offsets). We present the results of this experiment in Table 5.3. In the case of
having no attention mechanism, we only caption a new event regardless of its overlapping
events. As expected, the performance of captioning is lower than the other variations. The
percentage of improvement on the BELU@4 metric from having only two attended events over
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the case of having three attended events is 4.37%. Similarly, we can see an increase of 7.28% on
the METEOR metric for the case of attending all the events over attending only two events. This
confirms that, by increasing the number of events that are attended at each temporal segment,
our attention module provides improvements on the performance of captioning long videos.
Table 5.3: Effects of a number of attended events at each temporal region on the performance
of our method.
Model
B@1 B@2 B@3 B@4 METEOR CIDEr
Ours (no attention)
19.02 8.09 3.95 1.58 9.08
20.12
Ours (up to two events)
19.31 8.76 3.91 1.60 9.33
20.88
Ours (up to three events) 19.79 9.80 4.14 1.67 9.88
21.06
Ours (w/ all events)
20.58 10.14 4.68 1.81 10.01
21.15

Figure 5.3: Qualitative comparison of event-based video captions generated using our model
with ground truth.
Qualitative Comparison with Ground Truth
We show two cases in Figure 5.3, to analyze the diversity, naturalness, and
informativeness of generated captions by using our method. This figure demonstrates the
differences in the nature of the results generated by our method in comparison to DCE and
human-annotated ground truth sentences from the ActivityNet Caption dataset. We can see that
while the ground truth captions and DCE describe three events in the video with an overlapping
region, our method generates four captions for the detected temporal segments. From these
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exemplary results, we see that our method can generate not only informative but also diverse
and natural descriptive sentences for videos. Due to attending the events based on their
importance at each temporal segment, we are able to boost the performance of video captioning
and generate more semantic-related sentences at each temporal segment.
Table 5.4: Results for video and paragraph retrieval. R@k denotes the recall metric with
threshold k, and Med.rank denotes the median rank of retrieved items.
Video Retrieval
Paragraph Retrieval
Model
R@1 R@5 R@50 Med.rank R@1 R@5 R@50 Med.rank
DCE (no context)
0.05 0.14 0.32
78
0.07 0.18 0.45
56
DCE (w/ context)
0.14 0.32 0.65
34
0.18 0.36 0.74
32
Ours (no attention) 0.11 0.28 0.62
34
0.16 0.36 0.72
33
Ours
0.25 0.40 0.71
29
0.26 0.44 0.79
27

Evaluation by Retrieval
We evaluate our method for the tasks of video and paragraph retrieval. For the task of
video retrieval, we use our scheduler module to encode the videos. We examine the video
retrieval task for two cases with or without attention mechanism. Similarly, we perform
paragraph retrieval task by considering videos as our queries. From Table 5.4, we understand
that similar to the video captioning task, our method without having an attention module
provides comparable results with DCE [30]; however, by using the attention module, we observe
a superior performance for our method in comparison to its baseline. This shows that by using
GAN and our scheduler module, our method outperforms DCE even when DCE uses context.
5.4 Conclusion
In this chapter, we proposed an approach for captioning long videos by identifying and
describing temporal regions in videos by considering the correlation structure of the events in
each video. Toward the goal of generating captions for videos without relying on exact matching
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signals between the generated and ground truth captions, but rather on their semantic
similarities, we used an adversarial network for video captioning, which imitates the performance
of human from the sense of naturalness and diversity. We also took advantage of GAN to train
our model by using training data from the event captioning task. Through the experiments, we
realized that not only our method provides informative, diverse, and natural descriptions for the
video, but it also outperforms state-of-the-art video captioning methods.
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CHAPTER 6 ATTENTION OVER MULTIPLE CORRELATED EVENTS USING ACTOR-CRITIC METHOD
6.1. Introduction
In this Chapter, we describe a new event-based video captioning task. The previous tasks
for event-based video captioning describe the events in the video that are localized. In our task,
we describe video segments that may contain multiple overlapping events. Our task comprises
two steps. In the first step, we locate video segments. These video segments include a set of
events. In the second step, we generate a caption for these segments by using a captioning
method. To evaluate the performance of our method, we apply the similar approaches that the
available event-based video captioning tasks use. We concatenate all the captions that we
generate. Then, we compute the similarity of the generated captions to the ground truth that is
available for the video.
In this work, we propose a method for the task of event-based video captioning. It
captions each video segment based on the events within that segment. It also takes advantage
of all the other events in the video according to their importance. To specify the importance
weight of each event in generating a caption for a video segment, we utilize the critic network in
an actor-critic model.
We summarize the main contributions of this work as follows:
•

We propose a framework that localizes temporal segments in a video by following
events in the video automatically.

•

We introduce a critic-based attention mechanism to attend events over the video
by utilizing the Q-values. It determines the weights of events in a video to
measure their importance in sentence generation.
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6.2 Method
We present a critic based attention network (CbAN) [6] for captioning a video. CbAN
locates temporal segments in a video by considering changes in events in the video that are
appeared and disappeared. Then, it attends over all the events in the video based on their
importance to describe each of the localized temporal segments by natural language. CbAN
employs a scheduler module, which we will describe in Section Scheduler Module, to locate
temporal segments in a video. It also utilizes an actor-critic architecture, which we will describe
in Section Actor-Critic Network, for generating captions for each temporal segment. Figure 6.2
demonstrates the architecture of our model.

Figure 6.1: An example of temporal segments localization for a video using the scheduler module.
In this example, the video contains 16 video features, which obtained from C3D. It also has two
overlapping events. The first event occurs from video features 1 to 9, while the second
(overlapping) event occurs from video features 5 to 16. In this illustration, there are two instances
of changes in the appearance/disappearance of the events. The scheduler module localizes three
temporal segments for this video.
Scheduler Module
The input of the scheduler module is a sequence of visual features. The scheduler module's goal
is to localize temporal segments in this sequence. Each of these visual features is obtained using
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C3D [72]. C3D, which contains 500 channel dimensions, captures information from 𝛿 = 16
frames of a video. The first step for temporal segment localization is to locate events in the
videos. We employed the Deep Action Proposals (DAPs) module [30] for event localization. DAPs
contains LSTM units (LSTMDAPs) that capture K overlapping events with different level of
confidence and durations. In this step, for each event, DAPs obtains a set of features 𝛩𝑒 =
{𝐞, 𝑡𝑒,𝑠𝑡𝑎𝑟𝑡 , 𝑡𝑒,𝑒𝑛𝑑 , 𝑠𝑒,𝑐𝑜𝑛𝑓 }. e is the feature representation of the localized event. 𝑡𝑒,𝑠𝑡𝑎𝑟𝑡 and
𝑡𝑒,𝑒𝑛𝑑 denotes, respectively, the start time and end time of the event, and 𝑠𝑒,𝑐𝑜𝑛𝑓 expresses the
confidence level that the model has in locating this event. In the next step, the scheduler module
locates 𝑀 temporal segments with the aid of the localized events in the video. The scheduler
module outputs a set of features 𝛩 = {𝐟𝑠 , 𝑡𝑠𝑡𝑎𝑟𝑡 , 𝑡𝑒𝑛𝑑 }. This set includes a feature representation
(𝐟𝑠 ), start time (𝑡𝑠𝑡𝑎𝑟𝑡 ), and end time (𝑡𝑒𝑛𝑑 ) for each temporal segment. As we can see in Figure
6.1, temporal segments begin when an event appears in or disappears from the video. Therefore,
the example video illustrated in Figure 6.1, which has two overlapping events, can be represented
by three temporal segments.

Figure 6.2: An illustration of the architecture of CbAN that captions a temporal segment in a video
given the two events shown in Figure 6.1. In this figure, CbAN describes one temporal segment
(i.e. the second temporal segment in Figure 6.1). The input of all critic networks is the feature
representations of the 2nd temporal segment. To generate the feature representation for the 2nd
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temporal segment, CbAN combines the feature representations of event 1 and event 2 by using
the attention mechanism.
Actor-Critic Network
CbAN includes two sets of actor-critic based networks: the workers’ network and the
global network. The workers' networks are fed differently in training and testing stages. At the
training stage, we need to use the ground truth captions of events. Therefore, both the actor
network and the critic network of a worker are fed with the feature representations of the events.
We obtain these feature representations from LSTMDAPs. At the training stage, the critic network
estimates the quality of the generated captions through its corresponding actor. It receives the
generated captions and feature representation of an event as its input.
At the testing stage, as shown in Figure 6.2, we have a different scenario. Similar to the
training stage, each actor receives the feature representation of an event as its input. However,
each critic network is fed with the video features of a temporal segment. In this stage, the critic
network measures the similarity of the generated caption for an event with the temporal
segment. We consider the Q-value that the critic network computes at the testing stage as an
estimation of the similarity between a temporal segment and an event. This Q-value is used in
the attention module to weight events based on their importance. The weighted events
participate in generating the final representation of the temporal segment. Finally, the global
network generates the caption by using this final representation of the temporal segment as its
input. We provide a detail description of the actor-critic architecture in the following.
The actor network pπ describes each event by using a captioning LSTM network to
describe each event. For a given event 𝑒𝑖 , we show the generated word at time 𝑡 + 1 by 𝑤𝑡+1
and the current state by
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𝑠𝑡 = {𝑒𝑖 , 𝑤1 , . . . , 𝑤𝑡 }

(6.1)

The actor network computes the probability of generating word 𝑤𝑡+1 at state 𝑠𝑡 , i.e.,
𝑝𝜋 (𝑤𝑡+1 |𝑠𝑡 ).
As mentioned earlier, we get the feature representation of event 𝐞𝑖 , shown by 𝐞𝑖 , from
LSTMDAPs. This feature representation is then fed into the initial input node 𝑥0 of the first LSTM
unit of the actor (LSTMa), i.e., 𝒙0 = 𝐞𝑖 . Let us denote gin as the input layer and gout as the output
layer of LSTMa. The actor network at time step 𝑡 + 1 generates word 𝑤𝑡+1, which is fed back
into the next LSTMa unit. As a result, the state of this LSTMa unit at time 𝑡, 𝒉𝑡 , changes to 𝒉𝑡+1 at
time 𝑡 + 1, i.e.,
𝒉𝑡+1 = 𝐿𝑆𝑇𝑀(𝒉𝑡 , 𝒙𝑡+1 )
𝒙𝑡+1 = 𝑔𝑖𝑛 (𝑤𝑡 )

(6.2)
(6.3)

Therefore, LSTMa computes the probability of selecting the word 𝑤𝑡+1 given the state 𝑠𝑡
as:
𝑝𝜋 (𝑤𝑡+1 |𝑠𝑡 ) = 𝑔𝑜𝑢𝑡 (𝒉𝑡 )

(6.4)

The critic network approximates a value function, which is the prediction of total reward
r given the observed state 𝑠. The state 𝑠 contains the feature representation of event 𝑒𝑖 and the
list of words generated so far [𝑤1 , . . . , 𝑤𝑡 ] by using policy 𝑝, i.e.,
𝑣𝑡 = E[𝑟|𝑠𝑡 , 𝑤𝑡+1 , . . . , 𝑤𝑇 ]

(6.5)

𝑠𝑡 = {𝐞𝑖 , 𝑤1 , . . . , 𝑤𝑡 }

(6.6)

The critic network evaluates its given state 𝑠𝑡 by using a network with LSTM units (LSTMc)
and a similarity metric. The LSTMc units in the critic network encode its input sentence that the
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actor network generated that. The LSTM units that encode video features in actor and critic
networks, to generate 𝐞𝑖 , use the pre-trained weights of LSTMDAPs.
Critic-based Attention Module
Our key contribution to the proposed actor-critic model is the critic-based attention
mechanism. The attention module utilizes the Q-values that the workers computed in their critic
network. It obtains the weights of events in a video. Utilizing the weights of events helps us in
generating a caption for each temporal segment.
As mentioned earlier, we fed the same feature representations to the actor network and
the critic network in the training stage. Therefore, in the training stage, the critic network's goal
is to evaluate the actor network. However, at the testing stage, when the actor network is trained
adequately, we feed the critic network by the feature representation of a temporal segment. At
the testing stage, the critic network aims to measure the similarity of each event to a temporal
segment. In other words, the critic network estimates a higher Q-value if the generated caption
by the actor network has a higher match with the temporal segment.
To devise an attention module, we draw inspiration from [7, 5]. This attention module
expresses the importance of all events in the video. By using the attention module, we are able
to compute a unit representation for the current temporal segment (𝐬𝑐 ). The output of the critic
networks of the workers is considered as the inputs of the attention module. An event receives
the highest weight that its corresponding critic network computes the highest Q-value. By using
a softmax gate function, we compute the attention weights as:
𝑒𝑥𝑝(𝑓 (𝑘) )

𝑁𝑘
𝐬𝑐 = ∑𝑘=1
∑

𝑙 𝑒𝑥𝑝(𝑓

(𝑙) )

(𝑘)

𝐞𝑖

,

(6.7)
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(𝑘)

where 𝐞𝑖

is the feature representation of the event used by worker 𝑘, and 𝑁𝑘 is the number of

workers. In eq. 6.7, 𝑓 (𝑘) corresponds to the output of the critic network (Q-value) of worker 𝑘,
i.e.
(𝑘)

(𝑘)

𝑓 (𝑘) = 𝑄(𝐟𝑠 , 𝑤1:𝑇 ) ,
(𝑘)

where 𝐟𝑠

(6.8)

(𝑘)

and 𝑤1:𝑇 are the inputs of the critic network. fs(k) is the feature representations of
(𝑘)

the current temporal segment, and 𝑤1:𝑇 is the selected words by worker 𝑘 given event 𝐞𝑖 .
The attention module generates a positive weight for each worker. The generated weight
for the worker 𝑘 is the probability of generating a correct description for the current temporal
segment by that worker. The attention weight regulates the relative importance of the event,
which is fed to worker 𝑘 in blending the feature representations of the events in the video.
Reward
To train workers' network, we need first to define a reward. Since our training data only
contain captions for events, this reward is computed from the feature representation of events
and their corresponding ground truth captions. It measures the similarity between the events
representations and ground truth sentences. Given an event 𝑒, its feature representation (shown
by 𝐞) is obtained from the last hidden state of LSTMDAPs. The feature representation of ground
truth sentence 𝑆 is obtained by using the last hidden state of an LSTM (LSTM r), shown by ℎ(𝑆).
We use pre-trained LSTMDAPs and learn weights of LSTMr (shown by 𝐖𝑟 ) using a triplet loss as:
𝛾

𝐿𝑒 = ∑<𝑒,𝑆+ ,𝑆−> max (0, 𝜂 − 𝜓(𝐞, ℎ(𝑆 + )) + 𝜓(𝐞, ℎ(𝑆 − ))) + 2 ||𝑊𝑟 ||22

(6.9)

where 𝐖𝑟 contains the weights of LSTMr, and the last term is a regularizer in this optimization
problem. We compute 𝜂 and 𝛾 through a cross-validation process. Each triplet < 𝑒, 𝑆 + , 𝑆 − >
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contains an event (𝑒), its corresponding ground-truth caption (𝑆 + ), and a non-relevant caption
(𝑆 − ) randomly selected from training data. In the above equation, 𝜓(. , . ) computes the cosine
similarity between vector representations of an event and a caption. By training the LSTM r
weights (𝐖𝑟 ) using the mentioned loss function 𝐿𝑒 , we learn the parameters of the function
𝜓(. , . ). We consider the semantic similarity between vector representations of an event e and a
caption S computed by using the function 𝜓(. , . ) as the value of reward 𝑟, i.e.,
𝑟 = 𝜓(𝐞, ℎ(𝑆))

(6.10)

Training using Deep RL
We train the parameters of actor network 𝑝𝜋 by assuming conditional independence of
generated words given the current state 𝑠𝑡 . To do so, we use the following cross-entropy loss
function.
𝐿𝑝 = − ∑𝑇𝑡=1 log 𝑝𝜋 (𝑤𝑡 |𝑠𝑡 )

(6.11)

We train the critic network such that it acts as an approximator for the semantic similarity
function between the generated caption 𝑆 and its corresponding event in video 𝑒, shown by 𝑟 =
𝜓(𝐞, ℎ(𝑆)) in (6.10). Therefore, to train the parameters of the critic network, we use the
difference between reward 𝑟 and the value estimated by the critic network given a newly
generated word at a randomly selected state 𝑠𝑡 (shown by 𝑣𝜃 (𝑠𝑡 )), i.e.,
𝜑(𝑟, 𝑠𝑡 ) = 𝑟 − 𝑣𝜃 (𝑠𝑡 )

(6.12)

Thus, we adopt the following mean squared loss to train the critic network.
𝐿𝑣 = ||𝜑(𝑟, 𝑠𝑡 )||

2

(6.13)
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After training the actor and critic networks individually (by using (6.11) and (6.13)), we
jointly train them to optimize the expected total reward of generating a caption given an event,
i.e.,
max (E𝑠1...𝑇 ∼𝑝𝜋 (∑𝑇𝑡=1 𝑟𝑡 ))

(6.14)

Since for all 0 < 𝑡 < 𝑇, we have 𝑟𝑡 = 0 and for 𝑡 = 𝑇, we have 𝑟𝑡 = 𝑟, we can write
the objective function in (6.14) as:
𝐽 = E𝑠1...𝑇 ∼𝑝𝜋 (𝑟)

(6.15)

Instead of directly computing the gradient of expected total reward 𝐽 over a high
dimensional space, we simplify the problem by considering it as a partially observable Markov
decision process [83]. To do so, we compute sample approximate gradients in terms of the
parameters of the actor and critic networks as:
∇𝜋 𝐽 = ∑𝑇𝑡=1 ∇𝜋 log 𝑝𝜋 (𝑎𝑡 |𝑠𝑡 ) 𝜑(𝑟, 𝑠𝑡 )

(6.16)

and
∇𝜃 𝐽 = ∇𝜃 𝑣𝜃 (𝑠𝑡 )𝜑(𝑟, 𝑠𝑡 )

(6.17)

After jointly training the actor and critic networks, we assign each worker a copy of the
trained actor-critic network. We also assign the trained actor network to the global network. Our
goal is to use the critic network of workers as an approach to attending events in generating a
caption for a temporal segment. Therefore, we feed the actor network of workers with a feature
representation of events in the video, and we feed the critic network of workers with video
features of the current temporal segment. The critic network of each worker measures the
similarity between each event and a temporal segment. We leverage the computed similarities
in the attention module to weight each event based on its importance. We provide a single
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representation for the temporal segment out of the weighted events. The global network
receives this representation for its input. Finally, it generates a natural language description for
the temporal segment.
6.2 Experiments
Dataset and Experimental settings
We conduct our experiments on two benchmark datasets, i.e., ActivityNet Captions
dataset and TACoS-MultiLevel dataset. As we mentioned in the previous Chapter, these datasets
provide captions for events in particularized time frames. We evaluate our method on video
captioning. ActivityNet Captions dataset [30] contains 20k videos. Each video in this dataset
contains annotations on average for 3.65 possibly overlapping events. Moreover, every ground
truth caption has around 13.48 words. By following the settings in [30], and we take 10K videos
in the ActivityNet Captions dataset for training, 5K for validation, and 5k for testing. TACoSMultiLevel dataset [60] contains 185 cooking videos with start time and end time for captions
and activity labels. TACoS-MultiLevel has on average 284 ground truth captions per video. These
number of captions are more than the average number of ground truth captions available per
video in the ActivityNet Captions dataset. In TACoS-MultiLevel, the average length of ground
truth captions is 8 words. Similar to [60], we use 143 videos for training and 42 videos for testing.
During the training of CbAN, we truncated the sentences in both datasets to the maximum length
of 15 words. These datasets provide exactly one descriptive sentence for each event.
To evaluate the performance of CbAN and its baselines, we utilize three evaluation
metrics, BLEU@N, METEOR, and CIDEr. In the training of our model, we set the learning rate and
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the size of mini-batches to 0.0001 and 64, respectively. We utilized the pre-trained LSTMs for
the task of event localization to locate events in the scheduler module.
Baselines and Variants of the Model.
The consider three baselines to compare our work with them in order to verify the
performance of our event-based video captioning model: (1) Hierarchical Recurrent Neural
Networks (H-RNN) [89]. HRNN generates paragraphs using hierarchical RNNs. (2) DenseCaptioning Events (DCE) [30]. DCE localizes events in videos and captions each event. (3) Joint
Event Detection and Description Network (JEDDi-Net) [86]. JEDDi-Net also localizes events and
describes them using a hierarchical captioning module. We also provide an evaluation of different
variants of our model. (1) We do not use the attention mechanism. In this study, our model does
not weight events based on their importance. (2) We attend a limited number of events in the
video. In fact, instead of attending all the events in a video to describe a temporal segment, we
attend only a limited number of events.
Results and Analysis
Comparison with state-of-the-art baselines on ActivityNet Captions. In Table 6.1, we
demonstrate the performance of CbAN and its state-of-the-art baselines on the ActivityNet
Captions dataset over six evaluation metrics. The results across all evaluation metrics represent
that our method (CbAN) beats all the other video captioning baselines. In particular, our method
achieves 18.1% and 10.2% improvement on METEOR and CIDEr metrics over the best performing
baseline, which represents significant progress on this benchmark. This improvement indicates
the advantage of locating temporal segments and captioning them. We take advantage of the
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attention module and localize temporal segments by following the appearance and
disappearance of events in the video.
Furthermore, the attention module weights the events based on their importance in a
temporal segment. Utilizing this module that leverages the critic network of each worker enables
us to obtain more informative captions. Finally, these results reveal that both locating temporal
segments and training using an actor-critic approach are crucial in our work.
Table 6.1: Comparision of Bleu (B), METEOR,
baselines on the ActivityNet Caption dataset.
Model
H-RNN [78]
DCE (no context) [26]
DCE (with context) [26]
JEDDi-Net (joint training no context) [75]
JEDDi-Net (joint training w/ context) [75]
CbAN (no attention)
CbAN

and CIDEr scores of CbAN to the state-of-the-art
B@1
18.24
12.23
17.95
19.27
19.97
19.81
20.63

B@2
7.95
3.48
7.69
8.69
9.10
8.55
10.27

B@3
3.81
2.10
3.86
3.78
4.06
3.26
4.87

B@4
2.16
0.88
2.20
1.54
1.63
1.43
2.11

METEOR
4.93
3.76
4.82
8.30
8.58
8.87
10.14

CIDEr
16.84
12.34
17.29
19.81
19.88
20.28
21.91

Comparison with baselines on the TACoS-MultiLevel dataset. Table 6.2 displays the
performance of CbAN with JEDDi-Net on the TACoS-MultiLevel dataset. We used six different
evaluation metrics in this experiment. According to all the metrics, CbAN brought a significant
improvement over JEDDi-Net. The percentages of improvement in terms of CIDEr and METEOR
are 5.9% and 10.4%, respectively. In this experiment, we also consider the performance of CbAN
with the aid of the attention module. We also did experiments without using the attention
module in generating captions. The videos in the ActivityNet Caption dataset include more
overlapping events in comparison to the TACoS-MultiLevel dataset. Given this fact, the difference
of improvement in the results in tables 6.1 and 6.2 confirm that CbAN can gain better
improvement over its baselines.
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Table 6.2: Bleu (B), Meteor (M), and CIDEr
TACoS-MultiLevel dataset.
Model
JEDDi-Net (joint training no context)
JEDDi-Net (joint training w/ context)
CbAN (no attention)
CbAN

(C) scores of CbAN in comparison to JEDDiNet on
B@1
48.7
49.2
49.1
54.3

B@2
36.4
37.1
37.4
39.5

B@3
24.6
25.2
24.8
26.6

B@4
17.4
18.1
17.9
19.8

METEOR
23.3
23.9
23.8
26.4

CIDEr
99.7
104.0
104.2
110.4

Attention Module Evaluation. CbAN provides the facility to caption a video with the aid
of localizing temporal segments. These temporal segments may contain multiple overlapping
events. Our method leverages the attention mechanism to weight events based on their
importance in each temporal segment. We performed ablation studies on attending the events
in a video to show the effectiveness of leveraging the attention mechanism in the generated
captions. Table 6.3 presents the results of these ablation studies. We evaluated the performance
of CbAN on the ActivityNet Caption dataset in different scenarios. (1) When we do not attend
any event in generating captions. (2) When we attend a limited number of events. When we do
not use the attention mechanism, our method provides a caption for each event regardless of its
overlapping events. As expected, the performance of captioning without considering other
events is lower than the other variations. In the case of having a limited number of events, we
only attend events that appear in the temporal segment. CbAN can achieve 20.7% improvement
for the BLEU@4 score in the case of having only two attended events over the case of having
three attended events. Similarly, we can see an increase of 10.5% on the METEOR metric when
we attend all the events over we attend only two events. This improvement indicates the
advantage of weighting events by leveraging critic networks. This approach produces a single
representation for each temporal segment. These results confirm that, by leveraging our
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attention mechanism and increasing the number of events, CbAN can generate more informative
captions.
Table 6.3: Impact of the number of
segment.
Model
Ours (no attention)
Ours (up to two events)
Ours (up to three events)
Ours (w/ all events)

attended events for generating a caption for a temporal
B@1
19.81
19.95
19.82
20.63

B@2
8.55
8.77
9.87
10.27

B@3
3.26
3.93
4.18
4.87

B@4
1.43
1.54
1.86
2.11

METEOR
8.87
9.17
9.78
10.14

CIDEr
20.28
20.93
21.80
21.91

Qualitative Analysis. To demonstrate how satisfactory is CbAN in generating sentences
for temporal segments, we conducted a study to compare the generated sentences by CbAN with
DCE and human-annotated ground truth sentences from the ActivityNet Caption dataset. Figure
6.2 illustrates the difference between the descriptions generated by CbAN and DCE in
comparison with ground truth. According to the results, the generated captions through CbAN
are more relevant to the video. These captions are matched the ground truth better than DCE.
DCE describes localized events in videos; however, CbAN generates captions for the localized
temporal segments. This approach makes the generated captions to be more informative.
Furthermore, these exemplar results confirm that by captioning temporal segments through
attending the events in videos based on their importance, we can boost the performance of video
captioning. It benefits in generating more semantic-related sentences at each temporal segment.
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Figure 6.3: Qualitative comparison of captions generated by using our method, CbAN, with the
baseline DCE and human-generated captions.
6.3 Conclusion
In this chapter, we proposed a reinforcement learning framework for video captioning.
This approach aims to identify temporal segments in a video and describe them by considering
the correlation of the events in the video. Our method is based on an actor-critic architecture
and is called critic-based attention network (CbAN). In order to provide a caption for each
temporal segment, our method dynamically attends events in the video based on their
importance in the temporal segment. To measure the importance of the events, we used a critic
network designated for each event. Experiments on two standard video captioning datasets
reveal that our method can outperform state-of-the-art video captioning methods.
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CHAPTER 7 CONCLUSIONS
In this dissertation, we introduced an attention-based deep reinforcement learning
method for multi-view environments. Our method takes advantage of multiple views of the
environment. We dedicated each view to a worker. To obtain a stabilized training policy, each
worker has a different exploration strategy. Views in the environment may suffer from partial
observability; therefore, their influence in making the final decision is different. Our method
attends to views of the environment dynamically based on their importance in the process of
decision-making. We use a critic network that designated for each view as a tool for measuring
the importance of each view. We performed experiments in two environments. The first one is
TORCS racing car simulator, and the other one is the MuJoCo environment with three complex
3D tasks with obstacles. In the experiments, we observed that our method outperforms its single
view and multi-view baselines. The experiments also reveal the superior performance of our
method when there is a degraded view of the environment.
We also presented an approach for captioning long videos by identifying and describing
temporal segments in videos. In this method, we consider the correlation structure of the events
in each video to caption temporal segments. Toward the goal of generating captions for videos
without relying on exact matching signals between the generated and ground truth captions, but
rather on their semantic similarities, we used an adversarial network for video captioning. It
imitates the performance of humans from the sense of naturalness and diversity. We also took
advantage of GAN to train our model by using training data from the event captioning task. We
provided a set of experiments on utilizing our method in video captioning on ActivityNet Captions
and TACoS-MultiLevel datasets. Through the experiments, we realized that our method provides
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informative, diverse, and natural descriptions for the video. It also achieves comparable
performance to state-of-the-art video captioning methods.
Finally, we proposed a reinforcement learning framework for the video captioning task.
Our method aims to identify and describe temporal segments in a video by considering the
correlation structure of the events in the video. Our critic-based attention network (CbAN) takes
advantage of an actor-critic architecture to generate captions. This method dynamically attends
events in the video according to their importance, and it provides a caption for each temporal
segment. Experiments reveal that our method can outperform state-of-the-art video captioning
methods on two standard datasets.
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Attention mechanism has shown promising results in many fields of machine learning
such as image captioning and machine translation. In this work, we focus on attention-based
models for deep reinforcement learning. We concentrate on developing deep neural networks
that are fed with a sequence of high-dimensional raw pixels. Particularly, we design attentionbased models for challenging tasks including navigation, autonomous driving, and video
captioning. In these tasks, deep reinforcement learning algorithms facilitate training of their
sophisticated models, and the attention mechanism serves different purposes. In the navigation
and autonomous driving tasks, through the attention mechanism, our model attends over
different views of the environment provided by different available cameras to decide about the
best actions that should be taken at each time step. On the other hand, in the video captioning
task, through the attention mechanism, the model attends over correlated events to generate
captions for different temporal regions in the video. Through experiments, we illustrate that the
performance of our attention-based methods for deep reinforcement learning surpasses the
performance of their state-of-the-art baselines.
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