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a b s t r a c t
The paper proposes new procedures for diagnostic checking of fitted models under the
assumption of infinite-variance errors which are in the domain of attraction of a stable
law. These procedures are functional of residual-based empirical processes. First, the
asymptotic distributions of the empirical processes based on residuals are derived. Then
two important applications in time series diagnostics are discussed. A goodness-of-fit
test is developed using a functional of the empirical process based on residuals. Tests
of independence of innovations are also considered. The finite-sample behavior of these
tests are studied by simulation and comparison with the classical Portmanteau tests for
ARMA models with infinite-variance developed recently by Lin and McLeod (2008) [25] is
provided.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Interest in time series models with infinite variance innovations grew considerably due to the increased applications in
the areas of telecommunication, finance and economics. Details and reference on these applications can be found in [1,26].
A discussion and references on financial applications can also be found in [6,24].
Asymptotic behavior of parameter estimates for time series models with infinite variance innovations received
considerable attention in the literature. Davis and Resnick [10,12] obtained the asymptotic distribution of a least squares
estimator for infinite variance autoregressive (IVAR) models. Davis et al. [9] provided asymptotic distributions for
M-estimators and least absolute deviation estimators of IVAR parameters. Asymptotic behavior of parameter estimators,
in the case of infinite variance ARMAmodels (IVARMA), can be found in [8,31]. Recently a weighted least absolute deviation
estimator for IVARMA parameters was considered by Pan et al. [33]. Details about rates of convergence of these estimators
can be found in Section 3.
The manuscript considers diagnostic tests for errors of AR models with infinite variance innovations. It first defines
and studies empirical and copula processes based on residuals of these models. Empirical processes based on transformed
residuals are also considered. The manuscript then uses these processes to build goodness-of-fit and randomness tests for
the innovations. Goodness-of-fit tests, using empirical processes, in context of ARMA model with finite variance could be
found in [2,23,20]. For time series with finite variance innovations randomness tests based on residuals rely mostly on the
classical Portmanteau type statistics; see [3,27]. Other procedures based on functional of empirical processes of residuals are
also available; see [20] and the literature therein. Recently, Lin and McLeod [25] showed how Portmanteau type statistics
could be used in the context ARMA models with infinite variance innovations.
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The paper is organized as follows. Section 2 introduces the key notations. Section 3 studies the asymptotic behavior of
empirical and copula processes based on residuals and squared residuals of IVARmodels. Applications to goodness-of-fit and
randomness tests are outlined in Section 4. Section 5 provides a simulation study and the proofs are presented in Section 6.
2. Notations and preliminaries
Consider an AR(p)model Xi = φ0+pl=1 φlXi−l+ εi, i = 1, . . . , n. Assume that the errors ε’s are independent and have
distribution F belonging to the domain of attraction of a stable lawwith index α ∈ (0, 2). Let {ei,n}1≤i≤n denote the residuals
that is
ei,n = Xi − φˆ0 −
p
l=1
φˆlXi−l, 1 ≤ i ≤ n,
where φˆ = (φˆ0, . . . , φˆp) is a consistent estimate of φ = (φ0, . . . , φp). Let
Fn(t) = 1n
n
i=1
1{εi ≤ t}, t ∈ R
be the empirical distribution of the non-observable errors ε’s and define the empirical distribution of the residuals F˜n by
F˜n(t) = 1n
n
i=1
1{ei,n ≤ t}, t ∈ R.
Let F˜n(t) = √n{F˜n(t)− F(t)}, denotes the empirical process based on the residuals and let also Fn(t) = √n{Fn(t)− F(t)}
be the empirical process for the non-observable errors ε’s. Note that Fn(t) = Bn(F(t))where
Bn(u) = 1√n
n
i=1
[1{F(εi) ≤ u} − u] , u ∈ [0, 1]
is the classical empirical process of a sequence of i.i.d. uniform random variables. One generalizes these definitions to the
multivariate setting in the following manner. Letm be an integer greater or equal to 1, let t = (t1, . . . , tm) ∈ Rm and define
Fn,m(t) = 1nm
nm
i=1
1{εi ≤ t1, . . . , εi+m−1 ≤ tm},
where nm = n−m+ 1. Note that Fn,m is the joint empirical distribution of a block ofm consecutive non-observable errors
ε’s. Define the joint empirical distribution of the residuals F˜n,m by
F˜n,m(t) = 1nm
nm
i=1
1{ei,n ≤ t1, . . . , ei+m−1,n ≤ tm}.
Let Fm(t) = ml=1 F(tl) and let K˜n,m(t) = √nm{F˜n,m(t) − Fm(t)}, denote the multivariate empirical process based on the
residuals and define also Kn,m(t) = √nm{Fn,m(t) − Fm(t)} as the multivariate empirical process for the non-observable
errors ε’s. Set
Bn,m(u1, . . . , um) = 1√nm
nm
i=1

1{F(εi) ≤ u1, . . . , F(εi+m−1) ≤ um} −
m
l=1
ul

,
for 0 ≤ u1, . . . , um ≤ 1. Observe that Bn,m is them-block empirical process of a sequence of i.i.d. uniform random variables
and that F˜n(t) = K˜n,1(t).
Note that if φ(z) = 1 −pℓ=1 φℓzℓ does not have roots with |z| ≤ 1 then the AR(p) process defined above can be
represented as Xt = φ0 +∞j=0 cjεt−j (see for instance [5, p. 573]). In the sequel, the following regularity assumptions will
be used to establish the asymptotic of the process K˜n,m.
(A.1) P{|ε1| > x} = 1− F(x)+ F(−x) = x−αL(x), where L(x) is a slowly varying function at∞.
(A.2) limx→∞ P{ε1 > x}/P{|ε1| > x} = p, with 0 ≤ p ≤ 1.
(A.3) F admits a uniformly continuous bounded density f .
(A.4)
∞
i=1 |ci|κ converges for κ < min(α, 1).
3. Asymptotic distribution of the empirical process
The asymptotic behavior of the parameters’ estimator was considered by Davis and Resnick [11,12], Davis et al. [9]
and Mikosch et al. [31]. It is shown that the convergence of the estimate φˆl for 1 ≤ l ≤ p is in general faster than √n .
In particular Davis and Resnick [11,12] showed that the least squares estimate has a rate of convergence of the order of
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n1/αL0(n) for some slowly varying function L0 and Davis et al. [9] showed that M-estimators have a rate of convergence an
where an = inf{x : nP{|ε1| > x} ≤ 1} is again of the order n1/αL1(n) for some slowly varying function L1. They also showed
that the least absolute deviation (LAD) estimator has a rate of convergence at least an and that theM-estimator of φ0 is such
that
√
n (φˆ0 − φ0) converges in distribution to a normal with mean zero. Note here that the least squares estimate of φ0
has a rate of convergence slower than
√
n. To establish the asymptotic of the process K˜n,m it is therefore assumed that the
estimates are such
√
n (φˆ0 − φ0) converges weakly to some Z0 and that a˜n(φˆ1 − φ1, . . . , φˆp − φp) converges weakly to
(Z1, . . . , Zp) for some sequence a˜n = n1/α L˜(n)with L˜ a slowly varying function.
To state themain result let a˜n = n1/α L˜(n) be as indicated above and let Φˆ = (Φˆ0, Φˆ1, . . . , Φˆp)where Φˆ0 = √n (φˆ0−φ0)
and Φˆl = a˜n(φˆl − φl) for l = 1, . . . , p.
Theorem 3.1. If Assumptions (A.1)–(A.4) are satisfied, if (Φˆ1, . . . , Φˆp) converges weakly to (Z1, . . . , Zp) and if (Bn,m, Φˆ0)
converges weakly to (Bm, Z0) then K˜n,m(t) converges weakly to the process K˜m having the following representation K˜m(t) =
Bm(F(t1), . . . , F(tm))+mj=1 Z0f (tj)k≠j F(tk).
All proofs are given in Section 6. As a corollary to the above theorem one gets the asymptotic of the univariate empirical
residual process.
Corollary 3.2. Under the assumptions of Theorem 3.1, the empirical process F˜n converges to a continuous process F˜ with
representation F˜(t) = K˜1(t) = B(F(t))+ f (t)Z0, where B is the classical Brownian bridge.
An interesting feature is observed if one considers the empirical process of the squared residuals. It is shown that if
f is symmetric then the asymptotic of the empirical process of the squared residuals are independent of the estimated
parameters and are equivalent to the asymptotic of the empirical process based on the squares of the non-observable errors
ε’s. The details are given in the following corollary.
Corollary 3.3. For any fixed integer m ≥ 1, let G˜n,m(t) = 1√nm
nm
i=1 1{e2i,n ≤ t1, . . . , e2i+m−1,n ≤ tm} −
m
k=1 G(tk) where
G(t) = F(√t)− F(−√t) and t = (t1, . . . , tm) ∈ [0,∞)m. Under the assumptions of Theorem 3.1, the empirical process G˜n,m
converges to a continuous process G˜m with representation G˜m(t) = Bm(G(t))+mj=1{f (√tj)− f (−√tj)}Z0k≠j G(tk). If f is
symmetric then G˜m(t) = Gm(t) = Bm(G(t)) does not depend on whether the parameters are estimated or known.
When testing for randomness of the residuals one often relies on nonparametric tests. These tests are, in general,
functional of the empirical copula process whose asymptotic is provided in the next theorem.
Theorem 3.4. For any fixed integer m ≥ 1, let C˜n,m(u) = 1√nm
nm
i=1 1{e˜i,n ≤ u1, . . . , e˜i+m−1,n ≤ um} −
m
k=1 uk where
e˜i,n = F˜n(ei,n) denotes the normalized rank of the residual ei,n and where u = (u1, . . . , um) ∈ [0, 1]m. Under the
assumptions of Theorem 3.1, the empirical copula process based on residuals, C˜n,m, converges to the continuous processCm(u) =
Bm(u1, . . . , um)−mj=1 Bm(1, . . . , 1, uj, 1, . . . , 1)k≠j uk.
Note that the process Cm does not depend on whether the parameters are estimated or known. That is, critical values for
test statistics based on C˜n,m can be easily obtained from simulation of i.i.d. sequences. Details will be provided in Section 4.
Also, as mentioned in [16], one can improve the convergence and reduce the bias of C˜n,m(u) by re-centering the empirical
copula in the following way
C¨n,m(u) = 1√nm
nm
i=1
1{e˜i,n ≤ u1, . . . , e˜i+m−1,n ≤ um} −
m
j=1
⌊nuj⌋
n
,
where ⌊x⌋ represents the integer part of x. One also defines
C˜∗n,m(u) =
1√
nm
nm
i=1
1{e˜∗i,n ≤ u1, . . . , e˜∗i+m−1,n ≤ um} −
m
j=1
uj,
and
C¨∗n,m(u) =
1√
nm
nm
i=1
1{e˜∗i,n ≤ u1, . . . , e˜∗i+m−1,n ≤ um} −
m
j=1
⌊nuj⌋
n
,
where e˜∗i,n = r∗i /n and r∗i is the rank of e2i,n among e21,n, . . . , e2n,n. It is easy to verify that Theorem 3.4 implies that C¨n,m, C˜∗n,m
and C¨∗n,m converge to the same limit Cm.
4. Applications to goodness-of-fit and randomness tests
Goodness-of-fit and randomness tests are obtained by considering functional of the abovementioned processes. In what
follows, the section is divided into two parts: one dealing with goodness-of-fit tests and the other devoted to tests of
independence.
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4.1. Goodness-of-fit tests
To test the null hypothesis that states that the error distribution F is equal to a certain distribution F0 one can use the
process F˜n and if F0 is symmetric than one can use G˜n,m instead. To be specific define
Tn =

F˜n(t)2dF0(t) =
 1
0

1√
n
n
i=1

1{F0(ei,n) ≤ u} − u
2
du.
Setting G0(t) = F0(
√
t)− F0(−
√
t) for t ≥ 0 one then defines
T ∗n =

G˜n,1(t)2dG0(t) =
 1
0

1√
n
n
i=1

1{G0(e2i,n) ≤ u} − u
2
du
which can be simply represented by
T ∗n =
1
12n

n
i=1

r0i −
2i− 1
2n
2
+ 1

,
where r0i is the rank of G0(e
2
i,n) amongst G0(e
2
1,n), . . . ,G0(e
2
n,n). It follows from Corollary 3.2 that Tn converges weakly to
T =  K˜1(t)2dF0(t). Finding critical values for T is not that obvious since the covariance function of the process K˜1 is in
general not easy to handle. However, if the error distribution F0 is symmetric then Corollary 3.3 implies that T ∗n converges
weakly to T ∗ =  10 B(u)2duwhereB is the standard Brownian bridge. Tables for T ∗ arewidely available; see for instance [35].
Note that this test is equivalent to a classical goodness of fit test of a series of i.i.d. random variables. In particular, when the
error distribution is symmetric, one can take the series of squared residuals and apply to it any of the goodness-of-fit test
(Cramèr–von Mises or Kolmogorov Smirnov) the same way one would apply it to a series of i.i.d. random variables.
4.2. Tests of independence
As mentioned in Section 3, a distribution free test of the independence of the errors can be obtained using the processes
C¨n,m or C¨∗n,m. In particular, one could use the Cramèr–von Mises functional
T¨n,m =
 1
0
· · ·
 1
0
C¨n,m(u1, . . . , um)2du1 · · · um,
which can be computed as
T¨n,m = 1n
n
i=1
n
k=1
m
j=1

1− ri−1+j ∨ rk−1+j
n

− 1
2m−1
n
i=1
m
j=1

1+ ri+j−1
n2
− r
2
i+j−1
n2
− 1
n

+ n

n(n− 1)(2n− 1)
6n3
m
,
where ri is the rank of ei,n amongst e1,n, . . . , en,n and where ri ∨ rj = max(ri, rj). Note that for sake of simplifying notations
we defined rn+j = rj for j = 1, . . . ,m. Note that this simplifies notations and does not alter the asymptotic behavior of our
statistics. One also defines
T¨ ∗n,m =
 1
0
· · ·
 1
0
C¨∗n,m(u1, . . . , um)
2du1 · · · um,
= 1
n
n
i=1
n
k=1
m
j=1

1− r
∗
i−1+j ∨ r∗k−1+j
n

− 1
2m−1
n
i=1
m
j=1

1+ r
∗
i+j−1
n2
− (r
∗
i+j−1)2
n2
− 1
n

+ n

n(n− 1)(2n− 1)
6n3
m
.
By Theorem 3.4, T¨n,m and T¨ ∗n,m converge weakly to
Tm =
 1
0
· · ·
 1
0
Cm(u1, . . . , um)2du1 · · · dum,
whereCm is the sequential empirical copula process of a sequence of i.i.d. random variables. The asymptotic of T¨n,m and T¨ ∗n,m
can then be obtained from the simulation of T¨n,m and T¨ ∗n,m using a sequence of i.i.d. uniform random variables. Alternative
tests based on the copula process and their Möbius transform, developed in [17,16,15] could be used here. In particular
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Table 1
Empirical sizes (%) of T ∗n for α ∈ {0.75, 1.25, 1.75, 1.95}, φ1 ∈ {0.2, 0.5, 0.8}, n = 100 and n = 300, for a 5% significance test.
n φ1 α = 0.75 α = 1.25 α = 1.5 α = 1.75 α = 1.95
100
0.2 8.90 5.50 5.20 5.95 5.45
0.5 8.85 4.90 5.60 6.05 5.00
0.8 9.05 5.70 4.90 5.30 5.90
300
0.2 8.50 5.20 5.65 4.80 5.40
0.5 9.75 6.10 5.85 5.05 4.55
0.8 8.55 5.95 5.20 5.20 6.10
the serial rank correlation outlined in [17] will be used next to define nonparametric Portmanteau type statistics. First for
1 ≤ k ≤ m set
γˆk = 1√n
 1
0
 1
0
C¨n,m(u1, 1, . . . , 1, uk+1, 1, . . . , 1)du1duk+1
= 1
n

n
i=1
ri
n
ri+k−1
n
− n
2 + 1
2n

.
Then one can write the nonparametric Portmanteau statistics for any p ≥ 1 as
Qp = n
p
k=1
γˆ 2k .
One also defines γˆ ∗k andQ∗p in a similar waywith ri replaced by r
∗
i . Note that parametric Portmanteau statistics with squares
of residualswere studied in [30]. Using the continuousmapping theoremandproperties of theMöbius transformone verifies
that bothQp andQ∗p converge weakly to a chi-square distribution with p degrees of freedom.
5. Simulation study
In this section,we investigate the finite-sample properties of the proposed test statistics, in particular their exact level and
power. To do this, we performed two sets of Monte Carlo experiments which are summarized in the next two subsections.
5.1. Goodness-of-fit
The simulation study aims at verifying the finite sample properties of goodness-of-fit test. It considers the following
AR(1)model:
yt = φ0 + φ1yt−1 + ut , (5.1)
where the innovations sequence ut are i.i.d. symmetric α-stable with the scale parameter equal to one. For this model, series
of lengths n = 100 and n = 300 were generated with α = 0.75, 1.25, 1.75 and 1.95, φ0 = 0.2 and φ1 = 0.2, 0.5 and 0.8.
For the choice of α, Loretan and Kurz-Kim [28] mentioned that in practice, α is usually greater than 1.5. Nevertheless, we
considered the case of α < 1 to show that the proposed test performs well. The empirical size for each test was calculated
based on N = 104 simulation iterations. But, first the critical values for the statistics T ∗ are obtained using simulation
and using tables of Cramèr–von Mises statistics. For a 5% significance level, it was found that the critical values of T ∗ are
0.46188 for n = 100 and 0.46132 for n = 300. The asymptotic critical value is given in [35] and is equal to 0.46136.
Since model (5.1) has a nuisance parameter the least squares estimation will fail for α < 1. Indeed, all simulation results
presented in this manuscript were obtained using the robust M-estimation for the AR parameters; see [22,9]. Results on
the empirical level, for different values of α are presented in Table 1. It can be noticed that for both sample sizes, the level
is well approximated for all values of φ and for α greater than 1. For α < 1, the test seems to be liberal. Note that here α
is assumed known. In practice this is rarely the case. Estimation of α can be carried out by applying the quantile method
discussed in [29] or the maximum likelihood method outlined in [32] to the series of residuals. Table 2 provides the results
of a simulation study showing the behavior of these estimates when applied to the series of residuals. It shows in particular
that the estimates are consistent. The quantilemethod ismuch faster than themaximum likelihood. The study of other stable
distribution parameter estimation techniques, their asymptotic properties in the context of residuals and their applications
in goodness-of-fit test are beyond the scope of this paper and will be investigated in future work.
5.2. Tests of independence
For the independence tests, we consider the statistics defined in Section 4.2 and we will compare their behavior with
the Portmanteau statistics studied by Lin and McLeod [25] in context of ARMA with infinite variance innovations. First,
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Table 2
Estimates of α for n = 100 obtained using the maximum likelihood method
and the quantile method on the series of residuals. The table provides the
mean and between bracket the standard deviation of the estimates obtained
from 1000 Monte-Carlo simulations.
Method α
1.25 1.5
Maximum likelihood 1.286 1.511
(0.144) (0.170)
Quantile 1.235 1.462
(0.173) (0.184)
Table 3
The 95% quantiles for statistics T¨n,m and T¨ ⋆n,m form ∈ {2, 3, 4, 5, 6}, for n = 100 and n = 300, based on 100,000 replicates.
n m = 2 m = 3 m = 4 m = 5 m = 6
100 0.05828920 0.07490505 0.06141810 0.04108105 0.02422710
300 0.05803805 0.07631070 0.06398530 0.04403215 0.02670300
Table 4
Empirical sizes (%) of T¨n,m,Qm , T¨ ⋆n,m,Q
⋆
m,D(m) for α ∈ {0.75, 1.25, 1.75},m ∈ {2, 4, 6}, n = 100 and n = 300, for a 5% significance test.
α m n = 100 n = 300
T¨n,m Qm T¨ ⋆n,m Q
⋆
m D(m) T¨n,m Qm T¨
⋆
n,m Q
⋆
m D(m)
0.75
2 4.66 4.29 5.21 4.96 0 4.84 4.74 5.38 4.71 0
4 4.56 4.4 5.75 4.68 0 4.73 5.07 5.17 4.62 0
6 4.55 4.46 5.54 4.47 0 4.58 4.96 4.96 4.7 0
1.25
2 2.71 2.92 5.1 4.71 3.88 3.93 3.56 4.94 4.81 0.98
4 2.65 3.66 5.37 4.98 2.4 3.2 4.25 4.81 4.69 0.47
6 3.07 3.89 4.6 4.71 0.32 3.27 4.3 4.78 4.54 0.1
1.75
2 0.77 1.46 4.95 4.49 14.99 1.19 2.3 5.25 4.5 1.6
4 0.7 2.52 5.06 4.66 6.04 0.81 2.9 5.27 4.88 0.21
6 1.3 2.71 4.7 4.9 17.46 1.43 3.32 4.82 4.92 0.54
Table 3 provides the critical values, obtained from the simulation of an i.i.d. uniform (0, 1) sequence, for the statistics T¨n,m
for 2 ≤ m ≤ 6 and for a 5% significance level. Note that under the independence hypothesis T¨n,m and T¨ ∗n,m have the same
asymptotic distribution.
The statistics used in [25] are the classical Box–Pierce statistics (see [4]) and the Portmanteau statistics of Peňa and
Rodriguez [34] denoted respectively by QBP(m) and D(m). Lin and McLeod [25] concluded that the statistics D(m) is in
general more powerful thanQBP(m), therefore we will only focus on the comparison withD(m) in our simulation. For the
power studywe adopted the samemodels used by Peňa and Rodriguez [34] and Lin andMcLeod [25]. The list of thesemodels
is given in Table 5.
The level of the test was verified by generating and fitting model (5.1). The results of 10,000 simulation replicates are
shown in Table 4. It shows, in particular, that tests based on the squared residuals keep their level better than tests based
on the residuals. Tests based on the residuals have the correct level for small values of α but they become more and more
conservative as α approaches 2. This could be explained by the fact that in the finite variance case the limit of the empirical
copula process based on residuals is not Cm and has an extra term that depends on the estimated parameters; see for
instance [20] or [19]. This could also be seen in the proof of Theorem 3.1where one sees that termswhich are asymptotically
negligible tend to zero at slower rateswhenα gets closer to 2. Note also that tests based on squared residuals have the correct
level even for sample sizes (n = 100). For the statisticsD(m) the results confirm the finding of Lin and McLeod [25] where
it was shown that there is a big difference between empirical and theoretical levels even for quite large sample sizes. As a
solution, Lin and McLeod [25] proposed the use of a parametric bootstrap procedure for the test which is computationally
heavy.
For the power study, data from the twelve models listed in Table 5 were generated and were fitted with an AR(1)model.
The test statistics outlined above are then applied to the series of residuals. The results of 10,000 simulation iterations are
shown in Tables 6–8 for sample size n = 100 and forα = 0.75, 1.25 and 1.75. Since Lin andMcLeod [25], in their simulation,
discussed only the case α > 1, no comparison with D(m) is provided for α = 0.75. The tables show that in general the
power decreases as m gets larger. They also show that the nonparametric tests seem to be more powerful than D(m) for
small values of α. For the nonparametric tests, it seems thatQm generally outperforms T¨n,m, T¨ ⋆n,m andQ
⋆
m. As α approaches
2 the statisticsD(m) becomes more powerful and outperformsQm.
C. Bouhaddioui, K. Ghoudi / Journal of Multivariate Analysis 107 (2012) 319–335 325
Table 5
Models used in the power study.
Model Parameters
MA(1) θ1 = −0.5
MA(1) θ1 = −0.8
MA(2) θ1 = −0.6, θ2 = 0.3
AR(2) φ1 = 0.1, φ2 = 0.3
AR(2) φ1 = 1.3, φ2 = −0.35
ARMA(1, 1) φ1 = 0.7, θ1 = −0.4
ARMA(1, 1) φ1 = 0.7, θ1 = −0.9
ARMA(1, 2) φ1 = 0.7, θ1 = −0.6, θ2 = 0.3
ARMA(1, 2) φ1 = 0.7, θ1 = 0.7, θ2 = −0.15
ARMA(2, 1) φ1 = 0.7, φ2 = 0.2, θ1 = 0.5
ARMA(2, 1) φ1 = 0.7, φ2 = 0.2, θ2 = −0.5
ARMA(2, 2) φ1 = 0.9, φ2 = −0.4, θ1 = 1.2, θ2 = −0.3
Table 6
Empirical of power of T¨n,m,Qm, T¨ ⋆n,m,Q
⋆
m for α = 0.75,m ∈ {2, 4, 6}, n = 100 based on 10000 simulation iterations.
Model α = 0.75,m = 2 α = 0.75,m = 4 α = 0.75,m = 6
T¨m Qm T¨
⋆
m Q
⋆
m T¨m Qm T¨
⋆
m Q
⋆
m T¨m Qm T¨
⋆
m Q
⋆
m
1 2.3 88.5 15.0 61.6 36.9 80.0 38.0 49.9 16.9 71.4 40.9 42.2
2 3.1 95.6 42.7 86.9 54.3 92.3 78.4 81.6 27.8 86.3 76.9 74.0
3 24.9 56.9 25.9 29.1 24.6 78.4 47.0 41.6 3.6 73.0 51.3 37.1
4 39.4 99.7 40.9 95.6 88.6 99.2 81.9 91.4 90.9 98.6 83.2 88.2
5 100.0 100.0 99.6 98.2 99.8 99.9 97.9 96.4 98.7 99.8 94.7 94.5
6 46.0 83.4 73.3 83.0 80.2 89.9 84.8 81.2 84.2 86.9 84.0 78.4
7 90.7 83.1 81.2 92.0 86.3 77.9 92.7 91.1 80.8 73.8 92.8 88.7
8 61.1 94.1 44.8 73.7 93.9 95.2 79.7 70.8 94.1 93.5 80.0 66.0
9 64.7 82.6 99.8 99.1 26.2 63.6 99.0 97.3 19.9 52.6 94.5 94.9
10 38.2 37.4 95.9 88.6 23.1 26.7 90.7 81.1 19.4 22.7 82.3 75.7
11 86.7 98.8 97.6 96.9 55.9 99.9 98.9 94.8 42.8 99.7 97.7 92.3
12 100.0 100.0 97.8 92.5 97.3 100.0 99.9 97.0 19.5 100.0 99.7 96.0
Table 7
Empirical of power of T¨n,m,Qm, T¨ ⋆n,m,Q
⋆
m,D(m) for α = 1.25,m ∈ {2, 4, 6}, n = 100 based on 10000 simulation iterations.
Model α = 1.25,m = 2 α = 1.25,m = 4 α = 1.25,m = 6
T¨m Qm T¨
⋆
m Q
⋆
m D(m) T¨m Qm T¨
⋆
m Q
⋆
m D(m) T¨m Qm T¨
⋆
m Q
⋆
m D(m)
1 2.7 63.0 7.9 16.6 33.8 28.8 49.4 14.5 12.8 21.0 12.9 41.8 16.8 11.5 2.4
2 5.1 92.9 28.5 47.3 96.4 64.9 86.3 52.1 38.2 95.9 37.2 76.6 51.3 32.8 67.1
3 10.9 18.7 5.8 5.8 9.2 9.1 40.9 9.9 8.0 7.9 4.4 34.6 12.4 7.5 1.4
4 9.0 89.3 12.2 41.8 67.1 47.6 82.5 25.0 32.9 43.5 59.5 76.9 28.8 28.4 4.7
5 98.9 97.9 64.5 52.2 96.8 95.1 95.6 56.3 42.8 91.5 86.6 92.9 49.2 37.2 30.0
6 6.7 29.6 13.4 17.5 6.9 21.2 34.7 19.6 16.4 4.5 33.1 30.6 21.4 14.9 0.7
7 24.9 21.9 18.2 26.8 7.5 22.1 19.2 30.1 25.7 6.8 19.6 17.2 32.3 23.1 0.8
8 13.3 57.5 9.0 15.6 11.4 59.7 60.0 18.7 13.3 10.5 66.8 54.4 22.1 11.7 1.3
9 82.6 96.6 78.5 67.2 99.1 34.2 87.3 75.9 56.8 98.7 21.0 76.8 66.1 49.7 96.6
10 55.0 60.0 32.4 24.6 87.6 29.4 42.9 31.1 19.1 60.8 22.6 36.1 28.6 16.8 5.9
11 45.2 90.0 47.6 51.4 87.9 34.8 96.8 62.6 44.8 86.8 47.7 96.0 63.6 40.6 56.0
12 100 100.0 78.4 66.0 99.9 85.7 100.0 92.2 68.6 99.8 13.4 100.0 89.6 63.5 99.4
Table 8
Empirical of power of T¨n,m,Qm, T¨ ⋆n,m,Q
⋆
m,D(m) for α = 1.75,m ∈ {2, 4, 6}, n = 100 based on 10000 simulation iterations.
Model α = 1.75,m = 2 α = 1.75,m = 4 α = 1.75,m = 6
T¨m Qm T¨
⋆
m Q
⋆
m D(m) T¨m Qm T¨
⋆
m Q
⋆
m D(m) T¨m Qm T¨
⋆
m Q
⋆
m D(m)
1 2.1 41.2 5.7 6.0 81.4 24.8 30.0 6.2 5.7 62.0 9.5 24.4 7.4 5.6 79.2
2 10.1 89.9 8.8 12.5 99.7 76.9 81.0 16.0 10.1 99.4 52.0 70.4 18.1 8.7 99.8
3 5.1 8.0 4.8 4.3 37.7 5.9 21.2 5.3 4.8 29.6 4.7 17.7 6.1 4.6 50.8
4 1.6 65.5 7.4 11.2 88.3 20.2 53.8 7.7 9.2 75.5 34.5 46.7 9.2 8.2 86.8
5 90.8 88.4 16.0 13.2 99.2 82.4 79.6 16.0 10.8 95.8 69.3 73.7 15.9 9.8 97.6
6 1.3 10.3 5.9 5.6 30.4 2.9 10.4 6.5 5.6 17.2 9.8 9.7 6.7 5.3 34.5
7 1.7 10.2 5.9 6.5 41.0 5.2 11.0 6.8 6.1 29.0 4.4 9.9 7.4 5.6 58.7
8 1.7 25.7 5.7 6.0 51.0 28.7 29.0 5.9 5.3 38.1 39.9 24.1 6.7 5.4 60.3
9 85.1 98.6 20.7 17.1 99.9 27.2 93.8 27.1 13.3 99.9 11.8 86.3 26.4 12.1 99.9
10 52.9 55.1 7.3 6.3 96.5 28.8 37.6 8.5 6.0 87.0 21.7 30.5 9.7 5.7 93.0
11 23.3 70.2 8.7 11.1 93.0 12.1 81.4 13.7 9.6 91.8 37.5 80.3 16.9 8.8 96.8
12 99.9 100.0 34.3 28.5 100.0 58.9 100.0 55.5 26.9 100.0 4.5 100.0 55.0 24.2 100.0
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6. Proofs
The process K˜n,m is written as
K˜n,m(t) = Kn,m(t)+ βn,m(t) = Bn,m(F(t1), . . . , F(tm))+ βn,m(t)
where
βn,m(t) =
1√
nm
nm
i=1

m
j=1
1{ei+j−1,n ≤ tj} −
m
j=1
1{εi+j−1 ≤ tj}

.
The weak convergence of Bn,m, the serial empirical process of a sequence of i.i.d. random variables, is easy to establish (see
for instance [13] or [18]). Therefore most of the proof resides in establishing the limiting behavior of βn,m. One notes that
the process βn,m can be written as
βn,m(t) =

A⊂I, Card(A)≥1
βAn,m(t)
where I = {1, . . . ,m} and
βAn,m(t) =
1√
nm
nm
i=1

j∈A

1{ei+j−1,n ≤ tj} − 1{εi+j−1 ≤ tj}
 
j∈I\A
1{εi+j−1 ≤ tj}.
To establish the asymptotic of βn,m it will be shown that β
A
n,m is negligible for any A ⊂ I with Card(A) ≥ 2 and that if
A = {j} then βAn,m(t) is asymptotically equivalent to Φˆ0f (tj)

k≠j F(tk). The detailed statements are given in the next two
propositions.
Proposition 6.1. If Assumptions (A.1)–(A.4) are satisfied then supt∈Rm
βAn,m(t) converges to zero in probability for any subset
A ⊂ I for which Card(A) ≥ 2.
Proposition 6.2. Let j ∈ I, if Assumptions (A.1)–(A.4) are satisfied then
sup
t∈Rm
β{j}n,m(t)− Φˆ0f (tj)
k≠j
F(tk)

converges to zero in probability.
The proof of these statements shall be given after recalling some useful results and introducing some simplifying notations.
First, recall that Cline [7] showed that if F satisfies (A.1) and (A.2) then
lim
x→∞
P{|X1| > x}
P{|ε1| > x} =
∞
j=0
|cj|α, (6.1)
and
lim
n→∞ nP{|X1| > anx} =
∞
j=0
|cj|αx−α for all x > 0. (6.2)
Next, for any Φ = (Φ0,Φ1, . . . ,Φp) ∈ Rp+1 define Γi(Φ) = Φ0√n +
p
ℓ=1
ΦℓXi−ℓ
a˜n
. Define Γ¯i = 1√n +
p
ℓ=1
|Xi−ℓ|
a˜n
and for any
u = (u1, . . . , um) ∈ [0, 1]m, and any δ ∈ R, let κ jn,m(u,Φ, δ) = γ jn,m(u,Φ, δ) − Rjn,m(u,Φ, δ) = 1√nm
nm
i=1 κ
j
i,n,m(u,Φ, δ)
where κ ji,n,m(u,Φ, δ) = γ ji,n,m(u,Φ, δ) − Rji,n,m(u,Φ, δ), and where γ jn,m(u,Φ, δ) =
nm
i=1 γ
j
i,n,m(u,Φ, δ)/
√
nm, and
Rjn,m(u,Φ, δ) =nmi=1 Rji,n,m(u,Φ, δ)/√nm with
γ
j
i,n,m(u,Φ, δ) =

1

εi+j−1 ≤ F−1(uj)+ Γi+j−1(Φ)+ δΓ¯i+j−1
− 1 εi+j−1 ≤ F−1(uj)
×
m
k=1,k≠j
1{εi+k−1 ≤ F−1(uk)},
and
Rji,n,m(u,Φ, δ) =

F

F−1(uj)+ Γi+j−1(Φ)+ δΓ¯i+j−1
− uj j−1
k=1
1{εi+k−1 ≤ F−1(uk)}
m
k=j+1
(uk).
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Observe that β{j}n,m(t) = γ jn,m(u, Φˆ, 0) with uk = F(tk) for 1 ≤ k ≤ m. In an analogous way one defines κ j+n,m(u,Φ, δ) =nm
i=1 κ
j+
i,n,m(u,Φ, δ)/
√
nm and κ
j−
n,m(u,Φ, δ) = nmi=1 κ j−i,n,m(u,Φ, δ)/√nm, where κ j+i,n,m(u,Φ, δ) = γ j+i,n,m(u,Φ, δ) − Rj+i,n,m
(u,Φ, δ), and κ j−i,n,m(u,Φ, δ) = γ j−i,n,m(u,Φ, δ)− Rj−i,n,m(u,Φ, δ), with
γ
j+
i,n,m(u,Φ, δ) = 1

F−1(uj) ≤ εi+j−1 ≤ F−1(uj)+max

0,Γi+j−1(Φ)+ δΓ¯i+j−1
 m
k=1,k≠j
1{εi+k−1 ≤ F−1(uk)},
γ
j−
i,n,m(u,Φ, δ) = −1

F−1(uj)+min

0,Γi+j−1(Φ)+ δΓ¯i+j−1
 ≤ εi+j−1 ≤ F−1(uj) m
k=1,k≠j
1{εi+k−1 ≤ F−1(uk)},
Rj+i,n,m(u,Φ, δ) =

F

F−1(uj)+max(0,Γi+j−1(Φ)+ δΓ¯i+j−1)
− uj j−1
k=1
1{εi+k−1 ≤ F−1(uk)}
m
k=j+1
(uk)
and
Rj−i,n,m(u,Φ, δ) = −

uj − F

F−1(uj)+min(0,Γi+j−1(Φ)+ δΓ¯i+j−1)
 j−1
k=1
1{εi+k−1 ≤ F−1(uk)}
m
k=j+1
(uk).
To complete notations one introduces γ j+n,m(u,Φ, δ) = nmi=1 γ j+i,n,m(u,Φ, δ)/√nm, γ j−n,m(u,Φ, δ) = nmi=1 γ j−i,n,m(u,Φ, δ)/√
nm, and in a similar way R
j+
n,m(u,Φ, δ) =nmi=1 Rj+i,n,m(u,Φ, δ)/√nm and Rj−n,m(u,Φ, δ) =nmi=1 Rj−i,n,m(u,Φ, δ)/√nm.
The proof of Propositions 6.1 and 6.2 shall be provided after establishing a series of technical lemmas.
Lemma 6.3. If the distribution F satisfies Assumptions (A.1) and (A.2) then
1. 1a˜n
√
n
n
i=1 |Xi| converges to zero in probability,
2. 1√n
n
i=1 Γ¯i = 1+ op(1),
3.
n
i=1 Γ¯
2
i 1{Γ¯i ≤ ζn} ≤ 2+op(1) for any sequence of positive numbers (ζn) satisfying limn→∞ 1ζn√n +nζ 2−αn a˜−αn L(ζna˜n) = 0,
and
4. 1√n
n
i=1 1{Γ¯i > ζn} converges to zero in probability for any sequence of positive numbers (ζn) satisfying limn→∞ 1ζn√n +
n
1
2α +c
ζn a˜n
= 0 for some c > 0.
Remark 6.4. It is worth noting that statement (4) in the above lemma applies to the case ζn = ζ > 0 and that both
statements (3) and (4) apply if ζn = n−ρ for 0 < ρ < min(1/2, (2α)−1).
Proof. Let bn = annδ where 0 < δ < 1/2. One writesni=1 |Xi|/(a˜n√n) = An1 + An2 where An1 = ni=1 |Xi|1{|Xi| ≤ bn}/
(a˜n
√
n) and An2 = ni=1 |Xi|1{|Xi| > bn}/(a˜n√n). It follows from the stationarity of the sequence of Xi’s that E|An1| =√
nE{|X1|1{|X1| ≤ bn}}/a˜n. Now for 0 < α < 1 one writes
E|An1| = nP{|X1| > an}E{|X1|1{|X1| ≤ bn}}bnP{|X1| > bn}
P{|X1| > bn}
P{|X1| > an}
bn
a˜n
√
n
.
It is easy to see that the first term in the above right-hand-side converges to
∞
j=0 |cj|α < ∞ by (6.2) and (A.4), while the
second term converges to α/(1 − α) by Karamata’s Theorem (Feller [14, p. 283]). The third term is bounded by 1 since
bn > an and the last term goes to zero by the choice of bn. Therefore E|An1| converges to zero and hence An1 converges to
zero in probability.
For α = 1, it follows from Karamata’s Theorem that E{|X1|1{|X1| ≤ x}} is a slowly varying function, therefore for any
η > 0
E|An1| = E{|X1|1{|X1| ≤ bn}}bηn
√
n bηn
a˜n
.
The first term in the above right-hand-side goes to zero for any η > 0 and the second term also goes to zero for
0 < η < (2− α)/(2+ 2αδ). This implies that E|An1| converges to zero and An1 converges to zero in probability.
For 1 < α < 2, E{|X1|} <∞ and hence E|An1| ≤ √n E{|X1|}/a˜n which goes to zero since√n /a˜n → 0 as a˜n is regularly
varying with index 1/α ∈ (1/2, 1).
To complete the proof of this first statement of the lemma observe that for any η > 0 one has P{|An2| > η} ≤
P{∪ni=1{|Xi| > bn}} ≤ nP{|X1| > bn}. But it follows from the definition of bn that for any M > 0 there exists n0 such
that for n > n0 one has bn > Man that is nP{|X1| > bn} ≤ nP{|X1| > Man} and hence by (6.2), limn→∞ nP{|X1| > bn} ≤
M−α
∞
j=0 |cj|α for anyM > 0. This yields limn→∞ nP{|X1| > bn} = 0 and An2 converges to zero in probability.
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To show statement (2) on the lemma, it suffices to see that 1√n
n
i=1 Γ¯i = 1 + 1√n a˜n
n
i=1
p
ℓ=1 |Xi−ℓ| and that
1√
n a˜n
n
i=1
p
ℓ=1 |Xi−ℓ| ≤ p√n a˜n
n
i=1 |Xi| = op(1) by statement (1) of the lemma.
For statement (3) note that
n
i=1
Γ¯ 2i 1{Γ¯i ≤ ζn} ≤
n
i=1
2
n
+ 2

p
ℓ=1
|Xi−ℓ|
a˜n
2 I{Γ¯i ≤ ζn}
≤ 2+ 2p
a˜2n
n
i=1
p
ℓ=1
|Xi−ℓ|21{Γ¯i ≤ ζn}.
By the condition on ζn one verifies that for n large enough 1/
√
n < ζn/2 hence |Xi−ℓ|21{Γ¯i ≤ ζn} ≤ |Xi−ℓ|21{|Xi−ℓ| ≤
ζna˜n/2}. Therefore
E

2p
a˜2n
n
i=1
p
ℓ=1
|Xi−ℓ|21{Γ¯i ≤ ζn}

≤ 2p
2n
a˜2n
E
|X1|21{|X1| ≤ ζna˜n/2}
which by Assumption (A.1), Eq. (6.1) and Karamata’s Theorem is equivalent to 2α−1p2α
∞
j=0 |cj|αnζ 2−αn a˜−αn L(ζna˜n)/(2−α)
which goes to zero by hypothesis. One then concludes that 2p
a˜2n
n
i=1
p
ℓ=1 |Xi−ℓ|21{Γ¯i ≤ ζn} converges in probability to zero.
To prove statement (4), recall that for n large enough 1/
√
n < ζn/2 hence 1{Γ¯i > ζn} ≤ 1
p
ℓ=1 |Xi−ℓ| > ζn a˜n2

≤p
ℓ=1 1

|Xi−ℓ| > ζn a˜n2p

. Therefore E
n
i=1 1{Γ¯i > ζn}/
√
n
 ≤ p√n P |X1| > ζn a˜n2p which by (A.1) and (6.1) has the same
limit as (2p)α
∞
j=0 |cj|α
√
n (ζna˜n)−αL(ζna˜n). Direct algebraic manipulations show that
√
n (ζna˜n)−αL(ζna˜n) = n−αc2

ζna˜n
n
1
2α+c
−α−α2c
1+2αc 
(ζna˜n)
−α2c
1+2αc L(ζna˜n)

which goes to zero as n goes to infinity since by the conditions on the sequence (ζn) each of the three terms in the above
right-hand-side goes to zero. This implies that
√
n P

|X1| > ζn a˜n2p

goes to zero and completes the proof. 
Lemma 6.5. If ∆n converges to zero and if F satisfies (A.3) then
sup
x,y:|F(x)−F(y)|≤∆n
|f (x)− f (y)|
converges to zero.
Proof. It will be shown first that limx→±∞ f (x) = 0. We shall give the proof for x→+∞, the case x→−∞ being similar
and is therefore omitted. We will proceed by contradiction. Assume that the there exists η > 0 and sequence xn → +∞
such that f (xn) > η. The uniform continuity of f implies that there exists a δ > 0 such that |f (x)− f (xn)| ≤ η/2 and hence
f (x) ≥ η/2 for all n and all x ∈ (xn − δ, xn + δ). Next, note that xn →+∞ implies that 1− F(xn) converges to zero, that is,
there exists n0 such that for n > n0 one has 1− F(xn) ≤ ηδ/4. But 1− F(xn) ≥
 xn+δ
xn
f (t)dt ≥ ηδ/2 which contradicts the
above and proves that limx→+∞ f (x) = 0.
To prove the lemma we will also proceed by contradiction and assume that there exists η > 0 and sequences xn and yn
for which |F(xn)−F(yn)| ≤ ∆n and |f (xn)− f (yn)| > η hold for all n > 1.We first show that the sequences xn and yn must be
bounded. In fact if both sequences are going to infinity then a contradiction is clear since |f (xn)− f (yn)| ≤ |f (xn)| + |f (yn)|
goes to zero by the above argument. If one sequence is going to infinity and the other one is bounded, then without loss of
generality wemay assume that xn is an unbounded sequence while yn is a bounded sequence. One can extract subsequences
(xnm) and (ynm) such that xnm → ∞ and ynm → y0 for some limit point y0. The continuity of f and |f (xn) − f (yn)| > η
imply that f (y0) ≥ η. Also the continuity of F and |F(xn) − F(yn)| ≤ ∆n imply that F(y0) = 1 or F(y0) = 0 depending on
whether xnm → +∞ or xnm → −∞. Next the uniform continuity of f implies that there exists δ > 0 such that f (t) > η/2
for all t ∈ (y0 − δ, y0 + δ). We show that this contradicts the fact that F(y0) = 1 or F(y0) = 0. If F(y0) = 1 then there is
a contradiction because 0 = 1 − F(y0) =
∞
y0
f (t)dt ≥  y0+δy0 f (t)dt ≥ ηδ/2. If F(y0) = 0 then the contradiction is seen
because 0 = F(y0) =
 y0
−∞ f (t)dt ≥
 y0
y0−δ f (t)dt ≥ ηδ/2. To complete the proof it just remains to show that the case of both
(xn) and (yn) bounded also implies a contradiction. To this end assume that both sequences are bounded, that is there exists
subsequences (xnm , ynm) → (x0, y0) for some limit point (x0, y0). The same arguments as before imply that F(x0) = F(y0)
and |f (x0)−f (y0)| > η. One immediately sees that x0 ≠ y0, and can,without loss of generality, assume that x0 < y0. Observe
that the continuity of the density f and |f (x0) − f (y0)| > η imply that there exist a < b such that (a, b) ⊂ (x0, y0) and
f (t) > η/2 for all t ∈ (a, b). But a contradiction follows since 0 = F(y0)−F(x0) =
 y0
x0
f (t)dt ≥  ba f (t)dt ≥ η(b−a)/2. 
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Lemma 6.6. Let (∆n) be a sequence of positive numbers going to zero as n goes to infinity and let B j(∆n) = {(u, v) ∈ [0, 1]m
× [0, 1]m : |uj − vj| ≤ ∆n and uk = vk for all k ≠ j}. If Assumptions (A.1)–(A.4) are satisfied then
sup
(u,v)∈Bj(∆n)
|Rj+n,m(u,Φ, δ)− Rj+n,m(v,Φ, δ)|
and
sup
(u,v)∈Bj(∆n)
|Rj−n,m(u,Φ, δ)− Rj−n,m(v,Φ, δ)|
converges to zero in probability as n goes to infinity.
Proof. The proofs for Rj+n,m and Rj−n,m are quite similar, therefore only the proof for Rj+n,m shall be given. First set xj = F−1(uj)
and x∗j = F−1(vj) and let ζn = n−ρ for some 0 < ρ < 1/4. Observe that sequence ζn satisfies the conditions of Lemma 6.3
and note that for all ∥Φ∥ ≤ B and for all |δ| ≤ δ0, |Rj+n,m(u,Φ, δ)− Rj+n,m(v,Φ, δ)| is bounded by
1√
n
n
i=1
F xj +max(0,Γi+j−1(Φ)+ δΓ¯i+j−1)− F(xj)+ F(x∗j )
− F x∗j +max(0,Γi+j−1(Φ)+ δΓ¯i+j−1) 1 (B+ δ0)Γ¯i+j−1 ≤ ζn+ 1√n
n
i=1
1

(B+ δ0)Γ¯i+j−1 > ζn

.
The second term in the above goes to zero in probability by statement (4) of Lemma 6.3, while applying the Mean Value
Theorem shows that the first term is bounded by
B+ δ0√
n
n
i=1
Γ¯i+j−1|f (x˜j)− f (x˜∗j )|1

(B+ δ0)Γ¯i+j−1 ≤ ζn

where x˜j ∈ [xj, xj + 0 ∨ (Γi+j−1(Φ) + δΓ¯i+j−1)] and x˜∗j ∈ [x∗j , x∗j + 0 ∨ (Γi+j−1(Φ) + δΓ¯i+j−1)] and where a ∨ b denotes
max(a, b). Using the triangular inequality, one bounds the above term by
B+ δ0√
n
n
i=1
Γ¯i+j−1
|f (x˜j)− f (xj)| + |f (x˜∗j )− f (x∗j )| + |f (xj)− f (x∗j )|1 (B+ δ0)Γ¯i+j−1 ≤ ζn .
Direct computations show that the sup of the above quantity over the setB j(∆n) is less or equal to2 sup
|x−y|≤ζn
|f (x)− f (y)| + sup
x,y
|F(x)−F(y)|≤∆n
|f (x)− f (y)|
 B+ δ0√
n
n
i=1
Γ¯i+j−1.
The proof is then complete upon calling on the uniform continuity of f , Lemmas 6.5 and 6.3. 
Lemma 6.7. Let B¯ j(η) = {(u, v) ∈ [0, 1]m×[0, 1]m : uj = vj and |uk− vk| ≤ η for all k ≠ j}. If Assumptions (A.1)–(A.4) are
satisfied then
sup
(u,v)∈B¯j(η)
|Rj+n,m(u,Φ, δ)− Rj+n,m(v,Φ, δ)|
and
sup
(u,v)∈B¯j(η)
|Rj−n,m(u,Φ, δ)− Rj−n,m(v,Φ, δ)|
converges to zero in probability as η goes to zero.
Proof. Again, only the proof for Rj+n,m shall be given. It will be shown that the convergence is uniform for all ∥Φ∥ ≤ B and
|δ| ≤ δ0. Recall that uj = vj and observe that
|Rj+n,m(u,Φ, δ)− Rj+n,m(v,Φ, δ)| =
1√
nm
 nm
i=1

F{F−1(uj)+max(0,Γi+j−1(Φ)+ δΓ¯i+j−1)} − uj

×

m
k=j+1
uk
j−1
k=1
1{εi+k−1 ≤ F−1(uk)} −
m
k=j+1
vk
j−1
k=1
1{εi+k−1 ≤ F−1(vk)}

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≤ 1√
nm
nm
i=1
F{F−1(uj)+max(0,Γi+j−1(Φ)+ δΓ¯i+j−1)} − uj
×
 m
k=j+1
uk
j−1
k=1
1{εi+k−1 ≤ F−1(uk)} −
m
k=j+1
vk
j−1
k=1
1{εi+k−1 ≤ F−1(vk)}
 .
Since F is uniformly continuous and admits a bounded density one easily verifies that |Rj+n,m(u,Φ, δ) − Rj+n,m(v,Φ, δ)| ≤
(A1 + A2)√n/nm where
A1 = 1√n
n
i=1
1{Γ¯i > ζn}
and
A2 = ∥f ∥(B+ δ0)√n
nm
i=1
Γ¯i+j−1


m
k=j+1
uk −
m
k=j+1
vk

j−1
k=1
1{F(εi+k−1) ≤ uk}
+
m
k=j+1
vk

j−1
k=1
1{F(εi+k−1) ≤ uk} −
j−1
k=1
1{F(εi+k−1) ≤ vk}
 1{Γ¯i+j−1 ≤ ζn},
with ζn = n−ρ for 0 < ρ < 1/4. By Lemma 6.3, the term A1 goes to zero in probability, the proof will then follow if one
shows that A2 goes to zero in probability. This is achieved by first letting C = ∥f ∥(B+ δ0) and noting that
A2 ≤ C√n
 m
k=j+1
uk −
m
k=j+1
vk
 nn
i=1
Γ¯i+j−1 + C√n
nm
i=1
Γ¯i+j−11{Γ¯i+j−1 ≤ ζn}
×

j−1
k=1
1{F(εi+k−1) ≤ uk ∨ vk} −
j−1
k=1
1{F(εi+k−1) ≤ uk ∧ vk}

≤ mηC√
n
n
i=1
Γ¯i + C√n

n
i=1
Γ¯ 2i 1{Γ¯i ≤ ζn}
 1
2
×

nm
i=1

j−1
k=1
1{F(εi+k−1) ≤ uk ∨ vk} −
j−1
k=1
1{F(εi+k−1) ≤ uk ∧ vk}
 1
2
.
Upon calling on Lemma 6.3 one bounds the above by
mηC(1+ op(1))+ C(2+ op(1))
2∥Fn,m − Fm∥ 12 +

j−1
k=1
uk ∨ vk −
j−1
k=1
uk ∧ vk
1/2
which is smaller or equal to mηC(1 + op(1)) + C(2 + op(1))√mη + 2C(2 + op(1))∥Fn,m − Fm∥ 12 . By the adaptation of
Glivenko–Cantelli Theorem, the latter goes to zero in probability as n goes to infinity and η goes to zero. 
Lemma 6.8. If Assumptions (A.1)–(A.4) are satisfied then, for any compact subset D of Rp+1 and any δ0 > 0,
sup
|δ|≤δ0
sup
u∈[0,1]m
sup
Φ∈D
|κ j+n,m(u,Φ, δ)|
and
sup
|δ|≤δ0
sup
u∈[0,1]m
sup
Φ∈D
|κ j−n,m(u,Φ, δ)|
converge to zero in probability.
Proof. The two terms being quite similar, therefore only the proof for κ j+n,m is presented. First, for η > 0 and let D1, . . . ,DK
be a finite cover of D with diameter smaller than η and centers denoted Φ1, . . . ,ΦK respectively. Let also δ˜1, . . . , δ˜M be a
partition of [−δ0, δ0]with mesh between η and 2η. Note thatΦ ∈ D implies thatΦ ∈ Dk for some 1 ≤ k ≤ K and |δ| ≤ δ0
implies that δ˜r < δ ≤ δ˜r+1 for some 1 ≤ r ≤ M−1. Set δ˜0 = −δ0−η and δ˜M+1 = δ0+η it then follows from the definition
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of κ j+n,m that
κ j+n,m(u,Φ, δ) ≥ κ j+n,m(u,Φk, δ˜r−1)− Rj+n,m(u,Φk, δ˜r+2)+ Rj+n,m(u,Φk, δ˜r−1)
κ j+n,m(u,Φ, δ) ≤ κ j+n,m(u,Φk, δ˜r+2)+ Rj+n,m(u,Φk, δ˜r+2)− Rj+n,m(u,Φk, δ˜r−1).
It is quite easy to verify that, for any u ∈ [0, 1]m and anyΦ ,
|Rj+n,m(u,Φ, δ˜r+2)− Rj+n,m(u,Φ, δ˜r−1)| ≤ 6η∥f ∥
1√
nm
n
i=1
Γ¯i
which by Lemma 6.3 and (A.3) goes to zero in probability when η goes to zero. Therefore the result will be proven if one
shows that supu∈[0,1]m |κ j+n,m(u,Φ, δ)| converges to zero in probability for any fixed Φ ∈ D and any finite δ. To achieve this,
choose (Kn) as a sequence of positive integers satisfying limn→∞
√
n /Kn + Kn/n1−ρ = 0, for some 0 < ρ < 1/2, and let
∆n = 1/Kn. Choose 0 = b0 < b1 < · · · < bKn = 1 to be a partition of [0, 1] with mesh less or equal to ∆n. Let K be a
positive integer and set ak = k/K for k = 0, 1, . . . , K note that a0, a1, . . . , aK form a partition of [0, 1]. One sees that for
any u ∈ (0, 1)m there exists 0 ≤ rj ≤ Kn− 1 such brj < uj ≤ brj+1 and 0 ≤ rk ≤ K − 1 such ark < uk ≤ ark+1 for 1 ≤ k ≤ m.
Note that the partition b0, . . . , bKn will only be used for the jth component while the partition a0, . . . , aK will be used for
the rest of the components. Setting
u+ = (ar1+1, . . . , arj−1+1, brj+1, arj+1+1, . . . , arm+1),
u∗+ = (ar1+1, . . . , arj−1+1, brj , arj+1+1, . . . , arm+1),
u− = (ar1 , . . . , arj−1 , brj , arj+1 , . . . , arm),
and
u∗− = (ar1 , . . . , arj−1 , brj+1, arj+1 , . . . , arm),
one obtains
γ
j+
i,n,m(u,Φ, δ) ≤ γ j+i,n,m(u+,Φ, δ)+ 1{brj ≤ ui+j−1 ≤ brj+1}
m
k=1
k≠j
1{ui+k−1 ≤ ark+1},
γ
j+
i,n,m(u,Φ, δ) ≥ γ j+i,n,m(u−,Φ, δ)− 1{brj ≤ ui+j−1 ≤ brj+1}
m
k=1
k≠j
1{ui+k−1 ≤ ark},
Rj+i,n,m(u,Φ, δ) ≤ Rj+i,n,m(u+,Φ, δ)+ {brj+1 − brj}
j−1
k=1
1{ui+k−1 ≤ ark+1}
m
k=j+1
ark+1,
and
Rj+i,n,m(u,Φ, δ) ≥ Rj+i,n,m(u−,Φ, δ)− {brj+1 − brj}
j−1
k=1
1{ui+k−1 ≤ ark}
m
k=j+1
ark .
Combining these facts, one easily obtains κ j+n,m(u,Φ, δ) ≥ κ j+n,m(u−,Φ, δ)−(Rj+n,m(u+,Φ, δ)−Rj+n,m(u−,Φ, δ))−(Bn,m(u∗−)−
Bn,m(u−))− 2∆n√n and κ j+n,m(u,Φ, δ) ≤ κ j+n,m(u+,Φ, δ)+ (Rj+n,m(u+,Φ, δ)− Rj+n,m(u−,Φ, δ))+ (Bn,m(u+)−Bn,m(u∗+))+
2∆n
√
n , hence |κ j+n,m(u,Φ, δ)| is less or equal to
|κ j+n,m(u+,Φ, δ)| + |κ j+n,m(u−,Φ, δ)| + |Rj+n,m(u+,Φ, δ)− Rj+n,m(u−,Φ, δ)|
+ |Bn,m(u+)− Bn,mn(u∗+)| + |Bn,m(u∗−)− Bn,m(u−)| + 2∆n
√
n .
The term 2∆n
√
n = 2√n /Kn converges to zero by the choice of Kn. Since ∥u+ − u∗+∥ and ∥u∗− − u−∥ are smaller than
∆n which goes to zero, then supu∈[0,1]m |Bn,m(u+) − Bn,m(u∗+)| and supu∈[0,1]m |Bn,m(u∗−) − Bn,m(u−)| both converge to
zero in probability by the tightness of the empirical process Bn,m. While, by the triangular inequality, |Rj+n,m(u+,Φ, δ) −
Rj+n,m(u−,Φ, δ)| ≤ |Rj+n,m(u+,Φ, δ)−Rj+n,m(u∗+,Φ, δ)|+ |Rj+n,m(u∗+,Φ, δ)−Rj+n,m(u−,Φ, δ)|. It follows from Lemmas 6.6 and
6.7 that supu∈[0,1]m |Rj+n,m(u+,Φ, δ) − Rj+n,m(u−,Φ, δ)| goes to zero in probability as η goes to zero. The proof will then be
complete if one shows that
max
0≤rj≤Kn
max
0≤rk≤K ;k≠j
|κ j+n,m(u−,Φ, δ)|
converges to zero in probability.
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Let ϵ be an arbitrary positive number and note that
P

max
0≤rj≤Kn
max
0≤rk≤K ;k≠j
|κ j+n,m(u−,Φ, δ)| > ϵ

≤ KnKm−1 max
0≤rj≤Kn
max
0≤rk≤K ;k≠j
P
|κ j+n,m(u−,Φ, δ)| > ϵ .
Now for h ∈ {1, 2, . . . ,m} define
κ j+,hn,m (u,Φ, δ) =
1√
nm
⌊n/m⌋
k=1
κ
j+
(k−1)m+h,n,m(u,Φ, δ).
Since |κ j+i,n,m(u,Φ, δ)| ≤ 1, one verifies that |κ j+n,m(u,Φ, δ) −
m
h=1 κ
j+,h
n,m (u,Φ, δ)| ≤ m/√nm ≤ ϵ/2 for n large enough. It
follows that P

|κ j+n,m(u−,Φ, δ)| > ϵ

≤mh=1 P |κ j+,hn,m (u−,Φ, δ)| > ϵ/(2m). For each h ∈ {1, 2, . . . ,m} one notices that
κ
j+,h
n,m (u−,Φ, δ) is a sum of martingale differences with respect to the filtration F j,hk = σ {ε0, ε1, . . . , εkm+h+j−2}. Applying
Rosenthal’s inequality (Hall and Heyde [21]) shows that there exists a constant C such that
P
|κ j+,hn,m (u−,Φ, δ)| > ϵ ≤ Cn2mϵ4
⌊n/m⌋
k=1
E

κ
j+
(k−1)∗m+h,n,m(u
−,Φ, δ)
4
+ C
n2mϵ4
E
⌊n/m⌋
k=1
E

κ
j+
(k−1)∗m+h,n,m(u
−,Φ, δ)
2 F hk−1
2
.
Since |κ j+,hn,m (u,Φ, δ)| ≤ 1 the first term in the above inequality is bounded Cnmη4 . For the second term observe that
E
⌊n/m⌋
k=1
E

κ
j+
(k−1)∗m+h,n,m(u
−,Φ, δ)
2 F hk−1
2
= E
⌊n/m⌋
k=1
Rj+(k−1)∗m+h,n,m(u
−,Φ, δ)(1− Rj+(k−1)∗m+h,n,m(u−,Φ, δ))
2
≤ E
⌊n/m⌋
k=1
Rj+(k−1)∗m+h,n,m(u
−,Φ, δ)
2
≤ E
⌊n/m⌋
k=1
F

F−1(uj)+max

0,Γ(k−1)∗m+h+j−1(Φ)+ δΓ¯(k−1)∗m+h+j−1
− uj2
≤ E
⌊n/m⌋
k=1
F

F−1(uj)+ BΓ¯(k−1)∗m+h+j−1
− uj2 ,
where B = ∥Φ∥ + |δ|. One can easily check that the above is bounded by the sum of
2E
⌊n/m⌋
k=1

F

F−1(uj)+ BΓ¯(k−1)∗m+h+j−1
− uj1max
1≤ℓ≤p
|X(k−1)∗m+h+j−1−ℓ| ≤ an
2
(6.3)
and
2E
⌊n/m⌋
k=1

F

F−1(uj)+ BΓ¯(k−1)∗m+h+j−1
− uj1max
1≤ℓ≤p
|X(k−1)∗m+h+j−1−ℓ| > an
2
. (6.4)
Applying the Mean Value Theorem shows that (6.3) is bounded by
∥f ∥2B2
4n+ 4E  n
i=1
p
l=1
|Xi−l|
a˜n
1{|Xi−l| ≤ an}
2
which is also bounded by
∥f ∥2B2

4n+ 4n2p2E
 |X1|2
a˜2n
1{|X1| ≤ an}

.
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Simple computations show that (6.4) is bounded
2E

n
i=1
1{max
1≤l≤p
|Xi−l| > an}
2
≤ 2n2pP{|X1| > an}.
By assumptions, (6.2) and Feller [14, (Theorem2 p. 283)], one has both nP{|X1| > an} and nE
 |X1|2
a2n
1{|X1| ≤ an}

converge
to finite limits. Combining these facts yields
P

max
0≤rj≤Kn
max
0≤rk≤K ;k≠j
|κ j+n,m(u−,Φ, δ)| > ϵ

≤ C2KnK
m−1
nϵ4

1+ a
2
n
a˜2n

for some constant C2. The above converges to zero for any ϵ > 0 by the choice of Kn and the fact that an/a˜n is a slowly varying
function of n. 
Lemma 6.9. If Assumptions (A.1)–(A.4) are satisfied then for any compact set D ⊂ Rp+1,
sup
Φ∈D
sup
u∈[0,1]m
Rjn,m(u,Φ, 0)− Φ0f (F−1(uj)) m
k=1;k≠j
uk

converges to zero in probability.
Proof. One first writes
sup
Φ∈D
sup
u∈[0,1]m
Rjn,m(u,Φ, 0)− Φ0f (F−1(uj)) m
k=1;k≠j
uk

≤ sup
Φ∈D
sup
u∈[0,1]m
Rjn,m(u,Φ, 0)− Rjn,m(u,Φ∗, 0)+ sup
Φ∈D
sup
u∈[0,1]m
Rjn,m(u,Φ∗, 0)− Φ0f (F−1(uj)) m
k=1;k≠j
uk

whereΦ∗ = (Φ0, 0, . . . , 0). Applying the Mean Value Theorem one sees thatRjn,m(u,Φ∗, 0)− Φ0f (F−1(uj)) m
k=1;k≠j
uk

≤
|Φ0|f (F−1(uj))
m
k=j+1
uk
nm
 nm
i=1

j−1
k=1
1{εi+k−1 ≤ F−1(uk)} −
j−1
k=1
uk
+ |Φ0| f (ξ)− f (F−1(uj))
where ξ ∈ [F−1(uj), F−1(uj)+ Φ0/√n ]. Straightforward computations yield
sup
Φ∈D
sup
u∈[0,1]m
Rjn,m(u,Φ∗, 0)− Φ0f (F−1(uj)) m
k=1;k≠j
uk
 ≤ B∥f ∥ supt∈Rm |Fn,m(t)− Fm(t)| + B sup|x−y|≤B/√n |f (x)− f (y)|
where B = supΦ∈D ∥Φ∥. The above goes to zero by the uniform continuity of f and an adaptation of the Glivenko–Cantelli
Lemma. To complete the proof note that
sup
Φ∈D
sup
u∈[0,1]m
Rjn,m(u,Φ, 0)− Rjn,m(u,Φ∗, 0) ≤ B∥f ∥ 1√nm
nm
i=1
p
ℓ=1
|Xi+j−1−ℓ|
a˜n
≤ Bp∥f ∥
√
n√
nm
1√
n a˜n
n
i=1
|Xi|
which goes in probability to zero by Lemma 6.3 and the fact thatm is finite. 
6.1. Proof of Proposition 6.1
The proof follows similar arguments to those used in [19]. First define
γ An,m(u,Φ, δ) =
1√
n
n
i=1

j∈A

1{εi+j−1 ≤ F−1(uj)+ Γi+j−1(Φ)+ δΓ¯i+j−1}
− 1{εi+j−1 ≤ F−1(uj)}

j∈Ac
1{εi+j−1 ≤ F−1(uj)}
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and observe that βAn,m(t) = γ An,m(u, Φˆ, 0) where uk = F−1(tk) for 1 ≤ k ≤ m. Since Φˆ is tight, to prove Proposition 6.1 it
suffices to show that
sup
Φ∈D
sup
u∈[0,1]m
γ An,m(u,Φ, 0)
converges to zero in probability for any compact subset D ⊂ Rp+1. To do so assume that D is a compact subset of Rp+1 and
set B = supΦ∈D ∥Φ∥. Let ζ be a positive number and note that |γ An,m(u,Φ, 0)| ≤ S1 + S2 where
S1 =
 1√n
n
i=1

j∈A

1{εi+j−1 ≤ F−1(uj)+ Γi+j−1(Φ)}
− 1{εi+j−1 ≤ F−1(uj)}

j∈Ac
1{εi+j−1 ≤ F−1(uj)}1

max
1≤j≤m
Γ¯i+j−1 ≤ ζB

and S2 = 1√n
n
i=1 1{max1≤j≤m Γ¯i+j−1 > ζB }. One verifies that the term S2 ≤
m
j=1
1√
n
n
i=1 1{Γ¯i+j−1 > ζB } and hence
converges to zero in probability for any ζ > 0 by Lemma 6.3. To consider S1 note that since Card(A) ≥ 2 there exist j, j0 ∈ A
such that 1 ≤ j < j0 ≤ m. Recall that Γk(Φ) ≤ BΓ¯k for anyΦ ∈ D and observe that
S1 ≤ 1√n
n
i=1
1{F−1(uj) < εi+j−1 ≤ F−1(uj)+ BΓ¯i+j−1}1{F−1(uj0)− ζ < εi+j0−1 ≤ F−1(uj0)+ ζ }
×

k∈A\{j,j0}
1{εi+k−1 ≤ F−1(uk)+ ζ }

k∈Ac
1{εi+k−1 ≤ F−1(uk)}
+ 1√
n
n
i=1
1{F−1(uj)− BΓ¯i+j−1 < εi+j−1 ≤ F−1(uj)}1{F−1(uj0)− ζ < εi+j0−1 ≤ F−1(uj0)+ ζ }
×

k∈A\{j,j0}
1{εi+k−1 ≤ F−1(uk)+ ζ }

k∈Ac
1{εi+k−1 ≤ F−1(uk)}.
The right-hand-side of the above is equal to γ j+n,m(uζ , 0, B)− γ j+n,m(u∗ζ , 0, B)− γ j−n,m(uζ , 0,−B)+ γ j−n,m(u∗ζ , 0,−B)where uζ
is such that uζk = F(F−1(uk) + ζ ) for k ∈ A \ {j} and uζk = uk otherwise and u∗ζ is such that u∗ζk = uζk for all k ≠ j0 and
u∗ζj0 = F(F−1(uj0)− ζ ). Adding and subtracting Rj+n,m or Rj−n,m as needed one obtains S1 ≤ |κ j+n,m(uζ , 0, B)|+ |κ j+n,m(u∗ζ , 0, B)|+
|κ j−n,m(uζ , 0,−B)| + |κ j−n,m(u∗ζ , 0,−B)| + |Rj+n,m(uζ , 0, B)− Rj+n,m(u∗ζ , 0, B)| + |Rj−n,m(uζ , 0,−B)− Rj−n,m(u∗ζ , 0,−B)|. Next note
that uζ and u∗ζ only differ in their j0th component and that |uζj0 − u∗ζj0 | ≤ 2∥f ∥ζ . Since ζ can be made arbitrarily small,
calling on Lemmas 6.7 and 6.8 completes the proof. 
6.2. Proof of Proposition 6.2
As noted earlier β{j}n,m(t) = γ jn,m(u, Φˆ, 0) = κ jn,m(u, Φˆ, 0) + Rjn,m(u, Φˆ, 0) for u = (u1, . . . , um) with uk = F(tk) for
1 ≤ k ≤ m. It follows from Lemma 6.8 and the tightness of (Φˆ) that supu∈[0,1]m |κ jn,m(u, Φˆ, 0)| converges to zero in
probability. To complete the proof note that the tightness of (Φˆ) and Lemma 6.9 imply that supu∈[0,1]m |Rjn,m(u, Φˆ, 0) −
Φˆ0f (F−1(uj))

k≠j uk| converges to zero in probability and hence supt∈Rm |β{j}n,m(t) − Φˆ0f (tj)

k≠j F(tk)| converges to zero
in probability. 
6.3. Proof of Theorem 3.1
By definition K˜n,m(t) = Bn,m(F(t1), . . . , F(tm))+βn,m(t). Since βn,m(t) =
m
j=1 β
{j}
n,m(t)+

A⊂I;Card(A)>1 β
A
n,m(t), it follows
from Propositions 6.2 and 6.1 that supt∈Rm |βn,m(t) −
m
j=1 Φˆ0f (tj)

k≠j F(tk)| converges to zero in probability. Therefore
K˜n,m(t) is asymptotically equivalent to Bn,m(F(t1), . . . , F(tm))+mj=1 Φˆ0f (tj)k≠j F(tk)which, by assumptions, converges
weakly to the process Bm(F(t1), . . . , F(tm))+mj=1 Z0f (tj)k≠j F(tk). 
6.4. Proof of Theorem 3.4
Let F˜−1n (u) = inf{t ∈ R : F˜n(t) ≥ u} for 0 < u < 1 and note that |[F{F˜−1n (u)} − u] + [F˜n{F˜−1n (u)} − F{F˜−1n (u)}]| =
|F˜n{F˜−1n (u)}−u| ≤ 1/n. Next, by definitionCn,m(u1, . . . , um) is equal to K˜n,m(F˜−1n (u1), . . . , F˜−1n (um))+
√
nm[mi=1 F{F˜−1n (ui)}
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−mi=1 ui]. Direct algebraic manipulations show that
sup
u∈[0,1]m
√
nm
 m
i=1
F{F˜−1n (ui)} −
m
i=1
ui −
m
j=1

F{F˜−1n (uj)} − F˜n{F˜−1n (uj)}

i≠j
ui

converges to zero in probability. Using the above and Theorem 3.1, one concludes that Cn,m(u1, . . . , um) converges to
K˜m(F−1(u1), . . . , F−1(um))−
m
j=1
K˜m(F−1(uj),∞, . . . ,∞)

i≠j
ui
which simplifies to Bm(u1, . . . , um)−mj=1 Bm(uj, 1, . . . , 1)i≠j ui. 
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