In Liouville quantum gravity (or 2d-Gaussian multiplicative chaos) one seeks to define a measure µ h = e γh(z) dz where h is an instance of the Gaussian free field on a planar domain D. Since h is a distribution, not a function, one needs a regularization procedure to make this precise: for example, one may let h ε (z) be the average value of h on the circle of radius ε centered at z (or an analogous average defined using a bump function supported inside that circle) and then write µ h = lim ε→0 ε γ 2 2 e γh ε (z) dz. If φ :D → D is a conformal map, one can writeh = h • φ + Q log |φ ′ |, where Q = 2/γ + γ/2. The measure µ˜h onD is then a.s. equivalent to the pullback via φ −1 of the measure µ h on D. Interestingly, although this a.s. holds for each given φ , nobody has ever proved that it a.s. holds simultaneously for all possible φ . We will prove that this is indeed the case. This is conceptually important because one frequently defines a quantum surface to be an equivalence class of pairs (D, h) (where pairs such as the (D, h) and (D,h) above are considered equivalent) and it is useful to know that the set of pairs (D, µ h ) obtained from the set of pairs (D, h) in an equivalence class is itself an equivalence class with respect to the usual measure pullback relation.
Introduction
In dimension d, a Gaussian multiplicative chaos is a random measure on a domain D ⊂ R d that can be formally written as µ(dx) = e γh(x)− γ 2 on Gaussian multiplicative chaos and the relatively recent developments, we refer the reader to the survey [RV14] and the references therein.
In this article, we will focus on the Liouville quantum gravity measure, which is a special case of the Gaussian multiplicative chaos where d = 2 and h is the Gaussian free field (see Remark 2.5 for the choice of σ (dx)). Note that the Gaussian free field is not defined pointwise, but is almost surely a distribution. One needs a regularization procedure to make (1.1) precise.
The first approach is to apply Kahane's theory ( [Kah85] ). Roughly speaking, since the covariance kernel of the Gaussian free field is σ -positive, there is a sequence of continuous Gaussian processes (X n ) n with independent increments X n+1 − X n such that the covariance kernels of X n converge to the covariance kernel of h. Basic martingale theory implies that it is almost surely the case that the random measures µ n (dz) := e γX n (z)− γ 2 2 EX 2 n (z) σ (dz)
converge weakly to a random measure µ. In [Kah85] , a uniqueness result was also proved: the law of the limiting measure µ does not depend on the sequence (X n ) n . Moreover, Kahane showed that the limiting measure µ is non-degenerate if and only if γ < 2. Note that Kahane's theory only ensures equality in law, i.e., it does not show that there is almost surely a unique way to produce a measure µ h from a given instance h of the GFF. The second approach is to apply convolution techniques. Given an instance h of the Gaussian free field, we consider the convolution of h with a mollifier f . Suppose that f : R 2 → R ≥0 is a radially symmetric bump function compactly supported on B 1 (0) with
where dz is the Lebesgue measure on R 2 .
For 0 < ε < 1, let
and h * f ε (z) := (h, f ε (z − ·)).
Consider the family of random measures µ ε := e γh * f ε (z)− γ 2 2 E|h * f ε (z)| 2 σ (dz).
(1.
2)
It was established in [RV10] thatμ ε converge in law in the space of Radon measures (equipped with the topology of weak convergence) towards a random measure as ε → 0. Note that in this case the approximating Gaussian fields h * f ε (z) and the corresponding measuresμ ε are all a.s. determined by h. The convergence in probability and convergence in L p of the random measures as ε → 0 were studied in [Sha16, JS15, Ber15] . It is known that (see e.g., [Sha16, Theorem 26] ) the random measures µ ε converge in probability to a limiting measure µ and the random measure µ does not depend on the choice of the mollifier f . In [DS11a] , the authors set f to be the uniform measure on the unit circle instead of a smooth function and proved the almost sure convergence of (1.2). To be concrete, let D be a bounded simply connected domain in R 2 , and h an instance of the zero boundary Gaussian free field (GFF) on D.
Denote by h ε (z) the average value of h on the circle of radius ε centered at z (see Section 2.1 for a quick overview).
Fix γ ∈ [0, 2), and writeh ε (z) := γh ε (z) + γ 2 2 log ε.
3)
The Liouville quantum gravity measure on D is the weak limit as ε → 0 of the measures µ ε := eh ε (z) dz. In [DS11a] , the authors showed that the limiting measure a.s. exists as ε → 0 along negative powers of 2, which we denote by µ = µ h = e γh(z) dz. There is in fact a significant technical difficulty in extending from a.s. convergence along negative powers of 2 to a.s. convergence when ε is not restricted to negative powers of 2. Overcoming that difficulty requires a much deeper understanding of the continuity properties of the map z → h ε (z), and this is the first part of what will be accomplished in the current paper:
Theorem 1.1. Fix γ ∈ [0, 2) and define D, h, µ ε , µ as above. Then it is almost surely the case that as ε → 0, the measures µ ε converge weakly in D to µ.
Next we consider the convolution of the GFF with a mollifier f and the associated random measuresμ ε as defined in (1.2). We will show that the same result as in Theorem 1.1 holds forμ ε as well: 
Finally we study the transformation of the quantum measures under conformal maps. We say that φ :D → D is a conformal map if φ is analytic, one to one, and onto. Let 
where Q = 2/γ + γ/2. Then it is almost surely the case that µ h is the image under φ of µ˜h φ . That is, we have
for each Borel set A ⊂ D. In other words, for each given conformal map φ ∈ Λ, the field-measure correspondence ρ as defined in (1.4) a.s. commutes with φ (see Figure 1 .1). We will establish the fact that the transformation rule a.s. holds simultaneously for all φ ∈ Λ:
Then it is almost surely the case that for all φ ∈ Λ, the measures µ˜h φ withh φ as in (1.6) are well-defined and the transformation rule (1.7) holds simultaneously for all φ ∈ Λ.
Theorem 1.4 implies that the quantum area measure can be established in a completely parameterization independent way. Like Theorem 1.1, this result requires a deep and highly novel exploration of the properties of h ε (z) and of the corresponding measures. The proof combines general facts about distributions with some results about the extrema of Gaussian process. This work is subtle and technical. But we feel it is also quite important, as it puts the basic Liouville quantum gravity equivalence relationship (involved in the very definition of quantum surface in [DS11a] and many other papers) on a much more solid and satisfying foundation.
This article is organized as follows. In Section 2 we will provide some background on the GFF, jointly Gaussian random variables and conformal maps. The proofs of the theorems are contained in Section 3. In Section 4, we will discuss the generalization to boundary measures.
Preliminaries

GFF and the circle average processes
In this section, we give a brief review of the construction of the GFF as well as some properties that will be important for us later. We refer the reader to [She07] for a detailed introduction.
Let D be a bounded simply connected domain in R 2 , and let H s (D) denote the the space of C ∞ real-valued functions compactly supported on D.
We let H(D) be the Hilbert space closure of H s (D) equipped with the Dirichlet inner product:
The GFF on D can be expressed as a random sum of the form h = ∑ n α n f n , where the f n are an orthonormal basis of H(D) and the α n are i. Integrating by parts implies that for ρ 1 , ρ 2 ∈ H s (D), we have One can also define the GFF with non-zero boundary conditions. Suppose that D has smooth boundary. If f : ∂ D → R is a function that is L 1 with respect to the harmonic measure on ∂ D viewed from some point in D, and F is its harmonic extension from ∂ D to D, then the law of a GFF on D with boundary condition f is given by h + F where h is a zero boundary GFF on D.
We record two important properties of the GFF in the following propositions. 
Suppose that h is an instance of the zero boundary GFF on D. Denote by h ε (z) the average value of h on the circle of radius ε centered at z. (For this definition, we assume that h is identically zero 
2. If B ε 1 (z 1 ) and B ε 2 (z 2 ) are disjoint and both contained in D, then 
Extrema of jointly Gaussian random variables
In this section, we recall some results about the fluctuation and tail bounds of Gaussian extrema, which we will make use of in the proof of Theorem 1.4. 
and for any r > 0, we have Recall that a centered random variable X is said to be sub-Gaussian if there exists a constant σ > 0 such that for any r > 0, we have
is sub-Gaussian. It is well known (see e.g., [Kah60] ) that sub-Gaussian random variables satisfy a Laplace transform condition: 
Combining this with (2.3) implies that when ε is small enough, we have Eeh
ε (z) = C(z, D) γ 2 2 .
de Branges's Theorem
In this section, we state de Branges's theorem which is significant in the proof of Theorem 1.4. 
be the set of schlicht functions. For any φ ∈ S, we consider the Taylor expansion at 0,
Then we have |a n | ≤ n for all n ≥ 2. Proof. It suffices to show that for any integer N ≥ 2 and n ∈ {1, 2, . . . , N − 1}, it is almost surely the case that the measures µ 2 − n N −k converge weakly in D to µ as k → ∞. We will use the same method as in [DS11a, Section 3.2]. It is easy to see that if for each dyadic square S compactly supported on D, the random variables µ 2 − n N −k (S) a.s. converge to µ(S) as k → ∞, then the desired result follows. Without loss of generality, we assume that S is the unit square [0, 1] 2 .
For y = (y 1 , y 2 ) ∈ (0, 1) 2 and k ≥ 1, let S y k be the discrete set of 2 2k points (a, b) ∈ S with the property that (
Assume that k is large enough such that dist(S, ∂ D) > 2 −k−1 . By the Markov property of the GFF and Proposition 2.4, we have that conditioned on the values of h 2 −k−1 (z) for z ∈ S y k , the random variables h 2 − n N −k−1 (z) are independent of one another and each is a Gaussian random variable with mean h 2 −k−1 (z) and variance n N log 2. Hence, given the values of
is a constant independent of k and z. And the unconditional expectation is 1
where the constant in ≍ is independent of k and y.
decays exponentially in k. The desired result thus follows from the Borel-Cantelli lemma and the almost sure convergence of µ 2 −k−1 (S) to µ(S) as k → ∞.
The case for √ 2 ≤ γ < 2 can be proved as in [DS11a, Section 3.2] by breaking the sum over z ∈ S y k into two parts. To be self-contained, we include the proof in this paper. Fix α ∈ (γ, 2γ). Let
We claim that EÃ k and EB k converge to 0 exponentially in k. By Proposition 2.4, the random variable h 2 −k−1 (z) is a centered Gaussian with variance
We also have
k , where the constant in is independent of k and y. Moreover, it follows from the argument before (3.1) that
where the constant in is independent of k and y. Note that for a given γ < 2, when α ∈ (γ, 2γ) is very close to γ, the exponent becomes close to 2 − γ 2 2 > 0. Therefore, we can choose α small enough to make the exponent positive. Therefore the Cauchy-Schwarz inequality and the triangle inequality imply that |EA 
From Proposition 2.4, it is easy to see that the value of C(N) is chosen so that if
we have
Therefore, by estimating E µ 2 −k/N (S) − µ k,N (S) 2 using the tower property of conditional expectation as in the proof of Lemma 3.1, it is easy to see that for each N, it is almost surely the case that the measures µ k,N converge weakly to µ as k → ∞. Similarly, we can prove that the same result holds for µ k,N . The monotone convergence theorem implies that both C(N) and C(N) converge to 1 as N → ∞. The desired result thus follows.
Proof of Theorem 1.2
We first recall the setup described in Section 1. Suppose that f : R 2 → R ≥0 is a radially symmetric bump function compactly supported on B 1 (0) with
We , 0) ). Then the convolution of the GFF with f ε becomes
If B ε (z) ⊂ D, it follows from (2.3) that h * f ε (z) is a Gaussian random variable with mean zero and variance
where
is a constant. Throughout the remainder of this article, we fix the bump function f and definẽ
It is easy to check that the definition ofμ ε as above coincides with the one given by (1.2).
Proof of Theorem 1.2. Note that if B ε (z) ⊂ D, we have
and
is a constant independent of ε and z. 
Therefore, as in the proof of Theorem 1.1, one can show that for each positive integer N, it is almost surely the case that the following two sequences of random measures
both converge weakly to µ as k → ∞.
It is easy to check that by the dominated convergence theorem, we have that bothC(N) and C
✿ (N)
converge to 1 as N → ∞. The desired result thus follows.
Using a similar argument, we are able to generalize Theorem 1.2 in such a way that in the definition of the approximating measures, the ε inh ε varies continuously with respect to the point z: In summary, to define the Liouville quantum gravity measure µ h = e γh(z) dz, we start by approximate the GFF h by the circle average process h ε (z). It is known that the approximating measure a.s. weakly converges to a limiting measure along the geometric progression ε k = 2 −k ([DS11a]). We thus define µ h the to be this limiting measure. In Theorem 1.1, we generalize the a.s. weak convergence of the approximating measure from along ε k to the situation where ε → 0 continuously. The measure µ h is also the a.s. limit if we approximate h by the convolution with some mollifier f (Theorem 1.2). Moreover, we will obtain µ h as the limiting measure even when the scale ε = ε(z) varies continuously with respect to z (Corollary 3.2).
Since h is almost surely a distribution on D, it is almost surely the case that
(h • φ ) * f ε (z)
Proof of Theorem 1.4
Now we can show that it is almost surely the case that the transformation rule (1.7) holds simultaneously for all φ ∈ Λ.
Proof of Theorem 1.4. For each φ ∈ Λ, in Corollary 3.2, we set g(z) = 1/|φ ′ (z)| and let ε converge to 0 along the sequence {2 −k , k ∈ N}. We thus obtain that µ h•φ +Q log |φ ′ | is a.s. the weak limit of
as k → ∞. It suffices to show that for each dyadic square S compactly supported on D, it is almost surely the case that as ε → 0 along negative powers of 2, we have
converge to µ h (S) uniformly over φ ∈ Λ, where C is as defined in (3.4). Once we are able to establish this, it follows immediately that it is almost surely the case that for all φ ∈ Λ, the measure µ h•φ +Q log |φ ′ | are well-defined and the transformation rule (1.7) holds simultaneously for all φ ∈ Λ.
Change of coordinates implies that
Note that when φ is the identity map on D, (3.5) becomesμ h ε (S). Therefore, Theorem 1.2 implies that the uniform convergence is equivalent to the fact that as ε → 0 along negative powers of 2, we have
and (e C ε)
almost surely. Without loss of generality, we assume that S is the unit square [0, 1] 2 . Suppose that ε = 2 −k−3 for some k ∈ N. For y ∈ (0, 1) 2 , define the set of points S y k as in the proof of Lemma 3.1. Let
and B y k := 2
In order to prove (3.6), it suffices to show that E A Note that
Assume that k is large enough such that dist(S, ∂ D) > 2 −k−1 . The Koebe 1/4 theorem implies that
Recall that ε = 2 −k−3 and thus the sets in {B 4ε (z), z ∈ S y k } are disjoint. By the Markov property of the GFF and Remark 2.2, we have that conditioned on the values of h 2 −k−1 (z) for z ∈ S y k , the random variables
are independent of one another and each has the conditional law as that of
where h z is an instance of the GFF on B 4ε (z), independent of h 2 −k−1 (z).
In the following, we will give an estimate of the second moment of (3.8). For the ease of notation we assume that z = 0 ∈ D, φ −1 (0) = 0 and dist(0, ∂ D) > 4ε. Then we have
and h * is an instance of the GFF on B 4 (0). The second equality follows from the fact that by considering
for each φ ∈ Λ and the radial symmetry of f , it suffices to take the supremum over φ ∈ Λ * . The third equality follows from the conformal invariance of the GFF.
For each φ ∈ Λ * , we define the function f
It is easy to see that f φ ε is a C ∞ real-valued function compactly supported on B 4 (0). We claim that m ε := E sup φ ∈Λ * (h * , f φ ε ) converges to 0 as ε → 0 and for any α > 0, we have
where the constant in only depends on α. We leave the proof of this claim to Lemma 3.4 and Lemma 3.5.
By Hölder's inequality and (3.11), we have the L 1 estimate:
where the constants in only depend on γ. Let
.
Then (3.12) implies that
where the constant in only depends on γ. By (3.11), (3.13) and Hölder's inequality, we can also obtain the L 2 estimate:
14)
where the constant in only depends on γ.
It is easy to check that C ε (z) has the same bound
where the constant in is uniform over z, and the above estimates hold when we replace 0 with any
to make the cross terms vanish in the estimate of E Â y k − B y k 2 . As in the proof of Lemma 3.1, by
Hölder's inequality and (3.14), we have
where the constants in are independent of k and y. When 0 ≤ γ < √ 2, combining (3.16) with (3.15) yields (3.6). The case for √ 2 ≤ γ < 2 can be proved by breaking the sum over z ∈ S y k into two parts as in the proof of Lemma 3.1. To be more precise, we defineS 
where the constant in only depends on α.
Proof. Let G(·, ·) be the Green's function for the Laplacian on B 4 (0) as defined in (2.1). For each φ ∈ Λ * it follows from (3.17) that
for some constant c > 0. Note that for a fixed ε, the set of the distorted bump functions f φ ε : φ ∈ Λ * is compact in the space of test functions on B 4 (0) with respect to the topology of uniform convergence of all derivatives. Since h * is almost surely a distribution on B 4 (0), we have sup φ ∈Λ * (h * , f φ ε ) < ∞ almost surely. By continuity, it is equal to the supremum taken over a countable dense subset. It thus follows from (3.20) and Proposition 2.6 that var sup
and for any r > 0, we have 
4 Generalization to boundary measures 
For z ∈ ∂ D, one can let h ε (z) be the average value of h on the semicircle of radius ε centered at z and contained in D (see [She07, Section 6 .1] for a proof that makes sense of this).
One may also consider the GFF h on D with mixed boundary conditions. That is, h has free boundary conditions on the linear component ∂ D, and zero boundary conditions on its complement ∂ D\∂ D (see the caption of Figure 4 .1 for the construction using a reflection principle). Let h ε (z) be the semicircle average of h. For z, z ′ ∈ ∂ D and small enough ε,
whereG z is a harmonic function on D satisfying certain boundary conditions. We remark thatG z depends continuously on z and (4.2) implies thatG Proof. We first consider the mixed boundary conditions. Fix γ ∈ [0, 2). Without loss of generality, we assume that I = [0, 1] ∂ D and it suffices to show that the random variables µ B ε (I) a.s. converge. For y ∈ (0, 1) and k ≥ 1, let S y k be the discrete set of 2 k points a ∈ I with the property that 2 k a − 2 k y ∈ Z.
Assume that k is large enough such that all the semicircles considered are contained in D. We will give an estimate of E A 
is a constant independent of k and z. Therefore, the unconditional expectation is where the constant in ≍ is independent of k and y. By Jensen's inequality and the Borel-Cantelli lemma, we have that as ε → 0 along negative powers of 2, the random variables µ ε (I) a.s. converge. The case for √ 2 ≤ γ < 2 can be proved using an argument similar to the proof of Lemma 3.1 by breaking the sum over z ∈ S y k into two parts. Therefore, we are able to define the quantum boundary measure µ B as the almost sure limit of µ B 2 −k as k → ∞. Using the above setup and the same argument as that in the proof of Lemma 3.1, it is easy to verify that for each integer N ≥ 1, the random measures µ B 2 −k/N a.s. converge to µ B as k → ∞.
In [She07, Section 6.2], it was shown that given a reference radius ε 0 , for 0 < ε < ε 0 , the Gaussian random variables h ε (z) − h ε 0 (z) is a standard Brownian motion B t independent of h ε 0 (z), where t = −2 log(ε/ε 0 ) . as in the proof of Theorem 1.1, we are able to show that as ε → 0, the random measures µ B ε converge to µ B , which completes the proof for the mixed boundary GFF.
The result for the free boundary GFF follows from Remark 4.1 and the result of the mixed boundary GFF.
An analogous transformation rule to (1.7) also holds for the quantum boundary measures: 
