Homeorhesis is a necessary feature of any living system. If a system does not perform homeorhesis, it is nonliving. The present work develops the sufficient conditions for the ODE model to describe homeorhesis and suggests the structure of the model. The proposed homeorhesis model is fairly general. It treats homeorhesis as piecewise homeostasis. The model can be specified in different ways depending on specific system and specific purposes of this analysis. An example of the specification is the PhasTraM model, the homeorhesis-aware nonlinear reaction-diffusion model for hyperplastic oncogeny in the previous works of the author. The qualitative agreement of the developed homeorhesis model with the living-system experimental results is noted. The work also shows that the basic mathematical models (such as the active-particle generalized kinetic theory) are substantially more important for the living-matter studies than in the case of nonliving matter. A few directions for future research are suggested as well.
Introduction
Advanced generalized-kinetic-theory (GKT) models for biological systems are developed for populations of active (or living) particles [1] - [5] . They are described with both the stochastic variables common in kinetic theory (such as the time, the particle random location and velocity) and the stochastic variables related to the internal state of an active particle. Evolution of this state represents biological, ecological, or social properties of the particle behavior. Paper [6] analyzes a number of the well-known statistical-mechanics approaches and shows that the active-particle GKT (APGKT) is the only treatment capable of modelling living systems. The significance of the notion of an active particle in kinetic models is given in work [2] . This notion draws attention to the features which distinguishes living matter from nonliving matter. They are discussed by many authors (e.g., [7] - [15] , [1] - [3] , [6] , [16] - [19] ). Note that book [11] considers many differences between living and nonliving matters, and the limitations of the modelling approaches developed for nonliving matter. A further insight in mathematics for living systems is presented in [20] . Work [6] mainly focuses on the comparison of a few theoretical mechanics treatments in terms of the key living-matter properties formulated in [15] .
One of the distinguishing features of living systems is homeorhesis. It is, loosely speaking, a peculiar qualitative and quantitative insensitivity of a living system to the exogenous signals acting on it. The notion of homeostasis was introduced by W. B. Cannon in 1926 who discussed the phenomenon in detail later [7] . Homeorhesis introduced by C. H. Waddington [8, p. 32 ] generalizes homeostasis and is well known in biology [8] , [9] , [12] . It is an inherent part of mathematical models for oncogeny (2.1) for which the following assumption holds. Vector is the internal state of the system, vector is the value of the -dependent exogenous signals acting on the system, and is the exogenous-signal -vector-function. The exogenous signals are characteristics of the surrounding of the system but are not its parts (cf., [6, Remark A.2] ). (The term 'exogenous' means 'coming from outside the system'.) As is mentioned in Section 1, the internal state represents biological, ecological, or social properties, depending on the system.
Function of is such that . The symbol ( ) denotes the set of the functions which have values in ( ) and are defined, uniformly bounded, and piecewise continuous (piecewise continuously differentiable) on .
For every fixed , every solution of ODE (2.1) is defined on . More specifically, for every and , this ODE with initial condition has the unique solution (obviously, piecewise continuously differentiable in ), and this solution is defined on . If ODE (2.1) has a solution which is determined solely by function , we denote it with .
A mode of the system under consideration is described with an appropriate individual solution of ODE (2.1). In order to be fully applicable, this description must be valid on any time interval in with no exception, including neighborhoods of points and . Since the state of the system is practically meaningful only if it is finite at any moment, no matter if the moment is within or beyond the mentioned neighborhoods, the system mode should be modelled with a solution which is uniformly bounded in on the entire time axis , i.e. with a solution in set (described in Assumption 2.1).
The previous treatment [6, Appendix] assumes that ODE (2.1) at any has the unique solution in . The present section formulates the corresponding sufficient conditions and does not involve the mentioned assumption. The formulation is based on a much weaker requirement, namely Assumption 2.3, preceded by Assumption 2.2, and is presented in Theorem 2.1. Note that solution takes a special part in the present work. This is indicated by the subsequent assumptions and theorems. For the sake of brevity, all of the expressions and statements below which include are assumed to hold for all with the exception of the cases when the other is explicitly noted. This is a linear matrix ODE for matrix . Assumption (2) allows to use solution in the limit case when . One can also make sure that matrix is applicable in this limit case. Indeed, assumption (1) indicates that the Cauchy matrix for ODE (2.11) is . The latter tends to zero when because of Remark 2.1. This proves assertion (1) .
Assertion (1) enables one to apply (2.4) in assumption (3) that, together with assumption (1) results in assertion (2) . Assertion (3) follows from notation (2.6) and the facts that:
• function is continuous in (see assumption (1)) • and all of the variables of function on the right-hand side of (2.6) are uniformly bounded in on that follows from relations and prescribed by assumption (1).
Let us prove assertion (4 Passing in (2.13) to the limit when , involving Remark 2.1 and assumption (4) in the resulting equality, and applying assertion (2), one obtains that the limit in assertion (4) is a solution of integral equation (2.5) . This, in view of assumption (5), implies both the uniqueness in assertion (4) and relation (2.7). This proves assertion (4) .
The inequality in assertion (5) follows from assumption (1) and assertion (3) . This inequality and the fact that (see assumption (1)) indicate that function is uniformly bounded on , i.e.
. This proves assertion (5). Assertion (5) implies that is a solution of ODE (2.1) in set . By virtue of Remark 2.1 (applicable because of assumption (1)), the mentioned solution is unique in and can be denoted with . The latter feature is expressed by means of (2.8). This proves assertion (6) and completes the proof of the theorem.
The analysis in [6, Appendix] and (2.1) as the unperturbed and perturbed equations, respectively. Theorem 2.1 assumes that (2.14) has the only solution which is uniformly bounded in time on the entire time axis and formulates the sufficient conditions for (2.1) to also have the unique uniformly bounded on solution. Allowing for the fact that both ODEs (2.14) and (2.1) are generally nonlinear, one can regard Theorem 2.1 as a result contributing to theory of globally bounded solutions of nonlinear dynamical systems. Theorem 2.1 is also the very one which assures the homeorhesis-enabling Theorem 3.1 (see below). Distinguishing features of these theorems are further discussed in Remark 3.3.
Also note that Theorem 2.1 does not require function in (2.1) to be differentiable in . This differentiability is not employed in the present work either.
Mathematical formulation of sufficient conditions for homeorhesis
The system under consideration may be nonliving or living. If it is living, its life span is always finite. Thus, the system can be living only on a finite time interval, say, where are the moments of the system birth and death, respectively, and are such that . The analysis in [6, Remark A.4] notes that the so-called steady-state approximation can be relevant to living systems in a number of cases. According to this approximation, the influence of the processes at neighborhoods of the finite moments and upon the behavior of the system on life interval is neglected, thereby allowing to consider the life interval in the limit cases when and , i.e. when the system is living on the entire time axis rather than on finite interval . The steady-state approximation is used in the rest of the present work. If hypothesis of Theorem 2.1 holds, then, for every , ODE (2.1) has the unique solution . As is discussed in [6, Appendix] , the actual mode of a living system is described with this solution, whereas the system creode is function where is interpreted as the socalled formative drive of the system. It presents the "most favored" value of the actual exogenous signal which is "designed" by the system itself. Value need not coincide with . Homeorhesis is the phenomenon associated with the dynamics of the actual mode of a living system and its creode. One can express homeorhesis in the following way [6, Appendix] In the particular case when creode is independent of , homeorhesis is known as homeostasis.
Remark 3.1. It is well-known (e.g., [8] , [9] ) that creode can not be -independent in biological systems. Examples of the corresponding experimental data can be found in [22] and [23, Fig. 1 .b]. It is also well documented (e.g., [13, the left column on p. 675]) that creodes of ecosystems are not -independent. Social systems are probably the most complex ones in living matter. There is no evidence either that creodes of these systems are independent of . Subsequently, homeostasis is nothing but an approximate interpretation of homeorhesis in the time intervals where the related creode can approximately be regarded as -independent.
The question is how the limit relation (3.1) can be assured in terms of Theorem 2. The above properties mean that vectors and are equal to each other if and only if , and, if the latter holds, each of the two vectors is, due to (3.2), independent of . The latter eliminates the influence of deviation upon , i.e. assures the insensitivity to . In this sense, one can term (3.2) the insensitivity values of . 6) and homeorhesis (3.1) hold. Proof. Assertion (1) follows from notation (3.3) and the facts that:
• function is continuous (see assumption (1) and the hypothesis of Theorem 2.1) • and all of the variables of function on the right-hand side of (3.3) are uniformly bounded in on that follows from relations and prescribed by assumption (1) and the hypothesis of Theorem 2.1.
The proof of assertion (2) follows from assumption (1) that enables one to use assertion (4) and assumption (5) because of assumptions (1)- (3), the second inequality in (2.3), and assertion (1). Applying assertion (1), one can easily check that, under condition (3.4) in assumption (3), inequality (3.7) is reduced to (3.6). Limit relation (3.1) results from (3.6). This proves assertion (2) and completes the proof of the theorem. Remark 3.3. Theorem 3.1 based on Theorem 2.1 may seem similar to the solutions-proximity theorems in stability under persistent perturbations and theory of asymptotic behavior of solutions of ODEs. However, the present theorem is substantially different from the corresponding results in the mentioned areas.
Indeed, stability under persistent perturbations deals with the property that solutions of the perturbed and unperturbed ODEs are sufficiently close to each other for all sufficiently large . But this theoretical approach does not analyze the asymptotic convergence of these solutions (cf., (3.1) and assertion (2) of Theorem 3.1).
The above asymptotic convergence is the focus of theory of asymptotic behavior of solutions of ODEs. However, this theory does not include convergence results in the case when the solutions of both the perturbed and unperturbed ODEs are uniformly bounded on the entire time axis.
In fact, asymptotic convergence of the solutions uniformly bounded in time is a topic in mathematics which has not been sufficiently studied yet. Theorem 3.1 contributes to this field. Theorem 3.1 substantially generalizes Theorem A.1 of [6] which considers only the time-limit case of inequality (3.5) and does not provide estimation (3.6). Theorem 3.1 also includes the special feature of function , namely, if the hypothesis of Theorem 3.1 is valid, then inequality (3.5) means that the convergence , (3.8) is the case, and this convergence is exponential in . This is the feature which distinguishes the formative-drive function from any other exogenous-signal function . The corollary below indicates the simplest example of and for which (3.8) is valid.
Corollary 3.1. Let the following assumptions be valid.
• Hypothesis of Theorem 3.1 holds.
• Vector exists and is finite. It is denoted with , i.e.
. (3.9)
• Equation (2.1) at every fixed has the unique equilibrium point. It is denoted with . • Equilibrium point is globally exponentially stable with the exponent which is shown in (3.5) and decays sufficiently slow, i.e. according to (3.4 ).
• Function is such that relation The results of Corollary 3.1 of Theorem 3.1 are further applied in Section 4.
Homeorhesis is piecewise homeostasis
It follows from the analyses in Theorems 2.1 and 3.1 that ODE (2.1) should be extended to a somewhat more general ODE, namely
where variable in represents the value of the -dependent formative drives and is the formative-drive vector-function. This extension explicitly notes the -dependence of solution (2.8) of integral equation (2.5) (see the statement of Theorem 2.1), thereby specifying the actual system mode and creode to and , respectively. The above extension enables one to use the term (3.10) (see also Theorem 3.1) in the ODE for the actual mode of the system, namely ODE (4.1). An equivalent form of (4.1) is where, in view of assumption (1) where is the value of the system mode representing the creode.
Remark 4.1.
In agreement with what is discussed and analyzed in Sections 2 and 3, we consider the system creode and the actual mode of the system as the corresponding vector entries of the solution of system (4.3), (4.1) which are unique in set . The solutions in are studied in Theorems 2.1 and 3.1.
The above relations do not include a model for . Moreover, inequality (3.11) follows from assumption (3) in (4.4) is not specified. Moreover, the fact that, when , tends to constant vector corresponds to homeostasis rather than to homeorhesis (cf., Remark 3.1). We eliminate these problems by determining with equality
where function is specified in Remark 4.1 and function is defined and piecewise constant (or discrete) in on the entire time axis , i.e. , , ,
.
The latter inequality means that set of the abscissae of the break points of function has no accumulation point. Scalars and vectors are determined by both functions and in (4.5). Since function generally depends not only on and but also on , it represents an endogenous signal. The property of the latter to be piecewise constant is an idealization of the fact that the endogenous signal usually varies much more rapidly than the entire system and, in particular, can pass from one constant value (e.g., ) to the subsequent one (e.g., ) almost instantaneously (in terms of the time scale of the system). Note that the concept of a discrete endogenous variable is well known in econometrics (e.g., [24] , [25] ), biomedicine (e.g., [26] , [27] ), and sociology (e.g., [28] ). Loosely speaking, discrete endogenous signal (4.5) is somewhat analogous to an electronic circuit which is called comparator and produces different levels of the discrete output variable depending on the time-dependent continuous input variables.
On any interval
, variable (see (4.5)) has a constant value (see (4.6)). Thus, the ODE model (4.1)-(4.7) treats homeorhesis as piecewise homeostasis. To what extent homeostasis at each interval is quantitatively pronounced depends on time parameters and (see (4.4)), as well as on how large the deviations of the actual exogenous signal from the formative drive are, and how strong the nonlinearity of function is. As is note in [6, Remark A.1], homeorhetic tendency of the actual mode of the system to the creode (e.g., (3.1)) indicates the creode trajectory as the "purpose" of the time evolution of the actual system mode, and thereby represents a component of the purposeful behavior of the system. This purpose is not invariable: its dynamics is described with the -dependence of the creode (cf., Remark 3.1). Model (4.1)-(4.7) endows this picture with new aspects. Indeed, as follows from (4.5) and (4.4), the endogenous signal sets the value (according to (4.6)), i.e. the purpose specific to the corresponding time interval, to which the formative drive tends (see (3.9)), thereby directing the actual mode in (4.1) to the creode (see Theorem 3.1 for the details).
Model (4.1)-(4.7) is developed within the steady-state approximation (see the second paragraph of Section 3). The key properties and components of the model are analyzed in Theorems 2.1 and 3.1, and Corollary 3.1. Model (4.1)-(4.7) is the main result of the present work.
Remark 4.2.
Living systems develop not only in time but also in space. The above temporal model describing homeorhesis can also be interpreted in terms of the space-time evolution if the model is regarded in an appropriate function Banach space rather than in Euclidean space. In this way, the proposed model can be incorporated into APGKT particles (see Section 1) to describe the variables of the particles which represent their activity.
If both the creode,
, and the formative-drive function can be estimated empirically, then model (4.1)-(4.7) can be substantially simplified, more specifically, reduced to a single ODE. Indeed, equation (4.1) is equivalent (cf., (2.12)) to .
(4.8)
The time behavior of the actual mode of the system, i.e. solution of (4.8) which is unique in , can be determined in the following way.
Let us assume that, at time point , the value of this solution, say, is available and (cf., (3.8), (3.9)) , . (4.9) In this case, the contribution of the second term on the right-hand side of (4. In general, matrix need not be explicitly determined by the integral in (4.8). It may result from one or another approximation which does not apply function in (4.8). Simplification (4.9)-(4.11) of model (4.1)-(4.7) is used in the PhasTraM nonlinear reaction-diffusion model for onco-geny and the corresponding computer simulation in works [16] , [17] , [6, the text on (A.12) and (A.13)], and [18] .
Some other aspects of the proposed model (4.1)-(4.7) are discussed in the next section. It also explains and stresses that mathematical modelling for continuous random evolutions are substantially more important in the living-matter science than in the sciences studying nonliving matter such as physics or chemistry.
Discussion
Homeorhesis is a necessary feature of any living system. This issues is still somewhat underestimated in modelling. For instance, the most common models in population dynamics, i.e. nonconstant timeperiodic solutions of autonomous ODEs, do not include homeorhesis and, thus, are inapplicable to living populations.
The analysis in Sections 2-4 results in a version of the sufficient conditions for homeorhesis and structure (4.1)-(4.7) for the corresponding ODE model. Since these conditions are sufficient rather than necessary, they present a hypothesis. It needs to be verified. As is shown below, certain qualitative aspects of the proposed model agree with experimentally obtained behaviors of living systems.
The proposed model (4.1)-(4.7) which includes homeorhesis can be reduced to an autonomous ODE in a very particular case. Firstly, one skips the model relations (4.2)-(4.7) and, secondly, replaces with an appropriate time-independent vector, for instance, (see (3.9)). As a result, ODE (4.1) is simplified to . This equation is autonomous if and only if is independent of . However, if it is autonomous, it, according to the present approach, can not have solutions which are nonconstant periodic in (see Remark 2.2). In other words, the time behavior of any system performing homeorhesis, including any living system, can not be nonconstant periodic in . This purely theoretical result is confirmed by numerous experimental data, for instance, the data of works in medical research on heart, one of the examples of an autonomous living subsystem. To mention a few, we note [29, the left column on p. 208], [23, the right column on p. 282], [30] . The experimental results in this area are not accounted in recent theoretical works which still attribute the time-periodicity to living populations (e.g., [31] ).
Moreover, it has been proven by experiments that, if the time-varying state of a living system, certainly nonperiodic, performs an evolution to the periodic shape, then this tendency is an important indicator of one or another dangerous disease (capable of transforming hosts from the living to nonliving state). For instance, paper [30] considers the heart-rate variability (HRV) which is a straightforward measure of the nonperiodicity, and shows that the risk of mortality after acute myocardial infarction is 5.3 times higher in the group of patients with less than 50 ms HRV compared to the patient group with more than 100 ms HRV.
There is no indication either that the state of a living system can be nonconstant time-periodic in the general, non-autonomous case. This is also indicated, for instance, by the non-autonomous-ODE analysis of population dynamics in [32] . We also stress that, no matter whether a system is autonomous or non-autonomous, the periodicity of its state means that the knowledge of the dynamics during any one period provides complete information on the system in the future, in particular, in the next period. To the best of our knowledge, a living system which allows the latter predictability has never been discovered yet.
The above well-established nonperiodicity is an inherent property of living matter. It is the second indicator of that the autonomous-ODE-based periodicity is inapplicable to living system, e.g., populati-ons (the first indicator is, as is noted before, the lack of homeorhesis in these models). The difficulties with application of the nonliving-system models to living systems are not over here. In particular, the nonperiodicity enables one to properly formulate applicability of the entire approaches to living-matter problems. An example is described below.
Some statistical institutions (e.g., selected higher-education units) encourage the purely statistical approach (PSA), i.e. a vision of statistics as the tool set capable of unquestionable solving any applied problem solely by means of measurement data, without application of continuous space-time dynamic, stochastic or kinetic models. The question is if PSA is relevant to living matter. One can investigate this question in the following way.
As is well known, statistical analysis of a stochastic process is based on an averaging of a large number of the process sample functions obtained on the same time interval. Since it is usually technologically difficult to measure different samples on the same interval simultaneously, the samples are measured on a series of the consecutive time intervals of the same length. The necessary conditions of applicability of this approach include the following requirements:
• for arbitrary fixed numbers and , , there exist sequence where , , such that the probability distributions of the stochastic process on all intervals are identical • and every of these intervals contains at least sample points where is the order of the process.
Regarding the second condition, we note that the literature does not include any technique able to determine the order of a stochastic process solely within the PSA frames. The problem of the order determination is also complicated by the fact that may be very high in the case of a living system. Indeed, even if the living system is described with such a simple model as a system of Itô's stochastic differential equations in Euclidean space, the order of every scalar entry of any of its solution is where, according to [15, p. C49 ] (see also [6, Section 1]), can be of a few thousands. The first condition can hold if the aforementioned probability distribution is periodic in time and the precise value of the period is known. In this case, it is sufficient to set all the parameters , , to be divisible by the period of the distribution. However, the problem is that, as is discussed above, determinate characteristics of the distribution (e.g., expectation) can not be nonconstant time-periodic in the case of a living system. Thus, the first condition can not be valid if the system is living.
Summing up the discussion, we note that the properties of living matter do not allow to meet the above two requirements. Therefore, statistically meaningful sets of the sample functions for the stochastic process representing the state of a living system can not be obtained experimentally. This means that the input data for PSA are unavailable. For this very reason, PSA is inapplicable to living matter.
Remark 5.1. In the living-system studies, the only way to obtain statistically meaningful sets of the stochastic-process sample functions for the system state is numerical simulation of the corresponding stochastic time-continuous dynamical models. This emphasizes the paramount importance of the mathematical modelling for research in living matter, first of all, the basic models such the generalized kinetics for active particles, or APGKT (see Section 1) into which model (4.1)-(4.7) can be incorporated.
For the reason of the above impossibility to provide PSA with the input data, PSA may suggest to use Bayesian paradigm or its empirical version (a concise and highly focused review of A.N. Shiryaev on both can be found in [33, pp. 350-352] ). Bayesian approach to statistical problems is based on the assumption that one can assign a definite probability distribution to any parameter in the problem. This alternative, however, has its own disadvantages: the necessity of postulating both the existence of an a priori distribution of the unknown parameter and the precise form of this distribution. To what extent these difficulties facilitate PSA to solve problems in living systems is not formulated in PSA.
The above discussion indicates the following.
Remark 5.2. Validation and calibration of mathematical models for living systems (both comprehensive descriptions such as the active-particle generalized kinetics (see Section 1) or particular models such as the proposed homeorhesis model (4.1)-(4.7)) are substantially different from the analogous activities for nonliving systems. It may be helpful to subdivide the validation into the qualitative and quantitative stages, considering the latter in conjunction with the calibration. The qualitative validation would provide a qualitative compliance of the models with the described living-matter phenomena on the basis of the directly available, unprocessed measurement results.
The personnel processing the measured data for the subsequent quantitative validation and calibration may not be aware of the distinguishing properties of living matter or may not have the techniques other than those used in the case of nonliving matter. Automatic acceptance of the outcomes of such processing may lead to misleading, irrelevant conclusions on the model. In fact, the model developers should always make sure that the conditions of the experiments and the assumptions of the experimental-data processing are explicitly formulated and correspond to the system which the model is developed for. The greater responsibility of the developers for the selection of the measurements and data indicates an entirely new role of mathematical model-ling, the role which is not an issue if the studied systems are nonliving.
Some abnormalities in living systems (e.g., diseases) present homeorhetic dysfunctions (e.g., cancer). These dysfunctions may be caused by various reasons, for instance, systemic stressors. In terms of the developed model, homeorhetic dysfunctions can be taken into account by means of the system states which are similar to the creode but different from it, thereby presenting alternatives to it, say, the counter-creodes. The picture may be the following.
The creode and each of the counter-creodes has respective attraction domain. These attraction domains are separated from each other by unstable manifolds. When the actual-mode trajectory is in one of these domains, the unstable manifolds serving as the boundary of this domain, can vary much faster than the trajectory, and can even intersect it, thereby placing it in a neighboring attraction domain and forcing it to converge to the creode-type trajectory for which the latter domain is the attraction one. This convergence holds until the related unstable manifolds, in the way similar to the above, places the actual-mode trajectory in the attraction domain of another creode-type trajectory. Then the actual mode converges to the latter. And so forth. Note that the acts of the aforementioned intersections corresponds to what is in biology termed thresholds. Also note that instabilities (or positive feedbacks) are well known not only in biological systems but also in ecosystems (e.g., [11, p. 174 
]).
The above scheme in the case of one-dimensional state of the system and one counter-creode is implemented in the PhasTraM nonlinear reaction-diffusion mathematical model for hyperplastic oncogeny based on (4.9)-(4.11) and described in [16] - [18] . Here the counter-creode represents the hyperplastic-tumor state. The counter-creode state and the unstable separatrix (see above) are the stable and unstable roots of the biochemical-reaction term corresponding to in (4.10) . In this way, the fast changes in the separatrix are determined with the help of piecewise constant endogenous signals (cf., (4.5)).
Work [19] shows that, in the PhasTraM model, the biological origin of the separatrix is a certain component of the immune system. More specifically, for an embryonic cell at the birth moment, the separatrix is not present: the creode is semistable. However, in the course of the development, the fetus receives the so-called immunoglobulin G molecules from the surrounding (through the placenta), and a nonzero concentration of these molecules splits the separatrix from the creode. The higher the concentration is, the farther from the creode the separatrix is split. In the adult organism, the separatrix is well away from the creode thereby enabling the homeorhetic control over a wide set of the systemstate values.
One can expect that the one-dimensional-state outcomes of [19] can straightforwardly be generalized to the aforementioned multidimensional-state picture. In other words, the origin and dynamics of the separatrix set in the multidimensional case is also determined by the immune system. Thus, the immune system defines the system-state domains of homeorhesis and homeorhetic dysfunctions. These results specify and complement the GKT results on the competition of the immune system with proliferative diseases (e.g., [34] ).
As is stressed at the beginning of Section 3, the proposed homeorhesis model (4.1)-(4.7) is based on the steady-state approximation. We note once again that this approximation can not, by its nature, take into account the processes of birth or death of the described system, or its maturation or ageing. To allow for these phenomena, one should develop a model based on a less restrictive approximation.
Concluding remarks and directions for future research
The present work develops the sufficient conditions for the ODE model to describe homeorhesis (see Corollary 3.1) and suggests the structure of the model (see Section 4). The proposed homeorhesis model is fairly general (cf., Remark 4.2). It treats homeorhesis as piecewise homeostasis. The model can be specified in different ways depending on specific system and specific purposes of this analysis. An example of the specification is the homeorhesis-aware model for hyperplastic oncogeny in works [16] - [18] . Here each of the employed characteristics and parameters is of a distinct biological, biophysical, or biomedical meaning (e.g., see [17, Tables 1 and 2] , [18, Tables 1 and 2] ). The work also shows that the basic mathematical models such as the active-particle generalized kinetic theory, APGKT, are substantially more important for the living-matter studies than in the case of nonliving matter (see Remarks 5.1 and 5.2).
Future research on the above homeorhesis model can be carried out in many directions. We note two of them, to our mind, more relevant for the nearest development:
• incorporation of the homeorhesis ODE model (4.1)-(4.7) into APGKT as a description of the internal state; this can complement and specify the general theory presented in such works as [1] and [5] ; • numerical simulation of model (4.1)-(4.7) to obtain the homeorhesis manifestations in specific quantitative terms; this can allow to preliminary study the effects not accounted in the proposed model (e.g., the influence of the exogenous-signal intensity upon homeorhesis).
The aforementioned specification of the proposed ODE-based homeorhesis model for various systems will provide more results and data for further development of the models enabling the distinguishing features of living matter.
