 (Price, 1995) 
Introduction
distinguished two types of information. First, a natural phenomenon contains an intrinsic amount of information. Second, observation transfers information about the phenomenon to the data. Observations often do not completely capture all information in the phenomenon. Wheeler (1992) and Frieden (2004) suggested that the particular form of dynamics in observed systems arises from the flow of information from phenomena to observation.
These concepts of information flow seem similar to the process of evolutionary change by natural selection. In biology, a population "measures" the intrinsic in- The analogy of natural selection as measurement and the analogy of heredity as the partial capture of the information in differential reproduction seem reasonable.
But how close can we come to a description of these processes in terms of a formal measure of information? To study this question, I developed Frieden's (2004) conjecture that Fisher information is the metric by which to understand the relation between measurement and dynamics. Fisher information provides the foundation for much of the classical theory of statistical inference (Fisher, 1922) .
But the role of Fisher information in the conjectures of Brillouin, Wheeler, and Frieden remains an open problem.
I show that maximizing the capture of Fisher information by the hereditary particles gives rise directly to Fisher's (1958) fundamental theorem of natural selection, the most profound statement of evolutionary dynamics. I also extend Fisher information to account for observations correlated with the transfer of environmental information to the population, leading to a more general form that is equivalent to the Price equation for the evolutionary change in an arbitrarily defined character (Price, 1970 (Price, , 1972a . My analyses show that the Price equation and general aspects of evolutionary dynamics have a natural informational metric that derives from Fisher information.
Although I show a formal match between Fisher information, the fundamental theorem of natural selection, and other key aspects of evolutionary analysis, I
do not resolve several issues of interpretation. In particular, it remains unclear whether the link between Fisher information and the evolutionary dynamics of natural selection is just an interesting analogy or represents a deeper insight into the structure of measurement, information, and dynamics. My demonstration that the particular form taken by evolutionary dynamics arises naturally from 
Overview
In the study of evolutionary dynamics, one must relate various quantities that change and the processes that cause change. Consider, for example, the frequencies of hereditary units, such as genotypes, genes, vertically transmitted pathogens, and maternal effects. The frequencies of such hereditary units may be influenced by selection, transmission, and mixing during recombination and sexual reproduction.
It is possible to express the relations between these quantities and processes in a wide variety of seemingly distinct ways, and with diverse notations. However, a single formalism exists beneath all of those expressions. That underlying formalism and several alternative expressions can be regarded as already reasonably well known.
Why, then, should one look for new alternative expressions? In my opinion, it is useful to understand more deeply the underlying formalism and to study the connections between evolutionary dynamics and concepts that have been developed in other fields of study. The value of such understanding, based on analysis of alternative expressions, necessarily has a strongly subjective component. There can never be a definitive argument against the claim that alternative expressions simply reformulate dynamics by notational change. In defense of developing this work, one can reasonably say that natural selection is among the most profound processes in the natural world, and any further insight that can potentially be obtained about natural selection is certainly worth the effort.
To start, let us place natural selection in the context of evolutionary change.
The complexity of evolutionary dynamics arises in part from the three distinct levels of change. First, characteristics, or phenotypes, determine how natural selection influences relative success, and the frequency distribution of character changes over time partly in response to differences in success associated with characters.
Second, individuals carry and transmit hereditary particles that influence their characters. We usually associate hereditary particles with genes, but any transmitted entity could influence characters and could be tracked over time. Third, each individual carries a particular array of hereditary particles, the array usually called the genotype.
The relations between the genotype and the hereditary particles create one of the complexities of evolutionary dynamics. In many organisms, individuals transmit a only subset of their hereditary particles, and combine their contribution of particles with another individual to make offspring with a new genotype. Thus, differences in success do not directly change the frequency of genotypes. Rather, variation in genotypic success changes the frequency of the hereditary particles that are transmitted to make new combinations of genotypes in offspring.
Further complexities arise because particles spontaneously change state (mutation), the effect of each particle varies with the combination of other particles with which it lives in genotypes, the environment changes through the changes in evolving organismal characters, and the environment changes for other reasons outside of the evolutionary system. Because a vast number of outside processes potentially influence a particular evolutionary system, no complete description of evolutionary change can be developed from first principles. Even within the confines of a closed system of evolutionary genetics, no description can both capture simple generalities and the complexities of each situation.
In this paper, I focus on partial analyses of dynamics that highlight simple generalities common to all evolutionary systems. I emphasize the role of natural selection in evolutionary change, because selection is perhaps the most important component of evolutionary change, and because one can draw some very clear conclusions about the role of selection in dynamics. Other factors are often important, but do not lend themselves to simple and general insights about evolutionary dynamics.
I start with the formal mathematical connections between Fisher information and the properties of natural selection, without much comment on deeper aspects of interpretation. I then return to the problems of interpretation and alternative measures of information.
Fisher information
Fisher information measures how much information observations provide about an unknown parameter of a probability distribution. Suppose p(y|θ) is a probability distribution function (pdf) of a random variable y with parameter θ. Define the log-likelihood of the parameter θ given an observation of the random variable, y, as L(θ|y) = log[p(y|θ)], where I use log(·) to denote the natural logarithm. Then a simple univariate form of the Fisher information about the parameter θ is
This equation presents the standard form most commonly found in the literature.
I now present some variant forms to explain what Fisher information actually measures and to help in the study of evolutionary dynamics.
We can write an equivalent definition of Fisher information as
which measures the expected curvature, or acceleration, of the log-likelihood function with respect to the parameter θ (see, for example, Arami & Nagaoka, 2000) .
A relatively flat log-likelihood surface means that an observation provides relatively little information about θ, whereas a strongly curved surface means that an observation provides relatively more information.
With regard to evolutionary dynamics, a more useful form emphasizes that
Fisher information measures the distance between two probability distributions for a given change in the parameter θ. To understand this distance interpretation, let us simplify the notation by defining p y = p(y|θ) and p ′ y = p(y|θ + dθ). Let us also work with a discrete probability distribution, such that y = 1, . . . , D. Then, an alternative form of Eq. (1) can be written as
Think of the probability distribution as a point in logarithmically scaled D-dimensional space, each dimension weighted by the square root of the frequency of that dimension in the initial distribution. For the initial distribution at θ, the corresponding point in D space is given by the vector v = { √ p y log(p y )} for y = 1, . . . , D;
for the shifted distribution at θ ′ = θ + dθ, the corresponding point is given by
Then F measures the square of the euclidean distance between these two vectors divided by dθ 2 . In other words, F measures, on a logarithmic scale weighted by the initial frequencies, the squared euclidean distance between the distributions relative to the scale change defined by dθ.
A slight notational change emphasizes this interpretation of Fisher information as a distance between two distributions. Write the slope of the log-likelihood function with respect to θ asL y = d log(p y )/dθ =log(p y ) =ṗ y /p y , where the overdot means differentiation with respect to θ. Then In evolutionary dynamics, the fitness of a type defines the frequency of that type after evolutionary change. Thus, we write p ′ y = p y (w y /w), where w y is the fitness of the yth type, and w = p y w y is the average fitness. Recall that we may use y to classify by any kind of type.
It is very important to note the particular definition of fitness used in what
follows. Here, w y is proportional to the fraction of the second population that derives from (maps to) type y in the first population. Thus, p ′ y does not mean the fraction of the population at θ ′ of type y, but rather the fraction of the population at θ ′ that derives from type y at θ (Frank, 1995 (Frank, , 1997 Price, 1995) .
The fitness measures, w, can be thought of in terms of the number of progeny derived from each type. In particular, let the number of individuals of type y at θ be N y = Np y , where N is the total size of the population. Similarly, at θ ′ , let 
where a y is called the average excess in fitness (Fisher 1958; Crow & Kimura, 1970) .
Substituting into Eq. (3) yields
where P denotes the total Fisher information in the population about θ obtained from the frequency fluctuationsṗ y . Note that P is also a normalized form of the total variance in fitness in the population, because a 2 y is the squared fitness deviation of each type over the scale dθ 2 . The value of P also denotes the square of a standardized euclidean distance between the initial population and the population after evolutionary change, as discussed in the section above on Fisher information. Frieden et al. (2001) noted that total evolutionary change, P , is a measure of 
The scale of change
Let us review Fisher information. We begin with a probability distribution, p, that depends on some parameter, θ. We may interpret the probability distribution as the frequency of various types in a population, for example, the frequency of genotypes or phenotypes. The amount of Fisher information about θ provided by an observation depends on how much the probability distribution, p, changes as θ changes.
The total Fisher information about θ is equal to a measure of the squared distance, d log(p) 2 , that the probability distribution moves with respect to the scale of dynamics set by the underlying parameter, dθ 2 . From the definition given in Eq. (2), Fisher information measures the observed acceleration of frequencies, and equates the observed acceleration to information about the unobserved force, θ.
The typical view of evolutionary dynamics would be to consider θ as a measure of time, and to follow the dynamics with respect to changes in time. But a simple example suggests that using time alone as the scale of measure is not sufficient.
Consider a standard dynamical equation for the change in frequency with respect to time, which takes the form dp y dt = s y p y .
Here, dt is the time scale over which change occurs, and s y is the rate at which change occurs for the yth type, subject to the constraint that the total change in frequencies is zero, dp y = s y p y dt = 0. The units on dt are measured in time, t, and the units on the rate parameters, s y , are measured in units 1/t. Note that each s y may depend on the frequencies of other types, thus this expression is a short-hand for what may be complex nonlinear dynamics and is only meant to emphasize the dimensions of change rather than the details of the dynamics.
Now make the substitution s y = sa y , yielding dp y dt = sp y a y .
The dimensions on s are 1/t, thus sdt = dθ is the dimensionless scale over which change is measured. Because p y is a frequency, which is dimensionless, a y must also be dimensionless. Thus, all dynamical expressions scaled over time have natural nondimensional analogs of the forṁ p y = dp y sdt = dp y dθ = p y a y .
Similarly, we could measure change over space by dL, with dimensions L for some length scale, and the rate of change with length by β, with units 1/L, so that βdL would be the dimensionless scale over which one measures dynamics.
These lines of evidence suggest that a proper interpretation of the dimensionless scale of change, dθ, would, for example, be dθ = sdt or dθ = βdL. We may use other dimensionless scales, but in each case, the dimensionless quantity would be a change per unit scale multiplied by a length scale.
Given the simple path from standard dynamics to the dimensionless interpretation of θ, why did it take me so long to arrive at this conclusion? Because my point of departure was Fisher information, and I derived from Fisher information a view of dynamics as a distance between an initial population and a population changed over some arbitrary change in parameter, θ. That path from Fisher information left the meaning of θ unspecified, and so we had to connect a distance view of dynamics to a standard view based in time, and find θ as a dimensionless scale of change.
The path from Fisher information to dynamics raises another issue of interpretation. In typical dynamical analyses, we start with given initial conditions and rates of change, and then calculate the changed population. An analysis of evolutionary dynamics that begins with Fisher information follows a different path. We start with observations of an initial population and a changed population, and use the observed distance between those populations to gain information about the unobserved environmental forces that determine the scale of change, θ. Thus, in dp y = p ′ y − p y = p y a y dθ, the value of a y = dp y /(p y dθ) =ṗ y /p y measures the observed frequency perturbation over the unobserved scale of change θ. We use the observed set of frequency perturbations {a y } to obtain information about θ.
To give an example, suppose we measure changes in frequency over time, so that dθ = sdt. We can interpret s as the environmental pressure for change per unit time, and dt as the time change over which measurements occur. The Fisher information that we obtain from frequency changes cannot separate between s and dt; instead we only get information about the total dimensionless change, dθ.
We can think of dθ as the total pressure for change that the environment applies to the initial population, that is, a measure of the mismatch between the current population and the environment observed over the scale dθ. Before we analyze these issues of interpretation more fully, it helps to consider from an informational perspective what else we can learn about natural selection.
Fisher information from correlated observations
We often have measurements about the change in characters associated with fitness, such as weight, resistance to parasites, and so on. In this section, I derive I begin with alternative forms of the total Fisher information in the population with respect to θ. Start with the forms given by Eq. (5)
Note that the form of each sum is
because δ = 0 in each expression in Eq. (6). Thus, we can, for example, write the total Fisher information from frequency fluctuations as
In general, we can write an equivalent expression for Fisher information based on any measurement z correlated with a as
where R za is the regression of z on a. Note also that
because a y = m y − m. Thus, Fisher information can be expressed in terms of the covariance and the regression between fitness and an arbitrary character, z.
It is also useful to note that the Fisher information that arises from natural selection of phenotypes, as expressed in the prior equation, can be expressed as a rate of change in the average value of a population. First, note from earlier definitions of fitness that w y = 1 + m y dθ and w = 1 + mdθ. Thus, ignoring terms of order dθ, we have
allowing us to expand the covariance between a character and fitness as
in which the subscript P denotes the focus on phenotypes and total population information. Here, I do not account for any changes to the character during transmission or caused by changes in the environment. I develop a full description of those additional processes of evolutionary change in the next section.
The Price equation of evolutionary dynamics in terms of Fisher information
Thus far, I have focused on the part of evolutionary change that follows from variation in fitness between types. In particular, Eq. (6) shows the equivalence between the variation in fitness, p y a 2 y , and frequency fluctuations given by the expression in terms ofṗ y .
In this section, I derive the Price equation, a general expression for total evolutionary change that accounts in an abstract way for all evolutionary forces, and for any arbitrary character (Price, 1970 (Price, , 1972b Frank, 1995 Frank, , 1997 In what follows, let unprimed variables represent measurements at θ and primed variables represent measurements at θ ′ = θ + dθ. Overdots denote change with respect to θ over the scale dθ = θ ′ −θ. As before, a primed frequency, p ′ y = p y w y /w, represents the frequency of entities at θ ′ derived from type y at θ. Similarly, for a measurement on types, z y , the value z ′ y represents the average value of z among those entities at θ ′ derived from type y at θ. These special definitions for the mappings between two populations, first emphasized by Price (1995) , give rise to a more general form of the Price equation first presented by Frank (1995 Frank ( , 1997 .
With these definitions, the total change in the average value of some measurement, z, relative to the change between θ ′ and θ, iṡ
where, in this continuous analysis, we can ignore Cov(m, dz) as of magnitude dz → 0. Eq. (8) is a form of the Price equation. We can express the second term alternately as
whereż E|P is the rate of change in the character value that has nothing to do with changes in frequency, and thus has nothing do to with information about the environment transferred to the population via natural selection. The subscript E|P emphasizes that this environmental component arises in the context of analyzing phenotypes and total population information, P .
Putting the pieces togetheṙ
Note that the total change can be expressed in terms of pure Fisher information associated with the direct effects of frequency fluctuations,ż P , and the environmental changes holding constant the consequences of frequency fluctuations caused by natural selection,ż E|P .
Recall that Fisher information is a measure of distance between two probability distributions. We see here that the distance metric in Fisher information can be translated into the rate of evolutionary change in mean character values caused by natural selection.
Information in the hereditary particles
The previous analysis did not explicitly consider the process by which characters transmit between populations. Any changes in transmission are hidden within the environmental component of change,ż E|P . In biology, characters do not transmit as units, but rather as particles such as genes and other transmissible units that contain information about the character. Full analysis of evolutionary dynamics must consider the expression of information and change in terms of the transmissible, hereditary particles.
In the previous section, I developed the equations for change in terms of an arbitrary character, z. In this section, I focus on the character fitness, m, in order to connect the results to Fisher's famous fundamental theorem of natural selection, which is about the rate of change in fitness caused by natural selection (Fisher, 1958; Price, 1972a; Ewens, 1989 Ewens, , 1992 Frank & Slatkin, 1992; Edwards, 2002) . I also introduce the hereditary particles into the analysis. My analysis, focused on fitness, m, could be expanded to any character, z, correlated with fitness.
Let y index subsets of the population, each subset containing a common set of hereditary particles. Let the set defining y be {x yj }, where j = 1, . . . , M labels the different kinds of hereditary particles that exist in the population. Each type, y, contains x yj copies of particle j, and a total of j x yj = k particles.
I now make a few additional assumptions that, while not necessary, lead to a convenient notation and to connections with classical population genetics. Assume that each type has L distinct slots (or loci), each slot containing n particles, so that k = nL. Further, assume that a particular particle can occur only at a particular slot. Then the frequency of a particular particle is
We measure the prediction about the character of interest provided by each particle by multiple regression (Fisher, 1958) . In this case, our focal character is fitness, m; as before, we use the average excess in fitness a y = m y − m, and write
where α j is the partial regression coefficient of fitness on the predictor (particle) type j. In genetics, α j is called the average effect of the predictor (or allele) j (Fisher, 1958; Crow & Kimura, 1970) . If we sum both sides over the frequency of types, p y , we have, by convention, p y ǫ y = 0, and from the definition of r, we obtain j r j α j = 0.
We can define g y = j α j x yj as the fitness deviation predicted by the hereditary particles; the term g y is often referred to as the breeding value. Thus, we can write The total squared distance between observation and prediction is the sum of the squared deviations for each type, each squared deviation weighted by the frequency of the particular type
A geometric interpretation provides some insight into the consequences of minimizing this distance, and how these measures relate to Fisher information.
A geometric interpretation of heredity and Fisher information
Suppose there are D different types, that is, y = 1, . . . , D. Then the observed fitness deviations can be described as a point in D-dimensional space, a = { √ p y a y }, with a squared distance from the origin of
where, from Eq. (5), we obtain the equivalence to the total Fisher information, P , and the sum of squared frequency deviations. The dot product notation a · a expresses the sum of the product of each dimension between two vectors.
Similarly, we can describe the predicted fitness deviations as a point g = { √ p y g y }, with a squared distance from the origin of
where, as defined above,γ y is the predicted frequency fluctuation of types. Here, G is a measure of Fisher information, because it matches the definition of Fisher information as a normalized distance between an initial probability distribution and an altered distribution, as in Eq. (3).
Returning to Eq. (12), we can express the minimization of the distance between observed frequency fluctuations, a, and predicted fluctuations, g, as a minimization of the distance between the points a and g. Because ǫ y = a y − g y , we can express geometrically the deviations between observed and predicted fluctuations as e = { √ p y (a y − g y )} = a − g. Next, we can write in geometric notation the total squared distance between observation and prediction in Eq. (12), using the fact that a = g + e, as
The location of a is set by observation. So, to minimize the squared distance between observation and prediction, we must choose the predicted values g to be as close to a as possible. The standard theory of least squares, based on the principles of linear algebra, provides all of the details, which I will not derive here.
Rather, I will give the results, and briefly describe some intuitive ways in which those results can be understood. The key is that the shortest distance between a point and a line is obtained by the perpendicular drawn from the point to the line.
Choosing g to be as close as possible to a means that the vector from the origin to g will be perpendicular to the vector between g and a, denoted e. Consequently g · e = 0. The requirement that g be perpendicular to e can be understood as follows. Since a is fixed in location, the distance between a and g depends on the length of g and the angle between a and g drawn as vectors from the origin.
Recall the definition of g given by g y = j α j x yj . The x values are fixed, but we are free to choose the α j in order to make g as close as possible to a, subject to the one constraint that y p y g y = j r j α j = 0. This constraint is still satisfied if we multiply all α j values by a constant. Thus, we can freely choose the length of the vector g, assuming that we have at least one degree of freedom in setting g after accounting for the single constraint on the α j . If we can set the length of g, then no matter what constraints there are on reducing the angle between a and g, the shortest distance between a and g, given by the vector e = a − g, occurs when the vector e is perpendicular to g.
Correlations in the x values can lower the number of degrees of freedom we
have for reducing the angle between observation, a, and prediction, g, causing an increase in the minimum distance between observation and prediction. However, such correlations between the x values do not prevent adjusting the length of g as long as there is one degree of freedom available. Thus, correlated predictors (alleles) do not alter the conclusion that g · e = 0. In terms of classical population genetics, nonrandom mating and linkage between different alleles may cause correlations between the alleles. The point here is that such processes do not alter the conclusion that minimizing the distance between observation, a, and prediction, g, leads to g · e = 0. Using this fact in Eq. (15),
Recall from Eq. (13) that P = a · a, the intrinsic or total Fisher information about the environment measured by the population in regard to the observed fluctuations of phenotypic fitness. Similarly, from Eq. (14), G = g · g, the Fisher information about fitness captured by fluctuations in the hereditary particles, when the average effect of each particle is obtained by minimizing the distance between the observed and predicted fitnesses. If we define E = e · e as the difference between P and G, then we can express the distance relations of Eq. (15) in terms of Fisher information
where G is the portion of the total Fisher information, P , captured by the hereditary particles, and E is the portion of the Fisher information lost by the population.
In terms of traditional genetics, P is the total variance in the population, G is the genetic variance, and E is the environmental variance, with G/P a measure of heritability (Crow & Kimura, 1970) .
The new result here is that these traditional measures of variance are measures of Fisher information. I suggest that the role of variances in the fundamental equations of biology can be understood as measures of Fisher information.
The total change in fitness We can express the fitness of the yth type in terms of the predicted fitness deviation, g y , and the residual, ǫ y , by combining Eq. (4) and Eq. (11), yielding
The predicted value of the fitness for the yth type is obtained by dropping the residual term and using only the predicted deviations, g y , yielding the predicted
With these definitions, we can analyze the total change in fitness over the scale dθ by focusing on the predicted fitnesses given by v, becausė
the equality derived by the fact that p Next, expand the first term on the right, using the fact from Eq. (7) that, for z ≡ g, we can write ṗ y g y = Cov(m, g), thus
whereṁ G arises by analogy with Eq. (7) ; here the subscript G denotes that this term quantifies the rate of change in fitness explained directly by the predicted fitness deviations, g, based on the hereditary particles.
where the subscript E|G denotes environmental changes that alter the transmission of character value independently of changes in frequencies caused by selection.
Here, the context is G, because the value measured by v arises as a prediction based on the hereditary particles, rather than the actual value.
Putting the pieces together, we can express the rate of total change in fitness asṁ =ṁ G +ṁ E|G .
The fundamental theorem of natural selection Fisher (1958) partitioned the total change in fitness into two components. First, he ascribed to natural selection the part of total change caused by differential success of types and consequent change in the frequency of the hereditary particles (Price, 1972b; Ewens, 1989 (Frank & Slatkin, 1992) .
Holding the environment constant and thereby ignoring any changes in the average effects of the hereditary particles,ṁ E|G = 0, we have, from the previous section, Fisher's fundamental theorem of natural selection as the fisherian partial change in fitness ascribed to natural selectioṅ
where the subscript f denotes the fisherian partial change. Fisher expressed G as the genetic variance in fitness, which we can see from the definition of G in Eq. (14), because the average value of g is zero.
I showed that G is also 
The fundamental theorem and frequency fluctuations of hereditary particles
The fundamental theorem expresses that part of total change in fitness caused by changes in the frequencies of the hereditary particles. However, the statement of the theorem in Eq. (17) Putting the pieces together 
; thus,ṁ = nḃ. We can, by analogy with Eq. (10), express the total change in fitness aṡ
The first part, G, is the partial change ascribed to natural selection-this is the part that comprises the fundamental theorem. The second part provides an explicit description for the remaining part of total change.
If we assume that the hereditary particles have constant effects on fitness, we obtainḃ j = 0. By contrast, constant effects lead toα j = −ṁ/n, because the constraint that r j α j = 0 forces the average effects to adjust for changes in the frequencies of the particles and consequent change in mean fitness. Thus, to study the total change in fitness, b j is a more natural metric. For example, changes in the b j may reflect true changes in effects in response to changes in particle frequencies, rather than adjustments for changes in the mean.
The fisherian partial change in fitness arises through the frequency changes of particles when holding constant the average effects. Thus, theḃ j describe all aspects of change other than the fisherian partial change in fitness. When deciding how to choose the set of hereditary particles, a natural approach would be to increase G and reduce the second term on the right of Eq. (19); in other words, one might choose the most stable set of hereditary particles that explain the largest fraction of the total change through G. This criterion provides guidance for whether to consider nongenetic factors as hereditary particles.
Scope of the fundamental theorem
In traditional population genetics, one usually specifies at the outset particular assumptions about how individuals mate, how genes mix, and how genes are linked to each other. The scope of derivations from such assumptions remains limited to the particular systems of mating and mixing specified. By contrast, I did not make any specific assumptions about mating and mixing. Rather, my derivation transcends traditional genetics and applies to any dynamical system with a clear notion of success based on selection. My hereditary particles are just any predictors that can be identified and associated with success in selection-that is, with fitness.
I divided the original population into subsets indexed by y. We may consider the index y to be different individuals, different genotypes, or any other partitionit does not matter. I defined the frequency of type y in the original population as p y . The expression p ′ y = (w y /w)p y defines fitness, where p ′ y is the fraction of the descendant population derived from members of the class given by index y in the original population. Thus, fitness is simply a descriptive mapping between two populations. If two or more sexes mix their hereditary particles to make each descendant, then we assign to each parental contributor a fraction of the descendant.
We may, for example, consider subsets of the set y = 1, . . . , D to be different sexes or different classes of individuals, each sex or class with potentially a different net contribution to the subsequent population. In population genetics, we call the net contribution of each class the class reproductive value. However, all of those details automatically enter into the values of fitness, w y , because I have defined w y to be a mapping that measures fully the contribution of y to the descendant population. Complex mappings between populations may require a finely divided classification by y. But the system works for any pair of populations for which one can draw a map that associates components of each descendant to an ancestral entity.
Another commonly discussed issue concerns correlation, or linkage, between hereditary particles. My geometric expressions for the population distribution of fitnesses and the predicted fitnesses showed that correlation between hereditary particles may constrain the location of the vector that characterizes the predicted fitnesses-or, we may say equivalently, the predicted frequency fluctuations. But such constraints do not change the fundamental properties by which distance is minimized in setting the predictor vector and determining the orthogonal (uncorrelated) directions of the prediction and mismatch vectors, g and e.
In short, my derivation applies to any selective system for which a proper mapping between populations can be defined to express the fitness relations, p ′ y = (w y /w)p y . If one can express the fractions of the descendant population that derive from the ancestral population, then the fundamental theorem follows. This expression, in its abstract form, is a general description of selection for any system. What about the hereditary particles? All that we need is to express a prediction about fitness, w y , in terms of some predictors associated with y. The theorem works with any set of predictors. But, with such abstract generality, there is no single realization of the fundamental theorem, because there is no single set of predictors or hereditary particles that exist. One can use alleles and follow allele frequency changes, as Fisher did. But one could also include inherited pathogens, maternal effects, cultural predictors however defined, or the interaction effects predicted by combinations of predictors.
The natural set of hereditary particles should probably be those predictors that remain most stable during transmission; otherwise, the changes caused by selection disappear in the descendant population, because large changes in average effects cause much of total change to be ascribed to the environment according to Eq. (19) . One might define an optimality criterion to delimit the set of predictors and hereditary particles with regard to stability of the particles and the amount of Fisher information captured by the particles. Second, although Fisher information describes dynamics, it also represents a different perspective. Typically, in the study of dynamics, one begins with initial frequencies over states, and rules for change. From the initial conditions and rules for change, one derives the changed frequencies. By contrast, Fisher information takes the initial and changed populations as given, and asks how much information can we obtain from the observed changes about the selective processes that determine those changes.
Put another way, we can think of dynamics as depending on three variables: initial state, changed state, and rules that determine change. Given any two, we gain information about the third.
Natural selection is a rule that governs change. We generally cannot observe or directly measure natural selection. We can only infer natural selection from By contrast, from the traditional dynamical view, all we can say is that some part of the total change in fitness is caused by natural selection and there is some remainder term. That may be useful in some situations, but it does not seem to be very general or powerful with regard to studying natural selection. The limitation of the traditional dynamical view probably explains why Fisher's fundamental theorem has been almost universally misinterpreted. 
Shannon information compared with Fisher information
where L = log[p(θ|y)] is the log-likelihood of θ given an observed value of y.
I now propose an interpretation by which Fisher information is equivalent to the acceleration of Shannon information. I show that, if we differentiate Shannon information twice with respect to a parameter, we obtain Fisher information.
However, this correspondence only arises if we assume a particular interpretation of what it means to measure the acceleration of Shannon information with respect to a parameter.
To begin, let us consider Shannon information from the same perspective as
Fisher information: how much do we learn about a parameter, θ, from an observation of the random variable, y? We can rearrange Shannon information as
To obtain the acceleration of Shannon information, we differentiate H twice with respect to θ. To differentiate, we may consider two choices.
First, we may think of both p(y|θ) and L(θ|y) as functions of θ, and apply the chain rule. This approach makes sense if we wish to study the total change in the information or entropy measure between two different distributions. We may, for example, wish to find a distribution that maximizes the total entropy. To find such a distribution, we would need to study the total entropy change between different distributions.
Second, we may regard p(y|θ) differently from L(θ|y) with respect to the parameter θ. In particular, −L(θ|y) may be thought of as the information that we obtain about the variable θ given an observation y. In the theory of Shannon information, −L(θ|y) is referred to as "self-information": a measure of the information obtained from the observation of a particular value of a random variable. Tribus From Eq. (2) and Eq. (3), the expected acceleration of the likelihood is
We may read this as: the acceleration of information with respect to θ is the squared distance between probability distributions over the scale θ, taken from the perspective of the distribution at the point θ. Taking the perspective at θ means that we weight the distances at each value y by the probability p(y|θ).
This measure of acceleration provides a natural correspondence between dynamics and information. From observed dynamics,ṗ y , we learn information about an unobserved parameter, θ. Put another way, from observed acceleration, (ṗ y /p y ) 2 ,
we learn about an unobserved force embedded in the scale θ. The correspondence between acceleration and force is the fundamental principle behind all dynamics. In most physical problems, the bound information J is not observed directly.
Instead, J acts as the unobserved source for the information I received in the data. The value of J must be inferred, such that the information in observed frequency fluctuations, I, plus minimization of −K derives the correct description of dynamics.
In the biological problem that I analyzed, the bound information about the environment, P ≡ J, arises from the total frequency fluctuations observed in the population; the captured information, G ≡ I, arises from weighting the frequency fluctuations of the hereditary particles so as to maximize the prediction of the total population fluctuations; and the information lost is E ≡ −K. Maximizing the prediction inherent in G is equivalent to minimizing P −G = E, or, equivalently, to maximizing the Fisher information G subject to the fixed value of P set by observation. Thus, my analysis of natural selection has a similar structure as Frieden's method, but differs with regard to how one interprets the bound information and the information in the data.
Leaving aside physics, how should we interpret the maximization of Fisher information in our understanding of natural selection? This question leads us back to the two alternative frames of reference with respect to dynamics, each frame with distinct and complementary lessons.
The traditional view of dynamics is: an initial probability distribution over states plus rules of change lead to a prediction of an altered distribution over Why should G be maximized? Because the population will dynamically move toward its maximum fitness at a rate predicted exactly by the maximization of G,
given a set of hereditary particles that remain stable in their average effect and do not change in their predictions (or causes) of fitness (Robertson, 1966; Crow & Nagylaki, 1976; Ewens, 1992) . Thus, in the absence of any evolutionary force other than natural selection, we see the direct effect of natural selection and its action in maximizing the accumulation of Fisher information with respect to the hereditary particles.
This line of thought does not in any way require that the hereditary particles actually remain stable. In any realistic situation, the effects of the hereditary particles will change, for example, if the effects depend on the frequencies of the particles. The argument does show how to isolate the direct effect of natural selection. That direct effect always moves the population in the direction of increasing fitness at a rate that arises from the maximization of Fisher information captured by the hereditary particles.
