ABSTRACT. In this paper, we deal with the existence and multiplicity of periodic solutions for the p(t)-Laplacian Hamiltonian system. Some new existence theorems are obtained by using the least action principle and minmax methods in critical point theory, and our results generalize and improve some existence theorems.
Introduction

Consider the p(t)-Laplacian
F (t, u(t)) dt
is a continuously differentiable and weakly lower semicontinuous on H 1 T (see [4] ), where
is a Hilbert space with a norm defined by Since J. Mawhin and M. Willem studied the periodic solutions of Hamilton system and obtained a series of results (see [3] ). Considerable attention has been paid to the existence of periodic and subharmonic solutions for system (1.2) and (1.3) by the use of critical point theory in variational methods. Many solvability conditions are given, such as Ambrosetti-Rabinowitz conditions, coercivity condition, the convexity condition, the boundedness condition, the subadditive condition, the sublinear condition and the periodicity condition, see [1] - [12] , [14] - [15] , [18] and the references therein.
Specifically, under the uniform coercivity condition replaced by the local coercivity, that is, there exists a subset E of [0, T ] with meas(E) > 0, such that F (t, x) → +∞ as |x| → ∞ for a.e. t ∈ E, Tang and Wu proved the existence of solutions for system (1.2) (see ). When F (t, x) is sublinear, that is, there exist f 1 , g 1 ∈ L 1 (0, T ; R + ) and α ∈ [0, 1) such that |∇F (t, x)| ≤ f 1 (t)|x| α + g 1 (t) (1.3) for all x ∈ R n and a.e. t ∈ [0, T ]. Assume that 4) under the condition (1.3) and (1.4), Tang (see [5] ) proved the existence of periodic solutions for system (1.2). On the one hand, Tang (see [5] ) obtained a multiplicity theorem of periodic solutions for system (1.2) by using a three critical point theorem introduced by Brezis and Nirenberg (see [19] ). On the other hand, P. H. Rabinowitz (see [3: Theorem 4.12] ) obtained the multiplicity of critical orbits.
The study on problems of elliptic partial differential equations and variational problems with p(x)-growth conditions has attracted more and more interest in recent years (see, for example, [20] - [27] ). The ordinary p(t)-Laplacian system can be applied to describe the physical phenomena with "pointwise different properties" which arose from the nonlinear elasticity theory (see [29] ). The p(t)-Laplacian system possesses more complicated nonlinearity than that of the p-Laplacian, for example, it is not homogeneous, this causes many troubles, and some classical theories and methods, such as the theory of Sobolev spaces, are not applicable. The ordinary p(t)-Laplacian system (1.1) has been studied by Fan (see [23] ), then Wang and Yuan (see [28] ) obtained the existence and mulplicity of periodic solutions for ordinary p(t)-Laplacian system (1.1) under the generalized Ambrosetti-Rabinowitz conditions. Inspired and motivated by the results mentioned above, we obtain some existence results of periodic solutions for system (1.1) under the local coercivity by using the least action principle, when we suppose
for all x ∈ R n and a.e. t ∈ [0, T ], and there exists
where q + is the same in condition (A), under the condition (1.5) and (1.6), the existence of periodic solutions for system (1.1), which generalizes Tang's results, are obtained by the minimax methods in critical point theory. We also obtain two multiplicity theorems of periodic solutions for system (1.1) by a three critical point theorem proposed by Brezis and Nirenberg and the multiplicity of critical orbits theorem presented by P. H. Rabinowitz.
Preliminaries
In this section, we recall some known results in critical point theory, and the properties of space W 1,p(t) T are listed for the convenience of readers.
Ò Ø ÓÒ 2.1º ( [28] ) Let p(t) satisfies the condition (A). Define
with the norm 
with the norm u ∞ = max
For a constant p ∈ [1, ∞), using another conception of weak derivative which is called T -weak derivative, Mawhin and Willem gave the definition of the space W 1,p T by the following way.
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then v is called a T -weak derivative of u and is denoted byu.
T , then the derivative u is also the T -weak derivativeu, i.e. u =u.
Remark 2.3º
In the following part of article, we use u instead of u W 1,p(t) T for convenience without clear indications.
(ii) u has its continuous representation, which is still denoted by
Since every closed linear subspace of a reflexive Banach space is also reflexive, we have the following lemma:
. By the classical Sobolev embedding theorem we obtain:
There is a continuous embedding
there exist positive constants C and
P r o o f. The first inequality has been proved (see [28: Proposition 3.2])
, so we only need to prove the second inequality.
, from the inequality in classical Sobolev space, there exists a positive constant C 1 > 0, such that
this completes the proof of Lemma 2.6.
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Ä ÑÑ 2.7º ([23]) Each of the following two norms is equivalent to the norm
if |u| p(t) < 1, it is easy to get
when |u| p(t) ≥ 1, we conclude that
by Lemma 2.8, it follows from (2.1), (2.2) and (2.3) that
, then the following statements are equivalent to each other:
for all x and y in R N , and coercive, that is
G(x) → +∞ as |x| → ∞, and satisfies that
Ä ÑÑ 2.12º ( [19] ) Let X be a Banach space with a direct sum decomposition
with dim X 2 < ∞ and let ϕ be a C 1 function on X with ϕ(0) = 0, satisfying the (PS) condition. Assume that for some δ > 0
Assume that ϕ is bounded from below and inf X ϕ < 0. Then ϕ has at least two nonzero critical points.
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Ò Ø ÓÒ 2.6º ( [3] ) Let G be a discrete subgroup of a Banach space X and let π : X → X/G, that is, x →x = x + G, it is obvious that π is the canonical surjection and X/G is a normed space with the norm
for every u ∈ X and every g ∈ G. If a differentiable functional ϕ :
) is a set of critical points of ϕ, and is called a critical orbit of ϕ. 
is a continuously differentiable. Moreover, we have
. It is well known that the critical points of ϕ correspond to the solutions for system (1.1).
Ä ÑÑ 2.15º
The functional given by (2.7) is weakly lower semicontinuous 
then u n has a convergent subsequence, where J is given by
Main results and proofs of theorems
Our main results are the following theorems.
and the following conditions:
(A2) There exists a subset E of [0, T ] with meas(E) > 0 such that
for all x ∈ R N and a.e. t ∈ [0, T ], and
Then system (1.1) has at least one solution which minimizes ϕ on W
1,p(t) T
.
ÓÖÓÐÐ ÖÝ 3.1º Suppose that F satisfies assumption (A ), (A1) and (A2).
Then system (1.1) has at least one solution which minimizes ϕ on W 
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(H2)
where q + is the same in condition (A). 
Ì ÓÖ Ñ 3.4º Assume that F satisfies the condition (A ) and there exists
T i > 0 such thatF (t, x + T i e i ) = F (t, x) (1≤ i ≤ N ) (3.1)
Remark 3.3º
We mean that two weak solutions u(t) and v(t) of system (1.1) are geometrically distinct if
P r o o f o f T h e o r e m 3.1. By Lemma 2.10, for δ = (1/2) meas(E) > 0, there exists subset E δ of E with meas(E \ E δ ) < δ such that
uniformly for all t ∈ E δ , which implies that
by Lemma 2.6. By (2.5), (2.6), (A1) and (A2), one obtains
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We have
, ϕ is coercive by Proposition 2.1 and Lemma 2.11. By [3: Theorem 1.1, Corollary 1.1], we complete the proof.
Our steps to prove Theorem 3.2 are organized as follows. First, we show the functional ϕ satisfies the (PS) condition, that is, {u n } has a convergent subsequence, whenever it satisfies that ϕ(u n ) is bounded and ϕ (u n ) → 0; second, we prove that ϕ satisfies the other conditions of Saddle Point Theorem (see [3: Theorem 4.6]); after these two steps, by Saddle Point Theorem we know that ϕ has at least one critical point, which is a periodic solution for system (1.1). 
P r o o f o f T h e o r e m 3.2. It follows from (H1) and Lemma 2.6 that
(∇F (t, u(t)),ũ(t))
and some positive constants C 3 , C 4 , C 5 and C 6 by Young inequality and Lemma 2.6, where C 0 is the same as in Lemma 2.6.
Hence, we have
for all large n. It follows from (2.4) that
by (3.3) and (3.4), we have
for some positive constants C 7 , C 8 and all large n.
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By the proof of (3.2) we have
for all n. It follows from the boundness of {ϕ(u n )}, (3.5) and (3.6) that
(3.7) for all large n and some positive constants C 10 and C 11 .
It follows from (H2) and (3.7) that (|ū n |) is bounded, hence { u n } is bounded by (2.4) and (3.5).
The sequence {u n } has a subsequence, also denoted by {u n }, such that
and u n ∞ ≤ C 12 is bounded by Lemma 2.5, where C 12 is a positive constant. We conclude that 
a(s).
By Lemma 2.14, we have 10) and ϕ (u n ), u n − u → 0 by the assumption of ϕ (u n ) → 0 and the boundness of u n . Then it follows from (2.8), (3.9) and (3.10) that
is a bounded linear functional, we get J (u),u n −u → 0, which combined with (3.11) implies that
It follows from Lemma 2.16 and (3.12) that {u n } admits a convergent subsequence.
We now prove that ϕ satisfies the other conditions of the Saddle Point Theorem. LetW . In fact it follows from Lemma 2.6 that
and some positive constants C 13 , C 14 and C 15 .
, which implies (3.13) by Proposition 2.1. Moreover, we have
as |x| → ∞ in R N , which follows from (H2).
We have proved the fuctional ϕ satisfies all the conditions of Saddle Point Theorem, so we know that ϕ has at least one critical point by Saddle Point Theorem, which is a periodic solution for system (1.1). The proof is completed.
Then we prove Theorem 3.3. P r o o f o f T h e o r e m 3.3. By (W3), there exist constants Q 1 < 0 and δ 0 > 0 such that 18) it is obvious that ϕ(u) ≥ 0 when u ≤ D 1 . By (W4), there exist constants Q 2 < 0 and δ 2 > 0 such that
for a.e. t ∈ [0, T ] and |x| ≤ δ 2 . When x ∈ R N , and x ≤ D 0 δ 2 , we conclude that
by (3.16) and (3.19) .
by (3.18) and (3.20) . By the proof of Theorem 3.1, we know that ϕ is coercive, that is, when ϕ(u n ) is bounded, (u n ) is a bounded sequence in W 1,p(t) T . Arguing then as the proof in Theorem 3.2, we conclude that ϕ satisfies the (PS) condition, and ϕ is bounded from below by the coercivity of ϕ and inf 
where the T i are the positive real numbers of assumption (3.1), we see ϕ is
, so we only need to prove (v k ) has a convergent sequence, then π(v k ) has a convergent subsequence in the norm defined in Definition 2.6, that is, π(u k ) has a convergent subsequence in the norm defined in Definition 2.6.
It follows from the periodicity of
for a.e. t ∈ [0, T ] and all x ∈ R N . Consequently, if for all k ∈ N. With the boundness of (v k ) and (3.22), we know { v k } is bounded by (2.4). Arguing as in the proof of Theorem 3.2, we conclude that {v k } has a convergent subsequence, that is, π(v k ) has a convergent subsequence in the norm defined in Definition 2.6, then π(u k ) has a convergent subsequence in the norm defined in Definition 2.6 since π(u k ) = π(v k ), so ϕ satisfies (PS) G condition, and it is obvious that ϕ is bounded from below by the periodicity of F in x.
Examples
In this section, we give three examples which can't be solved directly by the results in the references.
Example 4.1. In system (1.1), let p(t) = 7 + cos ωt, and 
