This work further develops the properties of fractional differential forms. In particular, finite dimensional subspaces of fractional form spaces are considered. An inner product, Hodge dual, and covariant derivative are defined. Coordinate transformation rules for integral order forms are also computed. Matrix order fractional calculus is used to define matrix order forms. This is achieved by combining matrix order derivatives with exterior derivatives. Coordinate transformation rules and covariant derivative for matrix order forms are also produced. The Poincaré lemma is shown to be true for exterior fractional differintegrals of all orders excluding those whose orders are non-diagonalizable matrices.
Introduction.
The use of differential forms in physics, differential geometry, and applied mathematics is well known and wide spread. There is also a growing use of differential forms in mathematical finance [23] , [3] . Many partial differential equations are expressible in terms of differential forms. This notation allows for insights and a geometric understanding of the quantities involved. Recently Maxwell's equations have been generalized using fractional derivatives, in part, to better understand multipole moments [5] - [8] . Kobelev has also generalized Maxwell's and Einstein's equations with fractional derivatives for study on multifractal sets [10] - [12] . Many of the differential equations of finance have also been fractionalized to better predict the pricing of options and equities in financial markets [1] , [22] , [24] , [25] . Fractional calculus is also being applied to statistics [18] - [20] . Hence, there is a need to further develop the notion of a fractional differential form to better understand fractional differential equations, fractional line elements, and fractal geometry.
In an earlier work [4] (hereafter referred to as FDF I) the study of fractional differential forms was initiated. The purpose of that study was to combine Riemann-Liouville fractional calculus with exterior calculus on an n-dimensional Euclidean space. FDF I focused primarily on differential order fractional forms. In this paper the properties of differential order fractional forms are extended. Integral and matrix order forms are also introduced and studied. Following Oldham and Spanier [17] the term fractional differintegral form shall be used when the result applies to both differential and integral order forms.
In section 2 some algebraic properties are worked out for various finite dimensional subspaces of the F( ,m,n), ν vector spaces defined in FDF I. In particular, a Euclidean inner product and Hodge dual are constructed for these finite dimensional subspaces and then for the infinite dimensional F( ,m,n) ν . In section 3 some differential properties are worked out for the finite dimensional subspaces of F( ,m,n) ν . The fractional Poincaré lemma is considered for all orders of the fractional exterior differintegral, including orders that represent fractional integration. Coordinate transformation rules for integral order forms are constructed. An example of a change of coordinates for integral order forms is also provided. In section 4, matrix order differintegrals are used to define matrix order forms (see the appendix for the definition of matrix order derivatives and integrals). Coordinate transformation rules and a covariant derivative are also constructed. The fractional Poincaré lemma is extended to matrix order forms and found to be true provided that the matrix representing the order is diagonalizable.
As in FDF I the coordinate index will be a sub-script rather than the traditional superscript. The summation convention will not be used so as to maintain some clarity with the myriad of indices to be encountered. Throughout this paper Before beginning it is necessary to correct an error and two typographical errors from FDF I that may cause confusion. In FDF I equation (25) is in error and equations (26) 
A more compact notation for fractional differintegrals is also adopted. The notation for fractional integrals and derivatives is given below.
The parameter λ is the order of the integral or derivative and is allowed to be complex. In the appendix it is shown that λ may assume matrix order values as well. Equation (4) is a fractional integral and equation (5) is a fractional derivative. Taken together, the operation is referred to as differintegration (see page 61 of [17] ).
Equations (6) - (13) are the basic identities from fractional calculus. In the following, m is a whole number and p and q are complex numbers whose real part is greater than zero.
In equations (10) and (11) k is the first whole number ≥ Re(q) . The above formulae and definitions can be found in [16] , [17] , [21] .
Algebraic Properties.
In this section the restriction that the order of the fractional differintegrals be real is made. Many of the results will clearly be valid for complex order differintegrals as well.
To begin, define a vector space G( n) ν, that is a finite dimensional subspace of F( ,m,n) ν (this is defined in FDF I) such that,
In curvilinear coordinates equation (27) 
An orthonormal basis for G( , n) ν ν ν
, , , and,
The coordinate indices assume all possible combinations with the constraint that
Then the exterior product of α and β obeys
where ( , , , , , 
is also constructed just as it is in exterior calculus but respecting the fractional coordinate transformation rules (see
can be constructed by noting that,
Then,
For example consider, 
In index notation,
For the discussion of the inner product and Hodge dual for F ,m,n ν ( ) the restriction that ν ≥ 0 is made. The inner product and Hodge dual for F ,1, n ν ( ) would be the same as for
) , the basis elements are made up of two coordinate differentials.
Consider two arbitrary elements of F ,2, n ν ( )
.
The inner product on F ,2, n ν ( ) is,
In curvilinear coordinates equation (43) 
The Hodge dual for F ,m,n ν ( ) is constructed in the same way, with the restriction of removing subspaces where the orders of the coordinate differentials are the same. Note that m n ≤ is also required.
Differential Properties.
To begin this section, it is desired to determine the values of ν and α for which the fractional Poincaré identity is always true. ν being the order of the exterior fractional differintegral and α being the object that is acted upon.
and denote the elements of an orthonormal basis by σ l . To be specific,
, , , , and the p p m 1 L
are defined in equations (22) and (23) . Substituting this into equation (48) and expanding the fractional exterior differintegral gives,
The product rule for fractional differintegrals is used to evaluate a x l l j j (13) of section 1).
The second factor on the right-hand side will be zero for all k values except k = 0. Thus,
and equation (49) becomes,
The second fractional exterior differintegral is expanded and reduced in the same manner 
, , , , ,
(assuming that the components of α are differintegrable to the appropriate orders). Recall that, F( ,m,n) ν is the union of all the
Hence,
In FDF I the coordinate transformation rules were worked out for fractional differential forms. For fractional integral forms the coordinate transformation rule is less compact.
The reason for this is that fractional derivatives ( Re ν 
The goal is to find a coordinate transformation matrix, J j i x y ( , , ) ν , that will express the dx i ν in terms of the dy i ν .
To construct the matrix for the integral order forms let k n ∈ { } 1, , K . Then, the following will generate n linear equations for the dx i ν .
Cramer's rule can now be used to find the matrix for the coordinate transformation. Define the n n × matrix A to be,
and a 1 n × column vector,
Equation (60) can now be written as,
The dx i ν can now be solved for in terms of the dy j ν . Define i A to be the matrix A with column number i replaced with the column vector b k . Then, via Cramer's rule,
Equation (64) 
Equation (68) is merely a statement that we get the covariant derivative that we are familiar with from differential geometry; i.e. covariantly constant metric and parallel transport.
Please note that the metric need only be covariantly constant for the case of derivatives of order 1 and for a background space of order 1. This is because parallel transport is tied to the notion of the tangent vector. Equation (69) 
The covariant derivative of a vector must transform as, , , 
Equation (77) is the usual expression for a covariant derivative, written in terms of the coordinate transformation matrix.
Now expand equation (76) using the product rule for fractional derivatives, 
If the first term of the infinite series is separated out the connection can be isolated.
20˜, This is somewhat more complicated than the usual connection coefficients that arise when constructing a covariant derivative. So, adopt the following notation and refer to the connection as a connection functional (due to the integrals involved in the sum).˜( and 98 of [21] ). For an alternate discussion of the fractional covariant derivative see
Kobelev [11] .
IV. Matrix Order Forms.
In the appendix fractional derivatives are extended to matrix order derivatives. To develop an understanding of these new objects, consider the coordinate transformation rules for matrix order forms. 
For now assume that A is diagonalizable, the Jordan case will be dealt with in a later paper.
Express the Cartesian coordinates in terms of the curvilinear coordinates, x x y i i = ( ), and compute the exterior fractional differintegral in the two coordinate systems.
To find the coordinate transformation matrix equation (88) 
I is the m m × identity matrix. Equations (95)- (99) can also be expressed using the spectral theorem.
The Poincaré lemma also holds true for matrix order exterior differintegrals. Let for any α ν ∈ F( ,m,n) (assuming that the components of α are differintegrable to the appropriate orders). For matrices that are only Jordan diagonalizable the result does not hold. This is because the upper triangular Jordan blocks do not commute.
V. Conclusion.
In this paper the results of FDF I were extended to include an inner product, Hodge dual, and covariant derivative for fractional differential forms. The connection for covariant fractional order derivatives was found to be somewhat more complex than for covariant derivatives of order one. The resulting formula does reduce to the usual formula from differential geometry. The notion of a fractional differential form was also extended to fractional integral and matrix order forms. Coordinate transformation rules were worked out for both of these objects with a specific example presented for integral order forms.
Matrix order forms were constructed by combining matrix order fractional calculus (see the appendix) with exterior derivatives. This was done in the same way that fractional order derivatives were combined with exterior derivatives in FDF I. The Poincaré lemma was found to be true for all orders of exterior differintegrals provided that the order of the differintegral was a diagonalizable matrix or any complex number.
One final note, the Riemann-Liouville fractional differintegral was used for the construction of fractional forms. There is no reason that the Grünwald-Letnikov, Weyl, or the Caputo definition of fractional differintegrals could not be used to define fractional forms. See references [17] and [21] for the definitions of these other fractional differintegrals.
Appendix: Matrix Order Differintegration
In this appendix the formulae from the Riemann-Liouville formulation of fractional calculus are adapted to matrix order for any matrix A ∈ × C n n ( n n × square matrices over the complex numbers). A brief review of matrix properties is provided to set notation and to provide a convenient reference for the reader.
The concepts of integration and differentiation have been expanded many times throughout the development of calculus. Almost immediately after the formulation of classical calculus by Leibnitz and Newton the question of half order derivatives arose (see [16] and [17] for historical reviews). Derivatives of complex and purely imaginary order were later developed (see e.g. [13] and references there in). Phillips considered fractional order derivatives of matrix-valued functions with respect to their matrix arguments, fractional matrix calculus. These operations were found to be well defined and subsequently applied to econometric distribution theory (see [18] - [20] ).
To develop the notion of matrix order derivatives and integrals (differintegrals) it is useful to review the properties of functions with matrix order arguments. Three different means of computing functions with matrix order arguments will be used in this paper. The method chosen will be determined by the properties of the matrix being used and the specific application being considered. 
and O is an orthogonal matrix. If a matrix A is diagonalizable then there exists an invertible matrix P such that
Alternatively, if A is diagonalizable the spectral theorem (see page 517 of [15] ) can be used to find another representation for A. If A D ∈ m then there exists a set of matrices G G for
If a matrix is Jordan block diagonalizable, then there is an invertible matrix P such that
Where λ λ 1 , , k K are the distinct eigenvalues of A ( k m < ), and J( j λ ) is the Jordan segment for the eigenvalue λ j .
There are several ways to define a matrix function. Let A ∈ N m with eigenvalues λ λ 1 , , K m (they need not be distinct) and let g(z) be a function that is defined for all the eigenvalues of A. Then g(A) can be expressed as
If A is real replace U by O and U * by O T . If A is diagonalizable then equation (111) would be written as,
The spectral representation can also be used (in either case).
, k K are the distinct eigenvalues. For matrices that are Jordan block diagonalizable but not in D m the situation is somewhat more complicated.
Where,
g(J( ) λ i ) is an l l × upper triangular matrix. Note that for this case the function need be at least differentiable of order l −1 at λ i . For further details see [15] .
Using equations (4) and (5) 
There is no sum over the repeated indices, they merely denote the components of the matrix between P and Q −1 . Alternatively the spectral theorem can be used to obtain another representation for the right hand side of equation (127). I is the identity matrix, m is a whole number, and f(x) may be a scalar, vector, or matrix order function.
Equation (7) carries over in the following sense, Let A be a matrix such that Re( ) λ i ≥ 0.
Now consider equation (127) 
Which, by equation (7), reduces to the identity operator.
Suppose that A and B commute (and are diagonalizable), then A and B can be diagonalized by the same matrix, say P. Equation (127) 
A further simplification of equation (136) will occur using equations (5), (7), (8) 
Or, using the spectral theorem, The right hand side of equation (142) is a sequential fractional derivative (see e.g. [16] and 
where Tr(A) is the trace of the matrix A, i.e. the sum of the eigenvalues.
