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Abstract— Determining the receptive field of a retinal ganglion cell is critically important when formulating a computational model that maps the relationship between the stimulus and response. This process is traditionally undertaken using reverse correlation to estimate the receptive field. By stimulating the retina with artificial stimuli, such as alternating checkerboards, bars or gratings and recording the neural response it is possible to estimate the cell’s receptive field by analysing the stimuli that produced the response. Artificial stimuli such as white noise is known to not stimulate the full range of the cell’s responses. By using natural image stimuli, it is possible to estimate the receptive field and obtain a resulting model that more accurately mimics the cells’ responses to natural stimuli. This paper extends on previous work to seek further improvements in estimating a ganglion cell’s receptive field by considering that the receptive field can be divided into subunits. It is thought that these subunits may relate to receptive fields which are associated with bipolar retinal cells. The findings of this preliminary study show that by using subunits to define the receptive field we achieve a significant improvement over existing approaches when deriving computational models of the cell’s response.
Keywords— retinal ganglion cell, receptive field, computational modelling, visual neuroscience.
I.	Introduction
The vision system is a highly complex biological structure which enables the detection and interpretation of visible light to construct a representation of the surrounding environment. Upon entering the eye, visible light is filtered down through a networked organisation of cells collectively known as the retina, comprising of photoreceptors, horizontal cells, bipolar cells, amacrine cells and Retinal Ganglion Cells (RGCs). Visual information is processed within the retina and exits from the RGCs in the form of spikes (or action potentials). 
These spikes encode the processed visual information [1], [2] which is subsequently transferred to the visual cortex for higher processing via the optic nerve. The retina is an ideal biological system to study and derive computational models as there is very little feedback from the brain to the retina, the inputs can be precisely controlled, and the output is accessible for physiological recordings using a multi-electrode array [3].
As the RGCs are the final stage of retinal processing an input-output arrangement can be established between the light (stimulus) perceived by the photoreceptors and the recorded neural response signals emitted by the RGCs. Modelling this input-output relationship has been a topic of interest over the years, both to understand the functional processing abilities of the retina and to utilise models of this biological vision system to inspire image processing research [4]. In fact, biologically inspired models of the retina have been shown to outperform various machine vision techniques [5] in terms of speed, power and performance. 
There are approximately 1 million RGCs within the retina, each pooling a signal from multiple photoreceptors via a complicated connective structure of different cell types. The photoreceptors in a spatial area known to contribute to a RGC eliciting a neural response are defined as a receptive field. This can otherwise be defined as the area of sensory space, which when stimulated, elicits a response from a RGC. The general shape of a receptive field is often approximated to be either a circular [6] or an elliptical region that is often defined with a 2D Gaussian spatial profile [7], [8]. However, in reality, the actual shape of the receptive field is highly irregular [9] as illustrated in Figure 1.
Forming an accurate approximation of the size, shape and location of the receptive field is critically important when deriving a stimulus-response model of the RGC; an accurate receptive field means that only stimuli values that contributed to the RGC eliciting a response will be considered in subsequent tasks; conversely, a poor estimate of the receptive field means that the modelling process will have to deal with stimulus values that did not contribute to the cell’s response, and also values that did contribute which may be missing. Hence, it is vitally important that an accurate receptive field region is identified and used when modelling RGCs.
To determine the cells receptive field a technique called Spike-Triggered Analysis (STA) or reverse correlation is often used [8], [10]–[13] where the response of the RGC to known stimuli is subsequently analysed. This process determines a model which can estimate the neurons response to the stimuli. White-noise stimuli are often selected for this purpose as it has features that make the subsequent analysis easily possible. However, it is known that such artificial stimuli do not test the full range of operation of the RGC and are not complex enough to describe natural visual scenes [14]–[17]. Thus, any model derived from a RGC using artificial stimuli can only be considered as a sub-set of the true neuron’s response. As RGCs are more accustomed to natural scenes, natural images present a more effective source for stimulation, both estimating the cell’s receptive field and for estimating RGC models [18].
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Extending on the previous work presented in [18] where natural images are utilised to improve the estimation of the receptive field we present an investigation to divide the resulting receptive field into subunits (or sectors), working on the principle that each RGC receptive field contains a combination of smaller spatial subunits [14] that contribute to the cells overall receptive field. Other studies have shown that these spatial subunits can be attributed to receptive fields from a connective structure with multiple bipolar cells [14], [19], [20] and that each subunit of the receptive field may contribute to the output of the RGC through a summation process. This paper presents a preliminary study which focuses on determining the receptive field from pre-recorded data. This experimental setup  rules out various other procedures used to estimate receptive field subunits which involve the direct stimulation and intra-cellular recording of bipolar cells [21], or closed loop control scenarios [20], [22] where the stimulus is manipulated during experimentation in to determine future stimulus patterns. We apply a number of machine learning methods to derive an input-output model of the RGC using the receptive field estimates that are comprised of different numbers of subunits, and then compare the models estimated response against the actual real RGC neuron’s response. Results gathered from experiments involving several RGCs provide quantitative evidence on the benefits of considering subunits of RGCs rather than considering the complete ganglion cell receptive field as a summation.
Section II provides an overview of data collection method stemming from work within [18]. In Section III, the method for dividing each receptive field into several subunits is outlined along with the data pre-processing that occurs to create an input-output dataset for model training. The various machine learning methods utilised to derive the computational models of the RGC are presented in Section IV whilst results from the various subdivisions are presented in Section V. Finally, the paper is concluded with an outline of future plans in Section VI. 
II.	Physiological Experiment Overview
Retinas were isolated from dark adapted adult axolotl tiger salamanders similar to the approach in [3], [23], where the retina is cut in half, with each half placed, cell-side down, onto a multi-electrode array to record cell activations in response to presentation of varying stimulus inputs. The stimulus was projected onto the isolated retina using a miniature display coupled with a lens that de-magnifies the image and focuses it onto the photoreceptor layer. Sampled at 10 KHz, the recorded spikes were sorted off-line and spike times were measured relative to the beginning of the stimulus presentation.
The natural image sequence utilised for these experiments were obtained from the McGill Calibrated Colour Image Database, which includes a wide range of visual scenes, each with a resolution of 256 x 256 pixels. Three hundred images were selected and arranged in a pseudo-random sequence and presented to the retina for 200ms, with an inter-stimulus interval of 800ms to allow each cell to recover from the previous stimulus update. This process is repeated 13 times for each cell. Both the physiological preparation and data collection were carried out at University Medical Center Gӧttingen, from which initial estimates of the RGCs receptive field were supplied with an identified size, shape and location receptive field using the standard reverse correlation approach.
III.	Data Pre-processing
For these experiments, 18 RGCs were considered, all of which had the initial receptive field size receptive field determined using spatio-temporal white noise (checkerboard) stimuli. The receptive field region was then refined through the use of natural images stimuli using the process outlined in [18]. Here we outline the technique used in our preliminary study which divides each receptive field into several (sector shaped) subunits. Each subunit is obtained by segmenting the elliptical receptive field along its circumference and intersecting these points with the centre. Figure 2 shows an example cell where the receptive field has been divided into a various equal (in terms of pixels) subunits ranging from 2 – 8 in number. No emphasis is placed on the particular arrangement or orientation of each subunit as no prior knowledge of the suspected underlying bipolar receptive fields is known, thus segmentation begins in each case from the calculated origin of the circumference as indicated by the dotted line in in the original receptive field in the centre of Figure 2.
For each image presented, pertinent stimulus values located both inside and on the border of each subunit are extracted and used to determine the mean contrast value for the particular subunit in question. The mean contrast is calculated as:
		(1)
where  is the mean intensity of the subunit region and  is the mean intensity of the entire image (including all subunits). The mean contrast per subunit then forms an input for the machine learning algorithms whilst the RGC’s spike counts recorded over 13 trials are averaged to form the target output. 
IV.	Methods 
Based on previous results presented in [24]–[26], a number of machine learning methods were selected that previously proved fast and efficient in determining a suitable model that estimates the relationship between stimulus and response. As this is a preliminary study to determine if the subunits result in a significant increase in model performance the choice of an optimal solution at this point was not a consideration.

1)	MLP
Multi-Layer Perceptron (MLP) is Feed Forward Neural Network (FFNN) model that maps sets of input data onto a set of appropriate outputs and is the most common Neural Network used in prediction [27]. An MLP consists of multiple layers of nodes in a directed graph, with each layer fully connected to the next one. MLP utilises a supervised learning technique called backpropagation for training the network. Except for the input nodes, each node is a neuron (or processing element) with a nonlinear activation function. Mathematically the MLP relates the output  to the input   by:
		(2)

where P and Q are the number of input nodes and hidden nodes respectively [28]. The weights wj are referred to as connection weights, and represent the tuneable parameters of the network. An activation function, g, must be chosen for the MLP. In our experiments a sigmoid activation function was selected and the error term is represented by et .

2)	BRNN
A Bayesian regularised neural network (BRNN) is an extension of the common MLP. A potential issue in an MLP is the high probability of overfitting and overtraining which leads to poor generalisation of the network. In a BRNN, a mathematical technique known as Bayesian regularisation is incorporated into the training process to reduce the potential overfitting. Generally the goal of each training step of an MLP is to minimise the sum of squared errors between the model output and the target output. Bayesian regularisation modifies this to: 
		(3)
where  is the objective function,  is the sum of squared errors,  is the sum of square of network weights, and  and  are objective function parameters [29] which are calculated using a grid search algorithm. In a BRNN the network weights are considered to be random variables and thus their density function is written according to the Bayes’ rule as.
		(4)
where  is the vector of network weights,  represents the data vector and  is the neural network model being used [30]. 
In Bayesian regularised networks, overly complex models are penalized as unnecessary linkage weights are effectively driven to zero. The network will calculate and train on the nontrivial weights, also known as the effective number of parameters, which will converge to a constant as the network grows [31].

3)	SVR
Support vector regression (SVR) [32] is an extension of the popular support vector machine (SVM) classifier to regression problems. First proposed by Vapnik [33], the support vector regression transforms the original training data to a higher dimensional feature space, , through some nonlinear transformation function, . In this new space a linear model is constructed, which corresponds to a nonlinear model in the original space. This is expressed as:
		(5)
		(6)
where the dot product operator is denoted by . The SVR training algorithm seeks to find a function  that has a maximum deviation from the obtained targets , while at the same time minimising the value , which represents the flatness of the function. The optimisation is written as:
minimise		(7)
subject to		(8)




Using this kernel trick allows us to avoid explicitly calculating the original transformation function . For the work presented in this paper, a radial basis kernel is used.

4)	kNN
The k-Nearest Neighbours algorithm (kNN) [34] is a simple and commonly used algorithm for classification and regression based on a similarity measure (e.g. distance functions) in a feature space. The kNN algorithm learns through the localisation information of the training objects. In classification applications, the kNN algorithm classifies an input object into a class based on a majority vote by its k closest neighbours. When used for regression, the kNN algorithm predicts the value of the input, as the average of its nearest k neighbours. In our implementation, the value of k was determined using five-fold cross validation with the Euclidian distance as the distance measure.
V.	Results
Results in this section are organised in terms of comparing the model’s predicted response against the real RGC’s recorded response which was obtained during the physiological experiments. In all cases the same stimulus used to elicit the neural response is also used to obtain a predicted response from the computational model. We have obtained a number of computational models using the different modelling approaches outlined in Section IV and by also varying the number of subunits that the complete receptive field region is comprised of. We also compare our results with models obtained using the original RGC receptive field which do not contain any subunits. Figure 3 to Figure 6 show these results in terms of RMSE and R2 (coefficient of determination) of the predicted model response and the real RGC recorded response for one of the cells we have studied. We utilise two separate metrics to confirm that observations made from the results are repeatable. For the training and testing results in terms of RMSE, both plots (Figure 3 and Figure 4) show a decreasing trend in the observed error when increasing the number of subunits within the receptive field. This relationship between increasing model accuracy and increasing the number of subunits is also observed in Figure 5 and Figure 6 where the linear fit of the predicted response to the real RGC recorded response is calculated in terms of R2. Excepting minor fluctuations in the estimates, the improvement is consistent across all computational modelling techniques for this particular selected cell. We hypothesise that in the cases where this is untrue, an improvement could be achieved through an alternative subunit segmentation technique regarding the receptive field, such as rotating the origin point of the segmentation or using different shapes of subunits for the segmentation. For example, using a circular arrangement of spatial units to tile within the complete receptive field, that are more akin to the natural shape of RGC receptive fields, may more accurately capture the RGC natural subunits.
Table 1 and Table 2 present training and testing results respectively for all 18 RGC’s within the study presented here. For these results, the performance of the predicted model response vs. real RGC recorded response in terms of R2 is shown. Here we compare the complete receptive field models with the subunit models. The percentage of cells out of 18 that show an improvement in the linear fit of the subunit models when compared to the complete receptive field model is then calculated for all differing number of subunit models. In terms of the training dataset, with respect to the SVR method, Table 1 shows that for all 18 RGCs comprising of RF subunits ranging from 3 – 7, an improvement in performance is achieved over the original approach that considers a complete receptive field region. Again, when comparing all modelling methods as a collective, over 65% of cells show an improvement in performance, for any method, and for any number of subunits. Similarly, for the testing results, over 60% of cells performed better than that of the original approach of considering a complete receptive field region.























Table 3 and Table 4 provide further results illustrating the level of improvement provided by dividing each receptive field using differing numbers of subunits. These tables show the average improvement, across all cells, in terms of the R2 value. For instance, the training results within Table 3 show that using 8 subunits, with respect to the SVR method, an average improvement of 0.316 is obtained to the calculated R2 value of the complete receptive field model. This is a significant improvement when you consider that the coefficient of determination ranges from 0 to 1. For example, Figure 6 shows a plot of a cell which initially performed poorly in terms of the linear fit (R2 value). On increasing the number of subunits utilised within the model, the performance notably increases.  
Results overall indicate that dividing a complete RGC receptive field into smaller spatial subunits provides better performance regardless of the computational modelling method being used as evidenced by the average improvement of all the computational modelling methods in the last column of Table 3 and Table 4 respectively. Of the computational modelling methods presented however, the SVR method consistently provides the best results in terms of the number of overall RGC models that have improved accuracy when using this subunit approach. 





















VI.	Conclusion and Future Work
In this paper, an investigation into the division of a RGC receptive field into several subunits has been presented. This work is an extension of previous work [18] where the receptive field is estimated through reverse correlation and refined through the use of natural images. Using this improved estimate of the receptive field we divide the receptive field area into several subunits and quantify the precision of the newly defined models by comparing the predicted model response to both the real RGC recorded response, using both the complete receptive field and the subunit receptive fields. We show that using additional subunits as opposed to the complete receptive field provides quantitative results which support the view that division of the receptive field into smaller spatial subunits leads to improved model accuracy.
Future plans for this work involve an exploratory investigation into other various types of segmentation of the receptive field. The results shown are quite promising in that introducing smaller spatial subunits is more akin to the natural shape of RGC receptive fields, and may further improve the ability of the models to describe the relationship between stimulus and response.
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Figure 3: RMSE of estimated response versus the actual response for the training data for varying numbers of subunits within the RGC receptive field.







Figure 5: R2 of estimated response versus the actual response for the training data for varying numbers of subunits within the RGC receptive field.

Figure 6: R2 of estimated response versus the actual response for the testing data for varying numbers of subunits within the RGC receptive field.
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