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Abstract
Unique historical data from UK criticality experiments with intermediate enriched ura-
nium (IEU) have been collated, reviewed and evaluated as criticality safety benchmark
experiments. Four benchmark evaluations, detailing 136 configurations, have been ac-
cepted by the International Criticality Safety Benchmark Evaluation Project (ICSBEP)
and published in the International Handbook of Evaluated Criticality Safety Bench-
mark Experiments. This work has increased the number of published IEU benchmark
configurations from 125 to the current total of 261. An overview of the experiments, a
description of the evaluations and a summary of the benchmark models are provided.
Sample calculational results obtained with the Monte Carlo codes MONK and MCNP,
using the JEF-2.2 and ENDF/B-VII.0 nuclear data-sets are presented.
In order to analyse the data, a novel data assimilation technique employing Kalman
filtering is derived. This uses sensitivity data, relating changes in the neutron multipli-
cation parameter keff, to perturbations in the underlying nuclear data. The sensitivity
module of MONK, used to obtain these data, is compared to similar codes as part of
an expert group study and is shown to give results in good agreement. Also utilised
are covariance matrices for uncertainties in the nuclear data, benchmark keff and the
sensitivity data itself—the sources of these data are explained. The assimilation scheme
is tested using a sample set of benchmark experiments to demonstrate its functionality.
The newly developed IEU benchmarks are used with the assimilation scheme coupled
to MONK, in order to calculate adjustments to the ENDF/B-VII.0 nuclear data. Simi-
lar, independent benchmarks are also selected for use in the analysis, eliminating those
which show significant statistical inconsistencies. Conclusions are drawn from this anal-
ysis; regions for consideration of the nuclear data are discussed and computational biases
and associated trends in the calculated keff data are provided. Finally, suggestions for
further work are described; these include further expansion of benchmark data, software
developments, alternative data assimilation methods and possible design properties for
future integral experiments.
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“Nisi impunitatis cupido . . .magnis semper conatibus adversa.”
The desire for safety stands against every great and noble enterprise.
[G. Cornelius Tacitus, Annals 15:50]
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1 Introduction
The concept of a self-sustaining chain reaction, perpetuated by nuclear particle interac-
tions was envisaged nearly 80 years ago. Leo´ Sz´ılard is credited with the first publication
of such an idea, in a patent filed in 1934 [1]. The neutron was correctly recognised as the
particle that would sustain the reaction, however the intended method of multiplication
was flawed. Not until the discovery of nuclear fission at the end of 1938 [2], [3] could
such an idea be realised. Once the possibility of a “critical” fission reaction became
an inevitability in the following year [4], a new paradigm in the harnessing of nuclear
energy was conceived. This would irreversibly change the scientific, economic and po-
litical world, and a far-sighted Albert Einstein recognised this in a letter of warning to
U.S. President F. D. Roosevelt [5]. The world’s first artificial nuclear reactor was soon
after built by Enrico Fermi’s team at the University of Chicago. Dubbed Chicago Pile-1
(CP-1), the pile of graphite-moderated uranium blocks was first taken critical on 2nd
December 1942 at 15:25 [6]. It remained steadily critical by means of a control rod for
approximately 28 minutes, marking the start of a nuclear age.
The CP-1 experiment began the study of “criticality” which has since been carried
out by a succession of scientists in many countries. As well as to establish an under-
standing of basic critical mass, experiments have been devised to answer questions on
matters such as moderation, reflection, leakage, poisoning and interaction. Until late
in the 20th century, safe critical limits for nuclear operations had some primary basis
in experimentally derived values. The enhancement of computing capability, plus its
decreasing cost and widening availability, has eventually allowed bespoke modelling and
calculation of critical parameters for nuclear operations to become the commonplace
alternative. This does not mean however, that experimental information can be disre-
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garded. Experimental information plays a pivotal role in benchmarking computer codes
and the underlying nuclear data. Put simply, it allows interrogation of how closely a
computer code can predict the real world, which is vital if continued improvements and
greater accuracy are to be achieved.
1.1 Criticality Safety Validation
In criticality safety, this continued improvement can take a number of forms. The
demonstration of wider margins of safety may become possible, because known biases
or flaws in computations can be reduced or quantified to a more precise degree. Alter-
natively, these margins can be utilised to adjust engineering processes and associated
safety limits. This can lead to the realisation of savings in terms of efficiency, very often
with significant time and/or cost savings.
The process of benchmarking computer code calculations against experimental mea-
surements is referred to as validation. One particular definition states ‘validation is the
process of ensuring that the data, method of solution, code or calculational route is ade-
quate for the solution of a particular problem’ [7]. It is also recognised that ‘comparable
experiments should be of high quality, with quantifiable errors on the measured result’
[7]. UK and international nuclear regulations state that suitable validation should be
carried out on safety-related computing tools, in order to prove the tool is fit for its
intended purpose and any computational bias is accounted for [8], [9]. With the general
downward trend in the extent of criticality experiments undertaken around the world, a
significant proportion of validation effort is spent on evaluating historical experiments.
As stated above, this process requires determination of the quality of the data and quan-
tification of measurement errors. Since most historical experiments were not undertaken
with such levels of rigour in mind, this process can prove difficult. This is coupled with
the loss of records and pertinent detailed information, which can happen over several
decades. The result in many cases is that preservation of the information has a finite
time limit—major endeavours in this respect are thus seen worldwide.
The work documented in this thesis is based upon a unique set of criticality ex-
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periments conducted in the UK, involving intermediate enriched uranium (IEU). The
experiments were carried out at United Kingdom Atomic Energy Authority (UKAEA)
laboratories between 1958 and 1965. The criticality safety community recognises a
paucity of data for critical experiment benchmark configurations for IEU systems—see,
for example, Clayton [10]. Data from these experiments are recognised as having the
potential to help address this issue. This could therefore provide new and unparalleled
validation information to nuclear engineers and data experts. The foremost project
to evaluate experimental data and collect subsequent benchmark specifications is the
International Criticality Safety Benchmark Evaluation Project (ICSBEP) [11]. The
background and activities of the ICSBEP are summarised in Section 1.2.
1.2 ICSBEP
The ICSBEP began as a US Department of Energy (DoE) initiative set up in 1992 with
a view to enable the collection and publication of critical experiment benchmark data
from all international sources. The ICSBEP mandate is to (1) identify and evaluate
a comprehensive set of criticality related benchmark data; (2) verify the data, to the
extent possible, by reviewing original and subsequently revised documentation, logbook
data where possible, and by talking with the experimenters or individuals who are fa-
miliar with the experimental facility; (3) compile the data into a standardized format;
(4) establish the uncertainty in the experiments through detailed sensitivity analyses;
and (5) formally document the work into a single source of verified and internationally
peer-reviewed critical benchmark data [11]. The work of the ICSBEP is documented as
an OECD/NEA publication entitled the “International Handbook of Evaluated Crit-
icality Safety Benchmark Experiments” (IHECSBE) [12]. The handbook is used by
criticality safety analysts to perform necessary validations of calculational techniques
and by nuclear data evaluators to improve basic nuclear data libraries [13], [14], [15].
The accumulation of data as a single reference source has maximised the sharing of this
crucial information between countries, and minimised reproduction of the interpretive
work required to properly utilise experimental information.
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The ICSBEP operates to a standard format for each experimental evaluation. This
involves presentation of the basic data, experimental conditions and parameters in an
unaltered format, followed by a detailed evaluation of the work [16]. This includes in-
vestigation into the uncertainties associated with the experimental parameters provided
[17]. The one standard deviation (one sigma) uncertainty in the neutron multiplication
factor keff, due to a one sigma variation in the material, geometrical or other physical
parameter is found. All contributing uncertainties are then summed to give the total
one sigma uncertainty. The benchmark model, often simplified for convenience, to be
adopted by the user is then described. This is based on the best available estimate of
the experimental set-up which is assigned the experimentally found keff value (in most
cases 1.0000). The extent of any intended biases in the model, deviating from the ex-
perimental conditions, are also found in terms of keff and the benchmark value adjusted
accordingly.
1.2.1 IEU Benchmark Data
The IHECSBE contains over 4500 critical configurations within nearly 600 evaluation
reports. Despite this, the coverage of evaluations for IEU are particularly sparse.
Discounting the experiment evaluations described herein, there are 125 configurations
across 43 reports; and for IEU solutions, two evaluations giving a mere five configura-
tions. It is considered that the best means of providing complete validation is to have
available as wide a coverage of benchmarks as possible; this allows for closer interpola-
tion between cases, as opposed to using a limited number of specific application regions.
Criticality safety applications, for both normal conditions and fault scenarios, are con-
tinuously conceived, and will continue to be at an extensive rate with the progress of
worldwide nuclear new-build [18]. IEU applications in the nuclear fuel cycle may become
particularly important in light of future Generation- III/III+/IV technologies, such as
fast and fast-breeder reactors [19].
Prior to this research project, UK involvement had led to the submission of a single
IEU evaluation “45% 235U Pseudo-Cylindrical Metal Slabs: Bare Assemblies” which
was published in the IHECSBE under identification IEU-MET-FAST-019 in the 2007
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edition. The wealth of other historical UK data (a cursory review of which is given by
Simister and Clemson [20]) is ideally placed to help fill the gap in IEU; data from Doun-
reay Experimental Reactor Establishment (DERE) are available for approximately one
hundred configurations. These involve solutions of aqueous uranyl fluoride at a range of
moderations in various geometries and reflection conditions; the data are summarised in
criticality data handbooks compiled by Abbey [21]–[23]. These experiments were part
of a wider series, all based on uranium fuel of nominally 30% enrichment in the 235U
isotope. The solid phase of the study was conducted at the Atomic Weapons Research
Establishment (AWRE), Aldermaston. The use of mixtures of uranium oxide and wax
allowed experiments to be carried out at much lower hydrogen moderation ratios than
the solutions. Approximately one hundred further configurations are listed by Abbey
[22], [23] involving these mixtures. The intimate mixing of the fuel and hydrogenous
moderator in these experiments makes them unique i.e. none of the moderated uranium
oxide experiments in the IHECSBE can be considered as effectively homogenous—their
moderation is brought about through heterogeneous arrangement such as interstitial
moderation. The existence of these summary data for IEU raises the question as to
whether it might be possible to establish a large number of simple, homogenous IEU
benchmarks that survey a wide range of moderation for this enrichment level.
1.3 Data Assimilation
Data adjustment, or data assimilation (DA), has been applied to nuclear engineering
problems since the 1960s. This was coincident with the surge in experimental data
becoming available at the time. The basic premise is that, given some disagreement
between calculated and experimental values (for whatever parameter of interest), it is
mathematically possible to perform adjustment of the basic, underlying data in order
to reduce the discrepancy between the expected and observed parameter. In nuclear
science, this has historically been called data adjustment, however this general prin-
ciple has been applied to numerous scientific/mathematical problems; the term data
assimilation is generically used to describe the method.
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1.3.1 Origins
The origins of estimation theory and data assimilation may be found in classical as-
tronomy. Carl Friedrich Gauss (1777–1855) developed a method of ‘least squares’ and
published this work in 1809. It was subsequently used for orbital estimates of Ceres
and other astronomical bodies using telescopic measurement data. Gauss hypothesized
that “the most probable values of the unknown quantities will be that in which the
sum of the squares of the differences between the actually observed and the computed
values, multiplied by numbers that measure the degree of precision is a minimum” [24].
The characterisation of orbits is possible, as theorized by Kepler (1571–1630), with a
small number of orbital elements. Gauss’ least squares method allowed the best possible
estimate of these elements to be made, using Kepler’s dynamics and measurements of
the system that have a Gaussian distribution. State estimation of linear dynamical sys-
tems using a finite number of measurements, has since been applied to numerous other
problems. These include process control, tracking and navigation, and the oceanic and
atmospheric sciences.
1.3.2 Existing Methodologies
Working at Aldermaston, Pendlebury and Hemment [25], [26] developed an early method
of adjusting group neutron cross-section data to give better agreement with measured
critical sizes—this first came into use in April 1964. This was achieved by optimising a
function of the adjustments and the sensitivity of the system to these adjustments [27];
the necessary first-order perturbation theory had previously been developed by Usachev
[28]. The standard deviation uncertainties of both the cross-sections and the system
reactivity were then included and a combined cost function to be recursively minimized
was derived. The best adjustments, with respect to their standard deviations, were
calculated utilising an early IBM computer system. Application of these adjustments
to the original data was shown to give good agreement with the critical systems inves-
tigated when used with a discrete ordinates (Sn) type deterministic neutronics code. It
was further postulated that the system could be generalized to take account of other in-
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tegral measurements such as neutron flux distributions. This notion was later addressed
by Matthes [29] (1978), where another least square type iteration system was presented
in order to give agreement with fluxes measured from experiments.
Independently, the approach was developed by physicists involved in fast reactor de-
sign. Early proposals by Cecchini et al. [30] and Humi et al. [31] were presented and
discussed at the UN Conference on Peaceful Uses of Nuclear Energy in Geneva, 1964.
Shortly after, Pazy et al. [32] and Rowlands & Macdougall [33] also presented work in
this area. Integral experiment data were used in order to supplement the limited nuclear
data available at the time; accurate nuclear data were needed for fast reactor design
and analysis over a large range of energies, reactions and isotopes [34]. The approach
has since been extended to several types of integral system parameter—critical sizes,
reaction rates, reactivity worths etc. [35]. The requirements for these types of anal-
yses are common—estimates of the sensitivity of the integral parameter to its various
contributors are necessary. Also required are reliable uncertainty estimates of both the
integral and basic data.
Modern criticality safety assessments employ DA methodology in order to derive esti-
mates of computational biases inherent in a particular combination of code and nuclear
data set. The various methods available for this purpose have recently been reviewed
[36], [37]. Generally, these use benchmark experiments (the most common source is
the IHECSBE [12]) in order to perform a validation routine. This enables assessors to
generate an estimate of the degree of adjustment that could be implied to the nuclear
data, to give a least square agreement with the experimental measurements. These ad-
justments, as applied to an application system (usually by sensitivity coefficients rather
than direct application), give the margin which must be applied to a sub-critical limit to
account for bias in the nuclear data. Tools to do this are entering wider use in criticality
safety, as opposed to being limited to use as research tools by experts. They are fast
becoming a means for bespoke bias assessment to be performed, replacing older, more
generic validation methodologies.
The review [36] concluded that the various schemes are for the most-part similar in
mathematical terms. Some individual differences are evident. These are mostly con-
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cerned with identifying statistical consistency between the benchmark values and their
uncertainties; where clear inconsistencies can be shown, experiments can be excluded
so that the adjustment procedure is not adversely affected. There also appears to be
little consideration of the effect of errors and non-linearity upon the adjustments; the
sensitivity data used in deriving the appropriate adjustments may be subject to these
problems. Some use of a recursive filter, where sensitivity values are re-generated with
the perturbed nuclear data, is evident. One methodology, that known as Total Monte
Carlo (TMC) [38], was markedly different in its approach. Basically, TMC involves
statistical sampling on differential data, based on a given distribution of uncertainties
on each value. This can be used to generate a very large number of independent data
libraries—the computer code being validated can run all of these, and the selection
of the data giving the best set of integral output results can be inferred as implying
the most unbiased set of adjusted data. TMC is gaining wider use as a means with
which statistically accurate uncertainties can be found for a range of uncertain design
factors in nuclear engineering [39]; yet data adjustment via this route is not currently
commonplace.
1.3.3 Kalman Filter
It has been noted that the field of data assimilation is most practised and developed
in subject matters outside of nuclear engineering. Parallels are seldom drawn, and op-
portunities to learn from other fields may therefore be lacking. The analogous data
assimilation algorithms performed in other fields could be just as well applied to the
criticality DA problem. One such standard tool is the Kalman filter—a least squares
based filter applied to linear dynamical systems with measurement noise. This was de-
veloped by Rudolf Emil Kalman in 1958 when the notion of state variables was applied
by him to the Wiener filtering problem [40]. This paper offered a set of equations that
would provide an efficient recursive solution to the discrete-data linear filtering prob-
lem, also capable of prediction, filtering and smoothing. The earliest applications of
the Kalman filter were trajectory control problems for automatic or assisted navigation
systems, including the Apollo manned spacecraft and modern aircraft guidance systems
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[41]. According to Sorenson [42], there are two main advantages of the Kalman filter
over the earlier Wiener filter. The first of these is the Kalman filter’s implementability
in the form of an algorithm for a digital computer as opposed to analogue circuitry. The
growing use of digital computing in Kalman’s era undoubtedly led to its wide prolifer-
ation, coupled with the possible use of it as a ‘tool’ to be used without the full rigor of
its precise derivation. Secondly, the general framework in which the Kalman filter was
offered allowed a sort of unifying influence on the results in the problems to which it
has been applied; insight being gained from analysis of the results within this general
framework.
Kishida [43] (1982) considers the applicability of the Kalman filter, developed in con-
trol theory, as well as other techniques from external fields, to nuclear reactor noise
analysis. The Kalman filter also found use in the nuclear realm, as an adaptive filter
for use with a criticality surveillance system, as reported by Yamada [44] (1989). These
appear to be amongst the earliest references to use of the filter in the nuclear energy
sector. Racz [45] (1992) later published work on using the filter to estimate small re-
activity changes in a critical reactor, assimilating measurements of the neutron density
within the reactor. Kalman filtering continued to be applied in reactor control; Liao [46]
(1997) and Massart and Buis [47] (2007) have presented results to show its comparable
efficiency to other methods, in estimation of parameters such as core coolant exit tem-
perature, again utilising neutron flux measurements. More recently, Cadini [48] (2007)
described an alternative use of the Kalman filter for assessing reactor dynamics, due
to problems introduced by non-linearity in the system. The technique described uses a
Monte Carlo estimate filter; a somewhat analogous approach to the use of an Ensemble
Kalman Filter (EnKF).
The current state of data assimilation in nuclear criticality is well typified by the
modular reactor code SCALE [49]. An overview of the capabilities in the latest version
(SCALE-6) is presented by Williams and Rearden [50]. The sensitivity and uncertainty
(S/U) modules of SCALE are collectively known as TSUNAMI (Tools for Sensitivity
and UNcertainty Analysis Methodology Implementation). This offers a range of tools,
including TSURFER (Tool for S/U analysis of Response Functionals using Experimental
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Results)—a module that uses the method of generalized linear least squares for nuclear
data adjustment in a variety of applications. Covariance data are also available for a
wide number of isotopes at full energy ranges. This is possible due to supporting data
such as the recent establishment of covariance data generation in the EMPIRE nuclear
reaction code [51] and the ‘low fidelity’ covariance project [52]. The latest US-based
data evaluation, ENDF/B-VII.1 [53], has also recently been released and is considered
to contain the most modern and comprehensive set of covariance data available. The
Kalman filter, alongside a complementary Monte Carlo method, has itself been used
in the generation of covariance data through incorporation of experimental differential
cross-section measurement alongside estimates made via reaction-theory based cross-
section generation.
1.4 Thesis Structure
Firstly, this thesis outlines the development from the historical primary data of a series
of benchmarks for UK IEU critical experiments that have helped fill a significant gap
in the ICSBEP database. Chapter 2 describes the evaluation of uranyl fluoride solution
experiments conducted at Dounreay, while Chapter 3 is based upon solid UO2/wax
assembly experiments undertaken at Aldermaston. These have been published under
the following four evaluation identifiers in the IHECSBE:
- IEU-SOL-THERM-002 “Bare and Water-Reflected Spheres and Hemispheres of
Aqueous Uranyl Fluoride Solutions (30.45% 235U)”
- IEU-SOL-THERM-003 “Bare and Water-Reflected Cylinders of Aqueous Uranyl
Fluoride Solutions (30.3% 235U)”
- IEU-COMP-THERM-015 “Single Cores Of 30.14% 235U Enriched UO2/Wax Mixtures—
Bare and With Single Reflector Materials”
- IEU-COMP-THERM-016 “Single Cores Of 30.14% 235U Enriched UO2/Wax Mix-
tures With Composite Reflectors”
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Secondly, it is shown that the Kalman filter may be adapted to be used for nuclear data
adjustment and to perform criticality safety validation. Utilising a Kalman filter data
assimilation algorithm, a means of analysing criticality benchmark integral experiments
is developed and tested in Chapter 4. The Monte Carlo neutronics code MONK’s sen-
sitivity generation capability, to which the Kalman filter scheme is coupled, is tested
as part of a comparison study performed by the OECD/NEA Expert Group on Uncer-
tainty Analysis in Criticality Safety Assessment (UACSA). The possible effects of, and
means of addressing, non-linearity and sensitivity uncertainty issues are also considered;
these are handled though incorporation of a secondary Kalman filter designed to adjust
sensitivity coefficients, based upon the agreement of expected and observed changes in
keff values through perturbations to the nuclear cross-section data.
It is also beneficial to select comparable, independently evaluated benchmarks and
include these in the analysis. The inclusion of a sufficient number of statistically consis-
tent benchmarks allows for wider conclusions to be drawn from the study. The analysis
in Chapter 5 combines the newly developed benchmarks with other selected similar
cases, in order to investigate how the evaluated benchmark experiments may be of use
for cross-section evaluations and identify possible nuclear data weaknesses. The calcu-
lated adjustments are also propagated, via sensitivity coefficients, to calculate validation
parameters; computational biases, bias uncertainties and associated trends within the
benchmark experiments, for the MONK Monte Carlo code and ENDF/B-VII.0 nuclear
data are provided. These are important in the setting of operational upper safety limits
(USLs) in criticality safety assessments.
The thesis concludes with suggestions for further work to follow this research project—
these include further expansion of benchmark data, software developments, alternative
data assimilation methods and possible design properties for future criticality experi-
ments.
26
2 Evaluation of Dounreay Experiments
Construction of a criticality laboratory at Dounreay began in 1956. Operations in a
single original test cell expanded over a period of seven years to a total of four cells. It
is estimated that over this time over a thousand critical parameters were determined
for configurations involving high, intermediate and low enriched uranium and also plu-
tonium systems. A “historical overview” has been given by Walford [54], detailing
the background to, and operations of, the experimental criticality team established at
Dounreay. Although not originally part of the site’s plan, the UKAEA in the 1950s
felt it necessary to underpin the criticality safety designs being utilised at its larger
plants at Windscale (now Sellafield), Capenhurst and Dounreay (the site of the well
known Dounreay fast reactor—DFR [55]). These designs were based on theoretical cal-
culations, using simple diffusion theory. It was felt that further confidence was needed
in certain circumstances by means of experimental evidence. Walford states that the
purpose of the Dounreay criticality laboratory eventually became three-fold. Firstly,
it would explore the safety of actual process plant vessels—or of close simulations of
them—under normal and fault conditions. Secondly, when opportunity allowed, it was
to carry out a range of “basic” experiments in simple geometry to determine the critical
parameters of uranium at various enrichments. Finally, it would provide a facility in
which a simulation could be carried out, for dose assessment and other forensic pur-
poses, of any criticality accident which might occur in a UK plant or laboratory.
Two major parametric surveys were carried out during these seven years of oper-
ation; one covering a wide range of core shapes, sizes and concentrations intended
to define the bounds of uranium solution criticality in the intermediate enrichment
range (∼30% 235U); and another having a similar objective for solid homogeneous
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hydrogen/uranium systems at a very low enrichment (∼1.4% 235U). What follows in
this Chapter is an overview of the evaluation of two major experiments that were
part of this first parametric survey. Section 2.1 describes the evaluation of data on
“Bare and Water-Reflected Spheres and Hemispheres of Aqueous Uranyl Fluoride So-
lutions (30.45% 235U)” which is published as IHECSBE benchmark experiment IEU-
SOL-THERM-002. Section 2.2 details the experiments on “Bare and Water-Reflected
Cylinders of Aqueous Uranyl Fluoride Solutions (30.3% 235U)” which is published as
IEU-SOL-THERM-003. Both are classified, as per ICSBEP convention, as ‘THERM’
spectrum as over 50% of the fission reactions are due to neutrons in the thermal energy
region (<0.625 eV). These Sections are summary versions of the full reports; exhaustive
details, such as material compositions, model dimensions and input listings etc. are not
reproduced here—the full evaluation should be consulted for this information.
2.1 Bare and Water-Reflected Spheres and Hemispheres
of Aqueous Uranyl Fluoride Solutions (30.45% 235U)
The spherical core vessel experiments that are the subject of this section were performed
using the TOAD and PHOENIX solution rigs in Cell 1 (Building D1249) at Dounreay
between January and August 1962. The PHOENIX equipment is described by Wal-
ford and Thomas [56] as “complementary in scope to TOAD and resembles it in design
and operation”. PHOENIX was used for studies in vessels of considerable diameter or
height—in this series of experiments, only the 38 in. sphere experiment utilised the
PHOENIX solution rig. Five aluminium spheres of nominal internal diameters 12 in.
(30.48 cm), 13.75 in. (34.925 cm), 16 in. (40.64 cm), 22 in. (55.88 cm) and 38 in.
(96.52 cm) were used in these experiments, with the key objective being to determine
the solution concentration necessary for criticality when a sphere was completely filled.
This was achieved by measuring critical conditions for a partly filled sphere over a range
of fractional volumes and extrapolation to the full spherical volume. Three types of re-
flection conditions were examined: “bare” (unreflected), part water-reflected (i.e. with
water reflector up to the level of the fuel solution), and fully water-reflected. Criti-
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cal parameters of full spheres were determined for the following configurations: 12 in.
sphere—fully water-reflected; 13.75 in. sphere—bare (at two concentrations) and fully
water-reflected; 16 in. sphere—bare, part water-reflected, and fully water-reflected;
22 in. sphere—bare, part water-reflected, and fully water-reflected; and 38 in. sphere—
bare. The data for the 22 in. sphere were also used to infer critical parameters for a
hemisphere under bare and water-reflected conditions. The thirteen experimental con-
figurations are evaluated and all are shown to be acceptable benchmark experiments.
Details of these experiments are provided in unpublished internal Dounreay reports
[57], [58], and a brief summary of some results is given in the UKAEA “Handbook of
Experimental Criticality Data” [22]. However, results for part water-reflected config-
urations and for the 38 in. sphere are previously unpublished. The experiments were
performed under the direction of J. G. Walford (Group Leader) and G. White (Senior
Experimental Officer). The equipment was operated by J. C. Smith, R. C. Hack, K. C.
Binns and J. A. Desoisa.
2.1.1 Details of Experimental Configuration
The spheres were constructed by spinning hemispheres and welding these together, with
the exception of the 38 in. diameter sphere in which the hemispheres were flanged and
bolted together, the annular width of the flanges being 112 in. (3.810 cm) and the thick-
ness 34 in. (1.905 cm). Again with the exception of the 38 in. sphere, which was made
from type S1B aluminium, the spheres were made of aluminium alloy, type NS5-O. All
the spheres had flanged stand pipes welded to the top and bottom. The design discus-
sions for the core vessels show that the thickness of the sphere walls was 10 s.w.g.1, i.e.
0.128 in. (0.3251 cm) [59]. The internal surfaces were coated with an epoxy resin lacquer
to prevent attack by the fuel solutions. The cylindrical reflector tank was 3 ft (91.44 cm)
diameter and 3.5 ft (106.68 cm) high, made of 12 s.w.g. (0.264 cm) aluminium. Note
that the reflector tank was removed for all measurements with the unreflected spheres.
A contemporary description of the Dounreay criticality laboratories is given by Wal-
ford and Thomas [56]. Cell 1 was 25 ft long, 15 ft across and 18.5 ft high. The three
1Standard Wire Gauge
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landward walls were constructed of 18 in. (45.72 cm) thick concrete, whereas the fourth
seaward wall and the roof were made of a light corrugated aluminium sheet of 12 s.w.g.
(0.264 cm). Cell 1 was not gas-tight and it was assumed, for design purposes, that in
the event of a serious incident the thin roof and front wall would be blown out, allowing
the fission product cloud to be dispersed by the prevailing wind. An earth screening
bank was placed between the cell and the shore-line (to provide neutron attenuation
in the event of an accident) [60]. The experimental rig was positioned such that the
centre of each spherical core vessel was 412 ft from the aluminium wall and 8 ft from
the north-easterly concrete wall (and hence 1012 ft from the south-easterly concrete wall
and 17 ft from the south-westerly concrete wall). The vessels were mounted on an open
steel framework. Except in the case of the 38 in. diameter sphere, the support table
was 3 ft from the cell floor. The 38 in. diameter sphere, however, required additional
support and was raised some 7 ft from the cell floor to accommodate the larger dump
tank (6 ft×4 ft×112 in.) required.
Description of Experimental Procedure
All details of the experimental procedure are taken from White [58]. The solution flow
scheme was designed to permit recirculation of solution for mixing purposes in a loop
containing the dump tank and core vessel. This reduced the labour involved in the
many small solution concentration changes made in these experiments. Suitable in-
terlocks prevented an excessive accumulation of solution in the core vessel during such
operations. Gross concentration changes were carried out in the stock tanks and a series
of flushing runs performed before an approach to criticality. Some departure from this
procedure was necessary in experiments with the 38 in. sphere because its capacity
was greater than the combined capacity of the storage tanks. This meant that gross
concentration changes were required to be carried out in the sphere dump tank system
which also thus acted as a storage system.
The rate of solution addition to the core vessel was generally chosen to be between 10
and 50 cm3/second depending upon the experiment in progress. Further pumps allowed
return of solution to the storage system and also at low speed through the sampling
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system. Finer control of solution reactivity was available using the “tad adder”—a
2 in. diameter glass tube capable of movement in a vertical direction and connected
to the core vessel dump pipe by flexible hose. Control rods were not provided, con-
trol being achieved by variation of solution or reflector height and, in emergency, by
dumping solution or reflector water through compressed-air-operated (Saunders type)
valves into their respective dump tanks. Solution and reflector heights were read in the
control room via CCTV pictures of sight glasses protruding from the side of the core
and reflector vessels. The reported accuracy of the solution height measurements in
these experiments is ±1 mm. The experimenters’ assessment of the volume uncertainty
is ±112% (based on a diameter uncertainty of ±12%). The bottom point of the sphere
was determined by comparing a measured height versus volume-added curve, over the
appropriate portion of the scale, with one obtained by calculation from the measured
diameters of the sphere and stand pipe.
Critical heights were determined initially from short extrapolations of an inverse
count-rate and solution height curves, using an external neutron source (Po-Be) and
confirmed, where possible, by loading the core vessel to this point and withdrawing
the source. Samples were taken by pumping the solution used through a flexible pipe
having a core and socket joint. When well flushed, the joint was broken and solution
allowed to drain into a small sample bottle. The analytical uncertainty in the solu-
tion concentration measurements is reported as ±1%. The count rate was measured by
several (at least three) brass or copper walled BF3 proportional counters 28 cm long,
and 0.5 in. (1.27 cm) diameter. These were positioned at 120o pitch and at various
radii from the central axis. In general, the closest would consist of natural BF3 and
at least one of the outermost would be enriched in 10B. In addition, a conventional
paraffin wax/BF3 long counter [61] and argon-filled ionization chamber were present at
some further distance from the rig (typically not closer than 4 ft). The apparatus was
not temperature controlled—the solutions were at ambient temperature. Temperature
measurements were made by a thermocouple inserted in a pocket penetrating the stand
pipe at the base of the sphere.
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Experimental Results
The experimental results reported by White are reproduced in Tables 2.1, 2.2 and
2.3. These results refer to experiments performed under the conditions described and
contain no corrections. Note that the H:235U ratios reported in Tables 2.1, 2.2 and 2.3
were derived from the uranium concentration and solution density using contemporary
atomic mass data. Consequently, the H:235U ratios reported should not be expected to
accord exactly with the data used for modelling purposes. Based upon current atomic
mass data, the following relation can be derived:
Consider 1 cm3 of UO2F2 in aqueous solution, with total uranium concentration
C (mg/cm3) and density ρ (g/cm3). Within this there is:
C (mg Utotal)
xC (mg of [O2F2])
yC (mg of impurities)
Where x = 2(MO+MF )MU(mean)
and y is the total concentration of impurities by weight with
respect to UTotal.
So the water content of the solution is:
(1000ρ− C − xC − yC) = 1000ρ− C(1 + x+ y) (mg H2O)
And the hydrogen content is:
[
1000ρ− C(1 + x+ y)
] [
2MH
2MH +MO
]
(mg H)[
1000ρ− C(1 + x+ y)
] [
2MH
2MH +MO
] [
1
MH
]
(moles H)
If E is the isotopic content by weight of 235U, there is:
EC
M235U
(moles 235U)
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So n, the atomic ratio of H:U(fissile), is:
n =
1000M235Uρ
8.937MHCE
− M235U (1 + x+ y)
8.937MHE
(2.1)
With
M235U = 235.0439
MU(mean) = (0.3072 × 235.0439 + 0.0039 × 234.0409 + 0.0008 × 236.0456 + 0.6882 ×
238.0508) = 237.1104
MF = 18.9984
MO = 15.9994
MH = 1.0079
x = 0.2952
y = 2.61375× 10−3 (assumed general impurity level—see Table 2.4)
E = 0.3045
n =
85694.4ρ
C
− 111.2 (2.2)
Description of Material Data
There are small variations in the reported isotopic compositions for solutions used in the
Dounreay cylinder, slab and sphere/hemisphere experiments—see, for example, Tables
5.37, 5.38 and 5.36 of Abbey [22] (30.3 wt.% 235U, 30.37 wt.% 235U and 30.45 wt.% 235U,
respectively). It was therefore necessary to establish whether these variations reflected
uncertainties in measurements made using the same material or whether the results ap-
plied to different batches of material. A review of historical progress reports shows that
different batches of material were involved in the cylinder, slab and sphere/hemisphere
experiments (with “blending” following additional deliveries).2 Consequently, the iso-
topic composition of the fissile material was taken as stated in the original reports for
the sphere and hemisphere experiments—see Table 2.4.
2J. G. Walford (personal communication) 2010
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Table 2.1: Reported critical parameters of unreflected spheres.
 
Critical parameters
(a)
 Nom. 
sphere 
dia. 
(in.) 
H:
235
U Uranium 
conc. 
 
(mg/cm
3
) 
235
U 
conc. 
 
(mg/cm
3
) 
Density 
 
 
(g/cm
3
) 
Temp. 
range 
 
ºC 
Height 
 
(cm) 
Volume 
 
(l) 
Mass 
235
U 
(kg) 
Volume 
% full 
218 371 113 1.425 34.90 22.27 2.52 100 
216 374 114 1.430 34.10 22.21 2.53 99.7 
208 388 118 1.447 32.70 22.02 2.60 98.8 
173 459 140 1.527 31.30 21.60 3.02 97.0 
141 554 169 1.634 30.80 21.40 3.61 96.1 
112 679 207 1.772 30.80 21.40 4.43 96.1 
102 740 225 1.842 31.30 21.52 4.85 96.6 
85 860 262 1.976 32.40 21.93 5.75 98.5 
80 912 278 2.032 33.45 22.15 6.16 99.5 
78 932 284 2.052 34.10 22.21 6.31 99.7 
13.75 
77 943 287 2.063 
12-13 
34.90 22.27 6.39 100 
128 603 183 1.689 26.05 24.71 4.54 70.8 
531 158 48.1 1.182 38.55 34.65 1.67 99.3 
534 157 47.8 1.182 40.54 34.91 1.67 100 
16 
536 156.6 47.7 1.181 
12-13 
Subcritical 
129 600 183 1.685 23.35 34.54 6.32 37.8 
300 274 83.4 1.314 24.70 37.78 3.16 41.4 
486 172 52.4 1.197 27.85 45.47 2.38 49.8 
488 170.8 52.0 1.197 27.94 45.67 2.37 50.0 
710 119 36.2 1.136 33.50 59.13 2.14 64.7 
914 92.8 28.2 1.106 41.15 75.66 2.14 82.8 
991 85.7 26.1 1.097 47.45 85.74 2.24 93.9 
1022 83.1 25.3 1.094 49.50 88.07 2.23 96.4 
1037 81.9 24.9 1.093 52.90 90.65 2.26 99.2 
1044 81.4 24.8 1.093 55.88 91.34 2.27 100 
22 
1053 80.8 24.6 1.092 
12-14 
Subcritical 
127 611 186 1.697 19.75 51.8 9.63 10.9 
404 206 62.7 1.237 22.65 66.2 4.15 13.9 
545 154 46.9 1.180 24.85 78.4 3.68 16.5 
710 119 36.2 1.135 28.10 97.6 3.53 20.5 
907 93.5 28.5 1.106 32.75 127 3.62 26.7 
1130 75.3 22.9 1.087 39.50 174 3.98 36.6 
1313 64.9 19.8 1.076 47.20 230 4.55 48.4 
1407 60.6 18.4 1.068 54.85 285 5.24 60.0 
1510 56.5 17.2 1.062 69.55 383 6.59 80.5 
1602 53.3 16.2 1.061 86.7 462 7.48 97.0 
1617 52.8 16.1 1.061 96.86 475.7 7.66 100 
38 
1623 52.6 16.0 1.060 
16-18 
Subcritical 
(a)  Results appropriate to a 50% volume and a 100% volume are extrapolated. 
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Table 2.2: Reported critical parameters of fully reflected spheres.
 
Critical parameters
(a)
 Nom. 
sphere 
dia. 
(in.) 
H:
235
U Uranium 
conc. 
 
(mg/cm
3
) 
235
U 
conc. 
 
(mg/cm
3
) 
Density 
 
 
(g/cm
3
) 
Temp. 
range 
 
ºC 
Height 
 
(cm) 
Volume 
 
(l) 
Mass 
235
U 
(kg) 
Volume 
% full 
298 276 84.0 1.318 25.50 13.79 1.16 92.9 
351 236 71.8 1.272 29.35 14.81 1.06 99.7 
12 
352 235 71.5 1.271 
15-16 
30.50 14.85 1.06 100 
394 211 64.2 1.243 25.10 17.97 1.15 80.7 
456 183 55.7 1.210 27.50 19.67 1.10 88.3 
572 147 44.7 1.169 34.10 22.21 0.99 99.7 
13.75 
576 146 44.4 1.167 
12-13 
34.90 22.27 0.99 100 
128 603 183 1.689 19.00 15.80 2.90 45.3 
277 295.6 90.0 1.341 20.27 17.45 1.57 50.0 
418 199 60.6 1.229 23.10 21.07 1.28 60.4 
535 157 47.8 1.181 26.60 25.34 1.21 72.6 
643 131 39.9 1.150 29.95 29.00 1.15 83.1 
735 115 35.0 1.133 34.15 32.58 1.14 93.3 
748 113 34.4 1.130 35.00 33.10 1.14 94.8 
762 111 33.8 1.128 36.20 33.76 1.14 96.7 
783 108 32.9 1.124 38.50 34.65 1.14 99.3 
16 
792 107 32.6 1.123 
12-13 
40.54 34.91 1.14 100 
129 600 183 1.685 17.60 21.48 3.93 23.5 
300 274 83.4 1.314 19.70 26.06 2.18 28.5 
486 172 52.4 1.197 22.55 32.63 1.71 35.7 
710 119 36.2 1.136 27.40 44.37 1.60 48.6 
728 115.6 35.2 1.133 27.94 45.67 1.61 50.0 
914 92.8 28.2 1.106 33.35 59.13 1.67 64.7 
991 85.7 26.1 1.097 37.40 67.99 1.78 74.4 
1022 83.1 25.3 1.094 38.40 70.15 1.78 76.8 
1053 80.8 24.6 1.092 39.90 73.23 1.80 80.2 
1134 75.1 22.9 1.085 45.70 83.40 1.91 91.3 
1172 72.7 22.1 1.084 49.55 88.10 1.95 96.5 
1202 70.9 21.6 1.081 54.75 91.26 1.97 99.9 
22 
1202 70.9 21.6 1.080 
12-14 
55.88 91.34 1.97 100 
(a)  Results appropriate to a 50% volume and a 100% volume are extrapolated. 
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Table 2.3: Reported critical parameters of part reflected spheres.
 
Critical parameters
(a)
 Nom. 
sphere 
dia. 
(in.) 
H:
235
U Uranium 
conc. 
 
(mg/cm
3
) 
235
U 
conc. 
 
(mg/cm
3
) 
Density 
 
 
(g/cm
3
) 
Temp. 
range 
 
ºC 
Height 
 
(cm) 
Volume 
 
(l) 
Mass 
235
U 
(kg) 
Volume 
% full 
128 603 183 1.689 20.50 17.70 3.24 50.6 
418 199 60.6 1.229 25.80 24.41 1.48 69.9 
534 157 47.8 1.181 28.80 27.81 1.33 79.7 
643 131 39.9 1.150 32.00 30.89 1.23 88.5 
735 115 35.0 1.133 36.60 33.97 1.19 97.3 
16 
770 110 33.5 1.125 
12-13 
40.54 34.91 1.17 100 
129 600 183 1.685 18.70 23.85 4.36 26.1 
300 274 83.4 1.314 20.65 28.22 2.36 30.9 
486 172 52.4 1.197 23.55 35.01 1.84 38.3 
710 119 36.2 1.136 28.55 47.17 1.70 51.6 
914 92.8 28.2 1.106 34.85 62.28 1.76 68.2 
991 85.7 26.1 1.097 39.10 71.62 1.87 78.4 
1022 83.1 25.3 1.094 40.25 73.91 1.87 80.9 
1053 80.8 24.6 1.092 41.70 76.71 1.89 84.0 
1134 75.1 22.9 1.085 48.00 86.44 1.98 94.6 
1172 72.7 22.1 1.084 52.25 90.24 2.00 98.8 
22 
1184 71.9 21.9 1.082 
12-14 
55.88 91.34 2.00 100 
(a)  Results appropriate to 100% volume are extrapolated. 
 
The impurity levels are reported as having “crept up” as the experiments progressed,
“although not to a level considered too undesirable” [58]. The order in which the sphere
experiments were performed was as follows: 16 in., 22 in., 13.75 in., 12 in. and finally,
38 in. The impurity levels measured at the end of the series of experiments are listed in
Table 2.4. The core vessels were made from either NS5-O aluminium alloy or S1B alu-
minium, the contemporary compositions of which are available [62]. The support table
and struts were made from mild steel. The mild steel was BS 15 No. 1 [63] and this is
the specification used for modelling purposes. The elemental composition assumed for
BS 15 No. 1 mild steel was taken from Woolman and Mottram [64].
The internal surfaces of the core vessels were coated with an epoxy resin lacquer. The
design discussions for the spherical core vessels show that the recommended lacquer was
Epilux and that the protective film was 0.003 in. to 0.005 in. thick. Epilux is currently
produced by Berger paints—the exact chemical composition is proprietary information.
The Epilux Material Safety Data Sheet3 notes that the epoxy resin is a diglycidyl ether
3Material Safety Data Sheet—Epilux No. 4: Red Oxide Primer, Berger Paints.
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Table 2.4: Isotopic and impurity analysis of uranyl fluoride solutions (sphere and hemi-
sphere experiments).
 
Isotope Composition (percent by weight) 
234
U 0.38 ± 0.02 
235
U 30.45 ± 0.2  
236
U 0.08 ± 0.02 
238
U Balance 
 
Element Concentration 
(ppm by weight with 
respect to total uranium) 
Cadmium 15 
Iron 1300 
Nickel 400 
Chromium 200 
Aluminium 460 
Zinc 200 
Copper 160 
Calcium 600 
Magnesium 130 
Manganese 20 
 
 
(DGEBA) derived from epichlorohydrin and bisphenol A, and that the curing agent
is a polyamide. The following details of DGEBA resins used in solution coatings and
polyamides used as epoxy curing agents were taken from Lee and Neville [65]. The
DGEBA resin structure may be represented as C3H5O2–[C18H20O3]n–C18H19O2, where
n is the degree of polymerisation. For solution coatings based on DGEBA, the DGEBA
molecular weight is typically ∼950, which equates to n = 2.14. The density of DGEBA
(mol. wt. 950) is 0.99 g/cm3. An approximate composition for a polyamide used as an
epoxy curing agent is C45H76N4O2. The polyamide density is 0.83 g/cm
3. Epilux is a
red oxide primer—the pigment is added to enhance the coating’s anti-corrosion prop-
erties. The pigment most widely used for this purpose at the time of the experiments
was red lead (Pb3O4) [66] (crystallographic density =8.92 g/cm
3) [67]. In standard
formulations of epoxy solution coatings, the pigment forms between 40% and 70% of
the total dried weight. The ratio of epoxy resin to polyamide remains constant in all
formulations: 65% epoxy resin and 35% polyamide [65]. These details were used to infer
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an approximate composition for the dry lacquer. Note that any other constituents are
volatiles and are assumed to evaporate. The inferred dry lacquer density used in the
evaluation is 1.446 g/cm3 (based upon the minimum pigment content) and 2.488 g/cm3
(based upon the maximum pigment content).
2.1.2 Modelling Assumptions Adopted
The reported sphere diameters do not correlate exactly with the observed volumes—see
Table 2.2. For the purposes of the model calculations, the measured sphere volumes
were used to derive more accurate sphere radii. In order to preserve the physicality of
the model, the top of the solution was modelled flat; i.e. level to the intersection of
the sphere and upper stand pipe. As noted, the H:235U ratios reported were derived
from the uranium concentration and solution density using contemporary atomic mass
data. Consequently, the ratios were recalculated to take account of current atomic mass
data. It was not possible to retrieve precise details regarding the height of the solution
stand pipes. A nominal stand pipe height of 7 in. was assumed. This is consistent with
the lowest bounding reflection conditions (for the 22 in. sphere) given the dimensions
of the reflector tank (3 ft diameter and 3.5 ft high). For the reflected systems, the
experimenters refer to “an effectively infinite thickness of water” [57]. A progress report
for this series of experiments (covering the 22 in. sphere) describes “effectively infinite
water-reflector” as 6 in. The height of the solution stand pipes was treated as a source
of uncertainty. The walls of the stand pipes were assumed to be the same thickness as
the sphere walls; i.e. 0.128 in.
In the case of the 38 in. sphere, critical parameters were determined only under
unreflected conditions. Based upon the photograph shown in Figure 2.1, the stand pipe
height was estimated as 12 in. (30.48 cm) (based upon a comparison with the size of
the core vessel). Again, the stand pipe height was treated as a source of uncertainty.
For the fully water-reflected experiments, the height of the water above the top of the
sphere was also treated as an uncertainty. A nominal height of 7 in. water above the
sphere was assumed in the experimental models. A selection of experimental models
are shown in Figures 2.2 to 2.6.
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Figure 2.1: The 38 in. sphere in position in Dounreay Cell 1.
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Figure 2.2: Experimental model for the unreflected 22 in. sphere (aluminium cell wall
removed).
 
Figure 2.3: Cut-away through the unreflected 22 in. sphere experimental model.
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Figure 2.4: Cut-away through the fully water-reflected 22 in. sphere experimental
model.
 
Figure 2.5: Cut-away through the part water-reflected 16 in. sphere experimental
model.
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Figure 2.6: Experimental model for the unreflected 38 in. sphere.
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2.1.3 Evaluation of Experimental Uncertainties
Sensitivity studies to determine the effect on keff of various uncertainties in the reported
experimental data were undertaken. Sensitivity calculations were performed using the
MONK9A Monte Carlo code [7] with the JEF-2.2 cross-section library. The experimen-
tal models as outlined above were used for these calculations. All model calculations
were run to a statistical standard deviation in keff of 0.0001. Parameter variation un-
certainties were assessed based upon at least five sets of calculations across a range
(typically ±5σ). Linear trends were obtained across all the ranges studied—the gradi-
ent was used to determine the uncertainty in keff. The uncertainty in keff due to such
parameter variations is considered to be accurate to at least four decimal places. Where
the uncertainty was found to be <0.0001, it was discounted as negligible.
Material Uncertainty Calculations
The 235U enrichment is given as 30.45±0.2 wt.%. The 234U content is given as 0.38±0.02
wt.% and the 236U content is given as 0.08±0.02 wt.%; these were taken as 1σ varia-
tions. When assessing the effect of these uncertainties the weight percent of 238U was
adjusted accordingly. The resulting uncertainties in keff are shown in Table 2.5, however
the uncertainties due to 236U were <0.0001, which is considered negligible.
The empirical relationship derived by Johnson and Kraus [68] is considered to ac-
curately describe the density of uranyl fluoride solutions. An estimate of the solution
density uncertainty was obtained by comparing the reported density measurements with
values calculated using the Johnson and Kraus formula:
1
d
=
1
d0
+ aF2 + bF2
2 (2.3)
d = solution density
d0 = solvent density (water=0.998 g/cm
3)
F2 = weight fraction of UO2F2
a = -0.9120
b = 0.0567
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Figure 2.7 shows the percentage difference between the calculated density (Johnson
and Kraus) and the reported density measurements as a function of the total uranium
concentration. Note that the part water-reflected sphere experiments utilised the same
solutions as the fully water-reflected experiments, so these data points overlap in Figure
2.7. The dotted lines show the effect of a 1% concentration uncertainty on the Johnson
and Kraus calculated results; i.e. (JK calculated (±1% change in concentration)−JK
calculated)×100/JK calculated. The results presented in Figure 2.7 could be inter-
preted as suggesting a slight bias in the Dounreay measurements (of roughly -0.1%)
relative to the Johnson and Kraus formula. Of course, this is not to imply that there
is a systematic error in the Dounreay measurements—any bias is almost certainly due
to differences in the uranium enrichment, the impurity levels and the temperature at
which the density measurements were made (note that the Johnson and Kraus formula
was derived from data at 25oC). The distribution of the results in Figure 2.7 is approx-
imately normal, with a mean percentage density difference of -0.0869 and a standard
deviation of 0.0836. The maximum difference between the calculated density and the
reported density measurements is 0.36%. For the purposes of the evaluation, the so-
lution density uncertainty was taken as 0.36%—this was treated as a tolerance, and
the 1σ uncertainty is thus 0.36/
√
3=0.21%. It was noted that the temperature ranges
given in Tables 2.1 to 2.3 are the temperatures at which the critical experiments were
performed (measured by a thermocouple in the stand pipe at the base of the sphere).
These temperature ranges may not correspond exactly to the temperatures at which
the density measurements were made. However, it was considered that the density un-
certainty will adequately bound credible temperature difference effects.
It should be noted that the Johnson and Kraus formula can also be used to in-
fer total uranium concentrations based upon solution density measurements. Figure
2.8 shows the percentage difference between the inferred total uranium concentration
(Johnson and Kraus) and the reported total uranium concentrations as a function of
the solution density. Again, it is noted that the part water-reflected sphere experiments
utilised the same solutions as the fully water-reflected experiments, so these data points
overlap. The dotted lines show the effect of a 0.36% density uncertainty on the in-
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Figure 2.7: Density comparison as a function of total uranium concentration (sphere
experiments).
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Figure 2.8: Total uranium concentration comparison as a function of solution density
(sphere experiments).
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ferred Johnson and Kraus results; i.e. (JK calculated(±0.36% change in density)−JK
calculated)×100/JK calculated. The distribution of the results in Figure 2.8 is approxi-
mately normal, with a mean percentage concentration difference of 0.590 and a standard
deviation of 0.798. The analytical uncertainty in the solution concentration measure-
ments is reported as ±1%. The uncertainty was taken as a 1σ variation. The analysis
above lends credence to the reported concentration uncertainty; the observed good con-
sistency between the density and concentration measurements suggests that there are
no significant discrepancies in the reported results in either case. Note that changes in
uranium concentration were compensated by changes in the water content to keep the
overall solution density constant. The solution concentration uncertainty is considered
to bound any uncertainty in the extrapolation to 50% or 100% sphere volume. (The
extrapolations are generally relatively small: <1% in volume for 9 of the 13 benchmark
cases). As an example, the critical volume versus total uranium concentration plot for
the unreflected 13.75 in. sphere is reproduced in Figure 2.9—with the addition of ±1%
concentration uncertainty (1σ) error bars. It is clear that the concentration uncertainty
is bounding of any error in the extrapolation (Figure 2.9).
As noted, the impurity levels are reported as having “crept up” as the experiments
progressed. For the purposes of the evaluation, the general impurity levels during the
course of the experiment were assumed to be 75% of the values listed as the maximum
impurity. The uncertainty in the impurity levels was then assessed over a range that
bounded the levels reported at the end of the series of experiments, by assuming a 1σ
uncertainty of ±33% of this general impurity level. Finally, the composition of epoxy
lacquer on the tanks’ internal surface was treated as an uncertainty. In standard for-
mulations of epoxy solution coatings, the pigment forms between 40% and 70% of the
total dried weight. This range was treated as a tolerance and the 1σ uncertainty was
calculated as 30/
√
12=8.660%.
Geometrical Uncertainty Calculations
The experimenters’ assessment of the sphere volume uncertainty is ±1.5%—this was
taken as a tolerance and the 1σ uncertainty was calculated as 1.5/
√
3=0.866%. Note
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Figure 2.9: Critical volume versus total uranium concentration for unreflected 13.75 in.
sphere.
that this volume uncertainty was considered to include the uncertainty in the solution
height measurements due to zero setting and reading of the sight glass. The dimen-
sional tolerance on the core tank thickness may be taken as +0.009 in./-0.010 in., based
upon material data for this aluminium [62]. For convenience, this was standardised to
±0.010 in. either side and the 1σ uncertainty was calculated as 0.010/√3=0.005774 in.
Upon receipt of the core tanks by the experimental facility, it was noted that distor-
tion and sphericity checks were performed across several vertical planes at latitudes
spaced 22.5o apart. The tolerance on the mean diameter found by these checks is stated
as ±0.050 in. (0.127 cm) [59]. Using this tolerance, uncertainty calculations were per-
formed by varying the sphericity of the core tanks i.e. modelling them as slight ellipsoids.
This was done in both planes of symmetry, so that changes in both the horizontal and
vertical planes were investigated. In all cases, when one dimension was perturbed the
other was varied in order to keep the overall volume constant. The results showed that
the change in keff was negligible (<0.0001).
The diameter of the stand pipes is quoted to the closest 18 in.; e.g. the stand pipe
diameter for the 22 in. sphere is given as 1.375 in. The uncertainty assigned to the stand
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pipe diameter is assumed to be half this smallest scale division; i.e. 116 in. in the diam-
eter and 132 in. in the radius. Uncertainty calculations were performed by varying the
radius of the stand pipes. The results showed that the change in keff due to uncertainty
in the stand pipe diameter was negligible (<0.0001). As noted, a nominal stand pipe
height of 7 in. (or 12 in. in the case of the 38 in. sphere) was assumed. An upper limit
may also be inferred by consideration of the total height of the reflector tank (3.5 ft). In
order that the largest reflected cylinder (22 in. diameter) may fit inside the tank with
water reflection above and below the core vessel at a depth roughly equal to the stand
pipe height, a maximum value of 10 in. is found; i.e. (22 in.+2×10 in.)=42 in.=3.5 ft.
The 3 in. difference between this upper limit and the nominal value is assumed to be
representative of the uncertainty associated with the stand pipe height in all cases. This
was treated as a tolerance and the 1σ uncertainty was calculated as 3/
√
3=1.732 in.
The thickness of the dry epoxy resin lacquer is given as 0.003 in. to 0.005 in., which
was taken as a tolerance. The solution volume was fixed—so, the assessment of varia-
tions in the lacquer thickness involved small changes in the aluminium sphere diameters.
Calculations showed that the uncertainty in keff due to the uncertainty in the epoxy
resin thickness was negligible (<0.0001). For the fully water-reflected experiments, a
nominal height of 7 in. water above the sphere is assumed in the base experimental
models—this is consistent with the lowest bounding reflection conditions for the 22 in.
sphere. Uncertainty calculations were performed where the reflector height above the
spheres was varied between 6 in. and 10 in.—the effect on keff was negligible (<0.0001).
Uncertainty calculations were also performed for the part water-reflected configurations,
where the height of the reflector was modelled equal to the solution height in the core
vessel. The uncertainty in the matching of this reflector height with the solution height
is given as ±1 mm (1σ) [58].
Combined Total Uncertainty
Table 2.5 lists the individual (non-negligible) uncertainties in keff determined for each
configuration, using the uncertainty levels determined above and assessing each param-
eter in turn. Since independence of the various sources of uncertainty is assumed, the
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total uncertainty is found by combining each of the contributing sources of uncertainty
by quadratic sum. The results presented in Table 2.5 show that the major contrib-
utors to the overall uncertainty were the enrichment, solution concentration, density
and volume uncertainties. In only one configuration does the calculated total uncer-
tainty exceed 1% in keff (for the unreflected 13.75 in. sphere—“concentrated” solution;
σtot=1.09%). As such, these experiments were judged to be acceptable benchmarks.
Table 2.5: Uncertainty in keff summary for sphere and hemisphere configurations.
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TOTAL 
12 in. 
FR 
0.0013 NEG 0.0004 0.0012 0.0003 NEG 0.0018 NEG NEG NEG 0.0026 
13.75 in. 
FR 
0.0018 NEG 0.0018 0.0008 NEG NEG 0.0017 NEG NEG NEG 0.0032 
16 in. 
FR 
0.0021 0.0001 0.0027 0.0005 NEG NEG 0.0015 0.0001 NEG NEG 0.0038 
22 in. 
FR 
0.0025 0.0001 0.0037 NEG 0.0002 0.0001 0.0011 NEG NEG NEG 0.0046 
13.75 in. 
UR (1) 
0.0009 0.0002 0.0023 0.0022 0.0004 0.0001 0.0024 0.0003 0.0005  0.0042 
13.75 in. 
UR (2) 
0.0004 0.0002 0.0099 0.0038 0.0003 NEG 0.0023 0.0003 0.0003  0.0109 
16 in. 
UR 
0.0017 NEG 0.0012 0.0012 0.0002 0.0002 0.0020 0.0001 0.0004  0.0032 
22 in. 
UR 
0.0024 NEG 0.0032 0.0003 NEG 0.0003 0.0013 0.0001 0.0001  0.0042 
38 in. 
UR 
0.0031 NEG 0.0044 0.0006 NEG NEG 0.0002 NEG NEG  0.0054 
16 in. 
PR 
0.0022 0.0001 0.0026 0.0005 0.0004 0.0001 0.0016 0.0001 0.0001 0.0002 0.0038 
22 in. 
PR 
0.0027 NEG 0.0038 NEG 0.0001 NEG 0.0010 NEG 0.0002 0.0002 0.0048 
22 in. 
Hemi. FR 
0.0021 NEG 0.0025 0.0006 0.0001 0.0001 0.0025 NEG NEG NEG 0.0042 
22 in. 
Hemi. UR 
0.0017 0.0001 0.0011 0.0013 0.0002 0.0002 0.0031 NEG NEG  0.0040 
(a)  The following abbreviations are used: 
FR - Fully reflected 
PR - Part reflected 
UR - Unreflected 
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2.1.4 Benchmark Model Description
Benchmark models were derived for each of the thirteen critical configurations stud-
ied. These were based upon the detailed experimental models used to perform the
uncertainty calculations. The following simplifications were also made for modelling
convenience: removal of the surrounding room, and the support structures; removal of
the reflector tank where present; simplification of the core vessel, including removal of
the stand pipes, removal of the flanges where present and simplification to a completely
spherical core tank; removal of minor materials i.e. the epoxy internal tank coating and
solution impurities. The resulting effects were calculated as simplification biases in keff.
The additional uncertainty in the bias introduced by omitting the room and equipment
was taken as half the associated bias. The experimental keff for each configuration is
1.0000. The benchmark keff shown in Table 2.6 accounts for the total simplification bias
calculated i.e. it is added to the experimental value.
The UO2F2 solution in the benchmark models is modelled as a sphere or hemi-
sphere, with the diameter derived from the measured solution volume. The core vessel
is modelled as a complete sphere surrounding the solution, with the thickness of the
epoxy layer omitted as it has been included as a bias. The thickness of the core tank is
0.3251 cm. For configurations that are fully or partly water-reflected, a water cylinder
is modelled to surround the sphere. The cylinder’s axis should coincide with the core
tank’s centre, and the base of the cylinder should be 17.78 cm below the lowest point
of the core tank. The diameter of the reflector is 91.44 cm. For fully reflected config-
urations, the reflector height is symmetrical above and below the core tank i.e. it is
modelled 17.78 cm above the uppermost point of the core tank. In the case of partly
reflected configurations, the height of the reflector is level with the uppermost point
of the solution inside the core tank. The temperature of the models should be 16oC
(289 K).
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Table 2.6: Benchmark model keff and uncertainty for sphere configurations.
Case 
number 
Configuration 
U(total) 
concentration 
(mg/cm
3
) 
Benchmark keff 
± uncertainty (1σ) 
1 12 in. FR 235 1.0004 ± 0.0026 
2 13.75 in. FR 146 1.0003 ± 0.0032 
3 16 in. FR 107 1.0003 ± 0.0038 
4 22 in. FR 70.9 1.0003 ± 0.0046 
5 13.75 in. UR1 371 0.9989 ± 0.0042 
6 13.75 in. UR2 943 0.9987 ± 0.0109 
7 16 in. UR 157 0.9991 ± 0.0032 
8 22 in. UR 81.4 0.9996 ± 0.0042 
9 38 in. UR 52.8 1.0001 ± 0.0054 
10 16 in. PR 110 1.0005 ± 0.0038 
11 22 in. PR 71.9 1.0004 ± 0.0048 
12 22 in. Hemi. FR 115.6 1.0004 ± 0.0042 
13 22 in. Hemi UR 170.8 0.9984 ± 0.0042 
 
2.1.5 Sample Benchmark Model Results
The results of sample calculations performed using the MONK9A [7] and MCNP5 [69]
codes are given in Table 2.7. With the exception of Case 1, the computed results for all
the benchmark models are within 2σ of the total derived experimental uncertainty (8
are within 1σ, 4 are within 2σ). The computed results for Case 1 are approximately 3.4σ
greater than the total derived experimental uncertainty. The reason for this statistical
inconsistency is unknown, however it could cast doubt on the validity of the experimental
results for this particular configuration.
51
2 Evaluation of Dounreay Experiments
Table 2.7: Sample Monte Carlo keff results for sphere configurations.
Case 
number 
Configuration 
U(total) 
concentration 
(mg/cm
3
) 
MONK 9A 
(JEF-2.2 DICE) 
± σMC 
MCNP5 
(ENDF/B-VII.0) 
± σMC 
1 12 in. FR 235 1.0093 ± 0.0001 1.0097 ± 0.0001 
2 13.75 in. FR 146 0.9994 ± 0.0001 0.9998 ± 0.0001 
3 16 in. FR 107 1.0002 ± 0.0001 1.0007 ± 0.0001 
4 22 in. FR 70.9 1.0010 ± 0.0001 1.0020 ± 0.0001 
5 13.75 in. UR1 371 1.0060 ± 0.0001 1.0044 ± 0.0001 
6 13.75 in. UR2 943 1.0028 ± 0.0001 1.0000 ± 0.0001 
7 16 in. UR 157 1.0014 ± 0.0001 1.0006 ± 0.0001 
8 22 in. UR 81.4 1.0041 ± 0.0001 1.0040 ± 0.0001 
9 38 in. UR 52.8 1.0070 ± 0.0001 1.0087 ± 0.0001 
10 16 in. PR 110 1.0024 ± 0.0001 1.0023 ± 0.0001 
11 22 in. PR 71.9 1.0042 ± 0.0001 1.0048 ± 0.0001 
12 22 in. Hemi FR 115.6 1.0041 ± 0.0001 1.0045 ± 0.0001 
13 22 in. Hemi UR 170.8 1.0056 ± 0.0001 1.0053 ± 0.0001 
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2.2 Bare and Water-Reflected Cylinders of Aqueous
Uranyl Fluoride Solutions (30.3% 235U)
The cylindrical core vessel experiments that are the subject of this Section were per-
formed using the Zero Energy Thermal Reactor (ZETR) in Dounreay Cell 2 between
April and November 1959. A general overview of the equipment used in British crit-
icality laboratories is provided by Walford and Thomas [56]. The original version of
ZETR was installed at the Harwell site of the UKAEA [70]. Following the cessation of
the criticality experimental programme at Harwell in 1957, the reactor was transferred
to Dounreay. The reactor was modified prior to its installation in Cell 1—this version
of the reactor was ZETR-1b. The incarnation of the rig described in the evaluation is
ZETR-1c, which resulted from the modifications needed to fit the equipment into the
confines of Cell 2.
The reactor vessels were cylindrical in shape and of nominal diameters 16 in. (40.6 cm),
12 in. (30.5 cm) and 8 in. (20.3 cm). All three were of steel construction, having com-
plex base geometries and a solution dump line protruding from the base as the primary
means of safe shut-down. The cylindrical reflector tank allowed the determination of
both radially water-reflected as well as “bare” critical volumes. Note that criticality was
not achieved in the 8 in. diameter vessel without water-reflector. For the 16 in. vessel,
critical volumes are reported for ten different uranium concentrations under water-
reflected conditions and seven concentrations “bare”. For the 12 in. vessel, critical
volumes are reported for eleven different uranium concentrations under water-reflected
conditions and seven concentrations “bare”. A further four configurations are reported
for the 12 in. cylinder where an annular cadmium screen was placed around the core
tank. For the 8 in. vessel, critical volumes are reported for seven different uranium
concentrations under water-reflected conditions. The 46 experimental configurations
evaluated are shown to be acceptable benchmark experiments.
Experimental results were originally reported in progress reports following each cam-
paign [71], [72], [73]. A compilation of results from the cylinder experiments was pub-
lished as a Dounreay Experimental Group Memorandum [74]. Additional experimental
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details are provided in the compilation by White [58]. The experiments were performed
under the direction of J. G. Walford (Group Leader) and G. White (Senior Experimental
Officer). The equipment was operated by J. C. Smith, A. V. Parker and J. M. Scott.
2.2.1 Details of Experimental Configuration
The reactor vessels were vertical cylinders without re-entrant tubes or other internal
perturbations, but with an external projection from the base in the form of a dump line
(through which a portion of the core solution could be rapidly discharged in the event
of a trip). In the case of the 16 in. and 12 in. vessels, this was 218 in. internal diameter
and approximately 7 in. in length. In the case of the 8 in. cylinder, the dump line was
a 12 in. internal diameter pipe. The bases of the tanks were not of simple geometry;
these and other dimensions of the tanks are shown in detail in Smith et al. [74].
All core vessels were made of 18/8/1 stainless steel (UKAEA specification 70001) and
the thickness of the vessel walls was 16 s.w.g. (0.064 in.). The internal heights varied
slightly, but were all around the nominal value of 36 in. Note that only the aluminium
core tanks used in later experiments at Dounreay were coated with an epoxy resin lac-
quer (to protect against attack from the fuel solutions). There is no evidence of any
protective lacquer being applied to the stainless steel core vessels used in this set of
experiments [58], [56].
The dimensions of the aluminium reflector tank used with all three core vessels are
as follows: 30 in. internal diameter and 36 in. internal height. This was sufficient to
allow 7 in. of water reflector around the largest of the cylindrical cores (16 in. tank)
and 11 in. water reflector around the smallest cylinder (8 in. tank). The base thickness
of the reflector tank was 0.375 in. and the walls were 0.104 in. thick.4 Note that the
reflector tank was not removed for measurements of unreflected systems.
As noted above, reported results for the 12 in. cylinder include four configurations
with a cadmium screen surrounding the core vessel. This was a legacy safety device
from the original ZETR reactor [70]. The cadmium screen surrounded the core tank
4In Smith et al. [74] it is incorrectly stated that the reflector tank wall thickness is 0.64 in. The correct
value is 0.104 in.—see White [58].
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(except the lowest 2 cm) with an annular gap of 1 cm. The cadmium cylinder comprised
0.09 cm of cadmium sandwiched between two sheets of 0.16 cm thick stainless steel. The
height of the cadmium screen was 23.5 in. [75], [76].
Cell 2 was an underground pit 11 ft long, 10 ft across and 10 ft high, covered by a
roof of removable concrete shielding blocks (2 ft minimum thickness). The pit was sunk
into Caithness flagstone, with the walls rendered with approximately 2 in. of Portland
concrete. The nominal available work area is described as 10 ft×10 ft×10 ft due to the
space taken up by the staircase [59]. The control room was at ground level and to the
side of the cell roof, entrance to the pit being by way of a labyrinth in the concrete cairn
and a ladder. The cell was uncontained, but was provided with filtered extract and
recirculatory ventilation of low capacity. All solution handling and storage equipment
was outside the pit, and could be used whatever the state of the critical experiment.
A range of flux measurements were made using the 16 in. diameter cylinder apparatus—
criticality (dosimetry) packs were positioned at distances varying from zero to 190 cm
(74.8 in.) from the critical cylinder [77]. A diagrammatic representation of the Cell 2
criticality laboratory, showing the layout and position of criticality packs, is given in
Featherstone and Holliday [77]. The core tank is shown to be in relatively close prox-
imity to and equidistant from two of the walls. The cylinders were mounted within
the associated reflector tank on an open steel framework, the cylinder base being 3 ft
from the floor. The walls of the cell were at a minimum distance of 33 in. from the
unreflected core tank [74]. Given that the largest core tank was 16 in. diameter, the
centre of the reactor rig may be inferred as 41 in. from the cell walls. Featherstone and
Holliday [77] note that this diagram is “not to scale”. Nevertheless, the cell plan was
considered to provide a good representation of the laboratory layout. For example, the
position of the criticality pack furthest from the cylinder is shown to be slightly offset
from the axis of the core tank. This is consistent with the layout description given
above. (Note that 33 in.+16 in.+74.8 in.=123.8 in.; i.e. just over 10 ft). Figure 2.10
shows the ZETR-1c rig positioned in Cell 2.
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Figure 2.10: ZETR-1c rig positioned in Dounreay Cell 2.
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Description of Experimental Procedure
Unless stated otherwise, all details of the experimental procedure are taken from White
[58]. Solution handling arrangements for all cylinder experiments were generally sim-
ilar. Transfer was by pump from shielded storage vessels to an intermediate vessel,
and from there, by pump to the core vessel. The rate of addition of solution to the
core vessel was generally chosen to be between 10 and 50 cm3/second depending upon
the experiment in progress. In addition a pump was provided to return solutions to
the storage system, and another of low pumping speed circulated solution through the
sampling system. Care was taken to ensure that the solution was thoroughly mixed—
this generally involved the solution being circulated for a minimum of four hours. Past
experience demonstrated that this was sufficient to ensure thorough mixing of solution
[78]. Finer control of solution reactivity was available using the “tad adder”—a 2 in.
diameter glass tube capable of movement in a vertical direction and connected to the
core vessel dump pipe by flexible hose.
Beside the core tank platform was the reflector water dump and storage tank. From
this tank water could be pumped to the reflector tank, with its return, under gravity,
being controlled by a magnetic valve. Control rods were not provided, control being
achieved by variation of solution or reflector height and, in emergency, by dumping
solution or reflector water through compressed-air-operated (Saunders type) valves into
their respective dump tanks.
Solution heights were read using an electronic contact probe. A detailed volumetric
calibration was performed for each of the cylinders. The procedure was to start with a
dry tank (with the dump line blocked off), then to add a succession of known volume
increments, and to read off corresponding probe heights. A plot of the arbitrary height
readings against volume was extrapolated back to approximate an “effective zero” for
the solution height readings. (Zero setting did not depend upon the contact probe mak-
ing contact with the base of the cylinder—this might cause damage to the probe and/or
upset its position relative to the scale). These calibrations were repeated occasionally;
e.g. at the end of a series of runs. Sight glasses were provided for both the solution and
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reflector tanks—these were read remotely in the control room via CCTV. The sight-
glasses were used in the reflected experiments to ensure matching of the reflector height
with the solution height. In order to avoid parallax errors, it was arranged for the TV
camera itself to be driven up and down so as to be approximately level with the solution
level in the sight-glasses. It is important to note that the critical volumes reported for
this series of experiments are true volumes (and not volumes inferred from the tank
dimensions).5
The accuracy of the critical volume measurements can be assessed from the repro-
ducibility of the critical height for solution 30F30 which did not vary outside ±0.025 cm
in a repeated series of experiments using the 16 in. cylinder apparatus over a period
of a week. It was recognised that this uncertainty is compounded because of changes
in reactivity due to temperature variations. The overall precision of the critical height
measurements was estimated to be ±0.05 cm [74]. The uncertainty in the matching
of the reflector height with the solution height is given as ±0.10 cm. Other possible
sources of error (such as constructional irregularities, parallax etc.) were examined by
the experimenters and considered negligible. Critical volumes were determined initially
from short extrapolations of inverse count rate and solution height curves, using an
external neutron source (Po-Be) positioned immediately below the core vessel [59]. The
volumes were confirmed, where criticality was possible, by loading the core vessel to
this point and withdrawing the source.
Walford and Thomas [56] note that “several methods have been used for withdrawing
the source when near to the critical point, the two most convenient being a pneumatic
tube and a system of cable control. Both methods are flexible and can be used to
bring the source quite close to the core without impairing its geometry. The pneumatic
tube is the more rapid and can easily be arranged to transport the source far from
the assembly; the cable system is slower but more positive in operation and a special
container, shielded by cadmium and wax, for example, must be provided to screen the
source when it is withdrawn from the assembly. Whatever method is used, there must
be positive indication in the control room whenever the source is remote from the core.
5J. G. Walford (personal communication).
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A continuous indication of the source position is an advantage and can be provided by
a synchro geared to the cable drive.”
Solution samples were taken immediately after use in a critical experiment by pump-
ing the solution through a flexible pipe having a core and socket joint. When well
flushed, the joint was broken and solution allowed to drain into a small sample bottle.
The analytical uncertainty in the solution concentration measurements is reported as
±1%. The count rate was measured by several (at least three) brass- or copper-walled
BF3 proportional counters 28 cm long, 0.5 in. diameter. These would be positioned
at 120o pitch and at various radii from the central axis. In general, the closest to the
core tank wall would consist of natural BF3 and at least one of the outermost would
be enriched in 10B. In addition, a conventional paraffin wax/BF3 long counter [61] and
an argon-filled ionization chamber were present at some further distance from the rig
(typically not closer than 4 ft).
Experimental Results
The experimental results reported by Smith et al. [74] are reproduced in Tables 2.8, 2.9
and 2.10. These results refer to experiments performed under the conditions described
and contain no corrections. In particular, it is noted that the reported critical volumes
were not corrected for the presence of solution contained in the dump lines. It will
be noted that the 235U concentration data reproduced in Tables 2.8, 2.9 and 2.10 are
inconsistent with the total uranium concentration measurements listed and the stated
enrichment; i.e. 30.3% 235U. These data appear to represent calculations based upon a
rounded 30% 235U enrichment. These data are clearly not primary measurement results
and are discounted for modelling purposes. Note also that the H:235U ratios reported
in Tables 2.8, 2.9 and 2.10 were derived from the uranium concentration and solution
density using contemporary atomic mass data. Consequently, the H:235U ratios reported
should not be expected to accord exactly with the data used for modelling purposes.
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Equation 2.1 giving the H:235U ratio for UO2F2 solutions may be used again, with
the following constants:
M235U = 235.0439
MU(mean) = (0.3057 × 235.0439 + 0.0035 × 234.0409 + 0.0007 × 236.0456 + 0.6901 ×
238.0508) = 237.1160
MF = 18.9984
MO = 15.9994
MH = 1.0079
x = 0.2952
y = 2.70525× 10−3 (assumed general impurity level—see Table 2.11)
E = 0.3030
n =
86118.6ρ
C
− 111.8 (2.4)
Table 2.8: Reported experimental results for 16 in. cylinder.
 
Concentration  
 
Reflected 
critical parameters 
Unreflected 
critical parameters 
Nominal 
cylinder 
diameter  
(in.) 
Solution 
No. 
H:
235
U 
Utotal 
(mg/cm
3
) 
235
U 
(mg/cm
3
)
 
Solution 
density  
 
(g/cm
3
) 
Height 
(cm) 
Volume 
(litres) 
Height  
(cm) 
Volume 
(litres) 
30F1 76.7 960 288 2.090 18.10 23.4 20.27 26.2 
30F2 110.4 704 211 1.805 17.70 22.9 19.62 25.4 
30F3 173 470 141 1.548 17.95 23.2 19.90 25.8 
30F4 269 310 93.0 1.358 19.25 24.9 21.40 27.7 
30F5 439 193 57.9 1.223 22.60 29.3 25.52 33.0 
30F6 657 130 39.0 1.149 29.54 38.2 35.72 46.2 
30F7 815 105 31.5 1.119 37.42 48.4 50.10 64.8 
30F8 942 91 27.3 1.102 48.70 63.0 82
(a)
 106
(b)
 
30F26 195 418 125 1.480 18.41 23.8231
(a)
 - - 
16 
30F30 749 113
(a)
 33.9 1.129
(a)
 33.62 43.4915
(c)
 - - 
(a) Estimated by extrapolation of neutron multiplication measurements from a height of 67.5 cm.  This 
configuration is not judged an acceptable benchmark experiment because of the length of the extrapolation. 
(b) The evaluators were unable to locate critical volume measurements for these configurations.  Critical 
volumes were inferred by the evaluators from a plot of solution height data against volume measurements. 
(c) The uranium concentration measurement for Solution Number 30F30 is taken from White, ibid. 
(d) The evaluators were unable to locate a density measurement for Solution Number 30F30.  Density inferred 
by the evaluators from a plot of solution concentration measurements versus density measurements. 
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Table 2.9: Reported experimental results for 12 in. cylinder.
 
Concentration Reflected 
critical parameters 
Unreflected 
critical parameters 
Nominal 
cylinder 
diameter  
(in.) 
Solution 
No. 
H:
235
U 
Utotal 
(mg/cm
3
) 
235
U 
(mg/cm
3
)
 
Solution 
density  
 
(g/cm
3
) 
Height 
(cm) 
Volume 
(litres) 
Height  
(cm) 
Volume 
(litres) 
30F9 81.9 905 272 2.030 22.6 16.50
(a)
 - - 
30F10 82.4 900 270 2.020 22.55 16.42 32.05 23.39 
30F11 106 725 218 1.823 22.12 16.15 30.62 22.35 
30F12 135 585 176 1.670 22.15 16.17 30.3 22.12 
30F13 167 483 145 1.554 22.5 16.42 30.77 22.46 
30F14 257 323 96.9 1.373 24.45 17.85 34.65 25.29
(a)
 
30F15 378 223 66.9 1.258 28.62 20.89 45.7 33.36 
30F17 440 192 57.6 1.221 31.65 23.10 57.2 41.75 
30F16 532 160 48.0 1.186 37.42 27.31 >>65
(b)
 - 
30F18 622 137 41.1 1.158 47.0 34.31 - - 
12 
30F19 651 131 39.3 1.150 51.27 37.42 - - 
 
Concentration Critical parameters 
[water reflector +  
cadmium screen] 
Critical parameters 
[cadmium  
screen only]  
Nominal 
cylinder 
diameter  
 
(in.) 
Solution 
No. 
H:
235
U 
Utotal 
(mg/cm
3
) 
235
U 
(mg/cm
3
)
 
Solution
density  
 
 
(g/cm
3
) 
Height 
(cm) 
Volume 
(litres) 
Height 
(cm) 
Volume 
(litres) 
30F12 135 585 176 1.670 24.2 17.68 29.8 21.75 
30F15 378 223 67.0 1.258 32.2 23.48 - - 12 
30F17 440 192 57.7 1.221 - - 54.13 36.75
(a)
 
 
(a) The reported experimental results for the 12 in. cylinder contain a number of typographical errors.  Firstly, 
the reflected critical volume for Solution Number 30F9 is incorrectly listed as 16.05 litres – this is clearly 
inconsistent with other data.  The correct value, 16.50 litres, is taken from CRIT/Note 63. 
Secondly, the unreflected critical volume for Solution Number 30F14 is incorrectly listed as 25.23 litres – 
this is inconsistent with the mass (2.45 kg 
235
U) and concentration data (96.9 mg 
235
U /cm
3
) reported for 
this configuration.  The correct value, 25.29 litres, is taken from CRIT/Note 63. 
Finally, the critical volume for Solution Number 30F17 with the Cd screen in place is incorrectly listed as 
31.75 litres.  Based upon the mass (2.12 kg 
235
U) and concentration data (57.7 mg 
235
U/cm
3
) reported for 
this configuration, the critical volume is 36.75 litres (see CRIT/Note 63).  Note also that the solution height 
quoted for this configuration (54.13 cm) is inconsistent with the other reported parameters.  This solution 
height value is clearly suspect and is not used in this evaluation. 
(b) Multiplication of 2 at height of 65 cm.  No accurate extrapolation to critical volume possible. 
 
Table 2.10: Reported experimental results for 8 in. cylinder.
 
Concentration Reflected 
critical parameters 
Nominal 
cylinder 
diameter  
(in.) 
Solution 
No. 
H:
235
U 
Utotal 
(mg/cm
3
) 
235
U 
(mg/cm
3
)
 
Solution
density  
 
(g/cm
3
) 
Height 
(cm) 
Volume 
(litres) 
30F20 82.4 905 272 2.033 51.9 16.9 
30F23 94.2 807.5 242 1.924 50.5 16.4 
30F21 105.6 734 220 1.844 50.15 16.3 
30F22 114.8 678 203 1.775 50.22 16.3 
30F24 140.8 565 170 1.648 52.03 16.9 
30F25 160.5 502 151 1.578 54.82 17.8 
8 
30F26 195 418 125 1.480 63.03 20.5 
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It is noted that the volume measurements reported in Tables 2.8, 2.9 and 2.10 do
not accord exactly with the volumes that may be calculated based upon the nominal
tank diameters and critical heights listed. As noted previously, the solution height
calibration was derived from known volume additions. The critical volumes reported
were not derived from the tank dimensions. Instead of taking the nominal cylinder
diameters given, the solution height and volume measurements can be used to derive
more accurate cylinder diameters—see Section 2.2.2.
Description of Material Data
As discussed previously in Section 2.1, there are small variations in the reported isotopic
compositions for solutions used in the Dounreay cylinder, slab and sphere/hemisphere
experiments—the isotopic composition of uranium was taken as stated in the original
reports for the Cell 2 cylinder experiments. The isotopic composition and analysis re-
sults of the major solution impurities are shown in Table 2.11.
The core vessels were made of 18/8/1 stainless steel (UKAEA specification 70001).
The composition used for modelling was taken from a contemporary data sheet.6 The
Cell 2 pit was sunk into Caithness flagstone with the walls rendered with approxi-
mately 2 in. Portland concrete. Caithness flagstone is a sandstone variety of density
2.684 g/cm3.7 The composition of Caithness flagstone was based on sandstone data
taken from Pettijohn [79]. The composition of Portland concrete was taken from the
NIST database.8 The apparatus was not temperature controlled—the solutions were
at ambient temperature. Solution temperatures were obtained from mercury-in-glass
thermometers sitting in pockets bonded to the core tank walls. The uncertainty of the
thermometer measurements is reported as ±0.25oC. The quoted range of experimental
temperatures is 14—17oC; however, it was not possible to retrieve individual tempera-
ture data for each configuration.
An extensive range of neutron (fast and thermal) and gamma radiation flux mea-
surements were made using the 16 in. diameter cylindrical tank containing an aqueous
6Specification for Stainless Steel 18/8/1 for Rolled Sections, UKAEA(IG) 70001D, 17th August 1955.
7Data Sheet - Caithness Flagstone, A D Sutherland Ltd., Caithness, May 2000.
8http://physics.nist.gov/cgi-bin/Star/compos.pl?matno=144.
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Table 2.11: Isotopic and impurity analysis of uranyl fluoride solutions (cylinder
experiments).
 
Isotope 
Composition 
(percent by weight) 
234
U 0.35 ± 0.02 
235
U 30.3 ± 0.2 
236
U 0.07 ± 0.02 
238
U Balance 
 
Element 
Concentration 
(ppm by weight with  
respect to UO2F2) 
Cadmium 97 
Iron 1350 
Nickel 240 
Chromium 320 
Aluminium 1600 
 
 
solution of 30.3% enriched UO2F2. The reactor was taken up to a power of ∼1.4 W and
maintained at this level for 7 hours 25 minutes. Comprehensive details of measurement
results are reported by Featherstone and Holliday [77]. The critical parameters quoted
for the configuration are as follows:
Concentration — 185 g uranium per litre
H:235U ratio — 458
Critical height — 28.9 cm
Critical volume — 37.5 litres
Note that a cursory analysis of the reported critical parameters for this configuration
suggests that one or more of the quoted parameters are in error—the computed keff is
∼1.03. Based upon discussions with one of the experimenters, the information was pro-
vided merely to give an indication of the type of spectrum to which the dosimeters were
exposed—it is therefore not surprising that it is inexact.9 Consequently, this particular
configuration is not judged an acceptable criticality safety benchmark experiment.
9B. Holliday (personal communication).
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2.2.2 Modelling Assumptions Adopted
The details of the base geometry of each of the core vessels are well known (engineering
drawings are given by Smith et al. [74]) and were modelled explicitly. Some minor
structures in the core tank lids (protruding bolts, vents and inlets) were omitted from
the models. Note that for all the critical configurations studied, the solution height was
a minimum of 28 cm from the tank lid—so these model simplifications are judged to
have no significant effect.
As previously noted, instead of taking the nominal cylinder diameters given, the
solution height and volume measurements can be used to derive more accurate core
tank internal diameters. Figures 2.11, 2.12 and 2.13 show solution height plotted against
volume (for the 16 in., 12 in. and 8 in. nominal diameter cylinders, respectively). In
each case the gradient, which is equal to (pir2)−1, is used to derive the cylinder radius
and hence diameter. Note that the number of digits reported on each line of regression
is purely to avoid the introduction of rounding errors, rather than being indicative
of the level of accuracy. The core tank internal diameters so derived are 15.9750 in.,
12.0028 in. and 8.0273 in. The calculated core tank diameters differ slightly from the
nominal values, but are well within the tolerance specified for the equipment design (see
Section 2.2.3). Figure 2.14 shows solution density plotted against solution concentration
measurements for solution numbers 30F1 to 30F26. The second order polynomial least
squares fit between density, y and concentration, x, is y = −3.9531×10−08x2 +1.1767×
10−03x + 9.9687 × 10−01. No density measurement is given for solution 30F30, only a
concentration of 113 mg/cm3. From the regression fit, a solution density of 1.129 g/cm3
may be inferred.
A detailed volumetric calibration was performed for each of the core tanks. The
procedure was to start with a dry tank (with the dump line blocked off), then to add a
succession of known volume increments and to read off the corresponding probe heights.
It is therefore important to ensure that the volumes are represented accurately in the
experimental models (since the probe height readings are somewhat arbitrary). The
bases of the core tanks were of complex geometry, so the solution volumes are difficult
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Figure 2.11: Height vs. volume measurements for 16 in. diameter cylinder.
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Figure 2.12: Height vs. volume measurements for 12 in. diameter cylinder.
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Figure 2.13: Height vs. volume measurements for 8 in. diameter cylinder.
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Figure 2.14: Density vs. U(total) concentration for uranyl fluoride solutions (cylinder
experiments).
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to calculate analytically. Consequently, the volume of the lower portion of each core
tank (from the lowest point to the apex of the base arrangement) was computed using a
Monte Carlo method (employing the SKETCH subroutines of the ANSWERS VISAGE
package [80]). Calculations were performed with 108 random starting locations giving
a computed volume uncertainty of ∼0.01%. (The volume of solution in the dump line
was not included in this calculation, since it was blocked off during the calibration).
The computed volumes so derived are as follows: 16 in. nominal diameter core tank
=1369.6 cm3, 12 in. nominal diameter core tank =154.79 cm3, and 8 in. nominal
diameter core tank =107.70 cm3. Each critical configuration was modelled by adding
the appropriate solution volume above the apex of the base arrangement, to match the
total solution volume reported by the experimenters (see Tables 2.8, 2.9 and 2.10).
The core tank dump lines were also modelled explicitly. For the 16 in. nominal
diameter tank, the dump pipe was 218 in. internal diameter, 7 in. long and protruded
vertically downwards at a radius of 412 in. from the centre of the core tank base. For
the 12 in. nominal diameter tank, the dump pipe was 218 in. internal diameter, 7 in.
long, and projected downwards and outwards at an angle of about 15o to the vertical,
joining the tank at a distance of 378 in. from its axis. In the case of the 8 in. nominal
diameter tank, the dump pipe was 12 in. internal diameter and joined the tank at a
distance of 238 in. from its axis. The length of the dump pipe from the 8 in. nominal
diameter tank is not reported—it is assumed to be the same as that required for the
other 2 vessels; i.e. 7 in. (due to the use of the same ancillary equipment in this series
of experiments).
The solution height probe was included in the detailed experimental models (because
of its proximity to the fissile material). Its dimensions and offset from the axes of the
tanks were measured from scale drawings of the tank geometries. It was modelled as
a 0.5 in. diameter steel rod in contact with the upper solution surface. The offsets
from the tank axes were as follows: 16 in. nominal diameter tank, offset =13.284 cm;
12 in. nominal diameter tank, offset =9.093 cm; and 8 in. nominal diameter tank, offset
=4.445 cm.
The experimental cell was modelled based upon the information provided in Section
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2.2.1. The internal dimensions were 10 ft wide, 11 ft long and 10 ft high. The roof
was modelled as 2 ft thick Portland concrete. The walls and floor were modelled as
2 in. thick Portland concrete. Because the cell was below ground, a further 3 ft of
Caithness flagstone was modelled surrounding the five sides of the cell facing into the
ground. The position of the rig within the cell is also as described in Section 2.2.1. Note
that the reflector tank was not removed for measurements on unreflected systems. The
experimental models for each of the core vessels are shown in Figures 2.15, 2.16 and
2.17.
2.2.3 Evaluation of Experimental Uncertainties
As for the sphere experiments, sensitivity studies to determine the effect on keff of
various uncertainties in the reported experimental data were undertaken. Sensitivity
calculations were performed using the MONK9A Monte Carlo code [7] with the JEF-2.2
cross-section library, using the same methodology as before. The experimental models
as described above were used for these calculations.
Material Uncertainty Calculations
The 235U enrichment is given as 30.3±0.2 wt.%. The 234U content is given as 0.35±0.02 wt.%
and the 236U content is given as 0.07±0.02 wt.%. These uncertainties were taken as 1σ
variations. When calculating the effect of these uncertainties, the weight percentage of
238U was adjusted accordingly. The resulting uncertainties in keff are shown in Tables
2.12 and 2.13, however the uncertainties due to 236U were <0.0001, which is considered
negligible.
The analytical uncertainty in the measurement of solution concentrations is reported
as ±1%. This was taken as a 1σ uncertainty—note that the changes in uranium con-
centration were compensated by changes in the water content, to keep the overall so-
lution density constant. The density uncertainty was again estimated by comparison
of the stated experimental values with those calculated by the Johnson and Kraus [68]
formula. Figure 2.18 shows the percentage difference between the calculated density
(Johnson and Kraus) and the reported density measurements as a function of the total
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Figure 2.15: Experimental model for 16 in. cylinder.
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Figure 11.  12 in. vessel within reflector tank 
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Figure 2.16: Experimental model for 12 in. cylinder.
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Figure 12.  8 in. vessel within reflector tank 
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Figure 2.17: Experimental model for 8 in. cylinder.
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Figure 2.18: Density comparison as a function of total uranium concentration (cylinder
experiments).
uranium concentration. The dotted lines show the effect of a 1% concentration uncer-
tainty on the Johnson and Kraus calculated results; i.e. (JK calculated (±1% change
in concentration)JK calculated)×100/JK calculated.
The results in Figure 2.18 show a small negative offset between the Dounreay data
and that derived using the Johnson and Kraus formula. Again, the offset is almost
certainly due to differences in the enrichment, impurity content and the temperature at
which the density measurements were made (see Section 2.1.3). The distribution of re-
sults in Figure 2.18 is approximately normal, with a mean percentage density difference
of 0.2273% and a standard deviation of 0.1840%. For the purposes of the evaluation,
the maximum percentage difference between the calculated density and the reported
density measurements in relation to the mean offset was taken as a tolerance. This
occurs at a concentration of 470 mg/cm3, where the maximum percentage difference
from the mean offset is 0.5224%. This value is divided by
√
3 to estimate the 1σ uncer-
tainty [17]; i.e. 1σ=0.3016%. It is noted that the temperature range given in Section
2.2.1 reflects the temperatures at which the critical experiments were performed. These
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temperatures may not correspond exactly to the temperatures at which the density
measurements were made. However, it is considered that the density uncertainty will
adequately bound any credible temperature difference effects.
The major impurities in the fuel solution are listed in Table 2.11. The uncertainty
in the impurity levels was taken as ±33.33% (1σ) as this was assumed to bound the
likely range of impurity in the experimental series. Finally, the impurity in the cad-
mium, used as a thermal neutron absorber in four of the cases, was considered as an
uncertainty. No purity estimate by the experimenters could be located, and so repre-
sentative impurity data were taken from a current standard specification for Cd.10 The
least pure grade (minimum 99.95 wt.% Cd) was assumed—the standard impurity limits
are: copper (150 ppm), lead (250 ppm), zinc (350 ppm) and thallium (35 ppm). Note
that the JEF-2.2 library contains no nuclear data for thallium—for the purposes of the
evaluation, the thallium was omitted from the models and the other impurities renor-
malized accordingly. The density of pure Cd is 8.65 g/cm3 [67]. The density of the Cd
screen was adjusted in the calculations according to the proportion of impurities added.
The addition of the impurities had no discernable effect; i.e. ∆keff <0.0001. Therefore,
the uncertainty associated with the presence of impurities within the Cd screen was
discounted as negligible.
Geometrical Uncertainty Calculations
The volume uncertainty can be inferred from the precision of the critical height read-
ings; i.e. ±0.05 cm. The corresponding volumetric uncertainties are 16.3256 cm3,
36.4997 cm3 and 64.6564 cm3 for the 8 in., 12 in. and 16 in. nominal diameter core
tanks, respectively. These volumetric uncertainty estimates may be compared with the
errors introduced by rounding of the critical volume measurements reported in Tables
2.8, 2.9 and 2.10. The results for the 8 in. and 16 in. nominal diameter core tanks
are reported to the nearest 100 cm3, whereas the results for the 12 in. nominal diam-
eter core tank are reported to the nearest 10 cm3. In accordance with the ICSBEP
guide to uncertainties [17], the volumetric uncertainties derived above for the 12 in.
10Standard Specification for Cadmium, Designation B440-00, ASTM international (re-approved 2005).
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and 16 in. nominal diameter core tanks may be considered to bound errors introduced
by rounding—however, this is not the case for the 8 in. nominal diameter core tank.
In the case of the 8 in. nominal diameter core tank, it is appropriate to assume the
volumetric uncertainty to be half of the final digit; i.e. 50.0000 cm3. Note that all the
above volumetric uncertainties were treated as 1σ variations.
The uncertainty in the matching of the reflector height with the core tank solution
height is given as ±0.1 cm. Design discussions with the tank manufacturer note an
acceptance criterion of ±0.050 in. (0.127 cm) on the mean diameter [59]. The contem-
porary UKAEA 70001 specification for stainless steel notes that the tolerance on the
thickness of rolled steel is ±0.005 in. (0.0127 cm). The reflector height and diameter
uncertainties were taken as 1σ uncertainties. Since the thickness uncertainty is given as
a tolerance, the 1σ uncertainty was assessed as 0.0127
√
3=±0.00733 cm.
The offset position of the dump pipe from the central axis was considered as an
uncertainty. The dump pipe origins were known to approximately the nearest 18 in.
(0.3175 cm). This was taken as a 1σ uncertainty. Calculations showed no statistically
significant effect on the computed results (i.e. ∆keff <0.0001)—the uncertainty in keff
due to the dump pipe position was therefore discounted as negligible. The geometrical
uncertainties associated with the cadmium screen, used in four of the configurations,
were also assessed. The parameters investigated were:
- The annular gap between the core tank and the cadmium screen.
- The origin of the cadmium screen from the bottom of the tank.
- The thickness of the cadmium metal sandwiched between the stainless steel.
As no uncertainties on these dimensions were given by the experimenters, the precision
of the quoted values was used as an indication of the uncertainty in each case. The
following values were assumed as 1σ uncertainties:
- ±0.1 cm for the annular gap.
- ±0.1 cm for the screen origin.
- ±0.01 cm for the cadmium thickness.
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Total combined uncertainties
The individual 1σ uncertainties in keff determined for each configuration are listed in
Tables 2.12 and 2.13 for the reflected and unreflected cases, respectively. The total
uncertainty is found by combining each of the contributing sources of uncertainty by
quadratic sum. Due to the large uncertainty attributed to the solution concentration,
the configurations with the highest concentrations of uranium in solution have greatest
total uncertainties. Thus, for the configurations involving solution numbers 30F1, 30F9
and 30F10, the total uncertainties are close to, or slightly greater than, 1% (5 are >0.9%
and 3 are >1%). Despite this, the experiments are considered to be reliable, and all 46
configurations are judged to be acceptable benchmark experiments.
2.2.4 Benchmark Model Description
Benchmark models were derived for each of the 46 critical configurations studied. These
were based upon the detailed experimental models used to perform the uncertainty cal-
culations. The following simplifications were made for modelling convenience: removal
of the cell and external surroundings; removal of the reflector tank; simplification of the
core vessel, including removal of the dump pipes and contact probe and simplification
of the base and lid to flat cylindrical plates and, finally; removal of solution impurities.
The resulting effects were calculated as simplification biases in keff. The additional
uncertainty in the bias introduced by omitting the cell and surroundings was taken as
half the associated bias. The experimental keff for each configuration is 1.0000. The
benchmark keff shown in Table 2.14 accounts for the total simplification bias calculated;
i.e. it is added to the experimental value.
The UO2F2 solution in the benchmark models is modelled as a plain cylinder, of
radius as calculated in Section 2.2.3, and height calculated to give the correct overall
volume as listed in Section 2.2.1. The core vessel is made of UKAEA 70001 stainless
steel. The tank base thicknesses are simplified to 1.6140cm (16 in. core), 0.9525cm
(12 in. core) and 2.0638cm (8 in. core). The lid thicknesses are simplified to 1.27cm
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Table 2.12: Total keff uncertainties for cylindrical, water reflected critical configurations.
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TOTAL 
30F1 0.0006 0.0001 0.0087 0.0049 0.0017 0.0013 0.0001 0.0008 0.0001  0.0103 
30F2 0.0007 0.0001 0.0059 0.0040 0.0016 0.0014 0.0001 0.0009 0.0001  0.0075 
30F3 0.0009 0.0001 0.0030 0.0033 0.0015 0.0013 0.0001 0.0008 0.0001  0.0050 
30F4 0.0010 NEG 0.0010 0.0025 0.0012 0.0012 0.0001 0.0009 0.0001  0.0035 
30F5 0.0015 NEG 0.0008 0.0018 0.0011 0.0009 0.0001 0.0009 0.0001  0.0030 
30F6 0.0019 NEG 0.0021 0.0012 0.0012 0.0005 0.0001 0.0009 0.0002  0.0035 
30F7 0.0022 NEG 0.0027 0.0008 0.0009 0.0003 0.0001 0.0009 0.0002  0.0038 
30F8 0.0025 NEG 0.0032 0.0005 0.0007 0.0002 0.0001 0.0011 0.0002  0.0043 
30F26 0.0010 NEG 0.0025 0.0030 0.0015 0.0013 0.0001 0.0007 0.0001  0.0045 
16 in. 
30F30 0.0022 NEG 0.0025 0.0010 0.0011 0.0003 0.0001 0.0009 0.0002  0.0038 
30F9 0.0008 0.0001 0.0078 0.0045 0.0016 0.0008 0.0001 0.0015 0.0002  0.0093 
30F10 0.0005 0.0001 0.0078 0.0045 0.0015 0.0008 0.0001 0.0015 0.0002  0.0093 
30F11 0.0007 0.0001 0.0059 0.0041 0.0017 0.0008 0.0001 0.0015 0.0002  0.0076 
30F12 0.0009 0.0001 0.0043 0.0035 0.0017 0.0008 0.0001 0.0015 0.0002  0.0061 
30F13 0.0009 0.0001 0.0032 0.0032 0.0014 0.0008 0.0001 0.0014 0.0002  0.0051 
30F14 0.0013 NEG 0.0012 0.0025 0.0011 0.0007 0.0001 0.0017 0.0003  0.0038 
30F15 0.0014 NEG 0.0003 0.0019 0.0013 0.0005 0.0001 0.0018 0.0003  0.0033 
30F17 0.0017 NEG 0.0009 0.0017 0.0011 0.0004 0.0001 0.0018 0.0003  0.0034 
30F16 0.0018 NEG 0.0014 0.0015 0.0009 0.0003 0.0001 0.0019 0.0004  0.0035 
30F18 0.0018 NEG 0.0020 0.0012 0.0010 0.0002 0.0001 0.0018 0.0005  0.0036 
12 in. 
30F19 0.0020 NEG 0.0021 0.0011 0.0011 0.0001 0.0001 0.0019 0.0005  0.0038 
30F12 0.0007 0.0001 0.0046 0.0037 0.0013 0.0006 0.0001 0.0018 NEG 0.0012 0.0065 12 in. 
[+Cd] 30F15 0.0013 NEG 0.0004 0.0021 0.0009 0.0003 0.0001 0.0020 NEG 0.0013 0.0036 
30F20 0.0006 0.0001 0.0063 0.0037 0.0015 0.0002 0.0001 0.0033 0.0006  0.0082 
30F23 0.0008 0.0001 0.0054 0.0035 0.0016 0.0003 0.0001 0.0033 0.0006  0.0075 
30F21 0.0007 0.0001 0.0049 0.0033 0.0016 0.0003 0.0001 0.0035 0.0006  0.0071 
30F22 0.0007 NEG 0.0042 0.0032 0.0016 0.0003 0.0001 0.0034 0.0006  0.0065 
30F24 0.0011 NEG 0.0032 0.0028 0.0016 0.0003 0.0001 0.0035 0.0006  0.0059 
30F25 0.0009 NEG 0.0025 0.0027 0.0015 0.0002 0.0001 0.0035 0.0007  0.0054 
8 in. 
30F26 0.0010 NEG 0.0016 0.0024 0.0014 0.0001 0.0001 0.0036 0.0007  0.0050 
 
(16 in. core), 1.905cm (12 in. core) and 2.54cm (8 in. core). The core vessel in all
cases has an internal height of 36 in. (91.44 cm). The wall thickness of the core tanks
is 0.064 in. (0.1626 cm).
The water-reflector, where required (case numbers 1 to 30), is modelled as a plain
cylinder surrounding the core vessel, with a radius of 15 in. (38.10 cm). The water
reflector is based at the same level as the UO2F2 solution and extends to the same
height. In cases 22, 23, 45 and 46 the annular cadmium screen is also included in the
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Table 2.13: Total keff uncertainties for cylindrical, unreflected critical configurations.
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TOTAL 
30F1 0.0006 0.0001 0.0094 0.0053 0.0017 0.0010 0.0012 0.0003  0.0111 
30F2 0.0005 0.0001 0.0064 0.0044 0.0017 0.0011 0.0012 0.0003  0.0081 
30F3 0.0008 NEG 0.0035 0.0035 0.0016 0.0011 0.0012 0.0003  0.0055 
30F4 0.0011 NEG 0.0013 0.0027 0.0013 0.0009 0.0012 0.0003  0.0038 
30F5 0.0014 NEG 0.0007 0.0020 0.0012 0.0006 0.0013 0.0003  0.0032 
30F6 0.0019 NEG 0.0020 0.0014 0.0010 0.0003 0.0014 0.0003  0.0036 
16 in. 
30F7 0.0022 NEG 0.0026 0.0009 0.0009 0.0001 0.0014 0.0002  0.0039 
30F10 0.0007 0.0001 0.0091 0.0054 0.0017 0.0004 0.0024 0.0003  0.0110 
30F11 0.0006 0.0001 0.0070 0.0047 0.0017 0.0004 0.0025 0.0003  0.0090 
30F12 0.0008 0.0001 0.0051 0.0041 0.0017 0.0004 0.0024 0.0003  0.0072 
30F13 0.0008 0.0001 0.0039 0.0037 0.0015 0.0004 0.0026 0.0003  0.0062 
30F14 0.0010 NEG 0.0016 0.0028 0.0014 0.0003 0.0024 0.0003  0.0044 
30F15 0.0013 NEG 0.0000 0.0025 0.0012 0.0002 0.0026 0.0003  0.0040 
12 in. 
30F17 0.0014 NEG 0.0007 0.0021 0.0012 0.0001 0.0026 0.0003  0.0039 
30F12 0.0008 0.0001 0.0051 0.0041 0.0015 0.0003 0.0023 0.0003 0.0004 0.0072 12 in. 
[+Cd] 30F17 0.0015 NEG 0.0006 0.0020 0.0010 0.0001 0.0025 0.0003 0.0002 0.0037 
 
benchmark model. This is modelled as a cylinder around the core tank, with an inter-
nal radius of 16.4026 cm (1.0 cm from the outer edge of the core tank). The cadmium
screen (0.09 cm thick) is sandwiched between two layers of steel (each 0.16 cm thick).
The cadmium screen’s origin is 2.0 cm above the bottom of the UO2F2 solution and its
height is 23.5 in. (59.69 cm). The temperature of the models should be 16oC (289 K).
2.2.5 Sample Benchmark Model Results
Results of sample calculations for each of the 46 benchmark configurations are given in
Table 2.15. Calculations were performed using both the MONK9A [7] and MCNP5 [69]
Monte Carlo codes. In the majority of cases (37 out of 46 or ∼80% using MONK9A)
the computed results are within 1σ of the experimental uncertainty from the benchmark
keff; in all cases, the results are within 2σ. It may be noted that the observed results
are generally well spread; however, the results for the 8 in. cylinder are systematically
greater than the benchmark keff by between approximately 1–1.5σ.
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Table 2.14: Benchmark models keff and uncertainty (cylinder experiments).
Core vessel 
diameter 
Total 
uranium 
concentration 
(mg/cm
3
) 
Case 
number 
Water-reflected 
benchmark keff 
± uncertainty (1σ) 
Case 
number 
Unreflected 
benchmark keff 
± uncertainty (1σ) 
960 1 1.0009 ± 0.0104 31 0.9994 ± 0.0113 
704 2 1.0003 ± 0.0077 32 0.9988 ± 0.0084 
470 3 1.0020 ± 0.0052 33 1.0007 ± 0.0059 
310 4 1.0024 ± 0.0037 34 1.0006 ± 0.0042 
193 5 1.0024 ± 0.0031 35 1.0005 ± 0.0035 
130 6 1.0026 ± 0.0035 36 1.0000 ± 0.0038 
105 7 1.0025 ± 0.0038 37 0.9996 ± 0.0041 
91 8 1.0022 ± 0.0043   
418 9 1.0019 ± 0.0047   
16 in. 
113 10 1.0023 ± 0.0038   
905 11 1.0001 ± 0.0094   
900 12 1.0000 ± 0.0093 38 0.9981 ± 0.0112 
725 13 1.0003 ± 0.0076 39 0.9979 ± 0.0093 
585 14 1.0005 ± 0.0062 40 0.9983 ± 0.0075 
483 15 1.0004 ± 0.0052 41 0.9984 ± 0.0065 
323 16 1.0009 ± 0.0039 42 0.9986 ± 0.0047 
223 17 1.0015 ± 0.0033 43 0.9982 ± 0.0044 
192 18 1.0018 ± 0.0034 44 0.9980 ± 0.0044 
160 19 1.0019 ± 0.0035   
137 20 1.0023 ± 0.0036   
12 in. 
131 21 1.0024 ± 0.0038   
585 22 1.0015 ± 0.0065 45 0.9996 ± 0.0073 
223 23 1.0021 ± 0.0036   
12 in.  
[+Cd screen] 
192   46 0.9995 ± 0.0039 
905 24 1.0026 ± 0.0082   
807.5 25 1.0024 ± 0.0075   
734 26 1.0024 ± 0.0071   
678 27 1.0025 ± 0.0065   
565 28 1.0025 ± 0.0059   
502 29 1.0025 ± 0.0054   
8 in. 
418 30 1.0028 ± 0.0050   
 
2.3 Summary
The development of the Dounreay IEU solution benchmarks was presented in a summary
paper [81]. It was noted in this paper that these fill a significant gap in the ICSBEP
database—the total number of IEU solution cases has been increased from 5 to 64. These
data also constitute a useful experimental base for safety calculations in the intermediate
enrichment range. Results showed that calculation-experiment discrepancies fit well
with the derived uncertainties; i.e. the discrepancies tended to increase/decrease to
reflect variation in the experimental uncertainties. This provides confidence that the
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Table 2.15: Sample benchmark model results (cylinder experiments).
Reflected 
keff ± σMC 
Unreflected 
keff ± σMC 
Core  
vessel 
diameter  
 
Total 
uranium 
concentration 
(mg/cm
3
) 
C
ase 
n
u
m
b
er MONK  
(JEF-2.2) 
MCNP 
(ENDF/B-VII.0) 
C
ase 
n
u
m
b
er MONK  
(JEF-2.2) 
MCNP  
(ENDF/B-VII.0) 
960 1 0.9948 ± 0.0001 0.9915 ± 0.0001 31 0.9961 ± 0.0001 0.9930 ± 0.0001 
704 2 0.9973 ± 0.0001 0.9949 ± 0.0001 32 0.9992 ± 0.0001 0.9967 ± 0.0001 
470 3 1.0019 ± 0.0001 1.0002 ± 0.0001 33 1.0068 ± 0.0001 1.0053 ± 0.0001 
310 4 0.9992 ± 0.0001 0.9978 ± 0.0001 34 1.0005 ± 0.0001 0.9994 ± 0.0001 
193 5 1.0006 ± 0.0001 0.9996 ± 0.0001 35 0.9979 ± 0.0001 0.9971 ± 0.0001 
130 6 1.0040 ± 0.0001 1.0034 ± 0.0001 36 1.0025 ± 0.0001 1.0018 ± 0.0001 
105 7 1.0027 ± 0.0001 1.0025 ± 0.0001 37 1.0005 ± 0.0001 0.9999 ± 0.0001 
91 8 1.0029 ± 0.0001 1.0033 ± 0.0001    
418 9 1.0019 ± 0.0001 1.0001 ± 0.0001    
16 in. 
113 10 1.0001 ± 0.0001 0.9998 ± 0.0001    
905 11 1.0000 ± 0.0001 0.9975 ± 0.0001    
900 12 0.9951 ± 0.0001 0.9927 ± 0.0001 38 0.9990 ± 0.0001 0.9961 ± 0.0001 
725 13 0.9948 ± 0.0001 0.9929 ± 0.0001 39 0.9977 ± 0.0001 0.9953 ± 0.0001 
585 14 0.9984 ± 0.0001 0.9966 ± 0.0001 40 1.0014 ± 0.0001 0.9995 ± 0.0001 
483 15 0.9981 ± 0.0001 0.9967 ± 0.0001 41 1.0006 ± 0.0001 0.9991 ± 0.0001 
323 16 0.9997 ± 0.0001 0.9992 ± 0.0001 42 1.0018 ± 0.0001 1.0010 ± 0.0001 
223 17 1.0011 ± 0.0001 1.0009 ± 0.0001 43 1.0018 ± 0.0001 1.0012 ± 0.0001 
192 18 1.0020 ± 0.0001 1.0016 ± 0.0001 44 1.0016 ± 0.0001 1.0009 ± 0.0001 
160 19 1.0033 ± 0.0001 1.0032 ± 0.0001    
137 20 1.0050 ± 0.0001 1.0049 ± 0.0001    
12 in. 
131 21 1.0046 ± 0.0001 1.0048 ± 0.0001    
585 22 1.0015 ± 0.0001 0.9997 ± 0.0001 45 1.0083 ± 0.0001 1.0068 ± 0.0001 
223 23 1.0028 ± 0.0001 1.0017 ± 0.0001    
12 in.  
[+Cd screen] 
192    46 0.9998 ± 0.0001 0.9990 ± 0.0001 
905 24 1.0125 ± 0.0001 1.0114 ± 0.0001    
807.5 25 1.0119 ± 0.0001 1.0111 ± 0.0001    
734 26 1.0133 ± 0.0001 1.0127 ± 0.0001    
678 27 1.0095 ± 0.0001 1.0089 ± 0.0001    
565 28 1.0093 ± 0.0001 1.0090 ± 0.0001    
502 29 1.0096 ± 0.0001 1.0097 ± 0.0001    
8 in. 
418 30 1.0083 ± 0.0001 1.0087 ± 0.0001    
 
uncertainties have been reasonably well characterised.
Some discrepancy between older (JEF-2.2) and newer (ENDF/B-VII.0) nuclear data
evaluations was highlighted by the calculations—a trend to overpredict keff (by ∼0.3%)
for harder spectrum, lower H:U cases with JEF-2.2 was not evident with the ENDF/B-
VII.0 library. This was found to be due to an increase in intermediate energy (0.4 eV–
100 keV) 235U capture reactions, occurring at the expense of fissions. The cross-section
revisions responsible for this were incorporated in the ENDF/B-VI.5 and subsequent
libraries, following work undertaken by Lubitz et al. [82]. These findings for IEU are in
concordance with similar results documented for HEU solutions by Ivanova et al. [83].
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Critical approach experiments were undertaken at the Atomic Weapons Research Es-
tablishment (AWRE), Aldermaston, from early in its inception. Several machines were
operated in order to gather various data on critical masses between the 1950s and 1960s.
These varied from machines designed to operate with small or large mass solids, with
solid or liquid reflectors, to mixed uranium/plutonium solutions. An overview of the
Aldermaston operations is offered by Walford and Thomas [56]; the main differences be-
tween this and the previously described Dounreay laboratory being (1) at Aldermaston
a single experimental cell containing all the machines was available—this necessarily
limited any overlap of experiments; and (2) the results were found via extrapolation of
high multiplication assemblies—the experimenters were not permitted to reach a de-
layed critical state.
The inclusion in this era of AWRE within the UKAEA resulted in close alignment
with the experimental criticality programme being conducted at Dounreay. Regular
meetings between the parties, discussing issues and practices within their respective
establishments, were held for a number of years. One of the results of this was the
combining of efforts in the 30% enriched IEU parametric survey. While the Dounreay
phase of the work had concentrated on solution experiments at a wide range of moder-
ation above H:235U∼80, AWRE turned its attention to lower moderations (significantly
undermoderated), in the form of its solid ‘wax compact’ experiments.
This Chapter provides an overview of the evaluation of a large number of configura-
tions taken from this experimental series. These are divided, as per Abbey’s “Manual
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of Criticality Data” [22], [23] into two distinct sets—those with single material reflector
and those in which part of the reflector is replaced with a differing material (hereinafter
referred to as ‘composite reflector’ cases). These are published as two ICSBEP eval-
uations: IEU-COMP-THERM-015 “Single Cores Of 30.14% 235U Enriched UO2/Wax
Mixtures—Bare and With Single Reflector Materials” and IEU-COMP-THERM-016
“Single Cores Of 30.14% 235U Enriched UO2/Wax Mixtures—With Composite Reflec-
tors”. Further configurations involving the interaction of two separate cores are also
available but have not yet been evaluated. Again, the configurations are predominantly
of a ‘THERM’ spectral class. However, in several cases from ICT015, less than 50% of
the fissions are due to neutrons in the thermal energy range, with a significant number
in the intermediate (resonance) range, 0.625 eV–10 keV. As such, six cases (4, 5, 19, 20,
21 and 22) are classified as ‘MIXED’ spectrum cases (less than 50% of fissions due to
any of the three energy regions). Case 1 is classed as ‘INTER’ because more than 50%
of the fissions are due to intermediate energy neutrons. Appropriate identifying links
to these are made in the handbook to make users aware of this fact; these are included
as ‘dummy’ evaluations IEU-COMP-INTER-006 and IEU-COMP-MIXED-004. As be-
fore, exhaustive details, such as material compositions, model dimensions and input
listings etc. are not reproduced here—the full evaluations should be consulted for this
information.
3.1 Single Cores Of 30.14% 235U Enriched UO2/Wax
Mixtures—Bare and With Single Reflector Materials
Critical parameters for intimate mixtures of UO2 and wax were determined by extrap-
olation from high multiplication assemblies. These experiments were performed in the
Aldermaston critical assembly laboratory using the ATLAS vertical assembly machine.
The experiments commenced in July 1960 and proceeded intermittently until December
1964. The cores were constructed in rectangular geometry from small blocks to facil-
itate stacking changes. The proportions of oxide and wax were changed at intervals
during the experiment to provide a range of H:235U atomic ratios—nominally 8, 16,
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40 and 80. Some assemblies involved reduced density blocks—these were produced by
incorporating cylindrical holes in the blocks to reduce the average density to ∼75% of
the full density blocks. One batch of blocks contained pile quality graphite of density
2.10 g/cm3.
Critical heights are reported for 3 bare configurations. For the experiments involving
a homogeneous core and single reflector materials, the reflectors studied were poly-
thene [alternatively polyethylene] (15 configurations), Perspex [alternatively Lucite or
Plexiglas] (8 configurations), concrete (2 configurations) and wood (2 configurations).
Note that 2 of the reflected configurations (for wood and concrete) include a 0.015 in.
thick cadmium layer between the core and reflector. Also evaluated is a previously
unpublished subsidiary experiment, which examined heterogeneity effects. This in-
volved assemblies with cores constructed from equal volumes of UO2/wax blocks and
plain wax blocks with polythene reflection. Three types of heterogeneous assembly
were constructed—types A, B and C. The type B assembly has the highest degree of
heterogeneity—this complicates the extrapolation; i.e. noting the length of the extrap-
olation and the degree of heterogeneity, the extrapolation has little physical meaning.
Consequently, this particular assembly was rejected as a benchmark experiment. The
remaining 32 experimental configurations were shown to be acceptable benchmark ex-
periments.
The UO2/wax block experiments are described in internal AWE reports [84], [85],
[86]. An overview of the experiments is provided by Lane [87]. Summary details of
various configurations are given in Abbey [22]. The initial experiments were planned
and supervised by J. R. Dominey and A. F. Thomas. The experiments were completed
under the direction of R. C. Lane. Experimental assistance was provided throughout
by O. J. E. Perkins.
3.1.1 Details of Experimental Configuration
This series of experiments was performed in the Aldermaston critical assembly labora-
tory (Building A7A) using the ATLAS vertical assembly machine. The experimental
cell was 30 ft square and 22 ft high. The cell was of conventional brick construction
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(1 ft thick) and, at the time this series of experiments was performed, had windows at
normal level (the windows were subsequently replaced with brick). The main structure
of ATLAS consisted of two 10 ft high stanchions carrying the fixed upper platform.
The moving platform, which carried the lower part of the assembly, was located over its
full range of travel (68 in.) by roller bearings, which engaged vertical guides attached
to the main stanchions. The weight of the lower platform and load was taken by a
4 in. diameter hydraulic ram in a well below the machine. Control of the oil flow into
the hydraulic ram allowed the position of the platform to be adjusted to better than
0.1 in. over the full travel of 68 in. Finer movement control was possible through three
electrically driven lead screws—a coarse screw with indications every 1 in., a medium
screw with 0.5 in. indications and a fine screw with 0.005 in. indications. The speed
of vertical movement could thus be varied from 0.075 in. to 4.5 in. per minute. The
primary means of safe shut-down was a quick-release valve that could dump the oil in
the ram into a storage tank and allow the platform to fall rapidly under gravity. This
dump valve could be operated by a trip on any of the neutron counting channels, or
manually. During the last 15 in. of fall, the platform would engage a cam plate and the
dump valve would gradually close, bringing the platform smoothly to rest.
Figure 3.1 shows the Aldermaston critical assembly laboratory. The ATLAS vertical
assembly machine is shown in the centre of the photograph. The smaller vertical as-
sembly machine, ERIC, is shown in the left of the photograph; this was used for small
assemblies of plutonium or enriched uranium metal parts. The ATLAS hydraulic ram
well was 4 ft square and 8 ft deep. The well edges were located 6 ft from the west wall
and 7 ft from the north wall. Thus, the centre of each assembly on ATLAS would have
been approximately 8 ft from the west wall and 9 ft from the north wall. The control
room was located in Building A7C, approximately 100 yards from the experimental cell.
Description of Experimental Procedure
For the experiments with single reflector materials, the core and all but one face of the
reflector were mounted on the lower platform. The two platforms were driven together,
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Figure 3.1: The Aldermaston critical assembly laboratory.
and the neutron count rates of fully assembled stacks measured. The neutron flux in the
assembly was monitored by three 10BF3 proportional counters embedded in the lower
reflector, 10 cm from the bottom face of the core. One of these counters was chosen to
have an efficiency markedly different from the other two to satisfy safety requirements.
The critical size was determined by extrapolating to zero a plot of the reciprocal count
rate for a number of stacks having the same cross-section, but different height or length.
In some cases, a negative count rate was also plotted for a stack which would have been
supercritical if fully assembled [87]; though unphysical, this could be extrapolated based
on a subsidiary plot of count rate against gap between core and reflector. To provide
an adequate neutron background for safety and to reduce the time taken in counting,
a mock fission neutron source was incorporated in the reflector halfway up one side
and approximately 1 cm from the core surface [88]. Mock fission sources were supplied
by the Radiochemical Centre (Amersham) and contained ∼10 Ci 210Po at the time of
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manufacture, and small quantities of sodium tetrafluoroborate (NaBF4) and sodium
tetrafluoroberyllate (Na2BeF4), as described by Martin [89]. The source was packed
in a platinum cell (wall thickness 0.5 mm) and sealed with silver solder. The external
length of the cylindrical source container was 10.5 mm and the external diameter was
9.45 mm.1
A contemporary description of the jig used with ATLAS for studying the bare sys-
tems is given in ICSBEP evaluation IEU-MET-FAST-019. The fissile core was divided
into two approximately equal components. Both upper and lower components were
supported by aluminium plates 0.186 in. (0.47244 cm) thick. The plates in turn were
supported by a framework of aluminium, reducing neutron reflection to the practical
minimum. Measurements made with additional interleaved plates were used to correct
for the effect of the aluminium interface, separating the two fissile halves. In the bare
system experiments, the neutron source was positioned near the centre of the assembly.
The source was placed in a spherical aluminium shell prior to positioning in the 2.16 cm
spherical diameter source cavity. (Two half thickness blocks were manufactured with a
cavity to contain the source shell.2) The density of the source shell was determined to
be 2.7169±0.0024 g/cm3. The measured dimensions were as follows; length of hole for
neutron source =10.65 mm, diameter of hole for neutron source =9.5 mm, and diameter
of spherical shell =20.9 mm. For the bare system studies, the neutron detectors were
McTaggart long counters used in standard Aldermaston counter geometry [90].
Experimental Results
Extrapolated critical heights are shown in Tables 3.1 and 3.2. The batch numbers of the
UO2/wax refer to the approximate H:
235U atomic ratio. Three batches were labelled
8L, 16L and 80L. These were identical to batches 8, 16 and 80, but the density of
each block was reduced by incorporating seven cylindrical holes to reduce the average
density to about 75% of the latter. Attempts to press the cubes at a lower density
were unsuccessful as they became too weak and friable. It was noted that “by packing
1Amersham catalogue, Radiochemical Centre, Amersham, Buckinghamshire, 1960.
2D. G. W. Frost, “UO2/Wax Project” (unpublished AWE memo).
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Figure 3.2: Examples of plain and cored cubes—batch 8 and 8L.
these blocks in one assembly with the holes aligned, in another otherwise identical
assembly with the holes misaligned to minimise streaming, and in a third assembly
packed in a random way, it was shown that the effect of streaming was negligibly
small” [87]. Batch 80C contained pile quality graphite of density 2.10 g/cm3. Each
cube was coated with approximately 0.0005 in. pigmented protective lacquer. Figure
3.2 shows examples of plain and cored cubes (batch 8 and 8L)—the inner cubes are as
pressed, the outer cubes are coated with a pigmented protective lacquer. Table 3.1 shows
critical dimensions for 30 configurations, either bare or with single material reflector.
A subsidiary experiment examined heterogeneity effects [86]. This involved assemblies
with cores constructed from equal volumes of UO2/wax blocks (batch 40) and plain wax
blocks. Three heterogeneous assemblies were constructed. The experimenters’ diagrams
of the assemblies are shown in Figure 3.3. Type A was a 7 in. square prism with the
oxide and wax cubes placed alternately. Type B was an 8 in. square prism, with cubes
placed alternately in groups of 8, each group arranged as a cube. Type C was an 8 in.
square prism with the blocks arranged alternately in columns. All three were reflected
by 8 in. of polythene. The type B assembly had the highest degree of heterogeneity
which complicates the extrapolation. Due to the length of the extrapolation and the
degree of heterogeneity, the extrapolation has little physical meaning and a large degree
of uncertainty in how it should be modelled. Consequently, this assembly was rejected
as a benchmark experiment. Results for the type A and C assemblies are given in
Table 3.2.
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Table 3.1: Critical parameters of homogeneous cores with uniform reflectors.
 
Case 
number 
Batch Reflector material
(a)
 
Square base length 
(cm)                  (in.) 
Critical height
(c)
 
(cm)                 (in.) 
1 16 30.48 12 28.6004 11.26 ± 0.02  
2 40 27.94 11 23.8760 9.40 ± 0.04 
3 80 
Bare 
 
25.40 10 23.8252 9.38 ± 0.04 
4 8L 30.48 12 35.3568 13.92 ± 0.04 
5 8L 33.02 13 29.8704 11.76 ± 0.02 
6 16 22.86 9 19.6850 7.75 ± 0.02 
7 16L 27.94 11 28.6004 11.26 ± 0.02 
8 40 15.24 6 40.6654 16.01 ± 0.04 
9 40 20.32 8 17.5768 6.92 ± 0.02 
10 40 27.94 11 11.5189 4.535 ± 0.01 
11 80 15.24 6 31.5976 12.44 ± 0.02 
12 80 17.78 7 20.0660 7.90 ± 0.02 
13 80 20.32 8 15.5194 6.11 ± 0.02 
14 80 25.40 10 11.6078 4.57 ± 0.01 
15 80L 22.86 9 26.3144 10.36 ± 0.02 
16 80C 17.78 7 41.0972 16.18 ± 0.04 
17 80C 22.86 9 20.3327 8.005 ± 0.01 
18 80C 
Polythene 
 
27.94 11 14.9987 5.905 ± 0.02 
19 8 22.86 9 26.5938 10.47 ± 0.04 
20 8 25.40 10 21.9202 8.63 ± 0.04 
21 8L 30.48 12 30.0482 11.83 ± 0.02 
22 8L 35.56 14 23.1013 9.095 ± 0.01 
23 16 20.32 8 22.7838 8.97 ± 0.03 
24 16L 27.94 11 24.9428 9.82 ± 0.02 
25 40 20.32 8 16.3576 6.44 ± 0.02 
26 80 
Perspex 
 
17.78 7 18.4658 7.27 ± 0.02 
27 80 Concrete 20.32 8 16.8910 6.65 ± 0.02 
28 80 Beech wood 20.32 8 18.9992 7.48 ± 0.02 
29 80 Concrete+Cd
(b)
 20.32 8 22.8600 9.00 ± 0.02 
30 80 Beech wood+Cd
(b)
 20.32 8 30.7340 12.10 ± 0.02 
(a) Reflector material is 8 in. thick in all dimensions. 
(b) 0.015 in. thick cadmium sheet between all faces of the core and reflector. 
(c) Conversion is from inches to cm.  Historical records show that the experimental results were originally 
reported in inches. Note that the critical heights reported for Cases 3 and 8 are truncated to 23.82 cm and 
40.66 cm, respectively. 
 
Description of Material Data
Material data for uranium dioxide and wax were taken from Lane and Perkins [85]. The
uranium dioxide is described as UO2.06, i.e. 87.8 wt.% uranium and 12.2 wt.% oxygen;
the density is given as 10.7 g/cm3. The 235U content is given as 30.14±0.02 wt.%,
the 234U content as 0.38±0.02 wt.% and the 236U content as 0.07±0.01 wt.%. When
compared with other contemporary data, the isotopic uncertainties may seem relatively
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Table 3.2: Critical parameters of heterogeneous cores.
 
Case 
number 
Batch 
Stack 
Type
(a)
 
Reflector 
Material 
Square base length 
(cm)           (in.) 
Critical height
(b)
 
(cm)                (in.) 
31 40 A Polythene 17.78 7 22.0980 8.70 
32 40 C Polythene 20.32 8 18.1864 7.16 
(a) See Figure. 
(b) Conversion is from in. to cm.  (The experimental results are reported in inches). 
 
Figure 3.3: Stacking arrangements for Type A and C heterogeneous assemblies.
small. At the time however, Aldermaston was at the forefront of mass spectrometry
development. See, for example, Bull et al. [91] and Daley [92], [93].
When selecting the wax to be used, trials showed that commercial paraffin wax was
too soft and readily deformed on handling and stacking. A survey of commercially
available harder waxes resulted in the choice of a synthetic wax marketed by Wilkins,
Campbell and Co. Limited, under the reference number WC/5956. The wax density
is given as 0.909±0.008 g/cm3. The suppliers also analyzed the wax for its typical im-
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Table 3.3: Wax composition and impurities. 
Composition
(a)
  percent by weight ratio of nuclei 
C 85.47 ± 0.10 % 1 
H 14.52 ± 0.14 % 2.02 ± 0.01 
Others < 0.01%  
(a) Average molecular weight ~ 750 
 
Impurity 
Impurity content 
(typical p.p.m. by weight) 
Li 1 
B 10 
Na 2.5 
Mg 1  
Al 5 
K 1 
Ca 10 
Ti 0.1 
Cr 0.1 
Mn 0.5  
Fe 50 
Ni 1 
Cu 1 
Cd 1 
Au 10 
Total 94.2 
 
purity contents. The wax composition and impurity data (taken from Long and Tandy
[94]) are shown in Table 3.3.
The completed cubes were sprayed with a 0.0005 in. coating of hard lacquer (cellulose
acetate butyrate pigmented with finely divided aluminium). The lacquer composition
is given in Perkins3 as 31.84% carbon, 4.71% hydrogen, 34.00% aluminium and 29.45%
oxygen. The density of cellulose acetate butyrate is 1.20 g/cm3.4 The density of alu-
minium metal is 2.70 g/cm3. Based upon a 66/34 wt.% mix of cellulose acetate butyrate
and aluminium, a lacquer density of 1.4795 g/cm3 may be inferred.
The UO2/wax blocks were manufactured by the Chemical Technology Division at
Aldermaston in building SB3A4—the manufacturing process is described in detail by
Huckstepp and Day [95]. Strong and readily handleable cubes of two densities were
required: (a) of as high a density as possible, and (b) of a low density (not greater
3O. J. E. Perkins, “UO2/Wax Fissile Material Stocks in the A7A Group” (unpublished AWE memo).
4http://physics.nist.gov
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than 75% of theoretical); a protective coating on the cubes was also specified, to min-
imise the spread of radioactive contamination. The fabrication process selected was
cold-pressing of powder mixtures of the two components, and it was found that cubes
of the required quality could be produced using compacting pressures of 15 t.s.i.5 and
below, provided that the UO2 was of a coarse size distribution and was mixed with the
wax at a temperature above the melting point of the latter (>104oC). A compacting
pressure of 15 t.s.i. was required to achieve a cube density of 95% of theoretical for
batch 8. The mixtures with higher proportions of wax presented no difficulty—the wax
being considerably softer than the UO2; the greater the proportion of wax, the lower
the pressure that was needed to produce a high density.
The coarse UO2 particles were produced by sintering and crushing of “as-received”
material; a very low density (about 65% of theoretical) in the sintered product yielded
a satisfactory powder. The as-received UO2 powder was mixed with a binder (Cranco),
pressed into discs (approximately 1.8 in. in diameter and 0.5 in. thick) at 15 t.s.i. and
sintered in argon for 4 h at 1450oC. Cranco was widely used by the Chemical Tech-
nology Division for making compacts of a range of materials before sintering. One of
the main reasons for its widespread use was that it burned away without leaving any
residues.6 The sintered disks were broken down to 14 in. fragments and finally reduced
to a -44 mesh (0.354 mm) powder in a Kek (pin-disc) mill. Note that the effect of using
sintered and unsintered UO2 on the extent of lateral cube expansion upon ejection from
the die, was examined in a series of tests involving plain and cored cubes made from
the four mixes. When unsintered UO2 was used, the larger expansions (up to 0.007 in.)
occurred at the highest UO2 concentration, and the expansions of cored cubes tended
to be higher than those of the corresponding plain cubes. When sintered UO2 was used
however, it was found that the expansions were very small—generally 0.001 in. or less,
even with the highest UO2 concentration.
An attempt was made to produce low density cubes by pressing the mixtures at low
pressures, but these were much too weak and friable for the intended purpose. The
5tons per square inch
6D. Day, personal communication, 2012.
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Nuclear Research Division suggested that the density requirement could be met by a
cored compact, provided that the core-hole diameters did not exceed 6 mm: in other
words, by the concentration of the required 25% porosity into a few comparatively large
holes, the rest of the compact remaining dense and strong. This solution was adopted;
seven core-holes of nominal diameter 0.212 in. arranged at the centre and the corners
of a hexagon being selected as a suitable configuration (see Figure 3.2).
Only sufficient UO2 for a single batch of cubes was available. It was therefore nec-
essary to change the material from one batch to another by the addition of wax (or
graphite) as the experiment proceeded. The cubes were preheated to ∼80oC in a small
oven to soften them and then fed into the mixer, which was kept hot. After about
10 minutes crushing and mixing, they were sieved and passed through the production
process as described previously. The final batch of cubes (batch 80C) was produced
from Batch 80L, with pile quality graphite added and the cubes pressed to full density
(i.e. without holes).
The lacquer was dissolved in a mixture of toluene and ethanol and applied using an
Aerograph spray gun at 30 p.s.i. The pigment was added in order that the uniformity
of the coating could be more easily controlled by the operator. Under these conditions,
the coating uniformity and thickness (∼0.0005 in.) could be readily controlled by a
practised operator. Note that the lacquer coating was not removed before reprocessing
of the cubes. Calculations had shown that leaving the coating on the cubes would have
no major impact on the experimental results. Consequently, the coating could simply
be ignored during reprocessing, and crushed with the rest of the cube material.
The blocks were manufactured to a tolerance of ±0.002 in. (measured at 70±5oF).
Most blocks were 1 in. cubes (i.e. size of cubes =1.000±0.002 in. on all dimensions
after spraying). However, some blocks were rectangular prisms of 1 in. square base,
with heights of 1.250 in. and 1.500 in. to facilitate extrapolation to the critical height.
As an example of the manufacturer’s rejection rate, records show that approximately
3% of the batch 80 run were rejected as outside the required size range.7 Details of
the composition and density of the blocks are given in Table 3.4. With respect to the
7D. G. W. Frost, “UO2 wax cubes” (internal AWE memo).
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analytical uncertainties quoted, the experimenters note that “some difficulty was expe-
rienced in deciding upon the appropriate errors for the analysis data. The raw materials
and representative samples of each batch of blocks were analysed, but the results were
not consistent. The analyst found that a small quantity (∼2%) of the wax was not
extractable by the solvent used, possibly due to changes in the wax due to α-particle
bombardment” [85]. Nuclide number density data for the various batches, as calculated
by the experimenters from the basic composition data, are also reported (the lacquer
was ignored in the experimenters’ calculations). Contemporary atomic masses would
have been used. Consequently, these data were not used for modelling purposes.
Impurity data for the wax blocks are reported by Lane and Perkins [85]. The Fe
contents (1022 nuclei/cm3) are listed as follows: Batch 8 =0.00004, Batch 16 =0.0003,
Batch 40 =0.0006, Batch 80 =0.001 and Batch 80C =0.001. Other impurity data for
all batches are: B<0.0001, Cd<0.000004, Mn<0.00001, Li<0.00001, Au<0.00001 (units
are also 1022 nuclei/cm3).
The experimenters note that the reflector materials used in a study of the critical
parameters of 3712% enriched uranium metal [88] (wood, concrete and polythene), are
the same as those used in the UO2/wax block study. The polythene had an atomic com-
position of (CH2)n and a measured density of 0.919 g/cm
3. The manufacturer (ICI)
stated that analysis showed impurity levels did not exceed 1 ppm. Large pieces of poly-
thene reflector material were recovered from an Aldermaston store. The pieces were
Table 3.4: Composition and density of UO2/wax batches.
Batch reference 8 8L 16 16L 40 80 80L 80C 
Properties Full Low Full Low Full Full Low 
Full 
+graphite 
UO2.06 
93.98  
± 0.02 
93.98  
± 0.02 
88.64 
± 0.02 
88.64 
± 0.02 
76.41 
± 0.04 
61.00 
± 0.06 
61.00 
± 0.06 
44.4947 
± 0.04 
Wax 
6.02 
± 0.02 
6.02 
± 0.02 
11.36 
± 0.02 
11.36 
± 0.02 
23.59 
± 0.04 
39.00 
± 0.06 
39.00 
± 0.06 
28.6626
 
 ± 0.03 
Constituent 
(wt %) 
Graphite - - - - - - - 
26.8427 
± 0.02 
Density  (g/cm
3
) 
6.31 
± 0.02 
4.76 
± 0.02 
4.80 
± 0.02 
3.59 
± 0.01 
3.01 
± 0.01 
2.050 
± 0.007 
1.530 
± 0.005 
2.061 
± 0.007 
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confirmed as contemporary experimental material by a long serving member of staff.8
Three core samples were taken from each of the five pieces and were analysed by mass
spectrometry for trace metal impurities. It was noted that the blocks were ‘very dirty’,
so the analyst tried where possible to slice a front piece from them to remove surface
contamination prior to drilling. The median concentration levels of impurities for all 15
samples were below the limit of detection. In the few instances where a sample result
was above the limit of detection, it is considered that this was due to the presence of
surface contamination.
The Perspex had an atomic composition of C5H8O2 and a measured density of
1.193 g/cm3 [87]. It was however, not possible to retrieve any details of Perspex impu-
rity levels. The beech wood is described as “English Beech, selected for uniformity from
a single batch of known origin, laminated in 2.5 cm thick strips”. The concrete reflector
blocks were all manufactured in one batch by the normal industrial processes from the
following ingredients: aggregate 1000 kg, sand 480 kg, Blue Circle cement 330 kg and
added water 80 litres. The wood and concrete were coated in a cadmium-free paint to
prevent loss of moisture. Sample analyses were performed by an industrial consultant
(R. H. Stranger Ltd) in the case of the concrete and by the Government Chemist in
the case of the beech reflector. The total water content of the concrete was found to be
7.85% by weight, of which 5.21% was chemically combined and 2.64% could be driven
off by heating the sample to 105oC. Detailed composition analysis data for both the con-
crete and beech were retrieved. The composition of the aluminium support structure
used for the bare assemblies was not reported. This is assumed to have been made from
standard commercial purity aluminium (contemporary British Standard specification
1C, later re-designated as 1200) [62].
The experiment was performed at ambient temperature—it was not possible to re-
trieve any records of temperature measurements. Note that the UO2/wax compacts
were measured for dimensional tolerance at 70±5oF (approximately 21.1±2.8oC).
8P. Eggins, personal communication, 2010.
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3.1.2 Modelling Assumptions Adopted
Experimental models of the homogeneous configurations (cases 1-30, see Table 3.1)
were produced, representing individual blocks in a parallelepiped array. The lacquer
was represented as a layer surrounding the blocks at a normal thickness of 0.0005 in.
on each face. The nominal cube dimension, inclusive of lacquer, was 1.0000 in. The
number of blocks in the x and y dimension was as given in Table 3.1. The number of
blocks in the vertical direction was selected as the nearest integer number of blocks (of
1 in. height). The height of each modelled block was then recalculated by dividing the
extrapolated critical height by the number of blocks. Upon stretching or shrinking of
the block height, the lacquer thickness was adjusted to retain the same proportion of
lacquer as in a nominal 1 in. cube. An example homogeneous case experimental model
is shown in Figure 3.4.
Although it is known that some blocks with heights of 1.250 in. and 1.500 in. were
NEA/NSC/DOC/(95)03/III 
Volume III 
 
IEU-COMP-THERM-015 
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Date: September 30, 2012 
The cell was modelled as a 30 ft. square room, 22 ft. high.  The walls were modelled as brick (density 
1.7 g/cm
3
) and t  floor and ceiling as concrete (density 2.32 g/cm
3
).  All were mod lled as 1 ft. thick 
and to the standard compositions from the material specification section of the MONK User Guide.
a
  The 
ATLAS hydraulic ram well was modelled as 4 ft. square and 8 ft. deep.  The well edges were located 6 ft. 
from the west wall and 7 ft. from the north wall (see Section 1.2).  Consequently, the centre of each 
assembly was 8 ft. from the west wall and 9 ft. from the north wall.  The elevation of each assembly from 
the ground level, based on the machine height of 10 ft., was approximately 9ft. in each case.  For the bare 
assemblies, the aluminium support structure was included in the experimental models.  The composition 
was assumed to be type 1C aluminium – see Section 1.3.6.  The aluminium support structure associated 
with a bare assembly is shown in Figure 19. 
 
 
 
Figure 17.  Example of detailed experimental model. 
 
                                                 
a
 Answers Software Service, ibid. 
Critical height 
Square base length 
Reflector thickness 
Reflector thickness 
Core 
Reflector 
Figure 3.4: Example single reflector case experimental model.
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produced to facilitate extrapolation to critical height, precise details of those configura-
tions where such blocks were used, could not be retrieved. The effect of incorporating
a top layer of either 1.250 in. or 1.500 in. thickness blocks was studied for sample
cases where it might be expected that such blocks were used (cases 1, 7 and 26 for the
1.250 in. thickness blocks, and cases 10 and 14 for the 1.500 in. thickness blocks). The
extrapolation to critical height was modelled by proportionately increasing the thick-
ness of all block layers. The effect of changing the position of the layer of 1.250 in.
or 1.500 in. blocks within the stacking arrangement was also examined. For all the
cases studied, the ∆keff difference in the model results obtained was <0.0002, which is
considered negligible.
In the bare configurations, the source capsule was represented as described above, in
the centre of the array (where cases had an even number of blocks in x and y dimen-
sions, one of the four centremost blocks was selected). The diameter of the source cavity
was 2.16 cm, so approximately 5.28 cm3 of fissile material was displaced. An example
experimental model for a bare case, showing the aluminium support structure, is shown
in Figure 3.5.
In the case of the lower density (cored) blocks, no information could be retrieved on
the specific geometrical orientations of the holes. However, it was noted that streaming
effects were “negligibly small” based upon subsidiary experiments with hole directions
aligned, misaligned or randomly orientated. This was confirmed by calculations per-
formed with the experimental models of each of the low density cores (cases 4, 5, 7,
15, 21, 22 and 24)—the difference in keff in all cases was <0.0002 which is considered
negligible.
For the purposes of the evaluation, the low density configurations were modelled with
the hole directions of different blocks in random orientations. The arrangement for each
array was produced by random number generation, with an equal probability for each
of the six cube orientations. In all cases, the hole diameters were calculated so as to give
the correct proportional density; i.e. the density values given in Table 3.4 were used
to adjust the volume of the fissile region of each cube. The seven holes were modelled
at the centre and corners of a hexagon. The edge-to-edge spacing was calculated by
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assuming that the three adjacent holes (left to right in Figure 3.2) were evenly spaced
across the width of the cube. When block heights were stretched or shrunk for the pur-
poses of extrapolation, the block density was maintained by adjusting the holes in the
appropriate dimension. Where the holes were aligned in the z axis, this was straight-
forward. Where holes were aligned in x or y axes however, the holes were made slightly
elliptical by adjusting the diameter in the z axis, whilst maintaining the diameter in
the other dimension. The lacquer was treated as for the full density blocks, and lacquer
was also assumed to be sprayed at the same nominal thickness of 0.0005 in. on the
interior surface of the holes. For the purposes of extrapolation, the lacquer thickness
was appropriately adjusted when the core-holes were made slightly elliptical, in order
to retain the same proportion of lacquer as in a nominal 1 in. cored cube. An example
experimental model for a low-density case is shown in Figure 3.6.
Experimental models of the heterogeneous cores (cases 31-32) were produced as per
the arrangements in Figure 3.3. The lacquer was included as a layer around each fissile
cube at a thickness of 0.0005 in. on each face. For stack type A, the array was retained
as 8 units in height; modelling a distinct 9th layer would upset the 50/50 balance of
plain to fissile blocks that was intended. Stack type C was modelled as 7 units in height.
Table 3.4 gives the experimenters’ reported compositions of the UO2/wax batches.
However, as noted, the lacquer coating was not removed before reprocessing of the cubes.
The build-up of lacquer was ignored by the experimenters and so this accumulation of
lacquer in successive batches was assessed. The lacquer was modelled at a density of
1.4795 g/cm3 and the density of the fissile region was slightly elevated to preserve the
overall density of the lacquered blocks as per Table 3.4.
No composition details for the cadmium sheet used in Cases 29 and 30 were retrieved.
The density of pure cadmium is assumed—8.65 g/cm3 [67]. The impurity content of
the cadmium was considered as a source of uncertainty. The cadmium sheet was placed
between the core and reflector, at a thickness of 0.015 in. (0.0381 cm).
The cell was modelled as a 30 ft square room, 22 ft high. The walls were modelled
as brick (density 1.7 g/cm3) and the floor and ceiling as concrete (density 2.32 g/cm3).
All were modelled as 1 ft thick and to the standard compositions from the material
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Figure 3.5: Extract from experimental model (ICT15 case 1) showing bare assembly
support structure.
 
Figure 3.6: Cut-away from experimental model (ICT15 case 4) showing random orien-
tation of low-density (cored) blocks.
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specification section of the MONK user guide [7]. The ATLAS hydraulic ram well was
modelled as 4 ft square and 8 ft deep. The well edges were located 6 ft from the west
wall and 7 ft from the north wall. Consequently, the centre of each assembly was 8 ft
from the west wall and 9 ft from the north wall. The elevation of each assembly from the
ground level, based on the machine height of 10 ft, was approximately 9 ft in each case.
In the cases of the bare configurations, the aluminium support structure was included
in the experimental models. The composition was assumed to be type 1C aluminium.
3.1.3 Evaluation of Experimental Uncertainties
Sensitivity studies to determine the effect on keff of various uncertainties in the reported
experimental data were undertaken. Sensitivity calculations were performed using the
MONK9A Monte Carlo code with the JEF-2.2 cross-section library, using the standard
methodology previously described in Sections 2.1.3 and 2.2.3. The experimental models
as described above were used for these calculations.
Material Uncertainty Calculations
The 235U enrichment is given as 30.14±0.02 wt.%. The 234U content is given as
0.38±0.02 wt.% and the 236U content is given as 0.07±0.01 wt.%. These uncertain-
ties were taken as 1σ variations. When calculating the effect of these uncertainties, the
weight percentage of 238U was adjusted accordingly. The results showed that the result-
ing uncertainty in keff due to the
236U content is <0.0001 which is considered negligible.
The 1σ uncertainties on the mean UO2/wax block density varied slightly for each
batch–the values are shown in Table 3.4. The uncertainty due to the block density was
assessed by varying the density whilst retaining the same core volume. The total mass
of UO2/wax compact was therefore varied in the calculation. Note that in the hetero-
geneous arrangements, the density of the plain wax was also varied; this variation was
based on a 1σ uncertainty of ±0.008 g/cm3.
The uncertainty associated with the weight percent proportion of the constituents in
each batch varied slightly between ±0.02% and ±0.06%—see Table 3.4. These values
were taken as the 1σ uncertainties. This uncertainty was applied to the weight percent
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proportion of UO2, compensated by an opposite change in the wax proportion. For
batch 80C, where graphite was also present in the blend, the change in UO2 proportion
was compensated by changing both the wax and graphite proportions equally. The
uncertainty in the hydrogen content of the wax is given as ±0.14%—see Table 3.3. This
was taken as the 1σ uncertainty. In assessing this uncertainty, the change in the wax’s
hydrogen content was compensated by an appropriate change in the carbon content.
Impurity data are reported in terms of number density by the experimenters (see
Section 3.1.1). These were used to infer typical impurity contents associated with each
batch. Note that the values for all but the Fe impurity (which were above the limit of
detection) were assumed to be 75% of the ‘less than’ value given. Additionally, impuri-
ties for nuclides that appear separately in the wax (see Table 3.3), were applied to the
wax fraction in the base experimental model (the wax impurities are also applied to the
plain wax blocks in the heterogeneous assemblies—Cases 31 and 32). An uncertainty of
±33.33% was applied as 1σ in all cases. This gives a ±3σ range of 0–200% of the base
value, which was considered to bound the likely impurity content range.
The lacquer thickness on each block is reported as 0.0005 in.. Orman and Walker
[96] report the results of trials (unconnected to this series of experiments) in which an
aluminium pigmented lacquer was applied to a variety of substrates. It was shown that
a practised operator could spray to within 30% of a target thickness of 0.001 in. It was
therefore judged that an uncertainty of ±0.0005 in. as a tolerance for the lacquer thick-
ness was reasonable, giving a 1σ uncertainty of (0.0005/
√
3)=±0.0002887 in. (∼57.7%).
The effect of the increase in lacquer content was calculated by increasing the density
of the surface lacquer (so as not to displace mass) and simultaneously increasing the
proportion of homogeneously mixed lacquer (displacing mass).
The density values reported for the reflector materials in Section 3.1.1 have no asso-
ciated uncertainty. The uncertainty was therefore taken as ±0.005 g/cm3; i.e. half the
precision of the density quoted to 2 decimal places (the polythene, Perspex and beech
wood densities are quoted to 3 decimal places, but the uncertainty was still applied in
the third decimal place rather than the fourth). The assumed value of ±0.005 g/cm3
was treated as a 1σ uncertainty. For configurations containing cadmium (cases 29 and
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30), the cadmium density was varied in the same way.
No details concerning the purity of the cadmium used in the cadmium sheet were
reported. Representative impurity data were therefore taken from a cadmium standard
specification.9 The least pure grade (minimum 99.95 wt.% Cd) was assumed—the stan-
dard impurity limits are: copper (150 ppm), lead (250 ppm), zinc (350 ppm) and thal-
lium (35 ppm). Note that the JEF-2.2 library contains no nuclear data for thallium—for
the purposes of the evaluation, the thallium was omitted from the models and the other
impurities renormalized accordingly. When the impurities were included, no discernable
effect on keff resulted. Therefore, the uncertainty associated with the presence of im-
purities within the cadmium, was determined to be negligible. The polythene reflector
was found to be substantially free from impurities, both by contemporary and modern
analysis—see Section 3.1.1. The uncertainty in keff due to the presence of impurities in
the polythene and Perspex reflectors was therefore judged to be negligible. The com-
positions of the concrete and beech reflectors have no associated uncertainties. It is
reasonable to expect that any uncertainty in keff will be dominated by the hydrogen
content of these reflector materials. Consequently, a 1σ uncertainty of ±0.1 wt.% hy-
drogen was assumed. This equates to approximately ±10% of the measured moisture
content in the case of the concrete.
Geometrical Uncertainty Calculations
The square base dimensions listed in Table 3.1 are clearly nominal values, based on the
number of cubes forming the square base (each of 1 in. square dimensions). The blocks
were manufactured to a tolerance of ±0.002 in. (0.00508 cm). Records show that the
block dimensions were closely monitored. Several memos describing the return of blocks
outside the specified tolerances were retrieved (the cored low-density blocks and batch
80C appear to have been most vulnerable to ‘creep’ following manufacture).
The manufacturing tolerance was treated as a bounding uncertainty and the 1σ un-
certainty was calculated as (0.00508/
√
3)=0.00293 cm per cube; this was regarded as a
systematic uncertainty. A systematic relation between block dimensions was assumed
9Standard Specification for Cadmium, Designation B440-00, ASTM international (re-approved 2005).
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because of the common manufacturing and measurement tools used in the production
process. The total uncertainty in the core size was therefore calculated by summing
the systematic uncertainty in x, y and z dimensions of the core. The density was
appropriately adjusted in order to preserve core mass during these calculations. The
experimenters provided no details of the packing fractions attained in the assemblies—a
packing fraction of 1 is implicit in their analyses (see Lane [87]). Given the uniformity
and tolerance of the cube dimensions, it was considered that any effect due to the pack-
ing fraction would be adequately bounded by the core size uncertainty.
The results presented in Table 3.1 for cases 1–30 include an estimate of the uncer-
tainty associated with the extrapolation to critical height; these vary between 0.01 and
0.04 in. However, there are no associated uncertainties with the extrapolations to crit-
ical height for the two heterogeneous assemblies (cases 31 and 32—see Table 3.2). An
uncertainty of 0.04 in. was assumed in both cases. The uncertainty associated with the
extrapolation was treated as a 1σ uncertainty.
It is reasonable to expect some variation in the block dimensions within the manufac-
turing tolerances. Consequently, the reflector material will not form a perfect close fit
around the whole of the core. Calculations were therefore repeated with a 0.002 in. air
gap introduced between the core and reflector material. The reported thickness of the
cadmium sheet used in cases 29 and 30 (0.015 in.) also has no associated uncertainty.
The 1σ uncertainty was therefore taken as 0.0005 in., i.e. half the precision in the last
digit. Calculations showed that the uncertainties in keff due to uncertainties in the re-
flector fit and cadmium sheet thickness were negligible (∆keff <0.0001). Finally, for the
bare assemblies (cases 1–3), the fissile material was split into two approximately equal
components. No details of the method used to align the upper and lower halves of the
assemblies were found. Consequently, calculations were performed to assess the effect
of displacing the upper and lower halves. These calculations showed that displacing the
upper and lower halves by up to 0.5 cm had no significant effect (∆keff <0.0002). It is
noted that care would have been taken to ensure satisfactory alignment of the upper
and lower halves of the assemblies, and a displacement of more than 0.5 cm was not
considered credible.
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Total combined uncertainties
The combined (non-negligible) keff uncertainties for each configuration are presented in
Table 3.5. The total 1σ uncertainty is found by combining each of the contributing
sources by quadratic sum. The greatest contributor to the uncertainty is the hydrogen
content of the wax. This is expected, due to the extent of undermoderation in these
experiments—the gradient of critical mass against moderation is particularly steep over
this region. This is followed by the uncertainties in density and core dimensions. All
total uncertainties were found to be below 1%, hence all configurations were judged to
be acceptable benchmark experiments.
3.1.4 Effect of UO2 Particle Size
The experimental models described thus far, have assumed that the UO2/wax fuel mix-
tures were effectively homogenous, and were modelled accordingly. However, the neu-
tronic effect of the discrete UO2 particle size, and associated distribution of the UO2
particulate also requires consideration. The following extract from Long and Tandy [94]
describes the fabrication process, which provides some detail of the particle size:“The
supplied UO2 consisted of agglomerates of extremely fine particles. A variety of cube
fabrication techniques were tested but these suffered from the basic difficulty of intro-
ducing the wax into the vacant spaces in the agglomerate interiors. This meant that
the requirement for high density cubes (>95% of theoretical) at the lowest wax contents
proved difficult to achieve. An alternative approach was needed that would eliminate,
or reduce substantially, these vacant spaces; i.e. to consolidate the agglomerates and
eliminate the need for their penetration by the wax. This was achieved by sintering.
The sintered disks were broken down to 14 in. fragments and finally reduced to -44 mesh
powder in a Kek mill. The UO2 powder product was passed through a -44 British
Standard Sieve before mixing with the wax. A -44 British Standard Sieve has a hole
size of 0.354 mm.” Furthermore, The powder is described as being of “a coarse size
distribution” [94].
The effect of UO2 particle size was assessed using the PEBBLE hole option in MONK
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Table 3.5: Uncertainty summary for UO2/wax experiments with single reflectors.
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1 0.0001 0.0004 0.0029 0.0009 0.0044 0.0000 0.0016   0.0016 0.0005 0.0059 
2 0.0001 0.0003 0.0026 0.0011 0.0057 0.0003 0.0020   0.0018 0.0012 0.0070 
3 0.0001 0.0002 0.0028 0.0011 0.0061 0.0005 0.0020   0.0019 0.0012 0.0075 
4 0.0001 0.0003 0.0018 0.0008 0.0021 0.0001 0.0010 0.0003 NEG 0.0009 0.0003 0.0032 
5 0.0001 0.0003 0.0018 0.0008 0.0021 0.0000 0.0007 0.0003 NEG 0.0009 0.0003 0.0031 
6 0.0001 0.0003 0.0019 0.0006 0.0030 0.0002 0.0009 0.0004 NEG 0.0010 0.0004 0.0039 
7 0.0001 0.0003 0.0012 0.0006 0.0030 0.0000 0.0009 0.0003 NEG 0.0010 0.0002 0.0036 
8 0.0001 0.0003 0.0016 0.0008 0.0037 0.0004 0.0011 0.0004 NEG 0.0011 0.0002 0.0044 
9 0.0001 0.0003 0.0017 0.0008 0.0039 0.0004 0.0011 0.0004 NEG 0.0011 0.0005 0.0047 
10 0.0001 0.0003 0.0016 0.0007 0.0037 0.0002 0.0012 0.0004 NEG 0.0010 0.0005 0.0044 
11 0.0001 0.0002 0.0019 0.0008 0.0041 0.0005 0.0010 0.0004 NEG 0.0011 0.0002 0.0049 
12 0.0001 0.0002 0.0019 0.0006 0.0042 0.0002 0.0012 0.0003 NEG 0.0012 0.0005 0.0050 
13 0.0001 0.0002 0.0019 0.0007 0.0042 0.0004 0.0011 0.0004 NEG 0.0012 0.0008 0.0050 
14 0.0001 0.0002 0.0018 0.0008 0.0039 0.0003 0.0010 0.0005 NEG 0.0011 0.0005 0.0047 
15 0.0001 0.0002 0.0018 0.0007 0.0041 0.0005 0.0015 0.0003 NEG 0.0012 0.0004 0.0049 
16 0.0001 0.0002 0.0019 0.0002 0.0038 0.0004 0.0019 0.0004 NEG 0.0012 0.0003 0.0049 
17 0.0001 0.0002 0.0020 0.0004 0.0039 0.0005 0.0018 0.0004 NEG 0.0013 0.0002 0.0050 
18 0.0001 0.0002 0.0019 0.0002 0.0037 0.0004 0.0021 0.0003 NEG 0.0012 0.0009 0.0049 
19 0.0001 0.0003 0.0013 0.0008 0.0022 0.0000 0.0009 0.0004 NEG 0.0009 0.0006 0.0030 
20 0.0001 0.0002 0.0014 0.0008 0.0022 0.0001 0.0004 0.0004 NEG 0.0009 0.0008 0.0030 
21 0.0001 0.0003 0.0017 0.0007 0.0020 0.0001 0.0008 0.0003 NEG 0.0009 0.0002 0.0030 
22 0.0001 0.0003 0.0017 0.0007 0.0020 0.0001 0.0010 0.0003 NEG 0.0008 0.0001 0.0030 
23 0.0001 0.0003 0.0018 0.0006 0.0031 0.0001 0.0010 0.0004 NEG 0.0009 0.0006 0.0039 
24 0.0001 0.0003 0.0012 0.0006 0.0029 0.0002 0.0011 0.0004 NEG 0.0009 0.0004 0.0035 
25 0.0001 0.0003 0.0017 0.0007 0.0039 0.0004 0.0011 0.0003 NEG 0.0010 0.0007 0.0047 
26 0.0001 0.0002 0.0019 0.0006 0.0041 0.0004 0.0011 0.0003 NEG 0.0011 0.0006 0.0049 
27 0.0001 0.0003 0.0022 0.0007 0.0047 0.0004 0.0014 0.0003 0.0014 0.0013 0.0008 0.0058 
28 0.0001 0.0002 0.0021 0.0010 0.0046 0.0004 0.0014 0.0009 0.0007 0.0013 0.0007 0.0056 
29 0.0001 0.0003 0.0033 0.0006 0.0052 0.0003 0.0016 0.0002 0.0027 0.0015 0.0005 0.0071 
30 0.0001 0.0003 0.0035 0.0006 0.0055 0.0002 0.0019 0.0003 0.0001 0.0017 0.0003 0.0070 
31 0.0001 0.0002 0.0031 0.0004 0.0037 0.0004 0.0008 0.0003 NEG 0.0012 0.0009 0.0051 
32 0.0001 0.0002 0.0028 0.0003 0.0035 0.0003 0.0005 0.0003 NEG 0.0011 0.0012 0.0048 
 
[97]. Spherical UO2 particles (or ‘grains’) of varying diameter were modelled, randomly
dispersed within the wax medium. The sampling process used by the code to site the
requested number of particles, limits the packing fraction to a maximum of about 0.4.
The volume fractions of UO2 in the wax blocks used in the experiment are: batch 8
=0.57, batch 16 =0.40, batch 40 =0.22, batch 80 =0.12 and batch 80C =0.09.
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Figure 3.7 shows the calculated difference in keff (i.e. keff [heterogeneous] - keff [ho-
mogeneous]) as a function of particle size for assemblies constructed from batches 40, 80
and 80C. The trend with particle size is approximately linear. As shown in Figure 3.7,
particle size effects are most significant for the batches with the lowest volume fractions
of UO2—see also Shmakov et al. [98]. The greatest particle size effect is for batch 80C
(∆keff =0.0063 at the largest particle size of 0.354 mm). Calculations for the batch 16
assemblies showed that, for all particle diameters <0.354 mm, there was no significant
particle size effect; i.e. ∆keff <0.0001. Thus, it can be inferred that there will be no
significant particle size effect for the batch 8 assemblies.
Models were constructed for both bare and reflected assemblies—the effect of particle
size was found to be the same in both conditions. Similarly, particle size effects for
assemblies constructed from batch 80L (low density cored blocks) were not significantly
different to those for the batch 80 assemblies; i.e. ∆keff <0.0002. Finally, particle size
effects for the assemblies with heterogeneous arrangements of blocks (cases 31 and 32),
were not significantly different to those for other assemblies constructed using batch 40
material.
The distribution of particle sizes can be expected to range anywhere up to the maxi-
mum size. Specific details of particle size measurements for the UO2 powder could not
be retrieved and published work for similar studies is sparse. Details of particle size
measurements for UF4 powder are reported in LEU-COMP-THERM-033; these may
be considered indicative of the expected size distribution. For material of a similar
size (0.297 mm maximum particle diameter), it was found that roughly 50 wt.% of the
powder was less than half the maximum particle size, and the distribution can be ap-
proximated as Gaussian. It was considered reasonable to assume a similar distribution
for the UO2 powder. Consequently, the bias applied to the benchmark models was taken
as half the maximum ∆keff with a 1σ uncertainty of maximum ∆keff /6 (assuming the
full heterogeneous particle effect to be equal to ±3σ).
The following biases and bias uncertainties were therefore applied to the benchmark
models, to account for the homogenisation effect:
Batch 40, benchmark keff bias = -0.0013 (±0.0004)
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Batch 80 (and 80L), benchmark keff bias = -0.0026 (±0.0009)
Batch 80C, benchmark keff bias = -0.0031 (±0.0010)
3.1.5 Benchmark Model Description
Benchmark models were derived for each of the 32 critical configurations studied. These
were derived from the detailed experimental models used to perform the uncertainty cal-
culations. Simplifications were also included for modelling convenience. In bare cases
the aluminium support structure, source capsule and cell (cases 1—3) were all removed.
The low density cases were transformed into homogenised rather than explicit ‘cored’
geometry (cases 4, 5, 7, 15, 21, 22 and 24). In all cases, minor impurities in the UO2/wax
materials were removed. Finally, the UO2/wax compacts and surrounding lacquer were
homogenised; the small fraction of lacquer associated with the protective coating on
each cube was homogeneously spread throughout the cube, to form a single mixture.
The resulting effects of these (and the particle size effect) were calculated as simpli-
fication biases in keff. The additional uncertainty in the bias introduced by omitting
the room and equipment was taken as half the associated bias. The experimental keff
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Figure 3.7: Difference in keff as a function of particle size.
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for each configuration is 1.0000. The benchmark keff shown in Table 3.6, accounts for
the total simplification bias calculated; i.e. it is added to the experimental value. The
significant model biases were the removal of the structural surroundings and cell from
the bases cases (approximately ∆keff of -0.0030), and the removal of the core-holes from
the low density cases (approximately ∆keff of -0.0020). The bias in the low density cases
is the correct sign as would be expected, and results from the fact that in the explicit
model, the neutrons are being transported through a high density region over 75% of
the volume; in the 25% void regions, no interactions occur and neutrons travel directly
across.
For cases 1 to 30, the core of stacked UO2/wax compacts are modelled as a single
homogeneous parallelepiped with a square base. The square base lengths and the ex-
trapolated critical heights for each configuration, are the same as those in Table 3.1. The
reflector thicknesses are 20.32 cm in each direction (except for the bare configurations—
cases 1 to 3). In cases 29 and 30, a cadmium sheet 0.0381 cm thick is placed between
all core faces and reflector.
Case 31 is modelled as a heterogeneous arrangement. The core consists of an alter-
nating pattern of UO2/wax blocks with plain wax; the plain wax is placed at the corners
of the first layer, i.e. at odd numbered indices. The base is a 7 unit × 7 unit square
and extends 8 units in height. The length of each unit in the x and y axes is 2.5400 cm,
the height of each unit in the z axis is 2.76225 cm. Case 32 is also a heterogeneous
arrangement. The core consists of an alternating pattern of UO2/wax blocks with plain
wax in columns; there is no alternating pattern in the vertical direction. The base is an
8 unit × 8 unit square. The length of each unit in the x and y axes is 2.5400 cm, the
height of each unit in the z axis is 18.1864 cm. Both cores are reflected by 20.32 cm of
polythene in all directions. The temperature of the models should be 21oC (294 K).
3.1.6 Sample Benchmark Model Results
Results of sample calculations for all 32 benchmark configurations are shown in Table
3.7. Results are shown for the Monte Carlo codes MONK9A (using JEF-2.2 data)
and MCNP6 (using ENDF/B-VII.0 data). For MONK9A (with JEF-2.2) 22 cases are
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Table 3.6: Benchmark keff and uncertainties for UO2/wax experiments with single
reflectors.
Case 
number 
Reflector 
UO2/wax 
batch 
reference 
Benchmark 
keff 
Uncertainty 
(1σ) 
1 16 0.9980 0.0060 
2 40 0.9968 0.0071 
3 
Bare 
80 0.9962 0.0076 
4 8L 0.9982 0.0032 
5 8L 0.9982 0.0031 
6 16 1.0008 0.0039 
7 16L 0.9981 0.0036 
8 40 0.9990 0.0044 
9 40 0.9991 0.0047 
10 40 0.9995 0.0045 
11 80 0.9985 0.0050 
12 80 0.9985 0.0051 
13 80 0.9989 0.0051 
14 80 0.9990 0.0048 
15 80L 0.9965 0.0050 
16 80C 0.9986 0.0050 
17 80C 0.9983 0.0051 
18 
Polythene 
80C 0.9985 0.0050 
19 8 1.0004 0.0030 
20 8 1.0002 0.0030 
21 8L 0.9978 0.0030 
22 8L 0.9980 0.0030 
23 16 1.0000 0.0039 
24 16L 0.9980 0.0035 
25 40 0.9994 0.0047 
26 
Perspex 
80 0.9985 0.0050 
27 Concrete 80 0.9988 0.0059 
28 Beechwood 80 0.9986 0.0057 
29 Concrete+Cd 80 0.9988 0.0072 
30 Beechwood+Cd 80 0.9985 0.0071 
31 40 (Het A) 1.0002 0.0051 
32 
Polythene 
40 (Het C) 1.0001 0.0049 
 
within ±1σ, 31 cases are within ±2σ, and all 32 cases are within ±3σ of the calculated
benchmark keff. For MCNP6 (with ENDF/B-VII.0) 20 cases are within ±1σ, 30 cases
are within ±2σ, and all 32 cases are within ±3σ of the calculated benchmark keff. No
clear statistical discrepancies are noted. However, it may be seen that the bare cases
(1–3) calculate significantly lower than the benchmark keff. It is also observed that the
effect is more pronounced with the use of the more modern ENDF/B-VII.0 data. The
reason for this under-prediction in keff is not known.
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Table 3.7: Sample benchmark keff results for UO2/wax experiments with single
reflectors.
MONK9A  
(JEF-2.2) 
MCNP6 vbeta2 
(ENDF/B-VII.0) 
Case 
number 
Reflector 
UO2/wax 
batch 
reference keff ± σMC 
E
EC −
%  keff ± σMC 
E
EC −
%  
1 16 0.9910 ± 0.0001 -0.70 0.9817 ± 0.0001 -1.63 
2 40 0.9921 ± 0.0001 -0.47 0.9864 ± 0.0001 -1.04 
3 
Bare 
80 0.9905 ± 0.0001 -0.57 0.9882 ± 0.0001 -0.80 
4 8L 1.0037 ± 0.0001 0.55 0.9955 ± 0.0001 -0.27 
5 8L 1.0029 ± 0.0001 0.47 0.9947 ± 0.0001 -0.35 
6 16 0.9992 ± 0.0001 -0.16 0.9923 ± 0.0001 -0.85 
7 16L 1.0008 ± 0.0001 0.27 0.9942 ± 0.0001 -0.39 
8 40 1.0014 ± 0.0001 0.24 0.9983 ± 0.0001 -0.07 
9 40 1.0011 ± 0.0001 0.20 0.9976 ± 0.0001 -0.15 
10 40 1.0015 ± 0.0001 0.20 0.9979 ± 0.0001 -0.16 
11 80 1.0021 ± 0.0001 0.36 1.0007 ± 0.0001 0.22 
12 80 1.0024 ± 0.0001 0.39 1.0009 ± 0.0001 0.24 
13 80 1.0012 ± 0.0001 0.23 0.9996 ± 0.0001 0.07 
14 80 1.0013 ± 0.0001 0.23 0.9998 ± 0.0001 0.08 
15 80L 1.0004 ± 0.0001 0.39 0.9991 ± 0.0001 0.26 
16 80C 0.9964 ± 0.0001 -0.22 0.9946 ± 0.0001 -0.40 
17 80C 0.9972 ± 0.0001 -0.11 0.9954 ± 0.0001 -0.29 
18 
Polythene 
80C 0.9934 ± 0.0001 -0.51 0.9918 ± 0.0001 -0.67 
19 8 1.0058 ± 0.0001 0.54 0.9970 ± 0.0001 -0.34 
20 8 1.0086 ± 0.0001 0.84 0.9999 ± 0.0001 -0.03 
21 8L 1.0032 ± 0.0001 0.54 0.9951 ± 0.0001 -0.27 
22 8L 1.0028 ± 0.0001 0.48 0.9947 ± 0.0001 -0.33 
23 16 1.0016 ± 0.0001 0.16 0.9947 ± 0.0001 -0.53 
24 16L 1.0006 ± 0.0001 0.26 0.9938 ± 0.0001 -0.42 
25 40 1.0031 ± 0.0001 0.37 0.9992 ± 0.0001 -0.02 
26 
Perspex 
80 1.0022 ± 0.0001 0.37 1.0005 ± 0.0001 0.20 
27 Concrete 80 0.9989 ± 0.0001 0.01 0.9921 ± 0.0001 -0.67 
28 Beechwood 80 1.0015 ± 0.0001 0.29 0.9992 ± 0.0001 0.06 
29 Concrete+Cd 80 1.0066 ± 0.0001 0.78 1.0010 ± 0.0001 0.22 
30 Beechwood+Cd 80 1.0008 ± 0.0001 0.23 0.9994 ± 0.0001 0.09 
31 40 (Het A) 1.0036 ± 0.0001 0.34 1.0025 ± 0.0001 0.23 
32 
Polythene 
40 (Het C) 1.0057 ± 0.0001 0.56 1.0049 ± 0.0001 0.48 
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3.2 Single Cores Of 30.14% 235U Enriched UO2/Wax
Mixtures With Composite Reflectors
The series of experiments on UO2/wax mixtures was extended to configurations in which
one face of the core was reflected by a differing material to the other five sides. These are
referred to as ‘composite reflector’ cases. The experimental procedures and materials
are essentially identical to those discussed in Section 3.1, and are hence not reproduced.
Only where dissimilarities or individual differences exist, are they highlighted.
Critical heights are reported for 43 configurations involving a homogeneous core and
reflection by 8 in. of polythene below and to the sides of the core. The top of each
core was either bare (5 configurations) or reflected by one of the following materials:
polythene [alternatively polyethylene] of varying thickness (10 configurations), water
contained in an aluminium tank (5 configurations), Perspex [alternatively Lucite or
Plexiglas] (5 configurations), paraffin wax (4 configurations), concrete (6 configurations),
Jabroc (2 configurations) and wood (6 configurations). In the water reflected experi-
ments, the aluminium was extrapolated out by repeating the measurements with extra
aluminium sheets in place [99]. Note that ten of the configurations (2 with polythene,
2 with paraffin wax, 3 with wood and 3 with concrete) include a 0.015 in. (0.0381 cm)
thick cadmium layer between the core and top reflector. Two further cases from an
experiment on partial reflection are reported. These are also homogeneous cores and
described in shape as a ‘near-cube’ and a ‘prism’. These cases are reflected by 8 in.
polythene to roughly half of the core height. All 45 experimental configurations were
evaluated and shown to be acceptable benchmark experiments.
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3.2.1 Details of Experimental Configuration
See Section 3.1.1.
Description of Experimental Procedure
See Section 3.1.1.
Experimental Results
Extrapolated critical heights are shown in Table 3.8. Critical dimensions are shown for
43 configurations where the reflector is made up of a composite of materials. The lower
and side reflector in each of these cases is 8 in. thick polythene (i.e. polythene reflects
five sides of the core). The upper reflector is replaced as shown in the third column.
Where cadmium is used, it is only placed between the core and the top reflector on
the upper face. These data are taken from Abbey [22] (Table 5.40). Note that some
manipulations of these data (e.g. reflector savings) are also presented in Lane [87].
Also reported in Lane [87], are the dimensions of two further experiments on partial
reflection. These are described as a ‘near-cube’ and a ‘prism’ in shape. The dimensions
of these two configurations are shown in Table 3.9. The fraction of surface area reflected
is reported by Lane [87] as 0.488. In the case of the prism, the length is the parameter
extrapolated to critical, and so a fixed half height (3.5 in.) reflector could be used.
Figure 3.8 shows a small overlap of polythene reflector past the two bare ends of the
prism. No information could be retrieved as to the extent of this overlap, and as such
it is considered as a source of uncertainty.
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Table 3.8: Critical parameters of homogeneous cores with composite reflectors.
Case 
number 
Batch Top Reflector material 
Square base length 
(cm)                  (in.) 
Critical height
(d)
 
(cm)                  (in.) 
1 40 20.32 8 21.3614 8.41 
2 80 17.78 7 23.5966 9.29 
3 80
(a)
 20.32 8 19.0500 7.50 
4 80L 22.86 9 31.2166 12.29 
5 80C 
Bare 
22.86 9 24.0792 9.48 
6 16 22.86 9 19.8628 7.82 
7 40 20.32 8 17.7292 6.98 
8 80 17.78 7 20.2438 7.97 
9 80L 22.86 9 26.5684 10.46 
10 80C 
Water 
22.86 9 20.4470 8.05 
11 40 1 in. Polythene 20.32 8 19.2786 7.59 
12 40 2 in. Polythene 20.32 8 18.3388 7.22 
13 40 4 in. Polythene 20.32 8 17.7038 6.97 
14 40 6 in. Polythene 20.32 8 17.6276 6.94 
15 80 1 in. Polythene 17.78 7 21.6662 8.53 
16 80 2 in. Polythene 17.78 7 20.7772 8.18 
17 80 4 in. Polythene 17.78 7 20.2438 7.97 
18 80 6 in. Polythene 17.78 7 20.1422 7.93 
19 16 22.86 9 19.3548 7.62 
20 40 20.32 8 17.3228 6.82 
21 80 17.78 7 19.7612 7.78 
22 80L 22.86 9 25.8318 10.17 
23 80C 
Perspex 
22.86 9 19.9644 7.86 
24 40 20.32 8 17.8308 7.02 
25 80 
Paraffin Wax 
17.78 7 20.1422 7.93 
26 80 Concrete A 17.78 7 20.3962 8.03 
27 40 20.32 8 18.1864 7.16 
28 80 
Concrete B 
17.78 7 20.4724 8.06 
29 80 Beechwood A 17.78 7 20.8280 8.20 
30 40 20.32 8 18.5674 7.31 
31 80 
Beechwood B 
17.78 7 20.9296 8.24 
32 40 20.32 8 17.2720 6.80 
33 80 
Jabroc 
17.78 7
(b)
 19.7104 7.76 
34 40 20.32 8 20.2184 7.96 
35 80 
Polythene+Cd
(c)
 
17.78 7 22.1996 8.74 
36 40 20.32 8 20.2438 7.97 
37 80 
Paraffin Wax+Cd
(c)
 
17.78 7 22.2504 8.76 
38 80 Concrete A+Cd
(c)
 17.78 7 21.5392 8.48 
39 40 20.32 8 19.3548 7.62 
40 80 
Concrete B+Cd
(c)
 
17.78 7 21.5392 8.48 
41 80 Beechwood A+Cd
(c)
 17.78 7 22.3012 8.78 
42 40 20.32 8 20.0660 7.90 
43 80 
Beechwood B+Cd
(c)
 
17.78 7 22.3774 8.81 
(a) Taken from interaction measurement results (tabulated as infinite separation). 
(b) Incorrectly tabulated as 8 inches in reference; this would be inconsistent with case 3, as the critical height 
would be greater with a top reflector than without. 
(c) 0.015 in. thick cadmium sheet between the core and upper reflector. 
(d) Conversion is from in. to cm. 
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Table 3.9: Critical parameters of homogeneous part-reflected cores.
 
Case 
number 
Batch Shape Reflector 
Reflector 
height 
x-length y-length z-length 
44
(a)
 80 Near-cube Polythene 
3.75 in.
  
(9.525 cm) 
9 in. 
(22.86 cm) 
9 in. 
(22.86 cm) 
7.79 in. 
(19.7866 cm)
 (b)
 
45 80 Prism Polythene 
3.5 in.  
(8.89 cm) 
18.05 in. 
(45.8470 cm)
 (b)
 
7 in. 
(17.78 cm) 
7 in. 
(17.78 cm) 
(a) For case 44, the fraction of the core surface reflected, p, is reported as 0.488.  The fraction of the core 
surface reflected may be calculated as: 
bhb
bHb
p
42
4
2
2
+
+
= , where b = base length, h = critical core height and H = reflector height. 
Based upon the results presented the fraction of the core surface reflected is 0.4882. 
(b) Conversion is from in. to cm.  The dimensions reported are truncated values, converted from the original 
experimental data in inches. 
 
Figure 3.8: Arrangement of part reflected cores.
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Description of Material Data
See Section 3.1.1. Additionally, Lane [87] describes several further reflector materials
utilised in these experiments. These include water contained in an aluminium tank
(tank thickness 0.32 cm) and paraffin wax of atomic composition CH2.04 with density
0.86 g/cm3. Jabroc, which is a material manufactured from a mix of wood and epoxy
resin, was also used in several cases. The density of the Jabroc used in these experiments
is 1.30 g/cm3. Furthermore, two different batches of concrete and beech were used. The
appended letter ‘A’ or ‘B’ was used to differentiate between the two—see Table 3.8.
Beech B was a slightly lower density (0.68 g/cm3), whereas the average density of both
concrete batches was 2.37 g/cm3. Separate compositions are given for the two types of
beech and concrete.
3.2.2 Modelling Assumptions Adopted
The same general modelling assumptions as stated in Section 3.1.2 were applied. An ex-
ample experimental model, showing both an upper and lower reflector region, is shown
in Figure 3.9.
Again, in the case of the lower density (cored) blocks, no information could be re-
trieved on specific geometrical orientations of the holes. However, it is stated that
streaming effects were ruled out by comparison of subsidiary experiments with hole
directions aligned, misaligned and randomly orientated. This was confirmed by calcu-
lations performed with the experimental models of each of the low density cores (cases
4, 9 and 22). The difference in keff in cases 9 and 22 was <0.0002 which is considered
negligible. In case 4, where the top of the core was unreflected, the streaming effect
with holes aligned was about 0.0007 ∆keff ; this effect is however made negligible by
rotating just a few layers of blocks out-of-line, and it is assumed that this minimum
degree of misalignment was incorporated by the experimenters.
For the purposes of the evaluation, the low density configurations were modelled with
the hole directions of different blocks in random orientations. The arrangement for each
array was produced by random number generation, with an equal probability for each
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of the six cube orientations. In all cases, the hole diameters were calculated so as to
give the correct proportional density; i.e. the density values given in Table 3.4, were
used to adjust the volume of the fissile region of each cube. Note that case 4 is the only
one in which low density blocks were used without a top reflector. In this instance the
top layer did not include any blocks with z -aligned holes, so that holes did not point
directly to void. An example experimental model for a low-density case is shown in
Figure 3.10.
3.2.3 Evaluation of Experimental Uncertainties
Uncertainty calculations as set out in Section 3.1.3 were performed using the exper-
imental models of the composite reflector cases. Identical values for each of the 1σ
uncertainties were adopted.
Material Uncertainty Calculations
In the case of the reflector composition, the ±1 wt.% hydrogen uncertainty was applied
to the paraffin wax and Jabroc reflected cases, as well as the beech wood and concrete
reflected cases, as per Section 3.1.3. However, the effect of this uncertainty was sig-
nificantly diminished by the fact that only one face of the core was reflected by the
replacement material.
Geometrical Uncertainty Calculations
In cases 1 to 5, an uncertainty in the matching of core and reflector heights was con-
sidered. The reflector heights were matched by the experimenters to the nominal core
heights, which were integers of the cube dimensions (mostly 1 in. in height). If this
is considered as 1.0 in. the reflector uncertainty can be estimated as half the precision
in the last digit, i.e. ±0.05 in. This was taken as the 1σ uncertainty. The resulting
uncertainties in keff were <0.0001 which is considered negligible. Similarly, for cases
with thinner top reflectors (cases 11–18) an uncertainty in the reflector thickness may
be considered to have some effect. As above, ±0.05 in. was taken as the 1σ uncertainty.
The results showed that the uncertainties were: case 11 ±0.0011, case 12 ±0.0003, case
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Figure 8.  Example of detailed experimental model. 
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Figure 3.9: Example composite reflector experimental model.
 
Figure 3.10: Cut-away from experimental model (ICT16 case 22) showing random ori-
entation of low-density (cored) blocks.
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15 ±0.0008 and case 16 ±0.0001. For all other cases, i.e. those above 2 in. reflector
thickness, they were <0.0001 which is considered negligible.
For cases 44 and 45 in which the cores are part reflected by polythene, the uncer-
tainties in the dimensions of the reflector were treated as follows; the reported reflector
heights are 3.75 in. and 3.5 in. respectively. Again, ±0.05 in. was taken as the 1σ
uncertainty in the reflector height. The associated uncertainties in keff due to the re-
flector heights were found to be ±0.0012 (case 44) and ±0.0010 (case 45). In case 45,
the extent of reflector overlap beyond the ends of the two bare edges is not known.
From Figure 3.8, it is judged that the overlap is no more than half a block dimension
(1.27 cm), at either end. The base case was considered as half this value (0.635 cm
overlap at either end). The sensitivity of keff between the reflector being flush and with
a 1.27 cm overlap was found by a series of calculations to be linear, the overall difference
being worth 0.0030 ∆keff. The associated uncertainty in keff was therefore determined
as ±0.0015 either side of the base case. The combined reflector dimensional uncertainty
for case 45 (reflector height and reflector overlap) is therefore ±0.0018 (1σ).
Total combined uncertainties
The combined (non-negligible) keff uncertainties for each configuration are presented in
Table 3.10. The total 1σ uncertainty is found by combining each of the contributing
sources by quadratic sum. The greatest contributor to the uncertainty is due to the
hydrogen content of the wax. This is followed by the uncertainties in density and core
dimensions. All total uncertainties were found to be below 1%, hence all configurations
were judged to be acceptable benchmark experiments.
3.2.4 Effect of UO2 Particle Size
The biases due to the effect of the UO2 particulate size and distribution, are the same
as those derived for the single material reflector cases—see Section 3.1.4.
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Table 3.10: Uncertainty summary for UO2/wax experiments with composite reflectors.
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TOTAL 
1 0.0001 0.0003 0.0019 0.0008 0.0042 0.0003 0.0013 0.0003 NEG 0.0012 0.0011 NEG 0.0051 
2 0.0001 0.0002 0.0020 0.0009 0.0044 0.0005 0.0011 0.0005 NEG 0.0013 0.0010 NEG 0.0053 
3 0.0001 0.0003 0.0021 0.0008 0.0046 0.0002 0.0013 0.0003 NEG 0.0014 0.0015 NEG 0.0057 
4 0.0001 0.0003 0.0019 0.0008 0.0042 0.0004 0.0014 0.0003 NEG 0.0013 0.0007 NEG 0.0051 
5 0.0001 0.0003 0.0021 0.0007 0.0041 0.0005 0.0014 0.0002 NEG 0.0014 0.0012 NEG 0.0052 
6 0.0001 0.0004 0.0019 0.0006 0.0031 0.0003 0.0012 0.0004 NEG 0.0010 0.0009 NEG 0.0042 
7 0.0001 0.0003 0.0017 0.0008 0.0039 0.0008 0.0014 0.0005 NEG 0.0011 0.0012 NEG 0.0049 
8 0.0001 0.0002 0.0019 0.0007 0.0043 0.0004 0.0013 0.0004 NEG 0.0012 0.0010 NEG 0.0052 
9 0.0001 0.0002 0.0018 0.0008 0.0041 0.0004 0.0012 0.0002 NEG 0.0012 0.0008 NEG 0.0049 
10 0.0001 0.0002 0.0020 0.0005 0.0040 0.0007 0.0013 0.0005 NEG 0.0012 0.0011 NEG 0.0050 
11 0.0001 0.0003 0.0018 0.0009 0.0042 0.0002 0.0010 0.0006 NEG 0.0012 0.0011 0.0011 0.0052 
12 0.0001 0.0003 0.0017 0.0009 0.0039 0.0006 0.0011 0.0006 NEG 0.0011 0.0013 0.0003 0.0049 
13 0.0001 0.0003 0.0017 0.0008 0.0038 0.0004 0.0014 0.0003 NEG 0.0011 0.0011 NEG 0.0048 
14 0.0001 0.0003 0.0017 0.0007 0.0038 0.0004 0.0015 0.0004 NEG 0.0011 0.0013 NEG 0.0048 
15 0.0001 0.0002 0.0020 0.0009 0.0043 0.0004 0.0020 0.0005 NEG 0.0012 0.0010 0.0008 0.0056 
16 0.0001 0.0002 0.0020 0.0007 0.0042 0.0001 0.0011 0.0005 NEG 0.0012 0.0010 0.0001 0.0051 
17 0.0001 0.0002 0.0019 0.0007 0.0043 0.0002 0.0012 0.0004 NEG 0.0012 0.0010 NEG 0.0052 
18 0.0001 0.0003 0.0019 0.0008 0.0041 0.0003 0.0013 0.0004 NEG 0.0012 0.0010 NEG 0.0051 
19 0.0001 0.0003 0.0018 0.0006 0.0031 0.0004 0.0013 0.0004 NEG 0.0010 0.0009 NEG 0.0041 
20 0.0001 0.0003 0.0018 0.0008 0.0039 0.0004 0.0019 0.0005 NEG 0.0011 0.0012 NEG 0.0051 
21 0.0001 0.0003 0.0018 0.0008 0.0042 0.0001 0.0011 0.0005 NEG 0.0012 0.0010 NEG 0.0051 
22 0.0001 0.0002 0.0017 0.0007 0.0041 0.0003 0.0012 0.0003 NEG 0.0012 0.0007 NEG 0.0049 
23 0.0001 0.0002 0.0019 0.0006 0.0037 0.0002 0.0011 0.0003 NEG 0.0012 0.0011 NEG 0.0047 
24 0.0001 0.0003 0.0018 0.0008 0.0039 0.0001 0.0013 0.0006 0.0001 0.0011 0.0012 NEG 0.0049 
25 0.0001 0.0002 0.0019 0.0008 0.0043 0.0003 0.0014 0.0005 0.0001 0.0012 0.0011 NEG 0.0053 
26 0.0001 0.0002 0.0019 0.0007 0.0044 0.0004 0.0010 0.0005 0.0003 0.0012 0.0009 NEG 0.0052 
27 0.0001 0.0003 0.0017 0.0008 0.0040 0.0005 0.0015 0.0004 0.0004 0.0011 0.0012 NEG 0.0050 
28 0.0001 0.0002 0.0019 0.0007 0.0043 0.0003 0.0014 0.0003 0.0003 0.0012 0.0010 NEG 0.0052 
29 0.0001 0.0002 0.0019 0.0007 0.0044 0.0002 0.0010 0.0007 0.0001 0.0012 0.0010 NEG 0.0052 
30 0.0001 0.0003 0.0018 0.0008 0.0041 0.0003 0.0011 0.0003 0.0002 0.0011 0.0011 NEG 0.0050 
31 0.0001 0.0002 0.0020 0.0008 0.0043 0.0004 0.0012 0.0004 0.0001 0.0012 0.0009 NEG 0.0052 
32 0.0001 0.0003 0.0017 0.0008 0.0040 0.0003 0.0014 0.0003 0.0001 0.0011 0.0012 NEG 0.0049 
33 0.0001 0.0002 0.0019 0.0007 0.0042 0.0004 0.0019 0.0005 0.0001 0.0012 0.0010 NEG 0.0053 
34 0.0001 0.0003 0.0018 0.0008 0.0042 0.0002 0.0013 0.0004 NEG 0.0012 0.0011 NEG 0.0051 
35 0.0001 0.0002 0.0020 0.0006 0.0042 0.0004 0.0016 0.0004 NEG 0.0013 0.0010 NEG 0.0053 
36 0.0001 0.0003 0.0018 0.0008 0.0040 0.0004 0.0014 0.0003 0.0001 0.0012 0.0011 NEG 0.0050 
37 0.0001 0.0002 0.0020 0.0006 0.0044 0.0003 0.0012 0.0004 0.0001 0.0013 0.0009 NEG 0.0053 
38 0.0001 0.0002 0.0020 0.0008 0.0043 0.0004 0.0011 0.0004 0.0001 0.0013 0.0010 NEG 0.0052 
39 0.0001 0.0003 0.0017 0.0008 0.0040 0.0003 0.0014 0.0003 0.0002 0.0012 0.0010 NEG 0.0049 
40 0.0001 0.0002 0.0020 0.0008 0.0044 0.0001 0.0013 0.0003 0.0002 0.0012 0.0010 NEG 0.0053 
41 0.0001 0.0002 0.0020 0.0008 0.0043 0.0006 0.0012 0.0004 0.0002 0.0013 0.0010 NEG 0.0053 
42 0.0001 0.0003 0.0018 0.0009 0.0042 0.0003 0.0011 0.0004 0.0001 0.0012 0.0012 NEG 0.0051 
43 0.0001 0.0003 0.0020 0.0007 0.0044 0.0004 0.0013 0.0005 0.0001 0.0012 0.0009 NEG 0.0053 
44 0.0001 0.0003 0.0023 0.0008 0.0049 0.0004 0.0009 0.0003 NEG 0.0016 0.0009 0.0012 0.0060 
45 0.0001 0.0002 0.0023 0.0009 0.0051 0.0004 0.0007 0.0002 NEG 0.0016 0.0003 0.0018 0.0062 
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3.2.5 Benchmark Model Description
As in Section 3.1.5, benchmark models were derived for each of the 45 critical con-
figurations investigated. Similar biases were included for modelling convenience. The
low density cases were again transformed into homogenised, rather than explicit ‘cored’
geometry (cases 4, 9 and 22). In case 45, the reflector edge overlap was truncated to
bring it flush with the core boundaries.
The resulting effects of these were calculated as simplification biases in keff. The
experimental keff for each configuration is 1.0000. The benchmark keff shown in Table
3.11, accounts for the total simplification bias calculated, i.e. it is added to the exper-
imental value. The most significant biases were due to the removal of the core-holes
from the low density cases (which was approximately ∆keff of -0.0020). For cases
1 to 43 the core of stacked UO2/wax compacts are modelled as a single homogeneous
parallelepiped, with a square base. The square base lengths and extrapolated critical
heights for each configuration, are the same as those shown in Table 3.8. The bottom
and side reflector thicknesses are 20.32 cm. The top reflector is of varying thickness—in
cases 1 to 5 there is no top reflector. Top reflector thicknesses are as summarised in
Table 3.8. In cases 34 to 43, cadmium sheet 0.0381 cm thick is placed between the core
and top reflector only—this extends to the outer edges of the side reflector in all cases
(as shown in Abbey [23] Figure 9.12c).
Case 44 is modelled as a homogeneous parallelepiped with a square base of 22.86 cm.
Its height is 19.7866 cm. The polythene reflector is 20.32 cm thick below and to the
sides of the core. The reflector height is 9.525 cm above the base of the core; above this
height, the core is bare. Case 45 is modelled as a homogeneous parallelepiped with a
base of 45.8470 cm by 17.78 cm. Its height is 17.78 cm. The lower polythene reflector
is 20.32 cm thick and extends 20.32 cm beyond the edges of the core. The two long
faces are reflected by polythene 20.32 cm thick, the two short faces are left bare. The
height of the reflector on the long sides of the core is 8.8900 cm above the base; above
this height, the core is bare.
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Table 3.11: Benchmark keff and uncertainties for UO2/wax experiments with composite
reflectors.
Case number 
UO2/wax 
batch 
Top Reflector Benchmark keff 
Uncertainty 
(1σ) 
1 40 0.9997 0.0051 
2 80 0.9984 0.0054 
3 80 0.9983 0.0058 
4 80L 0.9968 0.0052 
5 80C 
Bare 
0.9986 0.0053 
6 16 1.0003 0.0042 
7 40 0.9991 0.0049 
8 80 0.9984 0.0053 
9 80L 0.9966 0.0050 
10 80C 
Water 
0.9986 0.0051 
11 40 1 in. Polythene 0.9989 0.0052 
12 40 2 in. Polythene 0.9997 0.0049 
13 40 4 in. Polythene 0.9995 0.0048 
14 40 6 in. Polythene 0.9991 0.0048 
15 80 1 in. Polythene 0.9988 0.0057 
16 80 2 in. Polythene 0.9986 0.0052 
17 80 4 in. Polythene 0.9987 0.0053 
18 80 6 in. Polythene 0.9987 0.0052 
19 16 1.0004 0.0041 
20 40 0.9993 0.0051 
21 80 0.9988 0.0052 
22 80L 0.9963 0.0050 
23 80C 
Perspex 
0.9986 0.0048 
24 40 0.9994 0.0049 
25 80 
Paraffin Wax 
0.9987 0.0054 
26 80 Concrete A 0.9984 0.0053 
27 40 0.9997 0.0050 
28 80 
Concrete B 
0.9986 0.0053 
29 80 Beechwood A 0.9991 0.0053 
30 40 0.9996 0.0050 
31 80 
Beechwood B 
0.9986 0.0053 
32 40 0.9995 0.0049 
33 80 
Jabroc 
0.9987 0.0054 
34 40 0.9996 0.0051 
35 80 
Polythene+Cd 
0.9986 0.0054 
36 40 0.9994 0.0050 
37 80 
Paraffin Wax+Cd 
0.9988 0.0054 
38 80 Concrete A+Cd 0.9987 0.0053 
39 40 0.9991 0.0049 
40 80 
Concrete B+Cd 
0.9988 0.0054 
41 80 Beechwood A+Cd 0.9982 0.0054 
42 40 0.9991 0.0051 
43 80 
Beechwood B+Cd 
0.9987 0.0054 
44 80 0.9987 0.0061 
45 80 
Bare (Part reflected 
configurations) 0.9969 0.0063 
 
119
3 Evaluation of Aldermaston Experiments
3.2.6 Sample Benchmark Model Results
Results of sample calculations for all 45 benchmark configurations are shown in Table
3.12. Results are shown for the Monte Carlo codes MONK9A (using JEF-2.2 data) and
MCNP6 (using ENDF/B-VII.0 data). For MONK9A (with JEF-2.2) 36 cases are within
±1σ and all 45 cases are within ±2σ of the calculated benchmark keff. For MCNP6
(with ENDF/B-VII.0) 38 cases are within ±1σ, 44 cases are within ±2σ and all 45 cases
are within ±3σ of the calculated benchmark keff. No clear statistical discrepancies are
noted. However, as in Section 3.1.6, it may be seen that the partially bare cases (44
and 45) calculate significantly lower than the benchmark keff; the effect is once again
more pronounced with the use of the more modern ENDF/B-VII.0 dataset. It is noted
that these are two of the cases that calculate outside 1σ of the benchmark keff.
3.3 Summary
This Chapter has detailed the development of a total of 77 critical benchmark exper-
iment configurations. As noted before, these are somewhat unique, in their being the
only simple geometry, homogeneously moderated uranium oxide experiments evaluated
in ICSBEP. They therefore constitute useful benchmark experiments that cover the
thermal, and partly the intermediate energy regions; they may find particular applica-
tion to provide validation for low moderator volume systems, such as processing and
handling of damp uranium oxide powders.
It is also believed that the particle size effect has been treated in an original, rigorous
and quantitative manner, which realistically addresses the heterogeneity effect of the
UO2 agglomerates on the benchmark models. Since this approach has been developed,
tested and accepted by peer review, it may go some way towards setting a precedent for
handling this type of bias and uncertainty, for future ICSBEP evaluations of idealized
homogenous mixtures.
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Table 3.12: Sample benchmark keff results for UO2/wax experiments with composite
reflectors.
MONK9A 
(JEF-2.2) 
MCNP6 vbeta2 
(ENDF/B-VII.0) Case 
number 
UO2/wax 
batch 
Top Reflector 
keff ± σMC 
E
EC −
%  keff ± σMC 
E
EC −
%  
1 40 1.0026 ± 0.0001 0.29 0.9984 ± 0.0001 -0.13 
2 80 1.0043 ± 0.0001 0.59 1.0025 ± 0.0001 0.41 
3 80 1.0034 ± 0.0001 0.51 1.0018 ± 0.0001 0.35 
4 80L 1.0020 ± 0.0001 0.52 1.0003 ± 0.0001 0.35 
5 80C 
Bare 
0.9962 ± 0.0001 -0.24 0.9942 ± 0.0001 -0.44 
6 16 0.9988 ± 0.0001 -0.15 0.9920 ± 0.0001 -0.83 
7 40 1.0003 ± 0.0001 0.12 0.9970 ± 0.0001 -0.21 
8 80 1.0021 ± 0.0001 0.37 1.0005 ± 0.0001 0.21 
9 80L 0.9931 ± 0.0001 -0.35 0.9917 ± 0.0001 -0.49 
10 80C 
Water 
0.9966 ± 0.0001 -0.20 0.9949 ± 0.0001 -0.37 
11 40 1 in. Polythene 1.0029 ± 0.0001 0.40 0.9992 ± 0.0001 0.03 
12 40 2 in. Polythene 1.0058 ± 0.0001 0.61 1.0018 ± 0.0001 0.21 
13 40 4 in. Polythene 1.0025 ± 0.0001 0.30 0.9988 ± 0.0001 -0.07 
14 40 6 in. Polythene 1.0017 ± 0.0001 0.26 0.9980 ± 0.0001 -0.11 
15 80 1 in. Polythene 1.0053 ± 0.0001 0.65 1.0038 ± 0.0001 0.50 
16 80 2 in. Polythene 1.0062 ± 0.0001 0.76 1.0047 ± 0.0001 0.61 
17 80 4 in. Polythene 1.0040 ± 0.0001 0.53 1.0026 ± 0.0001 0.39 
18 80 6 in. Polythene 1.0034 ± 0.0001 0.47 1.0017 ± 0.0001 0.30 
19 16 0.9999 ± 0.0001 -0.05 0.9930 ± 0.0001 -0.74 
20 40 1.0021 ± 0.0001 0.28 0.9981 ± 0.0001 -0.12 
21 80 1.0021 ± 0.0001 0.33 1.0006 ± 0.0001 0.18 
22 80L 1.0002 ± 0.0001 0.39 0.9989 ± 0.0001 0.26 
23 80C 
Perspex 
0.9970 ± 0.0001 -0.16 0.9953 ± 0.0001 -0.33 
24 40 1.0031 ± 0.0001 0.37 0.9994 ± 0.0001 0.00 
25 80 
Paraffin Wax 
1.0026 ± 0.0001 0.39 1.0008 ± 0.0001 0.21 
26 80 Concrete A 1.0017 ± 0.0001 0.33 0.9993 ± 0.0001 0.09 
27 40 1.0094 ± 0.0001 0.97 1.0053 ± 0.0001 0.56 
28 80 
Concrete B 
1.0063 ± 0.0001 0.77 1.0046 ± 0.0001 0.60 
29 80 Beechwood A 1.0011 ± 0.0001 0.20 0.9998 ± 0.0001 0.07 
30 40 1.0022 ± 0.0001 0.26 0.9982 ± 0.0001 -0.14 
31 80 
Beechwood B 
1.0023 ± 0.0001 0.37 1.0007 ± 0.0001 0.21 
32 40 0.9992 ± 0.0001 -0.03 0.9959 ± 0.0001 -0.36 
33 80 
Jabroc 
1.0001 ± 0.0001 0.14 0.9984 ± 0.0001 -0.03 
34 40 1.0039 ± 0.0001 0.43 0.9997 ± 0.0001 0.01 
35 80 
Polythene+Cd 
1.0016 ± 0.0001 0.30 0.9996 ± 0.0001 0.10 
36 40 1.0040 ± 0.0001 0.46 0.9998 ± 0.0001 0.04 
37 80 
Paraffin Wax+Cd 
1.0016 ± 0.0001 0.28 1.0003 ± 0.0001 0.15 
38 80 Concrete A+Cd 1.0033 ± 0.0001 0.46 1.0010 ± 0.0001 0.23 
39 40 1.0053 ± 0.0001 0.62 1.0007 ± 0.0001 0.16 
40 80 
Concrete B+Cd 
1.0032 ± 0.0001 0.44 1.0011 ± 0.0001 0.23 
41 80 Beechwood A+Cd 1.0022 ± 0.0001 0.40 1.0002 ± 0.0001 0.20 
42 40 1.0015 ± 0.0001 0.24 0.9975 ± 0.0001 -0.16 
43 80 
Beechwood B+Cd 
1.0027 ± 0.0001 0.40 1.0008 ± 0.0001 0.21 
44 80 0.9971 ± 0.0001 -0.16 0.9862 ± 0.0001 -1.25 
45 80 
Bare (Part reflected 
configurations) 0.9981 ± 0.0001 0.12 0.9867 ± 0.0001 -1.02 
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As noted in Section 1.3, it has long been established that it is possible to scrutinise the
nuclear data underpinning a criticality calculation using the results of integral experi-
ments. Some fundamental data are key to making this possible; sensitivity coefficients
and uncertainties pertaining to both the input data (nuclear cross-sections) and the
experiments are required. The latter of these have already been considered in the pre-
ceding Chapters, where the geometrical and material uncertainties in the IEU bench-
marks were propagated to give an estimate of the resultant uncertainty in keff. Errors
in nuclear cross-section data are generally available in the various distributions of eval-
uated libraries—these must then be processed into variance-covariance matrix format
as specifically required by the user.
Sensitivity coefficients, in the context of a criticality calculation, are defined as the
relative rate of change in the neutron multiplication k, for an infinitesimal relative
change in a given input parameter σ. This is given as the dimensionless parameter σ∂kk∂σ .
It can be seen plainly that these sensitivity data are crucial to any data adjustment
scheme; one has to know how varying a parameter will alter keff before the scale of any
adjustments can be calculated. In this Chapter, the data assimilation (DA) method-
ology to be subsequently used, is derived and tested. The method employed to obtain
the sensitivity data is also described. It has furthermore been possible to compare this
to other methodologies and calculational tools. This was achieved by participation in
an expert group comparison study; a discussion of the key conclusions of this study
is provided. Based on uncertainties associated with the sensitivity data, a DA scheme
using an iteration cycle composed of two complementary Kalman filters is developed,
and tested using a sample set of benchmark experiments.
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4.1 Calculation of Sensitivity Coefficients
Many neutron transport codes have the capability to calculate sensitivity coefficients—
these are used for estimating the effect of perturbations or changes to a system without
having to perform the adjustments directly. These are currently used in many applica-
tions, including uncertainty analyses due to material/geometrical alterations, similarity
assessment for validation [100] as well as nuclear data uncertainty propagation and sub-
sequent data adjustment [101]. Sensitivity based techniques in nuclear engineering have
historically been used, and continue to be used, in deterministic type computer codes.
These codes utilise adjoint-based first-order perturbation theory methods in order to
generate multi-group sensitivity coefficients—it has been shown that in this formula-
tion, both an ‘explicit’ (i.e. direct perturbation) term must be calculated, along with
a set of ‘implicit’ terms; these account for the inter-group self-shielding effect upon the
generation of the multigroup cross-sections (in effect they are the inter-group depen-
dencies) [102]. So for a sensitivity to region i, the implicit part can be expressed via
the derivative chain rule as the sum of the sensitivities to all other regions j:
Siimplicit =
∑
j
σj∂k
k∂σj
× σ
i∂σj
σj∂σi
(4.1)
The same techniques have more recently been employed in 3-D Monte Carlo type
codes, such as ‘SCALE’ [101], [103] and it is noted that this improved functionality
appears to have greatly increased the utilisation and uptake of such methods, within
the criticality safety community. This is particularly beneficial since the same codes can
now be used to calculate both sensitivity parameters and perform the actual criticality
safety analyses with the same computer models [104]. Alternative methodologies for
calculating sensitivities have also been developed based on statistical sampling—there
are two basic classifications of techniques, namely: correlated sampling and differential
operator sampling [105]. The correlated sampling method is used in the French ‘Apollo2-
Moret5’ [106] Monte Carlo code set—this method utilizes the same random numbers
to simulate the same neutron histories introducing a maximized correlation through a
correction in the relative perturbed and unperturbed weights. The differential operator
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sampling (DOS) method has been used in the Russian code ‘MMKKENO’ [107], the US
code ‘MCNP’ [69], [108] and in the British code ‘MONK’ [7]. The capability to calculate
sensitivities based on continuous energy represented cross-section data is available in
MONK, and is under development in MCNP using an adjoint-weighted tally based
method [109], [110]. This negates the issues associated with the generation of extra
‘implicit’ sensitivity terms, although the sensitivities themselves are still binned into
some finitely-grouped energy structure. Since MONK has this capability, and has been
used hitherto for the modelling of benchmark experiments and associated analyses,
the MONK DOS method of sensitivity generation will be further described. It is the
intention here to develop a methodology that couples with the functions of MONK,
forming a single-code algorithm capable of data assimilation. This is beneficial to the UK
criticality community, since MONK is the primary tool for criticality safety calculations
in the UK.
4.1.1 MONK Differential Sensitivity Algorithm
The sensitivity algorithm developed initially for MONK’s sister shielding code MCBEND
[111] is implemented in the sensitivity module of current MONK release versions. It is
based on the general principle of differential operator sampling (DOS). A scored result,
R, in a Monte Carlo calculation may be simply represented as a product of the following
form:
R = Q
∏
i
Pi (4.2)
where Pi are the probabilities associated with each event i, in the random walk of a
particle and Q is the appropriate scaling constant for the event and its contribution to
the result R. If the result is sensitive to some parameter, s, that underlies the random
walk of the particle in the calculation, then R is a function of s. Using a general Taylor
expansion to express the change in R for a perturbation in s one obtains:
∆R =
∂R
∂s
∆s+
1
2
∂2R
∂s2
∆s2 + · · ·+ 1
n!
∂nR
∂sn
∆sn (4.3)
124
4 Data Assimilation Method
Differentiating R with respect to s in order to gain the first-order derivative in the first
right hand term of the above series:
dR
ds = Q
∑
j
(
dPj
ds
∏
i 6=j Pi
)
(4.4)
= Q
∏
i Pi
(∑
i
1
Pi
dPi
ds
)
(4.5)
= R
∑
i
1
Pi
dPi
ds (4.6)
It can be seen that the summation of terms for all scored events
(
1
P
dP
ds
)
, which is
effectively a weight factor, can be accumulated during the calculation. It can then be
applied to the scored result to give the first-order differential with respect to parameter
s. The probability of a particle undergoing a given reaction in some interval in its
random walk can be represented as the probability:
P = 1− e−cL (4.7)
where c is the partial reaction macroscopic cross-section at the given energy and L is
the track-length. The following weight factor can be derived and accumulated by the
code during the normal tracking routine:
1
P
dP
dC =
Le−cL
1−e−cL (4.8)
= L
ecL−1 (4.9)
In order to calculate the sensitivity coefficients, the accumulated weight factors are mul-
tiplied by the result, R. Running a criticality calculation in MONK, the scored result
is the neutron multiplication which can be found for each perturbation region, as in
equation 4.2, by scoring the appropriate probabilities and scaling them accordingly. It
is noted that the perturbations are considered small and thus adequately represented by
first-order terms only. Furthermore, no terms to account for perturbations in the fission
source are considered. Extensions to DOS where these assumptions are not appropri-
ate have been developed in other Monte Carlo sensitivity routines [112]. MONK also
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uses a limited weight recycling method to limit the transmission of sensitivity weights
to within one superhistory. This is done by subtracting the sensitivity weight of the
sample at the end from its sensitivity weight at the start; this value is then propagated
via the source routines for the next stage.
The MONK sensitivity module has been designed so as to be very flexible to the
user’s requirements and specific demands in a given calculation. Sensitivities are each
defined as a ‘combination’ of nuclide (identified by data file number (DFN)) and re-
action (identified by particular classification number (PCN))—these are set up using
‘include’ or ‘exclude’ logical statements. It is possible to score each sensitivity within
a specific material or alternatively system-wide. The energy-integrated sensitivity to
the total reaction cross-section may also be requested; this is directly related to the
macroscopic cross-section and is thus equivalent to the number density sensitivity. Sen-
sitivities may be scored in a number of standard energy group schemes, or conveniently,
any user-defined structure. The capability to calculate sensitivity to nubar (ν¯) i.e. the
mean number of neutrons generated per fission event, is under development. However,
sensitivity to other data such as the fission neutron spectrum (χ) are currently unavail-
able, unlike some comparable codes. Additionally, processing of the data from the code
output and subsequent processing/visualisation must be performed by the user e.g. via
the use of custom prepared scripts/codes.
It should be noted that these sensitivity coefficients, derived by means of Monte Carlo
analysis, have an inherent statistical uncertainty that is also calculated by the code and
supplied in the output. One disadvantage of this is that (without incorporating variance
reduction methods) poor sampling, for example over regions of low importance to the
reactivity, leads to high statistical uncertainties. Reducing these statistical uncertainties
can simply be done by tracking many more particles through the problem. However,
the matter is not so straightforward, given the extension in run-time associated with
accumulation of sensitivity weights during a calculation. This is particularly acute given
the necessarily high fidelity of sensitivity data that must be generated in order to be
useful—the total number, s, is the product of the number of nuclide-reaction pairs p,
and the number of energy groups q, (s = p× q), that one wishes to gain information on
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for the given purpose e.g. subsequent data adjustment.
It must also be recalled that precision and accuracy are not synonymous—increasing
the number of particle histories in order to increase the precision, does not necessarily
improve upon the accuracy if there are other significant sources of error. These other
sources might include non-linearity/higher order effects; the sensitivities σ∂kk∂σ generated
are valid for small changes around the initial point—when the changes are of the order
several tens of percent, linearity may no longer hold. It is also not possible to capture
precisely the energy-dependent nature of sensitivity data, which are physically a con-
tinuous function, but are treated in a finite group structure in order to make a problem
tractable. Generally, it is accepted to bin sensitivity coefficients into a stepwise function
of a few hundred energies, which is much fewer than the cross-section data upon which
they are based—these are represented in tens or hundreds of thousands of interpolated
energies. Some uncertainty is therefore likely to be contributed by energy group collapse
of a continuous form into a multi-group one. Other general considerations might be the
suitability of the calculational approach used by the code, for example any unaccounted
‘implicit’ effects or dependence on the nuclear data library used (the library used to
generate the sensitivities might not be the same as that which is being validated or
from which the nuclear covariance data are taken). Sensitivity uncertainties, composed
of these various sources, can impact significantly upon results of data adjustments. This
issue will be further discussed in Section 4.3.5.
4.1.2 UACSA Phase-III Sensitivity Benchmark
A benchmarking study on the calculation of sensitivity coefficients provided an opportu-
nity to submit results with MONK, in order to verify this function of the code and ensure
results were comparable to those from similar software tools. This study was coordi-
nated by the OECD/NEA expert group on Uncertainty Analysis in Criticality Safety
Assessment (UACSA). This body was formed in 2007 with a mandate that included an
objective to “. . . compare methods and software tools for uncertainty analysis, test their
performance, and assist in selection/development of safe and efficient methodologies”
[113]. Following the initial phase-I activities of the group, it was noted that sensitivities
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were used widely in similarity assessments and/or validation algorithms [113]. Depend-
ing on the tools used, this occasionally involved simplification from a detailed geometry
to 1- or 2-D simplified versions. The phase-III benchmark was therefore proposed in
order to test the sensitivity calculation methods and the impact of both simplifications
and implicit sensitivities in different situations. Since MONK uses continuous energy
representation, it does not generate implicit values. However, the results were an impor-
tant part of the study, providing independent values for ‘complete’ sensitivities against
which the codes tested could be compared.
Sensitivity data obtained with MONK9 were submitted for the phase-III comparison
benchmark. All models were run using JEF-2.2 cross-sections, and in the SCALE 238-
group energy scheme—this was chosen to allow convenient inter-comparison to other
results (5 of the 8 participants used the SCALE package for their calculations). Re-
sults were calculated for the following nuclear data: total cross-section, total elastic
and inelastic scatter, fission, parasitic absorption, (n,2n) and (n,3n). These were scored
for all major nuclides over the whole system (as opposed to region dependent). Before
submission, the consistency of results was verified by checking that the sum over all
reactions was equal to the integrated total sensitivity in each energy group. The models
selected as the benchmarks, along with some key conclusions, are detailed below—full
results may be found in Ivanova et al. [104].
Phase-III.1: Water Reflected Mixed Plutonium-Uranium Oxide
(∼20 wt.% Pu) Pins
This benchmark model consisted of a lattice of 605 MOX fuel pins in a flooded storage
cask. This was taken from the IHECSBE evaluation MIX-COMP-THERM-001. The
fuel contains 19.7 wt.% Pu of which 11.5 wt.% is 240Pu. The rods are in a square-pitched
array of 22 × 28 pins, with a pitch of 0.9525 cm. Several subcases were derived, with
successive simplifications to region-homogenized cartesian and cylindrical geometries
and finally to an infinite pin-cell.
Good agreement was observed between the MONK results and those of other par-
ticipants in the comparison group, for the explicit geometry model cases. The greatest
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Figure 1: Comparison of 238U Total Cross Section Sensitivities for OECD/NEA Benchmark
Phase III.1
32
Figure 4.1: Comparison of 238U total cross-section sensitivities between TSUNAMI-3D,
MCNP6 and MONK9.
spread of results between codes was observed for 16O and 238U scattering sensitivities.
A notable result was confirmed for the simplified cases, in that the use of cell-weighted
cross-sections in homogenized regions leads to poor representation of sensitivities using
SCALE. Since this is not relevant for MONK and was therefore not applied, homog-
enization led to a significant bias of ∼7.5% in keff, whilst preserving the sensitivities
reasonably well. If in SCALE, the cross-sections are not treated in this manner, much
improved agreement between the MONK and SCALE sensitivity data is observed. The
results in Figures 4.1 and 4.2 show comparisons between the energy-dependent sensitivi-
ties for the 238U total and 1H scattering cross-sections. These are taken from Kiedrowski
[114], where the benchmark data were used for testing of an adjoint-based continuous
energy sensitivity capability in MCNP6. It was also concluded that in the main, im-
plicit sensitivities for this system are negligible, with the possible exception of 238U (the
implicit portion is included in Figure 4.1).
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Figure 2: Comparison of 1H Elastic Scattering Section Sensitivities for OECD/NEA Bench-
mark Phase III.1
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Figure 4.2: Comparison of 1H scattering cross-section sensitivities between TSUNAMI-
3D, MCNP6 and MONK9.
Phase-III.2: Pitch Variation for Mixed Plutonium-Uranium Oxide
(∼20 wt.% Pu) Pins
The models for this part were adapted from the infinite pin-cell case in Phase-III.1,
using the same MOX fuel at the following pitches: 0.586 cm, 0.60 cm, 0.66 cm, 0.73
cm, 0.9525 cm, 1.05 cm and 1.15 cm. Sensitivity coefficients were generated for each
of the seven subcases. Increasing the pitch tends towards more favourable moderation
and reduced critical pin cell heights. This causes a trade-off in the relative sensitivities
to the main fissile and moderator isotopes (239Pu and 1H), which was designed so as to
test the importance of implicit sensitivities as the system varies in this way.
It was observed that the implicit portion contribution is indeed vital in certain re-
actions; it also varied with pitch and changed sign in some cases. Good agreement
between MONK and other codes was shown for 239Pu, 240Pu and 1H. Worse agreement
was seen for 238U and 16O scattering cross-sections—this could be due to differences
between the JEF-2.2 data used with MONK and that used with other codes, which was
generally of ENDF/B-V,-VI or -VII origin.
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Phase-III.3: Bare Spheres Filled With a Homogeneous Mixture of
Uranium Fluoride and Polyethylene
The two models in this final part were designed so as to test the contribution of implicit
sensitivities in a homogeneous system. This was achieved with two bare spheres of 36
cm and 18.2 cm radius, containing respectively low enriched (∼2 wt.% 235U) uranium
(LEU) and intermediate enriched (∼50 wt.% 235U) uranium (IEU). These are based
on the test problems in Rearden [103], and are designed to test the implicit effect of
variations of light nuclei cross-sections (H, O, F) on 238U resonance shielding; 238U
capture plays a significant part in the neutron balance for these systems.
The implicit portion was most significant in this last part of the benchmark—it forms
about 50% of the complete sensitivity for 238U and therefore this would be significantly in
error were it neglected. Good agreement was observed between all sensitivity data, with
exceptions for 16O and 19F. This was contrasted by the spread in keff of around 4% that
was observed over the various submissions. The origin of this could likely be the use of
different nuclear data, and in particular thermal scattering data—polythene/water/free
gas treatment. However, the sensitivities were not seriously affected, demonstrating
another key output of the study for users of sensitivity coefficient codes.
4.2 Uncertainties, Variances and Covariances
As stated previously, certain pre-requisite data are needed in order to be able to perform
data assimilation (DA). The first of these is sensitivity coefficients that relate adjust-
ments to the consequent effect on the system. The other is uncertainty information,
for both the integral experiments under consideration and the microscopic cross-section
data used. It is again clear from a practical point of view that some measure of the rel-
ative uncertainties must be required in order to balance any adjustments that might be
made—disagreement against an experiment with a very large uncertainty would carry
less weight than one with a much smaller uncertainty. For each of these parameters,
uncertainties are generally given as 1σ i.e. one standard deviation uncertainties. The
standard deviation is defined as the square root of the variance. For a parameter x, its
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variance can be defined as the difference between the following two expectation values:
var{x} =< x2 > − < x >2 (4.10)
Similarly the covariance between two parameters x and y is:
cov{xy} =< xy > − < x >< y > (4.11)
If x and y are independent, then their covariance is zero. Covariances can be positive or
negative, as they represent the functional relationship between quantities. For non-zero
covariances, a correlation parameter cor{xy}, within the limits -1 to 1, which represents
this relative link can be defined by:
cor{xy} = cov{xy}
(var{x}var{y})12
(4.12)
4.2.1 Experimental Uncertainty Correlations
In using critical experiment benchmarks as integral values with which to perform DA,
it is usual to include a group or groups of several experiments; indeed it is desirable
to include as many as possible in order to obtain a statistically significant sample of
measurements [100]. However, such is the nature of these experiments, that correlations
must exist between them; for instance, systematic uncertainties in measurement equip-
ment and sampling will exist—hence their covariances are known to be non-zero. Within
the ICSBEP, benchmark keff and associated standard uncertainty (1σ) are supplied for
each configuration, however it is not standard practise for the evaluator to estimate the
correlation parameters between values. It has been demonstrated that these values can
have significant impact upon validation parameters derived from these data. Ivanova et
al. [115] offer the following example situation: Consider a group of five configurations
obtained in a single experiment that share some physical characteristic e.g. uranium
solution experiments using the same fuel but in slightly different geometries. If all the
experiments have equal uncertainty—1% in keff, and are assumed first to be indepen-
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dent, then the average calculation-experiment deviation for a set of computer models
∆¯k is:
∆¯k = 15
5∑
i=1
∆ki (4.13)
with an uncertainty of 1%/
√
5 = 0.45%. Suppose then that the uncertainty consists
of two components, the first being a random uncertainty of 0.7% that varies from case
to case, and the other being a common systematic uncertainty also of 0.7% i.e. the
variance is the quadratic sum of these two
√
0.7%2 + 0.7%2 ≈ 1%. The correlation
between the systematic parts is 1, and so the covariance is 0.7×0.7 = 0.5, and the overall
correlation parameter is 0.5/
√
1× 1 = 0.5. The equations for the average deviation and
its uncertainty are also derived by Ivanova et al. [115], based on an inverse covariance
matrix (U−1x,y):
∆¯k =
∑N
x=1
∑N
y=1(U
−1
x,y)(kc,x − ke,x)∑N
x=1
∑N
y=1(U
−1
x,y)
(4.14)
The standard deviation is now:
δ(∆¯k) =
1√∑N
x=1
∑N
y=1(U
−1
x,y)
(4.15)
which equates to 0.775%, and so has risen by a factor of approximately 1.7 due to the
additional correlation terms that have been considered.
In Chapters 2 and 3, it was seen that the total experimental uncertainty in a bench-
mark configuration is actually comprised of various contributors in the specifications
of the geometry, material and also simplification and extrapolation considerations. So,
it is not a straightforward task to obtain covariance estimates; assumptions concerning
shared uncertainty on a case by case basis must be made. For example, if it is believed
that a particular uncertainty in an experimental series is dominated by a shared system-
atic factor, say the sight-glass zeroing error on a solution rig, then a good estimate can
be made. Unless direct perturbations are made to derive covariances in a Monte Carlo
manner, the following method is considered the best possible means of experimental
covariance estimation:
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An experimental standard deviation uncertainty δkx, in experiment x, may be calcu-
lated as the quadratic sum of its n, linear and independent contributors, each being the
ith quantity:
δkx =
√√√√ n∑
i=1
(δki)2 (4.16)
A variance-covariance matrix between all N experiments, hence of rank N ×N , can be
formed by making each of the following estimates between the pair of experiments x
and y:
cov{xy} = δkxδkyρx,y =
n∑
i=1
δki,xδki,y(us + urγ
x,y
i ) (4.17)
Where
- us = the fraction of the i
th uncertainty considered to be systematically shared
between experiments x and y.
- ur = the fraction of the i
th uncertainty considered to be random and independent
of experiment.
Hence us + ur = 1.
- γx,yi = is a delta-function for the i
th uncertainty, and is either 0 if x and y are
considered uncorrelated in that uncertainty, or 1 when correlation is assumed. It
is also of course equal to 1 in the case x = y.
Once the covariance, denoted (δkx,y)
2 is estimated, the correlation coefficient ρx,y can be
calculated as the quotient of the covariance with the product of the standard deviations:
ρx,y =
(δkx,y)
2
δkxδky
(4.18)
4.2.2 Nuclear Data Covariances
The repeated measurement of microscopic nuclear cross-sections leads, as with any
other quantity, to a statistical spread of measured values around some mean value. The
measure of this spread is the variance, and when two or more correlated parameters
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are measured, covariances can also be calculated. In this context, the covariance µ for
two measured quantities, say x1 and x2, repeatedly measured by n independent (and
systematic error free) samples is:
µx1x2 =
n∑
i=1
(x1i − x¯1)(x2i − x¯2)
n(n− 1) (4.19)
Estimations of these random uncertainties are required in many uncertainty propaga-
tion activities, such as reactor performance, shielding and also criticality safety studies.
There has been significant work amongst the data evaluation community to provide
users with reliable working values—especially in recent years [51]. Nuclear data eval-
uations are based however, on both primary (experimental) measurement and theory-
based nuclear reaction modelling. Uncertainties in theoretical calculations must also
be considered, and will depend upon uncertainties in each of the calculational input
parameters. Examples of these include nuclear potential depth, resonance width pa-
rameters, level densities and spin-orbit interaction strength etc. Several methods, of
varying complexity and rigour, may be applied in order to obtain estimates of the resul-
tant uncertainty in the final cross-sections; these range from simple estimation, through
propagation of parameter errors taken from the “Atlas of Neutron Resonances” [116]
up to the use of Bayesian / Monte Carlo filtering approaches using a model parameter
sensitivity analysis [51].
The use of these different methods is detailed in Chadwick et al. [53] in relation to
the latest release of the evaluated nuclear data library ENDF/B-VII.1. It was noted by
Little [52] that there was “an imbalance in supply and demand of covariance data” and
also that “interest in, and demand for, covariance data has been in a continual uptrend
over the past few years”. This was not addressed in the release of the ENDF/B-VII.0
library, in which only 26 of the 393 neutron evaluations had associated covariance data,
of which only 14 were complete [117]. Covariance data were sparsely available across
several other data libraries (JEFF, JENDL, ENDF, TENDL etc.), however the availabil-
ity was based upon specific applications, and far from represented complete coverage.
Interim projects, such as the ‘Low-fidelity’ assessments [52], were set up in order to
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address this paucity in the data. However, this was not released alongside a specific
data evaluation, and was obtainable as a separate entity for testing purposes.
An attempt to produce a data library with near-to-complete neutron covariance cover-
age was not made until the 2011 release of ENDF/B-VII.1 [53]. This contains covariance
data for 190 nuclides, the majority of them complete, which have been estimated with
more rigour than previously. This therefore constitutes the best available information on
cross-section covariances currently available. Several earlier sources of covariance data
were used as a partial basis for the evaluation of these libraries; these are described in
overview by Chadwick et al. [53]:
1. BOLNA—a covariance library created by five laboratories for the purposes of the
international Working Party on Evaluation Co-operation (WPEC) subgroup 26.
Many of these were based on suitable ad-hoc estimates by each of the participating
parties.
2. Low-fi—as previously discussed, a full library of cross-section covariances devel-
oped by four US laboratories for testing nuclear criticality safety methods. The
emphasis was on completeness rather than resolution quality, hence its title.
3. COMMARA-2.0 (also referred to as the AFCI-2.0 library)—a library of 110 ma-
terials with specific focus on those of interest in data adjustment for fast reactor
analysis. Many of these were adopted straight into ENDF/B-VII.1 files and are
thus of major importance compared to the previous two items.
The chosen method of covariance estimation was also dependent upon the atomic
mass/nuclide type, the incident neutron energy and also to some degree the data eval-
uation priority. The following rationale is summarised by Chadwick et al. [53]:
1. Atomic mass
• Light nuclei: for nuclei up to 19F either evaluation by the R-matrix method,
or simple estimates based on comparison of experimental data and uncer-
tainties.
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• Structural materials: a combination of EMPIRE/KALMAN or EMPIRE/GANDR
and EXFOR data; dispersion methods and error propagation of nuclear
model parameters—see Hoblit et al. [118].
• Fission products: these materials were of low application priority, and there-
fore error propagation of nuclear reaction model uncertainties was deemed
sufficient.
• Actinides: the major actinides were treated by sophisticated full-scale simul-
taneous evaluation of central values and covariances; minor actinides were
treated by simple estimates—see Talou et al. [119].
2. Energy of incident neutron
• Resonance region: the fitting code SAMMY was used in full scale simulta-
neous or retroactive evaluation [120]. Also use of approximations to propa-
gate resonance parameter uncertainties or estimations via the ‘low-fi’ integral
method [118].
• Fast region: EMPIRE/KALMAN and EMPIRE/GANDR, dispersion and
model parameter uncertainty propagation methods—see Hoblit et al. [118].
3. Priority of evaluation
• High: full-scale simultaneous evaluation of both central values and covari-
ances.
• Medium: retroactive evaluation using simplified methods.
• Low: simplified estimates based on nuclear reaction model parameters in the
fast region and integral quantities in the resonance region.
The covariance data included for 190 nuclides in ENDF/B-VII.1 are summarised in Ta-
ble 4.1. It can be seen that several covariance files (6 major and 53 minor actinides) are
in fact taken directly from the JENDL-4.0 library.
An attempt has also been made to provide information on not only inter-energy,
but also inter-reaction and inter-nuclide correlations. An example of this is correlation
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Table 4.1: Summary of ENDF/B-VII.1 covariance data sources.
Category Materials Comment
Light nuclei 12 6 evaluated by R-matrix
6 low-fi estimates
Structural+FPs 105 38 evaluated for COMMARA-2.0
40 evaluated for low-fi estimates
15 evaluated for criticality safety
12 evaluated for other purposes
Priority actinides 20 13 evaluated for COMMARA-2.0
1 material from ENDF/B-VII.0
6 materials from JENDL-4.0
Minor actinides 53 Low priority, from JENDL-4.0
values for the 235U and 238U fission cross-sections, which are related to one another
because of the use of cross-section ratio measurements in both evaluations. This is
a major benefit to the user, as it is possible to process covariance matrices that in-
clude significant terms in off-diagonal regions—these should be accounted for in order
to properly quantify propagated errors in nuclear data. Another benefit is the qual-
ity assurance performed on the ENDF/B-VII.1 covariance data; Chadwick et al. [53]
provide plots showing integral cross-section comparisons between several major nuclear
data evaluations for three major fissile isotopes (235U, 238U and 239Pu) with covariance
error bars displayed. The plots show that the uncertainty data are generally plausible.
It is however noted that there are some exceptions—the 235U(n, γ) 30 keV Maxwellian
spectrum cross-section (MACS) uncertainty is considered to be somewhat too large, and
the fission cross-section uncertainties too small, given the distribution of data between
data libraries.
Despite the culmination of recent covariance work in this near-complete library, data
evaluators are keenly aware of limitations and simplifications embodied in the data that
users are reminded to be cautious of—some examples of these are discussed in the re-
lease notes [53]. The adoption of the COMMARA-2.0 values for many nuclides means
that the data were developed initially in a 33 energy-group format for its intended pur-
pose. Therefore, caution is advised in applying these data beyond the original intent.
Time and effort constraints have also led to many values being set “a posteriori” rather
than in the preferred simultaneous manner i.e. for low priority nuclides. Some retro-
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analysis based on comparisons between central values has also been carried out—usually
to enlarge uncertainties to encompass the spread of data. This shows possibly that sys-
tematic uncertainties are evident, but not adequately treated (e.g. by a confidence-based
removal procedure). Finally, it is pointed out that while testing of the data has shown
‘plausible quality’, quality assurance standards have not been properly established [121].
Future efforts intend to address this issue in order to better guarantee the QA status of
the data for its intended purposes.
4.3 Kalman Filter
The Kalman filter [40] has been widely used in a number of different problems, as the
optimal estimator in ‘noisy’ dynamical systems. Evensen [122] has provided a thorough
description of the various formulations of Kalman filter and the development thereof,
based on evolving uses, requirements and computational power. This describes the
Kalman filter (KF), the extended Kalman filter (EKF) and also the ensemble Kalman
filter (EnKF). Strictly, a basic Kalman filter is formulated for a system of dynamical
linear equations. The extended Kalman filter is the extension of the former to non-linear
systems, using linearised sensitivity gradients for state-parameter relations. This is the
form that is required, noting that the keff sensitivities available are linear estimates of
the state-parameter responses. The EnKF considers each data point as a member of an
overall ensemble and uses the ensemble mean and covariance for the value and uncer-
tainty of the state; this is not applicable to this particular assimilation problem. The
standard derivation of the Kalman filter is described in terms of state-space notation.
However, an alternative derivation can also be found by redefining the goal of the filter
in terms of maximum likelihood statistics. These approaches are developed, in order to
determine the specific form of the Kalman filter required for nuclear data assimilation.
4.3.1 Bayes’ Theorem
Firstly, the maximum likelihood formula must be defined for a given probability density
function (pdf). The pdf gives the probability that a random variable Ψ takes a particular
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value ψ. This pdf must be positive for all ψ:
f(ψ) ≥ 0 for all ψ (4.20)
and the probability of finding Ψ in the space of all real numbers must be equal to one.
∫ ∞
−∞
f(ψ) dψ = 1 (4.21)
The pdf considered is the normal/Gaussian distribution of the usual form, with mean
µ and variance σ2. The normal distribution has the pdf:
f(ψ) =
1
σ
√
2pi
e
(
− (ψ−µ)2
2σ2
)
(4.22)
Now consider a joint pdf describing the probability of two random variables Ψ and
Φ, which would be f(ψ, φ). The conditional pdf can be thought of as the probability
distribution of one variable Ψ, given some value of the other variable Φ—this would
be denoted f(ψ|φ) and is also often called the posterior. The marginal pdf is the
distribution, given no information on the other variable and can be found by integrating
the joint pdf over the ignored event. The marginal pdf for Ψ is:
f(ψ) =
∫ ∞
−∞
f(ψ, φ) dφ (4.23)
The conditional and joint pdfs are linked by
f(ψ|φ) = f(ψ, φ)
f(φ)
(4.24)
which is equivalent for both variables, that is to say:
f(ψ, φ) = f(ψ|φ)f(φ) = f(φ|ψ)f(ψ) (4.25)
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This allows one to obtain, via re-arrangement, a statement of Bayes’ theorem, in terms
of the conditional pdf f(φ|ψ), often known as the likelihood.
f(ψ|φ) = f(ψ)f(φ|ψ)
f(φ)
(4.26)
4.3.2 Maximum Likelihood Estimate
If the above are now considered as scalar variables, the optimal estimator can be found
based on the maximum likelihood. Firstly, it is declared that there is a true, yet
inaccessible state ψt, and that an estimate ψf , with some random, zero mean error
pf can be made. Also, that a measurement d can be taken, but there is as an associated
random measurement error .
ψf = ψt + pf (4.27)
d = ψt +  (4.28)
From Bayes’ theorem, it can be shown that:
f(ψ|d) ∝ f(ψ)f(d|ψ) (4.29)
The prior and likelihood pdfs can be written, ignoring the normalisation constants, as:
f(ψ) ∝ exp(−12(ψ − ψf )(Cfψψ)−1(ψ − ψf )) (4.30)
and,
f(d|ψ) ∝ exp(−12(ψ − d)(C)−1(ψ − d)) (4.31)
where, Cfψψ and C are each the variance, or squared error. Thus:
f(ψ|d) ∝ exp(−12A[ψ]) (4.32)
where
A[ψ] = (ψ − ψf )(Cfψψ)−1(ψ − ψf ) + (ψ − d)(C)−1(ψ − d) (4.33)
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The solution that gives a minimum for A[ψ], is the solution with the least square error,
and also the maximum of f(ψ|d). That is to say it is the maximum likelihood estimate.
This estimate can be found by setting the derivative of A with respect to ψ equal to 0:
dA
dψ
= 2(ψ − ψf )(Cfψψ)−1 + 2(ψ − d)(C)−1 = 0 (4.34)
4.3.3 Discrete Form
Unlike the above example, it is not possible in many situations to directly measure the
parameter of interest. More often, a measurement can be made of a state or integral
value that is sensitive to the underlying parameter or parameters. The same principle
may be applied in order to make a least square error estimate via assimilation of the
measurement data. In this case one has:
ψf = ψt + pf (4.35)
d = Mψt +  (4.36)
where M is the measurement matrix, describing the functional link between the variable
and measurand. This is also extended to a set of discrete measurements, and therefore
represents the functions as sets of matrices—the ‘T’ below is the matrix transpose op-
erator. Using the same procedure, one can minimize the following function, to gain an
updated set of parameter estimates ψa:
A[ψa] = (ψf − ψa)T(Cfψψ)−1(ψf − ψa) + (d−Mψa)T(C)−1(d−Mψa) (4.37)
Minimizing with respect to ψa, gives:
ψa = ψf + (MCfψψ)
Tb (4.38)
The coefficients b are determined by a set of linear equations, which can be given as:
(MCfψψM
T + C)b = d−Mψf (4.39)
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If 4.39 is substituted into 4.38 and a Kalman gain matrix K is defined, the following is
obtained:
ψa = ψf +K(d−Mψf ) (4.40)
K = CfψψM
T(MCfψψM
T + C)
−1 (4.41)
Several important features may be seen from this result—ψa is given by the initial esti-
mate ψf , plus a linear combination of influence functions for each of the measurements.
The coefficients b are smaller if the initial guess and measurement are close to one an-
other, and conversely are large when the measurement is more discrepant. Finally, an
updated estimate of the parameter covariance matrix can be made, and is given by:
Caψψ = (I −KM)Cfψψ (4.42)
with I being simply the identity matrix (equal in rank to KM with diagonal elements
of 1, all other elements 0). This is also a result of some importance—the uncertainties
can be reduced by additional information given by the set of measurements, despite
their ‘noisy’ nature.
4.3.4 Nuclear Data Adjustment Kalman Filter
It is now possible to turn to the application of adjusting an underlying set of nuclear
data, based upon the agreement of benchmark and calculated keff values. This is possi-
ble by utilising the components of sensitivity and covariance discussed previously in this
Chapter. Let some set of critical benchmark configurations Y , be chosen for analysis.
From the IHECSBE evaluations describing these, the covariance matrix of experimen-
tal uncertainties can be formed as detailed in Section 4.2.1. This is denoted NY , with
diagonal elements n2y taken directly from the values given in the benchmark evaluation
for configuration y.
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NY =

n1n1 ρ1,2n1n2 . . . ρ1,yn1ny
ρ2,1n2n1 n2n2 . . . ρ2,yn2ny
...
...
... nyny
 (4.43)
Let the underlying nuclear data to be analysed be X, which is divided into s subdivi-
sions, where s = (p× q) for p nuclide-reaction pairs and q energy regions. The relative
covariance data Cx of rank s × s can be assembled using the relevant data extracted
from the basic library as per Section 4.2.2. Some form of processing code is usually
required in order to process this into the correct energy discretisation—the main one
being the NJOY [123] nuclear data processing code (specifically the ERRORR module
of the code).
Finally, a design matrix of sensitivities must be obtained—each column containing
the sensitivity vector Sy of configuration y to the region of nuclear data Xs. There
are therefore y columns, each of s elements that go into forming the overall sensitivity
matrix SY of rank s× y.
Sy =

σ1∂k1
k1∂σ1
σ2∂k1
k1∂σ2
. . .
σs∂k1
k1∂σs

→ SY =

σ1∂k1
k1∂σ1
σ1∂k2
k2∂σ1
. . .
σ1∂ky
ky∂σ1
σ2∂k1
k1∂σ2
σ2∂k2
k2∂σ2
. . .
σ2∂ky
ky∂σ2
...
...
. . .
...
σs∂k1
k1∂σs
σs∂k2
k2∂σs
. . .
σs∂ky
ky∂σs

(4.44)
The calculated keff values for each of these configurations kcalc, with the given nuclear
data, will in general differ from the reported benchmark values, kbench. Let it be specified
that some new set of nuclear data X ′ is to be calculated that will yield new values of
k′calc. The task is to do this in such a way that the total squared error of both the
nuclear and integral experiment data is minimized. As in the generic example above,
this is achieved by finding the maximum likelihood estimate—this is done by finding a
minimum value of a functional F 2 which has the following form:
F 2 = (∆X)C−1X (∆X)
T + (k′calc − kbench)C−1Y (k′calc − kbench)T (4.45)
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where ∆X has been used to show that the adjustments to X are relative (i.e. ∆X =
X′−X
X ) as are the associated sensitivities S—see equation 4.44. It is possible to define,
via the sensitivity matrix, how k′calc will differ from kcalc if linear responses are assumed:
k′calc = kcalc + SY ∆X (4.46)
This can be substituted into the previous equation for F 2. Note that kcalc and kbench
are now shortened to kc and kb respectively:
F 2 = (∆X)C−1X (∆X)
T + (kc + S∆X − kb)C−1Y (kc + S∆X − kb)T (4.47)
= (∆X)C−1X (∆X)
T + [(kc − kb) + S∆X]C−1Y [(kc − kb) + S∆X]T
= (∆X)C−1X (∆X)
T + (kc − kb)C−1Y (kc − kb)T + (4.48)
+(kc − kb)C−1Y (S∆X)T + (S∆X)C−1Y (kc − kb)T
+(S∆X)C−1Y (S∆X)
T
The functional must be differentiated with respect to the data adjustments ∆X, and
set to zero, d(F
2)
d∆X = 0. It is of use to declare some matrix calculus identities:
y dydx
Identity 1 Ax AT
Identity 2 xTA A
Identity 3 xTAx Ax+ATx
Using identity 3 for the first term in 4.48 dd∆X = 2C
−1
X ∆X
The second term in 4.48 is a constant with respect to ∆X and the derivative is zero
Using identity 2 for the third term in 4.48 dd∆X = (kc − kb)C−1Y ST
Using identity 1 for the fourth term in 4.48 dd∆X = S
T(C−1Y )
T(kc − kb)
Using identity 3 for the fifth term in 4.48 dd∆X = 2SC
−1
Y S
T∆X
The fact that the covariance matrices are square and symmetrical so that they are
equal to their transposes has been used along with identity 3, and can also be used to
combine the third and fourth terms. Each of these derivative terms are summed back
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together and the sum set equal to zero.
0 = 2C−1X ∆X + 2C
−1
Y S
T(kc − kb) + 2SC−1Y ST∆X
(C−1X + SC
−1
Y S
T)∆X = −C−1Y ST(kc − kb)
∆X = − (C−1Y ST) (C−1X + SC−1Y ST)−1 (kc − kb) (4.49)
If a rule known as the matrix inversion lemma (a form of the Woodbury identity [124])
is used, it is possible to invert the terms on the right hand of 4.49, which gives the usual
form of the Kalman gain matrix K.
Woodbury Identity
(A+ CBCT)−1 = A−1 −A−1C(B−1 + CTA−1C)−1CTA−1
(A−1 + CB−1CT)−1 = A−AC(B + CTAC)−1CTA
For positive, definite A and B:
A−AC(B + CTAC)−1CTA = ACT(B + CACT)−1
∆X = − (CXST) (CY + SCXST)−1 (kc − kb) (4.50)
∆X = −K(kc − kb)
K = (CXS
T) (CY + SCXS
T)−1
It is now also possible to produce an updated (posterior) nuclear data covariance C∗X .
The changes to keff values, which would be expected from using the adjusted nuclear
data may also be calculated. These may be interpreted as estimates of the computa-
tional bias for the set of benchmark experiments, and are denoted βY .
C∗X = (I −KSY )CX (4.51)
βY = SY ∆X (4.52)
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The C∗X matrix may also be used to calculate a vector of one sigma bias uncertainties,
∆βdY , due to the cross-section uncertainties for the adjusted set of data. These are the
square roots of the diagonal elements of the propagated covariance in keff :
∆βdY =
√
[SY C∗XS
T
Y ]y,y (4.53)
4.3.5 Sensitivity Adjustment Kalman Filter
As noted in Section 4.1.1, the sensitivity data on which these nuclear data adjustments
are based are themselves subject to uncertainty. Using MONK’s DOS sensitivity algo-
rithm, this is mainly dominated by, but not limited to, the statistical uncertainty that is
a feature of the sampling process. More generally, the sensitivity uncertainty may also
be contributed to by non-linear effects and the calculational approach, including unac-
counted for ‘implicit’ effects, energy representation and data library use. The sensitivity
uncertainties can be addressed in a statistical manner by performing a further sequence
of DA, analogous to the first. The keff may be recalculated with the adjustments ap-
plied to the basic nuclear data. The observed changes in keff may then be compared to
those expected. Using a second formulation of Kalman filter, the sensitivity coefficients
may be adjusted based on the agreement of the observed and expected changes in keff
constrained by the sensitivity uncertainties and those of the method of calculation (in
this case the Monte Carlo uncertainty).
Firstly, it is assumed that since each sensitivity has an uncertainty, a relative squared
uncertainty matrix of the same s×y rank as SY can be formed—this is called USY . Fol-
lowing on from the previous Section, the nuclear data adjustments found by the initial
Kalman filter routine may be applied.
X ′ = X(1 + ∆X) (4.54)
These data are used to obtain a new set of keff values, k
∗
calc. A vector of observed
changes in keff may be calculated—this is denoted αY . These are the measurement data
upon which the assimilation is in this case based; their uncertainties, σα, are due to the
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combined Monte Carlo uncertainties (σMC) in kcalc and k
∗
calc.
αY = kcalc − k∗calc (4.55)
In this instance, the adjustments must be performed for each sensitivity vector in
turn—the measurement data are not linked to a single set of variables, as in the nuclear
data adjustment case. The task is therefore to sequentially select a set of relative
adjustments to each sensitivity vector, that will result in an updated value of β′y. This
must again be done with minimum total squared error in the sensitivity and keff data.
The relative sensitivity adjustment vector is declared as ∆Z (i.e. ∆Z =
s′y−sy
sy
). Each
sensitivity vector requires a relative covariance matrix Cs; this is formed by placing the
relevant column of USY as the diagonal elements of Cs—no correlations are assumed
and so only variances are used. The process of finding the maximum likelihood, via
minimization of the following functional G2 can again be followed:
G2 = (∆Z)C−1s (∆Z)
T + (β′y − αy)(σ2α)−1(β′y − αy)T (4.56)
It is possible to approximate how β′y will vary from its original value βy, via the following
expansion:
β′y = βy + (sy.∆X)∆Z (4.57)
The element-wise multiplication of sy and ∆X is declared as the vector Ty. It is worth
noting that summing Ty over its s elements gives the expected adjustment βy as previ-
ously found.
Ty = Sy.∆X (4.58)∑
s Ty = βy (4.59)
β′y = βy + Ty∆Z (4.60)
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If equation 4.60 is substituted into equation 4.56 the following form of G2 is obtained:
G2 = (∆Z)C−1s (∆Z)T + (βy + Ty∆Z − αy)(σ2α)−1(βy + Ty∆Z − αy)T (4.61)
= (∆Z)C−1s (∆Z)T + [(βy − αy) + Ty∆Z](σ2α)−1[(βy − αy) + Ty∆Z]T
= (∆Z)C−1s (∆Z)T + (βy − αy)(σ2α)−1(βy − αy)T (4.62)
+(βy − αy)(σ2α)−1(Ty∆Z)T + (βy − αy)T(σ2α)−1(Ty∆Z)
+(Ty∆Z)(σ
2
α)
−1(Ty∆Z)T
Once again, G2 is differentiated with respect to the adjustments ∆Z and its derivative
d(G2)
d∆Z set equal to zero. The matrix calculus identities already stated are once again
used to obtain the following:
Using identity 3 for the first term in 4.62 dd∆Z = 2C
−1
s ∆Z
The second term in 4.62 is a constant with respect to ∆Z and the derivative is zero
Using identity 2 for the third term in 4.62 dd∆Z = (βy − αy)(σ2α)−1(Ty)T
Using identity 1 for the fourth term in 4.62 dd∆Z = (Ty)
T(σ2α)
−1(βy − αy)
Using identity 3 for the fifth term in 4.62 dd∆Z = 2Ty(σ
2
α)
−1TTy ∆Z
The square and symmetrical properties have been used with identity 3, and can also
be used to combine the third and fourth terms. Each of these derivative terms are
summed and the sum is set equal to zero.
0 = 2C−1s ∆Z + 2(σ2α)−1TTy (βy − αy) + 2Ty(σ2α)−1TTy ∆Z
(C−1s + Ty(σ2α)−1TTy )∆Z = −(σ2α)−1TTy (βy − αy)
∆Z = − ((σ2α)−1TTy ) (C−1s + Ty(σ2α)−1TTy )−1 (βy − αy) (4.63)
The matrix inversion lemma is once again used, and a Kalman gain matrix, Jy, derived:
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∆Z = − (CsTTy ) (σ2α + TyCsTTy )−1 (βy − αy) (4.64)
∆Z = −Jy(βy − αy)
Jy =
(
CsT
T
y
) (
σ2α + TyCsT
T
y
)−1
Note that the terms on the denominator of Jy, (TyCsT
T
y ) give the propagated variance
in the bias due to uncertainties in the sensitivity coefficients, which is denoted ∆βsy
2.
This may be combined quadratically with ∆βdy to obtain the total bias uncertainty σβ:
∆βsy =
√
[TyCsTy
T] (4.65)
σβ =
√
∆βdy
2 + ∆βsy
2 (4.66)
Adjustments to the sensitivity can be applied and the uncertainty matrix updated:
s′y = sy(1 + ∆Z) (4.67)
C∗s = (I − JTy)Cs (4.68)
Posterior values for the expected biases, β∗Y , and bias uncertainties due to cross-
section uncertainties in the adjusted set of data, ∆βd∗Y may then be calculated, using
the adjusted sensitivity data:
β∗Y = S
∗
Y ∆X (4.69)
∆βd∗Y =
√
[S∗Y C
∗
XS
∗
Y
T]y,y (4.70)
The updated bias uncertainty due to sensitivity uncertainties, ∆βs∗y, may also be derived
as follows:
T ∗y = S∗y .∆X (4.71)
∆βs∗y =
√
[T ∗yC∗sT ∗y
T] (4.72)
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Note with the form of Jy that with zero Monte Carlo ‘noise’ (σMC = 0), the Kalman
filter would have freedom to ‘trust’ the observed changes in keff completely; the posterior
estimates of the expected bias would then be identical to the actual changes observed.
In order to obtain significant values for ∆Z, σα should be less than the propagated
sensitivity uncertainty (∆βsy) so that the denominator of Jy is not too large.
The process of nuclear data adjustment should then be performed again, utilising the
improved sensitivity data. Recursive performance, with a selected convergence crite-
rion, can be employed. In the example described in Section 4.4, the expected biases and
those calculated using the adjusted nuclear data are compared; when |βY − αY | ≤ 3σα
satisfactory convergence is assumed. As shown in Section 4.4 the calculated sensitivity
adjustments become negligible as ∆βsy becomes comparable to σα; this occurs after
just a few cycles.
The flow diagram in Figure 4.3 demonstrates how the two complementary Kalman
filters may be used in an iterative assimilation scheme. The nuclear data Kalman filter
forms the ‘outer’ loop. Following each of the outer loops, a set of keff calculations are
made with the adjusted nuclear data, and the sensitivity adjustment Kalman filter uses
these calculations to perform an ‘inner’ loop of sensitivity adjustments. These are then
subsequently used by the outer filter to repeat its process etc. This inner loop pro-
vides a relatively computationally cheap, but effective benefit; reducing the sensitivity
uncertainties by following an increased number of neutrons would be computationally in-
tensive in comparison. In addition, it might be considered that other significant sources
of uncertainty have an effect on the sensitivity data—this matter of accuracy cannot be
addressed by driving down the estimated statistical precision.
4.4 Kalman Filter Assimilation Scheme Example
An example case was required with which to test the Kalman filter assimilation scheme
outlined above. In choosing an example, consideration was given as to how the bounds
within which uncertainties in the sensitivity coefficients could be treated. The sensi-
tivity Phase-III benchmark exercise conducted by the OECD/NEA expert group on
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Figure 4.3: Flow diagram for the Kalman filter assimilation scheme.
Uncertainty Analysis in Criticality Safety Assessment (UACSA) [104] was considered
an appropriate source from which to draw information on this matter. Furthermore,
MONK results for this study had previously been submitted, and so verification via
comparisons between other codes and data libraries was readily available. The MONK
results were also been subjected to internal AWE review to assure their quality.
Phase-III.3 of the benchmark exercise involved the modelling and calculation of sensi-
tivity data for two bare, homogenous uranium-fuel spheres of 2% and 50% 235U enrich-
ment; the objective of this part was to test the importance of implicit sensitivities for
homogenous systems, and the associated dependency on enrichment—see Section 4.1.
These systems were based upon critical experiment data for 2-3% 235U enriched ura-
nium fluoride/paraffin wax performed at the Oak Ridge National Laboratory between
about 1958 and 1968 [125]. The full experimental series has been evaluated as ICSBEP
benchmarks, and published in the Handbook under identifier LEU-COMP-THERM-033
(LCT33)[12]. This evaluation provides 52 cases in total (22 reflected, 30 bare) with the
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necessary benchmark keff plus uncertainty required for use in the assimilation scheme.
Each of the cases are simple, homogeneous benchmarks with relatively few nuclides. Due
to these reasons and the supplementary information that could also be derived from the
UACSA benchmark exercise, the LCT33 set was chosen to test the assimilation scheme.
4.4.1 Method Application
Computational models for each of the 52 configurations were constructed for MONK. For
the purpose of simplicity in this example application, the benchmark keff uncertainties
were assumed to be independent i.e. no correlation between cases. The covariance
matrix for these uncertainties (CY in the previous derivation) was therefore populated
only with variance values on the diagonal—all other entries were zero. Sensitivity data
were gathered for the sixteen nuclide-reaction pairs in Table 4.2. For consistency the
SCALE 238-group energy scheme was again used. As shown, the data were represented
in s subdivisions, where s = (p × q) for p = 16 nuclide-reactions and q = 238 energy
groups. Inter-reaction covariances for correlated reactions were included where available.
The seven obtained were for the major reactions of fluorine and the uranium isotopes:
- [(n,elastic)19F(n,γ)].
- [(n,Fission)235U(n,γ)], [(n,elastic)235U(n,γ)] and [(n,elastic)235U(n,Fission)].
- [(n,Fission)238U(n,γ)], [(n,elastic)238U(n,γ)] and [(n,elastic)238U(n,Fission)].
The choice of reactions was based on the availability of corresponding sensitivity and
nuclear data covariances. However, consideration of the average number of fission neu-
trons per fission (nubar) and inelastic scattering cross-sections were not considered. The
‘adjust’ function of MONK does not permit the user to perform adjustment of these
data. Therefore, despite the necessary sensitivity/covariance data being available, the
complete cycle including the outer iteration would not be possible. For the purposes of
this example, these nuclear data were therefore not included.
Nuclear data covariances for the relevant reactions were processed using the ERRORR
module of NJOY99 [126] from the ENDF/B-VII.1 data library [53]—as previously dis-
cussed, this is considered to provide the most modern and comprehensive analysis of
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Table 4.2: Numbering scheme for nuclide and reaction sensitivities considered in exam-
ple application.
Nuclide-reaction/energy (s) Nuclide-reaction
1–238 C(n,γ)
239–476 C(n,elastic)
477–714 16O(n,γ)
715–952 16O(n,elastic)
953–1190 19F(n,γ)
1191–1428 19F(n,elastic)
1429–1666 235U(n,γ)
1667–1904 235U(n,2n)
1905–2142 235U(n,F)
2143–2380 235U(n,elastic)
2381–2618 238U(n,γ)
2619–2856 238U(n,2n)
2857–3094 238U(n,F)
3095–3332 238U(n,elastic)
3333–3570 H(n,γ)
3571–3808 H(n,elastic)
data uncertainties currently available. The keff and sensitivity calculations were run
with a development version of MONK (MONKDBF DV3) using ENDF/B-VII.0 data
processed into BINGO library format [127].
Data were collected for sensitivity coefficients (σ∂kk∂σ ) using the DOS method employed
within MONK. As suggested in the MONK9A manual [7] the superhistory powering
parameters were altered to 20 generations per superhistory (as opposed to the default
of 10) to ensure sufficient accuracy of the tallies passed between stages. Statistical un-
certainty estimates for each coefficient were also collected and processed into relative
values. The dominant sensitivities, which are adequately sampled had a relative statis-
tical uncertainty of ∼10%. Regions of the lowest sensitivity, which were more poorly
sampled, had errors of their own magnitude or greater ∼100%. The range 10-80% was
typical for values in between these two extremes.
As discussed previously, these statistical uncertainties can be significant when prop-
agated to the resultant uncertainty in the calculated bias. However, it is considered
that other possible sources of error may also contribute—non-linearity, energy collapse,
calculational technique, data library dependency etc. Further reasoning was therefore
employed in defining the uncertainty constraints to be used in the DA scheme.
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It was seen in Phase-III.3 of the UACSA benchmark (concerning two UF4/paraffin
spheres) that energy-integrated sensitivity totals from different participants, using var-
ious codes and data libraries, did not vary outside of approximately 20% of the average
value. The data taken from Ivanova et al. [104] are summarized in Table 4.3. Figure
4.4 shows the percentage deviations of the maximum and minimum data from Table
4.3 from the respective average values. Figure 4.4 does not show data for 238U case 2,
because of deficiencies in the 238U data for a few of the contributions; the large spread
in magnitude and change in sign are recognized as erroneous and the associated range
(highlighted in Table 4.3) was therefore neglected in the comparison. Some variation in
the MONK results across the range may be noted; for example, the results for hydrogen
are below the average value, yet the 235U data give the maximum result.
This 20% variation may be considered indicative of the uncertainty in sensitivity
coefficients due to the calculational approach used within the code. When the sta-
tistical uncertainties in the sensitivity coefficients calculated with MONK were used
Table 4.3: UACSA participant atom density sensitivities for Phase III.3 [104].
Isotope→ 1H C 19F 235U 238U
Participant/Code, Library↓ case 1 case 2 case 1 case 2 case 1 case 2 case 1 case 2 case 1 case 2
EMS/TSUNAMI-1D(6.1) 0.250 0.459 0.029 0.067 0.045 0.118 0.254 0.133 -0.203 -0.003
ENDF/B-V
EMS/TSUNAMI-1D(6.1) 0.241 0.454 0.027 0.066 0.046 0.121 0.254 0.125 -0.2 -0.002
ENDF/B-VI
EMS/TSUNAMI-1D(6.1) 0.24 0.454 0.027 0.065 0.045 0.119 0.253 0.125 -0.196 0.001
ENDF/B-VII
KINS/TSUNAMI-3D(6.0) 0.241 0.462 0.028 0.070 0.047 0.127 0.254 0.132 -0.196 0.003
ENDF/B-VII
NRC/TSUNAMI-3D(6.0) 0.240 0.453 0.027 0.066 0.046 0.120 0.253 0.127 -0.196 0.001
ENDF/B-VII
IRSN/TSUNAMI-1D(5.1) 0.245 0.452 0.028 0.065 0.047 0.121 0.253 0.130 -0.204 -0.004
ENDF/B-VI
IRSN/TSUNAMI-3D(5.1) 0.245 0.45 0.028 0.065 0.047 0.121 0.254 0.131 -0.204 -0.004
ENDF/B-VI
ORNL/TSUNAMI-3D(6.1) 0.239 0.455 0.028 0.066 0.045 0.119 0.253 0.126 -0.196 0.001
ENDF/B-VII
AWE/MONK9 0.245 0.452 0.028 0.066 0.042 0.115 0.258 0.136 -0.201 -0.001
JEF-2.2
IPPE/MMKKENO 0.296 0.523 0.024 0.052 0.037 0.094 0.256 0.127 -0.245 -0.029
ABBN
IPPE/TWODANT 0.27 0.462 0.031 0.067 0.049 0.121 0.256 0.132 -0.238 -0.021
ABBN
Average 0.250 0.461 0.028 0.065 0.045 0.118 0.254 0.129 -0.207 -0.005
Minimum 0.239 0.450 0.024 0.052 0.037 0.094 0.253 0.125 -0.245 -0.029
Maximum 0.296 0.523 0.031 0.070 0.049 0.127 0.258 0.136 -0.196 0.003
%(max-average) 18.3 13.3 11.8 7.7 8.7 7.8 1.4 5.1 5.4 156.9
%(average-min) 4.5 2.5 13.4 20.0 17.9 20.2 0.5 3.4 18.3 450.0
155
4 Data Assimilation Method
0
5
10
15
20
25
H case 1 H case 2 C case 1 C case 2 19F case 1 19F case 2 235U case 1 235U case 2 238U case 1
Nuclide sensitivity
Pe
rc
en
t d
ev
ia
tio
n 
fr
om
 a
ve
ra
ge
Maximum value
Minimum value
Figure 4.4: Chart showing percentage spread for UACSA Phase III.3 results.
without modification, problems were encountered in achieving good convergence in a
reasonable number of iterations. Consequently, conditions were applied to the statistical
uncertainties in order to provide a better estimate of the overall uncertainty and to aid
convergence. For this example, and to test the scheme, the following conditions were
applied:
• Where statistical sensitivity uncertainties were calculated as <20%, they were
assumed to underestimate the overall uncertainty. The sensitivity uncertainties
were then set to 20%.
• Where statistical uncertainties were calculated as >20% but <100% they were
assumed to be the dominant source and were used unmodified.
• Where statistical uncertainties were calculated as >100%, they were limited to
100%. This prevented the Kalman filter being incorrectly dominated by unimpor-
tant regions that simply suffer particularly poor statistical sampling.
These conditions are considered illustrative and far from rigorous. They are used to
coarsely bound the overall sensitivity uncertainties, for this example set of configura-
tions, and to test the iteration scheme described.
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4.4.2 Results and Discussion
The results obtained from running all 52 LCT33 cases with MONK (ENDF/B-VII.0),
compared to their stated benchmark keff values are shown in Table 4.4. The average
log(energy) of fission (EALF) is also given and is used as the main trending parame-
ter. The calculated results are seen to be within -1.3 to +4.6 standard deviations of
experimental uncertainty (see sixth column of Table 4.4), from the benchmark value.
It is sometimes considered appropriate to remove statistically inconsistent data if, for
instance, the results appear to populate over a range not consistent with the assumed
Gaussian probability [83]. These are identified, for example, by calculating a χ2 statis-
tic for the population and progressively considering the removal of those that give the
largest contribution, until a satisfactory value is obtained. In this example case however,
no such rigorous test was applied.
The data in Table 4.5 show the results obtained in application of the assimilation
scheme over two iteration cycles. There are clear discrepancies between the initially
expected changes in keff (i.e. βY 0) and those obtained by applying the calculated data
adjustments, αY 0. In many of the 52 cases it can be seen that these are statistically
significant; that is to say, the difference between the two is considerably outside the
expected uncertainty given by ∆βs0 and σα, shown in Table 4.5. Following the first
update cycle to the sensitivities, the updated bias estimates β∗Y 0 were found. The values
of β∗Y 0 can be seen to be markedly different to the initial estimates, depending upon
the discrepancy between the expected and observed changes in keff. It was therefore
necessary to repeat the outer scheme to calculate amended nuclear data adjustments.
This subsequent iteration utilised the revised sensitivity data to calculate a new set
of expected biases βY 1. The data show that application of these adjustments to yield
observed keff changes αY 1, results in values that are in good statistical agreement with
those formerly calculated. The prior estimates β∗Y 1 are also now extremely close to
the initial figures, and convergence was reached. This result indicates that the ‘inner’
Kalman filter was able to adjust the sensitivity data, returning improved estimates, in
a single iteration. Thus, the sensitivity uncertainties constraints outlined previously,
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Table 4.4: MONK (ENDF/B-VII.0) results for cases from LCT33 versus benchmark
values.
Case EALF Benchmark MONK(ENDF/B-VII.0) % kc−kb
kb
kc−kb
σu
Nuclear data
(MeV) kb ± σu kc ± σMC keff uncertainty
1 2.119E-07 1.0000±0.0038 1.0025±0.0001 0.25 0.66 0.0049
2 2.125E-07 1.0000±0.0038 1.0027±0.0001 0.27 0.71 0.0050
3 2.123E-07 1.0000±0.0038 1.0041±0.0001 0.41 1.08 0.0050
4 2.118E-07 1.0000±0.0038 1.0033±0.0001 0.33 0.87 0.0050
5 1.256E-07 1.0000±0.0039 1.0055±0.0001 0.55 1.41 0.0048
6 1.253E-07 1.0000±0.0039 1.0056±0.0001 0.56 1.44 0.0049
7 1.251E-07 1.0000±0.0039 1.0050±0.0001 0.50 1.28 0.0048
8 9.046E-08 1.0000±0.0040 1.0028±0.0001 0.28 0.70 0.0046
9 9.065E-08 1.0000±0.0040 1.0028±0.0001 0.28 0.70 0.0046
10 7.671E-08 1.0000±0.0039 1.0012±0.0001 0.12 0.31 0.0045
11 7.680E-08 1.0000±0.0039 1.0014±0.0001 0.14 0.36 0.0044
12 7.668E-08 1.0000±0.0039 1.0010±0.0001 0.10 0.26 0.0045
13 6.593E-08 1.0000±0.0041 1.0008±0.0001 0.08 0.20 0.0043
14 5.092E-08 1.0000±0.0051 0.9937±0.0001 -0.63 -1.24 0.0039
15 5.094E-08 1.0000±0.0051 0.9940±0.0001 -0.60 -1.18 0.0039
16 5.098E-08 1.0000±0.0051 0.9940±0.0001 -0.60 -1.18 0.0039
17 2.529E-07 1.0000±0.0038 1.0131±0.0001 1.31 3.45 0.0045
18 2.531E-07 1.0000±0.0038 1.0128±0.0001 1.28 3.37 0.0045
19 2.530E-07 1.0000±0.0038 1.0135±0.0001 1.35 3.55 0.0045
20 2.523E-07 1.0000±0.0038 1.0132±0.0001 1.32 3.47 0.0046
21 2.524E-07 1.0000±0.0038 1.0131±0.0001 1.31 3.45 0.0044
22 1.001E-07 1.0000±0.0039 1.0134±0.0001 1.34 3.44 0.0045
23 2.526E-07 1.0000±0.0040 1.0035±0.0001 0.35 0.88 0.0050
24 2.531E-07 1.0000±0.0040 1.0032±0.0001 0.32 0.80 0.0050
25 2.535E-07 1.0000±0.0040 1.0026±0.0001 0.26 0.65 0.0051
26 1.431E-07 1.0000±0.0039 1.0057±0.0001 0.57 1.46 0.0048
27 1.429E-07 1.0000±0.0039 1.0059±0.0001 0.59 1.51 0.0047
28 1.430E-07 1.0000±0.0039 1.0062±0.0001 0.62 1.59 0.0047
29 1.432E-07 1.0000±0.0039 1.0056±0.0001 0.56 1.44 0.0048
30 9.953E-08 1.0000±0.0039 1.0035±0.0001 0.35 0.90 0.0046
31 9.954E-08 1.0000±0.0039 1.0031±0.0001 0.31 0.79 0.0046
32 9.963E-08 1.0000±0.0039 1.0033±0.0001 0.33 0.85 0.0046
33 9.971E-08 1.0000±0.0039 1.0030±0.0001 0.30 0.77 0.0046
34 9.968E-08 1.0000±0.0039 1.0032±0.0001 0.32 0.82 0.0047
35 8.255E-08 1.0000±0.0040 1.0022±0.0001 0.22 0.55 0.0045
36 8.262E-08 1.0000±0.0040 1.0020±0.0001 0.20 0.50 0.0044
37 8.263E-08 1.0000±0.0040 1.0016±0.0001 0.16 0.40 0.0045
38 8.260E-08 1.0000±0.0040 1.0011±0.0001 0.11 0.28 0.0045
39 8.261E-08 1.0000±0.0040 1.0013±0.0001 0.13 0.33 0.0045
40 8.257E-08 1.0000±0.0040 1.0011±0.0001 0.11 0.28 0.0045
41 6.950E-08 1.0000±0.0041 1.0018±0.0001 0.18 0.44 0.0045
42 6.951E-08 1.0000±0.0041 1.0008±0.0001 0.08 0.20 0.0044
43 6.954E-08 1.0000±0.0041 0.9995±0.0001 -0.05 -0.12 0.0043
44 5.194E-08 1.0000±0.0050 0.9942±0.0001 -0.58 -1.16 0.0039
45 5.197E-08 1.0000±0.0050 0.9937±0.0001 -0.63 -1.26 0.0040
46 5.201E-08 1.0000±0.0050 0.9937±0.0001 -0.63 -1.26 0.0040
47 3.393E-07 1.0000±0.0042 1.0178±0.0001 1.78 4.24 0.0045
48 3.405E-07 1.0000±0.0042 1.0166±0.0001 1.66 3.95 0.0046
49 3.400E-07 1.0000±0.0042 1.0166±0.0001 1.66 3.95 0.0047
50 1.174E-07 1.0000±0.0041 1.0174±0.0001 1.74 4.24 0.0044
51 1.173E-07 1.0000±0.0041 1.0187±0.0001 1.87 4.56 0.0044
52 1.177E-07 1.0000±0.0041 1.0146±0.0001 1.46 3.56 0.0044
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appear to have been generally appropriate in this instance.
The adjustments to the basic nuclear data as calculated by the first or ‘outer’ Kalman
filter are shown in Figure 4.5. The data adjustments themselves are not a particular
matter of importance in this example. However, the key results that can be taken from
this are that the main regions of significant adjustment are in the fluorine scattering
reaction (s=1191–1428), the 235U capture reaction (s=1429–1666) and the 238U fission
(s=2857–3094). The first two of these are intuitively understood, given the moderated
nature of the systems. In fact, it is interesting to note that results indicating adjust-
ments to intermediate energy 235U capture cross-sections in the ABBN-93 data library
were also found in an adjustment study on HEU systems [83]. Additional work on revis-
ing these cross-sections was reported by OECD/NEA WPEC subgroup 18 [82] in order
to address some known deficiencies in calculating reactor systems. Further revisions to
the 235U capture cross-section in the keV to MeV energy region have also been more
recently suggested by WPEC subgroup 29 [128], in order to improve the fit with selected
intermediate energy benchmark experiments. However the 238U fission adjustments are
more difficult to interpret given that the reaction is only important at high energies;
the adjustments appear to be a result of the very large covariances assigned to the 238U
fission cross-sections at thermal and intermediate energies, due to the very low cross-
sections being so difficult to measure. The resultant bias in this reaction for the set of
benchmark experiments is in fact negligible. A plot of the relative standard deviations
extracted by the nuclear data viewing program JANIS-3.4 [129], from ENDF/B-VII.1
is shown in Figure 4.6.
It can be seen that the adjustments to the sensitivity values calculated by the ‘in-
ner’ Kalman filter do not significantly affect these nuclear data adjustments (see Figure
4.5); the same data regions are adjusted, but in certain regions the scale of adjustment
is slightly altered. It should not be a concern therefore, that the adjustment scheme
iterations create a resultant ‘drift’ in the adjustments to the basic data—convergence
on a single set of adjustments is proven in this example.
Figure 4.7 shows an example adjustment to the case 1 sensitivities—the final and ini-
tial sensitivities are difficult to discern from one another on this scale, so the fractional
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Table 4.5: Calculated biases and bias uncertainties.
Iteration 0 Iteration 1
Case βY 0 ±∆βs0 ∆βd0 αY 0 ± σα β∗Y 0 βY 1 ±∆βs1 ∆βd1 αY 1 ± σα β∗Y 1
1 0.0040±0.0007 0.0011 0.0053±0.0001 0.0052 0.0046±0.0001 0.0011 0.0044±0.0001 0.0044
2 0.0042±0.0006 0.0011 0.0051±0.0001 0.0051 0.0044±0.0001 0.0011 0.0048±0.0001 0.0048
3 0.0052±0.0007 0.0010 0.0052±0.0001 0.0052 0.0047±0.0001 0.0010 0.0049±0.0001 0.0049
4 0.0044±0.0007 0.0010 0.0054±0.0001 0.0054 0.0047±0.0001 0.0009 0.0050±0.0001 0.0049
5 0.0040±0.0007 0.0008 0.0054±0.0001 0.0053 0.0047±0.0001 0.0008 0.0050±0.0001 0.0050
6 0.0059±0.0007 0.0007 0.0054±0.0001 0.0054 0.0047±0.0001 0.0007 0.0047±0.0001 0.0047
7 0.0039±0.0006 0.0009 0.0053±0.0001 0.0052 0.0047±0.0001 0.0008 0.0044±0.0001 0.0044
8 0.0042±0.0006 0.0007 0.0048±0.0001 0.0048 0.0041±0.0001 0.0007 0.0044±0.0001 0.0044
9 0.0037±0.0006 0.0007 0.0049±0.0001 0.0048 0.0042±0.0001 0.0007 0.0037±0.0001 0.0037
10 0.0038±0.0006 0.0007 0.0042±0.0001 0.0042 0.0035±0.0001 0.0007 0.0034±0.0001 0.0034
11 0.0041±0.0006 0.0008 0.0042±0.0001 0.0042 0.0037±0.0001 0.0008 0.0035±0.0001 0.0035
12 0.0035±0.0006 0.0008 0.0040±0.0001 0.0040 0.0033±0.0001 0.0008 0.0032±0.0001 0.0032
13 0.0027±0.0006 0.0007 0.0031±0.0001 0.0031 0.0024±0.0001 0.0007 0.0025±0.0001 0.0025
14 -0.0003±0.0004 0.0010 0.0001±0.0001 0.0001 -0.0006±0.0001 0.0010 -0.0006±0.0001 -0.0006
15 -0.0005±0.0004 0.0010 -0.0001±0.0001 -0.0001 -0.0007±0.0001 0.0010 -0.0006±0.0001 -0.0006
16 -0.0008±0.0004 0.0010 0.0002±0.0001 0.0001 -0.0006±0.0001 0.0010 -0.0007±0.0001 -0.0007
17 0.0084±0.0007 0.0008 0.0086±0.0001 0.0086 0.0081±0.0001 0.0008 0.0082±0.0001 0.0082
18 0.0077±0.0006 0.0011 0.0087±0.0001 0.0087 0.0082±0.0001 0.0011 0.0080±0.0001 0.0080
19 0.0090±0.0008 0.0010 0.0088±0.0001 0.0088 0.0084±0.0001 0.0009 0.0086±0.0001 0.0086
20 0.0080±0.0007 0.0010 0.0084±0.0001 0.0084 0.0077±0.0001 0.0010 0.0081±0.0001 0.0080
21 0.0077±0.0007 0.0009 0.0087±0.0001 0.0086 0.0083±0.0001 0.0009 0.0082±0.0001 0.0082
22 0.0081±0.0006 0.0011 0.0081±0.0001 0.0081 0.0074±0.0001 0.0010 0.0076±0.0001 0.0076
23 0.0069±0.0007 0.0011 0.0063±0.0001 0.0063 0.0059±0.0001 0.0010 0.0061±0.0001 0.0061
24 0.0066±0.0008 0.0011 0.0064±0.0001 0.0064 0.0061±0.0001 0.0010 0.0061±0.0001 0.0061
25 0.0070±0.0007 0.0011 0.0063±0.0001 0.0063 0.0058±0.0001 0.0011 0.0057±0.0001 0.0057
26 0.0060±0.0006 0.0008 0.0062±0.0001 0.0062 0.0056±0.0001 0.0008 0.0056±0.0001 0.0056
27 0.0059±0.0007 0.0008 0.0061±0.0001 0.0061 0.0055±0.0001 0.0008 0.0057±0.0001 0.0057
28 0.0050±0.0006 0.0007 0.0064±0.0001 0.0063 0.0060±0.0001 0.0008 0.0059±0.0001 0.0059
29 0.0062±0.0007 0.0009 0.0057±0.0001 0.0057 0.0052±0.0001 0.0008 0.0054±0.0001 0.0054
30 0.0044±0.0006 0.0007 0.0055±0.0001 0.0054 0.0050±0.0001 0.0007 0.0048±0.0001 0.0048
31 0.0043±0.0006 0.0007 0.0054±0.0001 0.0053 0.0047±0.0001 0.0007 0.0046±0.0001 0.0046
32 0.0041±0.0005 0.0007 0.0056±0.0001 0.0056 0.0050±0.0001 0.0007 0.0051±0.0001 0.0051
33 0.0058±0.0006 0.0009 0.0054±0.0001 0.0054 0.0050±0.0001 0.0008 0.0048±0.0001 0.0048
34 0.0046±0.0006 0.0007 0.0057±0.0001 0.0056 0.0050±0.0001 0.0007 0.0050±0.0001 0.0050
35 0.0036±0.0005 0.0008 0.0049±0.0001 0.0049 0.0043±0.0001 0.0008 0.0044±0.0001 0.0044
36 0.0035±0.0005 0.0007 0.0048±0.0001 0.0047 0.0041±0.0001 0.0007 0.0040±0.0001 0.0040
37 0.0047±0.0006 0.0008 0.0046±0.0001 0.0046 0.0039±0.0001 0.0008 0.0041±0.0001 0.0041
38 0.0040±0.0005 0.0007 0.0046±0.0001 0.0046 0.0039±0.0001 0.0007 0.0043±0.0001 0.0043
39 0.0034±0.0005 0.0008 0.0047±0.0001 0.0046 0.0039±0.0001 0.0008 0.0041±0.0001 0.0041
40 0.0034±0.0006 0.0007 0.0049±0.0001 0.0049 0.0043±0.0001 0.0007 0.0042±0.0001 0.0042
41 0.0033±0.0005 0.0009 0.0037±0.0001 0.0037 0.0029±0.0001 0.0009 0.0030±0.0001 0.0030
42 0.0032±0.0005 0.0007 0.0038±0.0001 0.0037 0.0031±0.0001 0.0007 0.0033±0.0001 0.0033
43 0.0023±0.0005 0.0007 0.0034±0.0001 0.0034 0.0026±0.0001 0.0007 0.0029±0.0001 0.0029
44 -0.0003±0.0004 0.0010 0.0003±0.0001 0.0002 -0.0004±0.0001 0.0010 -0.0005±0.0001 -0.0005
45 0.0005±0.0004 0.0009 0.0000±0.0001 0.0001 -0.0006±0.0001 0.0010 -0.0005±0.0001 -0.0005
46 0.0001±0.0004 0.0010 0.0007±0.0001 0.0007 -0.0001±0.0001 0.0010 -0.0001±0.0001 -0.0001
47 0.0089±0.0007 0.0010 0.0104±0.0001 0.0104 0.0100±0.0001 0.0011 0.0101±0.0001 0.0101
48 0.0089±0.0007 0.0012 0.0106±0.0001 0.0105 0.0101±0.0001 0.0012 0.0105±0.0001 0.0105
49 0.0105±0.0008 0.0011 0.0103±0.0001 0.0104 0.0100±0.0001 0.0010 0.0103±0.0001 0.0103
50 0.0090±0.0006 0.0011 0.0098±0.0001 0.0097 0.0094±0.0001 0.0011 0.0092±0.0001 0.0092
51 0.0088±0.0006 0.0010 0.0102±0.0001 0.0102 0.0098±0.0001 0.0011 0.0094±0.0001 0.0094
52 0.0084±0.0006 0.0010 0.0096±0.0001 0.0096 0.0093±0.0001 0.0011 0.0091±0.0001 0.0091
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Figure 4.5: Fractional adjustments applied to basic nuclear data.
differences are also shown on a separate axis. Due to the relatively large ∆keff = 0.0013
discrepancy between βY 0 and αY 0 for this case (see Table 4.5) it can be seen that the
fractional adjustment in the sensitivity vector can be significant—up to±40% for the flu-
orine scattering reaction (s=1191–1428). Note however, that this is consistent with the
statistical sensitivity uncertainties that were calculated for these sensitivity coefficients.
It should also be noted that adjustments to any of the energy integrated nuclide-reaction
sensitivity totals did not exceed ±5%. The nuclide/reaction region (s=3571–3808) i.e.
sensitivity to scattering from hydrogen, is also significantly adjusted. This is as a result
of the combined adjustment of circa. -2% applied to the cross-section data, coupled with
the configuration’s sensitivity to this reaction (case 1 is paraffin/Plexiglas reflected). A
significant proportion of the calculated bias is therefore attributed to this reaction—this
occurrence was found for all of the 52 cases used in this example. Clearly then, this
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Figure 4.6: JANIS-3.4 plot of ENDF/B-VII.1 relative standard deviations in 238U fission
cross-sections.
confirms that adjusting the sensitivities generated for the most important reactions is of
benefit. In the example moderated systems, this was for the main scattering reactions,
for which the associated sensitivity uncertainties are those of most significance.
The results of the adjustment procedure to the case-by-case keff are also important,
given that the purpose of the outer Kalman filter is to improve the agreement between
calculated and benchmark keff values. Figure 4.8 shows the calculation-benchmark
discrepancies pre- and post-adjustment of cross-section data. These discrepancies are
divided by the one sigma benchmark uncertainty (kc−kbσu ). Root-mean-square (rms) val-
ues for the two distributions were calculated as a measure of the spread of the results
around zero (as opposed to the spread around the mean, as for the standard deviation).
As shown, the rms value was reduced from 1.99σ to 0.93σ, confirming that the assim-
ilation was successful in this respect. The adjustments are interpreted as opposite in
sign to the computational bias in the code/data combination; these calculated values
are important in terms of validation for criticality safety assessments. The biases for the
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Figure 4.7: Adjustments to sensitivity data applied to case 1.
LCT33 configurations both pre- and post-adjustment are shown in Figure 4.9. Smooth
curves are fitted to the points, which show a clear trend in the calculated bias as a func-
tion of EALF. The most significant region is above ∼0.1 eV, where the fitted curves are
most discrepant—the fitted lines indicate that the biases tended to be under-estimated
pre-sensitivity-adjustment. The adjustment of sensitivity data leads to a difference in
the calculated biases, of up to approximately the magnitude of the bias uncertainty due
to the nuclear data, ∆βd—see Table 4.5. This would therefore impact upon any safety
limit imposed for an application being validated within this region.
4.4.3 Conclusions
The example application of the scheme has shown that the derived Kalman filter
method, which calculates nuclear data adjustments based on associated covariance data,
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Figure 4.8: Calculation-benchmark deviations for LCT33 pre- and post-adjustment.
leads to improved overall agreement in the calculated and benchmark keff values—the
root-mean-square value was reduced to just less than 1σu. Sensitivity coefficients were
also adjusted, based on the agreement between the observed and expected changes in
keff, constrained by the sensitivity uncertainties and those of the method of calculation
(the Monte Carlo uncertainty). Trends in bias and bias uncertainty were examined for
a sample set of benchmark experiments.
Conditions were applied to the statistical uncertainties in the sensitivity coefficients
calculated using MONK, to provide a better estimate of the overall uncertainty and aid
convergence—these were intended to coarsely represent the uncertainty bounds for the
sample set of benchmark experiments and to test the iteration scheme described. The
variations in sensitivity coefficients reported in a UACSA comparison study were used
to inform the choice of these conditions. It is recognised that the method is dependent
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Figure 4.9: Bias trend for LCT33 pre- and post-adjustment.
upon the applied sensitivity uncertainties, just as the magnitudes of nuclear data ad-
justments rely on the use of accurate covariances for nuclear data and the benchmark
experiments. Better estimates of the overall sensitivity uncertainties might be derived
through more rigorous reaction and energy dependent comparisons of sensitivity esti-
mates obtained using different codes/data. It has been shown that the application of
reasonable sensitivity constraints allows the method to function successfully.
4.5 Summary
In this Chapter, the necessary underpinning elements of a data assimilation method-
ology, to analyse criticality experiment benchmarks, have been developed. The back-
ground and origins of the basic pre-requisite data—keff sensitivity coefficients, bench-
mark keff correlations/uncertainties and nuclear data covariances, have been explained.
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Original work on benchmarking of the MONK sensitivity module against other codes,
via participation in an international expert group, has also been described. The results
were shown to give good agreement with the ‘complete’(=‘explicit’+‘implicit’) sensitiv-
ity values obtained with alternative software tools. This gives confidence in the further
use of data generated by MONK, to perform subsequent analyses.
These elements have then been combined to derive a suitable form of the Kalman fil-
ter, to apply to adjustment of nuclear data. The use of the Kalman filter is an original
means of handling this problem. In addition, a novel technique involving an iteration
procedure to adjust the sensitivity data, based on a second formulation of Kalman filter,
has also been derived. The method addresses circumstances where the propagation of
statistical sensitivity errors, calculational approach, data-library effect or non-linearity
may have a potentially significant effect on the calculated bias. Sensitivity coefficients
were adjusted based on the agreement between the observed and expected changes in
keff, constrained by the sensitivity uncertainties and those of the method of calculation
(the Monte Carlo uncertainty).
The Kalman filtering iteration technique has been tested when coupled to MONK
calculations, and has been shown to satisfactorily perform the required functions—a
paper describing the method and example application has been submitted [130]. Ad-
justment of the nuclear data led to an overall improvement in the calculation-experiment
discrepancies, for a sample set of benchmark experiments (LCT33). The calculated ad-
justments to the nuclear data are not considered to be of statistical significance for this
sample set, however significant 235U (n,γ) reaction adjustments were also noted in a
similar study [83]. The adjusted sensitivity coefficients led to the ‘inner’ Kalman fil-
ter returning improved agreement between expected and observed biases, after a single
iteration. The application of reasonable sensitivity uncertainty constraints, has been
shown to allow the method to function successfully.
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5.1 Selection of Benchmark Experiments
In order to complete an analysis of the newly derived configurations, it was considered
appropriate to include similar benchmark experiments from the ICSBEP database. The
inclusion of additional, externally evaluated cases, supplements both the number of con-
figurations and the range from which they are drawn; i.e. from different experimental
laboratories, thereby incorporating independent data. Following this procedure should
therefore maximize the statistical significance of any results.
To complement the Dounreay solution experiments (described in Chapter 2), other
aqueous uranyl fluoride evaluations were found using the Database for the International
Handbook of Evaluated Criticality Safety Benchmark Experiments (DICE) search util-
ity. The identifications, titles and number of configurations for each of the results
are shown in Table 5.1. Note that the evaluations HEU-SOL-THERM-004 (containing
HEU-SOL-INTER-001) and HEU-SOL-THERM-020 contain heavy water, and so are
not included due to this dissimilarity. Also omitted were HEU-SOL-THERM-047, -048
and -051; three evaluations from the same experimental series involving interacting ar-
rays of UO2F2 in multiple cylinders. The latter of these was registered as a rejected
experiment due to the considerable systematic discrepancies between benchmark and
calculated keff data. These were attributed to assumptions made about significant
unknowns in the modelling of experimental features, including tank dimensions and
placement, reflector height level, presence of heresite lining within the tank and the
location/volume of solution held in feed lines below the core tanks. These weaknesses
also apply to the HST047 and HST048 evaluations. These led to large benchmark
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biases, bias uncertainties and/or experimental uncertainties associated with the bench-
mark model keff values. Therefore, this series of experiments was discounted from the
analysis.
The remaining cases—4 involving LEU and 26 HEU, were retained for analysis; these
are a mix of reflected and unreflected cases in spherical, cylindrical and parallelepiped
geometries. The experiments were conducted predominantly at the Oak Ridge National
Laboratory at a time contemporary with the Dounreay experiments (late 1950s–early
1960s). The exception is LST001, which is a more modern experiment, performed in
1994 at the Los Alamos National Laboratory.
To complement the UO2/wax assemblies evaluated in Chapter 3, further comparable
evaluations were identified via DICE. Uranium oxide fuelled experiments of ‘solid-body’
type in arrays (as defined in DICE), are listed in Table 5.1. This excludes reactor-type
experiments using uranium oxide fuel pellets in fuel-rods, in favour of those aimed at
obtaining ‘basic’ critical parameters in simple geometries; these are more akin to the
new evaluations developed in Chapter 3. The selected experiments offer 70 additional
cases, 26 of which involve HEU and the remaining 44 LEU. The uranium oxide involved
is in the form of compacted powder held in tins—these are stacked in arrays and contain
some degree of homogeneously-mixed or interstitial moderation. The results originate
from several laboratories—Rocky Flats (LCT045 and LCT069), Oak Ridge (HCM001)
and Valduc (LCT049); they were conducted several years after those at Aldermaston,
during the period 1973–1987.
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Table 5.1: ICSBEP benchmark evaluations considered for analysis.
Evaluation Identifier Evaluation Title Fuel form No.
(Cross-references) cases
LEU-SOL-THERM-001 Unreflected UO2F2+H2O Cylindrical Assembly SHEBA-II Uranyl Fluoride (5% 235U) 1
LEU-SOL-THERM-002 174 Liter Spheres of Low Enriched (4.9%) Uranium Oxyfluoride Solutions Uranyl Fluoride (4.9% 235U) 3
IEU-SOL-THERM-002 Bare & Water Reflected Spheres/Hemispheres of Aqueous Uranyl Fluoride Solutions Uranyl Fluoride (30.45% 235U) 13
IEU-SOL-THERM-003 Bare & Water Reflected Cylinders of Aqueous Uranyl Fluoride Solutions Uranyl Fluoride (30.3% 235U) 46
HEU-SOL-THERM-009 Water Reflected 6.4-Liter Sphere of Enriched Uranium Oxyfluoride Solutions Uranyl Fluoride (93.18% 235U) 4
HEU-SOL-THERM-010 Water Reflected 9.7-Liter Sphere of Enriched Uranium Oxyfluoride Solutions Uranyl Fluoride (93.18% 235U) 4
HEU-SOL-THERM-011 Water Reflected 17-Liter Sphere of Enriched Uranium Oxyfluoride Solutions Uranyl Fluoride (93.18% 235U) 2
HEU-SOL-THERM-012 Water Reflected 91-Liter Sphere of Enriched Uranium Oxyfluoride Solutions Uranyl Fluoride (93.18% 235U) 1
HEU-SOL-THERM-034 Water-Moderated and -Reflected Slabs of Uranium Oxyfluoride Uranyl Fluoride (93.2% 235U) 5
HEU-SOL-THERM-043 Large Unreflected Spheres of Uranium Oxyfluoride Solutions Uranyl Fluoride (93.13% 235U) 3
HEU-SOL-THERM-050 Unreflected Aluminium Containing Uranyl Fluoride Solutions Uranyl Fluoride (93.2% 235U) 11
LEU-COMP-THERM-045 Plexiglas or Concrete-Reflected U(4.46)3O8 with H/U=0.77 Uranium Oxide (4.46% 235U) 21
and Interstitial Moderation
LEU-COMP-THERM-049 Maracas Programme: Polythene-Reflected Critical Configurations Uranium Oxide (5% 235U) 18
with Low-Enriched and Low-Moderated Uranium Dioxide Powder U(5)O2
LEU-COMP-THERM-069 Plexiglas Reflected U(4.48)3O8 with H/U=1.25 or H/U=2.03 Uranium Oxide (4.48% 235U) 5
and Interstitial Moderation
IEU-COMP-THERM-015 Single Cores of 30.14% 235U Enriched UO2-Wax Mixtures Uranium Oxide (30.14% 235U) 32
(IEU-COMP-INTER-006) Bare and with Single Reflector Materials (1)
(IEU-COMP-MIXED-004) (6)
IEU-COMP-THERM-016 Single Cores of 30.14% 235U Enriched UO2-Wax Mixtures Uranium Oxide (30.14% 235U) 45
with Composite Reflector Materials
HEU-COMP-MIXED-001 Arrays of Cans of Highly Enriched Uranium Dioxide Reflected by Polyethylene Uranium Oxide (93.15% 235U) 26
(HEU-COMP-THERM-001) (6)
LEU-COMP-THERM-033 Reflected and Unreflected Assemblies of 2 and 3 %-Enriched Uranium Tetrafluoride (2–3% 235U) 52
Uranium Fluoride in Paraffin
IEU-COMP-INTER-003 Unreflected UF4-CF2 Blocks with 37.5% 235U Uranium Tetrafluoride (37.5% 235U) 14
(IEU-COMP-THERM-011) (2)
(IEU-COMP-MIXED-003) (3)
IEU-COMP-MIXED-002 Unreflected UF4-CF2 Blocks with 30, 25, 18.8 and 12.5% 235U Uranium Tetrafluoride (12.5–30% 235U) 9
(IEU-COMP-INTER-004) (2)
IEU-COMP-THERM-001 Critical Arrays of Polyethylene-Moderated U(30)F4-Polytetrafluoroethylene Uranium Tetrafluoride (30% 235U) 29
(IEU-COMP-MIXED-001) One-Inch Cubes (4)
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Further to those described above, several solid-body arrays made of homogenous
UF4 blocks were selected for their similarity in nature to both the ICT015 & ICT016
experiments; these are shown in the final rows of Table 5.1. These were also chosen for
their likeness in terms of sensitivity to major nuclides—19F, 12C, 16O as well as 1H and
various uranium isotopes. These nuclides are shared with both the IST002 & IST003
Dounreay solutions and ICT015 & ICT016 UO2/wax mixtures, and therefore provide
useful additional data in both respects. It can also be noted that these offer the only
independent IEU based experiments (52 out of 104 in total), other than those resulting
from this work—this reinforces the importance of their inclusion and the unique nature
of the original benchmarks that have been added. The uranium tetrafluoride cases were
all very early experiments (pre-1968), carried out at Oak Ridge to establish critical
masses of various enrichments of uranium for plant operation and storage functions—
predominantly involving solid UF6.
5.2 Statistical Elimination of Benchmark Experiments
In order to eliminate discrepant benchmark data from the analysis, a simple statistical
test was performed on the calculated results. It should be expected that the results of
the calculations are drawn from a sample population that is approximately normal, i.e.
with some mean, µ and standard deviation σ. The normal distribution is described by
the probability density function (pdf):
f(x) =
1
σ
√
2pi
e
(
− (x−µ)2
2σ2
)
(5.1)
The statistical test was designed around a χ2 goodness-of-fit test [131], which can
be used to test any univariate data for the likelihood that randomly selected samples
are drawn from a postulated distribution. The calculated keff results were expressed
in terms of their number of standard deviations, σk away from the benchmark value
(σk =
kc−ke
σu
). For each type of benchmark (UO2F2 solutions, uranium oxide compounds
and UF4 compounds) these data were binned into finite frequency intervals—these are
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the observed frequencies Ai. These were compared to expected frequency data Ei,
calculated as:
Ei = N(F (Xu)− F (Xl)) (5.2)
where F (Xu) and F (Xl) are the cumulative distribution probabilities associated with
the normal distribution with mean σ¯k and standard deviation of 1 σk, evaluated at the
upper and lower end of the bin respectively. N is the total number of observations,
i.e. the number of benchmark cases for the sample. From these two sets of data, a χ2
statistic was calculated as follows:
χ2 =
n∑
i=1
(Ai − Ei)2
Ei
(5.3)
where Ai and Ei are the actual and expected frequencies respectively, n is the number
of discrete data bins and the number of degrees of freedom ν=(n − 1). It may be
observed that discrepant data, i.e. causing a higher occurrence of data than should be
expected, lead to a high contribution to this χ2 value. The χ2 statistic may then be
used to calculate the one-tailed probability of the χ2 distribution for the given statistic
and number of degrees of freedom. The distribution is described by the following pdf:
Y = Y0(χ
2)(ν/2−1)e(−χ
2/2) (5.4)
where Y0 is a constant of integration, to give the total probability between zero and ∞
of unity. If the returned probability does not confirm the required level of significance,
discrepant benchmark data may be highlighted by their large contribution to χ2. These
may be removed from the test, until a satisfactory significance probability is reached.
5.2.1 Rejection of UO2F2 Benchmarks
In total, 93 separate uranyl fluoride solution cases from 11 evaluations are available as
detailed in Table 5.1. Each was modelled and the keff calculated using MONK9 and the
ENDF/B-VII.0 nuclear data library. The Monte Carlo precision for each calculation
was ±0.0001. The results, shown in Table 5.2, were analysed via the statistical method
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outlined above.
Figure 5.1 displays the resulting distribution of σk, as binned into 17 intervals between
-7 and +5 σk which bound the upper and lower ends of the distribution (and gives an
approximate bin-width of 0.75 σk). The mean value of σk is -0.07; however, the χ
2
statistic value is very high (∼3×107) due to the contribution of a few cases that calculate
greater than ±4 σk outside the benchmark keff value. Over 99.99% of the contribution
to χ2 is due to the 5 cases from HEU-SOL-THERM-034 which calculate outside the
benchmark keff by between -3.3 and -6.5 σk. The test therefore clearly indicates that
these data are statistically discrepant, in a systematic manner when compared to similar
uranyl fluoride solution cases.
The single case from LEU-SOL-THERM-001 also contributes a χ2 of 379.68, since it
calculates 4.4 σk too high. With the removal of these 6 cases, highlighted blue in Table
5.2, the distribution is altered to that shown in Figure 5.2. The mean value of σk is
+0.15 and the resulting χ2 value is 9.25, which gives an acceptable test probability of
0.10; i.e. the sample population draws a χ2 value that is within the 10th percentile of
expected values, for the chi-squared function with 16 degrees of freedom. The maximum
χ2 value for above 1% significance (i.e. within the 99th percentile) for ν=16 is 32.0.
The elimination of the LST01 case on these grounds however, may be overly harsh.
Since this is a single case experiment, it is difficult to discern whether the disagreement
is systematic, such as appears to be the issue with HST034. It is possible that the
experimental uncertainty has been estimated slightly too low. Since the number of LEU
cases available are far fewer than either the HEU or LEU experiments, this benchmark
will be retained for later analysis—the impact of this single case upon any final data
adjustments is expected to be negligible.
5.2.2 Rejection of Uranium Oxide Benchmarks
The six evaluations involving uranium oxide experiments listed in Table 5.1 offer a
possible total of 147 configurations. Each of these cases was modelled with MONK9
and run using the ENDF/B-VII.0 nuclear data library. The Monte Carlo precision for
each calculation was ±0.0001. The results are shown in Table 5.3.
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Table 5.2: keff results for all available UO2F2 experiments.
Eval. 
 ID 
Case  
no. 
EALF 
(MeV) 
Benchmark 
ke 
Uncertainty 
u
σ  
kc   MONK9 
(ENDF/B-VII.0) 
e
ec
k
kk )(
%
−
 





−
=
u
ec
k
kk
σ
σ
)(
 
LST01 1 5.908E-08 0.9991 0.0029 1.0120 1.29 4.45 
1 3.809E-08 1.0038 0.0040 1.0043 0.05 -0.45 
2 3.992E-08 1.0024 0.0037 1.0005 -0.19 -0.97 
LST02 
3 3.913E-08 1.0024 0.0044 1.0005 -0.19 -0.86 
1 4.797E-08 1.0004 0.0026 1.0089 0.85 3.42 
2 3.953E-08 1.0003 0.0032 0.9992 -0.11 -0.28 
3 3.615E-08 1.0003 0.0038 1.0003 0.00 -0.03 
4 3.313E-08 1.0003 0.0046 1.0017 0.14 0.15 
5 7.373E-08 0.9989 0.0042 1.0036 0.47 1.69 
6 2.856E-07 0.9987 0.0109 0.9985 -0.02 0.38 
7 4.260E-08 0.9991 0.0032 1.0000 0.09 0.72 
8 3.459E-08 0.9996 0.0042 1.0042 0.46 1.07 
9 3.183E-08 1.0001 0.0054 1.0089 0.88 1.28 
10 3.652E-08 1.0005 0.0038 1.0019 0.14 0.50 
11 3.323E-08 1.0004 0.0048 1.0049 0.45 0.79 
12 3.696E-08 1.0004 0.0042 1.0044 0.40 0.88 
IST02 
13 4.424E-08 0.9984 0.0042 1.0052 0.68 1.71 
1 2.584E-07 1.0009 0.0104 0.9907 -1.02 -0.59 
2 1.491E-07 1.0003 0.0077 0.9947 -0.56 -0.39 
3 8.793E-08 1.0020 0.0052 0.9998 -0.22 -0.02 
4 6.108E-08 1.0024 0.0037 0.9975 -0.49 -0.86 
5 4.588E-08 1.0024 0.0031 0.9994 -0.30 -0.58 
6 3.900E-08 1.0026 0.0035 1.0031 0.05 0.40 
7 3.650E-08 1.0025 0.0038 1.0026 0.01 0.05 
8 3.515E-08 1.0022 0.0043 1.0033 0.11 0.16 
9 7.882E-08 1.0019 0.0047 1.0000 -0.19 0.00 
10 3.730E-08 1.0023 0.0038 0.9995 -0.28 -0.58 
11 1.182E-07 1.0001 0.0094 0.9988 -0.13 -0.01 
12 1.227E-07 1.0000 0.0093 1.0055 0.55 -0.53 
13 5.001E-08 1.0003 0.0076 1.0015 0.12 -0.72 
14 4.679E-08 1.0005 0.0062 0.9984 -0.21 -0.34 
15 8.819E-08 1.0004 0.0052 0.9964 -0.40 -0.44 
16 6.154E-08 1.0009 0.0039 0.9987 -0.22 -0.31 
17 4.859E-08 1.0015 0.0033 1.0008 -0.07 -0.12 
18 4.511E-08 1.0018 0.0034 1.0012 -0.06 0.06 
19 4.162E-08 1.0019 0.0035 1.0033 0.14 0.40 
20 3.929E-08 1.0023 0.0036 1.0048 0.25 0.75 
21 3.869E-08 1.0024 0.0038 1.0047 0.23 0.58 
22 1.184E-07 1.0015 0.0065 0.9989 -0.26 0.00 
23 5.000E-08 1.0021 0.0036 1.0014 -0.07 0.19 
24 1.814E-07 1.0026 0.0082 1.0101 0.75 1.21 
25 1.516E-07 1.0024 0.0075 1.0097 0.73 1.27 
26 1.315E-07 1.0024 0.0071 1.0119 0.95 1.54 
27 1.192E-07 1.0025 0.0065 1.0077 0.52 1.08 
28 9.583E-08 1.0025 0.0059 1.0083 0.58 1.15 
29 8.426E-08 1.0025 0.0054 1.0088 0.63 1.31 
30 7.126E-08 1.0028 0.0050 1.0081 0.53 1.10 
31 2.930E-07 0.9994 0.0113 0.9916 -0.78 -0.29 
32 1.621E-07 0.9988 0.0084 0.9956 -0.32 0.05 
33 9.258E-08 1.0007 0.0059 1.0044 0.37 1.03 
34 6.325E-08 1.0006 0.0042 0.9988 -0.18 -0.02 
35 4.692E-08 1.0005 0.0035 0.9966 -0.39 -0.74 
36 3.962E-08 1.0000 0.0038 1.0017 0.17 0.66 
37 3.697E-08 0.9996 0.0041 0.9998 0.02 0.22 
38 2.565E-07 0.9981 0.0112 0.9949 -0.32 0.08 
IST03 
39 1.716E-07 0.9979 0.0093 0.9944 -0.35 -0.02 
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Table 5.2: (continued)
Eval. 
ID 
Case  
no. 
EALF 
(MeV) 
Benchmark 
ke 
Uncertainty 
u
σ  
kc   MONK9 
(ENDF/B-VII.0) 
e
ec
k
kk )(
%
−
 





−
=
u
ec
k
kk
σ
σ
)(
 
40 1.228E-07 0.9983 0.0075 0.9987 0.04 0.41 
41 9.663E-08 0.9984 0.0065 0.9982 -0.02 0.34 
42 6.517E-08 0.9986 0.0047 0.9999 0.13 0.68 
43 5.064E-08 0.9982 0.0044 1.0005 0.23 0.82 
44 4.673E-08 0.9980 0.0044 1.0006 0.26 0.82 
45 1.226E-07 0.9996 0.0073 1.0057 0.61 1.19 
 
46 4.680E-08 0.9995 0.0039 0.9982 -0.13 0.08 
1 5.112E-07 0.9990 0.0043 0.9999 0.09 0.21 
2 3.138E-07 1.0000 0.0039 1.0005 0.05 0.13 
3 1.563E-07 1.0000 0.0036 1.0004 0.04 0.11 
HST09 
4 8.937E-08 0.9986 0.0035 0.9945 -0.41 -1.17 
1 5.187E-08 1.0000 0.0029 0.9989 -0.11 -0.38 
2 5.264E-08 1.0000 0.0029 1.0002 0.02 0.07 
3 5.473E-08 1.0000 0.0029 0.9977 -0.23 -0.79 
HST10 
4 5.562E-08 0.9992 0.0029 0.9958 -0.34 -1.17 
1 3.941E-08 1.0000 0.0023 1.0037 0.37 1.61 HST11 
2 3.918E-08 1.0000 0.0023 1.0000 0.00 0.00 
HST12 1 3.230E-08 0.9999 0.0058 1.0009 0.10 0.17 
1 2.399E-07 1.0002 0.0027 0.9912 -0.90 -3.33 
2 2.285E-07 1.0010 0.0022 0.9885 -1.25 -5.68 
3 2.336E-07 1.0011 0.0026 0.9912 -0.99 -3.81 
4 1.929E-07 1.0008 0.0023 0.9908 -1.00 -4.35 
HST34 
5 1.893E-07 1.0010 0.0019 0.9887 -1.23 -6.47 
1 7.252E-08 0.9986 0.0031 0.9935 -0.51 -1.65 
2 3.354E-08 0.9995 0.0026 1.0051 0.56 2.15 
HST43 
3 3.216E-08 0.9990 0.0025 1.0008 0.18 0.72 
1 6.692E-07 0.9953 0.0086 1.0058 1.05 1.22 
2 6.705E-07 0.9987 0.0083 1.0010 0.23 0.28 
3 2.255E-06 0.9984 0.0079 1.0030 0.46 0.58 
4 6.694E-07 0.9987 0.0084 1.0025 0.38 0.45 
5 2.528E-07 0.9985 0.0085 0.9993 0.08 0.09 
6 6.698E-07 0.9985 0.0081 1.0075 0.90 1.11 
7 2.279E-06 0.9978 0.0078 0.9968 -0.10 -0.13 
8 6.764E-07 0.9975 0.0084 0.9964 -0.11 -0.13 
9 2.298E-06 0.9966 0.0082 0.9960 -0.06 -0.07 
10 6.873E-07 0.9960 0.0090 0.9785 -1.76 -1.94 
HST50 
11 2.564E-07 0.9964 0.0089 0.9899 -0.65 -0.73 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The goodness-of-fit test was applied to these data; the statistical distribution of all
σk is shown in Figure 5.3. The data is binned into 15 intervals between -4 and +7
σk. The mean value of σk is +0.38. The high χ
2 statistic value (∼5×105) is due
to the contribution of 15 cases that are greater than ±3.5 σk outside the benchmark
keff. Of these, 11 belong to the LEU-COMP-THERM-045 series and 4 to the LEU-
COMP-THERM-069 series. The σk data for these experiments is highlighted blue in
Table 5.3. Both the LCT45 and LCT69 evaluations are based on a set of experiments
conducted at Rocky Flats; low–moderated U3O8 was stacked in tins on a split–table
apparatus, reflected by either Plexiglas or concrete. The occurrence of systematic over–
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Figure 5.1: Distribution of calculation-benchmark deviations for all available UO2F2
experiments.
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Figure 5.2: Distribution of calculation-benchmark deviations for UO2F2 experiments
following elimination of HST034 and LST01 cases.
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prediction in keff for these experiments provides strong evidence that some experimental
data is either missing or flawed in these cases. It is noted that such experiments with
very low moderation are extremely sensitive to the hydrogen (and other moderating
nuclei) content, both in the fuel and reflector regions—this parameter generally drives
the total uncertainty of such systems. Incorrect details of the hydrogen proportion or
uncertainty estimate thereof, could easily cause the discrepancy in the calculated and
benchmark data observed against comparable experiments. The 26 cases taken from
these experiments were therefore rejected.
Inclusion of only the remaining 121 configurations results in the distribution shown
in Figure 5.4. The average σk is -0.20 and the total χ
2 is reduced to 23.6. The critical
value for greater than 1% significance for ν=14 is 29.14. The test probability obtained
for the distribution of remaining cases is therefore 0.95.
5.2.3 Rejection of UF4 Benchmarks
A total of 94 cases involving UF4 experiments are available from four evaluations listed
in Table 5.1. Each benchmark was modelled and run with MONK9 and the ENDF/B-
VII.0 nuclear data library. The Monte Carlo precision for each calculation was ±0.0001.
The results are shown in Table 5.4.
The resulting keff data was again tested for statistical goodness-of-fit; the distribution
of all σk is shown in Figure 5.5. The data is binned into 17 intervals between -2 and +10
σk. The mean value of σk was +1.87. The very large χ
2 statistic (∼1.2×1011) is caused
almost completely by the occurrence of a +9.3 σk value from IEU-COMP-MIXED-002
(case 8). In fact, all the cases that are beyond 5 σk result from IEU-COMP-MIXED-
002 and IEU-COMP-INTER-003, and these contribute a high proportion to χ2 and
the mean σk. This indicates possible errors in both evaluations—13 out of 14 cases in
ICI03 give results >3 σk from the benchmark keff and the same is true for 6 out of 9
cases from ICM02. These σk data are highlighted blue in Table 5.4. Both evaluations
are based on the same series of experiments carried out with uranium tetrafluoride and
Teflon undertaken at Oak Ridge, but at differing uranium enrichments. Also, both
are unreflected sets of benchmarks. The systematic overprediction in keff compared to
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Table 5.3: keff results for all available uranium oxide experiments.
Eval. 
 ID 
Case  
no. 
EALF 
(MeV) 
Benchmark  
ke 
Uncertainty 
u
σ  
kc   MONK9 
(ENDF/B-VII.0) 
e
ec
k
kk )(
%
−
 





−
=
u
ec
k
kk
σ
σ
)(
 
1 4.628E-07 1.0017 0.0026 1.0111 0.94 3.62 
2 4.655E-07 1.0017 0.0026 1.0060 0.43 1.65 
3 1.574E-06 1.0016 0.0030 0.9932 -0.84 -2.80 
4 1.529E-06 1.0016 0.0030 0.9900 -1.16 -3.87 
5 9.495E-07 0.9989 0.0033 1.0026 0.37 1.12 
6 4.986E-07 1.0025 0.0029 1.0099 0.74 2.55 
7 5.082E-07 0.9996 0.0024 1.0093 0.97 4.04 
8 5.080E-07 0.9996 0.0024 1.0093 0.97 4.04 
9 4.893E-07 0.9982 0.0031 1.0093 1.11 3.58 
10 1.155E-06 0.9989 0.0030 1.0039 0.50 1.67 
11 4.433E-07 1.0020 0.0029 1.0092 0.72 2.48 
12 4.488E-07 1.0020 0.0029 1.0044 0.24 0.83 
13 5.086E-07 1.0044 0.0036 1.0225 1.80 5.03 
14 5.082E-07 1.0044 0.0036 1.0220 1.75 4.89 
15 2.113E-06 1.0014 0.0041 1.0117 1.03 2.51 
16 2.125E-06 1.0014 0.0041 1.0119 1.05 2.56 
17 1.818E-06 1.0028 0.0037 1.0117 0.89 2.41 
18 5.417E-07 1.0041 0.0031 1.0231 1.89 6.13 
19 5.434E-07 1.0041 0.0031 1.0217 1.75 5.68 
20 5.612E-07 1.0026 0.0032 1.0183 1.57 4.91 
LCT45 
21 5.629E-07 1.0026 0.0032 1.0182 1.56 4.88 
1 2.030E-06 1.0000 0.0034 0.9988 -0.12 -0.35 
2 2.038E-06 1.0000 0.0034 0.9994 -0.06 -0.18 
3 2.166E-06 1.0000 0.0034 0.9994 -0.06 -0.18 
4 2.260E-06 1.0000 0.0034 0.9997 -0.03 -0.09 
5 1.157E-06 1.0000 0.0042 0.9987 -0.13 -0.31 
6 1.166E-06 1.0000 0.0042 1.0003 0.03 0.07 
7 1.124E-06 1.0000 0.0042 0.9989 -0.11 -0.26 
8 1.205E-06 1.0000 0.0042 0.9988 -0.12 -0.29 
9 7.550E-07 1.0000 0.0037 0.9983 -0.17 -0.46 
10 7.605E-07 1.0000 0.0037 1.0004 0.04 0.11 
11 7.552E-07 1.0000 0.0037 0.9984 -0.16 -0.43 
12 7.987E-07 1.0000 0.0037 0.9988 -0.12 -0.32 
13 1.434E-06 1.0000 0.0036 0.9987 -0.13 -0.36 
14 1.435E-06 1.0000 0.0036 0.9991 -0.09 -0.25 
15 1.442E-06 1.0000 0.0036 1.0001 0.01 0.03 
16 1.177E-06 1.0000 0.0036 0.9996 -0.04 -0.11 
17 1.267E-06 1.0000 0.0036 0.9995 -0.05 -0.14 
LCT49 
18 1.093E-06 1.0000 0.0030 1.0020 0.20 0.67 
1 3.983E-07 1.0014 0.0028 1.0084 0.70 2.50 
2 1.078E-06 1.0017 0.0042 1.0173 1.56 3.71 
3 1.087E-06 1.0021 0.0040 1.0165 1.44 3.60 
4 3.204E-07 1.0005 0.0026 1.0165 1.60 6.15 
LCT69 
5 6.206E-07 1.0005 0.0041 1.0242 2.37 5.78 
1 1.944E-05 0.9980 0.0060 0.9814 -1.66 -2.77 
2 1.328E-06 0.9968 0.0071 0.9868 -1.00 -1.41 
3 2.788E-07 0.9962 0.0076 0.9880 -0.82 -1.08 
4 2.050E-05 0.9982 0.0032 0.9947 -0.35 -1.09 
5 2.047E-05 0.9982 0.0031 0.9942 -0.40 -1.29 
6 3.980E-06 1.0008 0.0039 0.9920 -0.88 -2.26 
7 3.614E-06 0.9981 0.0036 0.9939 -0.42 -1.17 
8 5.384E-07 0.9990 0.0044 0.9982 -0.08 -0.18 
9 5.522E-07 0.9991 0.0047 0.9975 -0.16 -0.34 
10 5.306E-07 0.9995 0.0045 0.9982 -0.13 -0.29 
11 1.696E-07 0.9985 0.0050 1.0005 0.20 0.40 
ICT15 
12 1.712E-07 0.9985 0.0051 1.0011 0.26 0.51 
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Table 5.3: (continued)
Eval. 
ID 
Case  
no. 
EALF 
(MeV) 
Benchmark 
ke 
Uncertainty 
u
σ  
kc   MONK9 
(ENDF/B-VII.0) 
e
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k
kk )(
%
−
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



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−
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k
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σ
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13 1.708E-07 0.9989 0.0051 0.9995 0.06 0.12 
14 1.681E-07 0.9990 0.0048 0.9999 0.09 0.19 
15 1.655E-07 0.9965 0.0050 0.9989 0.24 0.48 
16 1.581E-07 0.9986 0.0050 0.9954 -0.32 -0.64 
17 1.600E-07 0.9983 0.0051 0.9961 -0.22 -0.43 
18 1.579E-07 0.9985 0.0050 0.9924 -0.61 -1.22 
19 2.249E-05 1.0004 0.0030 0.9963 -0.41 -1.37 
20 2.274E-05 1.0002 0.0030 0.9994 -0.08 -0.27 
21 1.886E-05 0.9978 0.0030 0.9944 -0.34 -1.13 
22 1.833E-05 0.9980 0.0030 0.9939 -0.41 -1.37 
23 3.954E-06 1.0000 0.0039 0.9943 -0.57 -1.46 
24 3.462E-06 0.9980 0.0035 0.9934 -0.46 -1.31 
25 5.533E-07 0.9994 0.0047 0.9992 -0.02 -0.04 
26 1.719E-07 0.9985 0.0050 1.0006 0.21 0.42 
27 2.344E-07 0.9988 0.0059 0.9942 -0.46 -0.78 
28 1.941E-07 0.9986 0.0057 0.9989 0.03 0.05 
29 2.801E-07 0.9988 0.0072 1.0025 0.37 0.51 
30 2.750E-07 0.9985 0.0071 0.9977 -0.08 -0.11 
31 1.633E-07 1.0002 0.0051 1.0031 0.29 0.57 
 
32 1.691E-07 1.0001 0.0049 1.0059 0.58 1.18 
1 6.424E-07 0.9997 0.0051 0.9985 -0.12 -0.24 
2 1.828E-07 0.9984 0.0054 1.0023 0.39 0.72 
3 1.881E-07 0.9983 0.0058 1.0018 0.35 0.60 
4 1.764E-07 0.9968 0.0052 1.0002 0.34 0.65 
5 1.736E-07 0.9986 0.0053 0.9947 -0.39 -0.74 
6 4.021E-06 1.0003 0.0042 0.9919 -0.84 -2.00 
7 5.000E-07 0.9991 0.0049 0.9973 -0.18 -0.37 
8 1.718E-07 0.9988 0.0053 1.0005 0.17 0.32 
9 1.652E-07 0.9968 0.0050 0.9918 -0.50 -1.00 
10 1.599E-07 0.9990 0.0051 0.9954 -0.36 -0.71 
11 5.988E-07 0.9989 0.0052 0.9995 0.06 0.12 
12 5.654E-07 0.9997 0.0049 1.0021 0.24 0.49 
13 5.525E-07 0.9995 0.0048 0.9990 -0.05 -0.10 
14 5.519E-07 0.9991 0.0048 0.9983 -0.08 -0.17 
15 1.769E-07 0.9988 0.0057 1.0039 0.51 0.89 
16 1.731E-07 0.9986 0.0052 1.0048 0.62 1.19 
17 1.714E-07 0.9987 0.0053 1.0022 0.35 0.66 
18 1.712E-07 0.9987 0.0052 1.0017 0.30 0.58 
19 3.971E-06 1.0004 0.0041 0.9928 -0.76 -1.85 
20 5.516E-07 0.9993 0.0051 0.9986 -0.07 -0.14 
21 1.712E-07 0.9988 0.0052 1.0005 0.17 0.33 
22 1.652E-07 0.9963 0.0050 0.9991 0.28 0.56 
23 1.597E-07 0.9986 0.0048 0.9959 -0.27 -0.56 
24 5.541E-07 0.9994 0.0049 0.9996 0.02 0.04 
25 1.715E-07 0.9987 0.0054 1.0010 0.23 0.43 
26 1.788E-07 0.9984 0.0053 0.9999 0.15 0.28 
27 5.916E-07 0.9997 0.0050 1.0050 0.53 1.06 
28 1.768E-07 0.9986 0.0053 1.0046 0.60 1.13 
29 1.752E-07 0.9991 0.0053 0.9998 0.07 0.13 
30 5.779E-07 0.9996 0.0050 0.9982 -0.14 -0.28 
31 1.747E-07 0.9986 0.0053 1.0006 0.20 0.38 
32 5.602E-07 0.9995 0.0049 0.9952 -0.43 -0.88 
33 1.725E-07 0.9987 0.0054 0.9983 -0.04 -0.07 
34 6.389E-07 0.9996 0.0051 0.9997 0.01 0.02 
35 1.828E-07 0.9986 0.0054 0.9996 0.10 0.19 
ICT16 
36 6.401E-07 0.9994 0.0050 1.0000 0.06 0.12 
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Table 5.3: (continued)
Eval. 
 ID 
Case  
no. 
EALF 
(MeV) 
Benchmark 
ke 
Uncertainty 
u
σ  
kc   MONK9 
(ENDF/B-VII.0) 
e
ec
k
kk )(
%
−
 





−
=
u
ec
k
kk
σ
σ
)(
 
37 1.828E-07 0.9988 0.0054 1.0000 0.12 0.22 
38 1.833E-07 0.9987 0.0053 1.0011 0.24 0.45 
39 6.394E-07 0.9991 0.0049 1.0009 0.18 0.37 
40 1.833E-07 0.9988 0.0054 1.0011 0.23 0.43 
41 1.830E-07 0.9982 0.0054 1.0003 0.21 0.39 
42 6.373E-07 0.9991 0.0051 0.9977 -0.14 -0.27 
43 1.828E-07 0.9987 0.0054 1.0008 0.21 0.39 
44 2.153E-07 0.9987 0.0061 0.9948 -0.39 -0.64 
 
45 2.190E-07 0.9969 0.0063 0.9956 -0.13 -0.21 
1 4.347E-07 1.0000 0.0059 1.0013 0.13 0.22 
2 4.351E-07 1.0012 0.0059 1.0040 0.28 0.47 
3 1.500E-03 0.9985 0.0056 1.0006 0.21 0.37 
4 1.748E-03 0.9953 0.0038 0.9949 -0.04 -0.11 
5 1.670E-03 0.9997 0.0052 0.9990 -0.07 -0.13 
6 5.458E-04 0.9984 0.0052 0.9939 -0.45 -0.87 
7 3.281E-04 0.9983 0.0052 0.9983 0.00 0.00 
8 3.409E-04 0.9979 0.0052 0.9924 -0.55 -1.06 
9 2.462E-04 0.9983 0.0052 0.9997 0.14 0.27 
10 2.568E-04 0.9972 0.0052 0.9941 -0.31 -0.60 
11 2.285E-04 1.0032 0.0053 0.9990 -0.42 -0.79 
12 2.850E-05 1.0083 0.0050 1.0046 -0.37 -0.74 
13 2.904E-05 1.0001 0.0046 0.9952 -0.49 -1.07 
14 2.530E-05 0.9997 0.0046 0.9924 -0.73 -1.59 
15 2.338E-05 1.0075 0.0046 0.9988 -0.86 -1.89 
16 5.835E-05 1.0039 0.0047 1.0008 -0.31 -0.66 
17 5.530E-04 1.0060 0.0065 1.0055 -0.05 -0.08 
18 5.455E-04 1.0026 0.0064 1.0029 0.03 0.05 
19 5.357E-04 1.0013 0.0064 1.0002 -0.11 -0.17 
20 4.636E-04 0.9995 0.0053 1.0066 0.71 1.34 
21 4.590E-04 1.0020 0.0053 1.0026 0.06 0.11 
22 4.489E-04 0.9983 0.0053 0.9981 -0.02 -0.04 
23 4.107E-04 0.9998 0.0053 1.0001 0.03 0.06 
24 3.906E-04 0.9991 0.0053 0.9991 0.00 0.00 
25 4.846E-04 1.0037 0.0053 1.0042 0.05 0.09 
HCM1 
26 4.763E-04 0.9992 0.0052 1.0003 0.11 0.21 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
other UF4 cases suggests that some key data may be omitted or flawed. It is therefore
reasonable to exclude these data from further analyses.
Application of the test to the remaining 81 cases from IEU-COMP-THERM-001 and
LEU-COMP-THERM-033 led to a reduction in the mean σk to +1.07. The value of
the χ2 statistic was 151.6. This is greater than the critical value required to meet the
minimum significance criteria (the χ2 to be within the 99th percentile for ν=16 is 32.0).
The greatest contributions to the remaining χ2 are due to 9 cases that fall between
3.25–4 σk and 3 cases between 4–4.75 σk; the χ
2 values for these bins are 60.6 and 64.8
respectively, thus forming 83% of the total χ2. These 12 cases are from LCT33, and
are the data from experiments using 3% 235U enriched UF4—the associated σk data are
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Figure 5.3: Distribution of calculation-benchmark deviations for all available uranium
oxide experiments.
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Figure 5.4: Distribution of calculation-benchmark deviations for uranium oxide experi-
ments following elimination of all LCT45 and LCT69 cases.
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highlighted blue in Table 5.4. These high keff values are noted by the evaluator within
the text of the evaluation—the 2% enriched cases in the benchmark do not suffer from
the same effect.
Exclusion of the 12 LCT33 3% enriched cases from the test, leaves 69 cases that have
an average σk of +0.60 and a total χ
2 of 16.5. This is less than the critical value—the
test probability is 0.58. The resulting distribution is shown in Figure 5.6.
5.2.4 Distribution of Retained Benchmarks
Figure 5.7 shows the distribution of the calculation-experiment keff discrepancies for all
278 retained benchmark experiments (88 uranyl fluoride, 121 uranium oxide, 69 uranium
tetrafluoride). Each fuel type is shown as its own series, with approximate smooth curves
showing the derived experimental uncertainties. The energy according to the average
lethargy of fission (EALF) is used as the abscissa parameter; the scale is logarithmic and
covers approximately 5 orders of magnitude in EALF, demonstrating the wide range in
moderation covered by these experiments. There is some overlap between the UO2F2
solution and solid uranium oxide configurations between 1× 10−7—2× 10−6 MeV, the
regions above and below this that are covered only by each type of system. The UF4
configurations cover a slightly wider overlap region of 5 × 10−8—8 × 10−6 MeV. It is
therefore shown that these form a wide and quite complementary set of benchmark
experiments for homogeneous moderated uranium systems.
In general, despite two or three possible outliers, a fairly good agreement with the
derived uncertainties is observed. It is difficult to discern any definite trends in the
discrepancies. A general tendency to overpredict for the UF4 systems is possibly seen.
There also appears to be a region of the uranium oxide experiments, 2×10−6—5×10−5
MeV, over which keff is significantly underpredicted for 18 cases. It is noteworthy
which cases these points are due to (see Table 5.3); there are 13 points from the ICT15
and ICT16 evaluations, which relate to the configurations composed of the 8/8L and
16/16L ‘batches’—these are the lowest moderated cases from the pair of evaluations.
The other 5 points pertain to HCM01 cases, where Plexiglas moderator is placed in
three dimensions between all fissile regions, i.e. these are the cases with the highest
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Table 5.4: keff results for all available UF4 experiments.
Eval. 
 ID 
Case 
no. 
EALF 
(MeV) 
Benchmark 
ke 
Uncertainty 
u
σ  
kc   MONK9 
(ENDF/B-VII.0) 
e
ec
k
kk )(
%
−
 





−
=
u
ec
k
kk
σ
σ
)(
 
1 2.119E-07 1.0000 0.0038 1.0025 0.25 0.66 
2 2.125E-07 1.0000 0.0038 1.0027 0.27 0.71 
3 2.123E-07 1.0000 0.0038 1.0041 0.41 1.08 
4 2.118E-07 1.0000 0.0038 1.0033 0.33 0.87 
5 1.256E-07 1.0000 0.0039 1.0055 0.55 1.41 
6 1.253E-07 1.0000 0.0039 1.0056 0.56 1.44 
7 1.251E-07 1.0000 0.0039 1.0050 0.50 1.28 
8 9.046E-08 1.0000 0.0040 1.0028 0.28 0.70 
9 9.065E-08 1.0000 0.0040 1.0028 0.28 0.70 
10 7.671E-08 1.0000 0.0039 1.0012 0.12 0.31 
11 7.680E-08 1.0000 0.0039 1.0014 0.14 0.36 
12 7.668E-08 1.0000 0.0039 1.0010 0.10 0.26 
13 6.593E-08 1.0000 0.0041 1.0008 0.08 0.20 
14 5.092E-08 1.0000 0.0051 0.9937 -0.63 -1.24 
15 5.094E-08 1.0000 0.0051 0.9940 -0.60 -1.18 
16 5.098E-08 1.0000 0.0051 0.9940 -0.60 -1.18 
17 2.529E-07 1.0000 0.0038 1.0131 1.31 3.45 
18 2.531E-07 1.0000 0.0038 1.0128 1.28 3.37 
19 2.530E-07 1.0000 0.0038 1.0135 1.35 3.55 
20 2.523E-07 1.0000 0.0038 1.0132 1.32 3.47 
21 2.524E-07 1.0000 0.0038 1.0131 1.31 3.45 
22 1.001E-07 1.0000 0.0039 1.0134 1.34 3.44 
23 2.526E-07 1.0000 0.0040 1.0035 0.35 0.88 
24 2.531E-07 1.0000 0.0040 1.0032 0.32 0.80 
25 2.535E-07 1.0000 0.0040 1.0026 0.26 0.65 
26 1.431E-07 1.0000 0.0039 1.0057 0.57 1.46 
27 1.429E-07 1.0000 0.0039 1.0059 0.59 1.51 
28 1.430E-07 1.0000 0.0039 1.0062 0.62 1.59 
29 1.432E-07 1.0000 0.0039 1.0056 0.56 1.44 
30 9.953E-08 1.0000 0.0039 1.0035 0.35 0.90 
31 9.954E-08 1.0000 0.0039 1.0031 0.31 0.79 
32 9.963E-08 1.0000 0.0039 1.0033 0.33 0.85 
33 9.971E-08 1.0000 0.0039 1.0030 0.30 0.77 
34 9.968E-08 1.0000 0.0039 1.0032 0.32 0.82 
35 8.255E-08 1.0000 0.0040 1.0022 0.22 0.55 
36 8.262E-08 1.0000 0.0040 1.0020 0.20 0.50 
37 8.263E-08 1.0000 0.0040 1.0016 0.16 0.40 
38 8.260E-08 1.0000 0.0040 1.0011 0.11 0.28 
39 8.261E-08 1.0000 0.0040 1.0013 0.13 0.33 
40 8.257E-08 1.0000 0.0040 1.0011 0.11 0.28 
41 6.950E-08 1.0000 0.0041 1.0018 0.18 0.44 
42 6.951E-08 1.0000 0.0041 1.0008 0.08 0.20 
43 6.954E-08 1.0000 0.0041 0.9995 -0.05 -0.12 
44 5.194E-08 1.0000 0.0050 0.9942 -0.58 -1.16 
45 5.197E-08 1.0000 0.0050 0.9937 -0.63 -1.26 
46 5.201E-08 1.0000 0.0050 0.9937 -0.63 -1.26 
47 3.393E-07 1.0000 0.0042 1.0178 1.78 4.24 
48 3.405E-07 1.0000 0.0042 1.0166 1.66 3.95 
49 3.400E-07 1.0000 0.0042 1.0166 1.66 3.95 
50 1.174E-07 1.0000 0.0041 1.0174 1.74 4.24 
51 1.173E-07 1.0000 0.0041 1.0187 1.87 4.56 
LCT33 
52 1.177E-07 1.0000 0.0041 1.0146 1.46 3.56 
1 5.311E-02 0.9969 0.0051 1.0131 1.63 3.18 
2 5.279E-02 0.9968 0.0050 1.0167 1.99 3.98 
3 4.321E-02 0.9966 0.0047 1.0176 2.11 4.50 
ICI3 
4 8.059E-03 0.9982 0.0034 1.0171 1.89 5.59 
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Table 5.4: (continued)
Eval. 
 ID 
Case 
no. 
EALF 
(MeV) 
Benchmark 
ke 
Uncertainty 
u
σ  
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kk )(
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−
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



−
=
u
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k
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σ
σ
)(
 
5 2.046E-03 0.9977 0.0032 1.0159 1.82 5.75 
6 2.911E-04 0.9973 0.0030 1.0137 1.65 5.56 
7 2.451E-04 0.9972 0.0031 1.0166 1.94 6.25 
8 1.131E-04 0.9962 0.0032 1.0189 2.27 6.99 
9 7.813E-05 0.9974 0.0042 1.0115 1.42 3.33 
10 6.095E-05 0.9980 0.0031 1.0143 1.64 5.24 
11 2.390E-05 0.9981 0.0033 1.0049 0.68 2.07 
12 1.064E-05 0.9982 0.0075 1.0064 0.82 1.09 
13 5.450E-06 0.9958 0.0087 1.0029 0.71 0.81 
 
14 5.073E-06 0.9984 0.0032 1.0193 2.10 6.52 
1 1.038E-05 0.9980 0.0030 1.0018 0.38 1.27 
2 1.159E-05 0.9980 0.0028 1.0100 1.20 4.29 
3 5.742E-06 0.9980 0.0025 1.0153 1.73 6.92 
4 1.000E-05 0.9974 0.0024 1.0154 1.80 7.50 
5 2.068E-05 0.9976 0.0024 1.0101 1.25 5.21 
6 1.452E-03 0.9984 0.0025 1.0052 0.68 2.72 
7 9.451E-06 0.9982 0.0020 1.0124 1.42 7.10 
8 9.343E-06 0.9978 0.0021 1.0174 1.96 9.33 
ICM2 
9 5.210E-05 0.9983 0.0022 1.0044 0.61 2.77 
1 7.335E-06 1.0000 0.0040 1.0016 0.16 0.40 
2 2.040E-06 1.0000 0.0040 1.0021 0.21 0.52 
3 6.289E-07 1.0000 0.0040 0.9978 -0.22 -0.55 
4 2.574E-07 1.0000 0.0040 0.9996 -0.04 -0.10 
5 1.073E-07 1.0000 0.0040 1.0066 0.66 1.65 
6 6.366E-07 1.0000 0.0040 1.0039 0.39 0.98 
7 6.380E-07 1.0000 0.0040 1.0019 0.19 0.48 
8 6.700E-07 1.0000 0.0040 0.9992 -0.08 -0.20 
9 1.701E-06 1.0000 0.0040 1.0073 0.73 1.83 
10 2.021E-06 1.0000 0.0040 1.0019 0.19 0.48 
11 1.990E-06 1.0000 0.0040 1.0004 0.04 0.10 
12 1.938E-06 1.0000 0.0040 1.0004 0.04 0.10 
13 2.571E-07 1.0000 0.0040 1.0008 0.08 0.20 
14 2.563E-07 1.0000 0.0040 1.0005 0.05 0.12 
15 2.542E-07 1.0000 0.0040 1.0017 0.17 0.43 
16 1.461E-07 1.0000 0.0040 1.0026 0.26 0.65 
17 7.741E-06 1.0000 0.0040 1.0036 0.36 0.90 
18 1.464E-06 1.0000 0.0040 1.0055 0.55 1.38 
19 1.699E-07 1.0000 0.0040 1.0036 0.36 0.90 
20 2.193E-06 1.0000 0.0040 1.0072 0.72 1.80 
21 7.981E-06 1.0000 0.0040 1.0035 0.35 0.88 
22 7.218E-06 1.0000 0.0040 1.0041 0.41 1.03 
23 1.429E-06 1.0000 0.0040 1.0010 0.10 0.25 
24 1.513E-06 1.0000 0.0040 1.0067 0.67 1.67 
25 1.739E-07 1.0000 0.0040 1.0033 0.33 0.83 
26 1.458E-07 1.0000 0.0040 1.0066 0.66 1.65 
27 1.435E-07 1.0000 0.0040 1.0051 0.51 1.28 
28 1.980E-06 1.0000 0.0040 1.0088 0.88 2.20 
ICT1 
29 1.848E-06 1.0000 0.0040 1.0061 0.61 1.53 
 
degree of moderation from that series of experiments. This could be interpreted as an
indication of a particular region which suffers from some considerable bias in the nuclear
data. Application of DA will make it possible to calculate the computational bias for
each case, which will better reveal any trends in discrepancy as a function of EALF.
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Figure 5.5: Distribution of calculation-benchmark deviations for all available UF4
experiments.
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Figure 5.6: Distribution of calculation-benchmark deviations for UF4 experiments fol-
lowing elimination of all ICI03 and ICM02 cases, plus 3% enrichment cases
from LCT33.
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Figure 5.7: Calculation-experiment discrepancies for all retained benchmarks as a function of EALF parameter.
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5.3 Experimental Uncertainty Correlations
Following the methodology given in Section 4.2.1, covariances were derived for the ex-
periments to be analysed. This broadly followed the method laid out by Ivanova et al.
[115] and required the determination of the terms set out in equation 4.171 for each
of the benchmark experiments. This necessitates consideration of correlations in un-
certainty parameters between different cases and estimation of their relative extent in
terms of random/systematic components.
Covariance data for the Dounreay solution experiments described in Chapter 2, were
estimated first, using the uncertainty components set out in Tables 2.5, 2.12 and 2.13.
It should be noted that correlations between the two sets of experiments (IST002 and
IST003) were considered negligible despite their being experiments similar in nature
(fuel type, laboratory etc.). The following arguments support this independence; doc-
umentation indicates that the uranium was re-blended to a different enrichment and
solutions were produced and assayed separately for the two experiments (N.B. they
were conducted approximately three years apart). Furthermore, the two experiments
were conducted in different experimental cells using much-modified apparatus and en-
tirely different core vessels.
For both evaluations of the Dounreay solutions, the following uncertainty contributors
were considered completely correlated throughout all the cases within each evaluation:
- Uranium isotopic distribution.
- Solution impurity content.
- Epoxy lacquer composition (IST002 only).
- Cadmium screen dimensions (IST003 only).
The exact division of random/systematic parts to these uncertainties is not particularly
important, because even the random part is assumed to be shared in all cases, since the
same measurement data is used throughout (and so γx,y would be considered as 1 in all
instances).
1cov{xy} = δkxδkyρx,y =∑ni=1 δki,xδki,y(us + urγx,yi )
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In terms of the solution analysis uncertainties (i.e. uranium concentration and solu-
tion density), no clear signs of systematic differences between any of the measurements
were obvious when compared to the idealized formula derived by Johnson & Kraus [68].
The overall offset from the idealized data is most likely due to the effects of tempera-
ture, isotopics and impurity differences from the experimental values. It was therefore
assumed that only a minimal fraction of the uncertainty was of a shared nature between
all cases in the evaluations. This portion, us, was estimated as 0.1. The remaining ran-
dom portion, ur, was therefore calculated as 0.9—this was assumed correlated between
cases where the same solution (and thus same analysis data) was used; therefore γx,y
was equal to 1 only in these cases. Note that in IST002 all cases had dissimilar critical
solution concentrations, and so the random component was considered independent for
all cases. In IST003 however, solutions were numbered and it is therefore obvious where
solutions were re-used e.g. in different geometrical/reflection conditions.
The various geometrical uncertainties (tank volume, wall thickness, stand pipe height
and reflector height) were also considered to be composed of part random, part sys-
tematic uncertainty. However, the precise distribution between the two is difficult to
ascertain at a time so distant from the original experiments. For instance it is unknown
whether the volume measurements were carried out with the same apparatus, introduc-
ing possible systematic effects; the tank wall thickness uncertainty might too have a
systematic fraction if the tanks were fabricated from a single batch of material. In or-
der to treat these simply, the random/systematic division was estimated as 50/50. The
random fraction was shared between cases where the same core tanks were used—this
occurs in both the sphere and cylinder experiments.
Following the estimation of covariances described above, overall correlation parame-
ters ρx,y could be calculated. These allow simple visualisation of the extent of assumed
the shared uncertainties; colour plots for IST002 and IST003 may be seen in Figures
5.8 and 5.9 respectively, with the case numbers labelled on each axis and the colour
spectrum indicated to the right of each Figure. It is shown in these Figures that cases
are fairly polarised, i.e. tend to have either low (. 0.4) or very high (& 0.9) correlation
values, with relatively fewer examples in the middle. This is caused by the dominance
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of the solution analysis uncertainties, which cause the highly correlated, deep-red re-
gions to occur only in cases where the same solution was used; these only occur on an
inter-case basis for IST003.
The same methodology was applied to the UO2/wax configurations documented
in Chapter 3 (and forming the basis of the data for evaluations ICT015 and ICT016).
Each of the contributing uncertainties are listed in Tables 3.5 and 3.10. In this case, the
experiments were considered collectively as one, since the data were obtained almost
simultaneously and with much of the same materials and equipment. Uncertainties
considered as completely correlated were:
- Uranium isotopic distribution.
- Core size (block dimensions).
- Critical height extrapolation.
The uranium isotopic measurements were applied to all cases, and hence a correlation
of 1 is assumed; the uncertainty is probably random in nature, although this is not
of utmost importance. The block dimensions, which determine the uncertainty in the
core size are considered systematic. As noted in the evaluation text, this is due to the
“common manufacturing and measurement tools used in the production process”. The
block dimensions also contribute significantly to the extrapolation to critical height—
extrapolations were based upon nominal cube dimensions, rather than an independent
measurement. Both these uncertainties are therefore considered completely correlated
between all 32 cases of ICT015 and 45 cases of ICT016.
Material-type properties, which differed in each batch yielded uncertainties due to
density, material proportions, hydrogen content, impurity content and presence of lac-
quer; these uncertainties were assumed to be dominantly random in nature. The mea-
surement of the hydrogen content of the wax (as well as its uncertainty) was derived by
analysis of a statistically representative number of product samples. Furthermore, the
introduction of further wax at the re-blend stage of each batch production would in-
troduce additional random variation in the distribution. The other material properties
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Figure 5.8: Colour plot showing correlations between IST002 configurations.
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Figure 5.9: Colour plot showing correlations between IST003 configurations.
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were analysed by the experimenters in each batch. Again, it is known that these were
based on analysing a representative number of cubes from each batch—any correlation
in the uncertainty between batches should therefore be minimal. For these properties
therefore, the systematic fraction, us was estimated as 0.1. The random fraction, ur of
0.9 was correlated between cases of the same batch. Note that this included the low
density ‘cored’ varieties, which retained correlation (γx,y = 1) with the full density cases
and vice-versa.
The remaining uncertainties were all governed by the properties of the reflector
material(s)—density, composition and height. These uncertainties were treated in such
a way that systematic correlation is more of an issue; for example, all reflector densities
were assumed to have the same precision (±0.005 g/cm3) which was applied universally.
The same was true for the composition uncertainty (assumed as ±0.1 wt.% hydrogen)
and the reflector height (±0.05 in.). The systematic portion of uncertainty for these pa-
rameters was therefore estimated to be slightly higher, and a value of 0.5 was assumed.
The remaining random portion was correlated using γx,y = 1 between cases where the
same reflector material was used.
Overall correlations, ρx,y between these 77 configurations, were once again calculated
using the variances and derived covariance data. These are shown as a colour plot in
Figure 5.10—case numbers are labelled on the axes (ICT015 is first followed by ICT016)
and the colour spectrum is indicated to the right of the Figure. It can be seen that the
dominating uncertainties concerning material properties lead to very high correlations
(>0.9) between cases where the same batch of fuel mixture was used. This is far more
widespread than in the Dounreay solution cases; however, cases with different batches
are resultantly near-independent.
The uncertainty parameters of all the other retained benchmarks were analysed
for correlations. Since information on uncertainties is not presented consistently in all
evaluations, it was not possible to apply a rigorous approach. The following generic
system was followed: uncertainties were grouped into regions of correlation that either
applied to some shared physical characteristic (geometry, fuel mixture, reflector etc.) or
were global to all cases in the evaluation. For each of these groups, the associated un-
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Figure 5.10: Colour plot showing correlations between ICT015 and ICT016
configurations.
certainties were considered correlated, by applying γx,y = 1 between cases sharing that
characteristic. The covariance data for each evaluation was again assembled by following
equation 4.17, however no estimates of random or systematic proportions were made.
This gives a more coarse covariance representation, however the important correlations
between related systems are still considered to be preserved as far as is practicable given
the information available. The regions of correlation and the associated uncertainties
by evaluation are summarised in Table 5.5—information is shown for all retained eval-
uations, including for IST002–003 and ICT015–016 previously discussed.
Since the majority of the uranyl fluoride systems were carried out at Oak Ridge, and
fuel, core tanks and apparatus were re-used, the evaluations HST009-012, -043 and -050
were considered as one single set. The correlation parameter ρx,y is shown for these
evaluations in a colour plot in Figure 5.11. Similar plots are shown for LCT049 in Fig-
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Table 5.5: Areas of uncertainty correlation in benchmarks.
Evaluation(s) Region of Associated uncertainties
correlation
IST002–003 Solution Uranium concentration, density
Geometry Volume, tank thickness, stand
pipe height, reflector height
Global Uranium isotopics, impurities, lacquer
composition, Cd screen
HST009–012, -043, -050 Geometry Volume
LST001–002 Enrichment Uranium isotopics
Solution Concentration, impurity, density
LCT049 Material O/U, H/U, density
Layout Distance
Global 235U, Boron content, glue, reactivity
ICT015–016 Material batch Density, batch proportions, wax hydrogen
content, impurities, lacquer
Reflector Reflector density, composition and dimension
Global Uranium isotopics, core size, extrapolation
HCM001 Tin Type Fuel, can
Global Reactivity, reflector
LCT033 Enrichment 235U
Mixture H, C, F number densities
Global Dimensions
ICT001 Global Number of cubes, Al sheet presence,
paraffin density & thickness
ure 5.12, HCM001 in Figure 5.13 and LCT033 in Figure 5.14. As before, case numbers
are shown on each axis and the colour spectrum is indicated to the right of each Figure.
In the case of evaluation ICT001, the method was difficult to apply; the assigned total
uncertainty was not presented in a standard manner—an average uncertainty based on
the difference between a base calculation and one perturbed by multiple uncertain pa-
rameters was used. Therefore a simple estimate of correlation had to be applied in this
instance—a representative value of ρx,y = 0.5 was applied to all cases for x 6= y.
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Figure 5.11: Colour plot showing correlations between HEU and LEU uranyl fluoride
configurations.
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Figure 5.12: Colour plot showing correlations between LCT049 configurations.
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Figure 5.13: Colour plot showing correlations between HCM001 configurations.
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Figure 5.14: Colour plot showing correlations between LCT033 configurations.
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5.4 Nuclear Data Uncertainties
Sensitivity coefficient data for each of the 278 benchmark experiments were calculated
using the MONK development version MONKDBF DV3, in the SCALE 238 energy
group scheme. The sensitivity data covered the main available reactions for the six
major nuclides of interest in the core/reflector regions. Each sensitivity was scored
for the nuclide, in all material regions throughout the model. The 20 nuclide-reaction
pairs analysed, along with their assigned energy-wise numerical integers s, are shown in
Table 5.6. Note that all hydrogen was treated in MONK as bound with light water or
polythene as appropriate, however sensitivities were considered collectively to generate
a single set of adjustments for hydrogen.
Nuclear data covariances for these reactions were processed into the same 238 energy
representation, using the ERRORR module of the NJOY99 data processing code [126].
All covariances were taken from the ENDF/B-VII.1 nuclear data library [53]. Inter-
reaction covariances were included where available—these were for the major reactions
Table 5.6: Nuclide and reaction sensitivities considered in benchmark experiments.
Nuclide-reaction/energy (s) Nuclide-reaction
1–238 1H(n,γ)
239–476 1H(n,elastic)
477–714 C(n,γ)
715–952 C(n,elastic)
953–1190 16O(n,γ)
1191–1428 16O(n,elastic)
1429–1666 19F(n,γ)
1667–1904 19F(n,elastic)
1905–2142 19F(n,inelastic)
2143–2380 235U(n,γ)
2381–2618 235U(n,2n)
2619–2856 235U(n,F)
2857–3094 235U(n,elastic)
3095–3332 235U(n,inelastic)
3333–3570 235U(ν¯)
3571–3808 238U(n,γ)
3809–4046 238U(n,2n)
4047–4284 238U(n,F)
4285–4522 238U(n,elastic)
4523–4760 238U(n,inelastic)
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of the fluorine and uranium isotopes:
- [(n,elastic)19F(n,γ)].
- [(n,Fission)235U(n,γ)], [(n,elastic)235U(n,γ)] and [(n,elastic)235U(n,Fission)].
- [(n,Fission)238U(n,γ)], [(n,elastic)238U(n,γ)] and [(n,elastic)238U(n,Fission)].
From these constituent parts, the complete covariance matrix for all 20 nuclide-reaction
pairs was assembled—an overview plot is shown in Figure 5.15 (non-zero values are
shown in blue).
The sensitivity and nuclear covariance data were used initially to propagate the nu-
clear data uncertainties, to calculate a resultant uncertainty in keff for each benchmark.
The results of the total keff uncertainty, and the reaction-wise breakdown of the major
contributors (reactions with uncertainties all <0.0001 are omitted), are shown in Tables
5.7, 5.8 and 5.9. These results identify which reactions contribute most significantly to
the possible bias in keff, and are thus the most probable candidate cross-sections for
adjustment.
0 238 476 714 952 1190 1428 1666 1904 2142 2380 2618 2856 3094 3332 3570 3808 4046 4284 4522 47600
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Figure 5.15: Overview plot of complete ENDF/B-VII.1 covariance matrix.
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Table 5.7: Propagated nuclear data uncertainties in uranyl fluoride solution benchmarks.
Case Total 1H(n,γ) 1H(n,el.) 16O(n,el.) 19F(n,el.) 19F(n,inel.) 235U(n,γ) 235U(n,F) 235U(n,inel.) 235U(ν¯) 238U(n,γ) 238U(n,el.) 238U(n,inel.)
HST09 01 0.0093 0.0022 0.0052 0.0023 0.0003 0.0003 0.0025 0.0006 0.0003 0.0064 0.0001 0.0000 0.0002
HST09 02 0.0095 0.0023 0.0054 0.0022 0.0002 0.0002 0.0023 0.0006 0.0003 0.0066 0.0001 0.0001 0.0001
HST09 03 0.0095 0.0027 0.0057 0.0025 0.0001 0.0002 0.0021 0.0007 0.0002 0.0061 0.0001 0.0000 0.0000
HST09 04 0.0098 0.0031 0.0056 0.0023 0.0001 0.0001 0.0020 0.0007 0.0001 0.0066 0.0000 0.0000 0.0000
HST10 01 0.0105 0.0044 0.0055 0.0021 0.0001 0.0001 0.0019 0.0010 0.0000 0.0070 0.0000 0.0000 0.0000
HST10 02 0.0102 0.0044 0.0052 0.0020 0.0001 0.0001 0.0019 0.0010 0.0001 0.0070 0.0000 0.0000 0.0001
HST10 03 0.0103 0.0043 0.0050 0.0022 0.0001 0.0001 0.0019 0.0009 0.0001 0.0072 0.0000 0.0000 0.0000
HST10 04 0.0103 0.0043 0.0052 0.0027 0.0001 0.0001 0.0020 0.0009 0.0001 0.0069 0.0000 0.0000 0.0000
HST11 01 0.0110 0.0062 0.0047 0.0016 0.0000 0.0001 0.0017 0.0012 0.0000 0.0072 0.0000 0.0000 0.0000
HST11 02 0.0107 0.0062 0.0046 0.0017 0.0001 0.0001 0.0017 0.0012 0.0001 0.0068 0.0000 0.0000 0.0000
HST12 01 0.0128 0.0100 0.0026 0.0010 0.0000 0.0000 0.0014 0.0017 0.0000 0.0070 0.0000 0.0000 0.0000
HST43 01 0.0101 0.0022 0.0058 0.0024 0.0001 0.0001 0.0020 0.0009 0.0001 0.0072 0.0000 0.0000 0.0000
HST43 02 0.0120 0.0088 0.0035 0.0011 0.0000 0.0000 0.0015 0.0016 0.0000 0.0069 0.0000 0.0000 0.0000
HST43 03 0.0130 0.0101 0.0027 0.0008 0.0000 0.0000 0.0013 0.0018 0.0000 0.0072 0.0000 0.0000 0.0000
HST50 01 0.0090 0.0005 0.0054 0.0022 0.0006 0.0003 0.0025 0.0006 0.0004 0.0062 0.0001 0.0000 0.0001
HST50 02 0.0094 0.0005 0.0057 0.0023 0.0005 0.0004 0.0024 0.0006 0.0003 0.0066 0.0001 0.0000 0.0001
HST50 03 0.0090 0.0003 0.0053 0.0023 0.0007 0.0007 0.0031 0.0006 0.0006 0.0059 0.0001 0.0001 0.0001
HST50 04 0.0093 0.0005 0.0058 0.0025 0.0005 0.0004 0.0025 0.0007 0.0004 0.0061 0.0001 0.0001 0.0001
HST50 05 0.0097 0.0009 0.0062 0.0024 0.0004 0.0003 0.0022 0.0007 0.0003 0.0064 0.0001 0.0000 0.0001
HST50 06 0.0093 0.0005 0.0057 0.0025 0.0005 0.0004 0.0025 0.0006 0.0004 0.0063 0.0001 0.0001 0.0000
HST50 07 0.0092 0.0003 0.0056 0.0021 0.0009 0.0007 0.0032 0.0006 0.0006 0.0061 0.0001 0.0000 0.0002
HST50 08 0.0091 0.0005 0.0056 0.0023 0.0004 0.0004 0.0025 0.0006 0.0004 0.0061 0.0001 0.0000 0.0001
HST50 09 0.0088 0.0003 0.0051 0.0021 0.0005 0.0005 0.0031 0.0006 0.0007 0.0059 0.0001 0.0001 0.0002
HST50 10 0.0089 0.0005 0.0056 0.0021 0.0004 0.0003 0.0024 0.0006 0.0004 0.0060 0.0001 0.0000 0.0000
HST50 11 0.0093 0.0009 0.0058 0.0023 0.0005 0.0003 0.0022 0.0007 0.0002 0.0063 0.0001 0.0000 0.0001
IST02 01 0.0102 0.0049 0.0048 0.0019 0.0001 0.0001 0.0019 0.0011 0.0001 0.0068 0.0004 0.0001 0.0005
IST02 02 0.0108 0.0064 0.0045 0.0020 0.0001 0.0000 0.0017 0.0013 0.0000 0.0067 0.0003 0.0001 0.0003
IST02 03 0.0116 0.0075 0.0040 0.0017 0.0001 0.0001 0.0016 0.0015 0.0000 0.0072 0.0002 0.0001 0.0002
IST02 04 0.0126 0.0096 0.0028 0.0010 0.0001 0.0001 0.0014 0.0017 0.0000 0.0072 0.0002 0.0001 0.0001
IST02 05 0.0094 0.0024 0.0053 0.0023 0.0004 0.0003 0.0020 0.0009 0.0001 0.0066 0.0004 0.0001 0.0006
IST02 06 0.0091 0.0009 0.0052 0.0024 0.0006 0.0004 0.0021 0.0007 0.0002 0.0061 0.0007 0.0002 0.0021
IST02 07 0.0102 0.0051 0.0049 0.0020 0.0002 0.0001 0.0017 0.0013 0.0000 0.0067 0.0003 0.0001 0.0001
IST02 08 0.0119 0.0085 0.0036 0.0009 0.0001 0.0000 0.0015 0.0016 0.0000 0.0070 0.0002 0.0001 0.0002
IST02 09 0.0136 0.0111 0.0016 0.0006 0.0000 0.0000 0.0013 0.0019 0.0000 0.0072 0.0002 0.0000 0.0000
IST02 10 0.0112 0.0074 0.0039 0.0017 0.0001 0.0001 0.0016 0.0014 0.0000 0.0068 0.0003 0.0001 0.0002
IST02 11 0.0125 0.0095 0.0027 0.0011 0.0001 0.0001 0.0014 0.0017 0.0000 0.0070 0.0002 0.0001 0.0001
IST02 12 0.0111 0.0072 0.0036 0.0015 0.0001 0.0001 0.0016 0.0014 0.0001 0.0070 0.0003 0.0001 0.0001
IST02 13 0.0103 0.0047 0.0048 0.0015 0.0001 0.0001 0.0018 0.0012 0.0001 0.0071 0.0003 0.0001 0.0002
IST03 01 0.0086 0.0012 0.0047 0.0016 0.0004 0.0004 0.0021 0.0007 0.0002 0.0062 0.0007 0.0003 0.0016
IST03 02 0.0088 0.0015 0.0049 0.0017 0.0006 0.0004 0.0020 0.0007 0.0001 0.0063 0.0006 0.0002 0.0010
IST03 03 0.0092 0.0021 0.0052 0.0017 0.0003 0.0002 0.0020 0.0008 0.0001 0.0065 0.0005 0.0002 0.0007
IST03 04 0.0096 0.0031 0.0049 0.0020 0.0003 0.0001 0.0019 0.0010 0.0001 0.0069 0.0004 0.0002 0.0007
IST03 05 0.0100 0.0046 0.0045 0.0018 0.0001 0.0002 0.0018 0.0012 0.0000 0.0069 0.0003 0.0001 0.0003
197
5
D
ata
A
ssim
ilation
A
n
aly
sis
Table 5.7: (continued)
Case Total 1H(n,γ) 1H(n,el.) 16O(n,el.) 19F(n,el.) 19F(n,inel.) 235U(n,γ) 235U(n,F) 235U(n,inel.) 235U(ν¯) 238U(n,γ) 238U(n,el.) 238U(n,inel.)
IST03 06 0.0109 0.0063 0.0042 0.0012 0.0001 0.0001 0.0017 0.0014 0.0000 0.0074 0.0003 0.0001 0.0001
IST03 07 0.0110 0.0072 0.0038 0.0013 0.0001 0.0000 0.0016 0.0015 0.0000 0.0067 0.0003 0.0001 0.0001
IST03 08 0.0117 0.0080 0.0036 0.0012 0.0001 0.0001 0.0015 0.0015 0.0000 0.0071 0.0002 0.0001 0.0001
IST03 09 0.0097 0.0024 0.0051 0.0023 0.0003 0.0002 0.0020 0.0009 0.0001 0.0070 0.0005 0.0002 0.0010
IST03 10 0.0109 0.0067 0.0040 0.0012 0.0001 0.0001 0.0016 0.0014 0.0000 0.0071 0.0003 0.0001 0.0001
IST03 11 0.0092 0.0015 0.0052 0.0018 0.0005 0.0003 0.0020 0.0008 0.0001 0.0067 0.0005 0.0003 0.0011
IST03 12 0.0095 0.0015 0.0054 0.0020 0.0005 0.0005 0.0020 0.0008 0.0002 0.0069 0.0005 0.0003 0.0011
IST03 13 0.0098 0.0038 0.0050 0.0020 0.0002 0.0002 0.0018 0.0011 0.0000 0.0068 0.0004 0.0001 0.0005
IST03 14 0.0100 0.0044 0.0048 0.0019 0.0002 0.0001 0.0018 0.0011 0.0000 0.0069 0.0003 0.0001 0.0002
IST03 15 0.0092 0.0024 0.0049 0.0021 0.0002 0.0005 0.0020 0.0008 0.0001 0.0066 0.0005 0.0002 0.0006
IST03 16 0.0099 0.0033 0.0052 0.0020 0.0004 0.0002 0.0019 0.0010 0.0001 0.0070 0.0004 0.0002 0.0007
IST03 17 0.0101 0.0044 0.0047 0.0021 0.0002 0.0001 0.0019 0.0011 0.0000 0.0070 0.0003 0.0001 0.0004
IST03 18 0.0100 0.0048 0.0046 0.0021 0.0001 0.0001 0.0018 0.0012 0.0001 0.0067 0.0003 0.0001 0.0003
IST03 19 0.0105 0.0055 0.0045 0.0021 0.0001 0.0001 0.0017 0.0013 0.0000 0.0070 0.0003 0.0001 0.0003
IST03 20 0.0109 0.0063 0.0044 0.0015 0.0002 0.0001 0.0017 0.0013 0.0000 0.0071 0.0003 0.0001 0.0002
IST03 21 0.0105 0.0064 0.0041 0.0013 0.0001 0.0001 0.0017 0.0014 0.0000 0.0067 0.0003 0.0001 0.0002
IST03 22 0.0094 0.0016 0.0052 0.0019 0.0003 0.0004 0.0020 0.0008 0.0002 0.0069 0.0005 0.0002 0.0011
IST03 23 0.0098 0.0038 0.0049 0.0019 0.0003 0.0002 0.0018 0.0011 0.0000 0.0068 0.0004 0.0001 0.0004
IST03 24 0.0091 0.0024 0.0047 0.0017 0.0003 0.0002 0.0021 0.0007 0.0002 0.0066 0.0006 0.0002 0.0009
IST03 25 0.0091 0.0024 0.0047 0.0021 0.0003 0.0003 0.0020 0.0007 0.0001 0.0065 0.0006 0.0003 0.0009
IST03 26 0.0093 0.0025 0.0046 0.0019 0.0005 0.0003 0.0020 0.0008 0.0001 0.0069 0.0005 0.0002 0.0009
IST03 27 0.0092 0.0027 0.0047 0.0023 0.0003 0.0003 0.0020 0.0008 0.0001 0.0065 0.0005 0.0003 0.0011
IST03 28 0.0094 0.0029 0.0049 0.0024 0.0004 0.0002 0.0020 0.0008 0.0001 0.0066 0.0005 0.0002 0.0004
IST03 29 0.0097 0.0031 0.0049 0.0021 0.0001 0.0002 0.0020 0.0009 0.0001 0.0070 0.0005 0.0001 0.0008
IST03 30 0.0093 0.0034 0.0048 0.0020 0.0002 0.0002 0.0019 0.0009 0.0000 0.0065 0.0004 0.0002 0.0007
IST03 31 0.0089 0.0009 0.0050 0.0020 0.0005 0.0005 0.0021 0.0007 0.0003 0.0062 0.0007 0.0003 0.0019
IST03 32 0.0091 0.0012 0.0052 0.0015 0.0007 0.0004 0.0020 0.0007 0.0001 0.0066 0.0006 0.0002 0.0015
IST03 33 0.0094 0.0019 0.0054 0.0019 0.0004 0.0003 0.0020 0.0008 0.0001 0.0067 0.0005 0.0002 0.0007
IST03 34 0.0095 0.0028 0.0053 0.0020 0.0001 0.0003 0.0019 0.0010 0.0001 0.0067 0.0004 0.0002 0.0007
IST03 35 0.0103 0.0043 0.0050 0.0020 0.0002 0.0002 0.0018 0.0012 0.0001 0.0071 0.0004 0.0001 0.0005
IST03 36 0.0106 0.0060 0.0045 0.0017 0.0001 0.0001 0.0017 0.0013 0.0000 0.0069 0.0003 0.0001 0.0002
IST03 37 0.0111 0.0070 0.0041 0.0011 0.0001 0.0001 0.0016 0.0015 0.0000 0.0070 0.0003 0.0001 0.0001
IST03 38 0.0094 0.0009 0.0054 0.0019 0.0004 0.0006 0.0021 0.0007 0.0002 0.0067 0.0007 0.0002 0.0020
IST03 39 0.0092 0.0012 0.0053 0.0021 0.0007 0.0005 0.0020 0.0007 0.0002 0.0065 0.0006 0.0002 0.0012
IST03 40 0.0094 0.0015 0.0053 0.0022 0.0005 0.0005 0.0020 0.0008 0.0001 0.0068 0.0005 0.0002 0.0009
IST03 41 0.0091 0.0018 0.0052 0.0019 0.0004 0.0002 0.0020 0.0008 0.0001 0.0064 0.0005 0.0002 0.0008
IST03 42 0.0095 0.0027 0.0053 0.0020 0.0002 0.0002 0.0019 0.0009 0.0001 0.0067 0.0004 0.0002 0.0006
IST03 43 0.0102 0.0038 0.0051 0.0020 0.0002 0.0002 0.0019 0.0011 0.0000 0.0072 0.0004 0.0001 0.0004
IST03 44 0.0101 0.0044 0.0052 0.0017 0.0001 0.0002 0.0018 0.0011 0.0000 0.0068 0.0003 0.0001 0.0003
IST03 45 0.0093 0.0015 0.0054 0.0023 0.0004 0.0003 0.0020 0.0008 0.0001 0.0065 0.0005 0.0002 0.0013
IST03 46 0.0100 0.0043 0.0050 0.0018 0.0001 0.0001 0.0018 0.0011 0.0001 0.0069 0.0003 0.0001 0.0003
LST01 01 0.0089 0.0042 0.0032 0.0012 0.0004 0.0004 0.0017 0.0013 0.0000 0.0063 0.0016 0.0003 0.0014
LST02 01 0.0120 0.0086 0.0022 0.0009 0.0002 0.0001 0.0014 0.0017 0.0000 0.0074 0.0012 0.0002 0.0003
LST02 02 0.0111 0.0079 0.0023 0.0008 0.0001 0.0002 0.0015 0.0016 0.0000 0.0069 0.0012 0.0003 0.0006
LST02 03 0.0111 0.0081 0.0024 0.0007 0.0002 0.0001 0.0014 0.0016 0.0000 0.0065 0.0012 0.0002 0.0006
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Table 5.8: Propagated nuclear data uncertainties in uranium oxide benchmarks.
Case Total 1H(n,γ) 1H(n,el.) C(n,el.) 16O(n,el.) 235U(n,γ) 235U(n,F) 235U(n,inel.) 235U(ν¯) 238U(n,γ) 238U(n,F) 238U(n,el.) 238U(n,inel.)
HCM01 01 0.0090 0.0057 0.0025 0.0006 0.0004 0.0024 0.0006 0.0004 0.0060 0.0000 0.0000 0.0000 0.0000
HCM01 02 0.0092 0.0056 0.0026 0.0006 0.0003 0.0024 0.0006 0.0003 0.0062 0.0000 0.0000 0.0000 0.0000
HCM01 03 0.0122 0.0028 0.0014 0.0005 0.0007 0.0100 0.0016 0.0023 0.0054 0.0000 0.0000 0.0000 0.0002
HCM01 04 0.0124 0.0027 0.0015 0.0006 0.0008 0.0101 0.0016 0.0030 0.0053 0.0000 0.0000 0.0000 0.0004
HCM01 05 0.0120 0.0028 0.0013 0.0006 0.0006 0.0099 0.0016 0.0022 0.0052 0.0000 0.0000 0.0000 0.0007
HCM01 06 0.0115 0.0030 0.0016 0.0006 0.0005 0.0093 0.0014 0.0018 0.0051 0.0000 0.0000 0.0000 0.0003
HCM01 07 0.0110 0.0032 0.0018 0.0005 0.0008 0.0085 0.0013 0.0022 0.0054 0.0000 0.0000 0.0000 0.0004
HCM01 08 0.0110 0.0033 0.0017 0.0006 0.0005 0.0084 0.0013 0.0021 0.0054 0.0000 0.0000 0.0000 0.0003
HCM01 09 0.0106 0.0036 0.0015 0.0006 0.0008 0.0079 0.0013 0.0021 0.0054 0.0000 0.0000 0.0000 0.0005
HCM01 10 0.0104 0.0036 0.0015 0.0006 0.0006 0.0078 0.0013 0.0017 0.0051 0.0000 0.0000 0.0000 0.0004
HCM01 11 0.0106 0.0038 0.0015 0.0005 0.0006 0.0079 0.0013 0.0019 0.0052 0.0000 0.0000 0.0000 0.0004
HCM01 12 0.0094 0.0048 0.0017 0.0004 0.0002 0.0053 0.0010 0.0011 0.0055 0.0000 0.0000 0.0000 0.0001
HCM01 13 0.0095 0.0050 0.0013 0.0004 0.0002 0.0056 0.0009 0.0011 0.0055 0.0000 0.0000 0.0000 0.0004
HCM01 14 0.0096 0.0052 0.0015 0.0003 0.0005 0.0053 0.0010 0.0008 0.0057 0.0000 0.0000 0.0000 0.0003
HCM01 15 0.0096 0.0053 0.0014 0.0004 0.0006 0.0052 0.0010 0.0010 0.0057 0.0000 0.0000 0.0000 0.0003
HCM01 16 0.0100 0.0040 0.0019 0.0005 0.0005 0.0067 0.0011 0.0016 0.0057 0.0000 0.0000 0.0000 0.0003
HCM01 17 0.0145 0.0021 0.0022 0.0005 0.0010 0.0126 0.0014 0.0020 0.0057 0.0001 0.0000 0.0000 0.0005
HCM01 18 0.0146 0.0021 0.0024 0.0005 0.0010 0.0127 0.0014 0.0022 0.0058 0.0001 0.0000 0.0000 0.0006
HCM01 19 0.0141 0.0021 0.0021 0.0005 0.0009 0.0123 0.0015 0.0022 0.0054 0.0001 0.0000 0.0000 0.0004
HCM01 20 0.0143 0.0024 0.0023 0.0005 0.0009 0.0124 0.0014 0.0016 0.0056 0.0001 0.0000 0.0000 0.0005
HCM01 21 0.0139 0.0023 0.0022 0.0005 0.0008 0.0120 0.0014 0.0018 0.0057 0.0001 0.0000 0.0000 0.0004
HCM01 22 0.0137 0.0024 0.0021 0.0005 0.0006 0.0120 0.0014 0.0016 0.0054 0.0001 0.0000 0.0000 0.0004
HCM01 23 0.0137 0.0026 0.0024 0.0005 0.0007 0.0118 0.0014 0.0019 0.0056 0.0001 0.0000 0.0000 0.0004
HCM01 24 0.0137 0.0026 0.0022 0.0005 0.0007 0.0118 0.0014 0.0023 0.0052 0.0001 0.0000 0.0000 0.0005
HCM01 25 0.0140 0.0025 0.0021 0.0005 0.0007 0.0122 0.0014 0.0019 0.0054 0.0001 0.0000 0.0000 0.0003
HCM01 26 0.0142 0.0026 0.0021 0.0005 0.0007 0.0123 0.0013 0.0020 0.0057 0.0001 0.0000 0.0000 0.0003
ICT15 01 0.0095 0.0001 0.0034 0.0004 0.0012 0.0043 0.0008 0.0006 0.0055 0.0012 0.0002 0.0003 0.0050
ICT15 02 0.0086 0.0001 0.0045 0.0006 0.0006 0.0025 0.0006 0.0005 0.0059 0.0009 0.0001 0.0003 0.0031
ICT15 03 0.0091 0.0002 0.0054 0.0008 0.0003 0.0021 0.0007 0.0002 0.0066 0.0007 0.0000 0.0003 0.0017
ICT15 04 0.0093 0.0002 0.0024 0.0005 0.0006 0.0055 0.0008 0.0005 0.0056 0.0011 0.0002 0.0002 0.0040
ICT15 05 0.0093 0.0002 0.0025 0.0005 0.0006 0.0055 0.0010 0.0005 0.0057 0.0010 0.0002 0.0001 0.0036
ICT15 06 0.0085 0.0002 0.0034 0.0006 0.0003 0.0036 0.0007 0.0004 0.0058 0.0010 0.0001 0.0001 0.0033
ICT15 07 0.0085 0.0002 0.0031 0.0006 0.0006 0.0035 0.0007 0.0004 0.0058 0.0009 0.0001 0.0002 0.0039
ICT15 08 0.0084 0.0003 0.0043 0.0007 0.0002 0.0023 0.0007 0.0002 0.0062 0.0007 0.0001 0.0002 0.0024
ICT15 09 0.0084 0.0003 0.0041 0.0007 0.0002 0.0023 0.0006 0.0003 0.0062 0.0007 0.0001 0.0002 0.0025
ICT15 10 0.0081 0.0003 0.0041 0.0006 0.0004 0.0023 0.0006 0.0003 0.0061 0.0007 0.0001 0.0002 0.0020
ICT15 11 0.0084 0.0004 0.0047 0.0008 0.0002 0.0021 0.0007 0.0002 0.0064 0.0006 0.0000 0.0003 0.0010
ICT15 12 0.0088 0.0003 0.0048 0.0007 0.0002 0.0021 0.0007 0.0002 0.0066 0.0006 0.0000 0.0002 0.0017
ICT15 13 0.0088 0.0003 0.0049 0.0008 0.0002 0.0020 0.0007 0.0001 0.0067 0.0006 0.0000 0.0002 0.0013
ICT15 14 0.0086 0.0004 0.0045 0.0008 0.0002 0.0021 0.0007 0.0002 0.0068 0.0005 0.0000 0.0002 0.0012
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Table 5.8: (continued)
Case Total 1H(n,γ) 1H(n,el.) C(n,el.) 16O(n,el.) 235U(n,γ) 235U(n,F) 235U(n,inel.) 235U(ν¯) 238U(n,γ) 238U(n,F) 238U(n,el.) 238U(n,inel.)
ICT15 15 0.0088 0.0004 0.0049 0.0007 0.0001 0.0021 0.0007 0.0001 0.0067 0.0006 0.0000 0.0002 0.0013
ICT15 16 0.0080 0.0004 0.0039 0.0010 0.0001 0.0021 0.0007 0.0002 0.0063 0.0006 0.0000 0.0003 0.0009
ICT15 17 0.0082 0.0004 0.0042 0.0011 0.0002 0.0021 0.0007 0.0001 0.0064 0.0006 0.0000 0.0002 0.0008
ICT15 18 0.0082 0.0004 0.0043 0.0011 0.0002 0.0021 0.0007 0.0001 0.0063 0.0006 0.0000 0.0002 0.0010
ICT15 19 0.0094 0.0002 0.0021 0.0004 0.0011 0.0055 0.0009 0.0006 0.0056 0.0011 0.0002 0.0002 0.0041
ICT15 20 0.0093 0.0002 0.0023 0.0005 0.0008 0.0055 0.0009 0.0003 0.0057 0.0011 0.0002 0.0001 0.0038
ICT15 21 0.0090 0.0002 0.0024 0.0005 0.0008 0.0053 0.0009 0.0005 0.0054 0.0010 0.0002 0.0002 0.0038
ICT15 22 0.0091 0.0002 0.0025 0.0005 0.0010 0.0053 0.0008 0.0006 0.0058 0.0010 0.0002 0.0001 0.0035
ICT15 23 0.0085 0.0002 0.0028 0.0005 0.0008 0.0035 0.0007 0.0004 0.0056 0.0009 0.0001 0.0002 0.0040
ICT15 24 0.0083 0.0002 0.0029 0.0005 0.0009 0.0034 0.0007 0.0004 0.0059 0.0009 0.0001 0.0002 0.0033
ICT15 25 0.0083 0.0003 0.0042 0.0006 0.0008 0.0023 0.0006 0.0002 0.0062 0.0007 0.0001 0.0002 0.0022
ICT15 26 0.0086 0.0003 0.0045 0.0007 0.0005 0.0021 0.0007 0.0002 0.0067 0.0005 0.0000 0.0002 0.0014
ICT15 27 0.0084 0.0002 0.0041 0.0004 0.0024 0.0020 0.0007 0.0002 0.0063 0.0006 0.0000 0.0002 0.0010
ICT15 28 0.0086 0.0003 0.0049 0.0006 0.0009 0.0021 0.0007 0.0001 0.0064 0.0006 0.0000 0.0002 0.0015
ICT15 29 0.0082 0.0002 0.0041 0.0004 0.0014 0.0020 0.0007 0.0001 0.0063 0.0006 0.0000 0.0003 0.0014
ICT15 30 0.0086 0.0002 0.0049 0.0006 0.0007 0.0021 0.0007 0.0001 0.0063 0.0006 0.0000 0.0002 0.0019
ICT15 31 0.0086 0.0004 0.0047 0.0007 0.0003 0.0020 0.0007 0.0002 0.0066 0.0005 0.0000 0.0001 0.0015
ICT15 32 0.0083 0.0004 0.0045 0.0007 0.0003 0.0020 0.0007 0.0002 0.0064 0.0004 0.0000 0.0001 0.0009
ICT16 01 0.0084 0.0003 0.0043 0.0007 0.0004 0.0024 0.0006 0.0002 0.0060 0.0008 0.0001 0.0003 0.0027
ICT16 02 0.0085 0.0003 0.0046 0.0008 0.0001 0.0021 0.0007 0.0001 0.0066 0.0006 0.0000 0.0002 0.0007
ICT16 03 0.0087 0.0003 0.0049 0.0006 0.0003 0.0020 0.0007 0.0001 0.0065 0.0006 0.0000 0.0002 0.0014
ICT16 04 0.0086 0.0003 0.0047 0.0007 0.0001 0.0021 0.0007 0.0002 0.0065 0.0006 0.0000 0.0002 0.0016
ICT16 05 0.0085 0.0003 0.0044 0.0010 0.0003 0.0021 0.0007 0.0001 0.0066 0.0006 0.0000 0.0003 0.0012
ICT16 06 0.0083 0.0002 0.0032 0.0005 0.0007 0.0036 0.0007 0.0005 0.0054 0.0010 0.0001 0.0002 0.0036
ICT16 07 0.0083 0.0002 0.0043 0.0006 0.0007 0.0023 0.0006 0.0002 0.0063 0.0007 0.0001 0.0002 0.0018
ICT16 08 0.0085 0.0003 0.0045 0.0007 0.0004 0.0021 0.0007 0.0002 0.0066 0.0006 0.0000 0.0003 0.0014
ICT16 09 0.0083 0.0003 0.0045 0.0007 0.0004 0.0020 0.0007 0.0001 0.0063 0.0006 0.0000 0.0003 0.0012
ICT16 10 0.0082 0.0003 0.0043 0.0009 0.0004 0.0021 0.0007 0.0001 0.0064 0.0006 0.0000 0.0002 0.0008
ICT16 11 0.0086 0.0003 0.0042 0.0007 0.0004 0.0024 0.0007 0.0003 0.0065 0.0007 0.0001 0.0003 0.0021
ICT16 12 0.0084 0.0003 0.0044 0.0007 0.0002 0.0023 0.0006 0.0003 0.0062 0.0007 0.0001 0.0002 0.0023
ICT16 13 0.0084 0.0003 0.0045 0.0007 0.0005 0.0023 0.0007 0.0004 0.0061 0.0007 0.0001 0.0002 0.0021
ICT16 14 0.0083 0.0003 0.0043 0.0007 0.0003 0.0023 0.0006 0.0001 0.0060 0.0008 0.0001 0.0002 0.0023
ICT16 15 0.0087 0.0003 0.0049 0.0007 0.0002 0.0020 0.0007 0.0001 0.0065 0.0006 0.0000 0.0003 0.0012
ICT16 16 0.0083 0.0003 0.0047 0.0008 0.0002 0.0020 0.0007 0.0001 0.0062 0.0006 0.0000 0.0002 0.0015
ICT16 17 0.0087 0.0004 0.0046 0.0007 0.0002 0.0020 0.0007 0.0001 0.0068 0.0006 0.0000 0.0002 0.0014
ICT16 18 0.0088 0.0003 0.0049 0.0008 0.0001 0.0021 0.0007 0.0003 0.0067 0.0006 0.0000 0.0002 0.0011
ICT16 19 0.0083 0.0002 0.0034 0.0006 0.0004 0.0035 0.0007 0.0003 0.0056 0.0009 0.0001 0.0002 0.0034
ICT16 20 0.0085 0.0003 0.0042 0.0008 0.0005 0.0023 0.0006 0.0002 0.0064 0.0007 0.0001 0.0003 0.0022
ICT16 21 0.0085 0.0003 0.0048 0.0007 0.0003 0.0021 0.0007 0.0001 0.0064 0.0006 0.0000 0.0002 0.0010
ICT16 22 0.0085 0.0004 0.0045 0.0007 0.0002 0.0021 0.0007 0.0002 0.0065 0.0006 0.0000 0.0002 0.0013
ICT16 23 0.0084 0.0004 0.0042 0.0009 0.0002 0.0020 0.0007 0.0001 0.0066 0.0006 0.0000 0.0002 0.0012
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Table 5.8: (continued)
Case Total 1H(n,γ) 1H(n,el.) C(n,el.) 16O(n,el.) 235U(n,γ) 235U(n,F) 235U(n,inel.) 235U(ν¯) 238U(n,γ) 238U(n,F) 238U(n,el.) 238U(n,inel.)
ICT16 24 0.0087 0.0003 0.0045 0.0007 0.0002 0.0023 0.0007 0.0002 0.0063 0.0007 0.0001 0.0002 0.0027
ICT16 25 0.0084 0.0003 0.0047 0.0007 0.0001 0.0021 0.0007 0.0001 0.0064 0.0006 0.0000 0.0001 0.0012
ICT16 26 0.0083 0.0003 0.0047 0.0007 0.0004 0.0020 0.0007 0.0001 0.0062 0.0006 0.0000 0.0003 0.0013
ICT16 27 0.0081 0.0003 0.0041 0.0006 0.0006 0.0023 0.0006 0.0004 0.0061 0.0007 0.0001 0.0003 0.0021
ICT16 28 0.0086 0.0003 0.0047 0.0007 0.0007 0.0021 0.0007 0.0002 0.0064 0.0006 0.0000 0.0002 0.0015
ICT16 29 0.0087 0.0003 0.0049 0.0007 0.0003 0.0020 0.0007 0.0001 0.0065 0.0006 0.0000 0.0002 0.0014
ICT16 30 0.0083 0.0003 0.0044 0.0007 0.0003 0.0023 0.0006 0.0002 0.0061 0.0007 0.0001 0.0003 0.0022
ICT16 31 0.0089 0.0003 0.0049 0.0008 0.0004 0.0021 0.0007 0.0001 0.0068 0.0006 0.0000 0.0003 0.0013
ICT16 32 0.0082 0.0003 0.0040 0.0006 0.0006 0.0023 0.0006 0.0002 0.0061 0.0008 0.0001 0.0002 0.0023
ICT16 33 0.0084 0.0003 0.0048 0.0007 0.0003 0.0021 0.0007 0.0001 0.0062 0.0006 0.0000 0.0003 0.0015
ICT16 34 0.0081 0.0002 0.0044 0.0006 0.0002 0.0023 0.0007 0.0004 0.0058 0.0008 0.0001 0.0003 0.0023
ICT16 35 0.0087 0.0003 0.0046 0.0008 0.0001 0.0020 0.0007 0.0002 0.0068 0.0006 0.0000 0.0003 0.0013
ICT16 36 0.0082 0.0003 0.0043 0.0006 0.0004 0.0023 0.0006 0.0002 0.0059 0.0007 0.0001 0.0003 0.0024
ICT16 37 0.0085 0.0003 0.0049 0.0008 0.0001 0.0021 0.0007 0.0001 0.0062 0.0006 0.0000 0.0002 0.0015
ICT16 38 0.0082 0.0003 0.0046 0.0006 0.0003 0.0021 0.0007 0.0001 0.0063 0.0006 0.0000 0.0002 0.0010
ICT16 39 0.0084 0.0003 0.0041 0.0007 0.0005 0.0023 0.0007 0.0002 0.0063 0.0007 0.0001 0.0002 0.0022
ICT16 40 0.0086 0.0003 0.0049 0.0006 0.0003 0.0021 0.0007 0.0002 0.0065 0.0006 0.0000 0.0002 0.0014
ICT16 41 0.0084 0.0003 0.0050 0.0007 0.0003 0.0021 0.0007 0.0002 0.0062 0.0006 0.0000 0.0002 0.0012
ICT16 42 0.0083 0.0003 0.0043 0.0006 0.0004 0.0023 0.0006 0.0002 0.0062 0.0007 0.0001 0.0002 0.0022
ICT16 43 0.0085 0.0003 0.0048 0.0007 0.0002 0.0021 0.0007 0.0002 0.0064 0.0006 0.0000 0.0002 0.0015
ICT16 44 0.0085 0.0003 0.0049 0.0007 0.0004 0.0021 0.0007 0.0001 0.0063 0.0006 0.0000 0.0003 0.0016
ICT16 45 0.0085 0.0003 0.0048 0.0007 0.0002 0.0021 0.0007 0.0002 0.0064 0.0006 0.0000 0.0002 0.0012
LCT49 01 0.0074 0.0015 0.0014 0.0001 0.0007 0.0020 0.0007 0.0001 0.0055 0.0031 0.0003 0.0003 0.0022
LCT49 02 0.0080 0.0015 0.0016 0.0001 0.0001 0.0021 0.0007 0.0001 0.0058 0.0032 0.0003 0.0003 0.0032
LCT49 03 0.0074 0.0015 0.0015 0.0001 0.0002 0.0021 0.0007 0.0001 0.0056 0.0031 0.0003 0.0002 0.0018
LCT49 04 0.0072 0.0014 0.0013 0.0001 0.0001 0.0021 0.0008 0.0000 0.0054 0.0032 0.0003 0.0003 0.0018
LCT49 05 0.0081 0.0018 0.0022 0.0002 0.0007 0.0020 0.0007 0.0000 0.0056 0.0029 0.0003 0.0003 0.0036
LCT49 06 0.0079 0.0017 0.0018 0.0002 0.0002 0.0020 0.0007 0.0001 0.0056 0.0029 0.0003 0.0003 0.0033
LCT49 07 0.0079 0.0018 0.0019 0.0002 0.0007 0.0019 0.0007 0.0000 0.0057 0.0029 0.0003 0.0003 0.0029
LCT49 08 0.0078 0.0017 0.0017 0.0002 0.0002 0.0020 0.0008 0.0001 0.0058 0.0029 0.0003 0.0003 0.0025
LCT49 09 0.0087 0.0020 0.0022 0.0002 0.0006 0.0019 0.0007 0.0001 0.0061 0.0027 0.0003 0.0002 0.0041
LCT49 10 0.0085 0.0020 0.0022 0.0002 0.0008 0.0019 0.0008 0.0000 0.0060 0.0027 0.0002 0.0003 0.0036
LCT49 11 0.0080 0.0020 0.0019 0.0002 0.0007 0.0019 0.0008 0.0000 0.0059 0.0027 0.0003 0.0003 0.0029
LCT49 12 0.0085 0.0018 0.0018 0.0001 0.0007 0.0019 0.0008 0.0001 0.0061 0.0028 0.0003 0.0004 0.0039
LCT49 13 0.0082 0.0016 0.0018 0.0002 0.0003 0.0020 0.0007 0.0001 0.0054 0.0030 0.0003 0.0003 0.0042
LCT49 14 0.0081 0.0016 0.0016 0.0001 0.0002 0.0020 0.0007 0.0001 0.0057 0.0030 0.0003 0.0003 0.0035
LCT49 15 0.0083 0.0016 0.0017 0.0001 0.0008 0.0020 0.0007 0.0000 0.0056 0.0030 0.0003 0.0003 0.0041
LCT49 16 0.0079 0.0018 0.0020 0.0002 0.0003 0.0019 0.0007 0.0000 0.0058 0.0028 0.0003 0.0002 0.0029
LCT49 17 0.0078 0.0018 0.0017 0.0001 0.0004 0.0020 0.0008 0.0000 0.0058 0.0029 0.0003 0.0003 0.0027
LCT49 18 0.0077 0.0017 0.0014 0.0001 0.0001 0.0019 0.0007 0.0000 0.0059 0.0027 0.0003 0.0002 0.0023
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Table 5.9: Propagated nuclear data uncertainties in uranium tetrafluoride benchmarks.
Case Total 1H(n,γ) 1H(n,el.) C(n,el.) 19F(n,el.) 19F(n,inel.) 235U(n,γ) 235U(n,F) 235U(n,inel.) 235U(ν¯) 238U(n,γ) 238U(n,el.) 238U(n,inel.)
ICT01 01 0.0094 0.0003 0.0022 0.0005 0.0026 0.0033 0.0052 0.0008 0.0006 0.0054 0.0008 0.0001 0.0037
ICT01 02 0.0086 0.0003 0.0031 0.0007 0.0026 0.0019 0.0035 0.0007 0.0003 0.0059 0.0007 0.0001 0.0031
ICT01 03 0.0085 0.0003 0.0036 0.0007 0.0022 0.0020 0.0025 0.0006 0.0003 0.0063 0.0006 0.0002 0.0024
ICT01 04 0.0084 0.0004 0.0039 0.0007 0.0012 0.0014 0.0022 0.0007 0.0002 0.0065 0.0004 0.0001 0.0019
ICT01 05 0.0077 0.0008 0.0024 0.0005 0.0004 0.0005 0.0020 0.0008 0.0000 0.0068 0.0002 0.0000 0.0006
ICT01 06 0.0082 0.0003 0.0035 0.0007 0.0021 0.0019 0.0025 0.0006 0.0004 0.0060 0.0005 0.0001 0.0022
ICT01 07 0.0083 0.0004 0.0034 0.0006 0.0017 0.0020 0.0025 0.0006 0.0003 0.0061 0.0005 0.0001 0.0027
ICT01 08 0.0082 0.0004 0.0032 0.0006 0.0021 0.0019 0.0025 0.0006 0.0003 0.0062 0.0005 0.0001 0.0021
ICT01 09 0.0088 0.0003 0.0029 0.0006 0.0026 0.0026 0.0035 0.0007 0.0006 0.0059 0.0006 0.0001 0.0035
ICT01 10 0.0088 0.0003 0.0029 0.0006 0.0023 0.0028 0.0034 0.0007 0.0004 0.0060 0.0007 0.0001 0.0032
ICT01 11 0.0086 0.0003 0.0029 0.0005 0.0024 0.0028 0.0035 0.0007 0.0004 0.0058 0.0007 0.0001 0.0031
ICT01 12 0.0087 0.0003 0.0029 0.0006 0.0032 0.0021 0.0034 0.0007 0.0003 0.0058 0.0007 0.0001 0.0031
ICT01 13 0.0081 0.0004 0.0036 0.0006 0.0012 0.0014 0.0021 0.0007 0.0000 0.0065 0.0004 0.0001 0.0015
ICT01 14 0.0082 0.0005 0.0039 0.0008 0.0009 0.0014 0.0021 0.0007 0.0001 0.0063 0.0004 0.0001 0.0017
ICT01 15 0.0083 0.0005 0.0037 0.0007 0.0016 0.0015 0.0021 0.0007 0.0002 0.0064 0.0004 0.0001 0.0018
ICT01 16 0.0079 0.0006 0.0033 0.0006 0.0008 0.0012 0.0020 0.0008 0.0001 0.0066 0.0003 0.0001 0.0012
ICT01 17 0.0097 0.0001 0.0029 0.0004 0.0039 0.0033 0.0042 0.0007 0.0004 0.0057 0.0009 0.0002 0.0043
ICT01 18 0.0088 0.0002 0.0038 0.0006 0.0033 0.0028 0.0027 0.0007 0.0003 0.0056 0.0007 0.0002 0.0035
ICT01 19 0.0084 0.0005 0.0035 0.0006 0.0013 0.0013 0.0020 0.0008 0.0002 0.0069 0.0003 0.0001 0.0014
ICT01 20 0.0083 0.0003 0.0027 0.0006 0.0031 0.0022 0.0034 0.0007 0.0006 0.0057 0.0007 0.0002 0.0024
ICT01 21 0.0098 0.0002 0.0024 0.0005 0.0025 0.0035 0.0053 0.0008 0.0006 0.0056 0.0009 0.0002 0.0041
ICT01 22 0.0089 0.0001 0.0027 0.0005 0.0034 0.0034 0.0040 0.0007 0.0004 0.0056 0.0008 0.0002 0.0033
ICT01 23 0.0087 0.0002 0.0035 0.0006 0.0028 0.0027 0.0026 0.0007 0.0005 0.0060 0.0006 0.0001 0.0031
ICT01 24 0.0083 0.0002 0.0037 0.0006 0.0027 0.0027 0.0027 0.0007 0.0003 0.0057 0.0007 0.0002 0.0022
ICT01 25 0.0077 0.0005 0.0033 0.0006 0.0009 0.0009 0.0020 0.0008 0.0001 0.0064 0.0003 0.0000 0.0008
ICT01 26 0.0081 0.0006 0.0031 0.0006 0.0011 0.0009 0.0020 0.0008 0.0001 0.0069 0.0003 0.0000 0.0012
ICT01 27 0.0082 0.0006 0.0032 0.0005 0.0009 0.0012 0.0020 0.0007 0.0001 0.0069 0.0003 0.0001 0.0012
ICT01 28 0.0085 0.0003 0.0027 0.0006 0.0024 0.0022 0.0035 0.0007 0.0004 0.0058 0.0007 0.0001 0.0031
ICT01 29 0.0084 0.0003 0.0028 0.0005 0.0022 0.0017 0.0034 0.0006 0.0004 0.0058 0.0007 0.0001 0.0033
LCT33 01 0.0083 0.0003 0.0012 0.0001 0.0010 0.0011 0.0016 0.0011 0.0000 0.0064 0.0041 0.0004 0.0018
LCT33 02 0.0081 0.0003 0.0014 0.0002 0.0010 0.0014 0.0016 0.0011 0.0000 0.0060 0.0041 0.0003 0.0017
LCT33 03 0.0083 0.0003 0.0014 0.0002 0.0013 0.0004 0.0016 0.0011 0.0000 0.0064 0.0041 0.0004 0.0015
LCT33 04 0.0082 0.0003 0.0014 0.0001 0.0009 0.0012 0.0016 0.0011 0.0000 0.0061 0.0041 0.0003 0.0021
LCT33 05 0.0084 0.0004 0.0017 0.0002 0.0009 0.0012 0.0016 0.0012 0.0000 0.0065 0.0037 0.0003 0.0020
LCT33 06 0.0083 0.0004 0.0020 0.0002 0.0012 0.0009 0.0016 0.0012 0.0000 0.0063 0.0037 0.0004 0.0019
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Table 5.9: (continued)
Case Total 1H(n,γ) 1H(n,el.) C(n,el.) 19F(n,el.) 19F(n,inel.) 235U(n,γ) 235U(n,F) 235U(n,inel.) 235U(ν¯) 238U(n,γ) 238U(n,el.) 238U(n,inel.)
LCT33 07 0.0082 0.0004 0.0017 0.0002 0.0010 0.0008 0.0016 0.0012 0.0000 0.0064 0.0037 0.0004 0.0015
LCT33 08 0.0084 0.0005 0.0019 0.0002 0.0009 0.0009 0.0015 0.0013 0.0000 0.0067 0.0034 0.0003 0.0022
LCT33 09 0.0083 0.0005 0.0018 0.0002 0.0009 0.0009 0.0015 0.0013 0.0000 0.0068 0.0034 0.0002 0.0011
LCT33 10 0.0083 0.0005 0.0019 0.0002 0.0008 0.0008 0.0015 0.0014 0.0000 0.0067 0.0032 0.0003 0.0017
LCT33 11 0.0082 0.0005 0.0017 0.0002 0.0012 0.0006 0.0015 0.0014 0.0000 0.0066 0.0032 0.0003 0.0018
LCT33 12 0.0081 0.0005 0.0018 0.0002 0.0008 0.0009 0.0015 0.0014 0.0000 0.0065 0.0032 0.0003 0.0015
LCT33 13 0.0083 0.0006 0.0016 0.0002 0.0008 0.0007 0.0015 0.0015 0.0000 0.0069 0.0031 0.0003 0.0012
LCT33 14 0.0077 0.0007 0.0011 0.0001 0.0004 0.0005 0.0013 0.0017 0.0000 0.0067 0.0026 0.0003 0.0003
LCT33 15 0.0078 0.0007 0.0011 0.0001 0.0005 0.0002 0.0014 0.0017 0.0000 0.0067 0.0027 0.0003 0.0007
LCT33 16 0.0080 0.0007 0.0010 0.0001 0.0003 0.0004 0.0013 0.0017 0.0000 0.0069 0.0027 0.0003 0.0005
LCT33 23 0.0086 0.0003 0.0014 0.0001 0.0018 0.0009 0.0016 0.0011 0.0000 0.0064 0.0042 0.0003 0.0023
LCT33 24 0.0085 0.0003 0.0014 0.0001 0.0017 0.0007 0.0016 0.0011 0.0000 0.0063 0.0042 0.0004 0.0022
LCT33 25 0.0087 0.0003 0.0017 0.0001 0.0016 0.0013 0.0016 0.0011 0.0000 0.0063 0.0042 0.0004 0.0024
LCT33 26 0.0087 0.0003 0.0018 0.0001 0.0014 0.0011 0.0016 0.0012 0.0000 0.0065 0.0037 0.0003 0.0029
LCT33 27 0.0084 0.0003 0.0018 0.0002 0.0014 0.0013 0.0016 0.0012 0.0000 0.0064 0.0037 0.0004 0.0021
LCT33 28 0.0086 0.0003 0.0015 0.0001 0.0013 0.0010 0.0016 0.0012 0.0000 0.0065 0.0037 0.0003 0.0029
LCT33 29 0.0085 0.0003 0.0017 0.0002 0.0016 0.0012 0.0016 0.0012 0.0000 0.0065 0.0038 0.0004 0.0016
LCT33 30 0.0080 0.0004 0.0017 0.0002 0.0011 0.0009 0.0015 0.0013 0.0000 0.0064 0.0034 0.0003 0.0014
LCT33 31 0.0084 0.0004 0.0018 0.0002 0.0010 0.0008 0.0015 0.0013 0.0000 0.0066 0.0034 0.0003 0.0020
LCT33 32 0.0082 0.0004 0.0018 0.0002 0.0009 0.0011 0.0016 0.0013 0.0000 0.0065 0.0034 0.0003 0.0018
LCT33 33 0.0084 0.0004 0.0018 0.0002 0.0016 0.0008 0.0015 0.0013 0.0000 0.0065 0.0034 0.0004 0.0023
LCT33 34 0.0085 0.0004 0.0019 0.0002 0.0010 0.0008 0.0016 0.0013 0.0000 0.0067 0.0035 0.0004 0.0020
LCT33 35 0.0081 0.0005 0.0017 0.0002 0.0010 0.0011 0.0015 0.0014 0.0000 0.0066 0.0032 0.0003 0.0015
LCT33 36 0.0084 0.0005 0.0018 0.0002 0.0008 0.0012 0.0015 0.0014 0.0000 0.0067 0.0032 0.0003 0.0019
LCT33 37 0.0084 0.0005 0.0020 0.0001 0.0011 0.0007 0.0015 0.0014 0.0000 0.0066 0.0033 0.0004 0.0022
LCT33 38 0.0085 0.0005 0.0019 0.0001 0.0009 0.0008 0.0015 0.0014 0.0000 0.0069 0.0032 0.0003 0.0018
LCT33 39 0.0082 0.0005 0.0019 0.0002 0.0007 0.0009 0.0015 0.0014 0.0000 0.0066 0.0032 0.0003 0.0017
LCT33 40 0.0083 0.0005 0.0018 0.0002 0.0008 0.0009 0.0015 0.0014 0.0000 0.0066 0.0032 0.0003 0.0020
LCT33 41 0.0081 0.0005 0.0020 0.0002 0.0006 0.0009 0.0015 0.0015 0.0000 0.0066 0.0030 0.0003 0.0015
LCT33 42 0.0083 0.0005 0.0018 0.0001 0.0008 0.0006 0.0015 0.0015 0.0000 0.0068 0.0031 0.0003 0.0011
LCT33 43 0.0083 0.0005 0.0017 0.0002 0.0006 0.0008 0.0015 0.0015 0.0000 0.0069 0.0031 0.0003 0.0018
LCT33 44 0.0079 0.0007 0.0011 0.0002 0.0005 0.0004 0.0014 0.0017 0.0000 0.0067 0.0027 0.0003 0.0008
LCT33 45 0.0079 0.0007 0.0013 0.0001 0.0006 0.0003 0.0014 0.0017 0.0000 0.0068 0.0027 0.0003 0.0004
LCT33 46 0.0083 0.0007 0.0014 0.0001 0.0004 0.0004 0.0014 0.0017 0.0000 0.0072 0.0027 0.0003 0.0007
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5.5 Adjustment of Nuclear Data
The Kalman filter (equations 4.50) described in the previous Chapter was used to calcu-
late a set of data adjustments to the 20 nuclide-reaction pairs considered. This included
input of not only the nuclear data covariances, but the covariances of the experimental
uncertainties as determined in Section 5.3. The Kalman gain matrix was multiplied
by the difference between the benchmark and calculated keff values as shown in Tables
5.2, 5.3 and 5.4. The adjustment procedure was performed for each of the three sets of
fuel-types, and then also for the complete set of experiments. A plot comparing each of
the adjustment vectors is shown in Figure 5.16.
The adjustments are calculated in order to give a minimized total square-error over
all the nuclear data and calculated keff values. As may be seen in Figure 5.16, this is
highly dependent upon the experimental data utilised. It is observed that many similar
regions are altered—in these, the filter has ‘freedom’ to adjust the data, as they are
reactions and energies to which the systems exhibit sensitivity and there are significant
uncertainties in the cross-sections. Thus, the adjusted reactions are in general noted
to be the same as those which contributed most significantly to the propagated nuclear
data uncertainties in Tables 5.7, 5.8 and 5.9. However, the sign and magnitude of the
adjustments in Figure 5.16 are somewhat diverse, depending upon the calculated agree-
ment with the integral experiments.
Figures 5.17 to 5.26 show with greater clarity the energy dependent adjustments
calculated to the individual reaction cross-section data. Note that these are limited,
out of the 20 investigated, to the 10 which have some significant impact on keff and
therefore imply some bias (as shown in Tables 5.10, 5.11 and 5.12). Some are omitted
because the data adjustments are insignificant; for example, the adjustments to car-
bon (s=477–952) in Figure 5.16 which are all <0.4%. In other instances, most notably
for the 235U(n,elastic) (s=2857–3094) and 238U(n,F) (s=4047–4284) reactions, although
sizeable adjustments are calculated, the impact upon keff is negligible (<0.00005). In
these cases, it would be incorrect to infer that the calculated adjustments are of any
significance, given the very low sensitivities of the experiments to these reactions.
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Figure 5.16: Comparison of fractional adjustments to nuclear data calculated for separate fuel-types and for complete set.
N.B. The series for ‘all data’ should not be interpreted as the additive result of the three other series.
205
5 Data Assimilation Analysis
Several regions of considerable adjustment to nuclear cross-section data are calcu-
lated by the Kalman filter. These adjustments are derived through large sensitivities
to particular cross-section regions and associated calculation-experiment discrepancies.
These therefore help to indicate how the set of benchmark experiments (combined with
other cases) may be useful in testing any intended revisions to these nuclear data. The
four nuclide-reactions showing the greatest fractional cross-section adjustments are as
follows:
- The 19F elastic scattering reaction (Figure 5.20) shows a negative adjustment of
approximately 1% over the thermal and lower intermediate energy region. This is
followed by a reduction of 8–12% to several resonances in the upper/fast energy
region, beginning with the second resonance at ∼50 keV and going up to ∼9 MeV.
The plot shows that the UF4 data (dark blue series) is the main contributor to
this effect, as taking these experiments alone leads to a similar (although not as
large) set of adjustments. This results in the calculation of a large bias due to this
reaction for the UF4 cases (see Table 5.12).
- The 19F total inelastic scattering reaction (Figure 5.21) is adjusted between +7%
and -12%. The first major adjustment is at approximately 270 keV which is
where, after rising from the cut-off energy of 114 keV, the cross-section reaches its
maximum value. In this case, the adjustments calculated using all experiments
are most in line with those found using only the UO2F2 solution data (red series);
in fact, the UF4 data shows at many points adjustments of the opposite sign.
However, the final adjustment set leads to the calculation of a significant bias in
the UF4 cases due to this reaction (Table 5.12) which only comes about through
the inclusion of both sets of configurations.
- The 235U(n,γ) reaction (Figure 5.22) is altered by +15% to -20%. The positive
adjustment is applied to the unresolved resonance region of the cross-section (ap-
proximately 2.6 keV to 1 MeV), and to the fast region (above 1 MeV) a negative
adjustment is calculated. Similar adjustments to those using all experiment data
are shown to be calculated by the UO2F2 solution (red series) and uranium oxide
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(light blue series) configurations. A change of opposite sign and much smaller
magnitude is found by the UF4 series. However, no HEU cases are available in
this set, and a low 235U content is likely a factor contributing to this outcome.
The final result is the calculation of an overall positive bias, of varying size, in all
cases due to this reaction (Tables 5.10, 5.11 and 5.12).
- To the 238U total inelastic scattering cross-section (Figure 5.26), the correction
applied is up to +8% to the region 1–7 MeV where the peak cross-section is
reached. However, the individual adjustments by fuel-type show changes of up to
±25% to this region; the adjustments calculated by the UO2F2 solution and UF4
data are almost diametrically opposite to those for uranium oxide, showing the
integral experiment data again give inconsistent results. The final adjustments
are most alike to those for the uranium oxide data, which is likely explained
by the effect of the batch 8 and 16 cases from ICT15/16 which were noted to
be significantly underpredicted. The biases for these configurations (Table 5.11)
include a negative bias proportional to the 238U(n,inel.) sensitivity.
Other smaller scale adjustments of less than ±3% are also made to reactions to which
the sensitivities are very high—consequently they have a large impact on keff. These
are the H(n,γ), H(n,elastic), 235U(n,F) and 235U(n,ν¯) data (Figures 5.17, 5.18, 5.23 and
5.24 respectively). It can be seen that these adjustments vary quite dramatically when
data for each of the fuel-types are considered. Small alterations appear to be made
to ‘balance’ the overall change to keff (bias) and these reactions therefore make up the
bulk of much of the total calculated biases (Tables 5.10, 5.11 and 5.12). Since these
adjustments are quite small, and high dependence on fuel-type is observed, it is difficult
to discern how much significance may be attributed to these data adjustments. It is
possible only to conclude that the adjustments for the complete set (green series) give
the best agreements between the experimental and calculated data. For these reactions,
this is probably only useful to quantify a computational bias in keff (as demonstrated
in Section 5.6) rather than to indicate suitability for testing of cross-section data.
The adjustments calculated to the 16O(n,elastic) (Figure 5.19) and 238U(n,γ) (Fig-
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ure 5.25) data are interesting in that good agreement is shown amongst all the series
of fuel-types (aside from the insignificant effect of the UF4 cases on oxygen). For the
16O elastic scatter cross-section, a flat adjustment of around +2.2% is indicated up to
about 3 MeV. The ENDF/B-VII.0 data for this reaction are taken from an evaluation
performed in 1998 by Caro [132]. However, the evaluation is fitted to experimental
cross-section data above 200 keV, particularly MeV region resonance measurements;
cross-section data are extremely sparse at any lower energies. The calculated biases
due to oxygen elastic scattering calculated in Section 5.6 are fairly significant for the
uranyl fluoride solutions—around -0.0025 on average (Table 5.10) and slightly lower for
the uranium oxide experiments—mostly under -0.0010 (Table 5.11). This result might
therefore indicate that some reconsideration of the effect of oxygen as a moderator is
warranted. It is notable that the possibility to extend the TMC adjustment method to
light nuclei including oxygen has been proposed [133]. The use of the uranyl fluoride set
of experiments may therefore be of particular use in the establishment of an adjusted
oxygen evaluation if this proposal is undertaken.
The 238U(n,γ) cross-section is adjusted by +1–2% throughout most of the thermal
and resolved resonance energy regions (up to 20 keV). There is also a larger adjust-
ment of +4% to the resonance at approximately 70 eV. The ENDF/B-VII.0 adopted
values are taken from an evaluation by Derrien et al. [134]. One of the motives for this
re-evaluation, as documented by Courcelle et al. as part of WPEC subgroup 22 [135],
was to address an issue of underprediction in keff for LEU thermal lattice benchmark
experiments brought about by a previous increase of the 235U capture-to-fission ratio.
The re-evaluation accepted a slight decrease to the 238U thermal capture cross-section
proposed by Trkov et al. [136]. As shown in Tables 5.11 and 5.12, the calculated bias
due to the 238U(n,γ) reaction is greatest for experiments LCT49 and LCT33—around
0.0020–0.0030. Since this bias is positive, the result is contrary to the capture cross-
section adjustments already made to the evaluated library. Any further investigation
into this would therefore require consideration of a much greater number of LCT-type
benchmark experiments.
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Figure 5.17: Adjustments to H (n,γ) cross-section calculated for separate fuel-types and
for complete set.
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Figure 5.18: Adjustments to H (n,elastic) cross-section calculated for separate fuel-types
and for complete set.
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Figure 5.19: Adjustments to 16O (n,elastic) cross-section calculated for separate fuel-
types and for complete set.
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Figure 5.20: Adjustments to 19F (n,elastic) cross-section calculated for separate fuel-
types and for complete set.
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Figure 5.21: Adjustments to 19F (n,inelastic) cross-section calculated for separate fuel-
types and for complete set.
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Figure 5.22: Adjustments to 235U (n,γ) cross-section calculated for separate fuel-types
and for complete set.
211
5 Data Assimilation Analysis
 0.985
 0.99
 0.995
 1
 1.005
 1.01
 1.015
 1e-10  1e-08  1e-06  0.0001  0.01  1
Fr
ac
tio
na
l c
ro
ss
-s
ec
tio
n 
ad
jus
tm
en
t
Energy (MeV)
UO2F2 data Uoxide data UF4 data All data
Figure 5.23: Adjustments to 235U (n,F) cross-section calculated for separate fuel-types
and for complete set.
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Figure 5.24: Adjustments to 235U (n,ν¯) data calculated for separate fuel-types and for
complete set.
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Figure 5.25: Adjustments to 238U (n,γ) cross-section calculated for separate fuel-types
and for complete set.
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Figure 5.26: Adjustments to 238U (n,inelastic) cross-section calculated for separate fuel-
types and for complete set.
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5.6 Calculation of Computational Biases
The set of adjustments, calculated by taking the complete set of all 278 benchmark
experiments into account, was propagated to keff via each case’s sensitivity coefficients.
This is considered as the computational bias due to the particular code and data combi-
nation employed—MONK9 with BINGO-processed continuous energy ENDF/B-VII.0
nuclear data. The updated nuclear covariance matrix was also used to determine a one
sigma bias uncertainty—see equation 4.52. These two values are important for the esti-
mation of upper subcritical limits (USL) to be applied in criticality safety assessments
for practical applications similar to the benchmark experiments in question [130].
Following the methodology laid out in Chapter 4, the adjustments to the nuclear
data for the complete set of benchmark experiments were applied, and the models were
re-run using MONKDBF DV3 to observe the change in keff. The sensitivity data were
then updated in the statistical manner derived in Section 4.3.5. As in the example
application of this method in Section 4.4, a minimum constraint of 20% and maximum
of 100% on the sensitivity uncertainties was effective in improving the accuracy of the
sensitivity data in a single iteration. Note that due to limitations of the MONK soft-
ware it was not possible to apply this procedure to either the 235U nubar adjustments,
or to any of the inelastic scatter reactions (of 19F, 235U or 238U). Therefore only the
adjustments to 16 out of 20 of the considered nuclide-reactions were made, and only the
relevant sensitivities updated accordingly.
The total calculated bias and bias uncertainty, by fuel type, for each case are given in
Tables 5.10, 5.11 and 5.12; also shown are the reaction-wise breakdowns of each bias by
nuclide-reaction, for the main contributors (reactions with all biases <0.00005 have been
omitted). The graph in Figure 5.27 shows how the biases, calculated using the updated
set of adjustments and sensitivity data, vary as a function of EALF; each fuel-type is
highlighted as a separate series. The trend lines shown are best-fit smooth curves to
the bias±bias uncertainty (due to uncertainties in the adjusted nuclear data), β±∆βd.
The indication, using the calculated adjustments to the nuclear data, is that definite
overall trends in the biases may be inferred for each of the fuel-types.
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Table 5.10: Calculated biases and bias uncertainty in uranyl fluoride solution benchmarks.
Case β 1H(n,γ) 1H(n,el.) 16O(n,el.) 19F(n,el.) 19F(n,inel.) 235U(n,γ) 235U(n,F) 235U(ν¯) 238U(n,γ) 238U(n,inel.) ∆βd
HST09 01 -0.0010 0.00155 0.00264 -0.00292 0.00021 0.00023 0.00101 -0.00021 -0.00344 0.00004 -0.00004 0.0009
HST09 02 -0.0006 0.00158 0.00265 -0.00300 0.00015 0.00018 0.00096 -0.00020 -0.00288 0.00004 -0.00001 0.0008
HST09 03 -0.0001 0.00187 0.00287 -0.00321 0.00003 0.00011 0.00093 -0.00019 -0.00254 0.00003 -0.00000 0.0008
HST09 04 0.0003 0.00214 0.00272 -0.00314 0.00005 0.00005 0.00086 -0.00020 -0.00223 0.00002 -0.00000 0.0007
HST10 01 0.0007 0.00280 0.00249 -0.00322 0.00002 0.00007 0.00077 -0.00025 -0.00203 0.00001 -0.00000 0.0006
HST10 02 0.0003 0.00273 0.00225 -0.00322 0.00002 0.00003 0.00077 -0.00024 -0.00205 0.00001 -0.00002 0.0006
HST10 03 0.0004 0.00283 0.00233 -0.00322 -0.00004 -0.00000 0.00080 -0.00023 -0.00207 0.00001 -0.00001 0.0006
HST10 04 0.0003 0.00286 0.00253 -0.00372 0.00003 0.00006 0.00081 -0.00023 -0.00201 0.00001 -0.00000 0.0007
HST11 01 0.0009 0.00337 0.00197 -0.00295 0.00004 0.00006 0.00067 -0.00031 -0.00195 0.00001 -0.00000 0.0006
HST11 02 0.0013 0.00354 0.00201 -0.00291 0.00005 0.00001 0.00068 -0.00031 -0.00180 0.00001 -0.00000 0.0006
HST12 01 0.0012 0.00379 0.00106 -0.00197 -0.00000 0.00001 0.00053 -0.00044 -0.00176 -0.00000 -0.00000 0.0009
HST43 01 -0.0002 0.00157 0.00294 -0.00308 0.00007 0.00001 0.00083 -0.00023 -0.00235 0.00001 -0.00001 0.0008
HST43 02 0.0009 0.00330 0.00143 -0.00218 -0.00001 0.00001 0.00055 -0.00041 -0.00174 -0.00000 -0.00000 0.0007
HST43 03 0.0004 0.00281 0.00111 -0.00178 0.00001 -0.00001 0.00050 -0.00046 -0.00179 -0.00000 -0.00000 0.0009
HST50 01 -0.0016 0.00037 0.00278 -0.00279 0.00052 0.00023 0.00100 -0.00022 -0.00352 0.00005 -0.00001 0.0012
HST50 02 -0.0018 0.00036 0.00288 -0.00301 0.00035 0.00032 0.00099 -0.00021 -0.00348 0.00004 -0.00002 0.0012
HST50 03 -0.0019 0.00022 0.00278 -0.00290 0.00059 0.00065 0.00112 -0.00025 -0.00413 0.00006 -0.00003 0.0014
HST50 04 -0.0019 0.00037 0.00295 -0.00319 0.00036 0.00026 0.00100 -0.00023 -0.00342 0.00004 -0.00002 0.0012
HST50 05 -0.0007 0.00061 0.00322 -0.00305 0.00024 0.00024 0.00094 -0.00020 -0.00272 0.00003 -0.00002 0.0011
HST50 06 -0.0017 0.00037 0.00293 -0.00307 0.00043 0.00036 0.00102 -0.00021 -0.00354 0.00004 -0.00001 0.0012
HST50 07 -0.0014 0.00022 0.00289 -0.00265 0.00079 0.00059 0.00114 -0.00026 -0.00416 0.00006 -0.00005 0.0014
HST50 08 -0.0014 0.00036 0.00295 -0.00278 0.00032 0.00034 0.00100 -0.00022 -0.00339 0.00004 -0.00001 0.0012
HST50 09 -0.0015 0.00022 0.00284 -0.00242 0.00047 0.00034 0.00114 -0.00024 -0.00391 0.00006 -0.00004 0.0013
HST50 10 -0.0012 0.00037 0.00286 -0.00266 0.00031 0.00029 0.00099 -0.00022 -0.00322 0.00005 0.00001 0.0011
HST50 11 -0.0006 0.00062 0.00302 -0.00281 0.00026 0.00030 0.00095 -0.00020 -0.00278 0.00004 -0.00002 0.0010
IST02 01 0.0016 0.00320 0.00232 -0.00276 0.00011 0.00005 0.00076 -0.00026 -0.00186 0.00019 -0.00011 0.0006
IST02 02 0.0013 0.00375 0.00202 -0.00311 0.00001 0.00001 0.00067 -0.00032 -0.00182 0.00014 -0.00007 0.0006
IST02 03 0.0020 0.00428 0.00186 -0.00269 0.00004 -0.00000 0.00063 -0.00036 -0.00182 0.00012 -0.00004 0.0008
IST02 04 0.0016 0.00392 0.00120 -0.00194 0.00002 0.00001 0.00054 -0.00042 -0.00179 0.00010 -0.00001 0.0008
IST02 05 0.0005 0.00166 0.00269 -0.00291 0.00024 0.00017 0.00083 -0.00023 -0.00206 0.00026 -0.00016 0.0007
IST02 06 -0.0007 0.00062 0.00275 -0.00294 0.00051 0.00041 0.00092 -0.00020 -0.00269 0.00045 -0.00054 0.0009
IST02 07 0.0014 0.00317 0.00227 -0.00288 0.00012 0.00008 0.00069 -0.00031 -0.00185 0.00016 -0.00003 0.0006
IST02 08 0.0022 0.00389 0.00153 -0.00176 0.00004 0.00002 0.00058 -0.00040 -0.00173 0.00011 -0.00004 0.0008
IST02 09 0.0017 0.00379 0.00069 -0.00109 -0.00000 -0.00001 0.00049 -0.00048 -0.00176 0.00008 -0.00000 0.0011
IST02 10 0.0016 0.00408 0.00175 -0.00267 -0.00012 0.00005 0.00063 -0.00035 -0.00179 0.00013 -0.00004 0.0007
IST02 11 0.0022 0.00445 0.00120 -0.00200 0.00001 0.00006 0.00056 -0.00042 -0.00177 0.00010 -0.00003 0.0009
IST02 12 0.0019 0.00419 0.00168 -0.00250 0.00002 -0.00005 0.00064 -0.00035 -0.00182 0.00013 -0.00003 0.0008
IST02 13 0.0018 0.00302 0.00228 -0.00230 0.00012 0.00007 0.00071 -0.00030 -0.00193 0.00017 -0.00004 0.0006
IST03 01 -0.0004 0.00082 0.00238 -0.00216 0.00022 0.00032 0.00091 -0.00020 -0.00269 0.00044 -0.00040 0.0007
IST03 02 0.0003 0.00105 0.00246 -0.00240 0.00036 0.00025 0.00088 -0.00021 -0.00224 0.00037 -0.00023 0.0007
IST03 03 0.0005 0.00146 0.00250 -0.00251 0.00030 0.00014 0.00084 -0.00022 -0.00213 0.00029 -0.00016 0.0006
IST03 04 0.0004 0.00206 0.00236 -0.00277 0.00014 0.00002 0.00078 -0.00025 -0.00199 0.00024 -0.00019 0.0006
IST03 05 0.0011 0.00291 0.00213 -0.00274 0.00008 0.00009 0.00072 -0.00029 -0.00190 0.00018 -0.00007 0.0005
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Table 5.10: (continued)
Case β 1H(n,γ) 1H(n,el.) 16O(n,el.) 19F(n,el.) 19F(n,inel.) 235U(n,γ) 235U(n,F) 235U(ν¯) 238U(n,γ) 238U(n,inel.) ∆βd
IST03 06 0.0010 0.00310 0.00168 -0.00232 0.00004 0.00001 0.00064 -0.00034 -0.00191 0.00014 -0.00003 0.0006
IST03 07 0.0015 0.00359 0.00161 -0.00247 0.00008 -0.00000 0.00061 -0.00037 -0.00170 0.00013 -0.00004 0.0006
IST03 08 0.0015 0.00378 0.00150 -0.00233 0.00002 0.00004 0.00059 -0.00039 -0.00180 0.00011 -0.00002 0.0007
IST03 09 0.0002 0.00166 0.00262 -0.00293 0.00025 0.00016 0.00085 -0.00022 -0.00224 0.00028 -0.00023 0.0007
IST03 10 0.0013 0.00337 0.00164 -0.00230 0.00002 0.00004 0.00060 -0.00036 -0.00184 0.00013 -0.00004 0.0006
IST03 11 -0.0004 0.00105 0.00243 -0.00268 0.00028 0.00025 0.00083 -0.00021 -0.00239 0.00033 -0.00025 0.0007
IST03 12 0.0002 0.00106 0.00270 -0.00269 0.00040 0.00043 0.00086 -0.00022 -0.00238 0.00033 -0.00025 0.0007
IST03 13 0.0010 0.00252 0.00240 -0.00287 0.00012 0.00015 0.00074 -0.00027 -0.00189 0.00020 -0.00013 0.0005
IST03 14 0.0011 0.00283 0.00227 -0.00279 0.00010 0.00005 0.00073 -0.00028 -0.00192 0.00018 -0.00004 0.0005
IST03 15 0.0005 0.00165 0.00253 -0.00270 0.00014 0.00036 0.00084 -0.00021 -0.00224 0.00028 -0.00015 0.0007
IST03 16 0.0005 0.00215 0.00240 -0.00304 0.00032 0.00013 0.00078 -0.00025 -0.00205 0.00023 -0.00016 0.0006
IST03 17 0.0011 0.00292 0.00232 -0.00291 0.00007 0.00002 0.00076 -0.00026 -0.00187 0.00019 -0.00011 0.0006
IST03 18 0.0008 0.00296 0.00209 -0.00309 0.00011 0.00009 0.00070 -0.00029 -0.00185 0.00017 -0.00007 0.0005
IST03 19 0.0012 0.00342 0.00208 -0.00305 0.00009 0.00011 0.00069 -0.00031 -0.00188 0.00015 -0.00008 0.0006
IST03 20 0.0012 0.00336 0.00184 -0.00260 0.00007 0.00004 0.00065 -0.00034 -0.00194 0.00015 -0.00005 0.0006
IST03 21 0.0014 0.00345 0.00174 -0.00255 0.00005 0.00009 0.00064 -0.00034 -0.00175 0.00014 -0.00005 0.0006
IST03 22 -0.0001 0.00110 0.00262 -0.00255 0.00020 0.00023 0.00088 -0.00021 -0.00246 0.00033 -0.00024 0.0007
IST03 23 0.0009 0.00252 0.00233 -0.00281 0.00010 0.00015 0.00075 -0.00027 -0.00195 0.00019 -0.00011 0.0005
IST03 24 -0.0003 0.00162 0.00225 -0.00254 0.00008 0.00018 0.00088 -0.00022 -0.00269 0.00039 -0.00024 0.0006
IST03 25 -0.0002 0.00164 0.00235 -0.00286 0.00019 0.00023 0.00087 -0.00021 -0.00249 0.00036 -0.00023 0.0006
IST03 26 -0.0000 0.00173 0.00222 -0.00271 0.00032 0.00025 0.00087 -0.00021 -0.00256 0.00034 -0.00024 0.0006
IST03 27 -0.0002 0.00182 0.00232 -0.00311 0.00010 0.00024 0.00085 -0.00021 -0.00227 0.00033 -0.00021 0.0007
IST03 28 0.0004 0.00203 0.00247 -0.00317 0.00035 0.00016 0.00086 -0.00021 -0.00225 0.00030 -0.00010 0.0007
IST03 29 0.0003 0.00212 0.00244 -0.00291 -0.00001 0.00021 0.00083 -0.00023 -0.00224 0.00028 -0.00019 0.0006
IST03 30 0.0008 0.00229 0.00233 -0.00287 0.00020 0.00020 0.00081 -0.00023 -0.00204 0.00025 -0.00016 0.0006
IST03 31 -0.0005 0.00060 0.00254 -0.00256 0.00045 0.00041 0.00090 -0.00021 -0.00264 0.00045 -0.00044 0.0008
IST03 32 -0.0001 0.00086 0.00245 -0.00222 0.00045 0.00033 0.00086 -0.00021 -0.00257 0.00036 -0.00040 0.0007
IST03 33 0.0005 0.00133 0.00267 -0.00269 0.00031 0.00026 0.00084 -0.00022 -0.00215 0.00029 -0.00016 0.0007
IST03 34 0.0006 0.00191 0.00260 -0.00271 0.00003 0.00021 0.00078 -0.00024 -0.00201 0.00023 -0.00017 0.0006
IST03 35 0.0012 0.00284 0.00239 -0.00288 0.00009 0.00015 0.00074 -0.00029 -0.00190 0.00019 -0.00013 0.0005
IST03 36 0.0012 0.00330 0.00191 -0.00271 0.00001 0.00008 0.00065 -0.00033 -0.00179 0.00014 -0.00004 0.0005
IST03 37 0.0017 0.00346 0.00178 -0.00215 0.00006 0.00004 0.00061 -0.00037 -0.00182 0.00013 -0.00003 0.0006
IST03 38 -0.0006 0.00065 0.00277 -0.00246 0.00028 0.00027 0.00090 -0.00022 -0.00276 0.00043 -0.00050 0.0008
IST03 39 -0.0000 0.00084 0.00273 -0.00268 0.00042 0.00038 0.00089 -0.00020 -0.00248 0.00038 -0.00029 0.0008
IST03 40 0.0001 0.00107 0.00276 -0.00272 0.00032 0.00030 0.00087 -0.00021 -0.00237 0.00034 -0.00020 0.0008
IST03 41 0.0002 0.00128 0.00255 -0.00264 0.00031 0.00007 0.00084 -0.00021 -0.00210 0.00031 -0.00020 0.0007
IST03 42 0.0004 0.00183 0.00254 -0.00277 0.00010 0.00018 0.00078 -0.00023 -0.00208 0.00024 -0.00015 0.0006
IST03 43 0.0007 0.00248 0.00236 -0.00299 0.00015 0.00009 0.00074 -0.00027 -0.00200 0.00020 -0.00011 0.0006
IST03 44 0.0013 0.00272 0.00236 -0.00262 0.00010 0.00005 0.00072 -0.00028 -0.00188 0.00018 -0.00007 0.0005
IST03 45 -0.0003 0.00107 0.00274 -0.00295 0.00023 0.00024 0.00087 -0.00021 -0.00227 0.00034 -0.00033 0.0008
IST03 46 0.0007 0.00266 0.00221 -0.00288 0.00007 0.00005 0.00071 -0.00028 -0.00193 0.00018 -0.00008 0.0005
LST01 01 0.0022 0.00271 0.00157 -0.00180 0.00028 0.00033 0.00068 -0.00031 -0.00176 0.00086 -0.00032 0.0007
LST02 01 0.0012 0.00327 0.00093 -0.00178 0.00004 0.00005 0.00053 -0.00043 -0.00186 0.00057 -0.00006 0.0008
LST02 02 0.0014 0.00326 0.00100 -0.00180 0.00006 0.00010 0.00055 -0.00041 -0.00171 0.00059 -0.00016 0.0007
LST02 03 0.0014 0.00316 0.00100 -0.00186 0.00008 0.00005 0.00054 -0.00042 -0.00164 0.00058 -0.00014 0.0007
216
5
D
ata
A
ssim
ilation
A
n
aly
sis
Table 5.11: Calculated biases and bias uncertainty in uranium oxide benchmarks.
Case β 1H(n,γ) 1H(n,el.) 16O(n,el.) 235U(n,γ) 235U(n,F) 235U(ν¯) 238U(n,γ) 238U(n,inel.) ∆βd
HCM01 01 0.0010 0.00301 0.00102 -0.00085 0.00100 -0.00024 -0.00281 0.00002 -0.00001 0.0010
HCM01 02 0.0014 0.00311 0.00113 -0.00071 0.00102 -0.00023 -0.00285 0.00002 -0.00000 0.0011
HCM01 03 -0.0019 0.00184 0.00066 -0.00108 0.00258 -0.00062 -0.00523 0.00002 -0.00006 0.0013
HCM01 04 -0.0023 0.00174 0.00075 -0.00129 0.00254 -0.00062 -0.00529 0.00002 -0.00012 0.0016
HCM01 05 -0.0018 0.00184 0.00064 -0.00100 0.00252 -0.00061 -0.00497 0.00002 -0.00019 0.0014
HCM01 06 -0.0011 0.00195 0.00079 -0.00081 0.00245 -0.00057 -0.00481 0.00002 -0.00007 0.0011
HCM01 07 -0.0015 0.00205 0.00088 -0.00121 0.00229 -0.00053 -0.00487 0.00002 -0.00008 0.0011
HCM01 08 -0.0015 0.00202 0.00081 -0.00091 0.00219 -0.00055 -0.00494 0.00002 -0.00009 0.0011
HCM01 09 -0.0018 0.00219 0.00069 -0.00130 0.00211 -0.00052 -0.00476 0.00002 -0.00013 0.0012
HCM01 10 -0.0010 0.00229 0.00070 -0.00097 0.00218 -0.00052 -0.00450 0.00002 -0.00010 0.0011
HCM01 11 -0.0012 0.00225 0.00069 -0.00102 0.00207 -0.00052 -0.00460 0.00002 -0.00010 0.0011
HCM01 12 -0.0006 0.00249 0.00071 -0.00068 0.00155 -0.00043 -0.00419 0.00002 -0.00003 0.0010
HCM01 13 -0.0006 0.00267 0.00055 -0.00078 0.00167 -0.00041 -0.00412 0.00002 -0.00010 0.0010
HCM01 14 -0.0009 0.00266 0.00063 -0.00103 0.00157 -0.00043 -0.00414 0.00002 -0.00008 0.0010
HCM01 15 -0.0007 0.00282 0.00058 -0.00117 0.00158 -0.00043 -0.00396 0.00002 -0.00006 0.0010
HCM01 16 -0.0007 0.00248 0.00092 -0.00090 0.00196 -0.00046 -0.00450 0.00002 -0.00009 0.0010
HCM01 17 -0.0011 0.00150 0.00118 -0.00115 0.00379 -0.00055 -0.00570 0.00005 -0.00014 0.0017
HCM01 18 -0.0015 0.00144 0.00123 -0.00127 0.00366 -0.00055 -0.00582 0.00005 -0.00016 0.0016
HCM01 19 -0.0011 0.00148 0.00108 -0.00118 0.00351 -0.00055 -0.00536 0.00005 -0.00011 0.0016
HCM01 20 -0.0010 0.00167 0.00117 -0.00114 0.00351 -0.00054 -0.00559 0.00005 -0.00012 0.0016
HCM01 21 -0.0010 0.00163 0.00115 -0.00103 0.00354 -0.00054 -0.00568 0.00004 -0.00010 0.0015
HCM01 22 -0.0009 0.00164 0.00108 -0.00082 0.00328 -0.00053 -0.00539 0.00004 -0.00010 0.0014
HCM01 23 -0.0012 0.00176 0.00120 -0.00106 0.00311 -0.00053 -0.00557 0.00005 -0.00010 0.0013
HCM01 24 -0.0003 0.00179 0.00114 -0.00095 0.00333 -0.00053 -0.00499 0.00004 -0.00012 0.0016
HCM01 25 -0.0009 0.00170 0.00106 -0.00101 0.00331 -0.00054 -0.00535 0.00004 -0.00009 0.0014
HCM01 26 -0.0010 0.00175 0.00106 -0.00091 0.00338 -0.00052 -0.00569 0.00004 -0.00009 0.0014
ICT15 01 -0.0039 0.00005 0.00182 -0.00142 0.00130 -0.00033 -0.00469 0.00085 -0.00140 0.0012
ICT15 02 -0.0013 0.00009 0.00239 -0.00076 0.00099 -0.00023 -0.00351 0.00060 -0.00080 0.0008
ICT15 03 0.0003 0.00014 0.00270 -0.00036 0.00091 -0.00020 -0.00279 0.00044 -0.00042 0.0007
ICT15 04 -0.0032 0.00015 0.00125 -0.00072 0.00167 -0.00035 -0.00488 0.00078 -0.00105 0.0008
ICT15 05 -0.0032 0.00015 0.00131 -0.00065 0.00168 -0.00037 -0.00509 0.00077 -0.00089 0.0009
ICT15 06 -0.0017 0.00016 0.00184 -0.00033 0.00123 -0.00029 -0.00413 0.00070 -0.00079 0.0007
ICT15 07 -0.0024 0.00017 0.00171 -0.00070 0.00123 -0.00028 -0.00411 0.00067 -0.00096 0.0008
ICT15 08 -0.0006 0.00022 0.00225 -0.00031 0.00098 -0.00023 -0.00319 0.00050 -0.00064 0.0006
ICT15 09 -0.0008 0.00020 0.00213 -0.00032 0.00098 -0.00021 -0.00322 0.00050 -0.00070 0.0006
ICT15 10 -0.0005 0.00021 0.00219 -0.00050 0.00099 -0.00022 -0.00305 0.00051 -0.00054 0.0006
ICT15 11 0.0006 0.00025 0.00240 -0.00028 0.00090 -0.00020 -0.00245 0.00037 -0.00023 0.0006
ICT15 12 0.0007 0.00025 0.00256 -0.00023 0.00090 -0.00021 -0.00243 0.00037 -0.00042 0.0007
ICT15 13 0.0005 0.00024 0.00252 -0.00024 0.00089 -0.00021 -0.00261 0.00038 -0.00031 0.0007
ICT15 14 0.0005 0.00026 0.00238 -0.00019 0.00091 -0.00020 -0.00260 0.00036 -0.00034 0.0006
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Table 5.11: (continued)
Case β 1H(n,γ) 1H(n,el.) 16O(n,el.) 235U(n,γ) 235U(n,F) 235U(ν¯) 238U(n,γ) 238U(n,inel.) ∆βd
ICT15 15 0.0004 0.00026 0.00236 -0.00022 0.00088 -0.00020 -0.00259 0.00036 -0.00031 0.0006
ICT15 16 0.0008 0.00025 0.00221 -0.00003 0.00092 -0.00020 -0.00237 0.00038 -0.00021 0.0007
ICT15 17 0.0003 0.00025 0.00218 -0.00028 0.00090 -0.00020 -0.00252 0.00038 -0.00021 0.0008
ICT15 18 0.0004 0.00026 0.00229 -0.00026 0.00090 -0.00020 -0.00250 0.00037 -0.00025 0.0008
ICT15 19 -0.0039 0.00014 0.00112 -0.00134 0.00167 -0.00037 -0.00483 0.00078 -0.00107 0.0009
ICT15 20 -0.0036 0.00014 0.00121 -0.00094 0.00167 -0.00037 -0.00512 0.00078 -0.00093 0.0009
ICT15 21 -0.0033 0.00015 0.00124 -0.00101 0.00161 -0.00036 -0.00471 0.00076 -0.00091 0.0009
ICT15 22 -0.0038 0.00016 0.00131 -0.00125 0.00162 -0.00035 -0.00508 0.00073 -0.00086 0.0008
ICT15 23 -0.0031 0.00016 0.00149 -0.00102 0.00122 -0.00028 -0.00417 0.00069 -0.00103 0.0008
ICT15 24 -0.0030 0.00018 0.00149 -0.00117 0.00117 -0.00029 -0.00418 0.00066 -0.00078 0.0007
ICT15 25 -0.0011 0.00020 0.00218 -0.00095 0.00097 -0.00022 -0.00312 0.00049 -0.00052 0.0005
ICT15 26 -0.0001 0.00024 0.00233 -0.00065 0.00090 -0.00021 -0.00260 0.00036 -0.00036 0.0006
ICT15 27 -0.0021 0.00014 0.00225 -0.00282 0.00090 -0.00021 -0.00249 0.00042 -0.00024 0.0011
ICT15 28 -0.0005 0.00020 0.00255 -0.00109 0.00090 -0.00021 -0.00276 0.00039 -0.00038 0.0006
ICT15 29 -0.0015 0.00014 0.00218 -0.00164 0.00089 -0.00022 -0.00277 0.00043 -0.00035 0.0007
ICT15 30 -0.0004 0.00014 0.00251 -0.00093 0.00090 -0.00021 -0.00265 0.00043 -0.00048 0.0006
ICT15 31 0.0003 0.00028 0.00248 -0.00037 0.00090 -0.00021 -0.00257 0.00031 -0.00036 0.0006
ICT15 32 0.0008 0.00028 0.00245 -0.00034 0.00090 -0.00020 -0.00220 0.00030 -0.00024 0.0007
ICT16 01 -0.0008 0.00018 0.00232 -0.00051 0.00100 -0.00022 -0.00332 0.00053 -0.00065 0.0007
ICT16 02 0.0006 0.00023 0.00232 -0.00012 0.00089 -0.00020 -0.00264 0.00039 -0.00016 0.0007
ICT16 03 0.0005 0.00022 0.00272 -0.00030 0.00091 -0.00021 -0.00274 0.00039 -0.00036 0.0007
ICT16 04 0.0005 0.00024 0.00249 -0.00017 0.00091 -0.00021 -0.00265 0.00038 -0.00040 0.0007
ICT16 05 0.0003 0.00023 0.00235 -0.00033 0.00090 -0.00020 -0.00259 0.00038 -0.00029 0.0007
ICT16 06 -0.0024 0.00014 0.00168 -0.00089 0.00121 -0.00029 -0.00396 0.00070 -0.00095 0.0007
ICT16 07 -0.0009 0.00018 0.00227 -0.00082 0.00098 -0.00022 -0.00326 0.00052 -0.00048 0.0006
ICT16 08 -0.0001 0.00022 0.00229 -0.00056 0.00090 -0.00021 -0.00263 0.00037 -0.00035 0.0006
ICT16 09 0.0002 0.00024 0.00238 -0.00050 0.00090 -0.00020 -0.00250 0.00037 -0.00028 0.0006
ICT16 10 0.0002 0.00023 0.00228 -0.00048 0.00091 -0.00020 -0.00255 0.00038 -0.00022 0.0007
ICT16 11 -0.0006 0.00018 0.00230 -0.00041 0.00100 -0.00023 -0.00339 0.00052 -0.00051 0.0006
ICT16 12 -0.0004 0.00019 0.00232 -0.00019 0.00097 -0.00022 -0.00327 0.00050 -0.00061 0.0007
ICT16 13 -0.0006 0.00020 0.00236 -0.00064 0.00098 -0.00022 -0.00311 0.00051 -0.00054 0.0006
ICT16 14 -0.0004 0.00020 0.00229 -0.00031 0.00098 -0.00021 -0.00309 0.00053 -0.00064 0.0006
ICT16 15 0.0009 0.00023 0.00269 -0.00019 0.00091 -0.00020 -0.00247 0.00038 -0.00031 0.0007
ICT16 16 0.0005 0.00024 0.00236 -0.00026 0.00089 -0.00021 -0.00236 0.00037 -0.00039 0.0006
ICT16 17 0.0002 0.00025 0.00233 -0.00028 0.00089 -0.00021 -0.00263 0.00037 -0.00037 0.0006
ICT16 18 0.0005 0.00024 0.00243 -0.00017 0.00090 -0.00021 -0.00263 0.00038 -0.00027 0.0007
ICT16 19 -0.0020 0.00016 0.00172 -0.00062 0.00119 -0.00029 -0.00390 0.00067 -0.00083 0.0007
ICT16 20 -0.0009 0.00020 0.00227 -0.00060 0.00099 -0.00022 -0.00339 0.00052 -0.00054 0.0006
ICT16 21 0.0006 0.00024 0.00250 -0.00035 0.00090 -0.00020 -0.00254 0.00037 -0.00021 0.0007
ICT16 22 0.0004 0.00026 0.00235 -0.00029 0.00091 -0.00020 -0.00249 0.00036 -0.00033 0.0006
ICT16 23 0.0003 0.00025 0.00225 -0.00023 0.00090 -0.00020 -0.00251 0.00037 -0.00035 0.0007
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Table 5.11: (continued)
Case β 1H(n,γ) 1H(n,el.) 16O(n,el.) 235U(n,γ) 235U(n,F) 235U(ν¯) 238U(n,γ) 238U(n,inel.) ∆βd
ICT16 24 -0.0007 0.00020 0.00222 -0.00031 0.00097 -0.00022 -0.00329 0.00052 -0.00068 0.0006
ICT16 25 0.0009 0.00024 0.00254 -0.00017 0.00091 -0.00020 -0.00238 0.00037 -0.00033 0.0007
ICT16 26 0.0002 0.00023 0.00240 -0.00047 0.00089 -0.00021 -0.00255 0.00038 -0.00034 0.0006
ICT16 27 -0.0011 0.00018 0.00211 -0.00081 0.00097 -0.00022 -0.00325 0.00052 -0.00050 0.0006
ICT16 28 -0.0002 0.00024 0.00243 -0.00082 0.00090 -0.00021 -0.00265 0.00038 -0.00040 0.0006
ICT16 29 0.0004 0.00024 0.00256 -0.00042 0.00089 -0.00021 -0.00258 0.00037 -0.00035 0.0006
ICT16 30 -0.0007 0.00019 0.00226 -0.00042 0.00098 -0.00023 -0.00324 0.00052 -0.00057 0.0006
ICT16 31 0.0003 0.00024 0.00250 -0.00051 0.00091 -0.00020 -0.00254 0.00038 -0.00034 0.0006
ICT16 32 -0.0006 0.00019 0.00222 -0.00063 0.00099 -0.00022 -0.00303 0.00054 -0.00055 0.0006
ICT16 33 0.0005 0.00023 0.00254 -0.00032 0.00091 -0.00020 -0.00243 0.00037 -0.00039 0.0007
ICT16 34 -0.0004 0.00017 0.00225 -0.00029 0.00096 -0.00023 -0.00307 0.00053 -0.00056 0.0007
ICT16 35 0.0004 0.00023 0.00236 -0.00010 0.00089 -0.00021 -0.00271 0.00039 -0.00031 0.0007
ICT16 36 -0.0006 0.00018 0.00229 -0.00042 0.00098 -0.00022 -0.00327 0.00052 -0.00059 0.0006
ICT16 37 0.0006 0.00023 0.00249 -0.00009 0.00090 -0.00020 -0.00253 0.00038 -0.00039 0.0007
ICT16 38 0.0004 0.00023 0.00235 -0.00037 0.00089 -0.00021 -0.00248 0.00038 -0.00024 0.0006
ICT16 39 -0.0010 0.00018 0.00217 -0.00057 0.00097 -0.00023 -0.00340 0.00052 -0.00053 0.0006
ICT16 40 0.0005 0.00023 0.00255 -0.00041 0.00090 -0.00021 -0.00246 0.00038 -0.00035 0.0006
ICT16 41 0.0006 0.00022 0.00260 -0.00032 0.00090 -0.00019 -0.00254 0.00037 -0.00031 0.0007
ICT16 42 -0.0010 0.00018 0.00228 -0.00047 0.00097 -0.00022 -0.00356 0.00052 -0.00058 0.0007
ICT16 43 0.0006 0.00023 0.00248 -0.00024 0.00090 -0.00021 -0.00250 0.00037 -0.00038 0.0006
ICT16 44 0.0003 0.00019 0.00255 -0.00044 0.00090 -0.00021 -0.00252 0.00042 -0.00043 0.0006
ICT16 45 0.0004 0.00019 0.00245 -0.00031 0.00090 -0.00020 -0.00262 0.00040 -0.00030 0.0006
LCT49 01 -0.0009 0.00102 0.00069 -0.00162 0.00082 -0.00026 -0.00306 0.00214 -0.00064 0.0009
LCT49 02 -0.0010 0.00100 0.00068 -0.00142 0.00082 -0.00026 -0.00323 0.00215 -0.00080 0.0008
LCT49 03 -0.0005 0.00099 0.00069 -0.00125 0.00082 -0.00026 -0.00323 0.00216 -0.00047 0.0010
LCT49 04 -0.0003 0.00092 0.00060 -0.00110 0.00081 -0.00027 -0.00307 0.00218 -0.00042 0.0010
LCT49 05 -0.0008 0.00116 0.00104 -0.00179 0.00080 -0.00025 -0.00277 0.00197 -0.00093 0.0008
LCT49 06 -0.0008 0.00111 0.00081 -0.00149 0.00080 -0.00025 -0.00288 0.00198 -0.00088 0.0008
LCT49 07 -0.0011 0.00118 0.00089 -0.00202 0.00078 -0.00025 -0.00298 0.00194 -0.00071 0.0008
LCT49 08 -0.0006 0.00112 0.00081 -0.00140 0.00080 -0.00025 -0.00299 0.00199 -0.00064 0.0008
LCT49 09 -0.0010 0.00130 0.00103 -0.00181 0.00079 -0.00024 -0.00286 0.00183 -0.00100 0.0009
LCT49 10 -0.0007 0.00131 0.00105 -0.00181 0.00080 -0.00025 -0.00281 0.00186 -0.00090 0.0008
LCT49 11 -0.0009 0.00129 0.00090 -0.00182 0.00079 -0.00024 -0.00276 0.00183 -0.00082 0.0008
LCT49 12 -0.0011 0.00119 0.00085 -0.00167 0.00080 -0.00024 -0.00295 0.00189 -0.00097 0.0009
LCT49 13 -0.0010 0.00110 0.00085 -0.00149 0.00082 -0.00025 -0.00299 0.00203 -0.00111 0.0009
LCT49 14 -0.0010 0.00105 0.00073 -0.00148 0.00081 -0.00026 -0.00299 0.00201 -0.00089 0.0008
LCT49 15 -0.0013 0.00105 0.00080 -0.00205 0.00081 -0.00025 -0.00280 0.00204 -0.00097 0.0010
LCT49 16 -0.0008 0.00117 0.00089 -0.00157 0.00078 -0.00025 -0.00296 0.00191 -0.00081 0.0007
LCT49 17 -0.0004 0.00117 0.00077 -0.00135 0.00081 -0.00026 -0.00284 0.00201 -0.00074 0.0007
LCT49 18 -0.0003 0.00114 0.00068 -0.00089 0.00079 -0.00024 -0.00305 0.00186 -0.00063 0.0007
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Table 5.12: Calculated biases and bias uncertainty in uranium tetrafluoride benchmarks.
Case β 1H(n,γ) 1H(n,el.) 19F(n,el.) 19F(n,inel.) 235U(n,γ) 235U(n,F) 235U(ν¯) 238U(n,γ) 238U(n,inel.) ∆βd
ICT01 01 0.0029 0.00018 0.00118 0.00240 0.00227 0.00176 -0.00032 -0.00425 0.00062 -0.00092 0.0014
ICT01 02 0.0018 0.00020 0.00159 0.00200 0.00129 0.00128 -0.00028 -0.00388 0.00051 -0.00082 0.0009
ICT01 03 0.0027 0.00023 0.00188 0.00193 0.00142 0.00105 -0.00023 -0.00324 0.00040 -0.00065 0.0010
ICT01 04 0.0023 0.00031 0.00204 0.00099 0.00110 0.00098 -0.00022 -0.00262 0.00028 -0.00046 0.0007
ICT01 05 0.0007 0.00055 0.00122 0.00021 0.00023 0.00086 -0.00022 -0.00211 0.00013 -0.00013 0.0011
ICT01 06 0.0028 0.00024 0.00186 0.00188 0.00146 0.00106 -0.00023 -0.00321 0.00040 -0.00055 0.0009
ICT01 07 0.0026 0.00025 0.00185 0.00165 0.00156 0.00109 -0.00023 -0.00315 0.00039 -0.00070 0.0009
ICT01 08 0.0028 0.00028 0.00166 0.00190 0.00168 0.00109 -0.00023 -0.00331 0.00035 -0.00055 0.0009
ICT01 09 0.0029 0.00025 0.00150 0.00241 0.00179 0.00136 -0.00028 -0.00360 0.00042 -0.00088 0.0012
ICT01 10 0.0032 0.00020 0.00154 0.00238 0.00237 0.00129 -0.00028 -0.00392 0.00051 -0.00081 0.0012
ICT01 11 0.0031 0.00022 0.00156 0.00233 0.00223 0.00131 -0.00026 -0.00385 0.00052 -0.00084 0.0013
ICT01 12 0.0027 0.00022 0.00147 0.00228 0.00168 0.00126 -0.00027 -0.00357 0.00051 -0.00076 0.0010
ICT01 13 0.0026 0.00031 0.00199 0.00128 0.00119 0.00098 -0.00021 -0.00266 0.00027 -0.00038 0.0008
ICT01 14 0.0022 0.00032 0.00205 0.00097 0.00100 0.00097 -0.00022 -0.00259 0.00026 -0.00042 0.0008
ICT01 15 0.0025 0.00032 0.00190 0.00113 0.00133 0.00096 -0.00021 -0.00255 0.00026 -0.00047 0.0008
ICT01 16 0.0018 0.00042 0.00170 0.00054 0.00097 0.00088 -0.00022 -0.00230 0.00018 -0.00028 0.0008
ICT01 17 0.0040 0.00008 0.00153 0.00399 0.00224 0.00143 -0.00031 -0.00428 0.00063 -0.00114 0.0016
ICT01 18 0.0047 0.00011 0.00199 0.00327 0.00242 0.00108 -0.00026 -0.00340 0.00048 -0.00086 0.0013
ICT01 19 0.0022 0.00036 0.00175 0.00102 0.00115 0.00089 -0.00022 -0.00245 0.00018 -0.00036 0.0009
ICT01 20 0.0030 0.00019 0.00140 0.00242 0.00196 0.00125 -0.00027 -0.00381 0.00053 -0.00060 0.0010
ICT01 21 0.0033 0.00018 0.00124 0.00265 0.00282 0.00175 -0.00033 -0.00453 0.00067 -0.00105 0.0015
ICT01 22 0.0041 0.00008 0.00142 0.00351 0.00250 0.00138 -0.00031 -0.00419 0.00062 -0.00085 0.0014
ICT01 23 0.0038 0.00012 0.00184 0.00250 0.00248 0.00106 -0.00025 -0.00358 0.00046 -0.00077 0.0012
ICT01 24 0.0043 0.00011 0.00197 0.00248 0.00232 0.00108 -0.00025 -0.00333 0.00048 -0.00051 0.0011
ICT01 25 0.0017 0.00035 0.00175 0.00070 0.00071 0.00091 -0.00022 -0.00235 0.00018 -0.00022 0.0008
ICT01 26 0.0015 0.00044 0.00155 0.00070 0.00056 0.00091 -0.00022 -0.00226 0.00018 -0.00027 0.0009
ICT01 27 0.0017 0.00042 0.00165 0.00048 0.00096 0.00091 -0.00021 -0.00227 0.00017 -0.00029 0.0009
ICT01 28 0.0028 0.00021 0.00141 0.00226 0.00182 0.00132 -0.00027 -0.00359 0.00051 -0.00081 0.0010
ICT01 29 0.0015 0.00021 0.00147 0.00199 0.00115 0.00127 -0.00026 -0.00387 0.00051 -0.00092 0.0011
LCT33 01 0.0027 0.00022 0.00067 0.00070 0.00071 0.00070 -0.00029 -0.00214 0.00253 -0.00038 0.0011
LCT33 02 0.0032 0.00022 0.00072 0.00072 0.00096 0.00069 -0.00029 -0.00200 0.00252 -0.00040 0.0013
LCT33 03 0.0028 0.00022 0.00074 0.00095 0.00039 0.00070 -0.00029 -0.00207 0.00253 -0.00033 0.0012
LCT33 04 0.0033 0.00022 0.00077 0.00097 0.00105 0.00070 -0.00029 -0.00200 0.00252 -0.00053 0.0010
LCT33 05 0.0030 0.00027 0.00094 0.00083 0.00081 0.00069 -0.00030 -0.00195 0.00216 -0.00044 0.0009
LCT33 06 0.0029 0.00027 0.00101 0.00095 0.00064 0.00067 -0.00031 -0.00190 0.00211 -0.00044 0.0008
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Table 5.12: (continued)
Case β 1H(n,γ) 1H(n,el.) 19F(n,el.) 19F(n,inel.) 235U(n,γ) 235U(n,F) 235U(ν¯) 238U(n,γ) 238U(n,inel.) ∆βd
LCT33 07 0.0027 0.00027 0.00087 0.00082 0.00052 0.00067 -0.00030 -0.00188 0.00210 -0.00031 0.0009
LCT33 08 0.0020 0.00032 0.00099 0.00073 0.00025 0.00065 -0.00032 -0.00189 0.00185 -0.00056 0.0009
LCT33 09 0.0023 0.00032 0.00091 0.00066 0.00040 0.00065 -0.00032 -0.00190 0.00183 -0.00022 0.0009
LCT33 10 0.0021 0.00036 0.00098 0.00051 0.00056 0.00063 -0.00034 -0.00182 0.00170 -0.00041 0.0008
LCT33 11 0.0024 0.00036 0.00087 0.00096 0.00056 0.00063 -0.00034 -0.00182 0.00168 -0.00045 0.0008
LCT33 12 0.0021 0.00036 0.00094 0.00059 0.00039 0.00063 -0.00034 -0.00179 0.00170 -0.00039 0.0009
LCT33 13 0.0019 0.00041 0.00085 0.00054 0.00056 0.00062 -0.00035 -0.00188 0.00158 -0.00032 0.0007
LCT33 14 0.0010 0.00050 0.00053 0.00019 0.00028 0.00053 -0.00042 -0.00169 0.00123 -0.00006 0.0010
LCT33 15 0.0008 0.00051 0.00053 0.00014 0.00016 0.00055 -0.00041 -0.00173 0.00127 -0.00018 0.0009
LCT33 16 0.0009 0.00051 0.00051 0.00019 0.00020 0.00055 -0.00041 -0.00177 0.00127 -0.00014 0.0010
LCT33 23 0.0028 0.00019 0.00070 0.00108 0.00059 0.00069 -0.00029 -0.00214 0.00253 -0.00058 0.0009
LCT33 24 0.0027 0.00019 0.00075 0.00118 0.00026 0.00069 -0.00029 -0.00211 0.00256 -0.00050 0.0011
LCT33 25 0.0032 0.00019 0.00087 0.00116 0.00075 0.00068 -0.00029 -0.00209 0.00254 -0.00058 0.0012
LCT33 26 0.0030 0.00024 0.00094 0.00119 0.00079 0.00067 -0.00030 -0.00190 0.00214 -0.00075 0.0009
LCT33 27 0.0031 0.00024 0.00091 0.00105 0.00103 0.00066 -0.00030 -0.00196 0.00210 -0.00054 0.0010
LCT33 28 0.0028 0.00024 0.00076 0.00120 0.00078 0.00067 -0.00030 -0.00195 0.00215 -0.00071 0.0008
LCT33 29 0.0036 0.00025 0.00087 0.00126 0.00111 0.00067 -0.00031 -0.00200 0.00216 -0.00035 0.0010
LCT33 30 0.0026 0.00030 0.00091 0.00070 0.00073 0.00065 -0.00032 -0.00189 0.00188 -0.00038 0.0008
LCT33 31 0.0025 0.00030 0.00093 0.00084 0.00062 0.00065 -0.00032 -0.00189 0.00190 -0.00052 0.0007
LCT33 32 0.0027 0.00030 0.00093 0.00086 0.00075 0.00066 -0.00032 -0.00189 0.00190 -0.00043 0.0008
LCT33 33 0.0027 0.00029 0.00094 0.00096 0.00078 0.00064 -0.00033 -0.00180 0.00184 -0.00054 0.0009
LCT33 34 0.0026 0.00030 0.00100 0.00093 0.00060 0.00066 -0.00033 -0.00192 0.00191 -0.00049 0.0008
LCT33 35 0.0028 0.00033 0.00088 0.00089 0.00080 0.00063 -0.00033 -0.00181 0.00174 -0.00033 0.0009
LCT33 36 0.0028 0.00034 0.00096 0.00080 0.00101 0.00065 -0.00033 -0.00185 0.00178 -0.00047 0.0008
LCT33 37 0.0022 0.00034 0.00101 0.00080 0.00049 0.00063 -0.00034 -0.00182 0.00170 -0.00053 0.0007
LCT33 38 0.0021 0.00033 0.00098 0.00074 0.00048 0.00063 -0.00033 -0.00194 0.00173 -0.00049 0.0007
LCT33 39 0.0024 0.00034 0.00101 0.00055 0.00071 0.00064 -0.00033 -0.00180 0.00176 -0.00039 0.0008
LCT33 40 0.0024 0.00034 0.00096 0.00074 0.00062 0.00065 -0.00033 -0.00187 0.00177 -0.00046 0.0007
LCT33 41 0.0021 0.00038 0.00105 0.00041 0.00065 0.00060 -0.00036 -0.00177 0.00156 -0.00041 0.0008
LCT33 42 0.0024 0.00039 0.00097 0.00067 0.00057 0.00062 -0.00035 -0.00184 0.00160 -0.00025 0.0007
LCT33 43 0.0019 0.00038 0.00086 0.00053 0.00061 0.00061 -0.00036 -0.00179 0.00157 -0.00044 0.0008
LCT33 44 0.0007 0.00050 0.00050 0.00018 0.00013 0.00054 -0.00042 -0.00173 0.00125 -0.00014 0.0010
LCT33 45 0.0010 0.00050 0.00063 0.00022 0.00014 0.00053 -0.00042 -0.00170 0.00123 -0.00009 0.0010
LCT33 46 0.0011 0.00051 0.00075 0.00015 0.00025 0.00056 -0.00040 -0.00185 0.00132 -0.00014 0.0009
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In the UO2F2 results, the trend shown is one negatively proportional to EALF. Above
an EALF value of approximately 0.1 eV a negative bias is calculated—at this point the
upper subcritical limit (USL) to be utilised in a criticality safety assessment would be
impacted through incorporation of an allowance for the computational bias. Below this
value, no allowance would be suggested as far as safety limits are concerned. However,
the positive bias of up to ∼0.0020 indicated, may impact upon mass/volume limits set
out as a criticality safety control parameter. The same concern is indicated for the UF4
configurations, but more onerously given the positive trend in bias, reaching up to a
maximum value of ∼0.0050.
Any trend over the uranium oxide results is more difficult to infer. However, a general
indication of negative bias is shown, with a tendency to under-predict keff by as much
as ∼-0.0040. This might indicate that for low-moderated uranium oxide powders, an
appropriate allowance in the criticality safety USL for computational bias would be re-
quired. With the calculated biases eliminated from the original keff values, an improved
set of calculation-experiment discrepancies may be derived. The distribution as shown
in Figure 5.7, appropriately modified, is thus shown in Figure 5.28. When these two
plots are compared, it may be seen that discrepancies post-adjustment lie more cen-
trally. In particular, the over-prediction of the UF4 data has been largely eliminated.
The uranium oxide data between 2 × 10−6—5 × 10−5 MeV has also been noticeably
improved; the biases calculated are between approximately ∼-0.0010–0.0040; see Table
5.11 and Figure 5.27.
Comparing the nuclear data regions responsible for the biases in these particular
configurations—ICT15 (cases 1,2,4–7 and 19–24) ICT16 (cases 6 and 19) and HCM01
(cases 12–16), some differences are apparent; the H(n,γ) bias is much more important
to the HEU cases—the keff uncertainty due to this reaction are much in excess of all
other uranium oxide cases (see Table 5.8). In contrast, the 238U reactions only have
a noticeable effect where it is present in greater quantities i.e. the IEU/LEU cases.
However, good agreement between the sign and approximate value of the majority of
the other individual biases may be noted, which indicates that the adjustments required
to decrease the calculation discrepancy are well characterised.
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Figure 5.27: Trends in calculated keff bias and bias uncertainty against EALF parameter, for separate fuel-types.
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Figure 5.28: Calculation-experiment discrepancies for all retained benchmarks as a function of EALF parameter, following elimination of
calculated biases.
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In order to further investigate this EALF region (between about 2 and 50 eV), the
DICE database of ICSBEP benchmark experiments was examined for any further sim-
ilar benchmarks (other than those already rejected) in this region, including those of
metallic material form. The most similar configurations, in terms of the basic set of nu-
clides (not considering deuterium, neutron poisoned or high temperature experiments),
found were:
- HEU-MET-THERM-003, “Lattices of Oralloy Cubes in Water,” (Cases 4–7).
This is a set of Los Alamos experiments of 1955 with the objective to “help bridge
the gap between critical mass data for solid units [of water reflected HEU] and for
immersed [HEU] lathe turnings or solutions with molecular units.” The basic fuel
units are small one or half inch cubes, set up in three-dimensional arrays of up to
several hundred units immersed in water.
- HEU-MET-FAST-007, “Uranium Metal Slabs Moderated with Polythene, Plexi-
glas or Teflon,” (Case 43).
This Oak Ridge experiment of 1967 used interleaved stacks of thin plates of HEU
and various plastic moderators, both with and without polythene reflection. These
again provide validation for partially moderated HEU systems; the final case,
with the highest degree of polythene moderation and a polythene reflector, has
an EALF in the region of interest noted above.
These additional cases were also modelled with MONK, and calculations were run using
the same ENDF/B-VII.0 data as for all previous cases. The results obtained are shown
in Table 5.13.
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Table 5.13: Results of additional benchmark experiment calculations in region of EALF
∼2–50eV.
Evaluation ID Case no. EALF (MeV) Benchmark MONK9 (ENDF/B-VII.0) %kc−keke
ke ± σu kc ± σMC
HMT03 4 4.574E-05 0.9876±0.0040 0.9766±0.0005 -1.11
5 2.605E-06 0.9930±0.0030 0.9781±0.0005 -1.50
6 9.244E-06 0.9889±0.0030 0.9685±0.0005 -2.06
7 2.976E-06 0.9919±0.0030 0.9767±0.0005 -1.53
HMF07 43 3.341E-05 0.9998±0.0008 1.0010±0.0005 0.12
The last of these cases (HMF07 case 43) shows excellent agreement with the expected
benchmark keff value. However, there is significant underprediction, of up to -2% in keff
for the four HMT03 cases. The major difference in the composition of these two exper-
iments is the inclusion of oxygen (in water) in the HMT03 cases. Although this might
lend credence to the supposition made in Section 5.5 that the oxygen elastic scatter
cross-section could be underestimated, there are still far too few experiments to make
any firm conclusion. This is also exacerbated by the age of the HMT03 experiments and
the consequent lack of clear experimental accounts of method and uncertainty, which
are noted in the evaluation.
What this does make clear however, is that there still remains a need for further
critical experiments to lend more extensive validation in the EALF region of a few eV
to tens of eV, for basic cross-section evaluations. These are required to cover low mod-
erated applications such as (as noted for HMT03) fine uranium metal in low moderator
volumes, or (such as like the HCM01 or ICT15/16 experiments) damp uranium oxide
powders. It is therefore posited that the conduction of a series of modern, high quality
experiments with well-defined specifications and uncertainties would provide significant
benefit to further refining calculational accuracy within this region. The need for such
work is recognised by the criticality safety community and the design of such a series of
experiments is in the early phases—specifically the Thermal/Epithermal eXperiments
(TEX) [137]. The recommendations based on the results of the analysis documented
herein may be of interest in the design of these or other future experiments.
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5.7 Summary
In this Chapter, the 136 new IEU benchmark configurations developed in Chapters 2
and 3 have been combined with cases similar in material form, at various enrichments.
Prior to analysis using the methodology derived and tested in Chapter 4, probabilistic
tests were applied to select 278 statistically consistent configurations. Experimental
uncertainty correlations between configurations were newly established where applica-
ble. Adjustments to the nuclear cross-section data and associated computational biases,
bias uncertainties and trends therein were calculated. The applicability of the additional
IEU benchmarks evaluated in this thesis, in conjunction with data already available in
the ICSBEP handbook has also been demonstrated.
The resulting information is of significance for both nuclear data evaluators, critical-
ity safety professionals and in the design of future critical experiments. The analysis
presented is considered to provide an original examination of the ENDF/B-VII.0 nu-
clear data library, using the associated nuclear covariance data disseminated with the
ENDF/B-VII.1 release. This analysis is pertinent to validation of the BINGO processed
ENDF/B-VII.0 nuclear data library, which is to be distributed with future release ver-
sions of MONK. This is anticipated to be one of the primary data libraries used in UK
criticality safety calculations, replacing the older data libraries, such as JEF-2.2, which
are currently in standard use.
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Unique historical data from UK criticality experiments with intermediate enriched ura-
nium (IEU) have been evaluated as criticality safety benchmark experiments. Four
evaluations, detailing 136 configurations, have been accepted and published in the
IHECSBE. This work has increased the number of published IEU benchmark configura-
tions from 125 to the current total of 261. An overview of the experiments, a description
of the evaluations and a summary of the benchmark models have been provided. Sample
calculational results obtained with the Monte Carlo codes MONK and MCNP, using
the JEF-2.2 and ENDF/B-VII.0 nuclear data-sets, have also been presented.
In order to analyse the data, a novel data assimilation technique employing Kalman
filtering has been derived. The sensitivity module of MONK has been compared to
similar codes as part of an expert group study and was shown to give results in good
agreement. The assimilation scheme was tested using a sample set of benchmark exper-
iments to demonstrate its functionality.
Finally, the newly developed IEU benchmarks were used with the assimilation scheme
coupled to MONK, in order to calculate adjustments to the ENDF/B-VII.0 nuclear data.
Similar, independent benchmarks were selected for use in the analysis, eliminating those
which showed significant statistical inconsistencies. Following this analysis, regions for
consideration of the nuclear data were discussed and computational biases and associ-
ated trends in the calculated keff data were provided.
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Following the experience gained throughout the completion of this project, it is pos-
sible to make the following suggestions for further work. Some areas could be addressed
by further research, possibly by a doctoral student. Other areas might require the atten-
tion of the wider field of experts, industrial bodies/laboratories and possibly commercial
organisations, in order for them to be realised.
1. There exists a great deal more data on UK criticality and reactor experiments,
which would be of significant interest if evaluated and submitted to the appropri-
ate body (ICSBEP or possibly the IRPhEP). The most straightforward to evaluate
might be the additional experiments using 30% IEU that were not addressed as
part of this project; interacting solution-filled slabs were investigated using the
TESSIE/SIRIUS rig in Dounreay cell 3, and two-body UO2/wax assemblies were
also performed with ATLAS at Aldermaston. These might be of particular in-
terest if a functionality to include consideration of scattering angular anisotropy
could be developed, as these experiments might be especially sensitive to that
parameter. Additional cases may also be evaluated for the 45% uranium metal
experiments performed at Aldermaston (see Dominey et. al. [138]), the bare cases
of which are published as IEU-MET-FAST-019.
There is also interest in plutonium systems, most notably plutonium nitrate so-
lutions, benchmark data for which exhibits some significant spread in calcula-
tional accuracy—experiments performed in Dounreay cell 4 may help address
this problem. Handbooks of critical experiment data, including Abbey [22], [23],
contain summary data for various systems including very-low-enriched uranium
tetrafluoride (see also White [58] and Walford [54]), carbon moderated plutonium
(the Quagga series) and solution systems (performed at both Dounreay and Har-
well). Additional data for experiments performed at Aldermaston also exists for
Pu sphere experiments [139], low H:Pu VERA fuel plate experiments [88] and
mixed PuO2/natural UO2/polythene compacts [140]. Note also that the very-
low-enriched (1.4% 235U) uranium tetrafluoride data may be of particular interest
in light of the 238U capture cross-section testing issue raised in Chapter 5. How-
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ever, the handbooks are simply summary data and it is presently unclear as to
whether sufficiently detailed reports could be located, in order to make an accept-
able evaluation possible.
Research reactor data from AWE, most notably that from VERA and VIPER,
could also be reviewed with a view to publish benchmark data. Data from VERA
may be of significant importance, since they are part of the historically important
fast-reactor cross-section Evaluation Working Group (CSEWG) benchmark suite
(configuration 2—VERA-11A and configuration 6—VERA-1B).
2. In validation routines where data adjustment schemes are applied, it may be ben-
eficial to consider a secondary adjustment to the sensitivity data, as described
in Chapter 4. Where biases are calculated, the accuracy of the sensitivities over
the range applied can be confirmed by applying the data adjustments and re-
calculating keff (or other integral parameter of interest); comparison of the ob-
served and expected changes may be used to determine whether the secondary
adjustment is required. Furthermore, for the application of sensitivity adjust-
ments, determination of the uncertainty constraints to be applied may warrant
further investigation. Where statistical uncertainties were calculated as less than
20%, they were set to 20% based loosely on the spread of results for the UACSA
phase III.3 benchmark. It is recognised that this was somewhat arbitrary and
unlikely to be universally valid for all sensitivities in all code/data combinations.
Better estimates of the overall sensitivity uncertainties might be derived through
more rigorous reaction and energy dependent comparisons of sensitivity estimates
obtained using different codes/data.
3. The sensitivity generation module of MONK has been tested and verified against
similar codes, confirming its fitness for use. Furthermore, it has been recently
updated to become compatible with the use of new format (BINGO processed)
data libraries, and to allow generation of sensitivities to average number of neu-
trons emitted per fission (nubar ν¯). However, for application of data adjustment
to be considered more complete, other pertinent data should be considered. For
230
6 Conclusions and Suggestions for Further Work
example, sensitivities to fission spectrum distribution and scattering energy and
angle laws are currently not included. Calculational techniques to calculate these
parameters are being developed e.g. in MCNP, and so these might also be incor-
porated into MONK at some point in its future development. It would also be
of great benefit to parallelise MONK, specifically to speed up the computation
of sensitivity coefficients, which is currently a large penalty to users’ time con-
straints. The use of Monte Carlo to score adjoint parameters for the calculation
of sensitivity coefficients has also been developed as a more computationally effi-
cient method compared to the currently utilised DOS method. The possibility of
employing this method in MONK might warrant investigation.
4. The extent of non-linear behaviour with adjustments to the nuclear data is not
treated in a direct quantitative manner by the sensitivity adjustment iteration
scheme that has been used in this work. If the effect was addressed quantita-
tively, this could prove a very important development. If both first and second
order terms for sensitivity coefficients were calculable with MONK, these could
be explicitly included in the calculation of the expected bias. This might then
resolve some of the issues with sensitivity accuracy and provide an alternative to
the application of a sensitivity adjustment iteration to the routine for calculating
validation parameters.
5. Bespoke computational tools and algorithms have been developed in order to ap-
ply the Kalman filter adjustment scheme, to both nuclear data and sensitivities.
However, these are not readily available for wide-scale use by criticality assessors
using MONK to calculate specific biases within real safety cases. If a database
of quality-assured benchmark experiment results and associated sensitivities were
developed for MONK, this could facilitate application. Alongside nuclear data
covariances, a simple and user-friendly tool could be set up, for example within
the MONK control GUI ‘launchpad’. Bias calculation could then be more readily
addressed, in a rigorous and specific manner, by the individual assessor for the
application case in question. This would be possible without the costly time in-
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volved in modelling, running, processing and checking the appropriate benchmark
experiment configurations.
6. The regions of nuclear data that have been highlighted in the adjustment process
in Chapter 5 could be further investigated. The DA analysis showed that the
benchmark experiments generated in this work are useful for investigation of oxy-
gen [(n,el)], fluorine [(n,el) and (n,inel)], 235U [(n,γ)] and 238U [(n,γ) and (n,inel)]
reactions. Cross-section adjustments with considerable impact on keff were calcu-
lated in these regions, in order to improve the overall agreement of the calculated
and expected integral experiment values. Particular consideration might be given
to those regions which in Section 5.5 showed consistently calculated adjustments
for all sets of experiments, i.e. 16O(n,el) and 238U(n,γ). It would also be pos-
sible to apply the total Monte Carlo (TMC) data adjustment technique. This
method has most recently been applied to light nuclei scattering effects, including
hydrogen thermal scattering [133] and may be further extended to oxygen; the
benchmark experiments evaluated herein could be of particular use in testing an
adjusted 16O cross section.
7. The data assimilation method described in Chapter 4 has been used to analyse
a series of experiments of three different fuel types—these involved primarily the
nuclides 19F, C, 16O as well as 1H and various uranium isotopes. Regions of
cross-section adjustment and calculational biases were identified in Chapter 5.
Of course, the same method could be used to analyse other experimental series
involving a different set of nuclides.
8. The designers of future critical experiments may also be guided by the demon-
stration in Section 5.6 that minimal coverage of basic cross-section validation
experiments exists in the region of a few eV to tens of eV; particular paucity is
shown between about 2–50 eV. Those that exist exhibit some spread in calculation-
experiment discrepancy and a possible negative computational bias is indicated
in Figure 5.27; it would be beneficial if this deficiency were addressed through
further high accuracy integral experiments.
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