Abstract The default mode network (DMN) is associated with the occurrence of mind-wandering or task-unrelated thought. In contrast, the frontal-parietal network (FPN) and visual network (VS) are involved in tasks with external stimuli. However, it is not clear how these functional network interactions support these two different processes -mind-wandering and on-task -especially with regard to individual variation in the mind-wandering experience. In this study, we investigated the functional connectivity and modular structure among the DMN, FPN, and VS. Our results showed that, compared to the on-task period, mindwandering was associated with increased DMN activity and increased DMN-VS connectivity. Moreover, mindwandering was accompanied by a large number of transitional nodes, which expressed a diversity of brain regions. Intriguingly, the functional connectivity of the FPN and VS was strongly correlated with individual behavioral performance. Our findings highlight the individual variation of mind-wandering, which implies the importance of other complementary large-scale brain networks.
Introduction
Mind-wandering is defined as a spontaneous thought that shifts the focus away from a current on-going task to inner mind-flow [1] . This mind-flow often occupies a considerable portion of waking time among people everywhere engaged in thoughts unrelated to the here-and-now, and exploring mind-wandering has substantial academic and practical significance [2] [3] [4] . Evidence from neuroimaging has suggested that mind-wandering is associated with the activity of the default mode network (DMN) [5] [6] [7] [8] . More importantly, the blood oxygen level-dependent (BOLD) signal of the DMN can positively predict individuals' daydream frequency [5] , and studies using online neuroimaging samples have confirmed that the DMN is activated during mind-wandering [6, 7] .
Sustained attention to a response task (SART) is widely used to investigate mind-wandering [6, [9] [10] [11] . In this paradigm, participants are instructed to respond as rapidly and accurately as possible to a non-target stimulus and to withhold the response when a target stimulus appears. Essentially, SART is a simple visual task requiring a go/nogo response, and this simplicity is helpful in shifting attention away from the current task. This type of task involving cognitive control processing activates the frontal-parietal network (FPN) to allow people to regulate habitual responses for optimizing behavioral performance [12] . Both the FPN and visual network (VS) are taskevoked networks that correspond to a SART stimulus. According to the decoupling hypothesis, spontaneous thought decouples the mind from an external stimulus, and task-relevant activity may be inhibited [13] . The association between VS and posterior cingulate cortex is positively associated with perspective thought, emphasizing the interaction between the VS and DMN during Electronic supplementary material The online version of this article (https://doi.org/10.1007/s12264-018-0278-7) contains supplementary material, which is available to authorized users.
imagination [14] . Thus, inhibitory activity from the taskrelated VS and cooperation between the VS and DMN are expected during mind-wandering. In addition, the executive failure hypothesis attributes poor performance to mind-wandering [15] , and the link between the FPN and other networks may reflect this change. That is to say, decreased communication among the FPN and other networks may indicate poor task performance. Therefore, we chose SART as a task to induce mind-wandering, and we considered the DMN, FPN, and VS to be the key brain networks.
The predicament confronted by researchers of taskunrelated thought or mind-wandering lies in the state differences or individual differences of mental activity during an individual's internal experience [16] . Mittner et al. [17] suggested that task-unrelated thought can be divided into 2 states, off-focus and mind-wandering. Alternatively, individual intention creates intentional and unintentional mind-wandering [18] . Moreover, there are huge variations in mind-wandering among individuals, such as different moods, time directions (past or future), and other concerns [1, 4, 19] . Recent resting-state studies have investigated the association between the ongoing experience of mind-wandering and the functional connectivity of the DMN. Peorio et al. [20] revealed that the connectivity between subsystems of the DMN is linked to poor performance, and also linked to mind-wandering. And Wang et al. [21] also found that functional connectivity within the DMN can be divided into two components correlated with poor performance and high creativity. However, functional connectivity during mind-wandering in the ongoing task context remains unknown. Furthermore, to explore the individual variability in brain responses, subject-based modularity analysis is necessary, as this approach focuses on individual differences by establishing the greatest variation in connectivity between brain regions [22, 23] .
To examine the individual differences in mind-wandering, we first used independent component analysis (ICA) to identify and select the DMN, FPN, and VS and thus to explore whether the functional connectivity of each factor is responsible for the on-task or mind-wandering state. Subsequently, the time courses of the DMN, FPN, and VS were extracted and then we evaluated the activity and connective intensity of these networks during each state. We predicted that activation of the DMN suppressed by the external attention task would be recruited more during the mind-wandering than the on-task state. The analysis of individual differences was based on the functional connectivity of a single participant. We hypothesized that functional connectivity among the DMN, FPN, and VS would lead to mind-wandering and that interactions that supported external orientation tasks would be restrained.
Moreover, we expected that functional connectivity would be associated with individual behavioral performance. We also conducted modularity analysis at the subject-and group-levels to explore the modularity corresponding to individual differences. We set out to characterize the key role that each brain region plays in the reconfiguration of functional organization concerning functional integration of the DMN, FPN, and VS.
Materials and Methods

Participants
Twenty-four healthy, right-handed participants (19-26 years old, mean ± SD = 21.7 ± 2.1 years, 12 males) were randomly recruited from the local community through advertisement. They were non-smokers and had no history of psychiatric, neurological, or sleep disorders as confirmed by psychiatric assessment. All participants had normal or corrected-to-normal vision. They did not consume any caffeinated drinks during the scan day and had good sleep habits of between 6.5 h/day and 9 h/day (sleeping before 00:30 and rising before 09:00). Written informed consent was given after a detailed explanation of the study protocol. The experimental procedure was endorsed by the Ethics Committee of Southwest University, and all procedures involved were in accordance with the sixth revision of the Declaration of Helsinki.
Procedure
Participants performed the SART, a classical paradigm with a thought probe to detect mind-wandering. A mirror attached to the head coil allowed participants to see the stimuli. Each participant had 8 functional magnetic resonance imaging (fMRI) scanning sessions during SART, and each session consisted of 329 trials containing 16 thought probes, 16 targets, and 297 non-targets. One digit (0-9), a non-target, was presented every 2 s. Targets, consisting of the number ''3'', occurred in * 5% of all the trials in each session. This relatively low target frequency was expected to help to establish an automatic response pattern and promote a relatively high induction rate of mind-wandering. The order of the 32 events (targets and thought probes) was pseudo-counterbalanced so that an artificial and variable distance between events (5-15 trials with nontargets) was uniformly distributed within each SART session (3 events appeared 5 trials apart, 3 events 6 trials apart, and so on until all events were completed). The number and distribution of targets, non-targets, and thought probes were as described in a previous study [6] . Thought probes consisted of 2 questions: ''Did you focus on the task or mind-wandering before this probe?'' and ''Were you aware where your attention was?''. The bipartite responses, consisting of ''on-task or mind-wandering'' and ''awareness or unawareness'', were dependent on the actual experience of the participants themselves. Before formal scans, a training session outside the fMRI scanner was performed in order to reduce the learning effects and enhance the probability of mind-wandering. Participants were asked to complete a psychomotor vigilance test task to assess their vigilance state and a series of scales -the Pittsburgh Sleep Quality Index (PSQI), the MorningnessEveningness Questionnaire Self-Assessment (MEQ-SA), the Shortened NEO Five Factor Inventory, the Positive and Negative Affect Scale, the State Anxiety Inventory (SAI), and the Daydreaming Frequency Scale from the Imaginal Process Inventory -were used to measure their psychological state before formal scanning. Each formal scan consisted of 462 volumes. The present study focused on individual differences from the brain activity, modularity, and functional connectivity during mind-wandering; therefore, the analysis for different states of mind-wandering (according to probe 2) is not shown here.
Data Acquisition
High-resolution T1-weighted structural images were acquired from all participants using a 3-T Siemens Trio scanner (Siemens Medical, Erlangen, Germany). The 3-D spoiled gradient-recalled sequence used the following parameters: TR/TE = 8.5/3.4 ms, FOV = 240 9 240 mm 2 , flip angle = 12°, acquisition matrix = 512 9 512, thickness = 1 mm with no gap. The high-resolution T1-weighted structural images provided an anatomical reference for the functional scans. The functional volumes of each taskrelated fMRI were acquired using an echo-planar imaging sequence with the following parameters: TR/TR = 1500/ 29 ms, flip angle = 90°, acquisition matrix = 64 9 64, inplane resolution = 3.0 9 3.0 mm 2 , FOV = 192 9 192 mm 2 , axial slices = 25, thickness = 5 mm with gap = 0.5 mm. Head movements were minimized by a cushioned headfixation device.
fMRI Data Analysis
Functional Network Identification
First, all the fMRI data were pre-processed with SPM8 (http://www.fil.ion.ucl.ac.uk/spm/software/spm8/, Wellcome Department of Cognitive Neurology, University College London, UK). The pre-processing steps included slice-timing correction, head-motion correction, spatial normalization, and smoothing (6 mm full-width at half maximum Gaussian kernel).
Then, we performed group ICA using the GIFT toolbox (http://icatb.sourceforge.net/) to retrieve independent components and subsequently identified networks of interest [24] . ICA is a widely-used method for decomposing high-dimensional fMRI data into distinct signal and noise components, and it has been applied consistently to identify large-scale brain networks [25] . The ICA method has the advantage that it makes no a priori assumptions concerning the nature of BOLD responses evoked by taskrelated conditions, so it is a completely data-driven approach. This property is desirable for the present research as the neural networks had to be extracted automatically. After submitting the fMRI data to GIFT, the optimal number of components was set to 20, calculated using the GIFT dimensionality estimation tool. Briefly, data from each participant were reduced using principal component analysis according to the selected number of components. Then the data were separated by ICA using the Extended Infomax algorithm. Subsequently, spatial maps and representative time courses of each component were estimated for each participant through back-reconstruction. The output results were a series of spatial maps and representative time courses for each participant, each session, and each of the 20 estimated components. The mean spatial maps for all participants were transformed to z-scores for display purposes. We finally selected the DMN, FPN, and VS component maps that referred to one of our previous fMRI studies [26] as spatial templates. These selected neural networks corresponded to those components that had the strongest spatial correlations with the templates and at least twice the correlation value of all other networks. The spatial distributions of the 3 networks are presented in Fig. 1 .
Activation and Functional Connectivity Analysis
For activation analyses, we assessed the mean episodes of hemodynamic responses associated with on-task and mindwandering within each of the 3 networks. The time window for analysis was a separate 10-s interval before the on-task probes and a 10-s interval before the mind-wandering probes [6] . For functional connectivity analyses, the time courses of the selected components during the stages of ontask and mind-wandering were used as inputs for correlation calculations. We removed the effects of task-related design before subsequent correlation calculations that were based on the general linear model of SART. This model was then submitted to the CONN toolbox (http://www. nitrc.org/projects/conn) to remove the effects of SART conditions at each voxel to avoid connectivity driven by shared task-related responses and subsequently connectivity measures were computed. The model contained 10 regressors. First, the 10-s intervals before probes (each interval included 5 non-target trials) were separated into 2 types, depending on the participant's response to each probe: mind-wandering, or on-task. We did not consider the different states of mind-wandering in this model. Thus, 2 regressors were used to model each kind of pre-probe interval. Second, 2 regressors were used to model the occurrence of the probes themselves (one for probe 1 and one for probe 2). The probes were modelled to dissociate the state of being on-task or mind-wandering from the effect of the thought probe itself. Third, the 10-s intervals before targets were separated into correct target responses (correct withholds) and incorrect target responses. Finally, 4 additional regressors were used to model correct responses to targets and non-targets and incorrect responses to targets and non-targets.
The correlation coefficients were normalized to z-scores with Fisher's r-to-z transformation to increase the normality of the distribution, allowing further statistical analysis of correlation intensity. To explore the influence of functional connectivity on mind wandering, we further examined the relationship between the functional interaction of networks and individual performance (percentage of lapses) during mind-wandering.
Node Selectivity
To define the regions of interest (ROIs) in the DMN, FPN, and VS, the spatial maps for each participant were entered into a single sample t test to identify voxels with activity that was significantly different from zero. The threshold for significance was set using a false-discovery rate correction (P \ 0.0001, cluster extent of 20 voxels). Finally, 13 clusters (or nodes) were identified for the DMN and they became the entry for the subsequent modular analysis. The procedure described above was also applied to extract the clusters for the FPN (11 clusters or nodes) and VS (6 clusters or nodes). Table 1 shows the peak points with clusters and voxels.
The 30 regions in the DMN, FPN, and VS (Table 1) were spherical ROIs (radius 5 mm). The time courses of these ROIs were extracted from the fMRI data after smoothing and then removing the signals of white matter, cerebrospinal fluid, head movement, and the effects of task conditions as confounding effects; this was performed using CONN 16b [27] , a functional connectivity toolbox (http://www.nitrc.org/projects/conn). The normalized functional connectivity matrix of each participant during stages of on-task and mind-wandering was also collected using the CONN toolbox. Modularity analysis was performed using the free brain connectivity toolbox (BCT, https://sites.google.com/site/bctnet/) for MatLab (Math Works, Natick, MA) with functional connectivity matrices as inputs.
Subject-Based Module Analysis
To account for individual variability in the number and structure of modules across participants, we identified the optimal modular architecture for the entire sample for both on-task and mind-wandering networks. Briefly, 2 module matrices were constructed separately for the state of ontask and mind-wandering in accordance with the functional connectivity matrix of each participant. To construct a module allegiance matrix that represented the frequency of co-classification, each pair of nodes was assigned to the same module, and these matrices were then submitted to a second-level modular decomposition. By this procedure, 2 regions that consistently co-classified in the same module across participants were assigned to the same module in the second-level partition.
For the module allegiance matrix of on-task and mindwandering, F, each element F ij gave the relative frequency (across participants) with which regions i and j were assigned to the same functional community [22, 23] . The module allegiance of 2 nodes would be 1 if they were always in the same functional community and therefore tended to be functionally coherent with another node. It would be 0 if they were never in the same community. We iterated the algorithm 10,000 times for each dataset to account for any potential degeneracy in our data, following the procedure of a previous study [22] . For all datasets, we chose the most frequent partition with the maximal Q value. These data strongly suggested that this partition represented the optimum modular decomposition for each dataset of states. We computed the module allegiance separately for the on-task and mind-wandering phases.
To understand the functional roles played by each module and its constituent nodes, we used the consistency (z) and diversity (h) across participants to compare the ontask and mind-wandering periods [22] . The classification consistency and diversity of each node were estimated by computing the within-module strength and diversity coefficient of each node separately in the modular allegiance matrices of on-task and mind-wandering. Here, consistency (z) quantified the degree to which each region was classified in the same module relative to other nodes within modules among the participants. The regions with high consistency represented core roles of their module and acted as stable module hubs. The diversity (h) quantified the variability of modular allocation of each region among the participants. High diversity of regions suggests that they probably joined different modules across participants, because of dispersed alignment between modules from one individual to another. These regions, therefore, are transitional nodes that facilitate functional integration between modules [22, 28] .
Statistical Analysis
To evaluate the behavioral results, the paired-samples t test was conducted on reaction time and percentage of lapses, to compare the statistical differences between mindwandering periods and on-task periods. For neuroimaging data, the paired-samples t test was used to determine significant differences in the percentage of BOLD signal changes for each network in the episodes of mindwandering and on-task. Three additional paired-samples t tests also compared the normalized correlation coefficients between networks. The differences were considered to be significant if the associated probability was \ 0.05. Classification consistency (z) and classification diversity (h) for different states (on-task and mind-wandering) were also tested by paired-samples t tests. To understand the relationship between individual behavioral variation and the interaction of functional networks, we also used Pearson correlations to assess the correspondence between interactions of DMN-FPN/FPN-VS/DMN-VS and the performance of the participants. The Bonferroni correction was used when performing multiple statistical tests simultaneously in all the functional networks.
Results
Behavioral Results
Participants reported that they had been mind-wandering in an average of 34.5 probes (range 7-73) and on-task in an average of 89.8 probes (range 51-125), corresponding to 27.97% and 72.03% of the available probes, respectively. During the intervals before mind-wandering probes, more lapses occurred than during the intervals before on-task probes (t = 4.14, P \ 0.001, Table 2 ). There was no significant difference in the reaction time of non-targets during mind-wandering and on-task periods. Probes with no immediate response were invalid and were excluded from further analysis. The mean and standard deviation (SD) results of the psychomotor vigilance test were 335.4 ± 25.8 mm before the fMRI scans. Questionnaire results contained scores of 4.4 ± 1.8 on the PSQI, 49.2 ± 11.8 on the MEQ-SA, and 40.4 ± 9.5 on the SAI. No score on each scale exceeded 3 times the SD. The PSQI, MEQ-SA and SAI results showed that the participants were normal in psychological terms.
Altered Activation and Connectivity Among DMN, FPN, and VS
The spatial distributions and time courses of DMN, FPN, and VS were identified and extracted using the ICA method (Fig. 1) . We compared the percentage signal changes among the 3 networks between on-task and mind-wandering. Activity in these brain networks ( Fig. 2A) showed that activation in the DMN during mind-wandering was significantly stronger than that during on-task (P \ 0.05). Within the FPN and VS, there were significant decreases in BOLD signals during mind-wandering relative to the ontask state (both P \ 0.001). All P values passed the Bonferroni correction with 0.05/3. An overall decreased intensity of activity in DMN, FPN. and VS is shown in Fig. 2A .
We examined the paired-samples t test for each connectivity of DMN-VS/FPN-DMN/FPN-VS to compare on-task and mind-wandering (Fig. 2B) . Relative to the ontask period, the functional connectivity (z-scores) within DMN-VS was significantly increased during mind-wandering (P \ 0.001). Within the FPN-VS, however, a significant decrease was observed when compared to the on-task period (P \ 0.001). The P value of these items passed the Bonferroni correction with 0.05/3. There was no significant difference between on-task and mind-wandering in the FPN-DMN and only a declining trend for mindwandering. An overall decreased intensity of functional connectivity among the DMN, FPN, and VS is shown in Fig. 2B .
Modularity
Thirty brain regions were selected by constraining the spatial distributions of ICA components: 13 from the DMN, 11 from the FPN, and 6 from the VS ( Table 1 ). The module organization of each network was generally consistent with the ICA outputs; however, it has been shown to reorganize depending on tasks [22] . Our results on the comparison between mind-wandering and on-task showed a significant difference in the module Q values between the on-task and mind-wandering periods (P \ 0.05). For on-task networks, the optimal decomposition also identified 3 modules. Some regions, however, were relocated when compared with the structure revealed by ICA (Fig. 3A) . For example, for mind-wandering networks, the optimal modular decomposition for interaction during mind-wandering was identified as 2 modules (Fig. 3B) . Reconfiguration of the network occurred during mind-wandering. Only 4 regions of the DMN (left thalamus, right middle cingulate cortex, right precentral gyrus, and right medial frontal gyrus) in the ICA regions were absent from mind-wandering. This implied that the DMN has a stable distribution pattern during different states, although it may capture and abandon some regions to adapt to the incoming demands in various states. However, the DMN, FPN, and VS also reorganized their sub-regions during mind-wandering, and formed a new module during the period of mind-wandering.
We examined consistency and diversity to investigate the functional roles played by each module and its constituent nodes (Fig. 4) . Consistency describes the importance of each region relative to other nodes within a module. Here, the regions with high classification consistency represented core nodes of a module, for example, the right precuneus in the DMN (Fig. 4) . Diversity represents a region's variability or individual differences in modular assignment. The regions with high diversity combined different modules across participants. For the network during both on-task and mind-wandering, regional z and h values showed a negative correlation trend. For classification diversity, nodes during mindwandering moved toward the right side (Fig. 4C, D) , which meant that nodes had a significantly higher h index relative to those during the period of on-task (paired-sample t test, P \ 0.001). A large number of transitional nodes were composed using the new FPN-VS module. There was no significant difference in the z index. These results suggested that new module patterns during mind-wandering are more variable. In other words, different individuals had different patterns of the module, which also implied that undisciplined brain organization is characteristic of mindwandering. 
Association Between Brain Network Interactions and Individual Behavioral Performance
We examined the association between the number of lapses and the interactions among brain networks during mindwandering (Fig. 5) , and found a significant negative correlation between the FPN-VS connectivity and the percentage of lapses during mind-wandering (r = -0.6273, P = 0.001). In addition, there was a positive correlation between DMN-VS connectivity and the percentage of lapses during mind-wandering (r = 0.4275, P = 0.0372). However, there was no significant correlation between DMN-FPN and lapses during mind-wandering (r = -0.0606, P = 0.7784). We found that both the increased DMN-VS cooperation and FPN-VS inverse correlation corresponded to more lapses during mindwandering. After Bonferroni correction with 0.05/3, only FPN-VS passed the threshold. There were no statistically significant differences during the on-task period.
Discussion
In the present study, we mainly focused on individual differences in mind-wandering. First, at the behavioral level, we found the percentage of lapses during the intervals of mind-wandering significantly increased relative to on-task. Second, we found an overall decreased response in the intensity of activation and functional connectivity among the DMN, FPN, and VS. That is, there was a significant increase in negative activation (in the DMN) and a significant decrease in positive activation (in the FPN and VS) during mind-wandering. Similarly, there was a significant increase in the negative functional connectivity (of the DMN-VS) and a significant decrease in positive functional connectivity (of the FPN-VS). Third, there was a significant difference between module number and module allegiance between the on-task and mind-wandering periods. This suggested that during mind-wandering brain regions are not always in the same functional community, and there are more transitivity nodes during mind-wandering than on-task periods. Finally, the functional connectivity between FPN and VS was significantly correlated with individual lapses during mind-wandering. These results illustrate the individual variation of mindwandering.
It is an undeniable fact that the DMN plays an important role during mind-wandering [7, 16, 29] , and this is also consistent with our finding that recruitment of the DMN increased during mind-wandering. More importantly, our data implied that the individual variation during mindwandering might be related to the activation of the DMN ( Fig. 2A) , which had a larger variance during mindwandering (0.36) than on-task (0.10). These findings are in line with the multiple functions of the DMN, involving introspective and adaptive mental activities [16, 30] . Andrews-Hanna [30] divided the DMN into 3 subsystems. The medial temporal subsystem, engaged in providing materials to compose the various contents of mindwandering, is associated with episodic memory and represented by solid black lines. Module allegiance matrices for ontask (A) and mind wandering (B) re-ordered to emphasize the optimal modular structure.
contextual retrieval depending on individual experience. Another subsystem, the dorsal medial subsystem, provides the rules of communication and mentalization depending on personal constructs. The core hubs, the medial prefrontal cortex and precuneus/posterior cingulate cortex, are associated with self-related processing. The variability in functional connectivity among the subsystems of the DMN promotes the probability of mind-wandering [31] . In our opinion, the variances of functional connectivity and activation within the DMN correspond to a wide variety of contents during mind-wandering. Thus, mind-wandering is a complex and heterogeneous phenomenon and the DMN is the primary source [1, 7, 16] . In addition, dysfunction of the DMN occurs in a number of psychiatric and neurological diseases [32] ; thus abnormal mind-wandering, accompanied by abnormal activity in the DMN, is characteristic of mental disorders [33] [34] [35] [36] .
The FPN and VS are associated with cognitive control and visual processing, respectively [37] . We found that activation of the FPN/VS during the on-task period was Table 1. increased. In our results, we did not observe activation of the FPN during mind-wandering, which is inconsistent with previous studies [7] . Though they found that some frontal regions are activated by mind-wandering and related spontaneous thought, these regions could not be due to the FPN because of the module restructuring, just as we found. Our results suggested that the role of the whole FPN may be more reflected in the interaction with other networks during mind-wandering. With regard to functional connectivity, the inverse correlation between the DMN and the FPN/VS is consistent with many previous reports about competition or antagonism between introspective and extrospective processing functional networks [38] . They are parallel to the phenomenon that participants focusing on the current task need to use externally-directed cognition [39] . Intriguingly, this relationship was not connected with the current task during mind-wandering. The intensity declined both in the amplitude of activation and functional connectivity. Our results showing decreased visual activity during task-relevant processes conform to inferences from the decoupling hypothesis [13] . In particular, the cooperative interaction between the FPN and the VS was attenuated during mind-wandering, implying a dynamic transformation from the on-task state. Moreover, this reflects the escape of control from external sensory input. The attenuated anti-correlation between the DMN and VS also adversely affected the maintenance of the ontask state. Imagination involved in mind-wandering may recruit the VS to cooperate with the DMN [14] . Our data suggested that the DMN does not operate in isolation during mind-wandering and the complementarity of other networks during self-generated thought should be evaluated as well.
Our modular analysis showed that the optimal number of modules, consisting of the DMN, FPN and VS, was 2 during mind-wandering but 3 during on-task. The modular pattern of mind-wandering contained new DMN modules with numerous original regions, some of which were from the FPN and VS, while the new FPN-VS module contained the remaining regions. Both modules were totally different from the on-task period (Figs. 3, 4) . Moreover, the index concerning module allegiance showed that the functional coherence during mind-wandering was not as strong as that during on-task. It has been suggested that regions with increased individual modular variability are not always in the same functional community and are recombined depending on the mental context that tasks demand [22, 23] . In addition, regions during mind-wandering were more diverse than on-task. The increase in regions with high diversity demonstrated that they are important for functional integration between modules [22] . They act as transitional hubs that could play different roles when coupled with different nodes of different modules among participants. In addition, this reflected the influence of individual differences during mind-wandering, for which the different contents of mind-wandering among individuals probably demanded diversified functions from variant module patterns with transitional nodes. The brain regions composing the new DMN module were characterized by higher h in the wandering than in the on-task state of mind (Fig. 3C, D) . The integration between FPN and VS, however, was more fascinating and the FPN- VS module was more diversified than the newly-emerged DMN. Correlative analysis further revealed a significant correlation between behavioral performance and the functional connectivity between the module of the FPN and VS. Our behavioral results are in line with previous evidence [6] and the probability and extent of mind-wandering are associated with behavioral lapses [8, 15, 40] . The FPN-VS module (Fig. 4D) , consisting of regions with high h, represents a transitional module for promoting the integration between FPN and VS, facilitating mind-wandering (Fig. 5) . Our results suggested that the FPN gradually suppresses the VS with more lapses, which is also favorable for mind-wandering, accompanied by more transitional nodes. The FPN released the constraints on spontaneous thought [29] .
In light of previous studies, we highlighted that functional brain modules with more diversity among individuals could be a key factor in explaining why the contents during mind-wandering can be different for different individuals across time. Numerous studies have assessed multiple types of content of mind-wandering involving large samples, illustrating the characteristics of complexity. These studies have suggested that mind-wandering is characterized by multiple dimensions, including temporal orientation, affective valence, personal significance, and self-reference, among others [19, 41, 42] . In summary, although group analysis claims that the DMN is the core neural mechanism to support mind-wandering, our results suggest that the DMN cannot independently support the variety of mind-wandering produced by different combinations of these diverse elements of content. The diversification of mind-wandering is guaranteed by interactions among multiple large-scale networks with increased diversity of regions. Wandering brain networks undertake mind wandering.
Further exploration is needed, especially in the analysis of fMRI data and the collection of mind-wandering data. SART is a traditional paradigm to induce and probe mindwandering. However, the probing of mind-wandering is dependent on self-reports; thus, the time window is not precise. This inaccurate data would affect the results of analysis. Future research should make more efforts in investigating the objective acquisition of mind-wandering data [43] . It is not sufficient to gain an understanding of individual differences in mind-wandering simply by asking participants 2 probes. Then, there were more on-task trials than mind-wandering trials, and this unbalanced number could lead to unreliable results. To mitigate the consequences of this problem, we did some complementary analyses: the on-task trials were randomly sampled at the individual level to equilibrate the numbers of trials between on-task and mind-wandering. We found similar results for activation, functional connectivity, and correlation (see Supplemental Information for details).
Conclusions
In this study, we depicted a relatively comprehensive picture of mind-wandering from the perspective of behavioral performance, brain activity, functional interaction, and the modular organization of brain networks. We explored the phenomenon of mind-wandering using a classical paradigm, SART. Consistent with previous studies, positive activation of the DMN and negative activation in the FPN and VS occurred during mind-wandering. Interestingly, the correlation between functional connectivity and behavioral performance indicated a key role in the interaction among functional networks. We found that the brain pattern was reconfigured with shifting from the state of on-task to that of mind-wandering. This is a recombined pattern of brain function with increased transitivity after turning attention from the external attention task. These results suggest that brain function is a process of regional integration in the brain, and this reassignment of brain function also occurs in a statedependent manner that works in different situations. Mindwandering has its own form of functional brain tissue.
