Abstract. We propose a new framework of explanation-oriented data mining by adding an explanation construction and evaluation phase to the data mining process. While traditional approaches concentrate on mining algorithms, we focus on explaining mined results. The mining task can be viewed as unsupervised learning that searches for interesting patterns. The construction and evaluation of mined patterns can be formulated as supervised learning that builds explanations. The proposed framework is therefore a simple combination of unsupervised and supervised learning. The basic ideas are illustrated using association mining. The notion of conditional association is used to represent plausible explanations of an association. The condition in a conditional association explicitly expresses the plausible explanations of an association.
Introduction
Data mining is a discipline concerning theories, methodologies, and in particular, computer systems for exploring and analyzing a large amount of data. A data mining system is designed with an objective to automatically discover, or to assist a human expert to discover, knowledge embedded in data [2, 6, 21] . Results, experiences and lessons from artificial intelligence, and particularly intelligent information systems, are immediately applicable to the study of data mining.
By putting data mining systems in the wide context of intelligent information systems, one can easily identify certain limitations of current data mining studies. In this paper, we focus on the explanation facility of intelligent systems, which has not received much attention in data mining community. We present a new explanation-oriented framework for data mining by combining unsupervised and supervised learning.
For clarity, we use association mining to demonstrate the basic ideas. The notion of conditional association is used to explicitly state the conditions under which the association occurs. An algorithm is suggested. Conceptually, it consists of two parts and uses two data tables. A transaction data table is used to learn an association in the first step. An explanation table is used to construct an explanation of the association in the second step.
In the development of many branches of science such as mathematics, physics, chemistry, and biology, the discovery of a natural phenomenon is only the first step. The important subsequent tasks for scientists are to build a theory accounting for the phenomenon and to provide justifications, interpretations, and explanations of the theory. The interpretations and explanations enhance our understanding of the phenomenon and guide us to make rational decisions [22] .
Explanation plays an important role in learning and is an important functionality of many intelligent information systems [5, 8, 9, 11, 15] . Dhaliwal and Benbasat argue that the role of constructing explanation is to clarify, teach, and convince [5] . Human experts are often asked to explain their views, recommendations, decisions or actions. Users would not accept recommendations that emerge from reasoning that they do not understand [9] .
In an expert system, an explanation facility serves several purposes [17] . It makes the system more intelligible to the user, helps an expert to uncover shortcomings of the system, and help a user to feel more assured about the recommendations and actions of the system. Typically, the system provides two basic types of explanations: the why and the how. A why type question is normally posed by a user when the system asks the user to provide some information. A how type question is posed by a user if the user wants to know how a certain conclusion is reached. Wick and Slagle [19] proposed a journalistic explanation facility which include the six elements who, what, where, when, why, and how.
A data mining system may be viewed as an intermediate system between a database or data warehouse and an application, whose main purpose is to change data into usable knowledge [21] . To achieve this goal, the data mining system should provide necessary explanations of mined knowledge. A piece of discovered knowledge is meaningful and trustful only if we have an explanation. An association does not immediately offer an explanation. One needs to find explanations regarding when, where, and why an association occurs. If a data mining system is an interactive system, it must also provide explanations for its recommendations and actions. For a knowledge-based data mining systems, explanation of the use of knowledge is also necessary to make the mining process more understandable by a user. The observations and results regarding explanations in expert systems are applicable to data mining systems. In order to make data mining a well-accepted technology, more attention must be paid to the needs and wishes for explanations from its end users. Without the explanation functionality, the effectiveness of data mining systems is limited.
On the other hand, studies in data mining have been focused on the preparation, process and analysis of data. Little attention is paid to the task of explaining discovered results. There is clearly a need for the incorporation of an explanation facility into a data mining process.
It is commonly accepted that a data mining process consists of the following steps: data selection, data preprocessing, data transformation, pattern discovery, and pattern evaluation [6] . Several variations have been studied by many authors [7, 10, 16] . By adding an extra step, explanation construction and eval-uation, we can obtain a framework of explanation-oriented data mining. This leads to a significant step from detecting the existence of a pattern to searching for the underlying reasons that explain the existence of the pattern.
Explanation-oriented association mining
Association mining was first introduced using transaction databases and deals with purchasing patterns of customers [1] . A set of items are associated if they are bought together by many customers. Some authors extended the original associations to negative associations [20] .
Conditional associations and explanation evaluation
The reasons for the occurrence of an association can not be provided by the association itself. One needs to construct and represent explanations using other information. More specifically, if one can identify some conditions under which the occurrence of the association is more pronounced, the condition may provide some explanation. By adding time, place, customer features (profiles), and item features as conditions, we may identify when, where and why an association occurs, respectively.
The notion of conditional associations has been discussed by many authors in different contexts [4, 14, 18] . Typically, conditions in conditional associations mining are used as constraints to restrict a portion of the database to mine useful associations. For explanation-oriented association mining, we take a reverse process. We first mine association and then search for conditions. We can profile transactions by customers, places, and time ranges. Domain specific knowledge is used to select a set of profiles and to form an explanation table. Different explanation tables can be constructed, which lead to different explanations. Each explanation table may or may not be able to provide a satisfactory explanation. It may also happen that each table may be able to explain only some aspects of the association.
Let φψ denote an association discovered in a transaction table. Let χ denote a condition expressible in the explanation table. A conditional association is written by φψ | χ. Suppose s is a measure that quantifies the strength of the association. An example of such measures is the support measure used in association mining [1] . Plausible explanations may be obtained by comparing the values s(φψ) and s(φψ | χ). If s(φψ) > s(φψ | χ), namely, the association φψ is more pronounced under the condition χ, we say that χ provides a plausible explanation for φψ, otherwise, χ does not. We may also introduce another measure g to quantify the quality of conditions [22] . Explanations are evaluated jointly by the two measures.
Explanation construction
Construction of explanations is equivalent to finding conditions in conditional associations from an explanation table.
Suppose φψ is an association of interest. We can classify transactions into two classes, those that satisfy the association, and those that do not satisfy the association. With this transformation, searching for conditions in conditional associations can be stated as learning of classification rules in the explanation table. Any supervised learning algorithm, such as ID3 [12] , its later version C4.5 [13] , or PRISM [3] , may be used to perform this task.
An algorithm for explanation-oriented association mining
Explanation-oriented associating mining consists of two steps. In the first step, an unsupervised learning algorithm, such Apriori [1] or a clustering algorithm, is used to discover an association. In the second step, an association of interest is used to create a label in the explanation table. Any supervised learning algorithm, such as ID3 [12] or PRISM [3] , is used to learn classification rules, which are in fact conditional associations.
The framework of explanation-oriented association mining is thus a simple combination of existing unsupervised and supervised learning algorithms. As an illustration, the combined Apriori-ID3 algorithm is described below: 
Conclusion
By drawing results from artificial intelligence in general and intelligent information systems in specific, we demonstrate the needs for explanations of mined results in a data mining process. We show that explanation-oriented association mining can be easily achieved by combining existing unsupervised and supervised learning methods. The main contribution is the introduction of a new point of view to data mining research. An explanation facility may greatly increase the effectiveness of data mining systems.
