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Using variational methods we establish the existence of nontrivial solutions for the
following class of problems
−div(a(x)|∇u|p(x)−2∇u)+ |u|p(x)−2u = K (x)|u|q(x)−2u in RN ,
where p,q,a, K :RN → R are continuous functions satisfying some conditions and the set
{x ∈RN ; a(x) = 0} is not empty.
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1. Introduction
In this paper, we are interested in the existence of nontrivial solution for the following class of problems
−div(a(x)|∇u|p(x)−2∇u)+ |u|p(x)−2u = K (x)|u|q(x)−2u in RN , (P )
where p,q,a, K : RN → R are continuous functions verifying the following hypotheses:
(H1) 1< p− = infRN p(x) p(x) p+ = supRN p(x) < N in RN .
(H2) There exists R∗ > 0 such that p(x)m in RN , p(x) ≡m for all x ∈ BcR∗ (0).
(H3) 1< q− = infRN q(x) q(x) q+ = supRN q(x) in RN , p+ < q− and
p(x)  q(x)  p∗(x) = Np(x)
N − p(x) in R
N .
The notation h  g means that infRN {g(x)− h(x)} > 0.
Relating to functions a and K , we assume the following conditions:
(H4) a(x) 0 in RN , a ≡ 0, a ∈ L∞(RN ), and there exists θ > 0 such that{
x ∈ RN ; a(x) = 0}⊂ Bθ (0), inf
RN\Bθ (0)
a(x) > 0 and
1
a
∈ Lr(x)(Bθ (0))
for some function r(x) ∈ L∞(RN )∩ C(RN ) satisfying
Nq(x)
p(x)N + p(x)q(x) − Nq(x)  r(x) and
1+ r(x)
r(x)
 p(x).
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η < K (x) < β, ∀x ∈ RN .
Equations with variable exponents appear in various mathematical models, for example:
• Electrorheological ﬂuids: see Acerbi and Mingione [1,2], Antontsev and Rodrigues [5] and Ruzicka [18].
• Nonlinear Darcy’s law in porous medium: see Antontsev and Shmarev [6,7].
• Image processing: see Chambolle and Lions [8] and Chen, Levine and Rao [11].
The study of Lp(x) and W 1,p(x) spaces done by Kovacik and Rákosník [19] has generated a large amount of research of
equations involving variable exponents, for example, Alves and Souto [3], Fan [15], El Hamidi [12], Chabrowski and Fu [10],
Mihailescu, Pucci and Radulescu [21] and references therein.
In [9], Chabrowski has considered the problem (P ) for the particular case where p(x) = 2 and q(x), r(x) are constant
functions verifying the hypotheses (H3)–(H5). In that paper, the author established the existence of a solution to (P ) by
minimization together Lagrange Multiplier Theorem. We cite the papers of Murthy and Stampacchia [20], Musso and Pas-
saseo [17], Passaseo [22] and reference therein, where other types of degenerate elliptic problems were also considered.
In this paper, motivated by [9] and some arguments developed by Alves and Souto [3], we complete the study made in
[9], in the sense that we are considering the same equation in RN , but with variable exponents. However, we would like to
stress that the method used in [9] cannot be applied here because the operator and nonlinearity are not homogeneous.
This paper is organized in the following way: In Section 2, we deﬁne the space W 1,p(x)a(x) (R
N ) and establish an embedding
result for this space. In Section 3, we show the existence of solutions for two different behaviors of q(x) at inﬁnity.
2. The space W 1,p(x)a(x) (R
N )
The appropriate Sobolev space to study problem (P ) is the space W 1,p(x)a(x) (R
N ), deﬁned as a completion of C∞0 (RN ) with
respect to norm
‖u‖ = ‖∇u‖p(x),a(x) + ‖u‖p(x)
where
‖∇u‖p(x),a(x) = inf
{
α > 0,
∫
RN
a(x)
∣∣∣∣∇uα
∣∣∣∣
p(x)
dx 1
}
and
‖u‖p(x) = inf
{
α > 0,
∫
RN
∣∣∣∣ uα
∣∣∣∣
p(x)
dx 1
}
.
Using similar arguments developed in [13,14,19], it is possible to prove that W 1,p(x)a(x) (R
N ) is separable and reﬂexive. Since a
is bounded from above, we have the following continuous embedding
W 1,p(x)
(
R
N) ↪→ W 1,p(x)a(x) (RN).
Another important norm on W 1,p(x)a(x) (R
N ) is
‖u‖∗ = inf
{
α > 0,
∫
RN
[
a(x)
∣∣∣∣∇uα
∣∣∣∣
p(x)
+
∣∣∣∣ uα
∣∣∣∣
p(x)]
dx 1
}
which is equivalent to ‖ ‖.
The next lemma establishes other embeddings involving W 1,p(x)a(x) (R
N ), which are key points in all this work.
Lemma 2.1. Suppose that (H1)–(H5) hold. Then, the following continuous embeddings hold
W 1,p(x)a(x)
(
R
N) ↪→ W 1,s(x)(BR(0)), ∀R > 0 where s(x) = p(x)r(x)
1+ r(x) (2.1)
and
W 1,p(x)a(x)
(
R
N) ↪→ Lq(x)(RN). (2.2)
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x ∈ RN ; a(x) = 0}⊂ BR−1(0) and inf
RN\BR−1(0)
a(x) > 0.
Since
Nq(x)
p(x)N + p(x)q(x) − Nq(x)  r(x)
a straightforward calculation leads to
q(x)  Ns(x)
N − s(x) .
This together with some results found in [13,14] yields
W 1,s(x)
(
BR(0)
)
↪→ Lq(x)(BR(0)). (2.3)
In the what follows, φR is a C1 function verifying
• φR(x) = 1, ∀x ∈ BR(0);
• φR(x) = 0, ∀x ∈ RN \ BR+1(0)
and
• 0 φR(x) 1, ∀x ∈ RN .
Fixing
Θ = ‖∇u‖p(x),a(x),BR+1(0) + ‖u‖p(x),BR+1(0),
we get ∫
BR (0)
∣∣∣∣∇uΘ
∣∣∣∣
s(x)
dx
∫
BR+1(0)
∣∣∣∣∇(uφR)Θ
∣∣∣∣
s(x)
dx.
Hence ∫
BR (0)
∣∣∣∣∇uΘ
∣∣∣∣
s(x)
dx c1
∫
BR+1(0)
∣∣∣∣∇uΘ
∣∣∣∣
s(x)
dx+ c1
∫
BR+1(0)
∣∣∣∣ uΘ
∣∣∣∣
s(x)
dx
for some positive constant c1, because φR is a smooth function. By virtue of preceding inequality together with a ∈ L∞(RN ),
it follows that there exists c2 > 0 such that∫
BR (0)
∣∣∣∣∇uΘ
∣∣∣∣
s(x)
dx c1
∫
RN
a
r(x)
1+r(x)
∣∣∣∣∇uΘ
∣∣∣∣
s(x) 1
a
r(x)
1+r(x)
dx+ c2
∫
RN
∣∣∣∣ uΘ
∣∣∣∣
s(x) 1
a
r(x)
1+r(x)
dx.
From Hölder’s inequality∫
BR (0)
∣∣∣∣∇uΘ
∣∣∣∣
s(x)
dx c1
∥∥a −s(x)p(x) ∥∥ p(x)r(x)
s(x)
∥∥∥∥a s(x)p(x)
∣∣∣∣∇uΘ
∣∣∣∣
s(x)∥∥∥∥ p(x)
s(x)
+ c2
∥∥∥∥
∣∣∣∣ uΘ
∣∣∣∣
s(x)∥∥∥∥ p(x)
s(x)
∥∥a −s(x)p(x) ∥∥ p(x)r(x)
s(x)
,
that is, ∫
BR (0)
∣∣∣∣∇uΘ
∣∣∣∣
s(x)
dx c3
∥∥∥∥a s(x)p(x)
∣∣∣∣∇uΘ
∣∣∣∣
s(x)∥∥∥∥ p(x)
s(x)
+ c3
∥∥∥∥
∣∣∣∣ uΘ
∣∣∣∣
s(x)∥∥∥∥ p(x)
s(x)
.
Since ∥∥∥∥a s(x)p(x)
∣∣∣∣∇uΘ
∣∣∣∣
s(x)∥∥∥∥ p(x)
s(x)
,
∥∥∥∥
∣∣∣∣ uΘ
∣∣∣∣
s(x)∥∥∥∥ p(x)
s(x)
 1,
it follows that∫ ∣∣∣∣∇uΘ
∣∣∣∣
s(x)
dx 2c3  (1+ 2c3)s+ .
BR (0)
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BR (0)
∣∣∣∣ ∇u(1+ 2c3)Θ
∣∣∣∣
s(x)
dx 1,
and, therefore,
‖∇u‖s(x)  (1+ 2c3)Θ  (1+ 2c3)‖u‖. (2.4)
Since there exists c4 > 0 verifying
‖u‖s(x),BR (0)  c4‖u‖p(x),BR+1(0), (2.5)
combining (2.4) and (2.5), we get
‖∇u‖W 1,s(x)(BR (0))  c5‖u‖
for some positive constant c5. At this point (2.1) is proved.
Now, we shall prove (2.2). To this end, we use the following inequality
‖u‖q(x),BR−1(0)  c6‖uφR−1‖q(x),BR (0)
which together with the continuous embedding W 1,s(x)(BR(0)) ↪→ Lq(x)(BR(0)) imply
‖u‖q(x),BR−1(0)  c6‖uφR−1‖W 1,s(x)(BR (0))
and thus
‖u‖q(x),BR−1(0)  c7‖u‖W 1,s(x)(BR (0)). (2.6)
Consequently, (2.6) and (2.1) combined imply that there exists c8 > 0 such that
‖u‖q(x),BR−1(0)  c8‖u‖. (2.7)
On the other hand, for γ > 1 large enough, we have∫
BcR−1(0)
∣∣∣∣ ∇uγ ‖u‖
∣∣∣∣
p(x)
dx 1,
from where follows that
‖∇u‖p(x),BcR−1(0)  γ ‖u‖. (2.8)
Here we have used the assumption infRN\BR−1(0) a(x) > 0. Estimate (2.8) and the deﬁnition of the norm ‖ ‖ imply that there
exists c9 > 0 verifying
‖u‖W 1,p(x)(BcR−1(0))  c9‖u‖.
Now, recalling that there exists c10 > 0 such that
‖u‖q(x),BcR−1(0)  c10‖u‖W 1,p(x)(BcR−1(0)),
the last two inequalities yield
‖u‖q(x),BcR−1(0)  c11‖u‖. (2.9)
From (2.7) and (2.9), we ﬁnish the proof of the embedding (2.2). 
3. The variational framework
In this paper, a function u ∈ W 1,p(x)a(x) (RN ) is a solution of (P ) if for each φ ∈ W 1,p(x)a(x) (RN ) the equality below holds∫
RN
(
a(x)|∇u|p(x)−2∇u∇φ + |u|p(x)−2uφ − K (x)|u|p(x)−2uφ)dx= 0. (3.1)
To ﬁnd a solution to (P ), we shall study the critical points of the functional I : W 1,p(x)a(x) (RN ) → R given by
I(u) =
∫
N
1
p(x)
[
a(x)
∣∣∇u∣∣p(x) + |u|p(x)]dx− ∫
N
K (x)
q(x)
|u|q(x) dx.R R
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Pass Geometry and that there exists a (PS)d sequence {un} ⊂ W 1,p(x)a(x) (RN ), that is,
I(un) → d and I ′(un) → 0 (3.2)
where
d = inf
g∈Γ max0t1
I
(
g(t)
)
> 0 (3.3)
and
Γ = {g ∈ C([0,1], W 1,p(x)a(x) (RN)): g(0) = 0 and I(g(1)) 0}.
Lemma 3.1. Let {un} be a (PS)c sequence of I . Then, {un} has a subsequence, still denoted by {un}, such that:
• {un} is a bounded sequence with the weak limit denoted by u;
• un → u in W 1,p(x)a(x),loc(RN ) and W 1,ma(x),loc(RN );
• un(x) → u(x) a.e. in RN ;
• un(x) → u(x) in Lp(x)loc (RN ) and Lq(x)loc (RN );
• un → u in W 1,mloc (BcR), for all R > θ .
Proof. From (3.2), there exist C > 0 and n0 ∈ N such that
I(un)− 1
q−
I ′(un)un  C + ‖un‖, ∀n n0,
or equivalently∫
RN
[
a(x)|∇un|p(x) + |un|p(x)
]
dx k1 + k2‖un‖, ∀n n0
for some positive constants k1 and k2, because p+ < q− . As ‖ ‖ and ‖ ‖∗ are equivalent norms, if ‖un‖ 1, we get
‖un‖p−  k1 + k3‖un‖
from where follows that {un} is bounded. The existence of a weak limit to {un} follows from the reﬂexivity of W 1,p(x)a(x) (RN ).
For each R > 0, the embedding
W 1,p(x)a(x)
(
BR(0)
)
↪→ W 1,ma(x)
(
BR(0)
)
(3.4)
is continuous. In fact, the inequality∣∣∣∣ ∇u‖u‖
∣∣∣∣
m
 1+
∣∣∣∣ ∇u‖u‖
∣∣∣∣
p(x)
leads to∫
BR (0)
a(x)
∣∣∣∣ ∇u‖u‖
∣∣∣∣
m

∫
BR (0)
a(x)dx+
∫
BR (0)
a(x)
∣∣∣∣ ∇u‖u‖
∣∣∣∣
p(x)

∫
BR (0)
a(x)dx+ 1
and thus( ∫
BR (0)
a(x)|∇u|m dx
) 1
m
 C‖u‖, ∀u ∈ W 1,p(x)a(x)
(
BR(0)
)
. (3.5)
Arguing as above,
( ∫
BR (0)
a(x)|u|m dx
) 1
m
 C‖u‖, ∀u ∈ W 1,p(x)a(x)
(
BR(0)
)
. (3.6)
Then, (3.5) and (3.6) combined give (3.4).
Now, denoting
Pn(x) = a(x)
〈|∇un|p(x)−2∇un − |∇u|p(x)−2∇u,∇un − ∇u〉+ (|un|p(x)−2 − |u|p(x)−2)(un − u)(x) 0,
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|x|R
Pn dx I
′
(un)(φRun)− I ′ (un)(φRu)−
∫
RN
a(x)|∇un|p(x)−2un∇un∇φR dx+
∫
RN
a(x)|∇un|p(x)−2u∇un∇φR dx
−
∫
RN
φR |un|p(x) dx+
∫
RN
φR |un|p(x)−2uun dx+
∫
RN
|un|q(x)φR −
∫
RN
|un|q(x)−2unuφR + on(1)
which implies
lim
n→∞
∫
|x|R
Pn dx= 0.
Since ‖ ‖ and ‖ ‖∗ are equivalents, the last limit leads to
un → u in W 1,p(x)a(x)
(
BR(0)
)
, ∀R > 0. (3.7)
The same type of arguments can be used to prove that
un → u in W 1,mloc
(
BcR(0)
)
, ∀R > θ. (3.8)
The other limits follow from (2.1) and (3.7). 
4. Existence of solutions
In this section, we shall show the existence of a solution for (P ). We divide this section into two subsections considering
different situations involving the behavior of q(x) at inﬁnity.
From now on, the functions a(x) and K (x) verify the following conditions:
(H6) a(x) a∞ on RN , where a∞ = lim|x|→∞ a(x) with the strict inequality on a set of positive measure in RN .
(H7) K (x) K∞ on RN , where K∞ = lim|x|→∞ K (x).
Hereafter, let us denote by I∞ , the Euler–Lagrange functional associated to the problem{
−a∞mu + um−1 = K∞|u|s−2u in RN ,
u  0, u ≡ 0 and u ∈ W 1,m(RN), (P∞)
and by c∞ the mountain pass level related to I∞ . Since a∞ and K∞ are positive constants, the existence of ground state
solution to (P∞) follows by using the same arguments explored for the case a∞ = K∞ = 1. Moreover, it is possible to prove
the existence of a positive radially symmetric ground state w of (P∞) verifying∣∣w(x)∣∣, ∣∣∇w(x)∣∣→ 0 as |x| → ∞. (4.1)
More details about the above informations can be found in [4] and [16].
Lemma 4.1. Let w be a ground state solution of (P∞). Then, there exists η∗ > 0 such that
‖w‖∞ < 1, ∀K∞  η∗.
Proof. For each K∞ > 0, we consider the function
U∞ = K
1
s+1−m∞ w.
By a direct computation, we can prove that U∞ is a solution of
−a∞mU + Um−1 = Us in RN ,
and that there exists C1 > 0 verifying
‖U∞‖H1(RN )  C1, ∀K∞  0.
Using Moser iteration technique, the last inequality implies that there exists C2 > 0 satisfying
‖U∞‖∞  C2, ∀K∞  0.
Hence, there exists η∗ such that
‖w‖∞ < 1, ∀K∞  η∗
and this completes the proof of lemma. 
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In this subsection, we shall study the case where q(x) is equal to a constant at inﬁnity.
The next proposition establishes an important relation involving the minimax levels d and c∞ .
Proposition 4.1. Suppose (H1)–(H5) and that q(x) satisﬁes
q(x) s a.e. in RN and q(x) ≡ s for all |x| R∗. (Q 1)
If I admits a (PS)d sequence converging weakly to 0, then d c∞ .
Proof. For each R >max{θ, R∗, R∗}, let us consider ψR(x) = 1−φR(x), where φR was introduced in the proof of Lemma 2.1,
and tn,R > 0 verifying
I∞
(
tn,R(ψRun)
)=max
t0
I∞
(
t(ψRun)
)
.
From the deﬁnition of c∞
c∞  I∞
(
tn,R(ψRun)
)= I(un)+ (I∞(tn,R(ψRun))− I(un)).
Assuming for a moment the claim below
Claim 4.1. limR→+∞[limsupn→+∞(I∞(tn,R(ψRun))− I(un))] = 0.
Letting n → +∞ and after R → +∞, we obtain the inequality
c∞  lim
n→+∞ I(un) = d,
which completes the proof of the proposition. 
Proof of Claim 4.1. First of all, we observe that
I∞
(
tn,R(ψRun)
)− I(un)
=
( ∫
RN
tmn,R
m
a∞
∣∣∇(ψRun)∣∣m dx−
∫
RN
a(x)
p(x)
|∇un|p(x) dx
)
+
( ∫
RN
tmn,R
m
|ψRun|m dx−
∫
RN
1
p(x)
|un|p(x) dx
)
+
( ∫
RN
K (x)
q(x)
|un|q(x) dx−
∫
RN
K∞
tsn,R
s
|ψRun|s dx
)
.
In the next, we shall show that each expression in the above parentheses goes to zero, when n → +∞ and after R → +∞.
We shall assume for a moment the following claim.
Claim 4.2. There exists R0 > 0 such that
limsup
n→+∞
tn,R = 1, ∀R  R0.
Observe that∫
RN
K (x)
q(x)
|un|q(x) dx−
∫
RN
K∞
s
tsn,R |ψRun|s dx
=
∫
RN
(K (x)− K∞)
q(x)
|un|q(x) dx+
(
1− tsn,R
) K∞
s
∫
|x|>R+1
|un|s dx+
∫
|x|R+1
K∞
q(x)
|un|q(x) dx
− tsn,R
∫
R|x|R+1
K∞
s
|ψRun|q(x) dx.
Combining (H6), (H7), Lemma 2.1 and Claim 4.2, it follows that
lim
R→+∞
[
limsup
n→+∞
( ∫
N
K (x)
q(x)
|un|q(x) dx−
∫
N
K∞
s
tsn,R |ψRun|s dx
)]
= 0. (4.2)
R R
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lim
R→+∞
[
limsup
n→+∞
( ∫
RN
tmn,R
a∞
m
∣∣∇(ψRun)∣∣m dx−
∫
RN
a(x)
p(x)
|∇un|p(x) dx
)]
= 0 (4.3)
and
lim
R→+∞
[
limsup
n→+∞
( ∫
RN
tmn,R
m
|ψRun|m dx−
∫
RN
1
p(x)
|un|p(x) dx
)]
= 0. (4.4)
Thus, from (4.2)–(4.4) the proof of Claim 4.1 is completed. 
Proof of Claim 4.2. Recalling that q(x) satisﬁes
p(x)  q(x)  p∗(x) = Np(x)
N − p(x) ,
we have∫
|x|R
|un|q(x) dx→ 0
for all R > R∗ . Thus∫
|x|R
|un|q(x) dx=
∫
|x|R
|un|s dx  0,
because, otherwise, we have the limit∫
RN
|un|q(x) dx→ 0
which yields d = 0, and this is a contradiction.
Now, taking tn,R > 0 verifying∫
RN
a∞
∣∣∇(ψRun)∣∣m dx+
∫
RN
|ψRun|m dx= K∞ts−mn,R
∫
RN
|ψRun|s dx (4.5)
and using the fact that {ψRun} is bounded in W 1,m(RN ), by a straightforward computation, it is possible to check that for
each R > 0 ﬁxed, the sequence {tn,R} is bounded. In what follows, we denote by tR the following real number
limsup
n→+∞
tn,R = tR .
On the other hand, combining (3.2) and (4.5) we easily derive∫
RN
a(x)|∇un|p(x) dx−
∫
RN
a∞
∣∣∇(ψRun)∣∣m dx+
∫
RN
|un|p(x) dx−
∫
RN
|ψRun|m dx
=
∫
RN
K (x)|un|q(x) dx− ts−mn,R
∫
RN
K∞|ψRun|s dx+ on(1).
This together with Lemma 2.1 yield
0= K∞
(
1− ts−mR
)
αR (4.6)
where αR = limsupn→+∞
∫
|x|R |un|s dx. Since d > 0, we derive
lim
n→+∞
∫
|x|R
|un|s dx= 0, ∀R > 0,
and
lim
n→+∞
∫
N
|un|s dx = 0.
R
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lim
R→+∞αR = α > 0.
Thus, the last limit together with (4.6) imply that there exists R0 > 0 such that
tR = 1, ∀R  R0,
which completes the proof of Claim 4.2. 
Lemma 4.2. Assume that (H1)–(H7) and (Q 1) hold. Then, d < c∞ .
Proof. Let w be a positive radially symmetric ground state solution for (P∞), and consider the sequences xn =
(0,0, . . . ,n),wn(x) = w(x− xn) and tn > 0 satisfying
I(tnwn) =max
t0
I(twn).
From the deﬁnition of d,
d I(tnwn) = I∞(tnwn)+
[
I(tnwn)− I∞(tnwn)
]
,
that is,
d c∞ +
∫
|x|R∗
a∞
[ |tn∇wn|p(x)
p(x)
− |tn∇wn|
m
m
]
+
∫
|x|R∗
[ |tnwn|p(x)
p(x)
− |tnwn|
m
m
]
+
∫
|x|R∗
K∞
[ |tnwn|s
s
− |tnwn|
q(x)
q(x)
]
.
Fixing an index n large enough such that |∇(tnwn)| < 1 and |tnwn| < 1 in BR∗ (0), and by using the fact that f (s) = s−1τ s
is decreasing in (0,+∞), if 0< τ < 1, for that n, we can conclude that∫
|x|R∗
a∞
[ |tn∇wn|p(x)
p(x)
− |tn∇wn|
m
m
]
,
∫
|x|R∗
[ |tnwn|p(x)
p(x)
− |tnwn|
m
m
]
and ∫
|x|R∗
K∞
[ |tnwn|s
s
− |tnwn|
q(x)
q(x)
]
are less than zero. Hence d < c∞ . 
Theorem 4.1. Assume that (H1)–(H7) and (Q 1) hold. Then, problem (P ) has a solution.
Proof. For each φ ∈ W 1,p(x)a(x) (RN ), the (PS)d sequence {un} satisﬁes∫
RN
[
a(x)|∇un|p(x)−2∇un∇φ + |un|p(x)−2unφ
]
dx=
∫
RN
K (x)|un|q(x)−2unφ dx+ on(1).
Taking the limit as n → +∞ and by using Lemma 3.1, it follows that∫
RN
[
a(x)|∇u|p(x)−2∇u∇φ + |un|p(x)−2uφ
]
dx=
∫
RN
K (x)|u|q(x)−2uφ dx.
Thus u is a solution. Moreover, combining Lemma 4.2 and Proposition 4.1, we deduce that u cannot be zero. 
4.2. Asymptotically constant at inﬁnity
In this subsection, we shall study the case where q(x) is not equal to s, but q(x) goes to s as |x| → ∞.
Lemma 4.3. Suppose that q(x) satisﬁes
q(x) s, ∀x ∈ RN and lim|x|→∞q(x) = s. (Q 2)
If I admits a (PS)d sequence converging weakly to 0, then c  c∞ .
740 C.O. Alves / J. Math. Anal. Appl. 345 (2008) 731–742Proof. As in the proof of Proposition 4.1, we need to prove that Claims 4.1 and 4.2 remain valid by assuming that (Q 2)
holds. Reviewing the proof of Claim 4.2, we need to show that
limsup
n→+∞
( ∫
RN
K (x)|un|q(x) dx− ts−mn,R
∫
RN
K∞|ψRun|s dx
)
= K∞
(
1− ts−mR
)
αR (4.7)
for all R > 0. For each R > 0, it is possible to show that∫
RN
K (x)|un|q(x) dx− ts−mn,R
∫
RN
K∞|ψRun|s dx= K∞
(
1− ts−mn,R
) ∫
|x|R
|un|s dx+ K∞
∫
RN
[|un|q(x) − |un|s]dx+ on(1).
Repeating the same arguments used in [3, Lemma 4.2], the second term of the last equality is on(1). In this way,∫
RN
K (x)|un|q(x) dx− ts−mn,R
∫
RN
K∞|ψRun|s dx= K∞
(
1− ts−mn,R
) ∫
|x|R
|un|s dx+ on(1)
and (4.7) follows. The limit (4.2) follows by using the same type of arguments. Therefore, Claims 4.1 and 4.2 remain valid if
(Q 2) holds. 
Lemma 4.4. Assume that (H1)–(H7) and (Q 2) hold. Then, there is η∗ > 0 such that d < c∞ for K∞  η∗ .
Proof. First of all, from Lemma 4.1 there exists η∗ > 0 such that the ground state w of (P∞) satisﬁes
|w|∞  1, ∀K∞  η∗. (4.8)
Taking wn(x) = w(x− xn) and tn > 0 verifying
I(tnwn) =max
t0
I(twn),
it follows that
d I(tnwn) = I∞(tnwn)+
[
I(tnwn)− I∞(tnwn)
]
which is equivalent to
d c∞ +
∫
|x|R∗
a∞
[
t p(x)n
p(x)
|∇wn|p(x) − t
m
n
m
|∇wn|m
]
dx+
∫
|x|R∗
[
t p(x)n
p(x)
|wn|p(x) dx− t
m
n
m
|wn|m
]
dx
+
∫
RN
K∞
[
tsn
s
|wn|s dx− t
q(x)
n
q(x)
|wn|q(x)
]
dx.
Using for a moment the claim
Claim 4.3. The sequence {tn} is convergent with limit equal to 1.
(4.1) together with Lemma 4.1 leads to∣∣∇(tnwn)∣∣∞ < 1 in BR∗ (0)
and
|tnwn|∞ < 1 in RN
for n large enough. Since f (s) = s−1τ s is decreasing in (0,+∞) if 0< τ < 1, the terms∫
|x|R∗
a∞
[
t p(x)n
p(x)
|∇wn|p(x) − t
m
n
m
|∇wn|m
]
dx,
∫
|x|R∗
[
t p(x)n
p(x)
|wn|p(x) dx− t
m
n
m
|wn|m
]
dx
and ∫
RN
K∞
[
tsn
s
|wn|s dx− t
q(x)
n
q(x)
|wn|q(x)
]
dx
are negative, and then d < c∞ . 
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RN
tp(x)n
[
a(x)|∇wn|p(x) + |wn|p(x)
]
dx=
∫
RN
K (x)tq(x)n |wn|q(x) dx,
so ∫
RN
tp(x)n
[
a∞|∇wn|m + |wn|m
]
dx
∫
RN
K∞tq(x)n |wn|s dx. (4.9)
The inequality (4.9) implies that {tn} is bounded, because if for some subsequence, still denoted by {tn}, we have
lim
n→+∞ tn = +∞,
it easy to see that∫
RN
[
a∞|∇w|m + |w|m
]
dx tq−−p+n
∫
RN
K∞|w|s dx (4.10)
for n large enough. This implies that {tn} is bounded, obtaining this way a contradiction.
Now, we shall show that lim infn→+∞ tn = limsupn→+∞ tn = 1.
Arguing by contradiction, if lim infn→+∞ tn > 1 holds, we have tn > 1 for n large enough, and thus (4.10) is true. On the
other hand, using the equality∫
RN
[
a∞|∇w|m + |w|m
]
dx=
∫
RN
K∞|w|s dx (4.11)
it follows from (4.10) and (4.11) that
1 tq−−p+n
for n large enough, and so lim infn→+∞ tn  1, which is impossible.
Now, arguing again by contradiction, if limsupn→+∞ tn < 1 holds, we have tn < 1 for n large enough, and thus∫
RN
[
a(x+ xn)|∇w|p(x+xn) + |w|p(x+xn)
]
dx tq−−p+n
∫
RN
K∞|w|s dx+ on(1). (4.12)
From (4.11) and (4.12), we can conclude that limsupn→+∞ tn  1, obtaining again a contradiction. From the above analysis
we derive that
lim
n→+∞ tn = 1
and this completes the proof of Claim 4.3. 
Theorem 4.2. Assume that (H1)–(H7) and (Q 2) hold and q(x) s a.e. in RN . Then, for K∞  η∗ problem (P ) has a solution.
Proof. The proof follows from similar arguments to the ones used in the proof of Theorem 4.1. 
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