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iiiiv ABBILDUNGSVERZEICHNISEinführung
Mit der Modellierung des Aktienpreises als geometrische Brownsche Bewe-
gung durch Fischer Black, Robert Merton, Paul Samuelson und Myron Scho-
les beginnt Mitte der 1960er Jahre eine Entwicklung in der Finanztheorie die
spätestens seit Blacks und Scholes Arbeit The Pricing of Options and Corpo-
rate Liabilities und der darin enthaltenen Black-Scholes-Formel1 schnell an
Fahrt gewinnt.2
Sie ist durch eine Besonderheit begünstigt: Die Wahrscheinlichkeitstheorie
konnte in Form der sich unabhängig entwickelnden stochastischen Analysis
ein Theoriewerkzeug zur Verfügung stellen, von dem man glauben könnte,
dass es zur Beantwortung schwieriger Fragen auf dem Gebiet der Finanz-
theorie erfunden worden wäre.3
Tatsächlich schreibt Andrei Nikolajewitsch Kolmogorow die erste syste-
matische Untersuchung eines zeitstetigen stochastischen Prozesses Louis Ba-
chelier zu und zwar im Rahmen dessen Untersuchungen zur Preisbildung an
der Börse (in Bacheliers Dissertation Théorie de la Spéculation)4. „Thus, the
year 1900 may be considered as the birth date of both Finance and Stocha-
stics.“5
Nach Bacheliers Dissertation gingen aber bis zur Mitte der 1960er Jahre
Finanztheorie und stochastische Analysis zunächst eher getrennte Wege. Die
stochastische Analysis hat dementsprechend weitere Gründungsdokumente,
1[11], Formel auf S. 644.
2Darrel Duﬃe stellt fest, dass „1969 – 1979 seems like a golden age of dynamic asset
pricing theory“ ([26], Einleitung).
3Vgl. Shiryaev, Shreve und Sondermann [85].
4S. [3].
5Shiryaev, Shreve und Sondermann [85].
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etwa Kolmogorows eigene Arbeit Über die analytischen Methoden in der
Wahrscheinlichkeitsrechnung6 und rückblickend wohl mit größter Berechti-
gung Kiyosi Itôs Arbeit Diﬀerential Equations determining Markov Proces-
ses7.8
Die Entdeckung9 der Brownschen Bewegung durch Bachelier im ﬁnanz-
wissenschaftlichen Kontext geriet außerdem durch Albert Einsteins Erklä-
rung der beobachtbaren Brownschen Bewegung im atomphysikalischen Kon-
text, durch Modellierung der Kollisionen sehr vieler kleiner Teilchen,10 und
durch Norbert Wieners ersten strengen Existenzbeweis der Brownschen Be-
wegung als mathematischer Entität11 etwas ins Hintertreﬀen. Der wissen-
schaftliche Zeitgeist verortete die großen Entdeckungen mathematischer Kon-
zepte eben dort, wo er solche vermutete: in der reinen Mathematik und der
mathematisch schon relativ hochgerüsteten als Fundamentalwissenschaft an-
erkannten theoretischen Physik.
Das änderte sich freilich in den letzten Jahren grundlegend. Stochastische
Analysis und Finanztheorie stehen heute in einem ähnlichen Verhältnis zu-
einander wie seit schon geraumer Zeit Analysis und Physik.
Die Finanzmarktkrise macht die Kehrseite dieser Entwicklung deutlich:
Man muss sich über die Grenzen der Möglichkeiten im Klaren sein. Mit den
quantitativen Modellen wird in den Worten von Hans Föllmer12 gleichsam
ein starker Scheinwerfer auf damit präzise erkennbare Orte gerichtet, mit der
Folge, dass u.U. die im Schatten liegende Umgebung nicht mehr wahrgenom-
men wird. Die Gefahr besteht, dass man sich dessen nicht mehr bewusst ist:
Man hält den ausgeleuchteten Bereich für das Ganze, das man dann glaubt,
6S. [52].
7S. [47].
8Vgl. [32] und [82].
9Als theoretisches Konzept – die Brownsche Bewegung als beobachtbares Phänomen
wurde zuerst von dem schottischen Botaniker Robert Brown als Zitterbewegung von
schwimmenden Blütenpollen unter dem Mikroskop wahrgenommen und von ihm erstmals
1828 (s. Bauer [7], S. 346) beschrieben.
10S. [27].
11S. [91].
12S. [33]. Der Scheinwerfer als Bild quantitativer Verfahren geht nach Föllmer auf Alain
Connes zurück.vii
richtig beschrieben und verstanden zu haben.13
Genaue Kenntnis der Reichweite und Gültigkeitsbedingungen der Model-
le ist nötig. Walter Schachermayer verweist in diesem Zusammenhang auf
die Versicherungsbranche, in der wesentlich mehr Mathematiker institutio-
nalisierte Verantwortung tragen, als in der Bankenbranche.14
Den in Theorie und Praxis verwendeten Modellen stand man im Allge-
meinen auch nicht naiv gegenüber. Zwar war etwa das – um zum eigentlichen
Thema zurückzukommen – von Samuelson entwickelte der Black-Scholes-
Formel zugrundeliegende Marktmodell eines Aktienpreises, der einer geome-
trischen Brownschen Bewegung folgt,15 der Prototyp eines zeitstetigen voll-
ständigen friktionslosen preisprozessstetigen Finanzmarktmodells mit preis-
nehmenden Investoren. Man war aber seit „Inbetriebnahme“ dieses Paradig-
mas über die Stärke der es tragenden Annahmen beunruhigt.16 Nur eine
Frage der Zeit war es, dass insbesondere auf oder neben den Trading-Floors
der großen Finanzinstitutionen und in den Forschungsarbeiten letztlich alle
dieser Annahmen, wenn auch nicht immer alle zusammen, durch schwächere
ersetzt wurden.17
13Die hohe Selbstbezüglichkeit, der wirtschaftliche Modellbildungen unterliegen, kommt
in dem Maße in dem sie nicht durch Fixpunktüberlegungen eingeholt werden kann, er-
schwerend hinzu. Dieser Umstand liegt insbesondere dem Bemühen George Soros um seine
Theorie der „Reﬂexivity“ zu Grunde (s. [87], [88]).
14„Schachermayer: ... Es ist ja nicht so, dass die Mathematiker falsch gerechnet hätten.
Es lag eher darin, dass Mathematiker zu wenig Einﬂuss hatten.
DER STANDARD: Was meinen Sie damit?
Schachermayer: Nehmen wir den Vergleich mit den Versicherungsgesellschaften. Im 19.
Jahrhundert sind Dutzende Versicherungsgesellschaften bankrott gegangen - nicht zuletzt
deshalb, weil sich Lebensversicherungen für pyramidenspielartige Konstruktionen sehr an-
bieten. Aufgrund dieser Probleme hat sich die klassische Versicherungsmathematik entwi-
ckelt, die solche Pyramidenspiele verunmöglichte. Im Versicherungsbereich ist heute eine
Unternehmenskultur etabliert, wo Mathematiker einen entsprechend hohen Einﬂuss ha-
ben, im Vorstand vertreten sind und die Bilanz unterschreiben müssen. Deshalb haben
sogar Katastrophen wie 9/11 oder große Naturkatastrophen nicht dazu geführt, dass Ver-
sicherungsgesellschaften pleite gegangen wären. Die Risiko-Teilung durch die Rückversi-
cherungen hat da bestens funktioniert.“ ([81].)
15S. [79].
16S. Frey [42], S. 115.
17Schon früh zeigten auch u.a. Arbeiten von Mandelbrot ([65]) und Fama ([29]), dass
die empirische Verteilung der Aktienpreisrenditen „heavier tails“ haben, als dies bei Nor-
malverteilungsannahmen zu erwarten wäre.viii EINFÜHRUNG
Zeitdiskrete Modelle18, aus Erkenntnisinteresse, didaktischen Erwägungen
oder technischen Implemenationsanforderungen entstanden, machten deut-
lich, dass Vollständigkeit eines Finanzmarktmodells19 die Ausnahme, nicht
die Regel ist. Auch wurde klar, dass Unvollständigkeit bei den zeitstetigen
in der Praxis wichtigen Modellen mit stochastischer Volatilität auftritt.20
Ebenso bleiben einige Phänomene einer theoretischen Untersuchung un-
zugänglich, wenn friktionslose Märkte unterstellt werden. Transaktionskos-
ten fanden inzwischen entsprechende Beachtung. Die Forschung in diesem
Bereich zeigt u.a. auf, wie die Hedgemöglichkeiten zum Teil drastisch ein-
schrumpfen.21
An der Annahme, dass der Investor als Preisnehmer am Markt agiert,
wurde länger festgehalten. Aber es ist eine Perspektive, die sich mit gutem
Gewissen nur in der Modellierung von Kleininvestoren einnehmen lässt. Geht
es um die Frage, wie ein Großinvestor zu agieren hat, dessen Ordervolumen
signiﬁkante Anteile des umlaufenden Aktienkapitals betriﬀt, dann bedarf es
theoretischer Modelle, in denen eine Beeinﬂussung des Preisprozesses durch
die Großinvestorhandlungen vorkommt. Hier beginnt der Rahmen der vorlie-
genden Arbeit.
Mit Robert Jarrows 1992 erschienenen Arbeit Market Manipulation, Bub-
bles, Corners, and Short Squeezes22 (die 1994 mit der Arbeit Derivative Se-
curity Markets, Market Manipulation, and Option Pricing23 fortgeführt wird
und weitere Sachverhalte in den Blick nimmt (insbesondere das Replikati-
onsproblem)) wird für den zeitdiskreten Fall ein Modell vorgelegt, das den
Rückkopplungseﬀekt Handelsstrategie des Großinvestors  ! Preisprozess
zulässt. Jarrow untersucht den Fall eines Großinvestors, der durch seine Or-
18Wie das viel zitierte Cox-Ross-Rubinstein-Modell (s. [19]), welches allerdings noch
vollständig ist; die meisten zeitdiskreten Modelle sind es jedoch nicht (vgl. Föllmer und
Schied [36], Prop. 5.38, S. 231).
19Indem jedes Derivat replizierbar ist.
20Vgl. für das Beispiel eines Prozesses mit einem Volatilitätssprung zufälliger Höhe, der
vorher und nachher eine geometrische Brownsche Bewegung ist, Föllmer und Leukert [34],
S. 267 ﬀ.
21Vgl. u.a. Soner, Shreve und Cvitanic [86] und Levental und Skorohod [60].
22S. [49].
23S. [50].ix
ders in einem Markt mit einem risikobehafteten Wertpapier den Preis des
Papiers beeinﬂusst, und zwar so, dass der der Order zugehörige Kauf oder
Verkauf des Wertpapiers dem Preiseinﬂuss der Order bereits unterliegt und
dass (1) eine Kauforder preiserhöhend, (2) eine Verkauforder im Wesentli-
chen preismindernd wirkt.24
Jarrow geht der Frage nach, ob der Investor dadurch Marktmanipulati-
onsmöglichkeiten besitzt, die sich auf das Realvermögen beziehen.26 Er zeigt
erstens: Im Allgemeinen bestehen neben dem Short Squeeze weitere Manipu-
lationsmöglichkeiten (etwa der Art „Establishing a Trend and Trading against
It“)27, wenn der Preisprozess nicht nur von dem zum Zeitpunkt t aktuellen
Großinvestorbestand (t;!), sondern von den Großinvestorbeständen zu den
bisherigen Zeitpunkten 0;:::;t abhängt. Zweitens: Bis auf den Short Squee-
ze gibt es in dem Fall, dass der Preisprozess nur von dem aktuellen Bestand
des Großinvestors abhängt, keine Marktmanipulationsmöglichkeiten für den
Großinvestor, wenn der Markt für den Kleininvestor bei konstanten Großin-
vestorbeständen arbitragefrei ist.
Rüdiger Frey präsentiert in der Arbeit Perfect Option Hedging for a Lar-
ge Trader28 sein Modell als zeitstetige Version des Set-up, das Jarrow in [49]
und [50] eingeführt hat und das insbesondere in Form der Reaktionsfunkti-
on   (s.u.) einen direkten Preiseﬀekt der Bestandsveränderung des Großin-
vestors mit sich bringt.29 Frey erweitert Jarrows Ergebnisse und zeigt, dass
24Jarrows Modell lässt die Manipulationsmöglichkeit des „Short Squeeze“25 zu; in diesem
Sinn ist Bedingung (2) abgeschwächt.
26Jarrow unterscheided das Realvermögen, das durch Liquidierung der Position erziel-
bar ist, vom Papiervermögen, das durch den (höheren) Wertpapierpreis vor Liquidierung
gegeben ist.
27„It is characterized by the speculator using his market power to create a trend (a
bubble), and then selling against the trend before it collapses.“ [49], S. 325.
28S. [42].
29Die Auswirkung der Handelsstrategie eines großen Investors, wurde außerdem im Rah-
men der Modellierung des Insider-Handels eines informierten Investors untersucht. Der
Preiseinﬂuss ergibt sich bei Kyle [59] und Back [4] aus Gleichgewichtsmodellen und ist
qualitativ ähnlich wie der Preiseinﬂuss in Freys Modell. Anders als in Freys Ansatz ent-
stehen bei Cvitanic und Ma [21] und Cuoco und Cvitanic [20] die Feedbackeﬀekte auf den
Preisprozess erst indirekt durch die Abhängigkeit des Drift- und Volatilitätsparameters
von der Handelsstrategie des großen Investors. DeMarzo und Urosevic [25] zeigen, dass
ein auf diese Weise reagierender Aktienpreisprozess als Equilibriumspreispozess vorliegen
kann. Sie geben zudem Gründe für ein etwaiges IPO-Underpricing und andere beobacht-x EINFÜHRUNG
es auch im Fall des zeitstetigen Handels möglich ist, Hedgingstrategien zur
Replikation von Pay-Oﬀs gewisser pfadunabhängiger Derivate (einschließlich
europäischer Call- und Put-Optionen) zu ﬁnden.
Frey geht von einem Marktmodell mit folgenden Eigenschaften aus: Fun-
damentale Quelle der Unsicherheit ist der Prozess F, Lösung einer stochas-
tischen Diﬀerentialgleichung dFt = Ft dWt, wobei W eine eindimensionale
Brownsche Bewegung auf dem die üblichen Bedingungen erfüllenden Wahr-
scheinlichkeitsraum (
;F;P) ist, ﬁltriert durch die Vervollständigung der
durch W erzeugten Filtration. Der abgezinste Aktienpreis zur Zeit t ist durch
Xt =  (t;Ft;t) gegeben. t 2 I  R bezeichnet dabei den Bestand des
Großinvestors zur Zeit t 2 [0;T], und   ist stetig diﬀerenzierbar mit Werten
in R+.
Jarrow folgend ist bei Frey die Reaktionsfunktion   ein nicht abgelei-
teter Grundbestandteil des Modells. Frey weist aber daraufhin, dass   auch
als implizit deﬁnierbarer Bestandteil eines „temporary equilibrium approach“
aufgefasst werden kann. Dieser Ansatz geht zurück auf Hans Föllmer und
Martin Schweizer. Sie zeigen in der Arbeit A Microeconomic Approach to
Diﬀusion Models for Stock Prices,30 dass in diskreter Zeit interessante sto-
chastische Prozesse anhand der Annahme eines Gleichgewichts entstehen kön-
nen, die unter Anwendung eines Invarianzprinzips gegen zeitstetige Prozesse
konvergieren. Weiterhin, dass diese Prozesse sehr unterschiedliche Qualitäten
aufweisen, je nachdem welche Art von Finanzmarktteilnehmern31 am Markt
aufeinandertreﬀen. Das für das Verständnis der Ansätze von Jarrow und Frey
wichtigste Zusammenspiel ist das zwischen einem Referenzhändler (der etwa
viele Kleininvestoren repräsentiert) und einem großen Investor (etwa einem
Portfoliohedger).
In Frey und Stremme [43] und Platen und Schweizer [74] verwendete
explizite Modelle werden in Frey [42] diskutiert. Sie zeigen, dass die Reakti-
onsfunktion   nicht vom Himmel fallen muss. Dabei wird die Nachfrage des
Referenzhändlers zur Zeit t durch D(t;Ft;x) gegeben, wobei Ft ein Prozess
ist, der den Wert einer fundamentalen Zustandsvariable zur Zeit t wieder-
bare Eﬀekte im Zusammenhang mit einem Großinvestor an.
30S. [38]. Vgl. auch (mit Korrekturen) Föllmer [31].
31Und in welchen Proportionen.xi
gibt.32 x ist der Aktienpreis.
Es wird angenommen, dass zum Zeitpunkt t der große Investor (der Port-
foliohedger) einen Anteil  der verfügbaren Aktien im Bestand hält. Dann
ist der Equlibriumspreis Xt durch die Gleichung
D(t;Ft;Xt) +  = 1
gegeben.
In den von Frey diskutierten Modellen hat die Gleichung eine eindeutige
Lösung, so dass Xt als Funktion von t, Ft und  dargestellt werden kann:
Xt =  (t;Ft;).33
Dietmar Baum34 deﬁniert ausgehend von den Reaktionsfunktionsansät-
zen von Jarrow und Frey ein allgemeines Wertpapier  (t;!;p) insbesondere
durch die Forderungen, dass es im Großinvestorbestandsparameter p stetig
und isoton ist und dass es ein P-äquivalentes Maß P  gibt, bezüglich dem
für jedes p der Prozess  (t;!;p) ein càdlàg Lokalmartingal ist. Der Unter-
scheidung zwischen Papier- und Realwert von Schönbucher und Wilmott35,
gibt er folgende Gestalt: Der Realwert zum Zeitpunkt t des Portfolios des
Großinvestors, Rt, bestehend aus 0 Bonds und 1 Aktien ist durch
Rt = 
0
t +
Z 1
t
0
 (t;x)dx
32Zum Beispiel kann Ft den fundamentalen Wert des Unternehmens repräsentieren des-
sen Aktien gehandelt werden. Es gibt aber weitere mögliche Interpretationen.
33In Platen und Schweizer [74] ist   durch
 (t;f;) = f  exp()
mit einer negativen Konstanten  gegeben. In Frey und Stremme [43] führt das Modell zu
der Reaktionsfunktion
 (t;f;) = D  f=(1   )
mit einer positiven Konstanten D. In beiden Modellen ist   eine glatte Funktion, die in f
isoton ist. Das Modell von Platen und Schweizer weist die eher untypische Eigenschaft auf,
dass die Ableitung   von   nach dem Bestand des Large Traders negativ ist. In Freys
Modell mit einer explizit gegebenen glatten Reaktionsfunktion   werden dementsprechend
die Annahmen  f(t;f;) > 0 und  (t;f;) 6= 0 getroﬀen.
34S. [9].
35S. [84].xii EINFÜHRUNG
gegeben. Der Papierwert dagegen ist durch 0
t +  (t;1
t) deﬁniert.
Die Unterscheidung in Real- und Papierwert ist ebenfalls zentral in Diet-
mar Baums und Peter Banks Paper Hedging and Portfolio Optimization in
Financial Markets with a Large Trader36 in der der Ansatz von Jarrow und
Frey in Richtung parameterabhängiger Semimartingalfamilien weitergeführt
wird. (Beispielsweise ist ja in Freys Arbeit aufgrund der Voraussetzungen
der Brownschen Bewegung und der Diﬀerenzierbarkeit X
t =  (t;Ft;) Se-
mimartingalfamilie.) In diesem Setting untersuchen Bank und Baum ins-
besondere die Möglichkeit, die Handelsstrategien von Großinvestoren durch
adaptierte stetige FV37-Strategien zu approximieren.38 Wie nämlich eine von
ihnen aus der Itô-Wentzell-Formel39 gewonnene Zerlegung der Dynamik des
Investorvermögens zeigt, lassen sich bei Verwendung von adaptierten steti-
gen FV-Strategien illiquiditätsinduzierte Transaktionskosten vermeiden. Wie
bei Frey ist allerdings vorausgesetzt, dass die Großinvestorstrategie ein Se-
mimartingal ist.
Die Arbeit soll an dieser Stelle fortgesetzt werden. Eine weitere Vorausset-
zung, von der bisher noch wenig die Rede war, die aber neben der perfekten
Elastizität der Märkte eine der fragwürdigsten Annahmen darstellt, soll da-
bei aufgegeben werden: Der stetige Aktienpreisprozess.
Es sollen in der vorliegenden Arbeit also illiquide Finanzmärkte mit sprin-
genden Preisprozessen – allerdings unter bestimmten Bedingungen an die
Qualität der Sprünge – untersucht werden. Es können dabei glücklicherwei-
se viele der schon geebneten Wege beschritten werden. Die Approximation
durch zahme Strategien ist besonders durch Bank und Baum inspiriert.40 We-
ge sich bezüglich einer nicht-linearen Integration von stetigen Integratoren
zu lösen, für die Hiroshi Kunita Pionierarbeit geleistet hat, sind besonders
durch René Carmona und David Nualart sowie Christoph Kühn in der Arbeit
Nonlinear Stochastic Integration with a Nonsmooth Family of Integrators ge-
36S. [6].
37D.i. von endlicher Variation auf Kompakta.
38Eine ähnliche Approximation aber mit unstetigen Prozessen, deren Pfade Treppen-
funktionen sind, wird in Levental und Skorohod [60] verwendet.
39Sie tritt im Fall einer Semimartingalfamilie an die Stelle der Itô-Formel.
40S. [6].xiii
ebnet worden.41
Zusammenfassend gilt, dass in illiquiden Finanzmärkten der Preis etwa ei-
ner Aktie nicht nur von externen Faktoren abhängt, sondern auch von den Be-
ständen der Großinvestoren.42 Eine stochastische Modellierung von Preispro-
zessen in illiquiden Märkten kann sich daher in der Regel nicht mit stochas-
tischen Prozessen mit einem Zeitparameter t begnügen, sondern wird auch
den Bestandsparameter x einzubeziehen haben. An die Stelle des Werkzeugs
„Itô-Formel“ tritt im Fall von zwei Parametern die „Itô-Wentzell-Formel“. Da
mit ihr die Zerlegung der Investorvermögensdynamik gelingt, ist sie etwa in
Bank und Baum [6] von besonderer Bedeutung.
Wesentliche Ergebnisse meiner Arbeit sind:
 Ähnlich wie in Föllmers pfadweisem Itô-Kalkül (s.u.) wird die Exis-
tenz eines pfadweisen nicht-linearen Integrals und einer pfadweisen Itô-
Wentzell-Formel nachgewiesen (Teil I, Kap. 3).
 Die den pfadweisen Itô-Wentzell-Kalkül vorbereitende Aussagen kön-
nen auf eine erweiterte Zeitmenge übertragen werden. Die Erweiterung
wird im stochastischen Teil der Arbeit dienstbar gemacht (Teil I, Kap.
4).
 Ein zahmer nicht-linearer Integrator wird eingeführt und gezeigt, dass
er wichtige Stetigkeitseigenschaften besitzt (Teil II, Kap. 5).
 Aktienpreise werden durch zahme Integratoren modelliert (Teil II, Kap.
6).
 Es wird gezeigt, dass es für eine allgemeine Großinvestorhandelsstra-
tegie hinreicht, dass der vorhersehbare Bestandsprozess  eine wohl-
deﬁnierte quadratische Variation i.S.d. Deﬁnition 5.4 (S. 56) besitzt
(insbesondere muss nicht vorausgesetzt werden, dass  Semimartingal
ist) (Teil II, Kap. 6).
41S. [58], [13], [56].
42Temporäre Gleichgewichtsmodelle, wie sie Föllmer und Schweizer untersuchen, zeigen,
dass diese Abhängigkeit implizit aus Gleichgewichtsbedingungen deﬁniert sein kann und
dass so ihre explizite Einführung als „model primitive“ nicht vom Himmel fällt. Gleich-
wohl soll Jarrow, Frey, Bank und Baum gefolgt werden und die Reaktionsfunktion als
zugrundeliegend angenommen werden.xiv EINFÜHRUNG
 Damit wird die Handelsstrategie nur noch der allgemeinsten sinnvol-
len Voraussetzung unterworfen. Denn wie Bemerkung 6.11 auf S. 94 f.
zeigt, ist eine Deﬁnition des Vermögensprozesses ohne wohldeﬁnierte
quadratische Variation nicht möglich: Andere Handelsstrategien verur-
sachen explodierende bzw. nichtkonvergierende Kostenterme. In dem
einfachen Fall, in dem eine zeitstetige Preisfamilie P aﬃn von den Be-
ständen des Großinvestors abhängig ist, mit c > 0 etwa durch P(#;t) :=
(1+#c)P(0;t), und eine stetige Handelsstrategie  gewählt wird, zeigt
Bemerkung 6.11, dass das Vermögen des Großinvestors durch V n
t =
L(0;0) + 0 +  In
t   c
2
P
t
n(Ti+1   Ti)2 approximiert wird. Da sich  In
t
dem nicht-linearen Intergral
R t
0 L(s;ds) annähert, ist die Deﬁnition ei-
nes Vermögensprozesses nur möglich, wenn limn!1
P
t
n(Ti+1   Ti)2
existiert.43 (Teil II, Kap. 6.)
 Optionale Prozesse, deren realisierte Power-Variation enlang von Stopp-
zeiten nicht explodiert, besitzen fast sicher làglàd Pfade, d.h. der linke
und der rechte Limes existiert zu jedem Zeitpunkt als Element in R
(Satz 5.6, S. 56). Folglich kann man sich auf Handelsstrategien mit
làglàd Pfaden beschränken44.
 In einem ohne Überraschungen springenden Finanzmarkt wird gezeigt,
dass zahme die Handelsstrategien approximierende Strategien existie-
ren, so dass der Illiquidität geschuldete Transaktionskosten entfallen
(Teil III, Kap. 7).
 In einem mit Überraschungen springenden Finanzmarkt wird gezeigt,
dass – unter gewissen Voraussetzungen an die Sprünge, in die die Ri-
sikoneigung des Großinvestors einbezogen werden muss – Handelsstra-
tegien unter kontrollierbarem Risiko durch zahme Strategien approxi-
43Es besteht eine Analogie zu dem Fall proportionaler Transaktionskosten wie in Campi
und Schachermayer [12]. Dort wird ein vorhersehbarer Prozess ﬁniter Variation, der aber
weder links- noch rechtsstetig sein muss, vorausgesetzt. Hätte er nicht endliche Variati-
on würden unendliche Transaktionskosten anfallen: „The economic rationale behind it is
that a portfolio process having trajectories with inﬁnite variation would be a very stupid
investment strategy, as the transaction costs would add up to inﬁnity for the trajectories
with inﬁnite variation. Therefore we may restrict to portfolio processes with a.e. trajectory
of ﬁnite variation.“ ([12], S. 585).
44Prozesse mit làglàd Pfaden, die zu einem Zeitpunkt zwei Sprünge haben können,
spielen auch in neueren Arbeiten zu proportionalen Transaktionskosten eine Rolle, siehe
wieder [12].xv
miert werden können, so dass keine Transaktionskosten entstehen (Teil
III, Kap. 8).
 Unter weiteren Bedingungen an den Finanzmarkt wird gezeigt, dass
Kleininvestor-replizierende Großinvestorstrategien existieren und es wer-
den hinreichende Voraussetzungen angegeben, unter denen es für den
Großinvestor keine Arbitrage-Möglichkeiten gibt (Teil III, Kap. 9).
Die Arbeit gliedert sich wie folgt:
Der erste Teil der Arbeit ist von Hans Föllmers Arbeit Calcul d’Itô sans
Probabilités45 inspiriert. Föllmer beweist dort die Itô-Formel als eine rein ana-
lytische Aussage. Der Beweis gibt einen sehr schönen Einblick in die Gründe
für die Gültigkeit der Itô-Formel, in pfadweiser aber auch in klassischer sto-
chastischer Form.
Dem ersten Teil liegt der Wunsch zugrunde, Transparenz über die Gültig-
keitsbedingungen der Itô-Wentzell-Formel auf ähnlichem Wege zu gewinnen:
Ein „Calcul d’Itô-Wentzell sans Probablités“ wird in Kapitel 3 formuliert und
bewiesen. Das Zusammenspiel von Voraussetzungen und Folgerungen ist al-
lerdings nicht so elegant wie in Föllmers 1981 in Seminaire de Probabilités
XV erschienenen Arbeit.46 Zur Einführung und zur Bereitstellung nützlicher
Deﬁnitionen und Lemmata dienen die Kapitel 1 und 2.
In Kapitel 4 werden die wichtigsten Aussagen der ersten beiden Kapitel
im Wesentlichen wiederholt: Sie werden aber nicht auf [0;T]  R+, sondern
auf eine Erweiterung [0;T] bezogen. Die Menge [0;T] entsteht daraus, dass
[0;T] um zusätzliche Zeitpunkte angereichert wird. Die Erweiterung hat den
Vorteil, dass Linkslimiten t  „echte“ Zeitpunkte werden. Dies erweist sich in
dem Beweis des Satzes 6.8 zum Realwert als bequem.
Als etwas zu lang geratene Bemerkung zu dem ersten Teil „Sans Pro-
babilités“ und besonders zu Kapitel 3 wird im Anhang an den von Terry
Lyons entwickelten Begriﬀ des rauen Pfades erinnert, um ihn mit dem pfad-
weisen Itô- und Itô-Wentzell-Kalkül in Beziehung zu setzen und damit den
45S. [30].
46Gleichwohl zeigt sich, dass die quadratische Variation als gemeinsame quadratische
Variation im Sinne von [30], Bemerkung 1, S. 147, eine wichtige Voraussetzung ist.xvi EINFÜHRUNG
sans probabilités-Teil abzurunden. Dabei wurde auf die Monographie System
Control and Rough Paths von Terry Lyons und Zhongmin Qian47 und auf
die, diese Beziehung Raue Pfade und Pfadweises Itô-Kalkül thematisierende
Arbeit von Gerrit Reininghaus48 zurückgegriﬀen.49
Im zweiten Teil wird in Kapitel 5 ein zahmer nicht-linearer Integrator
eingeführt und gezeigt, dass er im Wesentlichen ein stetiger nicht-linearer
Integrator ist, wie ihn Christoph Kühn in der Arbeit Nonlinear Stochastic
Integration with a Nonsmooth Family of Integrators50 zur Anwendung auf
allgemeine vorhersehbare Integranden entwickelt hat.
In Kapitel 6 wird gezeigt, dass im Rahmen der Modellierung eines Akti-
enpreisprozesses durch zahme Integratoren, von einer Großinvestorhandels-
strategie nur die wohldeﬁnierte quadratische Variation des Bestandsprozesses
 gefordert werden muss.
Im Hinblick auf die Bedeutung adaptierter stetiger FV-Prozesse zur Ver-
meidung von Illiquiditätskosten, die in Kapitel 6 durch die Vermögensdy-
namikzerlegung erkannt wird, befassen sich die Kapitel 7 und 8 im dritten
Teil der Arbeit mit der Approximation von vorhersehbaren endlich quadrat-
variierenden (allgemeiner: vorhersehbar làglàd51) Prozessen durch adaptierte
stetige FV-Prozesse. Es zeigt sich, dass solche Approximationen möglich sind,
bei denen sich die relevanten nicht-linearen Itô-Integrale der Approximations-
prozesse nur wenig von den Itô-Integralen der zu approximierenden Prozesse
unterscheiden.
47S. [63].
48S. [77].
49Neben dem innermathematischen Interesse an pfadweisen Untersuchen und auch über
den auf diesem Weg erzielten Einblick in die Voraussetzungen an die Handelsstrategie hin-
aus, wäre es wünschenswert, wenn pfadweises Itô- und Itô-Wentzell-Kalkül und Theorien
rauer Pfade (im Hinblick auf Sprünge bzw. Rauheit) einige der etwa von Benoit Man-
delbrot (vgl. [67], [68]) vorgetragenen Kritikpunkte hinsichtlich der „smoothness“ vieler
verwendeter Modelle konstruktiv aufzunehmen in der Lage wären. Eventuell ist der von
Mandelbrot propagierte auf Fraktale zurückgehende Ansatz mit einigen pfadweisen Kon-
zepten verträglich (vgl. [66]).
50S. [56].
51Limites à gauche limites à droite – alle linksseitigen und alle rechtsseitigen Limi-
ten existieren. (Es zeigt sich, dass nicht explodierende quadratische Variation làglàd-
Eigenschaft impliziert (s. Satz 5.5 auf S. 56).)xvii
In [6] ist eine solche Approximation bezüglich Integratoren mit stetigen
Pfaden durchgeführt worden. In den Kapiteln 7 und 8 werden von den In-
tegratoren keine stetigen Pfade verlangt. Die Sprünge haben aber gewisse
Eigenschaften: „Angekündigt“ in Kapitel 7. Nicht angekündigt aber „L
p“ in
Kapitel 8. Die Großinvestorstrategie  wird als làglàd vorausgesetzt.
Einerseits mögen die Approximationsresultate für sich interessant sein,
andererseits implizieren sie im Finanzmarktkontext die Möglichkeit einer Ver-
mögensdynamik ohne Transaktionskosten. Unter gewissen zusätzlichen An-
forderungen, im Wesentlichen ein gemeinsames Martingalmaß, kann in Kapi-
tel 9 gefolgert werden, dass ein Großinvestor Kleininvestor-Vermögensprozesse
mit fast gleichem Anfangskapital replizieren kann.
Zur Abhängigkeit der Kapitel untereinander s. Abbildung 1.
Abbildung 1: Abhängigkeit der Kapitelxviii EINFÜHRUNG
Die vorliegende Arbeit beschäftigt sich mit einem Großinvestor in einem
zeitstetigen Finanzmarkt mit unstetigem Preisprozess. Trotz des Rückkopp-
lungseﬀekts und etwaiger Preissprünge ist es dem Großinvestor unter gewis-
sen Voraussetzungen möglich, Transaktionskosten bei hinnehmbaren Risiken
zu vermeiden. Die Analyse beschränkt sich allerdings auf den Fall, dass die
Handelsstrategie des Großinvestors den Aktienpreis nur durch den aktuellen
Bestand beeinﬂusst.
Zum einen stehen noch Untersuchungen aus, die die Arbeit von Jarrow an
dem Punkt weiterverfolgen, an dem der Preisprozess auch von der Vergan-
genheit der Handelsstrategie beeinﬂusst ist. Im zeitdiskreten Fall hat Jarrow
Resultate erzielt, die neue Phänomene erwarten lassen. Beispielsweise ist zu
erwarten, dass auch im Zeitstetigen Marktmanipulationsmöglichkeiten wie
„Establish a Trend and Trade against it“ bestehen.
Zum anderen gibt es eine weitere Linie der „Illiquiditätsforschung“, der
nicht wie im Gefolge der Arbeiten von Frey, Bank und Baum, Platen und
Schweizer und der vorliegenden Arbeit die Annahme zugrunde liegt, dass der
durch den Großinvestor ausgelöste Liquiditätseﬀekt so lange besteht, wie der
Großinvestor investiert ist, sondern die von einem „short term price impact“
ausgeht. Zu nennen sind Arbeiten von Cetin, Jarrow und Protter [14] und
Rogers und Singh [78]. Nach diesem Konzept springt der Aktienpreis nach
der Beeinﬂussung durch die Großinvestororder auf sein vorheriges Level zu-
rück.
In dem Paper Optimal Investment in Financial Markets with Diﬀerent
Liquidity Eﬀects bringt Christoph Kühn neuerdings beide Ansätze zusam-
men.52 Kühn gibt mikroökonomische Erklärungen für die beiden Phänomene
und präsentiert ein zeitstetiges Modell, in dem beide Liquiditätseﬀekte auf-
treten.
In der Literatur wird ferner darauf hingewiesen, dass „the real world il-
liquidity can show up as bid-oﬀer spreads or as times when only a limited
amount of an asset can be traded.“53 Christoph Kühn und Maximilian Stroh
untersuchen jüngst in ihrem Paper Optimal Portfolios of a Small Investor in
52S. [55].
53Bank und Baum [6], S. 15.xix
a Limit Order Market – a Shadow Price Approach54 Optimierungsprobleme
die sich aus der Wahl zwischen Limitorder oder Marketorder im Hinblick auf
einen bestehenden positiven Bid-Ask-Spread ergeben.
Weitere interessante Entwicklungen sind bei der Betrachtung spieltheore-
tischer Aspekte zu erwarten, denn bei zwei oder mehr Großinvestoren kom-
men dieser Art einschlägige Erwägungen unweigerlich ins Spiel. Alexander
Schied und Torsten Schöneborn untersuchen beispielsweise in der Arbeit Li-
quidation in the Face of Adversity: Stealth vs. Sunshine Trading 55 eine Mehr-
spielersituation in einem illiquiden Finanzmarkt in welchem ein Spieler ver-
sucht, ein Portfolio in einer kurzen Zeitspanne zu liquidieren, während andere
Spieler versuchen, aus ihrem Wissen um die Intention des Portfolioliquida-
tors Vorteile zu ziehen.
Auch Holger Kraft und Christoph Kühn untersuchen in der Arbeit Large
Traders and Illiquid Options: Hedging vs. Manipulation56 u.a. spieltheoreti-
sche Fragestellungen. Sie untersuchen zunächst das widerstreitende Verhält-
nis zwischen Hedging und Manipulation des Auszahlungsproﬁls eines vom
terminalen Aktienkurs ST abhängigen Derivats, das selbst nicht gehandelt
werden kann. Unter der Annahme, dass, wie in Cvitanic und Ma [21], Cuoco
und Cvitanic [20] und DeMarzo und Urosevic [25], die erwartete Aktien-
rendite durch die Aktienbestände des Großinvestors beeinﬂusst wird, zeigen
Kraft und Kühn, dass, wenn der Großinvestor eine CARA-Nützlichkeitsfunk-
tion verwendet,57 zum Beispiel eine perfekte Replikationsstrategie nicht op-
timal für den Großinvestor sein muss. Es gibt ein Nash-Equilibrium für zwei
Großinvestoren, die den gleichen Preiseinﬂuss haben und deren Derivatbe-
stände sich absolut entsprechen aber verschiedenes Vorzeichen haben. Im
Gleichgewicht entsprechen sich, grob gesagt, Preis des Derivats und subjek-
tive Werteinschätzung (Indiﬀerenzpreis). Im Falle eines Großinvestors wird
gezeigt, dass für hinreichend große Derivatbestände der Indiﬀerenzpreis grö-
ßer als der Black-Scholes-Preis ist und gegen den Maximal-Pay-Oﬀ des De-
rivats strebt.
Die inzwischen vielen und vielseitigen Arbeiten zur Modellierung der Fi-
54S. [57].
55S. [83].
56S. [54].
57Vgl. z.B. Föllmer und Schied [36], S. 67.xx EINFÜHRUNG
nanzmarktliquidität bestehen ohne Frage zu Recht: Nicht nur die jüngste,
und nach herrschender Meinung schwerste Krise seit der Weltwirtschaftskri-
se, ist in zentralen Aspekten von nicht vorhergesehenen Illiquiditätsproble-
men gekennzeichnet, auch die bisherigen kleineren Krisen, von denen etwa die
LTCM-Krise und das Platzen der Internet-Blase zu nennen sind, sind zumin-
dest verstärkt worden durch Liquiditätseﬀekte. Zudem führt die Nichtbeach-
tung des Liquiditätseﬀekts zu falschen Anreiz- und Steuerungssystematiken
insofern, als dass bei der Verwendung des Papiervermögens als Bemessungs-
grundlage Gewinne nur auf dem Papier bestehen aber im Unterschied zum
Realvermögen nicht realisierbar sind.
Zwei Hinweise zu Bezeichnung und Notation:
1. Eine Folge (n)n2N von endlichen Zerlegungen wird fein genannt, wenn
die Abstände benachbarter Zerlegungspunkte gegen Null gehen (ge-
meint ist also nicht zwingend eine Verfeinerung). Eine in diesem Sin-
ne feine Stoppzeitenzerlegungsfolge bezeichnet etwa Protter als „a se-
quence of random partitions tending to the identity“.
2. Das Ende von Bemerkungen wird durch das Zeichen  kenntlich ge-
macht. Manchmal wird  auch zu ähnlicher Textstrukturierung ver-
wendet. Das Zeichen  steht am Ende von Beweisen.Teil I
Sans Probabilités
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Der Titel des ersten Teils soll es anzeigen: Das was folgt, ist eine Über-
tragung der in Föllmer [30] ausgeführten Überlegungen auf den Fall, dass auf
eine quadratvariierende Funktion t 7! xt eine, im Zeitverlauf sich möglicher-
weise ändernde, in x glatte Funktion (x;t) 7! y(x;t) einwirkt.
Das erste Kapitel dient als Heranführung an die Besonderheiten von
làglàd-Funktionen und den wichtigen Begriﬀ der quadratischen Variation. Er
wird auf vage Konvergenz von Punktmaßen gegen Radonmaße, deren singu-
läre Anteile den Sprungquadraten der làglàd-Funktion zu entsprechen haben,
zurückgeführt. An Hand von sogenannten Inﬁnatoren wird beispielhaft ge-
zeigt, dass sich unendliche Variation im Allgemeinen nicht bändigen lässt.
Im zweiten Kapitel werden in Form von Lemmata und Bemerkungen die
Voraussetzungen für den Beweis des Calcul d’Itô-Wentzell sans Probabilités
im dritten Kapitel geschaﬀen. In Kapitel 4 werden die wesentlichen Aussagen
der Kapitel 1 und 2 erweitert. Dafür wird die Zeitmenge [0;T] um abzählbar
viele neue „abstrakte“ Zeitpunkte vergrößert. Die Erweiterung leistet im Be-
weis des Satzes zur Realwertdynamik im „stochastischen“ Teil II der Arbeit
gute Dienste.
Im Anhang am Schluss der Arbeit ﬁndet sich eine (längliche) Bemerkung
zu dem „Sans Probabilités-Teil“ aus Sicht der Theorie der rauen Pfade.4Kapitel 1
Heranführung
1.1 làglàd Funktionen
Eine Funktion x : [a;b] ! R (0  a < b  1) heißt làglàd, wenn sie in
jedem Punkt von rechts und von links einen endlichen Limes annimmt. Für
solche Funktionen x werden die Abkürzungen xt := x(t), xt  := lims%t xs,
xt+ := lims&t xs,  xt := xt   xt  und +xt := xt+   xt verwendet.
x sei làglàd auf [a;b]. Eine Folge reeller Zahlen aus [a;b] konvergiere ge-
gen t 2 [a;b]. Es existieren dann auf [a;t] oder auf [t;b] unendliche Teilfolgen:
t-linksseitige oder t-rechtsseitige Teilfolgen.
Die t-linksseitige Teilfolge enthält eine von links gegen t konvergierende
Teilfolge, die t-rechtsseitige Teilfolge enthält eine von rechts gegen t kon-
vergierende Teilfolge. Das x-Bild jeder t-linksseitigen Teilfolge hat mindes-
tens einen der möglichen Häufungspunkte xt  und xt, das x-Bild jeder t-
rechtsseitgen Teilfolge hat mindestens einen der möglichen Häufungspunkte
xt und xt+. Damit gilt insbesondere für jede oﬀene gegen t konvergierende
Intervallschachtelung ((tn
1;tn
2))n2N:
xtn
2  xtn
1 ! 
 xt+
+xt; xt xtn
1 ! 
 xt und xtn
2  xt ! 
+xt: (1.1)
Für eine làglàd Funktion x : [0;t] ! R und zwei Zahlen t1 < t2 aus [0;t]
gibt es im Falle, dass x in dem halboﬀenen Intervall (t1;t2] links-springt1, ein
1s ist Linkssprung, wenn  xs 6= 0 ist, Rechtssprung, wenn +xs 6= 0 und Doppel-
sprung, wenn es Links- und Rechtssprung ist.
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kleinstes s 2 (t1;t2] derart, dass j xsj = maxfj xuj : u 2 (t1;t2]g ist.2 Es
werde dann
S
 
t1;t2 := 
 xs aber falls x in (t1;t2] nicht links-springt S
 
t1;t2 := 0
gesetzt.
Für t1;t2 wie oben gibt es, im Falle, dass x in dem halboﬀenen Intervall
[t1;t2) rechts-springt, ein kleinstes s 2 [t1;t2) so, dass
j
+xsj = maxfj
+xuj : u 2 [t1;t2)g
ist. Es werde dann
S
+
t1;t2 := 
+xs aber falls x in [t1;t2) nicht rechts-springt S
+
t1;t2 := 0
gesetzt. Es wird deﬁniert:
St1;t2 := S
 
t1;t2 + S
+
t1;t2: (1.2)
Einer làglàd Funktion x : [a;b] ! R fehlt im Allgemeinen die Gleichmäßigkeit
der stetigen Funktion. Unter Berücksichtigung der Sprünge gilt aber:
Feststellung 1.1. Für jedes  > 0 gibt es ein  > 0 so, dass aus t1;t2 2 [a;b],
t1 < t2 und t2   t1 <  folgt:
xt2   xt1 2 (St1;t2   ;St1;t2 + ):
Beweis. 3 Andernfalls gibt es ein  > 0 und eine Folge von Paaren (tn
1;tn
2),
tn
1 < tn
2 für die tn
2   tn
1 < 1
n aber
jStn
1;tn
2   (xtn
2   xtn
1)j   (1.3)
2Denn gäbe es Linkssprünge, aber keinen ersten Linkssprung mit maximalem Sprung-
betrag, dann müsste es unendlich viele Linkssprünge mit einem Sprungbetrag größer einem
positiven c geben. Sie müssen sich auf [0;t] häufen, so dass eine steigende oder fallende kon-
vergente Teilfolge ausgewählt werden kann. Im ersten Fall ist die Linkslimes-Eigenschaft im
zweiten Fall die Rechtslimes-Eigenschaft verletzt. Insbesondere hat làglàd x nur abzählbar
viele Sprünge.
3In Kapitel 4 ﬁnden sich Abbildungen, die manche Aspekte der Aussagen und Be-
weise, die sich im ersten und im zweiten Kapitel beﬁnden, illustrieren. Sie sind zwar auf
die erweiterte Zeitmenge des Kapitels 4 zugeschnitten, aber wenn sich die dort auftreten-
den verdoppelten Zeitpunkte als ein Zeitpunkt gedacht werden, dann können sie auch als
Illustrationen zu den Betrachtungen der beiden ersten Kapitel verwendet werden.1.1. LÀGLÀD FUNKTIONEN 7
gilt. Wegen der Kompaktheit von [a;b] sind die Paare so wählbar, dass tn
2 ge-
gen ein t 2 [a;b] konvergiert und zwar zusätzlich so, dass einer der folgenden
Fälle gilt:
1) tn
2 konvergiert streng monoton steigend gegen t oder tn
1 konvergiert
streng monoton fallend gegen t.
2) tn
2 = t oder tn
1 = t.
3) tn
1 < t < tn
2.
1) Wenn tn
2 streng monoton steigend gegen t konvergiert, dann folgt aus
der Voraussetzung tn
1 < tn
2 und tn
2   tn
1 < 1
n dass es keinen Punkt gibt, der
in unendlich vielen [tn
1;tn
2] liegt. Da sich große Sprünge nicht häufen, gilt
Stn
1;tn
2 ! 0, woraus sich im Hinblick auf xtn
1;xtn
2 ! xt  ein Widerspruch zu
(1.3) ergibt. Genauso (gespiegelt) für den Fall, dass tn
1 streng monoton fal-
lend gegen t konvergiert.
2) Ist tn
2 = t, dann ist t der einzige Punkt, der in unendlich vielen [tn
1;tn
2]
liegt. Da sich große Sprünge nicht häufen und da tn
1 < t, folgt Stn
1;t !  xt.
Aber auch xt   xtn
1 strebt gegen  xt im Widerspruch zu (1.3). Gespiegelte
Argumentation für tn
1 = t.
3) Im Fall der oﬀenen Intervallschachtelung um t ist t der einzige Punkt
der in unendlich vielen [tn
1;tn
2] liegt. Da sich große Sprünge nicht häufen, gilt
Stn
1;tn
2 !  xt++xt, woraus sich im Hinblick auf xtn
2  xtn
1 !  xt++xt
ein Widerspruch zu (1.3) ergibt. 
Deﬁnition 1.2. Sei T 2 (0;1] gegeben.
1) Ist  eine endliche Zerlegung 0 = t0 < t1 < ::: < tk = T des Intervalls
[0;T] und ist t 2 [0;T], dann bezeichne t die Menge der Zerlegungspunk-
te ti 2 , die kleiner als t sind zusammen mit t als letztem Zerlegungs-
punkt. Mit i werde der Index des größten Elements aus t bezeichnet, und
es werde deﬁniert: ti+1 := t. Dann gilt allgemein für eine endliche Zerlegung
 = (0 = t0 < t1 < ::: < tk = t  T): tk+1 = tk = t.
2) Für jedes n 2 N sei n eine endliche Zerlegung des Intervalls [0;T].8 KAPITEL 1. HERANFÜHRUNG
Die Feinheit einer endlichen Zerlegung ist das Maximum der Abstände be-
nachbarter Zerlegungspunkte. Die Zerlegungsfolge (n)n2N heiße fein, wenn
für alle t 2 (0;1) limn!1 Feinheit (t
n) = 0 ist (für T < 1 genügt: wenn
limn!1 Feinheit (n) = 0 ist).
3) Sei G eine abzählbare [0;T]-Teilmenge. Wenn es eine Folge endlicher
G-Teilmengen G1  G2  ::: gibt mit
S1
n=1 Gn = G (Gn " G) und Gn  n
dann heiße (n) eine G-enthaltende Zerlegungsfolge. Ist x làglàd und ist G
die Menge der Doppelsprünge von x, dann heiße (n), wenn es G enthält, die
x-Doppelsprünge enthaltend (analog für die Links- und Rechtssprünge).
1.2 Quadratische Variation
Deﬁnition 1.3. Sei  eine endliche Zerlegung und seien x1;x2;:::xk reell-
wertige Funktionen auf [0;T]. Dann bezeichne v(;x1;x2;:::;xk) das diskrete
signierte Punktmaß
X
ti2
(x
1
ti+1   x
1
ti)(x
2
ti+1   x
2
ti):::(x
k
ti+1   x
k
ti)ti;
das Variationsmaß von (x1;x2;:::xk) bezüglich .
Deﬁnition (und Feststellung) 1.4. Sei x làglàd und (n)n2N eine feine
die x-Doppelsprünge enthaltende Zerlegungsfolge. x besitzt quadratische Va-
riation entlang (n), wenn ein Radonmaß  existiert, dessen atomarer Teil a
genau durch die Summe der Links- und Rechtssprungquadrate von x gegeben
ist, also

a = 
x;  + 
x;+ =
X
s2[0;T]
(
 xs)
2s + (
+xs)
2s; (1.4)
und so, dass für n ! 1
v(n;x;x) vag gegen  konvergiert. (1.5)
Mit [x;x] = [(n);x;x] wird die Verteilungsfunktion von  und mit [x;x]c
t die
Verteilungsfunktion des kontinuierlichen Teils des Maßes
[x;x]
c
t := [x;x]t  
X
0st
(
 xs)
2 + (
+xs)
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bezeichnet. Mit t wird die Einschränkung des Maßes  auf [0;t] bezeichnet.
Die Rd-wertige làglàd-Funktion x = (x1;x2;:::;xd) besitzt quadratische
Variation entlang (n), wenn alle reellwertigen làglàd-Funktionen xi und xi+
xj (1  i;j  d) quadratische Variation entlang (n) besitzen (vgl. zu dieser
Deﬁnition auch Föllmer [30], S. 147).
Hat die R2-wertige làglàd-Funktion (x;y) quadratische Variation entlang
(n), dann werde
[x;y] :=
[x + y;x + y]   [x;x]   [y;y]
2
gesetzt. Es gilt dann, wenn [x + y;x + y], [x;x], [y;y] der Reihe nach die
làglàd-Verteilungsfunktionen der Radonmaße 
, ,  sind,
X
(xti+1   xti)
2ti +
X
(yti+1   yti)
2ti + 2
X
(xti+1   xti)(yti+1   yti)ti
=
X
((xti+1 + yti+1)   (xti + yti))
2ti
vag ! 

t;
X
(xti+1   xti)
2ti
vag ! 
t;
X
(yti+1   yti)
2ti
vag ! 
t;
woraus
X
(xti+1   xti)(yti+1   yti)ti
vag ! 
t :=

t   t   t
2
und damit auch X
(xti+1   xti)(yti+1   yti) ! [x;y]t
folgt.
Der Bezug auf eine feste feine Zerlegungsfolge ist von Bedeutung. Ist etwa
B eine Brownsche Bewegung auf dem Intervall [0;T] (T < 1), und sind (n)
und (n) feine Zerlegungsfolgen, so gilt für fast alle Pfade der Brownschen
Bewegung, dass sie gleiche endliche quadratische Variation entlang der bei-
den Zerlegungsfolgen besitzen; es gibt aber Pfade (aus einer von den beiden
Zerlegungsfolgen abhängigen Nullmenge), die entlang der beiden Zerlegungs-
folgen unterschiedliche oder überhaupt keine endliche quadratische Variation
aufweisen. 4
4Vgl. Reininghaus [77], Satz 7.2 a, S. 71.10 KAPITEL 1. HERANFÜHRUNG
Für fast alle stetigen Pfade einer Brownschen Bewegung
x : [0;T] ! R
gibt es eine feine Zerlegungsfolge (n) bezüglich der x keine endliche quadra-
tische Variation besitzt und eine feine Zerlegungsfolge bezüglich der x eine
quadratische Variation von Null besitzt.5
Semimartingale haben eine endliche quadratische Variation, die sich als
stochastischer Grenzwert jeder feinen Zerlegungsfolge ergibt, obwohl z.B. im
Falle der Brownschen Bewegung (fast) jeder Pfad diese Eigenschaft (deter-
ministisch) nicht hat: denn nach dem oben Gesagten, gibt es zu fast jedem
stetigen Pfad der Brownschen Bewegung eine feine Zerlegungsfolge bezüglich
der sich keine endliche quadratische Variation einstellt.
Insbesondere gilt für ein Semimartingal X auch [X;X]t = (Xt)2 fast
sicher. Folgt dies vielleicht schon aus einer Konvergenz der Punktmaße gegen
ein Radonmaß, so dass (1.5) als Forderung genügen würde? Bei Föllmer heißt
es „Nous dirons que x est à variation quadratique suivant (n) si les mesures
ponctuelles
n =
X
ti2n
(xti+1   xti)
2ti
convergent vaguement vers une mesure de Radon  sur [0;1), dont la partie
atomique es donnée par les sauts quadratiques de x.“6 Die Frage ist also wie
das „dont“ zu verstehen ist: Als ein erläuterndes oder als ein eine zusätzliche
Forderung formulierendes?
Gemeint ist Letzteres. Anhand eines einfachen Gegenbeispiels kann man
sich davon überzeugen, dass n für eine stetige Funktion x : [0;1) ! R, die
auf [0;1)n(1 ;1] ( > 0) endliche Variation besitzt, gegen das Punktmaß
1 konvergieren kann, so dass die Forderung der Konvergenz der Punktmaße
nicht ausreicht, um auch (1.4) sicherzustellen:
x habe auf [0; 1
2) die Gestalt eines 4-Zickzacks (also 4 = 22 Extrema: zwei
oben und zwei unten) mit Amplitude 1
2; auf [1
2; 3
4) die Gestalt eines 42 = 16-
Zickzacks mit Amplitude 1
4; auf [3
4; 7
8) die Gestalt eines 82 = 64-Zickzacks mit
5Vgl. Reininghaus [77], Satz 7.2, S. 71, und Lévy [61], Fußnote (3), S. 192, sowie Freed-
man [41], Prop. 70, S. 47, und S. 48 f.
6[30], S. 143.1.2. QUADRATISCHE VARIATION 11
Amplitude 1
8; usw. (s. Abbildung 1.1). Auf [1;1) nehme x den Wert 0 an.
(n) ist eine aufsteigend verfeinernde Zerlegungsfolge. 1 fragt x genau auf
den Extrema des 1. Zickzacks ab, so dass 1 die Gestalt
(
1
2
)
20 + (
1
2
)
2 1
8 + (
1
2
)
2 2
8 + (
1
2
)
2 3
8
mit j1j = 1 hat.
2 fragt x einerseits auf den 16 Extrema des 2. Zickzacks ab. Auf dem ers-
ten Zickzack werden die schon bestehenden Zerlegungspunkte um den Faktor
n = 2 verfeinert, d.h. zu 0; 1
8; 2
8; 3
8 kommen noch 1
16; 3
16; 5
16; 7
16 hinzu. 2 hat auf
dem zweiten Zickzack eine Masse von 1. Auf dem ersten Zickzack eine Masse
von 1
2.
3 fragt x einerseits auf den 64 Extrema des 3. Zickzacks ab. Auf dem ers-
ten Zickzack werden die schon bestehenden Zerlegungspunkte um den festen
Faktor 2 verfeinert. Auf dem zweiten Zickzack werden die seit der Vorgän-
gerzerlegung erst bestehenden Zerlegungspunkte um den Faktor n = 3 ver-
feinert. 3 hat auf dem dritten Zickzack eine Masse von 1, auf dem zweiten
Zickzack eine Masse von 1
n = 1
3 und auf dem ersten Zickzack nur noch eine
Masse von 1
4.
4 fragt x einerseits auf den 256 Extrema des 4. Zickzacks ab. Auf dem
ersten und zweiten Zickzack werden die schon bestehenden Zerlegungspunkte
um den festen Faktor 2 verfeinert. Auf dem dritten Zickzack werden die seit
der Vorgängerzerlegung erst bestehenden Zerlegungspunkte um den Faktor
n = 4 verfeinert. 4 hat auf dem vierten Zickzack eine Masse von 1, auf dem
dritten Zickzack eine Masse von 1
n = 1
4 und auf dem ersten und zweiten Zick-
zack nur noch die hälftige Masse wie zuvor, also von insgesamt
1
3+ 1
4
2 .
So wird die Konstruktion der n fortgesetzt. Man sieht für n ! 1
jnj[0;1  1
n)j ! 0 und jnj[1  1
n;1)j ! 1;
woraus sich die vage Konvergenz n ! 1 ergibt.12 KAPITEL 1. HERANFÜHRUNG
Abbildung 1.1: Gegenbeispiel
1.3 Inﬁnatoren
Das Kapitel der Heranführung an làglàd-Funktionen und die Untersuchung
ihres Verhaltens entlang feinen Zerlegungsfolgen soll mit der Konstruktion
von „Inﬁnatoren“ beschlossen werden.
Die Existenz von Inﬁnatoren zeigt, dass sich ein càdlàg x selbst mit qua-
dratischer Variation entlang einer feinen Zerlegungsfolge (n) nicht für alle
làglàd h als Integrator entlang (n) eignet. Hat x entlang (n) unendliche
Variation, dann gibt es auch immer làglàd (sogar stetige) Funktionen h, für
die ein Limes
R
hdx :=
P
hti(xti+1   xti) nicht existiert, für die vielmehr
j
P
hti(xti+1  xti)j ! 1 gilt. Solche h sollen Inﬁnatoren (von x entlang (n))
genannt werden.1.3. INFINATOREN 13
Inﬁnator-Konstruktion.
Sei  = ft0;t1;:::;tk 1;tkg (mit 0 = t0 < t1 < ::: < tk 1 < tk = T) eine
Zerlegung von [0;T]. Eine Teilzerlegung von  wird durch ein Intervall M
aus [0;T] gegeben: ~  =  \ M.
Sei x : [0;T] ! R càdlàg. Sei eine Teilzerlegung
~  = 0  ti < ::: < tm < T
einer Zerlegung  auf [0;T] gegeben. Mit Var(~ ), der Variation von x auf ~ ,
werde die Größe jxti+1   xtij + ::: + jxtm+1   xtmj bezeichnet.
x hat entlang der feinen Zerlegungsfolge (n) unendliche Variation, wenn
es zu jedem K > 0 ein n gibt, so dass die Variation von x auf n größer als
K ist.
Sei x entlang (n) von unendlicher Variation. Es gibt ein t aus [0;T] so,
dass für alle K > 0 gilt: In jeder -Umgebung von t, U(t), gibt es eine Teil-
zerlegung einer Zerlegung n auf der x eine Variation hat, die größer als K ist.
Denn andernfalls: 8t 2 [0;T]: 9K > 0: 9 > 0: 8 Teilzerlegungen F  U(t) :
Var(F) < K. Die Umgebungen überdecken [0;T] und es gibt eine endliche
Teilüberdeckung. Daraus folgt aber, dass die Variation nicht unendlich sein
kann.
Unendlich viele der Teilzerlegungen in den U(t) nehmen mindestens die
Hälfte ihrer Variation links von t an; oder unendlich viele der Teilzerlegun-
gen in den U(t) nehmen mindestens die Hälfte ihrer Variation rechts von t
an. Daher kann ohne Einschränkung davon ausgegangen werden, dass es in
jeder linksseitigen Umgebung von t Teilzerlegungen beliebig großer Variation
gibt. Der letzte Punkt der Teilzerlegungen kann weggelassen werden, da sich
dadurch die Variation nur um höchstens 2kxk[0;t] verringert (wobei kxk[0;t]
das Supremum von x auf [0;t] bezeichnet).
Ist eine Zerlegung  von [0;T] gegeben und sind zwei Punkte s < s0 aus
[0;T] ausgewählt, dann bezeichne t den ersten und t den letzten Punkt der
Teilzerlegung  \ (s;s0), insbesondere ist [t; t]  (s;s0).14 KAPITEL 1. HERANFÜHRUNG
Ist ~  eine Teilzerlegung der Zerlegung , dann sei u+ für u 2 ~  der Nach-
folger von u in . Im Fall, dass u = T ist, wird u+ = T gesetzt.
Sei  eine Zerlegung und ~  eine Teilzerlegung, dann wird für eine Funktion
h deﬁniert: Z
~ 
hs dxs :=
X
u2~ 
hu(xu+   xu):
Sei (n) eine feine Zerlegungsfolge auf [0;T]. Sei (mk) eine zunächst be-
liebige Folge, die nur die Werte +1 und  1 annimmt. Wähle eine streng mo-
notone Folge (nk) natürlicher Zahlen so, dass n1 \ (0;t) und nk \ (tnk 1;t)
(k > 1) nicht leer ist, wobei tnk 1 das größte Element aus aus nk 1 \ (0;t)
bezeichnet.
Deﬁniere Funktionen ~ hk wie folgt: k = 1 : Setze
~ h
1
u := m1 sgn(xu+   xu)
für jedes u aus n1 \[0;t). Wähle die Werte von ~ h1 auf den anderen Punkten
aus [0; tn1] so, dass ~ h1 : [0; tn1] ! [ 1;1] stetig ist. (Z.B. aﬃn-lineare Ver-
bindung der durch ~ h1
u auf den u 2 n1 \ [0;t) festgelegten Werten.)
k  2: Setze ~ hk
t
nk 1 := ~ h
k 1
t
nk 1 und ~ hk
u := mk
1
ksgn(xu+ xu) für u aus nk\
(tnk 1;t). Wähle die Werte von ~ hk auf den anderen Punkten aus [tnk 1; tnk]
so, dass ~ hk auf [tnk 1; tnk] Werte aus [  1
k 1; 1
k 1] und auf [tnk; tnk] Werte
aus [ 1
k; 1
k] annimmt und so, dass
~ h
k : [
t
nk 1;
t
nk] ! R
stetig ist.
Durch Hintereinandersetzen der ~ hk entsteht eine stetige Funktion h auf
[0;T], die ab einschließlich t den Wert 0 annimmt:
h := ~ h
11[0;tn1] +
1 X
k=2
~ h
k1(t
nk 1;tnk];
wobei 1M Indikatorfunktionen auf [0;T] bezeichne. Siehe zu der Konstrukti-
on Abb. 1.2.1.3. INFINATOREN 15
Abbildung 1.2: Inﬁnator-Konstruktion
Durch geeignete Wahl der Folgen (mk) und (nk) kann erreicht werden,
dass h bezüglich (n) ein Inﬁnator von x ist:
Mit der eingeführten Schreibweise
R
~  hs dxs ist ein Inﬁnator von x bezüg-
lich (n) eine làglàd Funktion h : [0;T] ! R, so, dass es eine streng monotone
Folge natürlicher Zahlen (nk) gibt, so dass

 


Z
nk
hs dxs

 

  k
gilt.
Zur Konstruktion eines Inﬁnators einer càdlàg Funktion x : [0;T] ! R
unendlicher Variation bezüglich einer beliebigen feinen Zerlegungsfolge (n)
auf [0;T] sind die Folgen (mk) und (nk) und die Funktionen ~ hk wie folgt zu
wählen:16 KAPITEL 1. HERANFÜHRUNG
Wähle n1 so, dass n1 \ (0;t) nicht leer ist. Wähle nk für k > 1 so, dass
Var(nk \ (tnk 1;t))  k ist. Setze m1 := 1. Die Funktion sgn werde für
den Moment dadurch deﬁniert, dass sie für negative Werte den Wert  1 und
andernfalls den Wert +1 annehme. Setze für k > 1
mk := sgn

 Z
nk\[0;t
nk 1]
(h1[0;t
nk 1])s dxs
!
;
wobei zu beachten ist, dass h auf [0; tnk 1] schon deﬁniert ist.
Durch dieses Vorgehen entsteht eine stetige Funktion h mit der Eigen-
schaft 
 


Z
nk
hs dxs

 

  k:
h ist also ein Inﬁnator von x bezüglich (n).Kapitel 2
Vorbereitungen
In diesem Kapitel werden Begriﬀe, Lemmata und Bemerkungen bereitge-
stellt, die für den Calcul d’Itô-Wentzell sans Probabilités benötigt werden.
In Kapitel 4 werden sie in einem etwas erweiterten Rahmen reformuliert.
2.1 Integration bezüglich [x;x]c
Deﬁnition 2.1 (
P
,
P
1,
P
2,
P
3). Sei x làglàd und sei (n) eine die Doppel-
sprünge von x enthaltende feine Zerlegungsfolge entlang der x quadratische
Variation besitzt. Sei 0 > 0 und t 2 [0;T]. Mit  ist insbesondere auch dessen
atomarer Teil a (und auch dessen stetiger Teil c) und damit die Maße x; 
und x;+ (vgl. Def. 1.3) radonsch, und daher existieren endliche Teilmengen
G = G(0;t) bzw. F = F(0;t) der Links- bzw. Rechtssprungzeiten von x mit
X
s2[0;t]nG[F
(
 xs)
2 + (
+xs)
2  
0:
G und F induzieren endliche t
n-Teilmengen G0(n;0;t) und F 0(n;0;t):
G
0(n;
0;t) := fti 2 
t
n : (ti;ti+1] \ G 6= ;g
und
F
0(n;
0;t) := fti 2 
t
n : [ti;ti+1) \ F 6= ;g:
Es werde deﬁniert: X
:=
X
ti2t
n
;
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X
1 :=
X
ti2G0(n;0;t)
;
X
2 :=
X
ti2F0(n;0;t)
;
X
3 :=
X
ti2t
nnG0(n;0;t)[F0(n;0;t)
:
Lemma 2.2. Seien x und g làglàd. Sei (n) eine feine die Doppelsprünge
von x enthaltende Zerlegungsfolge entlang der x die quadratische Variation
 bzw. [x;x] besitzt (vgl. Def. 1.4).
(1) Enthält (n) alle x-Rechtssprünge, so gilt, wenn
n := v(n;x;x);
 den vagen Limes der n, c dessen kontinuierlichen Teil und

a = 
x;  + 
x;+
den atomaren Teil mit x;  :=
P
( xs)2s und x;+ :=
P
(+xs)2s bezeich-
net:
lim
n!1
Z t
0
g dn =
Z t
0
g d
c +
Z t
0
g  d
x;  +
Z t
0
g d
x;+:
(2) Es gibt zu jedem t 2 [0;T] und jedem  > 0 ein 0 > 0 so, dass für
schließlich alle n 2 N

 

 
X
ti2t
nnG0(n;0;t)[F0(n;0;t)
gti(xti+1   xti)
2  
Z t
0
gs d[x;x]
c
s

 

 
< 
ist.
Beweis. Zu (1):
Wie in der Def. 2.1 gibt es für beliebiges 0 > 0 in der abzählbaren Menge
aller Linkssprünge von x eine endliche Teilmenge G und in der abzählbaren
Menge aller x-Rechtssprünge eine endliche Teilmenge F derart, dass
X
s2[0;t]nG[F
(
 xs)
2 + (
+xs)
2  
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ist. Die Menge G enthält also in diesem Sinne die großen Linkssprünge, die
Menge F die großen Rechtssprünge von x deren càdlàg bzw. càglàd Vertei-
lungsfunktionen z  bzw z+ genannt werden sollen:
z
 
u :=
X
s2Gu

 xs und z
+
u :=
X
s2Fu

+xs;
wobei die Bezeichnungen Gu := fs 2 G : s  ug und F u := fs 2 F : s  ug
verwendet werden. Die Funktion y := x z  z+ hat entsprechend nur noch
„kleine“ Sprünge.
Mit n := v(n;y;y),  
n := v(n;z ;z ), +
n := v(n;z+;z+) und
n := v(n;z
 ;z
+)   v(n;y;z
 )   v(n;y;z
+)
(vgl. Def. 1.3) folgt aus binomischen Formeln
n = n + 
 
n + 
+
n + 2n:
Aufgrund der einfachen Gestalt der  
n und der +
n kann man sich, unter
Beachtung dessen, dass (n) die Doppel- und reinen Rechtssprünge enthält,
leicht von den Grenzübergängen
Z t
0
g d
 
n !
Z t
0
g  d
  und
Z t
0
g d
+
n !
Z t
0
g d
+ (2.1)
mit   :=
P
s2G( xs)2s und + :=
P
s2F(+xs)2s überzeugen.
Im Hinblick auf (1.1) auf S. 5 gilt insbesondere für z = z  oder z = z+
lim
n!1
X
ti2u
n
gti(yti+1   yti)(zti+1   zti) = 0;
da z  und z+ nur dort springen, wo y es nicht tut und für jedes n die Summe
höchstens #G < 1 bzw. #F < 1 von Null verschiedene Summanden hat,
womit sich der Grenzübergang
Z t
0
g dn !
Z t
0
g d0 = 0; (2.2)
ergibt. Denn es gilt auch
lim
n!1
X
ti2u
n
gti(z
 
ti+1   z
 
ti)(z
+
ti+1   z
+
ti) = 0;20 KAPITEL 2. VORBEREITUNGEN
da selbst die Doppelsprünge früher oder später getrennt werden, da (n) sie
enthält: Ist ti Doppelsprung, so strebt für n ! 1 der Zuwachs z
 
ti+1   z
 
ti
gegen Null; ist ti+1 Doppelsprung, so strebt der Zuwachs z
+
ti+1 z
+
ti gegen Null.
Die Überlegungen zeigen auch, da sie für ein beliebiges làglàd, insbeson-
dere stetiges g durchgeführt werden können, dass  
n , +
n bzw. n vag gegen
 , + bzw. das 0-Maß konvergieren. Da nach Voraussetzung
n = n + 
 
n + 
+
n + 2n
vag gegen  konvergiert, folgt die vage Konvergenz n !  :=    (  + +)
mit jaj  0:
Sei nun  > 0.
Da die Funktion g höchstens abzählbar viele Sprungstellen hat, ist sie
c-fast-sicher stetig. Daher folgt aus der vagen Konvergenz n ! :
limsup
n!1

 

Z t
0
g dn  
Z t
0
g d

 
  2g

t
0; (2.3)
wobei g
t := sup0st jgsj ist.1
Aus (2.1), (2.2) und (2.3) folgt, dass für schließlich alle n für alle s 2 [0;t]
Z s
0
g dn =
Z s
0
g dn +
Z s
0
g d
 
n +
Z s
0
g d
+
n +
Z s
0
g dn
einen geringeren Abstand als 
2 zu
Z s
0
g d +
Z s
0
g  d
  +
Z s
0
g d
+ + 0 (2.4)
hat, wenn 0 entsprechend klein gewählt wird. Da   bzw. + entlang 0 ! 0
das Maß x;  bzw. x;+ ausschöpft (vgl. auch die Bemerkung 2.3 unten), hat
(2.4) bei geeigneter Wahl von 0 für alle s 2 [0;t] zu
Z s
0
g d
c +
Z s
0
g  d
x;  +
Z s
0
g d
x;+
1Vgl. zu dieser Argumentation Föllmer [30], S. 147.2.1. INTEGRATION BEZÜGLICH [X;X]C 21
ebenfalls einen Abstand < 
2.
Zu (2):
Sei  > 0, t 2 [0;T].
Sei 0 > 0.
Dass, wenn nur 0 hinreichend klein für schließlich alle n

 

X
3 gti(xti+1   xti)
2  
Z t
0
gs d[x;x]
c
s

 
 < 
gilt, ist zu zeigen. Es soll auf die erste Aussage des Lemmas zurückgeführt
werden. Zur Erfüllung dessen Voraussetzungen müssen der Zerlegungsfolge
(n) die eventuell noch fehlenden reinen Rechtssprünge hinreichend langsam
beigemischt werden. Wegen
P
3 =
P
 
P
1  
P
2 genügt es, nur solche reinen
Rechtssprünge beizumischen, die nicht in F liegen; die Menge dieser reinen
Rechtssprünge werde mit S bezeichnet. Es gilt also
X
s2S
(
+xs)
2 < 
0: (2.5)
Sei (Sj)j2N eine Folge nicht-leerer endlicher S-Teilmengen, die gegen S auf-
steigend konvergiert. Es gibt eine streng monoton steigende Folge natürlicher
Zahlen nj so, dass die Diﬀerenzen zwischen der Originalzerlegungsfolge und
der durch die s 2 Sj angereicherten Zerlegungsfolge klein ist: Für n  nj
und ein s 2 Sj sei ti 2 t
n so, dass s 2 [ti;ti+1) ist. (nj) kann so gewählt
werden, dass für alle n  nj und positiven Betragsschranken K1 und K2 der
beschränkten Mengen x([0;t]) und g([0;t]) gilt: Für alle n  nj:

 

 
X
s2Sj
gti(xti+1   xti)
2   fgti(xs   xti)
2 + gs(xti+1   xs)
2g

 

 
=
 

 

X
s2Sj
2gti(xs   xti)(xti+1   xs) + (gti   gs)(xti+1   xs)
2
 

 

 2K2K1
X
s2Sj
jxs   xtij
| {z }
<20
+K2
X
s2Sj
(xti+1   xs)
2
| {z }
<20
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Die Abschätzungen ergeben sich im Hinblick auf (1.1) (S.5) bei hinreichend
großer Wahl von nj für n  nj. Bei der Abschätzung der ersten Unterklam-
mer ist dabei zu beachten, dass die s 2 Sj keine Linkssprünge sind. Bei der
zweiten Abschätzung ist (2.5) zu beachten.
Daher ist es keine Einschränkung anzunehmen, dass (n) die x-Rechts-
sprünge enthält. Mit der ersten Aussage des Lemmas folgt
lim
n!1
X
3 gti(xti+1   xti)
2
= lim
n!1
X
gti(xti+1   xti)
2  
X
1 gti(xti+1   xti)
2  
X
2 gti(xti+1   xti)
2
=
Z t
0
gs d[x;x]
c
s +
X
0<st
gs (
 xs)
2 +
X
0s<t
gs(
+xs)
2
 
X
s2G
gs (
 xs)
2  
X
s2F
gs(
+xs)
2:
Für  ! 0 streben
P
s2G und
P
s2F gegen
P
0st, woraus sich die zweite
Aussage des Lemmas ergibt. 
Die folgende Bemerkung illustriert das „Ausschöpfen“ von dem auch im
letzten Schluss des Beweises Gebrauch gemacht wurde. Die Bemerkung ist
einfach, aber für die Existenz von Summen über Links- und Rechtssprünge
von Bedeutung; Bemerkung 2.11 auf S. 28 greift auf sie zurück.
Bemerkung 2.3. Sei  ein Radon-Maß auf [0;t] und G  [0;t] abzählbar.
Eine Folge endlicher G-Teilmengen (Gm) konvergiere gegen G in dem Sinne,
dass jedes s 2 G schließlich in allen Gm liegt, also Gm " G in der Bezeichnung
der Def. 1.2. Ist g : [0;t] ! R -integrierbar, so gilt
Z
Gm
g d !
Z
G
g d;
denn jg1Gmj  jg1Gj und g1G ist -integrierbar sowie g1Gm ! g1G. Die
Behauptung ist daher ein Spezialfall des Satzes von der majorisierten Kon-
vergenz; sie gilt auch für beliebige beschränkte nicht notwendig messbare
Funktionen g : [0;t] ! R.
Ist g beschränkt, x, x;  und x;+ wie in Lemma 2.2 und ist G bzw. F
die abzählbare Menge aller x-Links- bzw. x-Rechtssprünge auf [0;t], dann
existieren
P
0<st gs( xs)2 =
R
G g dx;  und
P
0s<t gs(+xs)2 =
R
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in R.
Ist daher fs := gs( xs)2, so ist
X
0<st
fs existent in R, und es gilt
X
s2Gm
fs !
X
0<st
fs
für jede Folge (Gm) die im obigen Sinne gegen die Menge G konvergiert, ins-
besondere ist der Ausdruck
P
0<st fs wohldeﬁniert.
Ist fs := gs(+xs)2, so gilt genauso
X
0s<t
fs 2 R und
X
s2Fm
fs !
X
0s<t
fs
für jede Folge (Fm) die gegen die Menge F konvergiert;
P
0s<t fs ist wohl-
deﬁniert. 
2.2 Glatte zweistellige Funktionen
Deﬁnition 2.4. Sei t 2 R+. Mit D = D[0;t] werde der Raum aller làglàd-
Funktionen x : [0;t] ! R, versehen mit der Supremumsnorm, bezeichnet.
Sei k 2 N0. Eine Funktion
y : R  R+ ! R; (x;t) 7! y(x;t)
heiße im Folgenden k-glatt, wenn für alle x 2 R und alle j 2 f0;:::;kg die
Funktionen
y
(j)(x;) := t 7! y
(j)(x;t)
càdlàg sind, und wenn für alle t 2 R+ und alle j 2 f0;:::;kg die Funktionen
y
(j)
j[0;t] : R ! D;x 7! fs 7! y
(j)(x;s)g (s 2 [0;t])
stetig sind, wobei
y
(j)(x;s) :=
@jy(;s)
(@)j (x)
für alle x 2 R, s 2 [0;T] existiere.24 KAPITEL 2. VORBEREITUNGEN
Deﬁnition 2.5. Ist y k-glatt (k  0), dann kann es entlang der Zeit Links-
sprünge geben, die durch  bezeichnet werden:
y(p;s) := y(p;s)   y(p;s ):
Bemerkung 2.6. Sei y k-glatt (k  0). Ist M  R beschränkt und t  0,
dann sind aufgrund der Eigenschaften „càdlàg in s“ und „stetig in Supre-
mumsnorm in x“ die Bilder y(j)(M [0;t]) (j 2 f0;:::;kg) auch beschränkt.

Lemma 2.7. Sei M ein Kompaktum und t  0. y : M[0;t] ! R sei k-glatt
(k  0). Dann ist y in x-Richtung gleichmäßig in folgendem Sinn: Für jedes
 > 0 gibt es ein  > 0 so, dass aus t1;t2 2 [0;t], t1 < t2 und jt2   t1j < 
folgt:
8p 2 M : y(p;t2)   y(p;t1) 2 (Sp;t1;t2   ;Sp;t1;t2 + );
wobei Sp;t1;t2 das für die Funktion x = y(p;) durch (1.2) (S. 6) deﬁnierte
St1;t2 bezeichne.
Beweis. Andernfalls gibt es ein positives  und [0;t]-Folgen (tn
1) und (tn
2)
mit 0 < tn
2   tn
1 ! 0 und M 3 xn ! x so, dass für alle n 2 N
jy(x
n;t
n
2)   y(x
n;t
n
1)   Sxn;tn
1;tn
2j >  (2.6)
gilt.
xn hält sich aber schließlich nur noch in einer hinreichend kleinen -
Umgebung um x auf, so dass im Hinblick auf die gleichmäßige Stetigkeit
in x für alle x0 aus dieser -Umgebung
jy(x
0;s)   y(x;s)j < 
0
ist.
Für hinreichend großes n ist jxn  xj und tn
2  tn
1 so klein, dass damit aus
(2.6)
jy(x;t
n
2)   y(x;t
n
1)   Sx;tn
1;tn
2j >

2
folgt, im Widerspruch zur Feststellung 1.1 auf S. 6. 
Die nächste Bemerkung zeigt einige einfache Konsequenzen daraus, dass
y in x-Richtung gleichmäßig ist.2.3. INTEGRALE MIT GLATTEN Y-INTEGRANDEN 25
Bemerkung 2.8. Sei y k-glatt (k  0).
(i) Es gibt auf jeder beschränkten Menge M  [0;t] (mit beschränktem
M) für jedes c > 0 nur endlich viele Sprünge von y mit Sprungbeträgen  c.
Wie in den Überlegungen im Beweis des Lemmas gibt es andernfalls eine
Sprungfolge, die in der ersten Komponenete gegen ein x 2  M konvergiert.
Schließlich alle Sprünge projezieren sich hinreichend größenerhaltend auf x
und man erhält einen Widerspruch zur càdlàg-Eigenschaft von y(x;). Insbe-
sondere gibt es nur abzählbar viele y-Sprünge, d.h. Zeitpunkte s zu denen es
ein x 2 M gibt, so dass y(x;s) 6= y(x;s ).
(ii) Die Familie g, mit g(x;) := s 7!
P
s2Fs
x y(x;s), wobei
F
s
x := f0  u  s : jy(x;u)j  g;
ist die càdlàg Familie der Verteilungsfunktionen der -großen Sprünge von
y. Nur zu endlich vielen Zeitpunkten hat g von Null verschiedene Werte.
Außerdem hat die Familie y   g nur noch Sprünge, deren Beträge kleiner
oder gleich  sind.
(iii) Die Familie y habe nur Sprünge, deren Beträge   sind. Aus dem
vorhergegangenen Lemma folgt, dass für y auf M[0;t] gilt, dass es zu jedem
positiven c ein  > 0 gibt, so dass jt2   t1j <  für alle x 2 M
jy(x;t2)   y(x;t1)j < (1 + c)
impliziert (oder: dass für schließlich alle Zerlegungen n einer feinen Zerle-
gungsfolge auf [0;t] gilt, dass für alle x 2 M: jy(x;ti+1)   y(x;ti)j < (1 + c)
ist). 
2.3 Integrale mit glatten y-Integranden
Für k-glatte y (k  0) gibt es eine spezielle Version des Lemmas 2.2:
Lemma 2.9. Sei x làglàd und (n)n2N eine die x-Doppelsprünge enthaltende
feine Zerlegungsfolge entlang der x quadratische Variation besitzt. Ist y k-
glatt (k  0) und c (mit der Verteilungsfunktion [x;x]c) das kontinuierliche26 KAPITEL 2. VORBEREITUNGEN
Maß der Def. 1.4, dann gibt es zu jedem t 2 [0;T] und jedem  > 0 ein 0 > 0
so, dass für schließlich alle n 2 N

 

 
X
ti2t
nnG0(n;0;t)[F0(n;0;t)
y(xti;ti+1)(xti+1   xti)
2  
Z t
0
y(xs;s)d[x;x]
c
s

 

 
< 
ist.
Beweis. Sei  > 0, t 2 [0;T].
Sei 0 > 0.
Für dieses 0 werde
X
3(y(xti;ti+1)   y(xti;ti))(xti+1   xti)
2 (2.7)
betrachtet.
Y sei die Menge der „0-großen“ y-Sprünge aus [0;t]:
Y = Y (t;
0) = fsj9p 2 x([0;t]) : jy(p;s)j  
0g:
Nach Bemerkung 2.8 (ii) ist Y endlich und konvergiert für 0 ! 0 gegen die
abzählbare Menge aller y-Sprünge.
Y induziert für jedes n eine Teilmenge Y 0 = Y 0(t;0;n)  t
n der ti aus
der Menge der Zerlegunspunkte der Zerlegung t
n für die das Intervall (ti;ti+1]
Sprungzeiten aus Y enthält.
P
3 werde entsprechend aufgeteilt, wobei über
die ti aus Y 0 in
P
3;Y 0 und über die anderen ti aus
P
3 in
P
3;:Y 0 summiert
werde.
Für schließlich alle n ist (xti+1  xti)2 < 20 (vgl. Bem. 2.8 (iii)). Ist daher
K eine positive Betragsschranke der beschränkten Menge 2y(x([0;t]);[0;t]),
so lässt sich abschätzen:
 


X
3;Y 0(y(xti;ti+1)   y(xti;ti))(xti+1   xti)
2
 

 < 2K
0:
Aus der vagen Konvergenz der n gegen das Radonmaß  folgt die Konvergenz
der Gesamtmassen jt
nj ! jtj < 1, so dass wiederum für alle großen n (vgl.
Bem. 2.8 (iii)) gilt:


 
X
3;:Y 0(y(xti;ti+1)   y(xti;ti))(xti+1   xti)
2


  < 2j
tj
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(2.7) ist also nach Vorgabe von 0 beliebig klein.
Daher genügt es
 
 
X
3 y(xti;ti)(xti+1   xti)
2  
Z t
0
y(xs;s)d[x;x]
c
s
 

 < 
zu zeigen. Das ist aber mit gs := y(xs;s) die zweite Aussage des Lemmas 2.2.

2.4 2-glatte y und Taylor-Formel
Bemerkung 2.10. Sei y 2-glatt. Nach der Taylor-Formel gilt für a;b 2 M
und beliebiges s 2 [0;t]:
y(b;s)   y(a;s) = y
0(a;s)(b   a) +
1
2
y
00(a;s)(b   a)
2 + R(a;b;s)
= y
0(b;s)(b   a)  
1
2
y
00(b;s)(b   a)
2   R(b;a;s)
mit
jR(a;b;s)j < r(jb   aj;s)(b   a)
2
mit
r(m;s) = sup
jb ajm
jy00(b;s)   y00(a;s)j
2
;
für s aus [0;t] und a und b aus M.2 R(a;b;) ist làglàd, da die làglàd-
Funktionen eine Algebra bilden.
Im Hinblick auf Lemma 2.7 gilt für die durch
r(m) := supfr(m;s) : s 2 [0;t]g
erklärte Funktion r : M ! R+: r ist beschränkt und isoton, r(0) = 0,
limc&0 r(c) = 0. 3
2Vgl. Forster [40], Korollar zu Satz 2, S. 176.
3Für beliebige a;b;s gilt daher jR(a;b;s)j < r(jb   aj)(b   a)2 und folgende nütz-
liche Schlussweise, ganz ähnlich der für die Ungleichung (2.8) auf S. 26 verwendeten:
Sind a und b x-Bilder xti und xti+1 von benachbarten Zerlegungspunkten aus Zerle-
gungen einer Zerlegungsfolge bezüglich der x quadratische Variation besitzt, dann folgt,
wenn die xti und xti+1 weniger als 20 voneinander entfernt sind, für schließlich alle n:
j
P
ti2t
n R(xti;xti+1;ti+1)j < 2r(20)jtj, wegen der vagen Konvergenz gegen .28 KAPITEL 2. VORBEREITUNGEN
Daher sind für làglàd x : [0;t] ! R die durch  
s ( xs)2 = R(xs;xs ;s),
  
s ( xs)2 = R(xs;xs ;s ) und +
s (+xs)2 = R(xs+;xs;s) erklärten Funk-
tionen  ;   ; + : [0;t] ! R beschränkt.
Da y0 1-glatt ist, gilt auch
y
0(b;s)   y
0(a;s) = y
00(a;s)(b   a) + ~ R(a;b;s)
mit
j ~ R(a;b;s)j < ~ r(jb   aj;s)jb   aj
mit
~ r(m;s) = sup
jb ajm
jy
00(b;s)   y
00(a;s)j;
für s aus [0;t] und a und b aus M. Für solche s, a, b gilt auch
j ~ R(a;b;s)j < ~ r(jb   aj)jb   aj;
mit ~ r(m) := supf~ r(m;s) : s 2 [0;t]g. ~ r übernimmt wegen Lemma 2.7 von
r(m;) die Eigenschaften der Isotonie, Beschränkheit und Rechtsstetigkeit in
0 und ~ r(c) ! 0 für c ! 0.4 
Bemerkung 2.11. Ausnutzbarkeit der quadratischen x-Variation, wenn y
im ersten Argument hinreichend glatt ist.
Aufgrund der Beschränktheitseigenschaften der y00 (Bem. 2.6) und der 
(Bem. 2.10) sind für 2-glatte y folgende Terme Beispiele für die summierbaren
Funktionen der Form fs = gs(xs)2 mit beschränktem gs wie in Bemerkung
2.3:
(i) fs = y(xs;s)   y(xs ;s)   y
0(xs;s)
 xs =

 
1
2
y
00(xs;s)   
 
s

(
 xs)
2
(ii) fs = y(xs;s )   y(xs ;s )   y
0(xs;s )
 xs
=

 
1
2
y
00(xs;s )    
 
s

(
 xs)
2
(iii) fs = y(xs+;s)   y(xs;s)   y
0(xs+;s)
+xs
=

 
1
2
y
00(xs+;s)   
+
s

(
+xs)
2

4Wie in der vorherigen Fußnote gilt unter gleichen Voraussetzungen, dass für schließlich
alle n j
P
ti2t
n
~ R(xti;xti+1;ti+1)(xti+1   xti)j < 2~ r(20)jtj ist.Kapitel 3
Calcul d’Itô-Wentzell sans
Probabilités
3.1 Calcul d’Itô sans Probabilités
Ist (n) eine feine Zerlegungsfolge, und ist x eine càdlàg Funktion, die auf
Kompakta endliche quadratische Variation entlang (n) besitzt (s. Def. 1.4),
dann ist – falls die Funktion f zweimal und damit f0 einmal stetig diﬀeren-
zierbar ist – die càglàd Hintereinanderschaltung f0(xs ) kein Inﬁnator1 von
x auf der Zerlegungsfolge (n).2 Denn es existiert in diesem Fall der Limes
der „diskreten Itô-Integrale“
X
ti2t
n
f
0(xti)(xti+1   xti):
Theorem (Calcul d’Itô sans Probabilités, Föllmer, 1981). Sei x von quadra-
tischer Variation entlang (n), und sei f eine zweimal stetig diﬀerenzierbare
reellwertige Funktion. Dann gilt die Itô-Formel
f(xt)   f(x0) =
Z t
0
f
0(xs )dxs +
1
2
Z
(0;t]
f
00(xs )d[x;x]s
+
X
st
f(xs)   f(xs )   f
0(xs )xs  
1
2
f
00(xs )(xs)
2;
1Oder ähnliches einer Limesexistenz entgegenstehendes.
2Vgl. auch Fußnote 4 auf S. 31.
2930 KAPITEL 3. CALCUL D’ITÔ-WENTZELL SANS PROBABILITÉS
wobei die Grenzwerte
Z t
0
f
0(xs )dxs := lim
n!1
X
ti2t
n
f
0(xti)(xti+1   xti)
und
X
st
f(xs)   f(xs )   f
0(xs )xs  
1
2
f
00(xs )(xs)
2
wohldeﬁniert sind.
Das diskrete Itô-Integral werde durch
n-
Z t
0
f
0(xs )dxs :=
X
ti2t
n
f
0(xti)(xti+1   xti)
deﬁniert.
Zum Beweis des Theorems in Föllmer [30], S. 144 ﬀ., wird die Existenz
von
lim
n!1
X
ti2t
n
f
0(xti)(xti+1   xti)
und die Itô-Formel zusammen bewiesen: Eine (in n) gegen f(xt)   f(x0)
konvergierende Teleskopsumme wird, insbesondere durch die Anwendung der
Taylorformel (und der Aufteilung der x-Sprünge in „große“ und „kleine“), in
einen Term der Form
n-
Z t
0
f
0(xs )dxs + n-
Z t
0
g1(xs )d[x;x]s + n-
Z t
0
g2(xs )d[x;x]s + :::
umgeformt, der im wesentlichen schon die Struktur der Itô-Formel hat, wobei
n-
R t
0 g(xs )d[x;x]s für ein „diskretes Integral“ der Form
X
ti2t
n
g(xti)(xti+1   xti)
2
steht.
Der Term insgesamt konvergiert entlang (n), da er gleich der Teleskop-
summe ist, aus der er durch Umformungen hervorgegangen ist. Die diskreten3.2. CALCUL D’ITÔ-WENTZELL SANS PROBABILITÉS 31
Integrale n-
R t
0 g(xs )d[x;x]s konvergieren entlang (n), da x entlang (n) qua-
dratische Variation besitzt.3
Dies erzwingt die Konvergenz von n-
R t
0 f0(xs )dxs und als Grenzwert des
Terms insgesamt ergibt sich eine im strengen Sinn pfadweise Itô-Formel.4
3.2 Calcul d’Itô-Wentzell sans Probabilités
Folgende Bemerkungen zur Zwitterrolle zwischen Integrand und Integrator
von y seien noch vorangeschickt:
(i) Die Itô-Formel sans Probabilités enthält ein Itô-Integral, dessen Exis-
tenz durch die spezielle Beziehung zwischen Integrand und Integrator gesi-
chert ist. Ein allgemeines Itô-Integral
R
z dx ist dadurch nicht erklärt, denn
dafür ist ein nur auf x bezüglich (n) zugeschnittene Kriterium (etwa dass x
entlang (n) quadratische Variation hat) im Allgemeinen nicht hinreichend.
Denn es gibt, wenn x nicht FV ist, entlang (n) für x Inﬁnatoren (s. oben S.
12 ﬀ.). Daher gibt es auch kein allgemeines Itô-Integral
R
y(xs;ds), denn die
„normalen“ Itô-Integrale lassen sich durch eine geeignete Wahl der Familie
y darstellen: Ist nämlich Ys ein Semimartingal, dann gilt für einen adaptier-
ten càglàd Prozess Xs bei der Deﬁnition der Semimartingalfamilie Y durch
Y (p;s) := pYs:
Z t
0
Y (Xs;ds) =
Z t
0
Xs dYs (3.1)
(vgl. zur Deﬁnition des nicht-linearen Itô-Integrals
R t
0 Y (Xs;ds) Teil II der
Arbeit).
(ii) Ist die càdlàg Funktion x von quadratischer Variation entlang (n),
dann auch f  x, wenn f einmal stetig diﬀerenzierbar ist.5 Insbesondere ist
3Vgl. einerseits Föllmer [30], S. 144 ﬀ., und Lemma 2.2 oben, andererseits, zur absoluten
Konvergenz der Summe, [30], S. 146, und Bemerkung 2.11 i.V.m. Bemerkung 2.3 oben.
4Die Existenz von limn!1 n-
R t
0 f0(xs )dxs zeigt, dass für ein entlang (n) quadratisch
variierendes càdlàg xs die càglàd-Funktion f(xs ) zu unﬂexibel an xs gekoppelt ist, als
dass es wie ein Inﬁnator aus xs die unendliche Variation „entfalten“ könnte.
5Vgl. [30], S. 148: „C’est la version analytique d’un résultat de Meyer sur les semimar-
tingales.“ S. Meyer [71], Theorem 5, S. 359, oder in dem Sammelband Émery und Yor
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die Bedingung an x im Calcul d’Itô sans Probabilités äquivalent zu „f0(x)
hat entlang (n) quadratische Variation für jedes f 2 C2“. In einer Hinsicht
übernimmt die 2-glatte Familie y die Rolle von f 2 C2 und y(xs;s) die
Integranden-Rolle von f(xs). In (4.1) wird dagegen die Rolle von y als Inte-
grator augenfällig. 
Im folgenden Satz wird über die R2-wertige Funktion (y0(xs;s);xs) vor-
ausgesetzt, dass sie entlang (n) quadratische Variation besitzt (s. Def. 1.4).
Wenn x entlang (n) unendliche Variation hat, kann es im Hinblick auf
die obigen Bemerkungen zu Schwierigkeiten kommen, zu deren Umgehung
die „Semimartingalhaftigkeit“ von x entlang (n) bezüglich y0(xs;s) gefordert
wird:
Deﬁnition 3.1. x heißt entlang (n) bezüglich der càdlàg-Funktion z se-
mimartingalhaft, wenn
Z t
0
zs  dxs := lim
n!1
X
ti2t
n
zti(xti+1   xti)
existiert.
Satz 3.2 (Calcul d’Itô-Wentzell sans Probabilités). Ist y 2-glatt, x càdlàg und
(y0(xs;s);xs) von quadratischer Variation entlang der feinen Zerlegungsfol-
ge (n) sowie x semimartingalhaft entlang (n) bezüglich y0(xs;s), dann gilt
folgende Itô-Wentzell-Formel
y(xt;t) = y(x0;0) +
Z t
0
y(xs ;ds) +
Z t
0
y
0(xs ;s )dxs + [y
0(x;);x]t
 
1
2
Z t
0
y
00(xs ;s )d[x;x]
c
s +
X
0<st
y(xs;s)   y(xs ;s)   y
0(xs;s)xs;
wobei die Grenzwerte
Z t
0
y(xs ;ds) := lim
n!1
X
ti2t
n
y(xti;ti+1)   y(xti;ti)
und X
0<st
y(xs;s)   y(xs ;s)   y
0(xs;s)xs
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Beweis. Der Beweis beginnt ähnlich wie der Beweis des Lemma 2.2 auf
S. 18 f. Da a radonsch ist, gibt es eine endliche Teilmenge G = G(0;t)
der x-Linkssprünge (die Menge F = F(0;t) der Rechtssprünge ist wegen
der vorausgesetzten Rechtsstetigkeit von x leer und muss daher nicht weiter
beachtet werden) mit X
s2[0;t]nG
(xs)
2  
0:
G induziert die endliche t
n-Teilmenge G0(n;0;t) wie in Def. 2.1 und Lemma
2.2. Die Summen
P
,
P
1 und
P
3 (
P
2 braucht wegen F = ; nicht betrachtet
werden) sollen die in Def. 2.1 festgelegte, von t und 0 abhängige Bedeutung
haben und einer kürzeren Schreibweise dienen.
Wegen t0 = 0 und ti+1 = t für alle n gilt für die Teleskopsumme
Tn;t :=
X
ti2t
n
y(xti+1;ti+1)   y(xti;ti) = y(xt;t)   y(x0;0):
Sie hat eine Darstellung Tn;t =  In
t + Jn
t mit  In
t =
P
y(xti;ti+1)   y(xti;ti)
und Jn
t :=
P
y(xti+1;ti+1) y(xti;ti+1). Diese Terme lassen sich aufgrund der
2-Glätte von y im Hinblick auf Bem. 2.10 (S. 27 f.) wie folgt umformen:
y(xt;t) = y(x0;0) + Tn;t
= y(x0;0) +  In
t + Jn
t
= y(x0;0) +  In
t +
X
1
y(xti+1;ti+1)   y(xti;ti+1)
+
X
3
y(xti+1;ti+1)   y(xti;ti+1)
= y(x0;0) +  In
t +
X
1
y(xti+1;ti+1)   y(xti;ti+1)
+
X
3
y0(xti;ti+1)(xti+1   xti)
+
1
2
X
3
y00(xti;ti+1)(xti+1   xti)2
+
X
3
R(xti;xti+1;ti+1)
= y(x0;0) +  In
t +
X
1
y(xti+1;ti+1)   y(xti;ti+1)
+
X
y0(xti;ti+1)(xti+1   xti)
 
X
1
y0(xti;ti+1)(xti+1   xti)
+
1
2
X
3
y00(xti;ti+1)(xti+1   xti)2
+
X
3
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= y(x0;0) +  In
t +
X
1
y(xti+1;ti+1)   y(xti;ti+1)   y0(xti;ti+1)(xti+1   xti)
+
X
(y0(xti;ti+1)   y0(xti+1;ti+1))(xti+1   xti)
+
1
2
X
3
y00(xti;ti+1)(xti+1   xti)2
+
X
3
R(xti;xti+1;ti+1)
+
X
y0(xti+1;ti+1)(xti+1   xti)
= y(x0;0) +  In
t +
X
1
y(xti+1;ti+1)   y(xti;ti+1)   y0(xti;ti+1)(xti+1   xti)
+
X
1
(y0(xti;ti+1)   y0(xti+1;ti+1))(xti+1   xti)
+
X
3
(y0(xti;ti+1)   y0(xti+1;ti+1))(xti+1   xti)
+
1
2
X
3
y00(xti;ti+1)(xti+1   xti)2
+
X
3
R(xti;xti+1;ti+1)
+
X
y0(xti+1;ti+1)(xti+1   xti)
= y(x0;0) +  In
t +
X
1
y(xti+1;ti+1)   y(xti;ti+1)   y0(xti;ti+1)(xti+1   xti)
+
X
1
(y0(xti;ti+1)   y0(xti+1;ti+1))(xti+1   xti)
 
X
3
y00(xti;ti+1)(xti+1   xti)2
 
X
3
~ R(xti;xti+1;ti+1)(xti+1   xti)
+
1
2
X
3
y00(xti;ti+1)(xti+1   xti)2
+
X
3
R(xti;xti+1;ti+1)
+
X
y0(xti+1;ti+1)(xti+1   xti)
= y(x0;0) +  In
t +
X
1
y(xti+1;ti+1)   y(xti;ti+1)   y0(xti+1;ti+1)(xti+1   xti)
 
1
2
X
3
y00(xti;ti+1)(xti+1   xti)2
+
X
3
R(xti;xti+1;ti+1)
 
X
3
~ R(xti;xti+1;ti+1)(xti+1   xti)
+
X
(y0(xti+1;ti+1)   y0(xti;ti))(xti+1   xti)
+
X
y0(xti;ti)(xti+1   xti):
(3.2)3.2. CALCUL D’ITÔ-WENTZELL SANS PROBABILITÉS 35
Die zweite Summe in (3.2) liegt nach Lemma 2.8 in -Nähe von
Z t
0
y
00(xs;s)d[x;x]
c
s:
Die erste Summe konvergiert in n gegen die endliche Summe
X
s2G
y(xs;s)   y(xs ;s)   y
0(xs;s)xs:
Ist 0 nur klein genug, so liegt diese Summe in -Nähe zu der Sprungsumme
X
0<st
y(xs;s)   y(xs ;s)   y
0(xs;s)xs
(s. Bem. 2.11 (i) und (iii)).
Da die isotone Funktion r : R+ ! R+ in 0 rechtsstetig mit r(0) = 0 ist
(s. Bem. 2.10), kann 0 > 0 so klein gewählt werden, dass 2r(20)jtj   ist.
Für X
3 R(xti;xti+1;ti+1) =
X
ti2t
nnG0(n;0;t)
R(xti;xti+1;ti+1)
ist für hinreichend große n



X
3 R(xti;xti+1;ti+1)


 
X
2 r(2
0)(xti+1   xti)
2  2r(2
0)j
tj;
da gemäß Lemma 2.7 (S. 24)
lim
n!1supfjxti+1   xtij : ti 2 
t
n n G
0(n;
0;t)g  
0
und jt
nj ! jtj; da t
n
vag ! t (die Schlussweise aus der Fußnote 3 auf S. 28).
0 kann auch noch so klein gewählt werden, dass sich für große n
j
X
3
~ R(xti;xti+1;ti+1)(xti+1   xti)j 
X
3 ~ r(2
0)(xti+1   xti)
2  2~ r(2
0)
t
ergibt, so dass sich auch
 

X
3
~ R(xti;xti+1;ti+1)(xti+1   xti)
 
 < 
rechtfertigen lässt (vgl. Fußnote 4 auf S. 28).36 KAPITEL 3. CALCUL D’ITÔ-WENTZELL SANS PROBABILITÉS
Vorausgesetzt sind nun außerdem die Konvergenzen
X
(y
0(xti+1;ti+1)   y
0(xti;ti))(xti+1   xti) ! [y
0(x;);x]t
und
X
y
0(xti;ti)(xti+1   xti) !
Z t
0
y
0(xs ;s )dxs
wegen der gemeinsamen quadratischen Variation von x und y(x;) und
der Semimartingalhaftigkeit von x bezüglich y0(x;), beides entlang (n).
Im Hinblick auf (3.2) ergibt sich, dass  In
t konvergiert. Da das Maß c ein-
zelne Punkte aus [0;t] nicht positiv gewichtet, ist
R t
0 y00(xs ;s )d[x;x]c
s = R t
0 y00(xs;s)d[x;x]c
s. So ergibt sich der Satz. Kapitel 4
Erweiterung der Zeitmenge
Die Begriﬀe und Ergebnisse der ersten beiden Kapitel bleiben sinnvoll und
gültig, wenn die Zeitmenge R+ oder Teilintervalle dieser Menge mit speziel-
len zusätzlichen Elementen angereichert werden. Der Vorteil, diese erweiterte
Zeitmenge zur Verfügung zu haben, wird sich in Kapitel 6 im Beweis des
Satzes 6.8 zur Realwertdynamik zeigen. Es entfallen dann nämlich unüber-
sichtliche Fallunterscheidungen und von Teleskopsummen ausgehende Umfor-
mungen bleiben aufgrund der strengen Ordnungsstruktur, die die erweiterte
Zeitmenge von R+ übernimmt, so übersichtlich wie die Umformungen im Be-
weis der Itô-Wentzell-Formel sans Proabilités im vorhergehenden Kapitel.
Sei T eine positive reelle Zahl. Sei x : [0;T] ! R eine làglàd Funktion
und S die Menge der x-Linkssprünge.
Zu jedem x-Linkssprung t sei t ein zusätzliches abstraktes Element. Die
Menge der zusätzlichen Elemente werde mit S  bezeichnet. Mit [0;T] wird
die Menge [0;T][S  bezeichnet. Auf [0;T] wird durch die zusätzliche neben
die Standardordnung auf [0;T] tretende Festlegung für alle x-Linkssprünge t
t
 < t; s < t ) s < t
 8s 2 [0;T];
eine strenge Ordnung deﬁniert (s. Abbildung 4.1).
Eine Quasimetrik d ergibt sich aus der Festlegung d(s;t) := js   tj
für alle reellen s;t 2 [0;T] und d(t;s) := d(t;s) für alle x-Linkssprünge
t und alle s 2 [0;T] sowie d(t;s) := d(t;s) für alle x-Linkssprünge t und s.
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Abbildung 4.1: Erweiterung der Zeitmenge
Die Quasimetrik dient hauptsächlich dafür, die Feststellung 1.1 auf Seite
6 und Deﬁnition 1.2 ohne wesentliche Änderungen übernehmen zu können.
Denn die im 6. Kapitel benötigten Erweiterungen der Aussagen der ersten
beiden Kapitel werden nun formuliert. Zunächst wird die Deﬁnition gege-
ben, die dazu führt, dass sich der Übergang auf die erweiterte Zeitmenge als
bequem erweisen wird:
Deﬁnition 4.1. Sei x : [0;T] ! R eine làglàd Funktion, S die Menge der
x-Linkssprünge und y k-glatte Funktion im Sinne der Deﬁnition 2.4. Dann
soll wie folgt deﬁniert werden:
1. Die Erweiterung von x ist die Funktion x : [0;T] ! R, die durch
x

t := xt für t
 2 S
 und x

t := xt für t 2 [0;T]
gegeben ist.39
2. Die Erweiterung von y : R  [0;T] ! R ist die Funktion
y
 : R  [0;T]
 ! R;
die durch
y
(;t
) := y(;t ) für t
 2 S
 und y
(;t) := y(;t) für t 2 [0;T]
gegeben ist.
3. Eine feine die x-Doppelsprünge und die x-Linkssprünge enthaltende
Zerlegungsfolge auf [0;T] im Sinne der Deﬁnition 1.2
 3) (s.u.) heiße eine
Erweiterung von der feinen die x-Doppelsprünge enthaltenden Zerlegungsfol-
ge (n) um die Punkte aus S . Erweiterungen werden mit (n) bezeichnet.
Für die Erweiterungen gilt auf [0;T] insbesondere:

 x

t = 0 und 
 x

t = 
 xt sowie y
(x

t;t
) = y(xt;t )
für t 2 S (s. Abbildung 4.2).
Bemerkung 4.2. In Kapitel 6 werden Handelsstrategien von Großinvesto-
ren untersucht. Der Großinvestor soll die Möglichkeit haben, noch in dem
Moment t in einen etwaigen Preissprung zum Zeitpunkt t einer Aktie inves-
tieren zu können (freilich mit einer vorhersehbaren Strategie, damit er durch
die „Investition im letzten Augenblick“ keine Informationsvorteile erhält). In
einem metaphorischen Sinn liegt die Investition daher vor dem Preissprung.
Die Bequemlichkeit der Zeitmengenerweiterung rührt daher, dass eine Ord-
nungsstruktur bereit gestellt wird, in der die Investition nun tatsächlich vor
dem Preissprung erfolgen kann. Man muss nur die Standarderweiterungen
verwenden und x als Handelsstrategie, y als Preisprozessfamilie interpretie-
ren, dann wird etwa mit y(xt;t) = y(xt;t ) die Situation zum abstrakten
Zeitpunkt t beschrieben, in der der Großinvestor schon investiert ist, ein
etwaiger Preissprung zum Zeitpunkt t aber noch nicht erfolgt ist. (S. auch
unten Abschnitt 6.1 „Motivation der Wahl der Begriﬀe“.) 
Feststellung 1.1
. Für jedes reelle  > 0 gibt es ein reelles  > 0 so, dass
aus t1;t2 2 [0;T], t1 < t2 und d(t1;t2) <  folgt (s. Abbildung 4.3):
x

t2 x

t1 2 (St1;t2 ;St1;t2+): (Mit Übernahme der Deﬁnitionen von S. 6)40 KAPITEL 4. ERWEITERUNG DER ZEITMENGE
Abbildung 4.2: Standarderweiterung von x und y
Als wesentlich neues Phänomen, das im Beweis der Feststellung 1.1 auf
Seite 6 noch nicht behandelt wurde, kommt der Fall t1 = t und t2 = t für
ein t 2 S  hinzu. Wegen d(t;t) = 0 muss die Konklusion gelten, was sie
aber auch tut, da xt = xt gilt.
Deﬁnition 1.2
. Sei T 2 (0;1] gegeben.
1) Ist  eine endliche Zerlegung 0 = t0 < t1 < ::: < tk = T des Intervalls
[0;T] und ist t 2 [0;T], dann bezeichne t die Menge der Zerlegungspunkte
ti 2 , die kleiner als t sind. Mit i werde der Index des größten Elements
aus t bezeichnet, und es werde deﬁniert: ti+1 := t.
2) Für jedes n 2 N sei n eine endliche Zerlegung des Intervalls [0;T].
Die Feinheit einer endlichen Zerlegung  ist das Maximum der Abstände41
benachbarter Zerlegungspunkte
maxfd
(ti;ti+1) : ti 2 g:
Die Zerlegungsfolge (n)n2N heiße fein, wenn limn!1 Feinheit (n) = 0 ist).
3) Sei G eine abzählbare [0;T]-Teilmenge. Wenn es eine Folge endlicher
G-Teilmengen G1  G2  ::: gibt mit
S1
n=1 Gn = G (Gn " G) und Gn  n
dann heiße (n) eine G-enthaltende Zerlegungsfolge. Ist x : [0;T] ! R
làglàd und ist G die Menge der Linkssprünge von x, dann heiße (n), wenn
es G enthält, die x-Linkssprünge enthaltend (analog für die Rechtssprünge).
Deﬁnition 1.3
. Sei  eine endliche Zerlegung und seien x1;x2;:::;xk re-
ellwertige Funktionen auf [0;T]. Dann bezeichne v(;x1;x2;:::;xk) das dis-
krete signierte Punktmaß
X
ti2
(x
1
ti+1   x
1
ti)(x
2
ti+1   x
2
ti):::(x
k
ti+1   x
k
ti)ti;
das Variationsmaß von (x1;x2;:::;xk) bezüglich .
Im Folgenden werden insbesondere feine Zerlegungsfolgen auf [0;T] be-
trachtet, die die x-Doppelsprünge und die neuen Zeitelemente aus S  ent-
halten.
Als oﬀene Intervalle in [0;T] werden die Mengen der Form
(t1;t2) := ft 2 [0;T]
 : t1 < t < t2g
bezeichnet. Die oﬀenen Intervalle erzeugen eine Topologie auf [0;T], die
neben den normtopologischen oﬀenen Mengen auf [0;T] insbesondere die zu-
gleich oﬀenen und rechts- bzw. links-abgeschlossenen Intervalle (s;t] und
[u;v) ([0;T] 3 s < t 2 S , S 3 u < v 2 [0;T]) enthält.
Die festgelegte Topologie erzeugt auf [0;T] die Sigma-Algebra
B
 :=  (B([0;T]) [ fft
g : t
 2 S
g);
so dass ([0;T];B) ein messbarer Raum ist. Da S  abzählbar ist, ist eine
Funktion f : [0;T] ! R genau dann B B-messbar, wenn die Einschrän-
kung auf [0;T] B([0;T]) B-messbar ist. f ist stetig genau dann, wenn für
t 2 S  limt%t f
t = f
t und für t 2 S lims&t f
s = f
t und für alle übrigen
t lims%t f
s = f
t = lims&t f
s gilt.42 KAPITEL 4. ERWEITERUNG DER ZEITMENGE
Bemerkung 4.3. Mit der angegebenen Toplogie ist [0;T] ein polnischer
Raum. Eine geeignete Metrik m ist durch eine Aufzählung der Menge S 
s

1;s

2;:::
mit den zugehörigen Standardelementen s1;s2;::: aus S und der Zuordnung
d
(s

k;sk) :=
1
2k; d
(s;t) :=
X
s<s
kt
d
(sk;s

k); d
(t;s) := d
(s;t)
(s;t 2 [0;T]; s  t) und
m
(s;t) := d
(s;t) + d
(s;t)
(s;t 2 [0;T]) gegeben. 
Deﬁnition (und Feststellung) 1.4
. Sei x làglàd und (n)n2N eine feine
die x-Doppel- und die x-Linkssprünge S  enthaltende Zerlegungsfolge. x
besitzt quadratische Variation entlang (n), wenn gilt: Es existiert ein Radon-
Maß  auf [0;T] so, dass
X
ti2n
(xti+1   xti)
2ti  ! 
;
wobei sich der atomare Teil von  aus der Summe der Maße   und +
mit

  :=
X
s2S
(
 xs)
2s
und

+ := 
x;+
ergibt.
Bemerkung 4.4. Durch die Verdoppelung der Linkssprünge hat x keine
Doppelsprünge mehr; die Linkssprünge sind zeitlich nun vorgelagert. Das hat
insbesondere zur Folge, dass die beiden atomaren Maße   und + nur von
 abhängen, d.h. ohne die Kenntnis von x identiﬁzierbar sind (s. Abbildung
4.3). x;  und x;+ aus Deﬁnition 1.4 (S. 8) sind dagegen von x abhängig. 
Mit [x;x] = [(n);x;x] wird die Verteilungsfunktion von  und mit
[x;x]c
t die Verteilungsfunktion des kontinuierlichen Teils des Maßes
[x
;x
]
c
t := [x
;x
]t  
X
[0;T]3st
(xs)
243
Abbildung 4.3: Zeitliche Linkssprungverschiebung
bezeichnet. Mit t wird die Einschränkung des Maßes  auf [0;t] bezeich-
net.
Bemerkung 4.5. x besitzt genau dann entlang (n) endliche quadratische
Variation, wenn x auf (n) quadratische Variation besitzt, denn es gilt für
t 2 [0;T]:
[x;x]t = [x
;x
]t:

Deﬁnition 2.1
. Sei x làglàd und sei (n) eine die Doppelsprünge von x ent-
haltende feine Zerlegungsfolge entlang der x quadratische Variation besitzt.
Sei 0 > 0 und t 2 [0;T]. Die Maße   und + sind radonsch, und daher
existieren endliche Teilmengen G = G(0;t) bzw. F = F(0;t) der Links- bzw.44 KAPITEL 4. ERWEITERUNG DER ZEITMENGE
Rechtssprungzeiten von x mit
X
s2[0;t]nG[F
(
 x

s)
2 + (
+x

s)
2 =
X
s2[0;t]nG[F
(x

s)
2  
0:
G und F induzieren endliche t
n-Teilmengen G0(n;0;t) und F 0(n;0;t):
G
0(n;
0;t) := fti 2 
t
n : (ti;ti+1] \ G 6= ;g
und
F
0(n;
0;t) := fti 2 
t
n : [ti;ti+1) \ F 6= ;g:
Für schließlich alle n sind G0(n;0;t) und F 0(n;0;t) disjunkt. Auch ist für
schließlich alle n G0(n;0;t) = G.
Es werde deﬁniert: X
:=
X
ti2t
n
;
X
1 :=
X
ti2G0(n;0;t)
;
X
2 :=
X
ti2F0(n;0;t)
;
X
3 :=
X
ti2t
nnG0(n;0;t)[F0(n;0;t)
:
Lemma 2.2
. Sei x làglàd auf [0;T] und g làglàd auf [0;T]. Sei (n) ei-
ne feine die Doppelsprünge von x enthaltende Zerlegungsfolge entlang der x
quadratische Variation besitzt.
(1) Enthält (n) alle x-Rechtssprünge, so gilt, wenn


n := v(n;x
;x
);
 den vagen Limes der 
n, c dessen kontinuierlichen Teil und

a = 
  + 
+
den atomaren Teil bezeichnet:
lim
n!1
Z t
0
g
 d

n =
Z t
0
g
 d
c +
Z t
0
g

  d
  +
Z t
0
g
 d
+:45
(2) Es gibt zu jedem t 2 [0;T] und jedem  > 0 ein 0 > 0 so, dass für
schließlich alle n 2 N

 

 
X
ti2t
nnG0(n;0;t)[F0(n;0;t)
g

ti(x

ti+1   x

ti)
2  
Z t
0
g

s d[x
;x
]
c
s

 

 
< 
ist.
Zu dem Beweis führt man den Beweis von Lemma 2.2 einfach mit den
erweiterten Begriﬀen. S. zu dem Beweis von Lemma 2.2 bzw. Lemma 2.2

Abbildung 4.4.
Abbildung 4.4: Zum Beweis von Lemma 2.2
Bemerkung 4.6. In Aussage (2) aus Lemma 2.2
 kann, da keine einzelnen
Punkte aus [0;T] durch c positiv gewichtet werden,
Z t
0
g

s d[x
;x
]
c
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durch Z t
0
gs d[x;x]
c
s
ersetzt werden, wenn g dabei die Einschränkung von g auf [0;T] bezeichnet.

Deﬁnition 2.5
. Ist y k-glatt (k  0), dann hat y entlang der erweiterten
Zeit Linkssprünge, wenn y sie entlang der Zeit hat. Sie werden durch 
bezeichnet:
y
(p;s) := y
(p;s)   y
(p;s ):
Bemerkung 4.7. y(p;s) ist genau für die s ungleich Null, für die y(p;s)
ungleich Null ist. Für s 2 S  ist y(p;s) stets gleich Null. 
Lemma 2.7
. Sei M ein Kompaktum und t  0. y : M  [0;t] ! R sei
k-glatt (k  0). Dann ist y in x-Richtung gleichmäßig in folgendem Sinn:
Für jedes  > 0 gibt es ein  > 0 so, dass aus t1;t2 2 [0;t], t1 < t2 und
d(t2;t1) <  folgt:
8p 2 M : y
(p;t2)   y
(p;t1) 2 (Sp;t1;t2   ;Sp;t1;t2 + );
wobei Sp;t1;t2 das für die Funktion x = y(p;) analog zur Deﬁnition auf S.
6 deﬁnierte St1;t2 bezeichne.
Lemma 2.9
. Sei x làglàd und (n)n2N eine die x-Doppelsprünge enthalten-
de feine Zerlegungsfolge entlang der x quadratische Variation besitzt. Ist y
k-glatt (k  0) und c (mit der Verteilungsfunktion [x;x]c) das kontinu-
ierliche Maß der Def. 1.3, dann gibt es zu jedem t 2 [0;T] und jedem  > 0
ein 0 > 0 so, dass für schließlich alle n 2 N

 

 
X
ti2t
nnG0(n;0;t)[F0(n;0;t)
y
(x

ti;ti+1)(x

ti+1   x

ti)
2  
Z t
0
y(xs;s)d[x;x]
c
s

 

 
< 
ist.
Lemma 2.9
 ergibt sich aus Lemma 2.2
 wie Lemma 2.9 aus Lemma 2.2
(wenn noch Bemerkung 4.6 beachtet wird).47
Bemerkung 2.10
. Sei y 2-glatt. Nach der Taylor-Formel gilt für a;b 2 M
und beliebiges s 2 [0;t]:
y
(b;s)   y
(a;s) = y
0(a;s)(b   a) +
1
2
y
00(a;s)(b   a)
2 + R
(a;b;s)
= y
0(b;s)(b   a)  
1
2
y
00(b;s)(b   a)
2   R
(b;a;s)
mit
jR
(a;b;s)j < r
(jb   aj;s)(b   a)
2
mit
r
(m;s) = sup
jb ajm
jy00(b;s)   y00(a;s)j
2
;
für s aus [0;t] und
r
(m;s) = sup
jb ajm
lim
t%s
jy00(b;t)   y00(a;t)j
2
;
für s aus S  und a und b aus M.
Im Hinblick auf Lemma 2.7
 gilt für die durch
r
(m) := supfr
(m;s) : s 2 [0;t]
g
erklärte Funktion r : M ! R+: r ist beschränkt und isoton, r(0) = 0,
limc&0 r(c) = 0. 1
Daher sind für làglàd x : [0;t] ! R die durch  
s ( x
s)2 = R(x
s;x
s ;s),
  
s ( x
s)2 = R(x
s;x
s ;s ) und +
s (+x
s)2 = R(x
s+;x
s;s) erklärten
Funktionen  ;   ; + : [0;t] ! R beschränkt.
Da y0 1-glatt ist, gilt auch
y
0(b;s)   y
0(a;s) = y
00(a;s)(b   a) + ~ R
(a;b;s)
1Für beliebige a;b;s gilt daher jR(a;b;s)j < r(jb   aj)(b   a)2 und folgende Schluss-
weise, analog der Schlussweise in Fußnote 3 auf Seite 27: Sind a und b x-Bilder x
ti und
x
ti+1 von benachbarten Zerlegungspunkten aus Zerlegungen einer Zerlegungsfolge bezüg-
lich der x quadratische Variation besitzt, dann folgt, wenn die x
ti und x
ti+1 weniger
als 20 voneinander entfernt sind (bezüglich der Quasimetrik d), für schließlich alle n:
j
P
ti2t
n R(x
ti;x
ti+1;ti+1)j < 2r(20)jtj, wegen der vagen Konvergenz gegen .48 KAPITEL 4. ERWEITERUNG DER ZEITMENGE
mit
j ~ R
(a;b;s)j < ~ r
(jb   aj;s)jb   aj
mit
~ r
(m;s) = sup
jb ajm
jy
00(b;s)   y
00(a;s)j;
für s aus [0;t] und
~ r
(m;s) = sup
jb ajm
lim
t%s
jy
00(b;t)   y
00(a;t)j;
für s 2 S  und a und b aus M. Für solche s, a, b gilt auch
j ~ R
(a;b;s)j < ~ r
(jb   aj)jb   aj;
mit ~ r(m) := supf~ r(m;s) : s 2 [0;t]g. ~ r übernimmt wegen Lemma 2.7

von r(m;) die Eigenschaften der Isotonie, Beschränkheit und Rechtsstetig-
keit in 0 und ~ r(c) ! 0 für c ! 0.2 
Schreibweise. Durch die Sternchen werden manche Terme unübersichtlich.
Daher wird in längeren Ausdrücken auch eine weitere Schreibweise verwendet
werden. Die Standarderweiterungen der Funktionen x und y und Elemente
aus S  sowie Funktionen f und g auf der erweiterten Zeitmenge und den
in den Taylorformeln auftretenden Funktionen R und r sowie ~ R und ~ r
werden durch Schreibmaschinenschrift kenntlich gemacht:
x := x
; y := y
; s 2 S
; f := f
; g := g
; R := R
; r := r
;
~ R := ~ R
; ~ r := ~ r
:
Bemerkung 2.11
. Ausnutzbarkeit der quadratischen x-Variation, wenn y
im ersten Argument hinreichend glatt ist.
Aufgrund der Beschränktheitseigenschaften der y00 (Bem. 2.6) und der 
(Bem. 2.10*) sind für 2-glatte y folgende Terme Beispiele für die summier-
baren Funktionen der Form f
s = g
s(x
s)2 mit beschränktem g
s wie in Be-
2Wie in der vorherigen Fußnote gilt unter gleichen Voraussetzungen, dass für schließlich
alle n j
P
ti2t
n
~ R(x
ti;x
ti+1;ti+1)(x
ti+1   x
ti)j < 2~ r(20)jtj ist.49
merkung 2.3:
f

s = y
(x

s;s)   y
(x

s ;s)   y
0(x

s;s)
 x

s =

 
1
2
y
00(x

s;s)   
 
s

(
 x

s)
2
f

s = y
(x

s;s )   y
(x

s ;s )   y
0(x

s;s )
 x

s
=

 
1
2
y
00(x

s;s )    
 
s

(
 x

s)
2
f

s = y
(x

s+;s)   y
(x

s;s)   y
0(x

s+;s)
+x

s
=

 
1
2
y
00(x

s+;s)   
+
s

(
+x

s)
2
In der Schreibmaschinenschreibweise (s. vorhergehende Seite):
(i) f s = y(x s;s)   y(x s ;s)   y
0(x s;s)
 x s =

 
1
2
y
00(x s;s)   
 
s

(
 x s)
2
(ii) f s = y(x

s;s )   y(x s ;s )   y
0(x s;s )
 x s
=

 
1
2
y
00(x s;s )    
 
s

(
 x s)
2
(iii) f s = y(x s+;s)   y(x s;s)   y
0(x s+;s)
+x s
=

 
1
2
y
00(x s+;s)   
+
s

(
+x s)
2
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Nicht-lineares Integral und
Großinvestorvermögensdynamik
5153
In den folgenden „Avec Probabilités“-Teilen II und III wird für T > 0 ein
ﬁltrierter Wahrscheinlichkeitsraum


;F;P;F = (Ft)t2[0;T]

zugrundegelegt, der die üblichen Bedingungen erfülle (F rechtsstetig, voll-
ständig und hier zusätzlich F0 trivial modulo P).
Im ersten Kapitel des Teils II (Kapitel 5) wird ein zahmer Integrator
und das nicht-lineare Itô-Integral in der für vorhersehbare lokal-beschränkte
Prozesse benötigten von Christoph Kühn erzielten3 Allgemeinheit eingeführt
und einige auf die Bedürfnislagen der Folgekapitel zugeschnittene Schlussfol-
gerungen gezogen.
In Kapitel 6 wird gezeigt, dass von einer Handelsstrategie nur vorausge-
setzt werden muss, dass der Bestandsprozess  wohldeﬁnierte quadratische
Variation besitzt. Mit diesen Handelsstrategien ergibt sich eine Vermögens-
dynamikzerlegung, die zeigt, dass bei der Verwendung stetiger FV-Strategien
keine der Illiquidität geschuldeteten Transaktionskosten anfallen.
3S. [56].54Kapitel 5
Stochastische Vorbereitungen
5.1 Endliche quadratische Variation
Deﬁnition 1.2 feiner Zerlegungsfolgen und des Enthaltenseins der Doppel-
sprünge wird stochastisiert:
Deﬁnition 5.1 (Feine Stoppzeitenfolge). Sei T > 0, [0;T]  R+ die Zeit-
menge. Die Stoppzeitenfolge
(n)n2N; n = (0 = T
n
0  T
n
1  :::  T
n
ln = T)
heiße fein, wenn für fast alle ! 2 
 die Zerlegungsfolge (n(!)), die durch
die Ersetzung der ti durch Ti(!) entsteht, fein im Sinne der Deﬁnition 1.2
ist.
Deﬁnition 5.2 (Doppelsprünge enthaltend). Sei X optionaler Prozess auf
[0;T]. Die feine Stoppzeitenfolge (n) heiße die X-Doppelsprünge enthaltend,
wenn für alle (!;t) 2 
  [0;T] bis auf Evaneszens die Implikation
lim
s"t
Xs(!) existiert, lim
s#t
Xs(!) existiert, 
 Xt(!) 6= 0; 
+Xt(!) 6= 0
=) 9m8n  m 9j : (!;t) 2 [[T
n
j ]]
gilt. Analog werde deﬁniert, dass (n) die X-Linkssprünge enthält.
Deﬁnition 5.3 (Nicht explodierende p-Variation). Sei p > 0. Ein optionaler
Prozess X hat nicht explodierende p-Variation, wenn für jede Folge (n)n2N
von Zerlegungen n = (T n
0 ;T n
1 ;:::;T n
kn) wobei 0 = T n
0  T n
1  :::  T n
kn = T
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Stoppzeiten sind, die maxk=1;:::;kn jT n
k   T n
k 1j ! 0 in P-Wahrscheinlichkeit
erfüllen,
P
2
4limsup
n!1
X
k=1;:::;kn
jXTn
k   XTn
k 1j
p < 1
3
5 = 1
gilt.
Deﬁnition 5.4 (Wohldeﬁnierter p-Variationsprozess). Ein optionaler Pro-
zess X mit nicht explodierender p-Variation im Sinne der vorhergehenden
Deﬁnition besitzt einen wohldeﬁnierten p-Variationsprozess, wenn es einen
nicht fallenden vorhersehbaren Prozess [X]t mit [X]T < 1 f.s. gibt, so dass
für jede feine die X-Doppelsprünge enthaltende Zerlegungsfolge (n) gilt:
lim
n!1
X
Ti2n
(XTn
i+1^t   XTn
i ^t)
p = [X]t;
(ucp-Konvergenz) sowie

 [X]t = (
 Xt)
p und 
+[X]t = (
+Xt)
p f.s.
Da der folgende Satz 5.5 die größtmögliche Allgemeinheit des Satzes 6.8
ermöglicht, wird einiger Aufwand betrieben, um ihn zu beweisen.
Satz 5.5. Ein vorhersehbarer Prozess mit nicht explodierender quadratischer
Variation im Sinne der Deﬁnition 5.3 ist làglàd.
Der Satz ist oﬀenbar ein Korollar des allgemeineren
Satz 5.6. Sei X ein optionaler Prozess. Dann ist f! 2 
 : X(!) ist làglàdg 2
F. Wenn X für ein p > 0 nicht explodierende p-Variation im Sinne der De-
ﬁnition 5.3 besitzt, dann ist P[X(!) ist làglàd] = 1.
Im Beweis des Satzes werden die zwei folgenden Lemmata verwendet.
Lemma 5.7. Eine Funktion x : [0;T] ! R ist nicht làglàd, genau dann,
wenn ein M > 0 existiert, so dass für alle l 2 N und  > 0 Punkte 0 < s1 <
s2 < ::: < sl < T existieren mit jsk   sk 1j   und jxsk   xsk 1jp  M für
k = 1;:::;l.
Wie der Beweis zeigt, gilt die Äquivalenz auch ohne die Bedingung jsk  
sk 1j  , aber für den Beweis des Satzes 5.6 wird das Lemma in dieser Form5.1. ENDLICHE QUADRATISCHE VARIATION 57
benötigt.
Beweis von Lemma 5.7.
„)“: Klar.
„(“: Sei M > 0 so dass, für alle l 2 N 0 < s1 < s2 < ::: < sl < T
existieren mit |xsk   xsk 1jp  M für k = 1;:::l. Da T endlich ist, folgt
daraus die Existenz einer Quadrupelfolge ((s1;k;s2;k;s3;k;s4;k))k2N mit
s1;k < s2;k < s3;k < s4;k; js2;k   s1;kj 
1
k
; js3;k   s2;kj 
1
k
; js4;k   s3;kj 
1
k
und jxs2;k   xs1;kj
p  M; jxs3;k   xs2;kj
p  M; jxs4;k   xs3;kj
p  M 8k 2 N:
Da [0;T] kompakt ist, besitzt die Quadrupelfolge eine Teilfolge derart, dass
alle Quadrupelkomponenten gegen ein s 2 [0;T] konvergieren. Für diese
gilt, dass für unendlich viele k s2;k < s oder für unendlich viele k s3;k > s
ist. Wegen s1;k < s2;k und jxs2;k   xs1;kjp  M würde ersteres der Existenz
des Linkslimes von x an der Stelle s widersprechen. Letzteres würde der
Existenz des Rechtslimes von x an der Stelle s widersprechen. 
Lemma 5.8. Sei eine Funktion x : [0;T] ! R und  > 0 und  > 
gegeben. Eine endliche aufsteigende Folge von Punkten t0;t1;:::ti aus [0;T]
heiße geeignet, wenn t0 = 0, ti = T und folgendes gilt: Wenn Bj 6= ; dann
ist tj 2 Bj und wenn Bj = ;, dann ist tj = (tj 1 + 3 +

2) ^ T, wobei
Bj =

t 2 [tj 1 +

2
;(uj +

2
) ^ T : jxt   xtj 1j
p 
M
2p

und uj = inf
n
t  tj 1 +

2 : jxt   xtj 1jp  M
2p
o
^(tj 1+3)^T, j = 1;:::;i.
Es gibt geeignete endliche Folgen und einjede erfüllt
jtj   tj 1j  4; j = 1;:::;i; (5.1)
und
wenn tj < T; dann tj  tj 1 +

2
; j = 1;:::;i: (5.2)
Ist die Funktion x hinreichend variant, genauer, gibt es Punkte
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mit
  jsj   sj 1j   und jxsj   xsj 1j
p  M für j = 1;:::;l; (5.3)
dann erfüllt jede geeignete Folge t1;t2;:::;ti
i X
j=1
jxtj   xtj 1j
p 
M
2p
"
l
4
#
; (5.4)
wobei [r] := maxf2 N0 : n  rg.
Beweis von Lemma 5.8. Es gibt geeignete Folgen: t0;t1;::: können mit
t0 = 0 beginnend rekursiv konstruiert werden und nach endlich vielen Schrit-
ten ist T erreicht. Jede geeignete Folge erfüllt wegen    oﬀenbar (5.1) und
(5.2).
Sei nun 0 < s1 < s2 < ::: < sl < T eine (5.3) erfüllende Folge.
Schritt 1. Sei l = 4. Sei j0 derart, dass tj0 < s1  tj0+1.
Fall 1: s1 < tj0 +

2. Dann gilt
tj0 +

2
 s2 < s3  (tj0 + 3) ^ T: (5.5)
Außerdem, wegen jxs3 xs2jp  M, ist jxs2 xtj0jp  M2 p oder jxs3 xtj0jp 
M2 p. Daraus folgt, dass uj0+1  s3 und nach (5.5) Bj0+1 6= ; ist. Daher gilt
jxtj0+1   xtj0jp  M2 p (s. oberes Bild in Abb. 5.1).
Fall 2: s1  tj0 +

2. Falls s2  tj0 + 3 kann wie im Fall 1 argumentiert
werden, mit s1;s2 statt s2;s3 die (1.5) erfüllen. Andernfalls ist Bj0+1 6= ;,
fertig, oder tj0+1 +

2  s3 < s4  tj0+1 + 3 und es kann wie in Fall 1
mit s3;s4;tj0+1 anstelle von s2;s3;tj0 argumentiert werden (s. unteres Bild in
Abb. 5.1).
Schritt 2. Es werde nun (5.4) für beliebige l 2 N bewiesen: Wenn l  5,
dann gibt es nach Schritt 1 ein tj  s4 +

2 so, dass die Variation bis zu
diesem tj mindestens M2 p ist. Es bleibt zu zeigen, dass die Variation auf
[tj;T] mindestens M2 p([ l
4]   1) ist. Da s5 > s4 +

2  tj ist, stehen die
Punkte s5;:::;sl 2 (tj;T) zur Verfügung, und die Behauptung folgt durch5.1. ENDLICHE QUADRATISCHE VARIATION 59
Abbildung 5.1: Kombinatorische Möglichkeiten
Induktion über [ l
4]. 
Beweis von Satz 5.6.
Schritt 1. Nach Lemma 5.7 gilt
f! 2 
 : X(!) ist nicht làglàdg =
[
m2N
\
l2N
\
n2N
[
k2N
Am;l;n;k; (5.6)
wobei
Am;l;n;k := f! 2 
 : 90 < s1 < s2 < ::: < sl < T mit
1
k
 jsi   si 1j 
1
n
und jXsi(!)   Xsi 1(!)j
p 
1
m
für i = 1;:::;lg:
Da X optional ist, ist es (F 
 B)-B-messbar. Daher ist die Abbildung
(!;s;t) 7! (Xs(!);Xt(!)) (F 
B2)-B2-messbar. Da die Abbildung (x;y) 7!60 KAPITEL 5. STOCHASTISCHE VORBEREITUNGEN
jy   xjp stetig ist, ist sie (B2)-B-messbar, und damit ist die Hintereinan-
derausführung (!;s;t) 7! jXt(!)   Xs(!)jp (F 
 B2)-B-messbar. Es folgt
daraus, dass die Abbildung
(!;s1;:::;sl) 7! (jXs2(!)   Xs1(!)j
p;:::;Xsl(!)   Xsl 1(!)j
p)
(Bl)-Bl-messbar ist und man erhält, dass die Menge

(!;s1;:::;sl) :
1
k
 jsi   si 1j 
1
n
; jXsi(!)   Xsi 1(!)j
p 
1
m
; i = 2;:::l

ein Element aus F 
 Bl ist. Da F vollständig ist, ist die Projektion ei-
ner Menge aus F 
 Bl auf 
 eine Menge aus F (s. Dellacherie und Meyer
[23], Th. III-13 (3), S. 43 i.V.m. Th. III-33 (a), S. 58). Das bedeutet, dass
Am;l;n;k 2 F und daher mit (5.6) f! 2 
 : X(!) ist làglàdg 2 F ist.
Schritt 2. X besitze eine nicht explodierende p-Variation. Die zum Wi-
derspruch zu führende Annahme ist, dass
P[f! 2 
 : X(!) ist nicht làglàdg] > 0
gilt. Es wird nun eine Menge positiver Wahrscheinlichkeit und eine Stopp-
zeitenzerlegungsfolge (~ n)n2N mit j~ T i
j   ~ T i
j 1j  1
i konstruiert, derart, dass
die p-Variation von X entlang ~ i auf dieser Menge i übertriﬀt. Es gibt ein
m 2 N so, dass P[
T
l2N
T
n2N
S
k2N Am;l;n;k] =: r > 0 ist. Für gegebenes i werde
n = n(i) = 4i und l = l(i) so groß gewählt, dass
1
2pm
"
l(i)
4
#
 i
gilt. Wähle k = k(i) 2 N so, dass k(i) > 4i und
P
2
4
\
l2N
\
n2N
[
k2N
Am;l;n;k n Am;l(i);n(i);k(i)
3
5  r2
 (i+2):
Wenn die Stoppzeit T i
j 1 schon bestimmt ist, dann werde
U
i
j := inf

t  T
i
j 1 +
1
2k
: jXt   XTi
j 1j
p 
1
2pm

^ (T
i
j 1 +
3
4i
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und
 
i
j :=

(!;t) : T
i
j 1(!) +
1
2k
 t  (U
i
j(!) +
1
2k
) ^ T;
jXt(!)   XTi
j 1(!)(!)j
p 
1
2pm

deﬁniert. XTi
j 1 ist FTi
j 1-messbar, da X optional ist (s. Theorem 3.12 in He,
Wang und Yan [46]). Daher ist Ui
j das Debut einer optionalen Menge und
damit eine Stoppzeit im weiteren Sinne (s. [46], Theorem 4.30). Daraus folgt,
dass Ui
j + 1
2k eine Stoppzeit und  i
j eine optionale Menge ist. Aus technischen
Gründen werde nun noch die 
  [0;T)-Teilmenge
~  i
j :=

 
i
j \ (
  [0;T))

[

((
 n 
( 
i
j))  [0;T)) \ [[(T
i
j 1 +
3
4i
+
1
2k
) ^ T]]

;
wobei 
( i
j) die Projektion der Menge  i
j  
[0;T] auf 
 bezeichnet, deﬁ-
niert. Auch ~  i
j ist optional. Nun werden [0;T]-wertige Stoppzeiten T i
0;T i
1;:::
wie folgt rekursiv deﬁniert: T i
0 := 0. Nach einem Schnitttheorem für optio-
nale Mengen (s. Theorem 4.7 in [46]), existiert eine [0;T]-wertige Stoppzeit
T i
j mit P[T i
j < T]  P[( ~  i
j)]   r2 (i+j+2) so, dass
(!;T
i
j(!)) 2 ~  i
j für alle ! mit T
i
j(!) < T: (5.7)
Deﬁniere Bi;j := fT i
j < Tg [ (
 n 
( ~  i
j)). Es folgt, dass
P[Bi;j]  1   r2
 (i+j+2):
Sei ! 2
T
j2N Bi;j, d.h. für jedes j ist T i
j(!) < T oder ! = 2 
( ~  i
j). Im Fall,
dass T i
j(!) < T ist, folgt aus (5.7), dass (!;T i
j(!)) 2  i
j ist, wenn ! 2 
( i
j)
und T i
j(!) = T i
j 1(!) + 3
4i + 1
2k, wenn ! = 2 
( ~  i
j). Im Fall, dass ! = 2 
( ~  i
j)
ist, folgt nach (5.7) T i
j(!) = T und (!;T) 2  i
j oder ((!;T) = 2  i
j und
(T i
j 1(!)+ 3
4i + 1
2k)^T = T).1 Dies zeigt, dass T i
0(!);T i
1(!);::: eine geeignete
1Dass nur diese letzte Alternative gelten kann, lässt sich unter Beachtung der beiden
Glieder der ~  i
j deﬁnierenden Vereinigung erkennen: Ist nämlich Ti
j 1(!)+ 3
4i + 1
2k = t < T
(*), dann ist erstens der !-Schnitt  i
j(!) im Hinblick auf die Deﬁnition von  i
j und Ui
j von
rechts durch t < T beschränkt. Zweitens erzwingt die Voraussetzung ! = 2 ~  i
j zusammen
mit (*) im Hinblick auf das zweite Glied in der ~  i
j deﬁnierenden Vereinigung ! = 2 
n
( i
j),
also ! 2 
( i
j). Erstes und zweites zusammen ergeben die Existenz eines t  t < T,
so dass (!;t) 2  i
j, also (!;t) 2  i
j \(
[0;T)). Im Hinblick auf das Vorderglied der
~  i
j deﬁnierenden Vereinigung ein Widerspruch zu ! = 2 ~  i
j.62 KAPITEL 5. STOCHASTISCHE VORBEREITUNGEN
Folge im Sinne des Lemmas 5.8 für die Parameter M = 1
m, l = i,  = 1
k
und  = 1
4i ist. Denn die !-Schnitte der  i
j korrespondieren den Bj und
(T i
j 1(!) + 3
4i + 1
2k) ^ T korrespondiert (tj 1 + 3 +

2) ^ T im Lemma 5.8.
(5.2) besagt, dass spätestens nach [2kT]+1 Schritten, unabhängig von !, T
erreicht ist. Falls ! = 2
T
j2N Bi;j, dann wird T im Hinblick auf (5.7) ebenfalls
nach [2kT] + 1 Schritten erreicht. Um für alle ! zu garantieren, dass be-
nachbarte Punkte höchstens 1
i von einander entfernt sind, werden schließlich
Stoppzeiten ~ T i
0; ~ T i
1;:::; ~ T i
[2kT]+1 rekursiv wie folgt deﬁniert: ~ T i
0 := 0. Ist ~ T i
j 1
schon deﬁniert, dann deﬁniere ~ T i
j := T i
j ^(~ T i
j 1 + 1
i). Nach (5.1) gilt ~ T i
k = T i
k
auf der Menge
T
j2N Bi;j. Daher gilt j~ T i
j   ~ T i
j 1j  1
i und dass für ! 2
T
j2N Bi;j
die Folge ~ T i
0(!); ~ T i
1(!);:::; ~ T i
[2kT]+1(!) geeignet im Sinne des Lemmas 5.8 ist.
Sei ! 2 Am;l(i);n(i);k(i) \
T
j2N Bi;j. Die Abbildung t 7! Xt(!) erfüllt (5.3)
mit den Parametern M = 1
m, l = i,  = 1
k und  = 1
4i. Es folgt daher aus
Lemma 5.8, dass
[2kT]+1 X
j=1
jX ~ Ti
j(!)(!)   X ~ Ti
j 1(!)(!)j
p 
1
2pm
"
l
4
#
 i; i 2 N: (5.8)
Es folgt:
P
2
4limsup
i2N
[2k(i)T]+1 X
j=1
jX ~ Ti
j   X ~ Ti
j 1j
p = 1
3
5
 P
2
4
\
i2N
0
@Am;l(i);n(i);k(i) \
\
j2N
Bi;j
1
A
3
5
 r   r
1 X
i=1
2
 (i+2)   r
1 X
i=1
1 X
j=1
2
 (i+j+2) =
r
2
> 0:
Zusammen mit j~ T i
j   ~ T i
j 1j  1
i widerspricht dies der Voraussetzung, dass X
nicht explodierende p-Variation besitzt. P[f! 2 
 : X(!) ist làglàdg] = 1
ist daher richtig. 5.2. NICHT-LINEARE INTEGRATOREN 63
5.2 Nicht-lineare Integratoren
Bekanntlich sind die Itô-Integrale
R t
0 dXs Semimartingale, wenn  vorher-
sehbar und X-integrierbar (z.B. lokal beschränkt) und X Semimartingal ist.2
Zum Nachweis der (Semimartingal-)Existenz des Itô-Integrals eines vorher-
sehbaren Prozesses t bezüglich eines Kerns (einer Familie) Y (#;t) werden
zusätzliche Voraussetzungen an die Regularität der Familie zu stellen sein,
etwa in Form der Existenz eines „Kontrollprozesses“ ähnlich der „control“-
Funktion bei Lyons und Qian3 oder des „control process“ bei Métivier4 (vgl.
unten Def. 5.10).
Christoph Kühn verallgemeinert in Nonlinear Stochastic Integration with
a Nonsmooth Family of Integrators5 die nicht-lineare stochastische Integra-
tion (vgl. Kunita [58] und Carmona und Nualart [13]). Ausgegangen wird
von dem elementaren nicht-linearen Integral bezüglich einer Familie von Se-
mimartingalen, die im elementaren Fall nur wenig zusätzliche Struktur be-
nötigt, um noch sinnvoll zu sein: (X(#;))#2R sei eine Semimartingalfamilie
derart, dass die Abbildung (#;!;t) 7! X(!;#;t) (B(R) 
 O)-messbar ist,
wobei O die optionale Sigma-Algebra auf 
  [0;T] bezeichnet.
Deﬁnition 5.9. Sei X Semimartingalfamilie wie oben. Für einen einfach
vorhersehbaren reellwertigen Prozess  =
Pn
k=1 Hk 11(Tk 1;Tk], mit n 2 N,
Stoppzeiten
0 = T0  T1  :::  Tn = T
und Hk 1 2 L
0(
;FTk 1;P), der nur endlich viele Werte annimmt, heißt der
Prozess
t 7!
Z t
0
X(s;ds) :=
n X
k=1
X(H
k 1;t ^ Tk)   X(H
k 1;t ^ Tk 1)
das Elementarintegral von  bezüglich X.
Es bezeichne S0 die Menge aller einfach vorhersehbaren reellwertigen
Prozesse und S die Menge aller dieser Prozesse, die nur endlich viele ver-
schiedene Werte annehmen.
2S. z.B. Protter [75], S. 59 und S. 163.
3S. [63], Def. auf S. 16. Vgl. auch Def. 3.1.2, S. 31.
4S. [70], Th. 23.9, S. 154.
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Deﬁnition 5.10 (Zahmer Integrator). Sei X Semimartingalfamilie, die eine
Zerlegung X = M + V besitzt, wobei die M(#) càdlàg quadratintegrierbare
Martingale und die V(#) càdlàg vorhersehbare FV-Prozesse sind.6 X heißt
zahmer Integrator, wenn es zu jedem K > 0 eine Familie vorhersehbarer
rechtsstetiger nicht fallender integrierbarer Prozesse fAK; :  2 (0;2K]g gibt
mit AK;(0) = 0, so dass für jxj;jyj  K, jx   yj   und alle 0  s < t  T
bis auf Ununterscheidbarkeit
hM(x) M(y)it hM(x) M(y)is+jV (x) V (y)jvar((s;t])  AK;(t) AK;(s)
gilt, und
lim
&0
E[AK;(T)] = 0
ist.
Deﬁnition 5.11. Sei X zahmer Integrator mit der Doppelfamilie der nicht
fallenden Prozesse fAK;g. Für K > 0 bezeichne AK das endliche Maß
auf der vorhersehbaren -Algebra P auf 
  [0;T], das durch seine Festle-
gung auf den stochastischen Rechtecken durch AK(]]S1;S2]]) := E[AK;2K(S2) 
AK;2K(S1)] bestimmt ist.7
In Teil (I) des Beweises des nächsten Satzes wird gezeigt, dass ein zahmer
Integrator im Wesentlichen die Eigenschaften eines stetigen nicht-linearen
Integrators im Sinne Kühns Deﬁnition eines rechtsstetigen nicht-linearen In-
tegrators hat. Mit dieser Deﬁnition geht Kühn in [56] über die Stetigkeits-
voraussetzungen in Kunita [58] und Carmona und Nualart [13] hinaus.8
6Da es sich bei den X(#) dann um spezielle Semimartingale handelt, ist die Zerle-
gung von X(#) eindeutig bis auf Ununterscheidbarkeit (es wird nicht benötigt, dass die
Ausnahmemenge von # unabhängig ist).
7Zunächst erzeugt AK;2K ein Zufallsmaß i.S.v. Jacod und Shiryaev [48], Deﬁnition 1.3,
S. 65. Da AK;2K vorhersehbar ist, ist es auch das zugehörige Maß i.S.v. Deﬁnition 1.6,
S. 66 (Beipiel 1.7, S. 66). Es induziert ein Maß auf P, das durch die Werte auf einem
durchschnittsstabilen Erzeuger, wie dem der stochastische Intervalle, festgelegt ist. Einem
aufsteigenden adaptierten càdlàg Prozess A ist auf diese Weise immer ein zulässiges Maß
A auf ([0;T]
;B
F) zugeordnet (vgl. auch Métivier [70], S. 22). Es ist vorhersehbar
und damit ein Maß auf P, wenn A vorhersehbarer aufsteigender càdlàg Prozess ist.
8Die Möglichkeit der Unstetigkeit entlang des Ortsparameters, die Kühns Ansatz er-
öﬀnet, werden nicht benötigt. Dafür aber die Loslösung von der Stetigkeit des Integrators
entlang der Zeit und von càglàd Integranden.5.2. NICHT-LINEARE INTEGRATOREN 65
Wie in Kühn [56] werden folgende Bezeichnungen und Feststellungen ver-
wendet: Es bezeichne (bP)loc (bzw. (b+P)loc) die Menge der R-wertigen
(bzw. R+-wertigen) lokal-beschränkten vorhersehbaren Prozesse. Für càdlàg
Prozesse X und Y wird durch die Metrik
d(X;Y ) := E[ sup
t2[0;T]
jXt   Ytj ^ 1]
die Konvergenz „Gleichmäßig in Wahrscheinlichkeit“ metrisiert. Eine Abbil-
dung I : (bP)loc ! fcàdlàg-Prozesseg heißt zeitadditiv, wenn für H1;H2 2
(bP)loc, A 2 P mit A{ := 
  [0;T] n A bis auf Ununterscheidbarkeit gilt:
I(H
11A + H
21A{) + I(H
21A + H
11A{) = I(H
1) + I(H
2): (5.9)
Wenn I linear ist, dann ist (5.9) erfüllt. Wenn H1, H2 und A simpel sind,
dann erfüllt das elementare nicht-lineare Integral ebenfalls (5.9).
Satz 5.12 (Fortsetzung. Stetigkeit. Dominierte Konvergenz). Das elemen-
tare Integral eines zahmen Integrators X besitzt eine bis auf Ununterscheid-
barkeit eindeutige Fortsetzung zu einem Funktional
R
(bP)loc ! fY : 
  [0;T] ! R : Y ist Semimartingalg;
das (i) zeitadditiv ist und (ii) die folgende Aussage von der dominierten Kon-
vergenz erfüllt: Für alle (n)n2N  (bP)loc mit jnj   2 (b+P)loc und
 2 (bP)loc, gilt, dass aus

n !  punktweise auf 
  [0;T]
folgt, dass
R 
0 X(n
s;ds) ucp gegen
R 
0 X(s;ds) konvergiert.
Beweis. (I) Sei X zahmer Integrator i.S.d. Deﬁnition 5.10. Sei (n)n2N ei-
ne Folge einfach vorhersehbarer Prozesse die jeweils nur endlich viele Werte
annehmen, und sei  2 (bP)loc. Es gebe  2 (b+P)loc derart, dass für alle
n die Beschränkung jnj   gilt. Für K 2 R+ sei   := Median( K;;K)
und  n := Median( K;n;K). Für alle K 2 R+ gelte:  n !   AK-f.s.
Dann ist die Folge der Elementarintegrale (
R 
0 X(n
s;ds))n2N eine Cauchy-
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Der Beweis dieser Aussage wird in die Abschnitte (i) – (viii) untergliedert.
Sei  > 0.
(i) Als vorhersehbarer Prozess ist  insbesondere ((F 
B);B)-messbar.
Die Projektion einer Menge aus (F 
 B) auf 
 ist F-messbar, da F voll-
ständig ist.9 Daher gilt für den Supremumsprozess 
t := supst s, dass,
wenn 
 : 
  R+ ! 
 die Projektionsabbildung bezeichnet,
f! 2 
 : 

t > Kg = 
(f(s;!) : s  t;s > Kg)
F-messbar ist. Insbesondere ist 
T Zufallsvariable, und damit ist, da  lokal
beschränkt ist, K > 0 so groß wählbar, dass
P[

T  K] <

2
(5.10)
ist.
(ii) Sei ~  > 0 so, dass E[AK;~ (T)]  0 :=
(=2)2
8 ist. Da die AK-fast sichere
Konvergenz die Konvergenz in AK-Maß nach sich zieht, gibt es eine natürliche
Zahl ~ n derart, dass für alle n und m die größer als ~ n sind, gilt, dass mit
 
n;m := fj 
n    
mj  ~ g  fj 
n    j 
~ 
2
g \ fj 
m    j 
~ 
2
g
AK
h
 n;m{
i
< 0 gilt. ( n;m ist eine vorhersehbare Menge; aufgrund der Sim-
plizität der  k Vereinigung stochastischer Rechtecke.)
Es soll gezeigt werden, dass für n und m die größer als ~ n sind gilt:
E
"
sup
0tT

 

Z t
0
M(
n
s;ds)  
Z t
0
M(
m
s ;ds)

 
 ^ 1
#
 :
Wegen (5.10) folgt mit der Doobschen Ungleichung zunächst
E
"
sup
0tT

 

Z t
0
M(
n
s;ds)  
Z t
0
M(
m
s ;ds)

 
 ^ 1
#
 P[

T  K] +
 
E
"
sup
0tT

 

Z t
0
M( 
n
s;ds)  
Z t
0
M( 
m
s ;ds)

 

2#! 1
2


2
+ 2
0
@E
2
4
 Z T
0
M( 
n
s;ds)  
Z T
0
M( 
m
s ;ds)
!23
5
1
A
1
2
:
(5.11)
9Vgl. die Argumentation auf S. 60 im Beweis des Satzes 5.6.5.2. NICHT-LINEARE INTEGRATOREN 67
(iii)
(1) Gibt es für zwei gegebene rechtsstetige quadratintegrierbare Martingale
M und N mit M0 = N0 = 0 auf 
  [0;T] eine Partition in stochastische
Rechtecke derart, dass auf jedem stochastischen Rechteck M oder N konstant
ist, dann sind M und N stark orthogonal10 in dem Sinn, dass MN auch ein
Martingal ist. Denn
[M;N] = lim
n!1
X
i
(M
Tn
i+1   M
Tn
i )(N
Tn
i+1   N
Tn
i )
wenn ((T n
i )) eine feine Stoppzeitenzerlegungsfolge auf [0;T] ist, von der an-
genommen werden kann und soll, dass sie die Stoppzeiten, die die stochas-
tischen Rechtecke deﬁnieren, enthalten. Da die Martingale rechtsstetig sind,
folgt, dass wegen der Konstanz von M oder N immer eine der beiden Klam-
mern gleich Null ist, woraus [M;N] = 0 und daraus folgt, dass M und N
stark orthogonal sind,11 also insbesondere E[NTMT] = 0 gilt.
Durch sukzessives Abtrennen von einer Summe von mehreren Martinga-
len lässt sich aus (1) folgern:
(2) Sind rechtsstetige quadratintegrierbare Martingale M1;:::;Mk gegeben
mit der Eigenschaft, dass auf den stochastischen Rechtecken einer Partition
wie in (1) höchstens eines der Martingale nicht konstant ist, dann sind sie
paarweise stark orthogonal.
(iv) Ist  einfach vorhersehbar, dann ist
R
M(s;ds) quadratisch integrier-
bares Martingal, wenn M eine Familie quadratisch intergrierbarer Martingale
ist,12 wie M in der Deﬁnition 5.10 des zahmen Integrators. Die beiden Mar-
tingale
Z 
0
M((1 n;m 
n)s;ds)  
Z 
0
M((1 n;m 
m)s;ds)
und Z 
0
M((1 n;m{ 
n)s;ds)  
Z 
0
M((1 n;m{ 
m)s;ds)
10Vgl. Protter [75], Deﬁnition auf S. 179.
11Gemäß den Erörterungen, die auf die zweite Deﬁnition auf S. 179 in [75] folgen.
12Vgl. Kunita [58], Beweis von Lemma 3.2.1, S. 80 f.68 KAPITEL 5. STOCHASTISCHE VORBEREITUNGEN
sind stark orthogonal.13 Daher gilt
E
2
4
 Z T
0
M( 
n
s;ds)  
Z T
0
M( 
m
s ;ds)
!23
5
= E
" Z T
0
M((1 n;m 
n)s;ds) +
Z T
0
M((1 n;m{ 
n)s;ds)
 
Z T
0
M((1 n;m 
m)s;ds)  
Z T
0
M((1 n;m{ 
m)s;ds)
!23
5
= E
2
4
 Z T
0
M((1 n;m 
n)s;ds)  
Z T
0
M((1 n;m 
m)s;ds)
!23
5
+E
2
4
 Z T
0
M((1 n;m{ 
n)s;ds)  
Z T
0
M((1 n;m{ 
m)s;ds)
!23
5:
(5.12)
(v) Der Prozess 1 n;m n nimmt die endlich vielen Werte x1;x2;:::;xi;:::, der
Prozess 1 n;m m die endlich vielen Werte y1;y2;:::;yj;::: an.
Nach der Zeitadditivität (5.9) lässt sich nun (2) aus (iii) anwenden, so
13Sie erfüllen wegen  n;m \  n;m{ = ; die Bedingung aus iii (1).5.2. NICHT-LINEARE INTEGRATOREN 69
dass (zum Schluss unter Ausnutzung der Itô-Isometrie)
E
2
4
 Z T
0
M((1 n;m 
n)s;ds)  
Z T
0
M((1 n;m 
m)s;ds)
!23
5
= E
2
4
0
@
X
i;j
Z T
0
M((11 n;m  n=xi;1 n;m  m=yj1 n;m 
n)s;ds)
 
Z T
0
M((11 n;m  n=xi;1 n;m  m=yj1 n;m 
m)s;ds)
1
A
23
7
5
=
X
i;j
E
" Z T
0
M((11 n;m  n=xi;1 n;m  m=yj1 n;m 
n)s;ds)
 
Z T
0
M((11 n;m  n=xi;1 n;m  m=yj1 n;m 
m)s;ds)
!23
5
=
X
i;j
E
2
4
 Z T
0
11 n;m  n=xi;1 n;m  m=yjs dfM(x
i)   M(y
j)gs
!23
5
=
X
i;j
E
"Z T
0
11 n;m  n=xi;1 n;m  m=yjs dhM(x
i)   M(y
j)is
#
(5.13)
folgt.
(vi) (5.13) kann weiter abgeschätzt werden. Im Hinblick auf die Unglei-
chung hM(x) M(y)it hM(x) M(y)is  AK;(t) AK;(s) in der Deﬁnition70 KAPITEL 5. STOCHASTISCHE VORBEREITUNGEN
5.10 des zahmen Integrators folgt die Abschätzung
X
i;j
E
"Z T
0
11 n;m  n=xi;1 n;m  m=yjs dhM(x
i)   M(y
j)is
#
= E
2
4
Z T
0
X
i;j
11 n;m  n=xi;1 n;m  m=yjs dhM(x
i)   M(y
j)is
3
5
 E
2
4
Z T
0
X
i;j
11 n;m  n=xi;1 n;m  m=yjs dAK;~ (s)
3
5
 E
"Z T
0
1dAK;~ (s)
#
= E[AK;~ (T)]
 
0:
(5.14)
(vii) Der Prozess 1 n;m{ n nimmt die endlich vielen Werte x1;x2;:::;xk;:::,
der Prozess 1 n;m{ m die endlich vielen Werte y1;y2;:::;yl;::: an. Es ergibt
sich analog zu (5.13)
E
2
4
 Z T
0
M(1 n;m{ 
n
s;ds)  
Z T
0
M(1 n;m{ 
m
s ;ds)
!23
5
=
X
k;l
E
"Z T
0
11
 n;m{  n=xk;1
 n;m{  m=yl
s dhM(x
k)   M(y
l)is
#
:
(5.15)
Der letzte Term ist durch
X
k;l
E
"Z T
0
11
 n;m{  n=xk;1
 n;m{  m=yl
s dhM(x
j)   M(y
j)is
#

X
k;l
A
K
h
f(!;t) 2 
  [0;T] : 1 n;m{ 
n
t(!) = x
k und 1 n;m{ 
m
t(!) = y
lg
i
= A
K
h
 
n;m{
i
 
0
(5.16)
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(viii) Aus dem Einsetzen von (5.14) in (5.13) in (5.12) und (5.16) in (5.15)
in (5.12) sowie schließlich (5.12) in (5.11) ergibt sich
E
"
sup
0tT

 

Z t
0
M(
n
s;ds)  
Z t
0
M(
m
s ;ds)

 
 ^ 1
#
 ;
was gezeigt werden sollte. Ähnlich – aber einfacher, da keine Quadrierungen
u.ä. erforderlich sind – ergibt sich auch
E
"
sup
0tT


 
Z t
0
V (
n
s;ds)  
Z t
0
V (
m
s ;ds)


  ^ 1
#
 ;
so dass sich (
R 
0 X(n
s;ds))n2N als eine Cauchy-Folge bezüglich der die ucp-
Topologie metrisierenden Metrik d erweist.
(II) Gemäß des Beispiels des Beweisganges in (I) bedeutet es keine Ein-
schränkung davon auszugehen, dass  durch ein K > 0 beschränkt ist. Die in
(I) bewiesene Aussage bedeutet dann mit  = AK, dass X ein rechtsstetiger
nichtlinearer Integrator im Sinne von Kühn [56], Deﬁnition 2.3, S. 4, ist. Der
Beweis des Satzes kann nun deshalb genauso weiter geführt werden, wie in
[56], Beweis von Th. 2.7, S. 6 ﬀ., wenn das dort vorkommende Maß  durch
das Maß AK ersetzt wird. 
In Carmona und Nualart [13] werden nicht-lineare Integratoren durch die
etwas schwächere Eigenschaft deﬁniert, gleichmäßige Konvergenz in Wahr-
scheinlichkeit in ebensolche zu übertragen. Dafür, dass eine Semimartingal-
familie Integrator i.S.v. [13] ist, gibt es hinreichende Bedingungen, die „not
too far from being necessary“14 sind. Wie man sieht, sind die Bedingungen
auch nicht allzuviel schwächer als die, die den zahmen Integrator in obigem
Sinne charakterisieren. Um die Verwandschaft zu zeigen, sollen die beiden
einschlägigen Sätze zitiert werden.
Es gelten folgende Charakterisierungen:15
14[13], S. 3. Die Einschätzung bezieht sich m.E. darauf, dass zu gegebenem Maß P und
einem P-Semimartingal S ein äquivalentes Maß Q gefunden werden kann, so dass S eine
Zerlegung in ein quadratintegrierbares Q-Martingal und einen vorhersehbaren FV-Prozess
(Q-integrierbarer Variation) besitzt (vgl. Memin [69]).
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Satz 5.13 (Carmona, Nualart, 1990). Die Familie V = fVt(x) : t  0;x 2
Rg habe die Eigenschaft, dass für alle x 2 R fVt(x) : t  0g ein vorhersehba-
rer FV Prozess ist, so dass für jedes t x 7! Vt(x) eine stetige Abbildung nach
L
1(
;F;P) ist.
Dann ist V ein starker nicht-linearer Integrator, genau dann wenn für
jedes K > 0 ein 0(K)>0 existiert, so dass für jedes  2 (0;0(K)) ein
vorhersehbarer integrabler nicht fallender Prozess fAK;(t) : 0  t  Tg mit
AK;(0) = 0 existiert, so dass gilt:
jV (x)   V (y)jvar((s;t])  AK;(t)   AK;(s)
für alle 0  s < t  T und jx   yj   mit jxj;jyj  K und
lim
&0
EfAK;(T)g = 0:
Satz 5.14 (Carmona, Nualart, 1990). M sei Familie quadratintegrierbarer
Martingale so, dass die Abbildung x 7! Mt(x) stetig nach L
2(
;F;P) (für
jedes t) ist. Dann sind die folgenden Eigenschaften äquivalent:
(i) M ist nicht-linearer L
2-Integrator.
(ii) M ist starker nicht-linearer L
2-Integrator.
(iii) Für jedes K > 0 existiert 0(K) so, dass für jedes  2 (0;0(K))ein
vorhersehbarer integrabler nicht fallender Prozess fAK;(t) : 0  t  Tg mit
AK;(0) = 0 existiert, so dass gilt:
hM(x)   M(y)it   hM(x)   M(y)is  AK;(t)   AK;(s)
für alle 0  s < t  T und jx   yj   mit jxj;jyj  K und
lim
&0
EfAK;(T)g = 0:
Die zahmen Integratoren der Deﬁnition 5.10 sind also insbesondere starke
Integratoren im Sinne von Carmona und Nualart [13]. In Prop. II.3.1, S. 47,
wird dort für starke Integratoren noch eine weitere interessante Charakteri-
sierung gegeben, die für eine càdlàg-Prozessfamilie Z besagt, dass Z genau
dann starker Integrator ist, wenn (i) für jedes t > 0 und K > 0 die Menge5.2. NICHT-LINEARE INTEGRATOREN 73
der Zufallsvariablen f
R t
0 Z(Xs;ds) : X 2 S;jXj  Kg beschränkt in Wahr-
scheinlichkeit ist16 und (ii) für jedes t > 0 die Abbildung X 7!
R t
0 Z(Xs;ds) lo-
kal gleichgradig stetig von S (versehen mit der ucp-Topologie) in den Raum
der Semimartingale (versehen mit der Semimartingaltopologie) ist.
Satz 5.15. Sei X ein zahmer Integrator mit X(0;t) = 0 (t 2 [0;T]), der im
ersten Argument stetig ist. Sei A eine vorhersehbare Menge die in einer fei-
nen Zerlegungsfolge (n)n2N im Sinn der Deﬁnition 5.2 enthalten ist. Nimmt
der vorhersehbare Prozess H nur auf A Werte ungleich Null an, dann gilt
t 7!
Z t
0
X(Hs;ds) = t 7! lim
n!1
X
Ti2n
X(HTi^t;Ti ^ t)
bis auf Ununterscheidbarkeit.
Beweis. Die Stoppzeitenzerlegung m enthalte die Stoppzeiten T1  T2 
:::  Tlm. Die durch
~ Tj(!) :=
(
Tj(!); für Tj(!) 2 A;
T; andernfalls;
gegebenen Stoppzeiten ~ T1;:::; ~ Tlm denen noch die feste Stoppzeit ~ Tlm+1 := T
hinzugefügt werde, sind vorhersehbar. Hm := 1[
lm+1
j=1 [[ ~ Tj]]H konvergiert punkt-
weise gegen H. Die Stoppzeitenfolgen (A
j
i)i2N seien ankündigende Stoppzei-
ten der vorhersehbaren ~ Tj, d.h. es gilt P
h
A
j
i < ~ Tj; A
j
i % ~ Tj (i ! 1)
i
= 1.
Mit  := Hm, ~ n :=
Pn2n
k= n2n
k
2n1f2((k 1)=2n;k=2n]g sowie K := n2n+1 und
 := AK lassen sich wie in Kühn, [56], S. 9, einfach vorhersehbare Prozesse
n konstruieren, die nur endlich viele Werte annehmen und für die (n 6=
~ n)  1
2n und

n ! -f.s. (5.17)
gilt. In [56] erfolgt die Konstruktion mittels stochastischer Intervalle  k;n die
die vorhersehbaren Mengen
Bk;n :=
(
f 2 ((k   1)=2n;k=2n]g; für k =  n2n;:::; 1;1;:::;n2n;
f 2 (( 1=2n;0] [ ( 1; (n2n + 1)=2n] [ (n;1))g; für k = 0;
16Also dass für jedes positive  eine Schranke M > 0 existiert, so dass für jede der
Zufallsvariablen die Wahrscheinlichkeit, dass sie betraglich größer als M ist, kleiner als 
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-approximieren. Hier wird die Konstruktion analog, aber mittels
~  k;n := [
lm
i=1  k;n\]]A
j
n; ~ Tj]] (5.18)
durchgeführt. (Es wird also noch ausgenutzt, dass die ~  k;n in den, sukzessi-
ve schmaler werdenden, stochastischen Intervallen ]]Aj
n; ~ Tj]] gewählt werden
können. Analog zur Konstruktion in [56] wird dann

n
t (!) :=
(
k
2n; wobei k die kleinste Zahl mit (!;t) 2 ~  k;n ist;
0; falls ein solches k nicht existiert,
deﬁniert.)
Aus (5.17) folgt aus der in Teil (I) des Beweises von Satz 5.12 bewiese-
nen Stetigkeitseigenschaft (i.S. Kühn [56], Deﬁnition 2.3, S.4)
R 
0 X(s;ds) =
limn!1
R 
0 X(n
s;ds), und wegen (5.18) und Aj
n % ~ Tj ist lim
R t
0 X(n
s;ds) =
P
Tj2t
m X(Tj;Tj), wenn zu Abkürzungszwecken Tj aus t
m bedeute, dass
Tj ^ t betrachtet werde. Es folgt daher
Z t
0
X(Hs;ds) = lim
m!1
Z t
0
X(H
m
s ;ds)
= lim
m!1
X
Tj2t
m
X(H
m
Tj;Tj);
was zu zeigen war. 
Ein Korrolar des Satzes ist folgende Aussage: Ist A eine vorhersehbare
Menge, die im Sinne der Deﬁnition 5.2 in einer feinen Zerlegungsfolge (n)
enthalten ist, dann gilt für einen beliebigen adaptierten làglàd Prozess H
X
Ti2t
n
X((1ATi+1HTi;Ti+1)
n!1  !
Z t
0
X((1A  H)s;ds); (5.19)
wenn mit  H die linksstetige Version von H bezeichnet wird.
Dafür werden die Prozesse Hn wie folgt deﬁniert: Für (t;!) 2 [[Ti+1]]
(Ti+1 2 n) werde Hn
t (!) := HTi(!)(!) und für (t;!) = 2 [
kn
i=2[[Ti]] werde
Hn
t (!) := 0 gesetzt. Damit konvergiert 1AHn auf 
[0;T] punktweise gegen
1A  H, da H làglàd ist. Das Integral von 1AHn ist nach dem vorhergehenden
Satz durch Z t
0
X((1AH
n)s;ds) =
X
Ti2t
n
X((1AH
n)Ti;Ti)5.2. NICHT-LINEARE INTEGRATOREN 75
gegeben. Die Summe entspricht wegen Hn
Ti+1 = HTi der Summe
X
Ti2t
n
X((1ATi+1HTi;Ti+1):76 KAPITEL 5. STOCHASTISCHE VORBEREITUNGENKapitel 6
Großinvestorvermögensdynamik
6.1 Motivation der Wahl der Begriﬀe
In den folgenden Kapiteln wird ein Finanzmarktmodell mit einer Aktie („ris-
ky stock“) und einem Bankkonto (oder „riskless bond“) betrachtet, wobei
davon ausgegangen wird, dass bei dem Bankkonto/Bond Haben- und Soll-
zins gleich r = 0 ist, da dies durch Übergang auf die abgezinsten Preise
stets erreichbar ist. Der Bondpreis ist also einfach  1. Der „Realwert“ (Def.
6.5) des Aktienpreisprozess wird als Semimartingalfamilie modelliert werden.
Genauer sollen 1-glatte (càdlàg) Prozessfamilien P herangezogen werden,
um Aktienpreise (Def. 6.5) stochastisch zu modellieren, die von den Bestän-
den eines Großinvestors abhängen, wobei die Order des Großinvestors den
Aktienpreis, zu dem die Transaktion im Zuge dieser Order durchgeführt wird,
schon beeinﬂussen soll.
Es wird gezeigt (vgl. Satz 6.8 und 6.10), dass von der vorhersehbaren
Handelsstrategie des Großinvestors nur verlangt werden muss, dass sie wohl-
deﬁnierte quadratische Variation im Sinne der Deﬁnition 5.4 besitzt und dass
dies zugleich auch die Mindestanforderung an eine Handelsstrategie darstellt,
denn wie die Bemerkung 6.11 zeigt, produzieren andere Strategien explodie-
rende oder nicht konvergierende Transaktionskosten. Gemäß Satz 5.5 auf S.
56 wird damit die Handelsstrategie des Großinvestors insbesondere làglàd
sein (d.h. fast alle Pfade der Strategie sind làglàd im Sinne der Begriﬀsbe-
stimmung auf S. 5).
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Das Inventar des Großinvestors zum Zeitpunkt t 2 [0;T] ist durch t Ak-
tien und durch das Bankkontosaldo t gegeben.
Wird zunächst unterstellt, dass der Großinvestor einer selbstﬁnanzieren-
den Strategie folgt, dann hängt das Bankkontosaldo zum Zeitpunkt t nur
von dem Anfangsguthaben 0 und den Kosten bzw. Erlösen von Aktienkäu-
fen und -verkäufen bis zum Zeitpunkt t ab.
Im Folgenden soll untersucht werden, wie sich Käufe und Verkäufe auf das
Bankkonto des Großinvestors auswirken. Der Aktienpreis werde durch einen
(von einem Parameter # und der Zeit t abhängigen) stochastischen Prozess
P : (#;t) 7! P(#;t) gegeben.
Bankkonto bei Selbstﬁnanzierung
Eine làglàd Bestandsfunktion kann Links- und Rechtssprünge (insbesonde-
re auch Doppelsprünge) aufweisen. Dabei entstehen Auswirkungen auf den
allein von dem Anfangsguthaben und den Aktienkäufen und -verkäufen ab-
hängigen Verlauf des Bankkontosaldos. Am Beispiel von Käufen:
Rechtssprung der Bestandsfunktion :


 
g
+s
Der Kauf dieser +s Aktien kostet den Großinvestor P(s+;s)+s, d.h.
um diesen Betrag erfährt sein Bankkonto eine Belastung. Der Kauf ﬁndet
nach einem etwaigen Preissprung zum Zeitpunkt s statt. Der Kaufbetrag
wird durch
P(ti+1;ti+1)(ti+1   ti)
angenähert, wenn s 2 [ti;ti+1) ist, bzw. wenn s = ti ist, falls s Doppelsprung
ist. 
Linkssprung der Bestandsfunktion :
 

 g
 s
Der Kauf dieser  s Aktien kostet den Großinvestor
P(s;s )
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Der Kauf ﬁndet, in dem Sinne, dass der Großinvestor zum Zeitpunkt s mit
seinem Bestand schon investiert ist, vor einem etwaigen Preissprung zum
Zeitpunkt s statt. Der Kaufbetrag wird durch
P(ti+1;ti)(ti+1   ti)
angenähert, wenn s 2 (ti;ti+1] ist, bzw. wenn s = ti+1 ist, falls s Doppel-
sprung ist. 
Daher ist es sinnvoll den Bankkontoänderungsterm wie folgt zu deﬁnieren:
Deﬁnition 6.1. Sei (n) eine die -Linkssprünge enthaltende Stoppzeiten-
folge. Dann wird für t 2 [0;T] und Ti;Ti+1 2 t
n deﬁniert:
B
n;tTi+1
Ti :=
(
P(Ti+1;Ti+1 )(Ti+1   Ti+1 ), falls Ti+1 -Linkssprung ist,
P(Ti+1;Ti+1)(Ti+1   Ti) andernfalls.
Realwert des Aktienbestands
Anders als das Bankkonto, dessen Saldo sehr unmittelbar Vermögen reprä-
sentiert, ist der andere Bestandteil des Großinvestorinventars, der Aktienbe-
stand, erst nach einem aufwendigeren Liquidierungsprozess monetäre Größe.
Von der Art der Liquidierung kann aber nicht wie bei dem Kleininvestor
abstrahiert werden. Der erzielbare Erlös eines Großinvestoraktienbestands
hängt in illiquiden Märkten von der Liquidationsstrategie ab. Um den Il-
liquidtitätseﬀekt zu modellieren, wird angenommen, dass der durch einen
bestandsparameter- und zeitabhängigen Prozess P beschriebene Aktienpreis
im ersten (Bestands-)Argument isoton ist, d.h. der Preis P wird bei Großin-
vestorbestandsvermehrung nach oben, bei Bestandsverminderung nach unten
„verschoben“.1
Zur Bestimmung des durch den Aktienbestand repräsentierten Vermögens
fragt sich also, welche Art der Liquidation zu unterstellen ist. In der Literatur
haben sich ausgehend von Unterscheidungen die Jarrow für den zeitdiskre-
ten Fall getroﬀen hat, seit Schönbucher und Wilmott sowie Baum und Bank
und Baum2 die drei Wertbegriﬀe Zerschlagungswert (Blockliquidationswert),
1Die Isotonie-Bedingung ist auf ähnliche Art wie die, dass der Aktienpreis in der Zeit
càdlàg ist, modellbestimmend.
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Realwert und Papierwert (Buchwert) entwickelt. Zur Illustration zunächst
ein simpliﬁziertes Beispiel zum Realwert als Idealisierung marktschonenden
Handelns:
Liegt eine illiquide Marktsituation vor, d.h. ist P im ersten Argument
streng monoton, dann kann, wenn zunächst davon ausgegangen wird, dass
sich ansonsten keine Marktkräfte bemerkbar machen (wenn also der Preis
konstant bleibt, wenn der Großinvestor nicht handelt)3, der Aufbau einer
Aktienposition und ihre anschließende Liquidation durch den Großinvestor
ein probates Mittel sein, Geld zu verlieren!
Sei dazu P nur von dem Bestand  des Großinvestors4 abhängig und bei
gleichbleibendem Bestand konstant in der Zeit. Das Bankkonto des Großin-
vestors werde betrachtet. Es erfolge ein Aktienkauf zum Zeitpunkt s bei dem
der gesamte Bestand aufgebaut wird und ein Gesamtverkauf zu einem Zeit-
punkt t (0 < s < t). Bei dem Kauf von  s Aktien wird sich das Bankkonto-
saldo um   sP(s) verändern. Bei Verkauf zum späteren Zeitpunkt t um
  tP(t) =  sP(0): Das Reinvermögen des Großinvestors hat sich um
 s(P(0) P(s)) verändert: Ein Verlust wegen s > 0 also  s = s > 0
und der strengen Isotonie von P.
Der Verlust ist in dieser (ruhigen) Marktsituation in dem vorliegenden
Modell jedoch vermeidbar: Die Illiquiditätskosten sind vermeidbar, wenn die
Position von  Aktien marktschonend aufgebaut und marktschonend liqui-
diert wird: In der dargestellten Situation wählt der Investor 2k Transaktions-
zeitpunkte 1;2;:::2k. Der Aktienpreis ist durch P(s) beschrieben, da ja die
Ruhe-Voraussetzung P(q;s) = P(q;t) für alle s;t getroﬀen wurde. Zu jedem
Zeitpunkt 1 bis k kauft der Investor gleichviele  i =  1 =: d Aktien.
Zu den Zeitpunkten k + 1 bis 2k verkauft er d Aktien. Ein Blick auf den
Bankkontoauszug des Großinvestors zeigt:
3Dies soll im Folgenden als „Ruhe-Voraussetzung“ bezeichnet werden.
4Sei  in dem Beispiel ein càdlàg Prozess.6.1. MOTIVATION DER WAHL DER BEGRIFFE 81
Zeitpunkt Erläuterung Betrag
1 Aktienkauf  P(1)d
2 Aktienkauf  P(2)d
. . .
. . .
. . .
k   1 Aktienkauf  P(k 1)d
k Aktienkauf  P(k)d
k + 1 Aktienverkauf +P(k 1)d
k + 2 Aktienverkauf +P(k 2)d
. . .
. . .
. . .
2k   1 Aktienverkauf +P(1)d
2k Aktienverkauf +P(0)d
Insgesamt ergibt sich eine Reinvermögensveränderung von
(P(0)   P(k))d < 0;
die aber für d ! 0 verschwindet; dabei streben Gesamtbelastung und Ge-
samtgutschrift jeweils gegen
L() :=
Z 
0
P()d;
mit  := k.
Realwert: Das für die Bewertung zum Zeitpunkt s relevante Gesamtin-
ventar des Großinvestors setzt sich aus dem Aktienbestand (s) und dem
Bankkontosaldo (s) zusammen. Die Bewertung des Portfolios ergibt sich
aus der Bewertung des Kontos und der Bewertung des Aktienbestands. Der
Kontowert ist (im vorliegenden Modell) einfach der Kontosaldo (d.h. z.B.
operationale Risiken wie Bankraub oder Unterschlagung werden nicht mo-
delliert). Bei der Bewertung des Aktienbestands sollte der Betrag herangezo-
gen werden, den der Großinvestor durch bestmögliche Liquidationsstrategie
erwirschaften kann. Das ist – unter der Ruhe-Voraussetzung – wie gesehen
das Integral L() =
R 
0 P()d, der „Realwert“ eines Aktienbestandes von 
Aktien. 
Zerschlagungswert: Ebenfalls erwirtschaftbar (in der Regel jedoch nicht
optimal) ist der „Zerschlagungswert“ des Aktienbestands: Es ist der Erlös,
der bei „en-bloc“-Liquidation (zum Zeitpunkt s) erzielt wird: sP(0). 82 KAPITEL 6. GROßINVESTORVERMÖGENSDYNAMIK
Papierwert: In der Regel nicht zu erwirtschaften ist der „Papierwert“ des
Aktienbestands: sP(s). (Und es ist entsprechend kritisch zu sehen, dass
viele Bewertungen, die in der Finanzwelt vorgenommen werden, den Papier-
wert verwenden.)5 
Unter der Ruhe-Voraussetzung ist die Benennung „Realwert“ sinnvoll, da
sich der Großinvestor unter dieser Voraussetzung rational verhält, wenn er
eine marktschonende Liquidationsstrategie wählt.
Die marktschonende Realisation kann beliebig schnell aber nicht ohne
Zeitverbrauch durchgeführt werden. In der Formulierung von Baum: „un-
endlich schnell aber nicht instantan“6. Die Zerschlagung benötigt dagegen
keine Zeit. Es kann daher bei Fallenlassen der Ruhe-Voraussetzung in ei-
nem stochastischen Modell für den Großinvestor sinnvoll sein, Bestände zu
zerschlagen. Dann nämlich, wenn über die Preisentwicklung auf einem Zeit-
5Beispiele und – eher schwache – Gegenbeispiele (s.u.) ﬁnden sich schon bei den relativ
einfachen aber die Finanzkommunikation bestimmenden Konzepten der verschiedenen
Rechnungslegungssysteme. Die Systematik bspw. der International Financial Reporting
Standards (IFRS) (stellvertretend für mark-to-marked-geprägte Rechnungslegung) ist
recht stark am Papierwert (in obigem Sinne) orientiert. Das „gute alte“ Handelsgesetzbuch
(HGB) stützte sich stärker auf den Niederstwert, d.h. das Minimum von Anschaﬀungs-
kosten und Papierwert (Imparitätsprinzip).
Im Zusammenhang mit quantitativen, modelltheoretischen Überlegungen wurde meis-
tens eine gewisse Überalterung des HGB (etwa im Vergleich mit den IFRS) hervorgehoben.
Der deutsche Gesetzgeber erließ am 25. Mai 2009 das BilMoG, das Änderungen des
HGB vorsieht, insbesondere derart, dass nunmehr Handelsbestände von Kreditinstituten
wie bei der IFRS-Rechnungslegung zum Papierwert anzusetzen sind. Die folgende kleine
Tabelle zeigt aber einen Fall auf, in dem die Rechnungslegung gemäß HGB, alte Fassung,
den Liquiditätseﬀekt implizit berücksichtigt, die nach IFRS jedoch nicht. (Zur Zeit wird
aber in beiden Rechnungslegungssystemen die Liquidität nicht explizit einbezogen.)
Gemäß § 256 i.V.m. § 240 Abs. 4 HGB a.F. ist es statthaft für Handelsbestände
gleitende Durchschnittsanschaﬀungskosten zu verwenden. Gemäß IFRS ist für solche
Bestände der Papierwert zu verwenden. Unter der Ruhe-Voraussetzung stehen sich Real-
und Rechnungslegungswerte wie folgt gegenüber:
Positionsaufbau Realwert HGB a.F. IFRS
Marktschonend
R p
0 P(q)dq
R p
0 P(q)dq p  P(p)
Eine Transaktion
R p
0 P(q)dq p  P(p) p  P(p)
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intervall (s;t) (s < t) Ungewissheit herrscht und die von dem Großinvestor
bemessenen erwarteten Verluste (die von der zu wählenden Investorstrategie
abhängig sind) bei keiner Wahl einer zeitverzehrenden Liquidationsstrategie
kleiner als die Illiquiditätskosten der Zerschlagungsstrategie sind.
In einem Modell in dem das von dem Großinvestor in Anschlag gebrachte
Verlustmaß durch Erhöhung der Liquidationsgeschwindigkeit nicht beliebig
gesenkt werden kann, ist ein wie oben deﬁnierter Realwert nicht unbedingt
zielführend. Die stochastischen Finanzmarktmodelle, die in dieser Arbeit be-
trachtet werden, sind aber so gewählt, dass der Investor, durch die Wahl
einer hinreichend schnellen Liquidationsstrategie, das (durch ihn bemessene)
Risiko, den Realwert zum Zeitpunkt s mittels der Liquidationsstrategie nicht
zu realisieren, beliebig klein halten kann.
Handelsgewinne und -verluste
Im ersten Unterabschnitt wurde überlegt, welche Terme einen sinnvoll de-
ﬁnierten Bankkontosaldoprozess (bei Verwendung einer selbstﬁnanzierenden
Strategie) approximieren würden. Eine ähnliche Überlegung kann hinsichtlich
der Frage angestellt werden, welche Terme einen sinnvoll deﬁnierten Gewinn-
und Verlust-Prozess approximieren würden:
Sei (n) eine die -Linkssprünge enthaltende Stoppzeitenzerlegungsfolge
und t 2 [0;T]. Da die Großinvestorhandelsstrategie Linkssprünge aufweisen
kann, mit denen noch in einen etwaigen Preissprung investiert werden kann,
ist für Ti;Ti+1 2 t
n der Term
L(Ti;Ti+1)   L(Ti;Ti)
nur bedingt zur Approximation der Handelsgewinne bzw. -verluste geeignet.
Der Möglichkeit des Investierens via -Linkssprung wird durch die folgen-
de Deﬁnition Rechnung getragen:
Deﬁnition 6.2. Für Ti;Ti+1 2 t
n wird der Gewinn und Verlust-Term Dn;t
durch
D
n;tTi+1
Ti :=
8
> <
> :
L(Ti;Ti+1 )   L(Ti;Ti) + L(Ti+1;Ti+1)   L(Ti+1;Ti+1 );
falls Ti+1 -Linkssprung ist,
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deﬁniert.
6.2 Deﬁnitionen
Deﬁnition 6.3. Sei k 2 N0. Ein von einem Parameter # 2 R und dem
Zeitparameter t 2 R+ abhängiger stochastischer Prozess X heißt k-glatt,
wenn für fast alle ! der Pfad
X(!) : (#;t) 7! X
#
t (!)
k-glatt im Sinne der Deﬁnition 2.4 (S. 23 f.) ist.
Feststellung 6.4. Ist X k-glatt, so ist der durch
Y
#
t (!) :=
Z #
0
X
x
t (!)dx
gegebene Prozess Y k + 1-glatt.
Beweis. Für fast alle ! ist y := Y (!) (i) im ersten Argument k + 1-mal
stetig diﬀerenzierbar, da y0 = X(!) im ersten Argument k-mal stetig diﬀe-
renzierbar ist. z := X(!) ist (ii) auf einer beschränkten Menge beschränkt
und für ein beschränktes Intervall Q  R ist mit K := supfjz(q;s)j : q 2
Q;s 2 [0;t]g und p;q 2 Q jy(p;s)   y(q;s)j =
R p
q z(;s)d  Kjp   qj für
jedes s 2 [0;t]. Außerdem ist (iii) y(p;) càdlàg, denn da z auf [0;p]  [0;t]
beschränkt ist, gilt
lim
n!1
Z p
0
z(;sn)d =
Z p
0
lim
n!1z(;sn)d =
Z p
0
z(;s )d
und
lim
n!1
Z p
0
z(;sn)d =
Z p
0
lim
n!1z(;sn)d =
Z p
0
z(;s)d
für sn % s 2 [0;t] bzw. sn & s 2 [0;t]. Aus (i) - (iii) folgt die k + 1-Glätte
von y. 
Deﬁnition 6.5. Eine Familie P : 
[0;T]R ! R, (!;t;#) 7! P #
t (!) von
adaptierten càdlàg Prozessen heißt Aktienpreis, wenn für fast alle ! gilt: Für
alle t aus [0;T]: P(!;t;) : R ! R ist (i) isoton, (ii) 1-glatt im Sinne der
letzten Deﬁnition, und (iii) die durch L#
t (!) := L(#;t)(!) :=
R #
0 P x
t (!)dx de-
ﬁnierte Stammfunktionsprozessfamilie L ist ein zahmer Integrator im Sinne6.3. VERMÖGENSDYNAMIKZERLEGUNG 85
der Deﬁnition 5.10.
Der 2-glatte (s. letzte Feststellung) Prozess L wird als Realwert bezeich-
net.
Deﬁnition 6.6 (Handelsstrategie. Vermögensprozess Vt). Sei P Aktienpreis
im Sinne der vorhergehenden Deﬁnition. Ist t ein vorhersehbarer Prozess
von wohldeﬁnierter quadratischer Variation im Sinne der Deﬁnition 5.4 und
t ein weiterer reellwertiger adaptierter Prozess auf [0;T], so heißt das Paar
(t;t) eine Handelsstrategie. Der Vermögensprozess zu dieser Handelsstra-
tegie bei dem gegebenen Aktienpreis P wird durch
Vt := L(t;t) + t
(mit dem Realwert L(#;t) der vorhergehenden Deﬁnition) deﬁniert.
6.3 Vermögensdynamikzerlegung
Lemma 6.7. Sei  làglàd vorhersehbar. Sei (n) eine feine die -Linkssprünge
enthaltende Stoppzeitenzerlegungsfolge. Dann gilt
X
Ti2t
n
D
n;tTi+1
Ti  !
Z t
0
L(s;ds) (6.2)
ucp, wenn die Dn;tTi+1
Ti die in Deﬁnition 6.2 gegebenen Terme
D
n;tTi+1
Ti =
8
> <
> :
L(Ti;Ti+1 )   L(Ti;Ti) + L(Ti+1;Ti+1)   L(Ti+1;Ti+1 );
falls Ti+1 -Linkssprung ist,
L(Ti;Ti+1)   L(Ti;Ti) andernfalls
sind.
Beweis. Sei A die Menge der Linkssprünge von . Sie ist vorhersehbar
und von der Art wie das A aus Satz 5.15.7 Mit der Indikatorfunktion 1A lässt
7D.h. A ist darstellbar als Vereinigung von Graphen von abzählbar vielen angekündig-
ten Stoppzeiten (mit disjunkten Graphen). Zum Beweis kann wiederum auf Dellacherie
und Meyer [23], Th. 117, Appendix zu Kapitel IV, S. 167 zurückgegriﬀen werden, oder
direkter auf Dellacherie und Meyer [24], Beweis von Th. 8, S. xiii f. Dort wird die Aussage
für càdlàg  bewiesen. Da die verwendeten Eigenschaften des càdlàg-Prozesses genauso für
làglàd Prozesse gelten, kann der Beweis übernommen werden.86 KAPITEL 6. GROßINVESTORVERMÖGENSDYNAMIK
sich D
Ti+1
Ti := Dn;tTi+1
Ti auch durch
D
Ti+1
Ti =1ATi+1
n
L(Ti;Ti+1 )   L(Ti;Ti) + L(Ti+1;Ti+1)   L(Ti+1;Ti+1 )
o
+ 1A{Ti+1 fL(Ti;Ti+1)   L(Ti;Ti)g
wiedergeben und durch Addition von
0 = 1ATi+1fL(Ti;Ti+1)   L(Ti;Ti)g   1ATi+1fL(Ti;Ti+1)   L(Ti;Ti)g
zu
D
Ti+1
Ti = 1ATi+1
n
L(Ti;Ti+1 )   L(Ti;Ti+1) + L(Ti+1;Ti+1)   L(Ti+1;Ti+1 )
o
+ fL(Ti;Ti+1)   L(Ti;Ti)g
= 1ATi+1
n
L(Ti+1;Ti+1)   L(Ti+1;Ti+1 )
o
  1ATi+1 fL(Ti;Ti+1)   L(Ti;Ti+1 )g
+ L(Ti;Ti+1)   L(Ti;Ti)
= L((1A)Ti+1;Ti+1)   L((1A)Ti+1;Ti+1 )
  L(1ATi+1Ti;Ti+1)   L(1ATi+1Ti;Ti+1 )
+ L(Ti;Ti+1)   L(Ti;Ti)
umformen. Nach Satz 5.15 und der sich an den Satz anschließenden Folgerung
(5.19) und weil, wenn   die linksstetige Version von  bezeichnet, nach Satz
5.12
X
Ti2t
n
L(Ti;Ti+1)   L(Ti;Ti)  !
Z t
0
L( s;ds)
ucp gilt, da die Summe das nicht-lineare Integral eines  -Approximators  n
ist (mit  n !   punktweise), folgt
lim
n!1
X
Ti2t
n
D
Ti+1
Ti =
Z t
0
L((1A)s;ds)  
Z t
0
L((1A )s;ds) +
Z t
0
L( s;ds):
Wegen der Zeitadditivität von L, im Sinne von (5.9) auf S. 65, gilt
Z t
0
L((1A)s;ds)  
Z t
0
L((1A )s;ds) =
Z t
0
L(s;ds)  
Z t
0
L( s;ds);
so dass sich die Aussage des Lemmas ergibt. 6.3. VERMÖGENSDYNAMIKZERLEGUNG 87
Es folgt nun die Realwertdynamikzerlegung und daraus die Vermögens-
dynamikzerlegung in Satz 6.10. In ihrer Gestalt ist die Vermögensdynamik-
zerlegung nur eine kleine Verallgemeinerung der Zerlegung zu der Bank und
Baum durch Anwendung der Itô-Wentzell-Formel gelangt sind.8 Im Unter-
schied zu [6] muss  kein Semimartingal sein, sondern nur als vorhersehbarer
Prozess wohldeﬁnierter quadratischer Variation vorausgesetzt werden.
Satz 6.8 („Realwertdynamik“). Sei P 1-glatt im Sinne der Deﬁnition 6.3
und das durch L(#;t) :=
R #
0 P(x;t)dx gegebene L sei ein zahmer Integrator
im Sinne der Deﬁniton 5.10. (Das ist z.B. der Fall wenn P Aktienpreis im
Sinne der Deﬁnition 6.5 und L der zu P zugehörige Realwert (Def. 6.5) ist.)
Sei  ein vorhersehbarer Prozess mit wohldeﬁnierter quadratischer Variation
im Sinne der Deﬁnition 5.4.
Dann existiert ein adaptierter Prozess Bt derart, dass für jede feine die
-Doppelsprünge enthaltende Stoppzeiten-Zerlegungsfolge (~ n)n2N
X
Ti2~ t
n
B
n;tTi+1
Ti
ucp gegen Bt konvergiert, wenn Bn;tTi+1
Ti den Term aus der Deﬁntition 6.1
B
n;tTi+1
Ti :=
(
P(Ti+1;Ti+1 )(Ti+1   Ti+1 ), falls Ti+1 -Linkssprung ist,
P(Ti+1;Ti+1)(Ti+1   Ti) andernfalls
bezeichnet.9
8Vgl. [6], Lemma 3.2, S. 7.
9Werden die Bestände nur zu den diskreten Zeitpunkten T1;T2;::: verändert und ist
0 der Anfangsbestand des Bankkontos, dann erfüllt (;) die zeitdiskrete Selbstﬁnanzie-
rungsbedingung, wenn der Bankkontoprozess  durch t := 0 
P
Ti2~ t
n Bn;tTi+1
Ti festgelegt
wird (d.h. es gilt dann für jede zu den diskreten Zeitpunkten Ti stattﬁndenden Transak-
tion: Kontoveränderung   Transaktionswertpapierpreis  Transaktionsmenge = 0).88 KAPITEL 6. GROßINVESTORVERMÖGENSDYNAMIK
Es gilt folgende Formel:
L(t;t) = L(0;0) + Bt +
Z t
0
L(s;ds)
 
1
2
Z t
0
P
0(s;s)d[]
c
s
+
X
0<st
L(s;s )   L(s ;s )   P(s;s )
 s
+
X
0s<t
L(s+;s)   L(s;s)   P(s+;s)
+s:
(6.3)
Beweis. Sei (~ n)n2N eine feine die -Linkssprünge enthaltende Zerlegungs-
folge auf [0;T]. Mit N1;N2;::: seien im Folgenden unendliche N-Teilmengen,
die als Teilfolgenindexmengen dienen sollen, bezeichnet. Eine beliebige Teil-
folge (~ n)n2N1 (N1  N) ist dann ebenfalls fein und enthält die -Linkssprünge.
Durch geeignete, aufgrund der ucp-Konvergenz (6.2) mögliche, Wahl von
N2  N1 gilt für fast alle ! 2 
 die in t gleichmäßige Konvergenz von
X
ti2t
n
D
ti+1
ti (!)
mit n := ~ n(!) (n 2 N2) und ti := Ti(!), so dass der durch
It(!) := lim
n!1
X
ti2t
n
D
ti+1
ti (!)
erklärte Prozess I der Integralprozess
R 
0 L(s;ds) ist (naturgemäß bis auf Un-
unterscheidbarkeit).
Sei ein „typisches“ ! (also für das obiges gilt) fest gewählt. Mit der wei-
teren Zuordnung
z(;) := P(;;!); y(;) := L(;;!); xs := s(!)
gilt, dass
D
ti+1
ti (!) =
8
> <
> :
y(xti;ti+1 )   y(xti;ti) + y(xti+1;ti+1)   y(xti+1;ti+1 );
falls ti+1 x-Linkssprung ist,
y(xti;ti+1)   y(xti;ti) andernfalls
ist, xs quadratische Variation entlang (n) im Sinne der Deﬁnition 1.4 besitzt
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Mit der Erweiterung der Zeitmenge [0;T] um die x-Linkssprünge zu [0;T]
und mit den Standarderweiterungen x := x, y := y und n 7! n des Kapi-
tels 4 hat X
ti2t
n
D
ti+1
ti (!)
die einfache Darstellung
 I
n
t :=
X
ti2t
n
y(xti;ti+1)   y(xti;ti)
(t 2 [0;T]) mit limn!1  In
t = It(!) =:
R t
0 y(xs;ds) gleichmäßig in t 2 [0;T].
Der Beweis geht nun zunächst weiter, wie der Beweis des Lemmas 2.2
auf S. 18 f. beginnt: Da a radonsch ist, gibt es endliche Teilmengen G =
G(0;t)  S  und F = F(0;t) der Links- bzw. Rechtssprungzeiten von x
mit X
s2[0;t]nG[F
(xs)
2  
0:
G und F induzieren die endlichen t
n-Teilmengen G0(n;0;t) und F 0(n;0;t)
wie in Deﬁnition 2.1
 und Lemma 2.2
. Die Summen
P
,
P
1,
P
2 und
P
3
sollen die in Deﬁnition 2.1
 festgelegte, von t 2 [0;T] und 0 abhängige Be-
deutung haben.
Wegen t0 = 0 und ti+1 = t für alle n gilt für die Teleskopsumme
Tn;t :=
X
ti2t
n
y(xti+1;ti+1)   y(xti;ti) = y(xt;t)   y(x0;0):
Sie hat eine Darstellung Tn;t =  In
t +Jn
t mit  In
t :=
P
ti2t
n y(xti;ti+1) y(xti;ti)
und Jn
t :=
P
y(xti+1;ti+1) y(xti;ti+1). Diese Terme lassen sich aufgrund der
2-Glätte von y im Hinblick auf Bemerkung 2.10
 wie folgt umformen:
y(xt;t) = y(x0;0) + Tn;t
= y(x0;0) +  In
t + Jn
t
= y(x0;0) +  In
t +
X
1
y(xti+1;ti+1)   y(xti;ti+1)
+
X
2
y(xti+1;ti+1)   y(xti;ti+1)
+
X
3
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= y(x0;0) +  In
t +
X
1
y(xti+1;ti+1)   y(xti;ti+1)
+
X
2
y(xti+1;ti+1)   y(xti;ti+1)
+
X
3
y0(xti;ti+1)(xti+1   xti)
+
1
2
X
3
y00(xti;ti+1)(xti+1   xti)2
+
X
3
R(xti;xti+1;ti+1)
= y(x0;0) +  In
t +
X
1
y(xti+1;ti+1)   y(xti;ti+1)
+
X
2
y(xti+1;ti+1)   y(xti;ti+1)
+
X
y0(xti;ti+1)(xti+1   xti)
 
X
1
y0(xti;ti+1)(xti+1   xti)
 
X
2
y0(xti;ti+1)(xti+1   xti)
+
1
2
X
3
y00(xti;ti+1)(xti+1   xti)2
+
X
3
R(xti;xti+1;ti+1)
= y(x0;0) +  In
t +
X
1
y(xti+1;ti+1)   y(xti;ti+1)   y0(xti;ti+1)(xti+1   xti)
+
X
2
y(xti+1;ti+1)   y(xti;ti+1)   y0(xti;ti+1)(xti+1   xti)
+
X
(y0(xti;ti+1)   y0(xti+1;ti+1))(xti+1   xti)
+
1
2
X
3
y00(xti;ti+1)(xti+1   xti)2
+
X
3
R(xti;xti+1;ti+1)
+
X
y0(xti+1;ti+1)(xti+1   xti)
= y(x0;0) +  In
t +
X
1
y(xti+1;ti+1)   y(xti;ti+1)   y0(xti;ti+1)(xti+1   xti)
+
X
2
y(xti+1;ti+1)   y(xti;ti+1)   y0(xti;ti+1)(xti+1   xti)
+
X
1
(y0(xti;ti+1)   y0(xti+1;ti+1))(xti+1   xti)
+
X
2
(y0(xti;ti+1)   y0(xti+1;ti+1))(xti+1   xti)
+
X
3
(y0(xti;ti+1)   y0(xti+1;ti+1))(xti+1   xti)
+
1
2
X
3
y00(xti;ti+1)(xti+1   xti)2
+
X
3
R(xti;xti+1;ti+1)
+
X
y0(xti+1;ti+1)(xti+1   xti)6.3. VERMÖGENSDYNAMIKZERLEGUNG 91
= y(x0;0) +  In
t +
X
1
y(xti+1;ti+1)   y(xti;ti+1)   y0(xti;ti+1)(xti+1   xti)
+
X
2
y(xti+1;ti+1)   y(xti;ti+1)   y0(xti;ti+1)(xti+1   xti)
+
X
1
(y0(xti;ti+1)   y0(xti+1;ti+1))(xti+1   xti)
+
X
2
(y0(xti;ti+1)   y0(xti+1;ti+1))(xti+1   xti)
 
X
3
y00(xti;ti+1)(xti+1   xti)2
 
X
3
~ R(xti;xti+1;ti+1)(xti+1   xti)
+
1
2
X
3
y00(xti;ti+1)(xti+1   xti)2
+
X
3
R(xti;xti+1;ti+1)
+
X
y0(xti+1;ti+1)(xti+1   xti)
= y(x0;0) +  In
t +
X
1
y(xti+1;ti+1)   y(xti;ti+1)   y0(xti+1;ti+1)(xti+1   xti)
+
X
2
y(xti+1;ti+1)   y(xti;ti+1)   y0(xti+1;ti+1)(xti+1   xti)
 
1
2
X
3
y00(xti;ti+1)(xti+1   xti)2
+
X
3
R(xti;xti+1;ti+1)
 
X
3
~ R(xti;xti+1;ti+1)(xti+1   xti)
+
X
y0(xti+1;ti+1)(xti+1   xti):
(6.4)
Die dritte Summe in (6.4) liegt nach Lemma 2.9
 in -Nähe von
Z t
0
y
00(xs;s)d[x;x]
c
s:
Die erste und zweite Summe konvergieren in n gegen die endlichen Summen
X
s2G
y(xs;s)   y(xs ;s)   y
0(xs;s)
 xs
und X
s2F
y(xs+;s)   y(xs;s)   y
0(xs+;s)
+xs;
wobei G die zu G  S  gehörigen Standardwerte aus S enthält. Ist 0 nur
klein genug, so liegen diese Summen in -Nähe zu den Sprungsummen
X
0<st
y(xs;s)   y(xs ;s)   y
0(xs;s)
 xs92 KAPITEL 6. GROßINVESTORVERMÖGENSDYNAMIK
und X
0s<t
y(xs+;s)   y(xs;s)   y
0(xs+;s)
+xs
(s. Bem. 2.11 (i) und (iii)).
Da die isotone Funktion r : R+ ! R+ in 0 rechtsstetig mit r(0) = 0 ist (s.
Bemerkung 2.10
), kann 0 > 0 so klein gewählt werden, dass 2r(20)jtj  
ist. Für
X
3 R(xti;xti+1;ti+1) =
X
ti2t
nnG0(n;0;t)[F0(n;0;t)
R(xti;xti+1;ti+1)
ist für hinreichend große n



X
3 R(xti;xti+1;ti+1)


 
X
2 r(2
0)(xti+1   xti)
2  2r(2
0)j
tj;
da gemäß Lemma 2.7

lim
n!1supfjxti+1   xtij : ti 2 
t
n n G
0(n;
0;t) [ F
0(n;
0;t)g  
0
und jt
n j ! jtj; da t
n
vag ! t (die Schlussweise aus der Fußnote 1 auf S. 47).
0 kann auch noch so klein gewählt werden, dass sich für große n
j
X
3
~ R(xti;xti+1;ti+1)(xti+1   xti)j 
X
3 ~ r(2
0)(xti+1   xti)
2  2~ r(2
0)
t
ergibt, so dass sich auch

 
X
3
~ R(xti;xti+1;ti+1)(xti+1   xti)

  < 
rechtfertigen lässt (vgl. Fußnote 2 auf S. 48).
Mit der schon gesehenen Konvergenz von  In
t (gleichmäßig in t), erzwingen
die besprochenen Konvergenzen in (6.4) die in t gleichmäßige Konvergenz von
X
y
0(xti+1;ti+1)(xti+1   xti) =
X
z(xti+1;ti+1)(xti+1   xti)
für n ! 1.6.3. VERMÖGENSDYNAMIKZERLEGUNG 93
D.h. es konvergiert der Term
X
ti2t
n
B
n;tti+1
ti (!) =
X
ti2t
n
Z
ti+1
ti
mit
Z
ti+1
ti :=
8
> <
> :
z(xti+1;ti+1)  0 + z(xti+1;ti+1 )(xti+1   xti) = z(xti+1;ti+1 )(xti+1   xti);
falls ti+1 2 S;
z(xti+1;ti+1)(xti+1   xti) andernfalls
(ti 2 t
n).
Da N1 als beliebige unendliche N-Teilmenge vorgegeben war, folgt, dass
die Formel (6.3) gilt, wobei
X
Ti2~ t
n
B
n;tTi+1
Ti
ucp gegen
Bt := L(t;t)   L(0;0)  
Z t
0
L(s;ds) +
1
2
Z t
0
P
0(s;s)d[]
c
s
 
X
0<st
L(s;s )   L(s ;s )   P(s;s )
 s
 
X
0s<t
L(s+;s)   L(s;s)   P(s+;s)
+s
konvergiert. 
Deﬁnition 6.9 (Selbstﬁnanzierende Handelsstrategie). Sei P Aktienpreis
und (t;t) Großinvestorhandelsstrategie im Sinne der Deﬁnitionen 6.5 und
6.6. Die Strategie heißt selbstﬁnanzierend, wenn t = 0 Bt mit B aus dem
vorhergehenden Satz ist.
Die Deﬁnition ist die zeitstetige Version der zeitdiskreten Selbstﬁnanzie-
rungsbedingung (vgl. Fußnote 9 auf S. 87).
Satz 6.10. Ist (t;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1) Die Vermögensdynamik (s. Def. 6.6) lässt sich wie folgt zerlegen:
Vt = V0 +
Z t
0
L(s;ds)
 
1
2
Z t
0
P
0(s;s)d[]
c
s
+
X
0<st
L(s;s )   L(s ;s )   P(s;s )
 s
+
X
0s<t
L(s+;s)   L(s;s)   P(s+;s)
+s:
2) Stets ist Vt  ~ Vt := V0+
R t
0 L(s;ds), d.h. die drei letzten Terme stellen
Kosten dar.
3) Ist  ein adaptierter stetiger FV-Prozess, dann vereinfacht sich die
Vermögensdynamik zu
Vt = ~ Vt = V0 +
Z t
0
L(s;ds):
Beweis. 1) ergibt sich mit V0 = L(0;0) + 0 und t = 0   Bt aus dem
vorhergehenden Satz.
2) folgt wegen der Isotonie von P im ersten Argument: Für den Term
 1
2
R t
0 P 0(s;s)d[]c
s direkt ersichtlich und für die Sprungterme nach der Um-
formung
L(s;s )   L(s ;s )   P(s;s )
 s =
Z s
s 
P(x;s )   P(s;s )dx
und
L(s+;s)   L(s;s)   P(s+;s)
+s =
Z s+
s
P(x;s)   P(s+;s)dx:
3) ergibt sich daraus, dass die in 2) betrachteten Terme für FV bzw.
stetige  verschwinden. 
Bemerkung 6.11. Für den im ersten Argument aﬃnen Aktienpreis, der für
c > 0 durch P(#;t) = (1+c#)P(0;t) gegeben ist, und eine selbstﬁnanzierende
Handelsstrategie (t;t) mit stetigem  wird Vt durch
V
n
t := L(t;t) + 0  
X
Ti2t
n
P(Ti+1;Ti+1)(Ti+1   Ti)6.3. VERMÖGENSDYNAMIKZERLEGUNG 95
angenähert. Aus (6.4) (S. 91) folgt daher
V
n
t = L(0;0) + 0 +  I
n
t  
c
2
X
Ti2t
n
(Ti+1   Ti)
2:
Da  In
t gegen
R t
0 L(s;ds) konvergiert, bedeutet dies, dass die Kosten explodie-
ren bzw. dass eine sinnvolle Vermögensfunktion nicht deﬁnierbar ist, wenn 
entlang (n) keine endliche quadratische Variation besitzt. 
Bemerkung 6.12. Wenn  linksstetige Version des càdlàg Semimartin-
gals + ist, dann existieren auch die Prozesse t 7!
R t
0 P(s;s)d+
s und t 7!
[
R 
0 P(s;ds);+]t. Bt ergibt sich dann, da  keine Linkssprünge hat, als Limes
von
P
P(Ti+1;Ti+1)(Ti+1  Ti) (s. Def. von Bn;t in Def. 6.1 (S. 79) bzw. auf
S. 87). Umformen dieser Summe und Anwendung der Taylorformel mit an-
schließendem Grenzübergang ergibt Bt =
R t
0 P(s;s)d+
s +[
R 
0 P(s;ds);+]t+ R t
0 P 0(s;s)d[+;+]c
s +
P
(P(s+;s)   P(s;s))+s. Mit dieser Darstellung
von Bt ist schnell zu sehen, dass die Gleichung (6.3) auf S. 88 mit der Darstel-
lung des realisierbaren Aktienbestandswerts L(t;t) im Beweis von Lemma
3.2 auf S. 7 in Bank und Baum [6] (dort die erste Gleichung im Beweis)
übereinstimmt. 
Deﬁnition 6.13 (Vermögensprozess modulo Transaktionskosten). Im Hin-
blick auf den vorhergehenden Satz wird der Prozess ~ Vt := V0+
R t
0 L(s;ds) als
Vermögensprozess modulo Transaktionskosten bezeichnet.96 KAPITEL 6. GROßINVESTORVERMÖGENSDYNAMIKTeil III
Approximation durch stetige
FV-Prozesse
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In den Kapiteln 7 und 8 wird auf Grundlage der nicht-linearen stochas-
tischen Integration im Wesentlichen untersucht, ob es einem Großinvestor
durch und trotz Beschränkung auf marktschonende Strategien gelingt, zu
fast gleichen Kosten, die gleichen Auszahlungsproﬁle (sogar die gleichen Ver-
mögensprozesse) zu erzeugen, die er mit beliebigen vorhersehbaren endlich
quadratvariierenden Prozessen10 modulo Transaktionskosten erzeugen kann.
Im siebten Kapitel wird diese Frage in einem Finanzmarkt ohne Überra-
schungen erörtert. Der Aktienpreis kann zwar springen, aber große Sprünge
erfolgen zu angekündigten Stoppzeiten, so dass der Investor gewarnt ist. Es
zeigt sich, dass man in diesem Fall recht nah an dem ursprünglichen Modell
von Bank und Baum ist, in dem die Aktienpreisprozesse stetig sind.
Durch das Zulassen von angekündigten Sprüngen lassen sich einerseits
„reale“ Spezialitäten wie Börsenschlusszeiten, Aktionärsversammlungen, etc.
modellieren.
Andererseits lassen sich einfache Prozesse, z.B. reine Sprungprozesse, stu-
dieren (etwa im Vergleich zu ihren zeitdiskreten Analoga, die für Marktscho-
nung weniger Spielraum lassen).
Zudem lässt sich die Rolle der Stetigkeit der Aktienpreisprozesse in einer
etwas anderen Perspektive sehen: Die Eigenschaft, die der Großinvestor von
der Stetigkeit benötigt, ist gerade die Überraschungslosigkeit (d.i. die An-
kündigung großer Sprünge).
In Kapitel 8 wird die Untersuchung auf Finanzmärkte mit Überraschun-
gen, das Herzstück des zweiten Teils, ausgedehnt. Die Sprünge des Aktien-
preisprozesses werden nicht mehr als angekündigt vorausgesetzt. Stattdessen
wird in geeigneter Weise angenommen, dass die p-ten Momente der Sprünge
stets existieren und dass der Investor selbst die Verlustfunktion l(x) = jxjp
verwendet, um seinen erwarteten Verlust zu bestimmen. Unter diesen und
ansonsten gleichen Voraussetzungen wie in Kapitel 7 kann der Großinvestor
unter Einsatz marktschonender Strategien die gleichen Vermögensprozesse
modulo Transaktionskosten (insbesondere gleiche Pay-Oﬀs modulo Trans-
aktionskosten zum Endzeitpunkt T) zu fast gleichen Kosten (bei beliebig
10Genauer etwas stärker: vorhersehbaren làglàd Prozessen.100
kleinem erwarteten l-gewichtetem Verlust) erreichen, wie bei Verwendung
vorhersehbarer quadratvariierender (sogar làglàd) Strategien.
In Kapitel 9 werden im Anschluss an Bank und Baum [6] Bedingungen
aufgezeigt, unter denen der Großinvestor Pay-Oﬀs eines Kleininvestors ap-
proximierend replizieren kann. Eine No-Arbitrage-Betrachtung beschließt das
Kapitel.Kapitel 7
Illiquide, ohne Überraschungen
7.1 Vorbereitungen
In den Deﬁnitionen 7.7 bzw. – eleganter – 7.7’ wird ein Aktienpreis ohne
Überraschungen deﬁniert. Zunächst wird sich mit „relativ großen“ Sprüngen
beschäftigt.
Ist P Aktienpreis i.S.d. Def. 6.5, dann ist P 1-glatt i.S.v. Def. 6.3, und
das bedeutet insbesondere pfadweise Gleichmäßigkeit im Sinne des Lemmas
2.7 und der Bemerkung 2.8 auf S. 25. Daher ist deﬁnierbar:
Deﬁnition 7.1 (Großsprung). Sei P Aktienpreis, n 2 N, ;K > 0 und
t 2 [0;T]. s 2 (t;T] heißt n-ter (;K;!)-Großsprung nach t, wenn mit
^ P
K
s (!) := sup
jxjK
jP(x;s;!)j
gilt:
K ^ P
K
s (!) 

2
;
und es existieren paarweise verschiedene s1;:::;sn 1 2 (t;s) mit
K ^ P
K
si (!) 

2
(i = 1;:::;n   1):
Die pfadweise Gleichmäßigkeit impliziert auch, dass f.a. Pfade nur endlich
viele (;K;!)-Großsprünge aufweisen. Für  Stoppzeit auf [0;T] gibt es daher
eine Stoppzeitenfolge (n)n2N und für fast alle ! eine natürliche Zahl l(!)
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so, dass 1(!);:::l(!)(!) die l(!) (;K;!)-Großsprünge nach (!) sind, so
dass gilt
(!) < 
1(!) < 
2(!) < ::: < 
l(!)(!)  T f.s. (7.1)
und

l(!)(!)  
l(!)+1(!) = 
l(!)+2(!) = ::: = T f.s. (7.2)
Deﬁnition 7.2. Die Stoppzeiten n aus (7.1) und (7.2) heißen die (;K)-
Großsprünge (nach ), m ist der m-te (;K)-Großsprung nach .
Deﬁnition 7.3. Sei  ein vorhersehbarer làglàd-Prozess. Dann wird durch


t := supfjs j _ jsj _ js+j : 0  s  tg
ein adaptierter aufsteigender càdlàg Prozess deﬁniert.
Ist K 2 N gegeben, dann ist durch
Kt := K _ d

te
ein adaptierter aufsteigender càdlàg Prozess mit Werten in N deﬁniert1.
Für fast alle ! gibt es nur endlich viele (;Kt(!))-Großsprünge (d.h. s 2
[;T] mit Ks(!) ^ P Ks(!)
s (!)  
2)
~ 
1(!) < ~ 
2(!) < :::
auf ((!);T], weil fast alle t(!) làglàd sind und T < 1 ist. Daher gibt
es zu vorhersehbarem làglàd-Prozess  und K 2 N auch eine aufsteigende
Stoppzeitenfolge
~ 
1; ~ 
2;::: (7.3)
mit der Eigenschaft
(!) < ~ 
1(!) < ~ 
2(!) < ::: < ~ 
l(!)(!)  T
und
~ 
l(!)(!) < ~ 
l(!)+1(!) = ~ 
l(!)+2(!) = ::: = T
für fast alle !, so dass für fast alle !: ~ m(!) < T ) ~ m(!) ist der m-te
(;Kt(!))-Großsprung.
1de ist „nächstgrößere ganze Zahl“: für  2 [0;1) ist dn + e := n + 1.7.1. VORBEREITUNGEN 103
Deﬁnition 7.4. Die Stoppzeiten ~ n aus (7.3) heißen die (;Kt)-Großsprünge
(nach ), ~ m heißt der m-te (;Kt)-Großsprung nach .
Deﬁnition 7.5. Eine Stoppzeit  auf [0;T] heißt angekündigt, wenn es eine
Stoppzeitenfolge 1 < 2 < ::: <  gibt, so dass j
f.s. !  gilt.
Deﬁnition 7.6 (-Begleiter). Sei  Stoppzeit auf [0;T],  ein làglàd-Prozess
auf [;T] und  > 0. Als -Begleiter von  wird der reine làglàd-Sprungprozess
  bezeichnet, der nur zu den induktiv durch 
0 :=  und

m := inffs 2 (
m 1;T] : js    
m 1+j   oder js+    
m 1+j  g(m 2 N)
deﬁnierten Stoppzeiten springt und für den gilt:
 
m = 
m,  
m+ =
(

m+, falls j
m+   
mj  ;

m andernfalls. (m 2 N0)
Der -Begleiter ist nie weiter als  von  entfernt (vgl. Abb. 7.1).
Deﬁnition 7.7. Ein Aktienpreis P heißt Aktienpreis ohne Überraschungen,
wenn für alle K  0 gilt: Für alle  > 0 ist der n-te (;K)-Großsprung i.s.d.
Def. 7.2 angekündigte Stoppzeit. (Vgl. auch elegantere Deﬁnition 7.7’.)
Bemerkung 7.8. Dann sind auch für K 2 N und damit gebildetes Kt die
(;Kt)-Großsprünge angekündigte Stoppzeiten. 
Sei K 2 R+. Das Kompaktum [ K;K] werde mit K bezeichnet. Mit
der schon eingeführten Bezeichnung ^ P K
t = sup#2K jP(#)tj lässt sich das
Sprungbetragsmaß in Anlehnung an Jacod und Shiryaev, [48], Satz 1.16, S.
69, deﬁnieren.

PjK
(!;dt;dx) :=
X
s
1f ^ PK
s 6=0g(s; ^ PK
s )(dt;dx):
Damit lässt sich die zu Deﬁnition 7.7 äquivalente Deﬁnition formulieren:
Deﬁnition 7.7’. Sei P Aktienpreis. P heißt Aktienpreis ohne Überraschun-
gen, wenn für alle K 2 R+ das Sprungbetragsmaß PjK vohersehbar ist.
Die beiden Deﬁnitionen sind äquivalent, denn die Vorhersehbarkeit von
PjK ist damit gleichbedeutend, dass die Abbildung (!;t) 7! ^ P K
t (!) P-B-
messbar ist. Dies ist zu f(!;t) : ^ P K
t (!)  g 2 P äquivalent. Nach Della-
cherie und Meyer2 ist dies, da jeder !-Schnitt dieser Menge nur endlich viele
2S. [24], S. xiii. S. Beweis zu Th. B, S. xiii f. („enumerate the jumps“).104 KAPITEL 7. ILLIQUIDE, OHNE ÜBERRASCHUNGEN
Abbildung 7.1: delta-Begleiter
Zeitpunkte enthält, damit gleichbedeutend, dass sich diese Menge auf eine
aufsteigende Folge von vorhersehbaren Stoppzeiten aufteilt. Das ist aber die
Forderung, die Deﬁnition 7.7 an P erhebt.
Lemma 7.9 (làglàd-predictable-Lemma). 1. Ist  vorhersehbar làglàd und 
angekündigte Stoppzeit auf [0;T], dann ist  2 F .
2.  sei vorhersehbar làglàd und  Stoppzeit auf [0;T]. Dann ist für  > 0
 := inffs 2 (;T] : js   s j  g
eine angekündigte Stoppzeit.
Beweis. 1.: Der zu  gestoppte Prozess  () ist vorhersehbar, weil  es
ist, und es gilt  = 

. Nach Dellacherie und Meyer [23], Th. 88 C, S. 141,
ist  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2.: Indem man von   abzieht und  betrachtet, sieht man, dass der
Graph von  Debut und Rechtsabschluss der vorhersehbaren Menge
f(!;s) 2 
  [0;T] : js(!)j  g
ist; nach [23], Bemerkung 87 (d), S. 138, ist  daher eine angekündigte Stopp-
zeit. 
Das nächste Lemma ist im Wesentlichen eine Übertragung des Lemmas
A.2 aus Bank und Baum [6], S. 17, von konstanten auf angekündigte Stoppzei-
ten, so dass sich die Beweise wesentlich nur im Mittelteil bei der Konstruktion
der Prozesse unterscheiden.
Lemma 7.10. Sei  eine Stoppzeit auf [0;T]. Sei  eine Stoppzeit auf (;T].
 werde durch  < 1 < 2 < ::: <  angekündigt. Seien Zufallsvariablen
# 2 L
0(F) und # 2 L
0(F ) gegeben. Dann ist # der Anfangswert und
# der terminale Wert eines stetigen adaptierten Prozesses
~ # = ~ #(;#;;#)
auf [;], wobei P-fast jeder Pfad von # von beschränkter Variation auf [;]
ist.
Beweis. Sei f : R ! ( 1;1) durch x 7! x
1+jxj gegeben. Nach dem Martin-
galkonvergenzsatz für zeitdiskrete Martingale konvergiert
Mk := E[f(#)jFk]
P-fast sicher und in L
1(P) gegen E[f(#)jF ] = f(#), wenn (k) die Folge
der  ankündigenden Stoppzeiten ist.
Ist eine Cauchy-Folge (gn) in einem metrischen Raum (E;m) gegeben, so
enthält sie Teilfolgen (hn), die die Eigenschaft
P
n m(hn;hn+1) < 1 haben.
Man setze etwa h1 := g1 und wenn h1;:::;hn geeignet festgelegt wurden,
wähle man hn+1 so, dass für alle j 2 N gilt: m(hn+1;hn+j)  2n, was wegen
der Cauchy-Eigenschaft möglich ist.
Daher darf angenommen werden, dass schnelle L
1(P)-Konveregenz in dem
Sinne, dass
P
k EjMk+1   M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Setze 0 :=  und #k := f 1(Mk). Betrachte die folgende „verzögerte
aﬃn-lineare hochwahrscheinliche Interpolation“:
0) ~ # behält den Wert # bis zum Zeitpunkt 1.
1) Zum Zeitpunkt 1 wird – im Allgemeinen – die Richtung geändert, so
dass ~ # die Höhe #1 in folgendem Sinn möglichst schnell erreicht: So, dass
nur höchstens mit einer P-Wahrscheinlichkeit von 1
2, die Höhe #1 noch nicht
erreicht ist, bevor der Zeitpunkt 2 gekommen ist.
2) In jedem Fall wird zum Zeitpunkt 2 – im Allgemeinen – die Rich-
tung geändert, um sogar schneller als zuvor auf die Höhe #2 zu kommen:
So schnell nämlich, dass nur höchstens mit einer P-Wahrscheinlichkeit von
1
4, die Höhe #2 noch nicht erreicht ist, bevor der Zeitpunkt 3 gekommen ist.
3 - 1) So fortfahrend. In jedem Schritt k wird die „Geschwindigkeit“ so
erhöht, dass höchstens mit P-Wahrscheinlichkeit von 1
2k die Höhe #k noch
nicht erreicht ist, bevor der Zeitpunkt k+1 gekommen ist.
Es ergibt sich auf diese Weise ein stetiger adaptierter Prozess ~ #. Die
Variation von ~ # ist durch
1 X
k=0
j#k+1   #kj  jf
 1(M1)j + j#j
+ sup
jjsupk jMkj
jf
 10()j
1 X
k=1
E
h
jMk+1   Mkj
i
beschränkt.
Da # P-fast sicher nur endliche Werte annimmt, ist supk jMkj fast sicher
strikt kleiner als 1, so dass das Supremum über jf 10()j fast sicher nur end-
liche Werte annimmt. Fast alle ~ #-Pfade sind daher von endlicher Variation
auf [;], da aufgrund der schnellen L
1-Konvergenz auch
P
E[jMk+1  Mkj]
fast sicher endlich ist.
Die Konstruktion stellt sicher, dass es für fast alle Pfade ein N 2 N gibt,7.2. HAUPTLEMMA UND APPROXIMATIONSSATZ 107
so dass ab N alle Höhen erreicht werden, bevor die Richtung geändert wird.3
Insbesondere gilt für P-fast alle ! 2 
: limt%(!) ~ #t(!) = #(!)(!). 
7.2 Hauptlemma und Approximationssatz
Hauptlemma 7.11. Sei  eine Stoppzeit auf [0;T] und  > 0. Zu jedem
vorhersehbaren làglàd Prozess  und einer Zufallsvariablen # 2 L
0(F) gibt
es einen adaptierten stetigen FV-Prozess  so, dass


 = #; P
"
sup
<tT


 

Z
(;t]
L(s;ds)  
Z
(;t]
L(

s;ds)


 
  
#
 
und 

 

 Z
(;t]
L(s;ds)  
Z
(;t]
L(

s;ds)
!

 
  
für alle t 2 (;T] gilt.
Beweis.  und  seien gegeben. K > 0 werde beliebig gewählt. Deﬁniere
Kt := K _ d
te 2 N wie in Def. 7.3. Für  2 (0;1) sei   ein -Begleiter4 von
 auf [;T].
Für jedes N 2 N wird ein adaptierter stetiger FV-Prozess N konstruiert,
der zu den (;Kt)-Großsprüngen ~ 1, ~ 2, ::: genau den Wert des Originalpro-
zesses  hat, ansonsten aber möglichst dem -Begleiter   folgt.
Konstruktion von N:
Die (;Kt)-Großsprünge ~ k und ihre Ankündiger ~ 
k 1
i lassen sich so „sor-
tieren“, dass die Folge (~ k
j) (k 2 N0, j 2 N0 [ f1g), mit ~ k 1
1 := ~ k
0 := ~ k
und ~ 0
0 := , entlang der indexikalischen Ordnung, die für Paare k
i := (k;i) 2
N0  (N0 [ f1g) durch
k < l )
k
i 
l
j 8i;j; i < j )
k
i 
k
j
3Denn das Gegenereignis, dass für 1 viele k die Höhe #k bis zum Zeitpunkt k+1
nicht erreicht wird (Ak), hat nach dem Borel-Cantelli-Lemma eine P-Wahrscheinlichkeit
von 0, da wegen der „Schnelligkeit“ von ~ # für die Ak gilt:
P
P[Ak] < 1.
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gegeben ist, aufsteigt:
 = ~ 
0 = ~ 
0
0  ~ 
0
1  :::  ~ 
0
1 = ~ 
1 = ~ 
1
0  ~ 
1
1  :::  ~ 
1
1 = ~ 
2 = ~ 
2
0  :::
Eine weitere Stoppzeitenfolge ist durch m;n, – im Wesentlichen – der n-te
 -Sprung nach ~ m und vor oder zugleich ~ m+1, gegeben:

m;n := inffs 2 (
m;n 1; ~ 
m+1] :  s 6= 0g ^ ~ 
m+1 (m 2 N0; n 2 N);
wobei m;0 := ~ m und  s := j  sj _ j+ sj ist.
Sei N 2 N. Es wird deﬁniert: 
m;0 := m;0; r
m;0 := sgn

 
m;0+   
m;0

und für s 2 [
m;0;T]: m;N;0
s := 
m;0 + N  r
m;0  (s   
m;0) (m 2 N0). Für
n 2 N wird dann deﬁniert:


m;n := inffs 2 (

m;n 1;T] : 
m;N;n 1
s =  sg ^ 
m;n;
r
m;n := sgn

 
m;n+   
m;N;n 1

m;n

und für s  
m;n:

m;N;n
s := 
m;N;n 1

m;n + N  r
m;n  (s   

m;n):
m;N;n
s ist ein aﬃn-linearer Prozess auf [
m;n;T], der auf der Höhe 
m;N;n 1

m;n
beginnt und sich von diesem Ausgangspunkt mit der Steigung N r
m;n weg-
bewegt.
m;N;0 beginnt in ~ m, also im m-ten (;Kt)-Großsprung. m;N;0 bewegt
sich von diesem Start in die Richtung  ~ m+, also dorthin wo sich die càdlàg-
Version von   schon beﬁndet. (Es kann sein, dass sich  ~ m+ gerade auf dieser
Höhe beﬁndet, dann ist die Richtung konstant (r = 0), andernfalls geht es
nach oben (r = 1) oder nach unten (r =  1); wenn r 6= 0 ist, dann ist der
Betrag der Steigung von m;N;0 gleich N.)
m;N;0 benötigt im Fall r 6= 0 gewisse Zeit, bis es die Höhe  ~ m+ erreicht.
Dies geschieht zum Zeitpunkt 
m;1, wenn   nach 
m;0 bis 
m;1 konstant den
Wert  ~ m+ annimmt, andernfalls ist 
m;1 der Zeitpunkt zu dem   zum ers-
tenmal nach der Stoppzeit 
m;0 springt.7.2. HAUPTLEMMA UND APPROXIMATIONSSATZ 109
m;N;1 beginnt auf der Höhe, den m;N;0 zum Zeitpunkt 
m;1 hat. m;N;1
bewegt sich vom Start aus in Richtung  
m;1+ mit Steigungsbetrag N (oder
konstant).
Bewegt sich m;N;1 konstant, dann ist 
m;2 der nächste  -Sprung. Bewegt
sich m;N;1 mit Steigungsbetrag N, dann kann 
m;2 der nächste  -Sprung oder
der nächste Schnittpunkt von m;N;1 und   sein. So geht es weiter.
Durch Aneinanderfügen der Prozesse m;N;n1[
m;n;
m;n+1] ergibt sich ein
adaptierter stetiger Prozess m;N auf [~ m; ~ m+1] der f.s. FV ist, weil die Va-
riation durch die Variation von   auf [~ m; ~ m+1] + j
m;N;0
~ m j beschränkt ist.
Durch Aneinanderfügen der Prozesse 0;N1[;~ 0
N], ~ #(~ 0
N;
0;N
~ 0
N
; ~ 1;~ 1),
1;N1[~ 1;~ 1
N], ~ #(~ 1
N;
1;N
~ 1
N
; ~ 2;~ 2), 2;N1[~ 2;~ 2
N], ~ #(~ 2
N;
2;N
~ 2
N
; ~ 3;~ 3), :::
ergibt sich ein adaptierter stetiger FV-Prozess N auf [;T], da es für P-
fast alle ! nur endlich viele (;Kt(!))-Großsprünge gibt, so dass fast sicher
nur endlich viele Komponenten aneinandergefügt werden müssen, um die
Konstruktion bis T durchzuführen. (Die von den vier Parametern abhängi-
gen ~ #-Prozesse existieren nach Lemma 7.11, insbesondere – im Hinblick auf
das làglàd-predictabel-Lemma 7.10 (1) – da die ~ j angekündigte Stoppzeiten
sind.)
Nachdem N nun konstruiert ist, wird zunächst untersucht, wie sich die
Sprünge der Diﬀerenzen der Itô-Integrale von  und N verhalten. Sei dazu 
eine beliebige Stoppzeit auf (;T] zu der die Diﬀerenzensprünge untersucht
werden sollen.110 KAPITEL 7. ILLIQUIDE, OHNE ÜBERRASCHUNGEN
Es gilt:
 
 

 Z
(;]
L(s;ds)  
Z
(;]
L(
N;ds)
! 
 

=
 

 
Z
(;]
L(s;ds)   
Z
(;]
L(
N;ds)
 

 
=

 L(;)   L(
N
 ;)

 
=

 L(;)   L(
N
 ;)   (L(; )   L(
N
 ; ))

 
=

 


Z 
0
P(x;)dx  
Z N

0
P(x;)dx
 
 Z 
0
P(x; )dx  
Z N

0
P(x; )dx
!

 

=
 

 
Z 
N

P(x;)dx  
Z 
N

P(x; )dx
 

 
=

 
 
Z 
N

P(x;)dx

 
 


    
N


  sup
x2[N
 ;]
jP(x;)j:
(7.4)
Wegen [N
t ;t]  [ Kt;Kt] und Def. 7.1 ist


 

 Z
(;]
L(s;ds)  
Z
(;]
L(
N;ds)
!

 
  2Kt ^ P
Kt
t :
Auf der 
-Teilmenge
(
! 2 
 : (!;t) 2 
  [0;T] n
1 [
m=1
~ 
m
)
gilt im Hinblick auf die Deﬁnition 7.4 der Großsprünge ~ m daher

 
 
 Z
(;]
L(s;ds)  
Z
(;]
L(
N;ds)
!
 
  < :
Im Hinblick auf N
~ m = ~ m gemäß der Konstruktion der N folgt also insbe-
sondere für alle t 2 (;T]:


 

 Z
(;t]
L(
N
s ;ds)  
Z
(;t]
L(s;ds)
!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N ist also ein adaptierter stetiger FV-Prozess mit dieser Eigenschaft.
Für zwei Prozesse X und Y werde für den Moment
X  Y :, P
"
sup
tT
jXt   Ytj 

2
#


2
deﬁniert. Sei A die vorhersehbare Menge aller (;Kt)-Großsprünge nach .
Es gilt dann
Z 
+
L(1A
N
s ;ds) =
Z
(;]
L(1A
N
s ;ds) =
Z
(;]
L(1As;ds);
da N auf den (;Kt)-Großsprüngen die gleichen Werte wie  annimmt, und,
da 1A{N  ! 1A{  punktweise, gilt nach Satz 5.12
Z
(;]
L((1A{
N
s );ds)
ucp  !
Z
(;]
L((1A{ );ds) 
Z
(;]
L((1A{);ds)
(da    !  ( ! 0) und damit auch 1A{   ! 1A{).
Daraus folgt
Z
(;]
L(
N
s ;ds)
Z
(;]
L((1A
N)s;ds) +
Z
(;]
L((1A{
N)s;ds)

Z
(;]
L((1A)s;ds) +
Z
(;]
L((1A{ )s;ds)

Z
(;]
L((1A)s;ds) +
Z
(;]
L((1A{)s;ds)
=
Z
(;]
L(s;ds):
Es ergibt sich demnach
P
"
sup
<tT
 

 
Z
(;t]
L(s;ds)  
Z
(;t]
L(
N
s ;ds)

 
   
#
 :
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Deﬁnition 7.12. Eine Großinvestorstrategie  heißt f.s.-zulässig, wenn es
eine von ! unabhängige Schranke K gibt, so dass für P-fast alle ! gilt, dass
der Vermögensprozess modulo Transaktionskosten ~ V 
t (!) (s. Def. 6.13) von
unten durch K beschränkt ist.
Aus dem Hauptlemma folgt der „Approximationssatz“ genauso wie in
Bank und Baum [6], S. 9, mit dem Unterschied, dass hier noch die Beschrän-
kung der Sprünge der Itô-Integral-Diﬀerenzen ausgenutzt wird:
Approximationssatz 7.13. Zu jedem vorhersehbaren làglàd Prozess  und
jedem 0 > 0 gibt es einen adaptierten stetigen FV-Prozess 0 so, dass
sup
0tT

 

Z t
0
L(s;ds)  
Z t
0
L(
0
s ;ds)

 
  
0 P-f.s.
gilt.
Insbesondere gilt: Zu jedem 0 > 0 und zu jeder f.s.-zulässigen Großin-
vestorstrategie  gibt es eine f.s.-zulässige zahme (d.h. adaptiert, stetig, FV)
Großinvestorstrategie ~  so, dass gilt:
j~ V

T   V
~ 
Tj  
0:
Beweis. Sei eine positive Nullfolge (n)n2N mit 2
P1
n=1 n  0 gegeben. Sei
0 := 0 und 0
0 := 0.
Induktionsannahme: Für n 2 N0 ist 0 auf [0;n] schon deﬁniert.
Nach dem Hauptlemma gibt es für  := n, # := 0
 und  := n+1 einen
„zahmen“ -Approximator  auf [;T] so, dass 
 = #,
P
"
sup
<tT


 

Z
(;T]
L(s;ds)  
Z
(;T]
L(

s;ds)


 
  
#
 
und

 
R
(;t] L(s;ds)  
R
(;t] L(
s;ds)

    gilt.
Mit n+1 :=  wird durch
n+1 := inf
(
t > n :


 

Z
(n;t]
L(s;ds)  
Z
(n;t]
L(
n+1
s ;ds)


 
  n+1
)
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eine Stoppzeit deﬁniert.
Induktionsschritt: Setze 0 auf (n;n+1] durch n+1 fort: 0 ist jetzt auf
[0;n+1] deﬁniert, adaptiert, stetig und FV.
Betrachte
P[n+1 < T] = P
"
sup
n<tT
 

 
Z
(n;t]
L(s;ds)  
Z
(n;t]
L(
n+1
s ;ds)

 
   n+1
#
:
Diese Wahrscheinlichkeit ist wegen
P
"
sup
<tT
 

 
Z
(;T]
L(s;ds)  
Z
(;T]
L(

s;ds)
 

   
#
 
höchstens n+1. Es folgt
P
P[n < T]  0 also daher
P
P[n < T] < 1,
woraus mit dem Borel-Cantelli-Lemma P[für 1 viele n: n < T] = 0 folgt.
Das bedeutet, dass P-fast jeder Pfad von 0 durch endlich viele Schritte der
obigen Art auf [0;T] deﬁniert ist und damit auch stetig und von beschränkter
Variation ist.
Außerdem gilt
sup
0tT


 

Z
[0;t]
L(s;ds)  
Z
[0;t]
L(
0
s ;ds)


 


1 X
n=0
sup
n<tn+1
 

 
Z
(n;t]
L(s;ds)  
Z
(n;t]
L(
n+1
s ;ds)
 

 

1 X
n=0
2n+1  
0;
aufgrund der Deﬁnition der Stoppzeiten n+1 und
 

 
 Z
(n;t]
L(s;ds)  
Z
(n;t]
L(
n+1
s ;ds)
!
 
   
n+1:
114 KAPITEL 7. ILLIQUIDE, OHNE ÜBERRASCHUNGENKapitel 8
Illiquide, mit Überraschungen
8.1 Verschiedene Qualitäten des Risikos
Für stetige Aktienpreise hatten Bank und Baum die Resultate des vorherge-
henden Kapitels schon gewonnen. Es hat sich darin gezeigt, dass man ähn-
liches erhält, wenn man stattdessen voraussetzt, dass die Aktienpreissprün-
ge angekündigt sind. Betrachtungen zu springenden Aktienpreisen können
nichts schaden, da die Annahme stetiger Preisprozesse die Wirklichkeit nicht
immer passend modelliert. Dass die Aktienpreissprünge aber angekündigt
sind, triﬀt auch nur auf recht spezielle Situationen zu: Prominentes Beispiel
sind konstante Börsenschlusszeiten, die daher jedenfalls angekündigte Stopp-
zeiten sind. Kompliziertere angekündigte Stoppzeiten könnten sich dann erge-
ben, wenn ein Händler zum Beispiel Aktionärsversammlungen oder Bilanz-
pressekonferenzen „live“ verfolgt; hierbei können sich aus der Dramaturgie
eventuell Ankündigungen für Preissprünge ergeben.
In den meisten Fällen werden jedoch auch große Sprünge plötzlich, ohne
Ankündigung stattﬁnden. Es ist daher sinnvoll, Aktienpreise mit unange-
kündigten Sprüngen daraufhin zu untersuchen, ob ein Großinvestor bei der
Replizierung eines Vermögensprozesses einerseits Transaktionskosten durch
die Wahl von stetigen FV-Strategien vermeiden kann ohne andererseits ein –
gemäß etwa seiner individuellen Nutzenfunktion – zu großes Risiko einzuge-
hen, durch plötzliche Preissprünge unkontrolliert höhere Verluste zu erleiden,
als bei Anwendung der originalen Strategie.
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Diese Untersuchung soll in den Abschnitten 8.2 und 8.3 durchgeführt
werden. Zuvor soll sich in Form eines Rückblicks auf die Beweise der Sätze
7.12 und 7.14 Klarheit über eine einfachere Approximationsaussage verschaﬀt
werden, bevor die komplizierteren Sätze 8.2 und 8.4 (in Abschnitt 8.3) for-
muliert und bewiesen werden.
Nach dem Approximationssatz des letzten Abschnitts löst im Finanz-
markt ohne Überraschungen der Großinvestor das Hedging-Problem fast si-
cher: Es verbleibt kein Risiko, dass die Replikation nicht gelingt. Aufgrund
der Ankündigung der Großsprünge (wobei in die Bestimmung, was ein großer
Sprung ist, auch die Originalstrategie  eingeht) kann er die Geschwindigkeit,
mit der er sich dem Ortswechsel der Originalstrategie anpasst, gegebenenfalls
erhöhen, so dass der Großinvestor nur Überraschungen innerhalb seines im
Zeitablauf kleiner werdenden Toleranzintervalls zu gewärtigen hat.
Um die zwar kleinen aber eventuell vielen Abweichungen schließlich in ei-
ne akzeptierte Abweichung, die aber fast sicher eingehalten wird, zu transfor-
mieren, steuert der Großinvestor die Verkleinerung der Toleranzintervalle so,
dass sich deren Größen zu höchstens der akzeptierten Abweichung summie-
ren. Da er zugleich die Möglichkeit hat, Strategien zu wählen, deren Abwei-
chungswahrscheinlichkeiten diesen summierbaren Größen entsprechen, ergibt
eine Anwendung des Lemmas von Borel-Cantelli, dass es fast sicher nur end-
lich vieler Strategiewechsel bis zum Zeitpunkt T bedarf: Damit wird f.s. eine
Strategie auf [0;T] überhaupt deﬁniert, und es gehen die Eigenschaften der
Stetigkeit und der beschränkten Variation auf die Hintereinandersetzung der
Teilstrategien über. So ergibt sich der Approximationssatz aus dem Haupt-
lemma1.
Im Hauptlemma 7.12 (mit einem festen „Toleranzrahmen“) selbst, wech-
selt der Großinvestor zu bestimmten Zeiten auf die ~ #-Prozesse, die das vor-
hergehende Lemma 7.11 bereitstellt, über, um sicher zu stellen, dass er kei-
ne Überraschungen außerhalb seines Toleranzrahmens erleidet. Würde der
Großinvestor die Großsprungwarnungen ignorieren und zu keinem Zeitpunkt
in den ~ #-Modus überwechseln, dann könnte er trotzdem eine akzeptierte Ab-
weichung 1   > 0 und eine akzeptierte Abweichungsüberziehungswahr-
1Vgl. für stetige Aktienpreise Bank und Baum [6], Bew. von Th. 4.4, S. 9, und für
Aktienpreise ohne Überraschung den Beweis des Approximationssatzes 7.14 in Kapitel 7.8.1. VERSCHIEDENE QUALITÄTEN DES RISIKOS 117
scheinlichkeit  wählen: Zu  = 0 gibt es gemäß des Beweises des Hauptlem-
mas eine Strategie  mit
P
"
sup
0tT

 

Z t
0
L(s;ds)  
Z t
0
L(

s;ds)

 
  
#
 ; (8.1)
auch dann, wenn der Investor auf einen etwaigen Wechsel zu den ~ # verzich-
tet. Das wäre eine Risikosteuerungs-Strategie im Sinne des Quantil Hedgings
(vgl. Föllmer und Leukert [34]) und der Value-at-Risk-Konzeption.
Dabei kann  auch beliebig vorhersehbar L-integrabel gewählt werden:  
ist dann im Allgemeinen kein -Begleiter, sondern ein einfach vorhersehbarer
Prozess, der als Integrand das nicht-lineare Integral mit dem Originalinte-
granden hinreichend annähert, also mit der (8.1) analogen Eigenschaft
P
"
sup
0tT


 
Z t
0
L(s;ds)  
Z t
0
L( ;ds)


  

2
#


2
:
Die Konstruktion wird dann wie auf S. 107 ﬀ. durchgeführt, aber unter Igno-
rierung der Großsprungwarnungen.
Heißt in diesem Kontext und nach Vorgabe eines  > 0 die vorhersehbare
Großinvestorstrategie  quantil-zulässig, wenn sie L-integrierbar ist und wenn
es eine Schranke K mit
P
h
9t 2 [0;T] : ~ V

t  K
i
 
gibt, dann gilt, dass es für jede quantil-zulässige Großinvestorstrategie  eine
quantil-zulässige zahme Großinvestorstrategie ~  gibt, so dass gilt:
P
h
 ~ V

T   V
~ 
T

   
i
 :
Eine Eigenschaft der Value-at-Risk-Konzeption ist, dass die Verlusthöhe
nicht berücksichtigt wird, sondern nur die Wahrscheinlichkeit eines Verlusts
überhaupt. Das kann dazu führen, dass Diversiﬁkation unter dem VaR-Maß
nicht belohnt wird: VaR ist – im Gegensatz zu AVaR (Average Value at Risk)118 KAPITEL 8. ILLIQUIDE, MIT ÜBERRASCHUNGEN
oder dem L
p-Risikomaß, das in 8.3 verwendet werden wird – nicht konvex.2
Daher soll nun die Untersuchung des Falles beginnen, in dem der Großin-
vestor über eine Nutzenfunktion verfügt, mit der er den erwarteten Nutzen
eines Verlusts bemisst. Der dazu passende Begriﬀ ist dann nicht Quantil
Hedging, sondern Eﬃcient Hedging im Sinne von Föllmer und Leukert [35].3
8.2 Probleme bei überraschenden Sprüngen
Zur Annäherung an das Problem sei der Fall betrachtet, dass ein Preisprozess
P nur einen Sprung zu einer (nicht angekündigten) Stoppzeit  auf [0;T] hat
und dass ein Kleininvestor, der nur adaptierte stetige FV-Strategien verwen-
det, den Vermögensprozess eines anderen Kleininvestors replizieren möchte,
der adaptierte càglàd-Strategien verwendet.
2Vgl. Föllmer und Schied [36], Ch. 4, S. 157 ﬀ., und Föllmer und Schied [37], insb. S.
2.
3Bezüglich der Anreizstrukturen, in denen sich die Finanzmarktteilnehmer bewegen,
spielen Principal-Agent- und ähnliche Interessenkonﬂikte eine große Rolle. Ein interessan-
ter Aspekt sind konﬂiktäre Risikobemessungen.
So mag es für einen Hedgefonds „sinnvoll“ sein, eine Risikoposition mittels eines
Value-at-Risk-Ansatzes 99%-iger Konﬁdenz zu bemessen. Z.B. könnte der Hedgefonds ein
Geschäft abgeschlossen haben, dass mit einer Wahrscheinlichkeit von 1
128 einen Verlust
von 127 Millionen Euro und mit der Wahrscheinlichkeit 127
128 einen Gewinn von 1 Millionen
Euro erwirtschaftet (indem der Hedgefonds eine siebenmalige Verdopplungsstrategie mit
einem Grundeinsatz von 1 Millionen Euro anwendet – wegen dem Tisch-Limit nicht
im Casino, aber etwa durch die Verwendung von binären Optionen am Kapitalmarkt).
Die Bemessung mit dem Value-at-Risk-Ansatz würde die „abgekochte“ Risikohaltung
widerspiegeln, dass man für eine ziemlich sichere Millionen die Möglichkeit des wirt-
schaftlichen Totalverlusts und bei dem Einsatz von Fremdkapital etwa strafbewehrte
Wiedergutmachungsklagen zu gewärtigen hat.
Für beispielsweise eine diesen (und viele weitere!) Hedgefonds (etwa als „Prime Broker“)
kreditierende Bank wäre es von Interesse, dass die Fonds solche Risiken nicht mittels eines
Value-at-Risk-Ansatzes bemessen und dass sie die Risikobemessung der Bank zugänglich
machen, wenn es darum geht, eine risikoadäquate Verzinsung festzulegen: Da sie viele
Hedgefonds-Kunden hat, wird sie sehr hohe Verluste erleiden, denen bei VaR-induzierter
Verzinsung keine entsprechend hohen Einnahmen gegenüber stehen. Die Bank wäre also
eher an einer (transparenten) Risiko-Bemessung im Eﬃcient-Hedging-Sinne interessiert,
als an einer im VaR-Sinne.8.2. PROBLEME BEI ÜBERRASCHENDEN SPRÜNGEN 119
Das Problem dem sich der Investor gegenüber sieht, besteht darin, dass
ein unangenehm großer Preissprung gerade dann auftreten kann, wenn sich
seine Strategie erheblich von der Originalstrategie unterscheidet. (Und da der
Sprung nicht angekündigt wird, kann der Investor die Angleichungsgeschwin-
digkeit nicht fallgerecht erhöhen.)
Könnte der Investor für jedes  > 0 sicher stellen, dass seine Strategie in
einem -Schlauch um die Originalstrategie verbleibt, und wäre der Sprung-
betrag durch eine Konstante K > 0 beschränkt, dann würde
E
2
4l
0
@
 Z T
0
s dPs  
Z T
0


s dPs
!+1
A
3
5
 E
"
l
 

 

Z T
0
s dPs  
Z T
0


s dPs


 

!#
 E[l( + K)] = l( + K)
;!0 ! 0
gelten, d.h. der erwartete Verlust (bemessen mit einer stetigen Nutzenfunk-
tion l mit l(0) = 0) könnte beliebig klein gehalten werden, wenn der Investor
eine Strategie der Art  des Approximationssatzes 7.14 wählt, die in einem
-Schlauch verbleibt (mit hinreichend kleinen  und ).
Beispiel mit zu großem Sprung:
Sei 
 = R+. Die Sigma-Algebra F werde von den Intervallen der Form
[i;i + 1=2) und [i + 1=2;i + 1) (i 2 N0) erzeugt.
Durch P[i;i + 1=2) = P[i + 1=2;i + 1) = 1
2  2 (i+1) ist eine Wahrschein-
lichkeit P auf F mit P[i;i + 1) = 2 (i+1) und P[L] = P[R] = 1=2 gegeben,
wobei L :=
S
i2N0[i;i + 1=2) und R :=
S
i2N0[i + 1=2;i + 1) ist.
Sei T = 2. Als Filtration auf [0;T] werde die kleinste Filtration betrachtet,
so dass der càdlàg Prozess X, der für ! 2 [i;i+1) bis t = 1+2 (i+1) Null ist
und ab (einschließlich) t = 1+2 (i+1) den Wert 2i+1 annimmt, und der càglàd
Prozess , der bis einschließlich t = 1 Null ist und ab t = 1 für ! 2 L den
Wert  1 und für ! 2 R den Wert +1 annimmt, adaptiert ist. (Vgl. Abb. 8.1.)120 KAPITEL 8. ILLIQUIDE, MIT ÜBERRASCHUNGEN
Abbildung 8.1: Zu großer Sprung
Sei 0 ein adaptierter stetiger FV-Prozess, der bis t = 1 mit  überein-
stimmend gleich Null ist und der zu einem Zeitpunkt nach t = 1 wieder den
Wert von  annimmt.
Da 0 stetig ist, ist 0
1 weder =  1 noch +1, sondern 0. Da 0 adaptiert
und stetig ist, existiert ein  2 N und  > 0 so, dass
j
0
   j  1
0 f.s.,
wenn  die durch (!) = t :, Xt(!) 6= 0 deﬁnierte Stoppzeit und
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Daraus folgt
E
"Z T
0
j
0
s   sj dXs
#
= E
2
4
X
0<sT
j
0
s   sjXs
3
5

X
i
P[[i;i + 1)]2
i+1
=
X
i
 = 1:
8.3 Hauptlemma und Approximationssatz
Durch das Beispiel des letzten Abschnitts motiviert ist folgende Deﬁnition:
Deﬁnition 8.1. Sei p  1. Der Aktienpreis P hat L
p-Sprünge, wenn mit
l(x) := jxjp für alle K  0
E
h
l

^ P
K

i
= E
"
l
 
sup
jxjK

 P
x


 
!#
< 1
für jede Stoppzeit  auf [0;T] ist.
Hauptlemma 8.2. Sei p  1 und die Verlustfunktion l durch l(x) = jxjp
gegeben. Der Aktienpreis P habe L
p-Sprünge.  sei ein vorhersehbarer làglàd-
Prozess auf [0;T].
Sei  Stoppzeit auf [0;T] und # 2 L
p(F). Sei eine weitere Zufallsvariable
~ a 2 L
p(F) sowie 0 2 (0;1) gegeben.
Dann gibt es einen adaptierten stetigen FV-Prozess 0 auf [;T] und eine
Stoppzeit  auf (;T] mit
P[ < T] < 
0 (8.2)
so, dass

0
 = # (8.3)
und
E
"
l
 
sup
<t


 

Z
(;t]
L(s;ds)  
Z
(;t]
(
0
s;ds)


 
 + ~ a
!#
 
0 + E[l(~ a)]: (8.4)122 KAPITEL 8. ILLIQUIDE, MIT ÜBERRASCHUNGEN
Beweis. Sei 00 := 0
p42p+1+2, jedenfalls „klein“. K  0 sei so groß gewählt,
dass
P[

T 
K
2
] < 
0: (8.5)
 > 0 sei so klein, dass
P[ sup
s2[0;T]
l( ^ P
K
s )  
00] < 
0: (8.6)
Die Stoppzeit
 := inffs 2 (;T] : l( ^ P
K
s )  
00g ^ T (8.7)
hängt insbesondere von K und von  ab, und 0 sei nun so klein gewählt,
dass
0 < 
0  ; (8.8)
(E[l(
0 ^ P
K
 )])
1
p 
00
E[l(~ a)] _ 1
(8.9)
und
P[ sup
<tT
j
Z
(;t]
L(s;ds)  
Z
(;t]
L( s;ds)j 
00
2
]  
00 (8.10)
gilt, wobei
  der 
0-Begleiter von  ist. (8.11)
(Die Existenz eines solchen 0 ergibt sich aus der Voraussetzung der L
p-
Sprünge des Aktienpreises P (so dass die stochastische Konvergenz domi-
niert ist und damit hinreichend für die L
p-Konvergenz ist) und der Stetigkeit
der nicht-linearen Integration, die insbesondere eine ucp-konvergierende In-
tegrandenfolge in eine ucp konvergierende Folge überführt – s. Satz 5.12.)
0 wird aus   mittels geeigneten aﬃn-linearen Überbrückungen der  -
Sprungstellen gewonnen. Die Überbrückungen müssen hinreichend große Stei-
gung haben, damit die Wahrscheinlichkeit, dass ein großer Aktienpreissprung
gerade dann stattﬁndet, wenn sich 0 nicht auf  , sondern auf einer  -Sprung-
Überbrückung beﬁndet, hinreichend klein ist (s. Abb. 8.2).
Zunächst sind weitere Stoppzeiten zu deﬁnieren.
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Abbildung 8.2: Überbrückung (gepunktet) ist hinreichend steil
i := inffs 2 (i 1;T] :    6= 0g ^ T (i 2 N).
i;0 := i (i 2 N0),
i;j := inffs 2 (i;j 1;T] : K ^ P K
s  00g ^ i+1 (i 2 N0;j 2 N).

(i+1)
i;j := fAi;j-er Ankündiger-nach-i;j von i+1g ^ i;j+1 (i;j 2 N0).4
i;j;0 := i;j (i;j 2 N0),
i;j;k := inffs 2 (i;j;k 1;T] : + s 6= 0g ^ i;j+1 (i;j 2 N0;k 2 N).
4Wobei (Ai;j) eine Doppelfolge natürlicher Zahlen ist, über deren Größen auf S. 125
geeignet verfügt wird. Die Stoppzeit 
(i+1)
i;j ist die (Ai;j)-te Ankündigung des nächsten
-Linkssprungs nach i;j.124 KAPITEL 8. ILLIQUIDE, MIT ÜBERRASCHUNGEN
i ist im Wesentlichen der „i-te  -Linkssprung nach “. i;j ist im Wesent-
lichen der „j-te (00;K)-Großsprung von P nach i vor oder zugleich i+1“.

(i+1)
i;j ist die Ai;j-te Stoppzeit aus der Stoppzeitenfolge, die die Stoppzeit
i;j _i+1 ankündigt; dass die i angekündigte Stoppzeiten sind, ergibt sich
aus dem làglàd-predictabel-Lemma 7.10. i;j;k ist im Wesentlichen der „k-te
 -Rechtssprung nach i;j vor oder zugleich i;j+1“.
Dreifach- bzw. Doppelfolgen positiver reeller bzw. natürlicher Zahlen wer-
de wie folgt deﬁniert:
c0
i;j;k := cN
i;j;k := 1
Nci;j;k (i;j;k 2 N0;N 2 N),
A0
i;j := AN
i;j := NAi;j (i;j 2 N0;N 2 N),
wobei ci;j;k (und damit c0
i;j;k) so festgelegt werden soll, dass gilt:
(i) ci;j;k+1  ci;j;k=2 (i;j;k 2 N0);
(ii) P[i;j;k+1 < i;j;k + ci;j;k;i;j;k < i;j;k+1]  
00
i;j;k;
(iii) Mit hi;j;k := K ^ P
K
i;j;k1[i;j;k<i;j;k 1+ci;j;k 1;i;j;k 1<i;j;k] :
(E[l(hi;j;k)])
1
p  
00
i;j;k
mit einer Dreifachfolge positiver reeller Zahlen 00
i;j;k, die
X
i;j;k2N0

00
i;j;k 
00
2
(8.12)
erfüllt.
(ii) ist erfüllbar, weil sich die Stoppzeiten i;j;k aufgrund dessen, dass fast
jeder Pfad des 0-Begleiters   nur endlich viele Sprünge hat, fast sicher nicht
häufen.
(iii) ist aus einer Aussage der Form (ii) ableitbar, weil P L
p-Sprünge hat
und daher majorisierte Konvergenz in P-Ws. hinreichend für L
p-Konvergenz
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Abbildung 8.3: Hinreichend kleine Wahl von ci;j;k
Die Zahlen Ai;j (und damit A0
i;j) sollen so groß gewählt werden (s. Abb.
8.3), dass gilt
(i) P[i;j+1 2 [
(i+1)
i;j ;i+1);
(i+1)
i;j < i;j+1]  
00
i;j;
(ii) h

i;j := K ^ P
K
i;j1[i;j2[
(i+1)
i;j 1;i+1);
(i+1)
i;j 1<i;j] : (E[l(h

i;j)])
1
p  
00
i;j
mit einer Doppelfolge positiver reeller Zahlen 00
i;j, die
X
i;j2N0

00
i;j 
00
2
(8.13)
erfüllt.
Die Wahl der Ai;j ist wiederum möglich, da sich die i;j f.s. nicht häu-
fen (dies würde durch die Annahme, dass es  > 0 und 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P[i;j+1 2 [i;j;i+1)] >  erfüllen würden, mittels eines Borell-Cantelli-
Arguments konterkariert), und wegen der L
p-Sprünge von P.
Eine für später wichtige Bemerkung ist, dass die Inklusion
f(!;s) 2 
  [0;T] : K ^ P
K
s (!)  
00 und 
0
s(!) 6=  s(!)g 
[
i;j;k2N0
Ci;j;k [ Di;j
gilt, mit
Ci;j;k := [[i;j;k]] \ 
(1[i;j;k<i;j;k 1+ci;j;k 1;i;j;k 1<i;j;k])  [0;T]
und
Di;j := [[i;j]] \ 
(1[i;j2[
(i+1)
i;j 1;i+1);
(i+1)
i;j 1<i;j])  [0;T];
wobei Doppelstrichklammern den Übergang von einer Stoppzeit auf ihren Gra-
phen und 
 die Projektion von 
  [0;T] auf 
 anzeigt.
Ausgehend von dem 0-Begleiter   wird nun der zahme Prozess 0 auf
[;T] deﬁniert. Die eben deﬁnierten Stoppzeiten werden als Grenzen der In-
tervalle benötigt, auf denen diese Deﬁnitionen erfolgen.
Sei N 2 N. Konstruktion von 0 := N:
0
 := #.
Annahme: i 2 N0 und 0 schon auf [;i] deﬁniert und dort zahm.
Annahme: j 2 N0 und 0 auch schon auf [i;i;j] deﬁniert und auf [;i;j]
zahm.
Annahme: k 2 N0 und 0 auch schon auf [i;j;i;j;k] deﬁniert und auf
[;i;j;k] zahm.
Für s 2 [0;i;j;k+1   i;j;k] wird deﬁniert:

0
i;j;k+s := 
0
i;j;k +
 i;j;k+   0
i;j;k
c0
i;j;k=2
(s ^ c
0
i;j;k=2):8.3. HAUPTLEMMA UND APPROXIMATIONSSATZ 127
Abbildung 8.4: Gesamtkonstruktion des Approximators nach Satz 8.2 und
8.4
Annahme: j 2 N0 und 0 auch schon auf [i;j;
(i+1)
i;j ] deﬁniert und auf
[;
(i+1)
i;j ] zahm.
Für s 2 [0;i;j+1   
(i+1)
i;j ] wird deﬁniert:

0

(i+1)
i;j +s := ~ #(
(i+1)
i;j ;
0

(i+1)
i;j
;i+1;  i+1)s;
wobei ~ # in Abhängigkeit von den vier Parametern wie in Lemma 7.11 deﬁ-
niert wird.
Die Konstruktion von 0 verläuft etwas epischer ausgedrückt wie folgt:5
0 sei schon konstruiert bis zu dem  -Rechtssprung i;j;k. Von der Höhe 0
i;j;k
aus bewegt sich 0 in Richtung  i;j;k+ und zwar gesteuert durch die Wahl
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von ci;j;k so schnell, dass die Wahrscheinlichkeit, relativ lange Zeit relativ
weit von   entfernt zu sein, hinreichend klein ist.
Die nächste Richtungsänderung von 0 erfolgt zum Zeitpunkt i;j;k+1 (wenn
der Zeitpunkt 
(i+1)
i;j nicht vor her liegt). 0 bewegt sich nach der Richtungs-
änderung erneut in Richtung  , genauer in Richtung  i;j;k+1+.
Zum Zeitpunkt 
(i+1)
i;j wird die Warnung vor dem nächsten  -Linkssprung
zum ersten Mal nach i;j nicht mehr ignoriert und 0 begibt sich in den durch
die Konstruktion des Lemmas 7.11 gesteuerten Modus, der mittels einer dis-
kreten Martingalkonstruktion immer hinreichend aktuell auf die neuesten
Erwartungen bezüglich Zeit und Ort des nächsten  -Linkssprungs reagiert.
Die Steuerung durch die Ai;j hat zum Ziel, dass die Wahrscheinlichkeit,
dass dieser Bewegungsmodus verlassen werden muss, bevor der Linkssprung
erfolgt ist, hinreichend klein ist. Passiert es doch, nämlich dadurch, dass es
zu einem  -Rechtssprung zum Zeitpunkt i;j+1 kommt, wird wie gehabt ver-
fahren, d.h. 0 bewegt sich hinreichend schnell in Richtung  i;j+1+. Kann der
Bewegungsmodus ungestört bis zu dem angekündigten  -Linkssprung zum
Zeitpunkt i+1 aufrecht erhalten werden, dann ist zu diesem Zeitpunkt die
Richtung so zu ändern, dass sich 0 hinreichend schnell zu der Höhe  i+1+
bewegt.
Da sich die Stoppzeiten i;j;k und 
(i+1)
i;j , zu denen ein 0-Richtungswechel
erfolgen kann, nicht häufen und da 0 auch im Bewegungsmodus des Lemmas
7.11 zahm ist, führt die Konstruktion zu einem zahmen Prozess 0 auf [;T].
Es soll nun gezeigt werden, dass es ein N 2 N und eine Stoppzeit  gibt,
so dass, mit 0 = N, die Stoppzeit  und der Prozess 0 die Eigenschaften
(8.2) bzw. (8.4) haben (wobei 0
 = # (8.3) schon klar ist).
Da N in N punktweise und von jj +  dominiert gegen   konvergiert,
folgt nach Satz 5.12 für N ! 1
Z
(;t]
L(
N
s ;ds)
ucp !
Z
(;t]
L( s;ds);
so dass durch Wahl eines hinreichend großen N (im Hinblick darauf, dass  8.3. HAUPTLEMMA UND APPROXIMATIONSSATZ 129
gemäß (8.10) schon hinreichend approximierend gewählt wurde)
P
"
sup
<tT
 

 
Z
(;t]
L(s;ds)  
Z
(;t]
L(
0
s;ds)
 

   
00
#
 
0 (8.14)
erreicht werden kann.
Für die Stoppzeit
 :=  ^ 1 ^ 2 (8.15)
mit
1 := inffs 2 (;T] : 

s 
K
2
g ^ T; (8.16)
2 := inffs 2 (;T] : j
Z
(;s]
L(s;ds)  
Z
(;s]
L(
0
s;ds)j  
00g ^ T (8.17)
und  aus (8.7) gilt aufgrund (8.15) und der an K gestellten Bedingung (8.5),
dass P[ < T] < 0, also (8.2) gilt.
(8.4) bleibt noch zu zeigen:
Aufgrund der Konstruktion von 0 lässt sich für fast jedes ! 2 
 im
Hinblick auf die „Inklusions-Bemerkung“ (S. 126) die folgende Feststellung
treﬀen:
Ist s 2 [0;(!)] ein (00;K;!)-Großsprung und 0
s(!) 6=  (!), dann gilt
js(!)   
0
s(!)j ^ P
K
s (!) 
X
hi;j;k(!) +
X
h

i;j(!): (8.18)
Nach (7.4) auf S. 110 gilt

 


 Z
(;]
L(s;ds)  
Z
(;]
L(
0
s;ds)
!
 


 j   
0
j sup
x2[0
;]
j
P(x;)j
 j   
0
j ^ P
K
 :
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Aufgrund der Deﬁnition von , (8.11) und (8.18) folgt daraus mit hi;j; := h
i;j
sup
<t


 

Z
(;t]
L(s;ds)  
Z
(;t]
L(
0
s;ds)


 

 
00 + j(
Z
(;]
L(s;ds)  
Z
(;]
L(
0
s;ds))j
 
00 + j   
0
j ^ P
K


8
> > <
> > :
00 + 0 ^ P K
 auf [0
 =  ]
00 +
P
hi;j;k auf [K ^ P K
  00]
00 + 00 auf [K ^ P K
 < 00]
 2
00 + 
0 ^ P
K
 +
X
i;j2N0
k2N0[fg
hi;j;k:
Daraus folgt


 
 sup
<t


 

Z
(;t]
L(s;ds)  
Z
(;t]
L(
0
s;ds)


 
 + ~ a


 
 

 2
00 + 
0 ^ P
K
 +
X
hi;j;k + ~ a

 :
Unter Zuhilfenahme der erweiterten Minkowskischen Ungleichung folgt
 
E
"
l
 
sup
<t

 


Z
(;t]
L(s;ds)  
Z
(;t]
L(
0
s;ds)

 

 + ~ a
!#!1=p
 (E[l(2
00 + 
0 ^ P
K
 +
X
hi;j;k + ~ a)])
1=p
 (E[l(2
00)])
1=p + (E[l(
0 ^ P
K
 )])
1=p + (E[l(
X
hi;j;k)])
1=p + (E[l(~ a)])
1=p
 (E[l(2
00)])
1=p + (E[l(
0 ^ P
K
 )])
1=p +
X
(E[l(hi;j;k)])
1=p + (E[l(~ a)])
1=p:
(8.20)
Um
E
"
l
 
sup
<t
 

 
Z
(;t]
L(s;ds)  
Z
(;t]
L(
0
s;ds)
 

  + ~ a
!#
 
0 + E[l(~ a)]
zu zeigen, genügt es nach (8.20)
E :=

(E[l(2
00)])
1=p + (E[l(
0 ^ P
K
 )])
1=p +
X
(E[l(hi;j;k)])
1=p + (E[l(~ a)])
1=p
p
 
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zu zeigen.
Wegen
E   E[l(~ a)] =
X
n+m+q+r=p
n;m;q;r2N
(E[l(2
00)])
n
p(E[l(
0 ^ P
K
 )])
q
p(
X
(E[l(hi;j;k)])
1
p)
r(E[l(~ a)])
m
p
+ E[l(2
00)] + E[l(
0 ^ P
K
 )] + (
X
(E[l(hi;j;k)])
1
p)
p
 
0;
(8.21)
ist dies der Fall, denn (8.21) ist, aufgrund der Voraussetzung 00 = 0
p42p+1+2
und (8.9) sowie (8.12) und (8.13) bequem erfüllt. 
Deﬁnition 8.3. Sei p  1. Eine Großinvestorstrategie  heiße L
p-zulässig
(im Folgenden kurz: zulässig), wenn es eine Schranke K  0 gibt, so dass
für alle t 2 [0;T] gilt:
E[l((~ V

t )
 )]  K:
Approximationssatz 8.4. Sei p  1 und die Verlustfunktion l durch l(x) =
jxjp gegeben. Der Aktienpreis P habe L
p-Sprünge.  sei ein vorhersehbarer
làglàd-Prozess auf [0;T].
Dann gibt es zu jedem positiven  einen adaptierten stetigen FV-Prozess
0 auf [0;T] so, dass
E
"
sup
0tT
l
 Z
[0;t]
L(s;ds)  
Z
[0;t]
L(
0
s;ds)
!#
 :
Insbesondere gibt es zu jedem  > 0 und zu jeder zulässigen Großinves-
torstrategie  eine zulässige zahme Großinvestorstrategie ~ , so dass gilt:
E[l(~ V

T   V
~ 
T)]  :
Beweis. Setze n := 1
2n. Induktiv: Wenn
E
"
sup
0tn 1
l
 Z
[0;t]
L(s;ds)  
Z
[0;t]
L(
0
s;ds)
!#
 
n 1 + 
n 2 + ::: + 
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ist, dann ist mit
~ a := sup
0tn 1
 

 
Z
[0;t]
L(s;ds)  
Z
[0;t]
L(
0
s;ds)
 

 
im Hinblick auf das Hauptlemma
E
"
sup
0tn
l
 Z
[0;t]
L(s;ds)  
Z
[0;t]
L(
0
s;ds)
!#
 E
"
l
 
sup
n 1<tn
 

 
Z
(n 1;t]
L(s;ds)  
Z
(n 1;t]
L(
0
s;ds)

 
  + ~ a
!#
 
n + E[l(~ a)]
 
n + 
n 1 + ::: + 
1;
wobei P[n < T] < n ist.
Daraus folgt
E
"
sup
0tn
l
 Z
[0;t]
L(s;ds)  
Z
[0;t]
L(
0
s;ds)
!#
  8n
und für P-fast alle ! 2 

sup
0tn(!)
l
 Z
[0;t]
L(s;ds)(!)  
Z
[0;t]
L(
0
s;ds)(!)
!
pktw.  ! sup
0tT
l
 Z
[0;t]
L(s;ds)(!)  
Z
[0;t]
L(
0
s;ds)(!)
!
:
Mit dem Satz von der dominierten Konvergenz folgt daraus
E
"
sup
0tT
l
 Z
[0;t]
L(s;ds)  
Z
[0;t]
L(
0
s;ds)
!#
 :
Kapitel 9
Replikation von
Kleininvestor-Pay-Oﬀs
In diesem Kapitel wird eine Eigenschaft des Aktienpreises P aufgezeigt, die
hinreichend dafür ist, dass es Großinvestorstrategien gibt, deren Vermögen-
sprozess den Kleininvestorvermögensprozess beliebig gut approximiert. Zum
Schluss wird u.a. mit Hilfe eines interessanten Resultats aus Strasser [90] ein
No Arbitrage-Argument aus Bank und Baum [6] auch auf den Fall mit Über-
raschungen angewendet.
Im Folgenden wird als selbstﬁnanzierende Kleininvestorstrategie ein vor-
hersehbarer làglàd Prozess t zusammen mit einem Anfangskapital v bezeich-
net.
9.1 Vorbereitungen
Zunächst werden Eigenschaften von làglàd Pfaden formuliert1:
(i) Eine Familie von làglàd-Funktionen p# : [0;T] ! R, t 7! p#
t , heiße
gleichmäßig stetig/làglàd, wenn für alle t 2 [0;T] die Funktionen # 7! p#
t
stetig sind und für alle  > 0 ein  > 0 existiert, so dass für alle t 2 [0;T] die
Implikation j#   #0j <  ) jp#
t   p#0
t j <  gilt.
1Sie werden benötigt, um über die Existenz von t mit
R t
0 px
t dx = t (bei gegebener
Kleininvestorstrategie t) hinaus, auch sicherzustellen, dass t làglàd ist, wenn t es ist.
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(ii) Die Familie habe positiven Null-Abstand, wenn für alle # das Inﬁmum
 p# := inft2[0;T] p#
t > 0 ist.
(iii) Eine làglàd-Familie heiße gleichmäßig surjektiv, wenn es für alle
K  0 ein ~ # 2 R gibt, so dass für alle t: p
~ #
t  K gilt.
Familien p, die die Eigenschaften
(i) und (ii) und für die # 7!
Z #
0
p
x
t dx Eigenschaft (iii) (9.1)
hat, erhalten in folgendem Sinn die làglàd-Eigenschaft:
Lemma 9.1. Gilt für eine Familie p mit den Eigenschaften (9.1), eine mess-
bare Funktion t und eine messbare Funktion t die Gleichung
Z t
0
p
x
t dx = t;
dann ist  làglàd, wenn  es ist.
Beweis. Sei  làglàd. Ist  nicht làglàd, dann gibt es a) eine Folge ti % t
mit ti % 1 oder es gibt b) zwei Folgen si % t und ti % t so, dass si ! #1
und ti ! #2, wobei #1 < #2.
Im Fall a) folgt aufgrund der glm. Surjektivität ti =
R ti
0 px
ti dx ! 1, so
dass  nicht làglàd ist, so dass also der Fall b) gelten muss.
Im Fall b) gilt, aufgrund dessen, dass p glm. stetig/làglàd ist und positiven
Null-Abstand hat,
t    si =
Z si
0
p
x
si dx !
Z #1
0
p
x
t  dx 2
und
t    ti =
Z ti
0
p
x
ti dx !
Z #2
0
p
x
t  dx
so dass
0 =
Z #2
#1
p
x
t  dx 
Z #2
#1
 p
x dx > 0;
2Wegen limsi%t
R si
0 px
si dx =
R limsi
0 (limpx
si)dx, wegen Majorisierung.9.1. VORBEREITUNGEN 135
ein Widerspruch.
Analoge Fälle a’) und b’) ergeben sich für Folgen si und ti, die von rechts
gegen t 2 [0;T] konvergieren3. 
Deﬁnition 9.2. Sei durch P #
t ein Aktienpreis P im Sinne der Deﬁnition 6.5
(S. 84 f.) gegeben. P heiße durch P 0
t bestimmt, wenn es eine vorhersehbar-
làglàd-Familie p gibt, deren Pfade die Eigenschaften (9.1) haben, derart dass
P
#
t = P
#
0 +
Z t
0
p
#
s dP
0
s
gilt.
Satz 9.3. Sei P(#;t) ein durch P 0
t bestimmter Aktienpreis. Sei (;v) eine
selbstﬁnanzierende Kleininvestorstrategie. Dann gibt es einen vorhersehbaren
làglàd Prozess  so, dass
Z t
0
s dP
0
s =
Z t
0
L(s;ds) f.s.
gilt.
Beweis. Aufgrund der Surjektivität von # 7!
R #
0 px
s(!)dx kann ein Mea-
surable Selection-Theorem4 herangezogen werden, um auf die Existenz eines
vorhersehbaren Prozesses  mit
Z s
0
p
x
s dx = s P 
 d[P
0]s-f.s.
zu schließen5.
Nach Lemma 9.1 erbt s die làglàd-Eigenschaft von s.
Nach dem Satz von Fubini für stochastische Integrale6 gilt für
L(#;t) =
Z #
0
P(x;t)dx =
Z #
0

P
x
0 +
Z t
0
p
x
s dP
0
s

dx f.s.
3Im Hinblick auf limsi&t
R si
0 px
si dx =
R limsi
0 (limpx
si)dx =
R limsi
0 px
t+ dx.
4S. Dellacherie und Meyer [23] Th. 82 im Anhang zu Kap. III, S. 161.
5Vgl. Bank und Baum [6], Bew. von Th. 4.9, S.12.
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die Gleichheit
Z t
0
L(s;ds) =
Z t
0
 Z s
0
p
x
s dx
!
dP
0
s f.s.;
also
R t
0 L(s;ds) =
R t
0 s dP 0
s f.s. 
9.2 Replikation von Kleininvestorvermögen
Deﬁnition 9.4 (F.s.-approximativ replizierbar). Sei  vorhersehbar làglàd
und v 2 R, so dass (;v) selbstﬁnanzierende Kleininvestorstrategie ist. Ht = R t
0 sdP 0
s +v heißt durch den Großinvestor fast sicher-approximativ replizier-
bar, wenn es zu jedem  > 0 Großinvestorstrategien (bestehend aus einem
Anfangskapital 0 2 R und einem vorhersehbaren quadratvariierenden Pro-
zess ) gibt, so dass

0 = v und sup
t2[0;T]

 Ht   V

t

    P-f.s.
Satz 9.5. Ist der Aktienpreis P durch P 0 bestimmt, dann gilt:
Wenn (t;v) eine làglàd Kleininvestorstrategie ist, dann ist
Ht =
Z t
0
sdP
0
s + v
durch den Großinvestor fast sicher approximativ replizierbar, wenn P Akti-
enpreis ohne Überraschungen ist.
Beweis. Nach Satz 9.3 gilt, wenn P durch P 0 i.S.d. Def. 9.2 bestimmt
ist,
R t
0 sdP 0
s =
R t
0 L(s;ds) f.s., wobei  vorhersehbarer làglàd Prozess ist.
Im Hinblick auf den Approximationssatz 7.14 gilt, wenn P Aktienpreis ohne
Überraschungen ist,
sup
t2[0;T]
j
Z t
0
L(s;ds)  
Z t
0
L(

s;ds)j   f.s.;
so dass die Behauptung im Hinblick auf Def. 9.4 aus Ht =
R t
0 L(s;ds) + v
und V 
t =
R t
0 L(
s;ds) + v (s. Satz 6.10, S. 93 f.) folgt. 9.2. REPLIKATION VON KLEININVESTORVERMÖGEN 137
Deﬁnition 9.6 (Quantil-approximativ replizierbar). Sei  vorhersehbar und
v 2 R, so dass (;v) allgemeine Kleininvestorstrategie ist. Ht =
R t
0 s dP 0
s +
v heißt durch den Großinvestor quantil-approximativ replizierbar, wenn es
zu jedem  > 0 Großinvestorstrategien (bestehend aus einem Anfangskapital
0 2 R und einem vorhersehbaren quadratvariierenden Prozess ) gibt, so
dass

0 = v und P
"
sup
t2[0;T]

 Ht   V

t

 
#
 :
Satz 9.7. Ist der Aktienpreis P durch P 0 bestimmt, dann gilt:
Wenn (t;v) eine beliebige vorhersehbare Kleininvestorstrategie ist, dann
ist
Ht =
Z t
0
s dP
0
s + v
durch den Großinvestor quantil-approximativ replizierbar.
Beweis. Ergibt sich wie Satz 9.5 aus Satz 9.3 und Satz 6.10, hier im Hin-
blick auf Def. 9.6 und die Approximationsaussage (8.1), S. 117. 
Deﬁnition 9.8. Sei  vorhersehbar làglàd und v 2 R, so dass (;v) ei-
ne selbstﬁnanzierende Kleininvestorstrategie ist. Ht =
R t
0 s dP 0
s + v heißt
durch den Großinvestor eﬃzient-approximativ replizierbar, wenn es zu jedem
 > 0 Großinvestorstrategien (bestehend aus einem Anfangskapital 0 2 R
und einem vorhersehbaren quadratvariierenden Prozess ) gibt, so dass mit
l(x) := jxjp mit p  1

0 = v und E
"
sup
t2[0;T]
l

Ht   V

t

#
 :
Satz 9.9. Ist der Aktienpreis P durch P 0 bestimmt, dann gilt:
Wenn (t;v) eine làglàd Kleininvestorstrategie ist, dann ist
Ht =
Z t
0
s dP
0
s + v
durch den Großinvestor eﬃzient-approximativ replizierbar, wenn der Aktien-
preis L
p-Sprünge hat.
Beweis. Ergibt sich wie Satz 9.5 aus Satz 9.3 und Satz 6.10, hier im
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9.3 Satz zur Arbitragefreiheit
P werde wieder im Sinne der Def. 9.2 durch P 0 bestimmt. Die Menge der zu
P äquivalenten Wahrscheinlichkeitsmaße bezüglich der P 0 ein Lokalmartingal
ist, P, ist dann genau die Menge der P-äquivalenten Wahrscheinlichkeits-
maße bezüglich der alle P # simultan Lokalmartingale sind.
Satz 9.10. P werde durch P 0 bestimmt und es sei P 6= ;. Der Großinves-
tor verwende nur solche vorhersehbare selbstﬁnanzierende làglàd Strategien 
für die
(A)
R 
0 L(s;ds) ist von unten beschränkt (d.h.  ist f.s.-zulässig im Sinne
der Def. 7.13)
oder
(B) es gibt ein P 2 P derart, dass
(i) E
hR T
0 L(s;ds) 
i
< 1 (erfüllt, wenn  „L
p-zulässig bezüglich P“ ist)
und
(ii) liminfn!1 E
hR n
0 L(s;ds)  1[n<1]
i
= 0
gilt, wobei die Stoppzeitenfolge (n)n2N0 durch
0 := 0; n := inf

t  0 :
Z t
0
L(s;ds)   n

(n 2 N) (9.2)
gegeben ist.
Dann hat der Großinvestor keine Arbitragemöglichkeiten.
Beweis. Sei  eine vorhersehbare làglàd Strategie. Deﬁniere den vorher-
sehbaren Prozess  durch
t :=
Z t
0
p
x
t dx:
Wie im Beweis von Satz 9.3 folgt mit dem Satz von Fubini für stochastische
Integrale Z t
0
L(s;ds) =
Z t
0
s dP
0
s :
(1) Bezüglich jedem Maß aus P gilt: Ist das Lokalmartingal
R t
0 L(s;ds)
von unten beschränkt, dann ist es ein Supermartingal. (Benötigt, falls  die9.3. SATZ ZUR ARBITRAGEFREIHEIT 139
Bedingung (A) erfüllt.)
(2) Erfüllt  Bedingung (B), so gibt es P 2 P bezüglich diesem P 0
Lokalmartingal ist und auch (i) und (ii) aus (B) erfüllt sind. Nach Lemma
9.11 (s.u.) gilt daher, dass
R t
0 L(s;ds) P-Supermartingal ist.
Mit (1) (falls  (A) erfüllt) oder (2) (falls  (B) erfüllt) kann man nun wie
in Bank und Baum [6], Beweis von Th. 3.3, S. 8, folgern: Wegen Vt  ~ Vt =
V0 +
R t
0 L(s;ds) (vgl. Satz 6.10) ist E[VT]  E[~ VT]  E[V0]. Da P  P
ist, folgt, dass P[VT  V0] = 1 und P[VT > V0] > 0 zusammen nicht gelten
können,  also keine Arbitragestrategie ist. 
Lemma 9.11 (E. Strasser, 2003). Sei S ein Lokalmartingal und sei H ein
S-integrabler vorhersehbarer Prozess. Sei darüberhinaus (n)n2N0 die durch
(9.2) deﬁnierte Stoppzeitenfolge.
Das stochastische Integral X = H S ist genau dann ein Supermartingal,
wenn
liminf
n!1 E
h
X
 
n1[n<1]
i
= 0 und E
h
X
 
T
i
< 1:
Die Beschäftigung mit Charakterisierungen bzw. hinreichenden Bedin-
gungen der Non-Arbitrage geht bis auf die Anfänge der Mathematical Fi-
nance zurück. Für liquide Marktmodelle sind wichtige Ergebnisse zu ﬁnden
in Cox und Ross [18], Harrison und Kreps [44] und Harrison und Pliska [45];
später besonders die Arbeiten von Delbean und Schachermayer7.
Föllmer und Schied geben eine geometrische Charakterisierung arbitrage-
freier einperiodischer Modelle.8 Musiela und Rutkowski [73] geben – anknüp-
fend insbesondere an Harrison und Kreps und Harrison und Pliska – einen
Überblick über das Fundamental Theorem of Asset Pricing im endlichen Fall.
Für illiquide Marktmodelle war wohl Jarrow der erste, der sich mit Non-
Arbitrage-Bedingungen beschäftigte (im Zeitdiskreten).9 Darauf durch Ap-
proximation aufbauend formuliert Bierbaum10 Bedingungen für den zeitsteti-
gen Fall. Den Weg über die Itô-Wentzell-Formel für ortsparameterabhängige
7Vgl. [22] m.w.N.
8S. [36], Ch. 1.5, S. 26 ﬀ.
9Vgl. [49].
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Semimartingalfamilien gehen dann erstmals Bank und Baum11.
11S. [5] und [6].Anhang: Raue Pfade
Die Deﬁnition und ihre Motivation
Zwischen dem pfadweisen Itô-Kalkül und der von Terry Lyons entwickelten
Theorie der rauen Pfade bestehen einige Querverbindungen. Zwischen dem
pfadweisen Itô-Wentzell-Kalkül und den rauen Pfaden bestehen, zumindest
auf den ersten hier geworfenen Blick, weniger Verbindungen. Nichtsdesto-
trotz ist die Theorie der rauen Pfade so interessant, dass man mit einer die
pfadweisen Betrachtungen des ersten Teils abschließenden Bemerkung Be-
zug auf sie nehmen sollte. (Die Bemerkung ist nur zu lang geraten und ist
daher im Anhang untergebracht worden.) Die Bemerkung beschränkt sich
im Wesentlichen auf Beispiele und sollte nur als eine Abrundung des sans
probabilités-Teils angesehen werden.12 Eine Theorie rauer unstetiger Pfade
steht noch aus. Alle rauen Pfade sind stetig.
Sei V ein durch j  j normierter Banachraum. Die algebraischen Tensor-
produkte13 V 
ak := V 
a:::
aV (k Kopien von V ) seien ebenfalls normiert,
durch j  jk, und zwar so, dass j  j1 := j  j und die Kompatibilitätsbedingung
j 
 jk+l  jjkjjl; 8 2 V

ak; 8 2 V

al
gilt. Die Vervollständigung des algebraischen Tensorprodukts (die eventuell
für unendlichdimensionales V nötig wird) bezüglich der gegebenen Normen
wird mit V 
k bezeichnet.
12Entsprechend basieren die Veranschaulichungen auf dem R1, obwohl die Theorie der
rauen Pfade besonders auch für die mehrdimensionalen Pfade viel zu sagen hat (vgl. Lyons
und Qian [63], S. 7).
13Vgl. Kowalski [53], 11. Kapitel - Multilineare Algebra -, S. 286 ﬀ.
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Für jedes n 2 N wird die „truncated“ Tensoralgebra T (n)(V ) durch
T
(n)(V ) =
n X
k=0
V

k; V

0 = R;
mit einer Multiplikation (Tensorprodukt) nach Art der Polynommultiplika-
tion, außer, dass sie nach n „abgeschnitten“ ist, versehen: D.h. für ; 2
T (n)(V ) mit
 = (
0;
1;:::;
n); = (
0;
1;:::;
n)
sind die Komponenten von  =  
  durch

k =
k X
j=0

j 
 
k j; k = 0;1;:::;n
gegeben.
T (n)(V ) werde durch j  j, gegeben durch
jj =
n X
i=0
j
ij
normiert. Es gilt mit dieser Norm j 
 j  jjjj.
Deﬁnition. 1. Sei T > 0. Mit  werde der Simplex auf dem reellen Intervall
[0;T],  := f(s;t) : 0  s  t  Tg bezeichnet. Die Menge der stetigen
Abbildungen X :   ! T (n)(V ) („Pfade“),
(s;t) 7! Xs;t = (X
0
s;t;X
1
s;t;:::;X
n
s;t); mit X
k
s;t 2 V

k
werde mit C(;T (n)(V )) bezeichnet.
2. Die Teilmenge der Pfade für die X0
s;t  1 für alle (s;t) 2  gilt, werde
mit C0(;T (n)(V )) bezeichnet.
3. Die Pfade aus C0(;T (n)(V )) für die desweiteren die Chen-Identität
Xs;t 
 Xt;u = Xs;u 8(s;t);(t;u) 2 
gilt, heißen multiplikativ.143
4. Sei p  1. Der Pfad X 2 C0(;T (n)(V )) besitzt ﬁnite p-Variation,
wenn für i = 0;:::;n
sup
D
X
l
jX
i
tl 1;tlj
p
i < 1
ist, wobei sich das Supremum über alle endlichen Zerlegungen von [0;T] er-
streckt. Die C0(;T (n)(V ))-Teilmenge der Pfade mit endlicher p-Variation,
wird mit C0;p(;T (n)(V )) bezeichnet.
5. Sei p  1 und [p] 2 N die größte natürliche Zahl, die kleiner oder
gleich p ist. X 2 C0;p(;T ([p])(V )) heißt rauer Pfad der Rauheit p, wenn er
multiplikativ ist.
Denkt man an Abbildungen x : [0;T] ! V , dann wäre man geneigt
sie dann als raue Pfade von Rauheit p zu bezeichnen, wenn sie endliche p-
Variation i.S.v. supD
P
l jxtl 1;tljp < 1, mit xs;t := xt  xs, besitzen. Die dar-
überhinausgehende algebraische Forderung der Multiplikativität erhält ihren
Sinn dadurch, dass raue Pfade i.S.v. Lyons14 bzw. Lyons und Qian nicht nur
Pfade im herkömmlichen Sinn sind, sondern Pfade, für die eine „Integrati-
onstheorie“ besteht: „Roughly speaking, a rough path is such a continous
path for which we have an integration theory, and therefore from which a
sequence of iterated path integrals may be constructed.“15 Der raue Pfad in
diesem Sinn besteht aus den Komponentenpfaden Xk
s;t von [0;T] nach V 
k,
die für die k-te Iteration stehen.
Iteration als Konstruktionsprinzip16 zu wählen, ist sehr ökonomisch. Inte-
griert wird zunächst nur das, was selbst Integrationsergebnis ist. Im Picard-
Lindelöfschen Existenzsatz zeigt das Verfahren aber schon seine Kraft: Die
Existenz von Lösungen von Diﬀerentialgleichungen. Tatsächlich gelingt es
Lyons auf ähnlichem Wege die Existenz von Lösungen (rauer Pfad Y ) von
Gleichungen der Form dYt = f(Yt)dXt für raue Pfade X zu zeigen (obwohl,
anders als in der Integrationstheorie der Semimartingale,
R
f(Y )dX im allge-
meinen für raue Pfade nicht existiert). (Das zentrale Ergebnis von [63] ist das
14Vgl. [62].
15[63], S. 28.
16Es ist ja ein mathematisches Konzept par excellence. Es gibt dazu auch einige in-
teressante mathematische Seitenarme, bei denen alles gleichsam aus dem Nichts entsteht
(bspw. die Erzeugung der Zahlen in Conway [16] oder die Iteration simpler Unterscheidun-
gen, die einen speziellen logischen Kalkül hervorbringen: Spencer-Brown [89], vgl. hierzu
auch Kauﬀman [51]).144 ANHANG: RAUE PFADE
„Universal Limit Theorem“17, das besagt, dass die „Itô-Abbildung“: X 7! Y ,
wobei der raue Pfad Y Lösung des Anfangswertproblems dYt = f(Yt)dXt,
(Y0 = y0) ist, stetig in p-Variationstopologie ist.)
Zwei Beobachtungen – eine algebraische18 und eine analytische – könn-
ten als Paten der Deﬁniton der rauen Pfade angesehen werden, bei der ja
einerseits Multiplikativität im Sinne der Chen-Identiät und andererseits eine
endliche p-Variation der ersten Stufe und mit jeder weiteren Iteration weitere
Glättung gefordert wird:
Der Einfachheit halber sollen die Beobachtungen für den Fall V := R
skizziert werden, d.h., es gelte 1. V 
k = R und dass die Tensormultiplikation
durch einfache Multiplikation gegeben ist, so dass die k-te Komponente von
 = 
 durch
Pk
j=0 jk j (k = 0;:::;n) gegeben ist, und 2., dass als Norm
auf V 
k jeweils der R-Absolutbetrag verwendet wird.
Die beiden Beobachtungen sind:
1. Sei [s;u] reelles Intervall und s < t < u. Die iterierten Integrale auf
den durch t gegebenen Teilintervallen
R t
s(
R v2
s dxv1)dxv2 und
R u
t (
R v2
t dxv1)dxv2
stehen zu dem iterierten Integral über das Gesamtintervall
R u
s (
R v2
s dxv1)dxv2
in folgender Beziehung19:
Z t
s
Z v2
s
dxv1

dxv2 +
Z u
t
Z v2
t
dxv1

dxv2
=
Z t
s
Z v2
s
dxv1

dxv2 +
Z u
t
Z v2
s
dxv1

 
Z t
s
dxv1 dxv2
=
Z t
s
Z v2
s
dxv1

dxv2 +
Z u
t
Z v2
s
dxv1

dxv2  
Z u
t
Z t
s
dxv1

dxv2
=
Z u
s
Z v2
s
dxv1

dxv2  
Z t
s
dxv1 
Z u
t
dxvs:
17Die Namensgebung schreiben Lyons und Qian Paul Malliavin, [64], zu.
18Die in Form eines „Shuﬄe-Produkts“ schon 1958 von Rimhak Ree im Rahmen einer
Verallgemeinerung einer Aussage von Kuo-Tsai Chen in Ree [76] untersucht wird. Chen
selbst geht es besonders auch um die geometrischen Eigenarten der iterierten Integrale
(vgl. Chen [15]).
19x soll als Integrator dienen können, z.B. von endlicher Variation sein.145
Es zeigt sich die Chen-Identität:
Z u
s
Z v2
s
dxv1

dxv2
| {z }
Ás;u
= 1 
Z u
t
Z v2
t
dxv1

dxv2
| {z }
ms;t
Át;u
+
Z t
s
Z v2
s
dxv1

dxv2  1
| {z }
Ás;t
mt;u
+
Z t
s
dxv1 
Z u
t
dxvs
| {z }
Às;t
Àt;u
:
2. Für die analytische Beobachtung werde das „Urbeispiel“ für einen rauen
Pfad der Rauheit 1 herangezogen: Es ensteht aus einer stetigen Abbildung
x : [0;T] ! R;t 7! xt endlicher Variation durch die Festlegung:
X
0
s;t := 1;X
n
s;t :=
Z t
s
X
n 1
s;u dxu (n 2 N):
Man kann Xk
s;t auch durch
Z
:::
Z
su1:::ukt
dxu1 ::: dxuk
:=
Z t
s
 Z
:::
Z
su1:::uk 1uk
dxu1 ::: dxuk 1
!
dxuk
ausdrücken. Es gilt hier, in dem Fall, dass x in nur eine reelle Dimension
abbildet, Xk
s;t =
(xt xs)k
k! . Daran kann man folgendes beobachten: Das Iterie-
ren der Integration glättet: Da x gleichmäßig stetig ist, kann angenommen
werden, dass für kleine Teilintervalle [tl 1;tl] jxtl 1;tlj < 1 ist. Bei Zunahme
von k wird der Exponent
p
k kleiner mit gegenläuﬁger Wirkung auf jxtl 1;tlj
p
k.
Trotzdem bleiben die Summen endlich:
sup
D
X
l
jX
k
tl 1;tlj
p
k = sup
D
X
l
 
jxtl 1;tljk
k!
! 1
k
= sup
D
X
l
jxtl 1;tlj
k!
1
k
 sup
D
X
l
jxtl 1;tlj < 1:
Multiplikativiät und endliche mit auf erster Stufe mit p startende und pro
Stufe abnehmende Rauheit sind die abstrakten Ingredienzien, die Lyons und146 ANHANG: RAUE PFADE
Qian für ihre Deﬁnition der rauen Pfade verwenden.
Man kann sich an dem letzten Beispiel noch einmal von der Gültigkeit der
Chen-Identität, also der Multiplikativität von X :   ! T (n)(V ) überzeu-
gen. Zusammen mit der eben angestellten analytischen Beobachtung ergibt
sich daher, dass X :   ! T (1)(V ) ein rauer Pfad der Rauheit 1 ist:
Xs;t 
 Xt;u =
 
1;xs;t;
x2
s;t
2
;:::;
xn
s;t
n!
!


 
1;xt;u;
x2
t;u
2
;:::;
xn
t;u
n!
!
=
 
1  1;1  xs;t + 1  xt;u;1 
x2
s;t
2
+ xs;t  xt;u + 1 
x2
t;u
2
;:::
!
=
 
1;xs;u;
x2
s;u
2
;:::
!
= Xs;u:
„The fact that knowing the sample paths of the Brownian motion and
its Lévy area process is enough to solve all stochastic diﬀerential equations,
as initially conjectured by H. Föllmer, is the main motivation of the rough
path approach, which was achieved in Lyons (1998).“20 Fast alle Pfade der d-
dimensionalen Brownschen Bewegung haben eine p-Variation mit p 2 (2;3).
Die zweite Iterationsstufe ist durch die Lévy area und den quadratischen Va-
riationsprozess bestimmt21. Dass man im Fall [p] = 2 nur die erste und zweite
Iterationsstufe kennen muss, ist Lyons Übersetzung von Föllmers Vermutung
in den Raue-Pfade-Kalkül:
Theorem (Lyons, Qian, 2002). Let p  1, and let X :  ! T (n)(V ) be a
multiplicative functional with ﬁnite p-variation ... If n  [p], then we may
uniquely extend X to be a multiplicative functional in T (1)(V ) which posses-
ses ﬁnite p-variation. More precisely, for any m  [p] + 1, there is a unique
continous function Xm :  ! V 
m such that
X = (1;X
1;:::;X
[p];:::;X
m;:::)
is a multiplicative functional in T (1)(V ) with ﬁnite p-variation.
20Lyons und Qian [63], S. 108. Lyons und Qian nehmen Bezug auf Lyons [62].
21S. Reininghaus [77], S. 90. Vgl. als einfache Illustration (bei der wegen Dimension 1
die Lévy area = Null ist) den nächsten Abschnitt.147
Pfadweises Itô-Kalkül als rauer Pfad
Ein Urbeispiel22 für einen „echt rauen“ Pfad (der Rauheit 2  p < 3) er-
gibt sich mit dem Calcul d’Itô sans Probabilités: Ist x : [0;T] ! R stetig
und von quadratischer Variation entlang ()n2N, so dass [x]t = [x;x]t als ein
Limes entlang (n) existiert, dann folgt aus dem pfadweisen Itô-Kalkül mit
f : R ! R;x 7! x2
2 die Existenz des Riemannsummenlimes
R t
0 xs dxs entlang
(n) und die Itô-Formel ist die Relation
R t
0 xs dxs =
x2
t [x;x]t
2 . Dabei ist [x]t
als Verteilungsfunktion des in dem Kalkül vorkommenden Radonmaßes (das
sich als Limes entlang (n) ergibt) stetig (wegen der hier vorausgesetzen Ste-
tigkeit von x) nicht fallend und  0.
Auch im Sinne Lyons und Qian ist damit eine Integrationstheorie für x
festgelegt, wenn neben den entlang der fest vorgegebenen Zerlegungsfolge (n)
vorausgesetzten Konvergenzen noch die endliche p-Variation von x im her-
kömmlichen Sinn vorausgesetzt wird (also supD
P
l jxtl 1;tljp < 1). Dann gilt
nämlich: Mit X0 : 1, X1
s;t :=
R t
s 1dxu = xt xs = xs;t und X2
s;t :=
R t
s X1
s;u dxu
=
R t
s xs;u dxu ist X :  ! T (2)(R) ein rauer Pfad. Denn:
22Vgl. auch Reininghaus [77], S. 88 f.148 ANHANG: RAUE PFADE
1.
Xs;t 
 Xt;u
=

1;xs;t;
Z t
s
xs;v dxv




1;xt;u;
Z t
s
xt;v dxv

=

1  1;1  xs;t + 1  xt;u;1 
Z t
s
xs;v dxv + xs;t  xt;u + 1 
Z t
s
xt;v dxv

=

1;xs;u;
Z t
s
xv   xs dxv + (xt   xs)(xu   xt) +
Z u
t
xv   xt dxv

=

1;xs;u;
Z t
s
xv dxv   xs(xt   xs) + (xt   xs)(xu   xt) +
Z u
t
xv dxv   xt(xu   xt)

=

1;xs;u;
Z t
s
xv dxv   xs(xt   xs) + (xt   xs)(xu   xt)
+
Z u
t
xv dxv   xt(xu   xt)   xs(xu   xs) + xs(xu   xs)

=

1;xs;u;
Z u
s
xv dxv   xs(xu   xs) + xs(xu   xs) + (xt   xs)(xu   xt)   xt(xu   xt)

=

1;xs;u;
Z u
s
xs;v dxv + xs(xu   xt) + (xt   xs)(xu   xt)   xt(xu   xt)

=

1;xs;u;
Z u
s
xs;v dxv

= Xs;u:
2.
sup
D
X
l
jX
2
tl 1;tlj
p
2 = sup
D
X
l

 
 
Z tl
tl 1
xtl 1;v dxv

 
 
p
2
= sup
D
X
l

 


x2
tl 1;tl   [xtl 1;]tl
2

 


p
2
= sup
D
X
l

 


x2
tl 1;tl   [x]tl 1;tl
2

 


p
2
 sup
D
X
l

jxtl 1;tlj
2 + j[x]tl 1;tlj
 p
2 < 1:
Verwendet wurde bei der Abschätzung, dass die Abbildungen mit endlicher
p-Variation im herkömmlichen Sinn (aber damit auch auch im Sinn von Lyons
und Qian) einen Vekrorraum bilden.149
Calcul d’Itô-Wentzell und raue Pfade
In den einleitenden Bemerkungen des Abschnitts 3.2 klingt es an:
R
y(xs;ds)
ist im allgemeinen von anderer Art als
R
f(xs)dxs. Letzteres ist bis auf ei-
ne glatte Einwirkung f ganz im Sinne des iterierten Integrals eines rauen
Pfades23. Ersteres teilt mit dem allgemeinen
R
ys dxs das Schicksal der Nicht-
Existenz, wenn nicht recht spezielle Bedingungen erfüllt sind. Trotzdem kann
y als Rauer Pfad aufgefasst werden, und mit Hilfe der Techniken, die Lyons
und Qian unter dem Titel „Path Integration along Rough Path“24 entwickeln,
kann zumindest ein glatt aus y „destillierter“ Pfad x integriert werden.
Zunächst zur (bedingten) Existenz von y als rauer Pfad der Rauheit
p 2 [2;3).
Der Banachraum V sei der Raum der reellen stetigen Funktionen auf
einem Kompaktum X  R, V = C(X;R), mit komponentenweiser Additi-
on und Skalarmultiplikation, versehen mit der Supremumsnorm. y sei eine
stetige Abbildung [0;T] ! V (T > 0). y besitze endliche p-Variation, d.h.
sup
D
X
l
jytl 1;tlj
p < 1
mit ytl 1;tl := ytl   ytl 1. Das Produkt V 
 V enthält formal die Tensoren
der zweiten Stufe25. Es besteht eine Isometrie zu dem Raum C(X  X;R)
mit komponentenweiser Addition und Skalarmultiplikation, versehen mit der
Supremumsnorm. V 
V werde mit dieser Struktur identiﬁziert. Für f;g 2 V
ist f 
 g 2 V 
 V durch
f 
 g(u;v) = f(u)g(v)
gegeben.
Vorausgesetzt werde, dass y quadratische Variation entlang einer vorge-
gebenen feinen Zerlegungsfolge (n) besitzt: Das soll hier heißen, dass
[y]t := lim
n
X
n3tit
yti;ti+1 
 yti;ti+1
23In der Tat ist im Rauen-Pfade-Kalkül Platz für hinreichend glatte Einwirkungen f
(Stichwort Eins-Form), vgl. Lyons und Qian [63], S. 110 ﬀ.
24Vgl. [63], S. 110 ﬀ.
25Vgl. Kowalski [53], 11. Kapitel, S. 286 ﬀ.150 ANHANG: RAUE PFADE
existiert und in t stetig ist. Außerdem soll gelten: j[y]tj ist nicht fallend.
Die durch Y 0  1, Y 1
s;t = ys;t und Y 2
s;t =
ys;t
ys;t [y]s;t
2 gegebene Abbildung
 ! T ([p])(V ) ist ein rauer Pfad:
Als nicht fallende Abbildung hat j[y]j endliche Variation. Die Addition und
die skalare Multiplikation von Abbildungen von endlicher p-Variation ergibt
wieder eine Abbildung endlicher p-Variation. Daher folgt aus der vorausge-
setzen endlichen p-Variation von y und aus der Kompatibilität der Normen,
dass supD
P
tl jys;t
ys;t [y]s;tj
p
2 < 1 ist und dass daher Y ﬁnite p-Variation
besitzt. Y ist auch multiplikativ, denn da [y] additiv ist gilt:
Ys;t 
 Yt;u
=
 
1;ys;t;
ys;t 
 ys;t   [y]s;t
2
!


 
1;yt;u;
yt;u 
 yt;u   [y]t;u
2
!
=
 
1;ys;t + yt;u;
yt;u 
 yt;u   [y]t;u
2
+ ys;t 
 yt;u +
ys;t 
 ys;t   [y]s;t
2
!
=
 
1;ys;u;
ys;u 
 ys;u   [y]s;u
2
!
:
Damit ist Y rauer Pfad und die die Integration entlang rauer Pfade betref-
fende Theorie von Lyons und Qian anwendbar. Insbesondere existiert ein
„Integral“ der Art Z
(Y )dY
als ein rauer Pfad der Rauheit p in T (2)(W), wenn  eine hinreichend reguläre
Eins-Form26 ist, die V nach L(V;W), wobei W ein weiterer Banachraum ist,
abbildet. Genauer wird verlangt, dass  eine Lip(
)-Eins-Form für 
 2 (2;3)
ist, d.h. es gibt stetige Abbildungen 2 : V ! L(V 
 V;W) sowie R1 :
V  V ! L(V;W) und R2 : V  V ! L(V 
 V;W) so, dass (mit 1 := )
für v 2 V und ~ v 2 V 
 V die „Taylor-Darstellung“

1(x)v = 
1(y)v + 
2(y)((x   y) 
 v) + R1(y;x)v;

2(x)~ v = 
2(y)~ v + R2(y;x)~ v
26S. Lyons und Qian [63], Def. 5.1.1, S.111.151
gilt und außerdem mit einer positiven Konstanten M:
j
i(x)j  M(1 + jxj) (i = 1;2);
jR1(y;x)jL(V;W)  Mjx   yj

 1;
jR2(y;x)jL(V 
V;W)  Mjx   yj

 2:
Es gilt 1 =  : V ! L(V;W), 2 : V ! L(V 
 V;W) und 1() 
 1() :
V ! L(V 
 V;W 
 W), 1(v) 
 1(v)(~ v) =
P
i 1(v)vi 
 1(v)^ vi, für
~ v =
P
i vi 
 ^ vi 2 V 
 V .
Der Pfad Zs;t = (1;Z1
s;t;Z2
s;t) 2 C0(;T (2)(W), der, mit Ys := Y 1
0;s, durch
Z
1
s;t = 
1(Ys)(Y
1
s;t) + 
2(Ys)(Y
2
s;t);
Z
2
s;t = 
1(Ys) 
 
1(Ys)(Y
2
s;t)
gegeben ist, ist ein fast rauer Pfad27 dem eindeutig ein rauer Pfad aus
C0(;T (2)(W)) zugeordnet ist; dieser wird als das Intergal
R
(Y )dY be-
zeichnet.
Es ist nun insbesondere möglich  so zu wählen, dass W = R (d.h.  :
V ! V ) ist. Dann ist
R
(Y )dY ein rauer Pfad in C0(;T (2)(R)). Der Pfad
(Ys) spielt die Rolle von xs, ob er aber etwa als eine Art Handelsstrategie
– die sich als glatte Funktion von Y ergibt – aufgefasst werden kann, steht
dahin.
27S. [63], Def. 3.2.1, S. 40, und Th. 3.2.1, S. 41.152 ANHANG: RAUE PFADELiteraturverzeichnis
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161162 QUELLENVERZEICHNISZusammenfassung
Die vorliegende Arbeit widmet sich der Analyse von Handelsstrategien von
Großinvestoren in illiquiden Finanzmärkten. Ein Großinvestor bewegt durch
das eigene Handeln die Preise der Wertpapiere, so dass sich eine Analyse
mit dem dadurch zustande kommenden Feedbackeﬀekt befassen muss. Der
Preisprozess wird als eine Familie von càdlàg Semimartingalen modelliert,
die in einem zusätzlichen Parameter stetig diﬀerenzierbar ist.
Ziel ist es, eine möglichst allgemeine Strategiemenge zu bestimmen, für
die eine Vermögensdynamik deﬁniert werden kann. In Peter Banks und Diet-
mar Baums Arbeit Hedging and Portfolio Optimization in Financial Markets
with a large Trader [6] wurde dies bereits für Semimartingalstrategien durch-
geführt.
Es wird zunächst nur die minimale Voraussetzung gemacht, dass die Han-
delsstrategien des Großinvestors vorhersehbare Prozesse sind. Ähnlich wie
sich in Campi und Schachermayer [12] zeigt, dass Strategien die keine endli-
che Variation aufweisen, zu explodierenden proportionalen Transaktionskos-
ten führen, zeigt sich hier, dass Strategien die keine wohldeﬁnierte endliche
quadratische Variation besitzen, zu explodierenden oder unbestimmbaren Li-
quiditätskosten führen. Der Großinvestor wird daher vorhersehbare Strategi-
en mit wohldeﬁnierter endlicher quadratischen Variation verwenden müssen.
Es wird folgendes gezeigt: Ist T > 0 ein terminaler Zeitpunkt und (
;F;P)
ein vollständiger Wahrscheinlichkeitsraum, versehen mit einer die üblichen
Bedingungen erfüllenden Filtration (Ft)t2[0;T], und ist X ein optionaler Pro-
zess auf 
[0;T], dessen realisierte Power-Variation entlang von Stoppzeiten
nicht explodiert, dann sind P-fast alle Pfade von X làglàd, d.h. in jedem Zeit-
punkt existiert der Limes von rechts und von links als Element in R.
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Folglich werden Resultate für làglàd Funktionen entwickelt, die sich, in-
spiriert von Hans Föllmers Arbeit Calcul d’Itô sans Probabilités [30], aus
der Untersuchung endlicher quadratischer Variation entlang fest vorgegebe-
ner Folgen von Zerlegungen (deren Maschenweite gegen Null strebt) ergeben.
Es geht dabei besonders um die Interaktion der làglàd Funktion x endlicher
quadratischer Variation mit einer zweiparametrigen Funktion y, die im ers-
ten „Orts“-Parameter hinreichend glatt im zweiten „Zeit“-Parameter aber nur
càdlàg ist.
Im ersten Teil wird schließlich ein „Calcul d’Itô-Wentzell sans Probabi-
lités“ formuliert und bewiesen, der die Dynamik der Verkettung y(xs;s) be-
schreibt. In einem Anhang werden Parallelen zu dem von Terry Lyons ent-
wickelten Begriﬀ der „Rough Paths“ gezogen.
Die den pfadweisen Itô-Wentzell-Kalkül vorbereitenden „sans-Probabilités“-
Ergebnisse werden noch etwas verallgemeinert: Sie sind auch dann gültig,
wenn die zugrunde liegende Zeitparametermenge kein R-Intervall ist. Durch
die Anreicherung des Zeitintervalls durch abzählbar viele Zusatzzeitpunkte
– vorstellbar als Spaltung eines Zeitpunkts in zwei – sind streng geordnete
Zeitmengen konstruierbar, die sich für die Behandlung des Zusammenspiels
von làglàd Funktionen x mit im Zeitparameter càdlàg Funktionen y(;) als
bequem erweisen.
Auf ähnliche Art wie die Herleitung des pfadweisen Itô-Wentzell-Kalküls
gelingt es dann, eine Vermögensdynamikzerlegung für wohldeﬁnierte quadra-
tische Variationsprozesse herzuleiten. Direkte Anwendung der stochastischen
Itô-Wentzell-Formel wird dabei umgangen, so dass die Voraussetzung, dass
die Handelsstrategie Semimartingal ist, entfallen kann; wohldeﬁnierte endli-
che quadratische Variation genügt.
Neben der Modellierung der Handelsstrategie durch vorhersehbare Pro-
zesse endlicher quadratischer Variation verlangt auch die Modellierung des
illiquiden Markts ein recht allgemeines Vorgehen, da an die, den Markt-
preis modellierende, Semimartingalfamilie keine Stetigkeitsforderung (ent-
lang der Zeit) gestellt wird. In der vorliegenden Arbeit wird daher ein „Zah-
mer Integrator“-Begriﬀ verwendet, der sich an Carmona und Nualart [13]
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Es wird gezeigt, dass ein zahmer Integrator die Eigenschaften eines „rechts-
stetigen nichtlinearen Integrators“ im Sinne von Christoph Kühns Arbeit
Nonlinear Stochastic Integration with a Nonsmooth Family of Integrators
[56] besitzt. Daraus folgt insbesondere, dass ein zahmer Integrator stetiges
Funktional ist, das punktweise konvergierende Integranden in gleichmäßig in
Wahrscheinlichkeit konvergierende Semimartingale überführt.
Im letzten Teil der Arbeit werden allgemeine Großinvestorstrategien durch
zahme Strategien (stetig und von endlicher Variation) approximiert. Moti-
viert ist dies durch die Vermögensdynamikzerlegung, die zeigt, dass Sprünge
und unendliche Variation zu Liquiditätskosten führen und dass bei Wegfall
der so induzierten Kostenterme nur ein nichtlineares stochastisches Integral
(mit der Handelsstrategie als Integranden) übrig bleibt.
Es wird gezeigt, dass wenn sich die Beträge der Preissprünge ankündigen
(„Finanzmarkt ohne Überraschungen“), Approximationen durch zahme Stra-
tegien derart möglich sind, dass sich die Integralprozesse fast sicher nur um
eine beliebig klein vorgebbare Schranke unterscheiden. Das bedeutet, dass
aus diesen Approximationen die gleiche Güte der Annäherungen der Inte-
gralprozesse resultiert wie im Fall stetiger Preisprozesse (für den Bank und
Baum in [6] diese Approximationsresultate erzielt haben).
Für den „Finanzmarkt mit Überraschungen“ wird der Begriﬀ des „Akti-
enpreises mit Lp-Sprüngen“ entwickelt. Es wird gezeigt, dass im Fall, dass es
unvorhersehbare Preissprünge gibt, diese aber Lp-Sprünge sind, Approxima-
tionen durch zahme Strategien derart möglich sind, dass das p-te Moment
der Integralprozessabsolutdiﬀerenz unterhalb einer beliebig klein vorgebba-
ren Schranke verbleibt.
In Anlehnung an Bank und Baum werden für die verschiedenen Fälle
Bedingungen angegeben, unter denen Großinvestoren die Auszahlungsproﬁle
von Kleininvestoren mittels der Verwendung zahmer Approximationsstrategi-
en replizieren können. In diesem Kontext kann ein Resultat von Eva Strasser
([90]) genutzt werden, um eine No Arbitrage-Aussage zu beweisen, die für
den stetigen Fall von Bank und Baum in [6] bewiesen wurde.166 ZUSAMMENFASSUNGDanksagung
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