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Abstract
Interest in developing a detailed understanding of jet plume aerodynamics has increased
significantly in recent years, for both civil (noise reduction) and military (Infra-Red signature
modelling) aerospace applications. Such flows are critically dependent on turbulence mod-
elling of the jet plume shear layer mixing. Reynolds averaged Navier Stokes (RANS) CFD
tends to overpredict while Large Eddy Simulation (LES) CFD underpredicts potential core
length. Difficulties in LES begin with the challenge of providing accurate resolution of thin
turbulent boundary layers at nozzle exit. Providing physically meaningful 3D unsteady LES
inlet conditions is a challenge in nozzle flows since turbulence at nozzle inlet experiences re-
laminarisation, which determines the boundary layer state at nozzle exit. The present thesis
addresses these challenges by developing and validating against benchmark measurements
an LES approach for nozzle/plume flows based on an advanced inlet condition treatment
and an improved level of Sub-Grid-Scale (SGS) modelling.
A technique for synthetic inlet condition generation based on a rescaling/recycling method
(R2M) for LES predictions of nozzle flows has been applied and validated in the present
work. Results reveal the benefits of this method such that self-consistent, correlated turbu-
lent structures were sustained throughout the high acceleration region associated with nozzle
convergence, with the turbulence anisotropy developing in the expected manner. The LES
results for velocity profile shape at nozzle exit are better than low Re RANS predictions.
Use of the Smagorinsky SGS closure produced level of turbulence energy at nozzle exit sig-
nificantly lesser than measured. A recently proposed SGS model by Piomelli and Guerts
(PGSGS) that defines the SGS length scale based on local turbulence quantities using a
mesh independent formulation was also applied to the nozzle flow test case with significant
improvement in the turbulence energy development through the nozzle.
The LES method is applied to a supersonic jet discharging from a rectangular convergent-
divergent nozzle. Results show that the R2M technique was able to generate realistic tur-
bulence conditions at nozzle inlet that were consistent with available measured data. Using
a carefully designed mesh and the advanced PGSGS model, turbulent structures were sus-
tained through the nozzle, enabling good prediction of the nozzle exit boundary layer state
and near field development. The improved capture of shear layer turbulence enabled better
predictions of shear layer growth, leading to improved capture of shock cell behaviour and
potential core length.
Keywords LES, Synthetic inlet condition generator, Sub-Grid-Scale model, Supersonic
jet plume development, Rectangular jet plume
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Chapter 1
Introduction
1.1 Introduction
Interest in developing a detailed understanding of jet plume aerodynamics for both
civil and military aerospace applications - embedded in a generally valid Computa-
tional Fluid Dynamics (CFD) predictive methodology - has increased significantly
in recent years. High speed (i.e. compressible flow) jet plumes, often from broadly
axisymmetric convergent propulsion nozzles, but also more complex shapes such as
rectangular convergent-divergent nozzles, occur in both civil (Figure 1.1) and mili-
tary (Figure 1.2) applications. ( [1], [2], [3], [4])For civil aircraft, one of the largest sources of noise is
the jet noise generated by the engine exhaust plume [5], particularly during take-off
when engine thrust is greatest. If airports are situated near densely populated areas,
residents are affected not only by air pollution, but also emitted noise. The increase
in the number and capacity of transport aircraft in recent decades would have had
a potentially large noise impact if no avoidance measures had been introduced. As
a result, aircraft noise regulations around the world have become ever more strin-
gent, see [6] and [7]. Even with today’s aircraft being 50% quieter than 10 years
ago [8], much resource and research effort, e.g. NASA’s High Speed Research and
Advanced Subsonic Technology program [9], and the EU SIgnificantly Lower commu-
nity Exposure to aircraft NoiSE (SILENCE(R)) [10], have been invested to improve
understanding of jet aeroacoustics and to find new technologies (see [8] and [11]) to
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reduce the noise emitted, for example by the addition of serrations or ‘chevrons’ to
the nacelle trailing edge, see Figure 1.1b. For military applications, where supersonic
jets from convergent-divergent (con-di) non-axisymmetric nozzles are common, the
noise levels generated are still of interest, since these pose a health threat to ground
crew, particularly for carrier-borne aircraft. Even for a perfectly expanded jet (i.e.
no embedded shock waves), the noise radiated can be more than 120dB intense [12].
However, military jets often operate at off-design conditions, which introduces shock
cells within the jet core and creates additional noise mechanisms. The turbulent
jet shear layer/shock cell interaction creates both broadband shock-associated noise
and an intense tonal component known as screech. Whilst noise regulations are not
as stringent as for civilian jets [12], work is still on-going to understand and reduce
these extra noise components.
However, as well as noise, the Infra-Red (IR) signature emitted from the exhaust noz-
zle plume is a far more important issue for military applications. Figure 1.3 shows the
several possible sources of IR radiation emitted from a typical military aircraft; these
are of great interest since IR is used as means of detection by anti-aircraft systems or
other aircraft. Reducing IR signature is the first step in equipping an aircraft with
‘low observable’ characteristics for self-protection and survivability. IR radiation is
a strong function of temperature, and the largest source occurs from the hot engine
exhaust/afterburners and the high temperature exhaust nozzle plume, particularly
if the aircraft is operating in reheat or at off-design conditions (as shown in Fig-
ure 1.4) where static temperatures within the shock cells are above ideally expanded
conditions, particularly in the near field region (approximately the first 15 nozzle
diameters downstream). Unconventional nozzle geometries in military applications,
via modification of nozzle geometry [13] such as the use of the rectangular nozzles
shown in Figure 1.2 have been shown to increase mixing (through creation of vorti-
cal structures in the jet plume), hence reducing IR observability. The engines can
also be shielded using parts of the airframe, see Figure 1.2b, particularly at the rear
of the aircraft, to reduce IR detection. The interaction between the jet plume and
the aircraft structure also needs to be carefully considered, given that overheating
of parts of the aircraft in close proximity to these high temperatures will probably
occur. Considerable efforts have been invested to reduce IR observability of the jet
plumes using mixing enhancement devices, such as mechanical tabs that protude into
the jet plume at nozzle exit. These devices enhance the mixing rate by introducing
streamwise vortical structures with the aim of reducing the jet plume temperature
more quickly. Reducing IR radiation has always been a primary concern for military
engine designers and forms an important component of stealth studies [14]. This
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latter aspect (i.e mixing processes in supersonic jet plumes) forms the engineering
background which has driven the research reported in this thesis.
The brief description above regarding the military application interest in jet plume
aerodynamics has emphasised that the mixing process occurring between the jet
and ambient fluid has a direct influence on IR signature characteristics. This has
encouraged research: (i) to improve understanding of the flowfield mechanisms re-
sponsible for jet development and mixing, and (ii) to develop accurate prediction
procedures for mixing of high speed turbulent jet plumes formed downstream of
propulsion exhaust nozzles. By high speed is here meant that the Mach number of
the jet exhaust is usually between ≈ 0.5 and supercritical values up to ≈ 2.0. At
these Mach numbers and with typical dimensions of exhaust nozzles, the Reynolds
numbers can also reach ≈ 106 so turbulent flows are normally present. The mean
velocity profile, internal nozzle pressure distribution (both favourable and adverse
pressure gradient effects occur) and flow turbulence conditions are all found to have
strong and direct impact on flow development, both within the nozzle itself [15] and
in the exhaust jet flow. The final state (laminar/transitional/turbulent) of the wall
boundary layer at nozzle exit affects the behaviour of the jet plume immediately
downstream, since the boundary layer is essentially the ‘initial condition’ for the
jet/ambient shear layer which dominates the mixing process. Given the importance
of predicting the application described above and the range of challenging physical
characteristics just listed, the intense interest in developing improved CFD predic-
tive methods is not surprising. An optimum CFD methodology for high speed jet
plume prediction therefore forms the primary focus of the research work described
here. In this context, it is clearly important to understand: (i) the nozzle boundary
layer and jet shear layer characteristics involved, (ii) the flow mechanisms controlling
plume development, and (iii) the dynamics of turbulent structures in the jet plume.
Previous experimental and computational research related to prediction of nozzles
and plumes is also relevant. These topics therefore form the content of the next two
sections before the overall aims and objectives of the present work are outlined.
1.2 Nozzle Boundary Layers and Jet Shear Layer Char-
acteristics
Nozzle wall boundary layer development is an important flow feature influencing
near-field jet plume development. At the nozzle lip the internal wall boundary layer
(and possibly the external wall boundary layer if there is an external free-stream
flow) forms the ‘starting conditions’ for the jet plume/ambient flow shear layer. At
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the high Re number of propulsion system application (Re = ρUeδµ where Ue is veloc-
ity at the boundary layer edge and δ is the 99% boundary layer thickness), it would
normally be expected that the boundary layers would be fully turbulent. However,
boundary layers are usually accelerated strongly in nozzles and this can lead to ‘re-
laminarisation’ of the turbulent boundary layer where the turbulence collapses and
the boundary layer returns to an almost laminar state. Thus, fully turbulent bound-
ary layer and relaminarised boundary layer characteristics are important elements
of nozzle flows and are briefly described here.
1.2.1 Classical 2D fully turbulent boundary layers
Turbulent boundary layers have been widely studied and a wealth of information
exists, see [16], [17] and [18]. The structure of the fully turbulent, 2D zero pressure
gradient boundary layer can be divided into two regions: inner and outer. It is
observed to display self-similarity when described in terms of local length and velocity
scales, which are different in various regions.
• Inner Region
Within the inner region the wall shear stress τw = µ ∂U∂y
∣∣∣
y=0
(where y is distance from
the wall) dominates flow characteristics. Within the flow, the local shear stress τ is
made up of both viscous and turbulent contributions (τ = µ∂u∂y − ρuv, where −ρuv
represents the time-averaged turbulent shear stress in a Reynolds Averaged Navier
Stokes (RANS) formulation - for more details, see below). For y << δ, the flow
is dominated by direct viscous effects; finally a velocity scale for the inner region,
dominated by wall shear stress τw, is called the friction velocity:
uτ =
√(
τw
ρ
)
(1.1)
The relevant length scale for the direct viscous affected zone is then υuτ , where υ =
µ
ρ
is the fluid kinematic viscosity. Non-dimensional velocity and distance from the wall
can thus be formed:
U+ =
U
uτ
y+ =
uτy
ν
(1.2)
One implication of self-similar behaviour is that a universal ‘law of the wall’ will
describe the velocity profile in this inner region.
U+ = fw(y+) (1.3)
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The function fw can take on two forms, depending on whether the viscous component
or the turbulent component of the local shear stress are dominant. In the former
case, a linear relationship for the viscous sub-layer profile results:
U+ = y+ (1.4)
If the turbulent shear dominates, the ‘Logarithmic Law of the wall’ profile results [17]
U+ =
1
κ
lny+ +B (1.5)
where B and κ are constants. High Reynolds number experiments show values of:
B = 5.2 and κ = 0.41
The ‘log-law’ region is also known as the overlap region between the inner and
outer region [19]. Figure 1.5 shows measured profiles for a fully developed turbulent
channel flow across a range of Reynolds numbers based on channel height (from
Re = 3000 to 40000 to demonstrate the self-similarity) by Wei and Willmarth [20].
For y+ >≈ 30, the data matches the log-law (Equation 1.5). Similarly, Figure 1.6
shows the near wall profile of the mean velocity from the Direct Numerical Simulation
CFD (DNS, for precise definition see below) of Kim et al [21] compared to the linear
law and the log-law functions (Equations 1.4 and 1.5). Three regions are clearly
identifiable:
linear viscous sub-layer 0 < y+ < 5
buffer layer 5 < y+ < 30
log-law layer 30 < y+ < 200
Figure 1.7 taken from Kim et al [21] shows the DNS predictions of statistical tur-
bulence properties of the boundary layer, namely the individual Reynolds normal
and shear stresses and the turbulent kinetic energy of a fully turbulent zero pressure
gradient boundary layer. These are indicative of the fluctuating turbulent structure
of a boundary layer and it is particularly interesting to note the anisotropy of the
three normal stresses. It is important that any predictive procedure is capable of
capturing and representing such anisotropy, and this sets a target for the CFD pro-
cedure to be adopted as will be discussed further below.
• Outer Region
In the outer region (y+ & 100), the direct and local effects of viscosity on the mean
velocity profile are negligible. The mean velocity profile can best be described using
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a velocity-defect law:
Ue − U
uτ
= fd
(y
δ
)
(1.6)
where the difference between the velocity at the boundary layer edge (Ue) and the
local mean velocity U is considered the ‘velocity defect’. At high Reynolds number,
both inner and outer regions overlap and Equation 1.6 can alternatively be expressed
in a logarithmic form:
Ue − U
uτ
= −1
κ
ln
(y
δ
)
+D (1.7)
where D is a flow-dependent constant.
In the outer region, the flow starts to deviate from the log-law. This region is often
described as following a ‘law of the wake’ [22].
1.2.2 Acceleration or favourable pressure gradient effects on bound-
ary layers
Full-scale jets and well designed nozzles for lab-based model experiments occur at
high Reynolds numbers (usually of order 106) where fully turbulent conditions are
probable; it is certain that turbulent boundary layers exist at nozzle inlet [23]. In
fact, the state of the boundary layer at nozzle exit depends strongly on the behaviour
of the boundary layer within the nozzle itself. The favourable pressure gradient in
the nozzle convergence, if sufficiently strong and sustained over a sufficiently long
distance, is known to be capable of influencing the state of the boundary layer. It
may revert towards a laminar state through a process known as reverse transition or
relaminarisation.
The process of relaminarisation can be described as due to the different response of
mean velocity and turbulence in adjusting to the onset of a large favourable pres-
sure gradient [24]. The mean velocity responds quickly, and low velocity regions of
the boundary layer react more strongly than high velocity regions to an imposed
pressure gradient. Thus, the velocity difference across the boundary layer decreases.
This reduces the local strain rates, which has then a major impact on the turbulence
generation process. Piomelli et al [25] showed in their CFD predictions of acceler-
ating boundary layers that, while turbulence in the boundary layer does respond to
the pressure gradients (initially by an increase in the absolute level of turbulence
kinetic energy), the rate of increase is much slower than the increase of the mean ki-
netic energy and thus the turbulence intensity decreases. The Reynolds shear stress
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starts to decay in the near wall region, resulting in a further decreased contribu-
tion to turbulence production. As a result, the rate of dissipation exceeds the rate
of production and the turbulence decay accelerates. This non-equilibrium process
creates a ‘laminarescent’ state where the boundary layer is still partially turbulent
while showing some behaviour of laminar-like flow. The inner region described in
the previous section starts to deviate from the log-law behaviour [26]. This has been
clearly observed in an experiment on acceleration effects on boundary layers by War-
nack and Fernholz [27] as shown in Figure 1.8 which indicates a departure of the
mean velocity profile from the log law curve as the acceleration rises with increasing
axial distance (up to x=1.65m). As well as the decay in Reynolds stresses, changes
to boundary layer parameters such as shape factor occur, increasing towards lami-
nar values and increasing skin friction coefficient (see Figure 1.9). These changes in
boundary layer characteristics are described by Narashiman and Sreenivasan [28] as
due to the formation of a thickening sub-layer laminar flow driven by the domination
of pressure forces over the slow responding Reynolds stresses in the original turbulent
flow. Acceleration in the outer region brings about a large increase in velocity in this
region which, in turn, results in a viscous shear stress which approaches parity with
the turbulent stress. If the pressure gradient is maintained for sufficient distance,
the viscous stresses can even become larger than the turbulent stresses due to the
inability of the turbulent structures to respond to the acceleration as quickly as the
mean flow [16]. However, the transition from a fully turbulent to a relaminarescent
state does not guarantee that the flow completely reverts to a laminar state [29].
The process of full relaminarisation (with the velocity profile reverting fully to a
laminar shape) occurs only when the pressure gradient is large and sustained over
an extended distance. In this extreme case, the turbulence present before the relam-
inarisation process becomes inactive [30] and does not influence the final boundary
layer profile shape.
1.2.3 Influence of nozzle geometry on flow characteristics of the
nozzle exit boundary layer
The nozzle geometry has a primary influence on the boundary layer development.
Propulsion nozzles always contain a convergent section, which sets the accelera-
tion/favourable pressure gradient conditions. Furthermore, nozzle length also affects
the growth of the boundary layer. The experimental study reported in [31] indicated
that the final nozzle exit boundary layer condition has a direct impact on the jet
plume evolution downstream. For ducted flows with Reynolds number in excess of
2300 based on the duct diameter, the exit boundary layer can be expected to be
turbulent if it has developed over sufficient distance to undergo laminar/turbulent
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transition. Figure 1.10 shows a smoke flow visualisation of a jet emanating from a
round nozzle where the upstream duct length was short and the exit boundary layer
was laminar. The smooth surface region just outside the nozzle exit indicates the
nozzle wall boundary layer was laminar before the flow undergoes rapid transition
to turbulence in the free shear layer through Kelvin-Helmholtz instability - note
how disorganised the visualised flow is and how rapidly the turbulent jet spreads
as the eddies grow in size and interact with each other. In contrast, Figure 1.11
shows a similar visualisation [31] where the supply system duct flow length was al-
tered to make the nozzle exit boundary layer turbulent - now there is no region of
laminar or transitional flow visible and the jet is turbulent and spreads at a wide
angle almost immediately. Figure 1.12 presents measured [31] turbulent intensities
just downstream of the nozzle exit. Curves labelled 1,2 and 3 represent jets with
turbulent nozzle exit boundary layers of different thickness; the non-dimensional tur-
bulent structure in the shear layer is not very sensitive to this. Curve 4 is from a
jet with a laminar exit boundary layer and has quite a different, and very low level,
of turbulence profile at this location. The measurements in [31] indicated that the
turbulence measured in the jet near field (first 10 diameters) was now much more
sensitive to the thickness of the exit boundary layer. These images show clearly how
important it is in either lab-based experimental studies, (or CFD studies), which
aim to be representative of high Re engineering practice, to pay close attention to
the characteristics of the nozzle exit boundary layer conditions.
An example of a combined experimental and numerical investigation on the sig-
nificance and impact of varying nozzle exit conditions is the work of Trumper [32].
Figure 1.13 shows the axisymmetric convergent round nozzle used in the experiment.
Two nozzle exit configurations were used to influence the nozzle exit boundary layer,
a ‘clean’ datum nozzle (Figure 1.14a) and the same nozzle with an exit parallel sec-
tion added (Figure 1.14b). The idea was to explore the different nozzle exit boundary
layer characteristics created by a datum convergent nozzle generated at representa-
tive Reynolds (≈ 106) and Mach (0.5-1.0) numbers, and the same nozzle where the
original exit boundary layer was altered over a short distance allowing recovery from
the acceleration/relaminarisation effects before exiting the nozzle. The addition of
a parallel section provided this recovery region for the boundary layer enabling the
boundary layer to develop again under zero pressure gradient before reaching nozzle
exit.
Figure 1.15 shows the measured mean velocity profile at nozzle inlet and its shape
factor across a range of Nozzle Pressure Ratios (NPR - supply duct total pres-
sure/ambient static pressure) from subsonic to near choked conditions. The bound-
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ary layers at nozzle inlet are observed to be fully turbulent, fitting the standard log
law closely and so have shape factors (≈ 1.3) that are expected of a fully turbulent
boundary layer for all NPRs tested. At nozzle exit for the datum nozzle without the
parallel section, the shape of the boundary layer was significantly altered, as can be
seen by its measured shape factor in Figure 1.16a. These much higher values (≈ 2)
indicate that the nozzle exit boundary layer is transitional and close to a laminar
boundary layer. This becomes apparent when the nozzle exit mean velocity profile
was compared against the mean velocity profile at the nozzle inlet showing consid-
erable departure from the fully turbulent profile (Figure 1.16b). This was confirmed
by examining Clauser chart type plots which indicated that, unlike at nozzle inlet,
no log-law region existed at nozzle exit, see Figure 1.16c. Due to the uncertainty
in determining the wall location at the nozzle exit with either the pneumatic probe
or LDA and the highly suppressed nature of the exit profiles, it was difficult to de-
termine a value for the wall friction velocity at exit. Thus, the Clauser plot was
adopted in [32], as it can be representative of the presence of a logarithmic region in
the boundary layer if the plot collapse on a constant line of skin friction coefficient
Cf .
With a parallel extension at nozzle exit, the state of the exit boundary layer was
altered significantly, and a turbulent shape factor was observed (Table 1.1, for
NPR=1.5). The parallel section greatly affects the characteristic thickness and shape
of the nozzle exit boundary layer; the momentum thickness Reynolds number Reθ
increased from the datum nozzle case of ≈ 440 to a fully turbulent value of ≈ 7500.
Datum nozzle Nozzle with extension
Shape Factor H 2.00 1.22
Reθ 442 7494
Table 1.1: Effect of a short parallel extension on measured nozzle exit boundary
layers parameters NPR=1.5 [32]
Figure 1.17 shows that the nozzle exit boundary layer profile without parallel exten-
sion (labelled LU60) was very different to the profile with extension added (labelled
LU60(P)). Finally, Figure 1.18 shows the Clauser plot for the mean velocity profile
at nozzle exit of the nozzle without (LU60) and with (LU60(P)) extension. Clearly,
the parallel section of the nozzle has allowed the flow to recover and to display a
profile shape that is showing evidence of a log-law region.
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1.2.4 Jet and shear layer flow and turbulence characteristics
Before looking in detail how the state of nozzle exit boundary layers might affect the
downstream jet plume development, this section briefly describes some important
characteristics of free jets. The free jet can be classified into: (i) subcritical low
NPR (i.e subsonic) jets, (ii) perfectly expanded supersonic jets at design NPR with
no embedded shock structures, and (iii) imperfectly expanded supersonic jets at off
design NPRs containing jet core shocks.
A subsonic free jet is a continuous flow of fluid from an orifice which enters a region
of slower moving (including stagnant) ambient fluid. Pressure drop across the nozzle
(i.e the Nozzle Pressure Ratio) sets the magnitude of the jet velocity at exit, with
Mach Number less than 1 when NPR < NPRcrit (=1.89 for air) for a convergent
only nozzle. The general characteristics and flow structures of turbulent free jets have
been well documented. The jet profile develops from that existing at nozzle exit via
turbulent mixing in the shear layer between the fast moving jet fluid and the slower
ambient fluid. Two distinct regions are initially formed immediately at the nozzle
exit, see Figure 1.19, a potential core region and a turbulent mixing layer/shear
layer [33]. The potential core region is characterised as the area where no mixing
has yet occurred and the nozzle exit velocity and total pressure remain constant
with generally low levels of turbulence. Surrounding this potential core region is an
annular shear layer (for a round nozzle) where momentum is exchanged between the
jet and surrounding ambient. Entrainment and mixing cause the initially thin shear
layer to grow in size and when it reaches the jet axis, this marks the end of the
potential core. The velocity profile continues to change rapidly within a downstream
transition region and the jet continues to develop for ≈ 20 − 30 nozzle exit diam-
eters until the mean velocity and turbulence statistics achieve self-similarity when
the jet is considered fully developed. The potential core length is usually defined
as the distance from the jet exit to the beginning of centreline velocity decay. The
potential core, shear layer and transitional regions are collectively known as the near
field region.
The above description is sufficient for subsonic jet plumes. If a jet from a con-
vergent nozzle is operated at NPR > NPRcrit or a convergent-divergent (con-di)
nozzle is used and again generated so that the throat cross-section is choked (Mach
number=1.0) but not at the design NPR of the nozzle, then additional compression
and expansion pressure wave features can appear in the jet plume. Such conditions
are typical of military propulsion system and are thus relevant to the present work.
Supersonic (M > 1) conditions and embedded shock systems are common for con-di
10
1.2. NOZZLE BOUNDARY LAYERS AND JET SHEAR LAYER
CHARACTERISTICS
nozzles but these also occur when NPR > NPRcrit for a convergent only nozzle.
In con-di nozzles, the flow is subsonic in the convergent section, chokes to Mach
M=1 at the throat for high enough NPR and the divergent section provides further
expansion to accelerate the flow to supersonic Mach numbers once the flow at the
nozzle throat has choked.
The flow conditions that exist both within the nozzle itself and also in the jet plume
discharged from the nozzle exit depend on 4 parameters: (i) the geometric area dis-
tribution of the nozzle A(x), (ii) the total pressure at nozzle inlet (Ptot,in), (iii) the
static pressure at nozzle exit (pexit1), and (iv) the static pressure in the ambient
atmosphere into which the jet flows (ps). Anderson [34] outlines several possible
scenarios. There is only one design pressure ratio (NPRdes = Ptot,in,des/ps) for a
given con-di nozzle geometry A(x) for which a supersonic jet plume is created under
isentropic conditions with no shock systems either inside or outside the nozzle. This
describes a properly expanded jet. NPRdes is fixed by the overall area ratio of the
nozzle Aout/Ain. For a fixed inlet condition, if the nozzle is choked at the throat and
NPR is less than NPRdes, an overexpanded supersonic jet is created such that the
static pressure at nozzle exit is less than the ambient static pressure pexit1 < ps. The
jet static pressure is compressed externally to the higher ambient pressure through
a series of oblique shock waves. On the other hand, when NPR > NPRdes, an
underexpanded supersonic jet is formed, where pexit1 > ps and the jet begins to
expands to ambient pressure through an expansion fan centred on the nozzle lips.
Figure 1.20 shows illustrations of the shock systems for these different flow scenarios.
The pressure wave system at nozzle exit (compression or expansion) is only the first
of such flow features, the pressure waves are reflected at the jet/ambient boundary
(changing nature at the same time, compression to expansion and vice-versa). As a
result, a train of shock cells are formed. Moreover, in real flows where a shear layer
grows from the nozzle lips, the reflection is imperfect so the structure of these ‘shock
diamonds’ formed in the jet potential core is such that the amplitude of the pressure
waves decreases with increasing downstream distance until the jet static pessure and
ambient static pressure are in equilibrium. Thus, the growth of the shear layer also
plays a role in this decaying shock system since the thicker the shear layer, the less
perfect the pressure wave reflections.
Feng and McGuirk [35] conducted measurements on the jet plume flowfield from
a convergent only round nozzle for a range of NPRs from low subcritical (1.68) to
high supercritical (6.0); measurements were made using Laser Doppler Anemonetery
(LDA). Figure 1.21 shows colour Schlieren imaging for 2 underexpanded jets at dif-
ferent NPR values. The presence of the shock cells described above is illustrated
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very clearly. The moderately underexpanded case (NPR=2.32) illustrates the ex-
pected pattern of repeated expansion (red) and compression (blue) zones as the jet
expands back to atmospheric pressure; only the first 5 shock cells are captured. As
the NPR increases to the strongly underexpanded value of 4.0, the shock cell length
increases and expansion and compression regions grow stronger. Also, the formation
of a small Mach disc or region of normal shock on the centreline can just be seen in
the first shock diamond, as well as the ‘barrel shaped’ curvature of the jet/ambient
boundary.
The above work was for a round convergent nozzle. Non-axisymmetric and con-di
nozzle configurations are common in military jets and their superior mixing proper-
ties compared to round nozzles [36] has generated increased interest and attention
in understanding this mixing process [37]. As these jet behaviours have significant
influence on applications such as infra-red radiation, combustion, turbulence and
noise radiation, much experimental work to study the rectangular jet plume has
been done since the 1970s. For high nozzle aspect ratio (AR=major axis/minor
axis), the rectangular jet plume can again be characterised into three distinct re-
gions: The potential core region, where the centreline velocity remains constant,
almost 2D (plane) jet behaviour, and 2D (axisymmetric) jet behaviour [38]. Com-
plex features of these 3D jet flows such as ‘saddled shaped’ velocity profiles and
axis switching effects (interchange of orientation of major and minor axes of the jet
plume) were observed in these experiments [39]. Close to 2D behaviour occurs only
in the near field region while the eventual jet behaviour very far downstream of the
nozzle exit is observed to be similar to a round nozzle jet case. [40]. The aspect ratio
of rectangular nozzles also influences the jet development, where an increase in AR
was seen to result in increased mixing in the near field region [41]; consistent with
this, the streamwise turbulence intensity also varies with AR [42].
While most of the above works were for low speed rectangular jets, the recent work
of Behrouzi and McGuirk [43] and [44] investigated rectangular jet plume behaviour
at supersonic conditions, providing a set of comprehensive experimental data for a
high aspect ratio rectangular convergent [43] and con-di [44] nozzles typical of mili-
tary applications. Three different NPRs - overexpanded (NPR=2.75), design point
(NPRdes=3.5) and underexpanded (NPR=4.0) were measured for the con-di noz-
zle. Figure 1.22 shows colour Schlieren side view images (showing the nozzle smaller
side direction) for these different NPRs. The difference between the overexpanded
and underexpanded jet shock cell patterns compared to the (very weak) shocks at
NPRdes is clear. Figure 1.23 shows Schlieren top views images (showing the noz-
zle larger side direction) for the three cases. A relatively 2D shock cell structure
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for the overexpanded jet is seen while the underexpanded jet produced a shock cell
pattern with more 3D effects. Figures 1.24 and 1.25 show measured axial velocity
and turbulence profiles respectively, for the overexpanded case at two axial location
in the jet plume near field and along nozzle major and minor axes. Strongly 3D
flow results and data such as this, taken under representative conditions of nozzle
geometry, Reynolds and Mach numbers is useful for CFD validation purposes, but
has not so far been used to this end.
1.2.5 Influence of nozzle exit boundary layer on jet plume develop-
ment
It has been noted above that the structure and momentum thickness of the exit
boundary layer may influence near-field jet development, e.g. the rate of shear layer
spread and hence the length of the potential core. Both experiments [45] and CFD
studies [46] have shown that upstream conditions can play a significant role in con-
trolling the shear layer evolution.
Early 1960’s - 1980’s experiments on jet mixing [47–50] investigated the influence of
nozzle exit boundary layers on jet shear layers. With turbulent exit boundary layers,
jets were found to mix at a constant rate over a wide range of velocity, boundary layer
thickness and geometries, but as already noted above with laminar exit boundary
layers at the nozzle exit, variabilities were observed due to the different development
history of the large scale turbulent structures under transitional conditions, leading
to different turbulent intensities and even an increased mixing rate.
In aeroacoustics particularly several authors have noted that the initial state of the
nozzle exit boundary layer can affect radiated jet noise of an axisymmetric jet [51]
and [52]. Cleaner (quieter) jets could be achieved by artificially tripping the bound-
ary layer to induce turbulence. Tripping was normally introduced close to nozzle exit,
having a similar (possibly stronger) effect than the parallel extension of Trumper [32]
described above. Laminar nozzle exit condition flow was dominated by the formation
and pairing of vortex structures while turbulent exit conditions disrupted the regular
formation of these vortex structures. A shorter potential core for the laminar jet was
also observed in [53] (Figure 1.26) illustrating the effect of more rapid mixing under
laminar exit flow conditions. Small changes in initial (i.e nozzle exit) conditions
were observed in [54] not only to influence the aerodynamic behaviour in the initial
shear layer and downstream jet, but also the scalar mixing process between jet and
ambient fluids was affected, which of course is of crucial importance for the present
IR signature application.
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Computational studies of jet mixing have indicated similar sensitivity to that ob-
served in experiments. DNS CFD has been used to study the influence of the initial
conditions on jet flows [55] where two different inlet conditions produced different
jet development. Wang et al [56] have used DNS CFD to observe formation of large
coherent structures and vortex pairing with laminar flow exit properties, leading to
a further DNS study [57] where forced pulsations were superimposed to trigger the
vortex formation, hence exciting the transitional vortex structures further, improv-
ing the mixing properties of the jet and hence reducing the associated noise.
The Large Eddy Simulation (LES, for definition see below) CFD predictions of Grin-
stein [58] indicated that jets from non-axisymmetric (rectangular) nozzles exhibited
similar response to nozzle exit conditions, producing different vortex fields and en-
trainment properties. Figure 1.27(a) [46] for a round jet shows that without any
additional disturbance, strong axisymmetric vortex rings can be seen; with added
disturbance at nozzle inlet, Figure 1.27(b), the coherent vortex rings are weaker and
disappear more quickly to be replaced by smaller scale vortices and the breakdown
to turbulence occurs earlier. The initial growth of the shear layer in these two cases
differs significantly even though the amplitude of the disturbance was very small
(0.3 % of the jet velocity). The same behaviour was noted by Bogey and Bailly [59],
who investigated the effect of nozzle exit conditions on jet flow development and
associated acoustic waves using LES for a straight pipe nozzle with a laminar exit
boundary layer. The predicted shear layer spread aft of the nozzle exit was con-
trolled by strong vortex roll-up and pairing (Figure 1.28a). The strong fluctuations
associated with vortex pairing induced an accelerated mixing of the shear layer and
a short potential core. When random perturbations were added at the exit (Fig-
ure 1.28b), the turbulence in the mixing layer developed earlier with no evidence of
vortex roll-up and a longer potential core.
It is important to note that all the above CFD calculations on jets have effectively
started from the nozzle exit, and no attempt was made to calculate the internal noz-
zle flow. The main aspect of the geometry which controlled the nozzle exit boundary
conditions was thus neglected and any nozzle exit conditions had to be user-specified.
Clearly, this shows a disadvantage to most currently published CFD calculations and
represents a gap in current capabilities.
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1.3 Summary of Studies of Previous Work on CFD Cal-
culations of Nozzle/Plume Flows
Previous sections have made several reference to various CFD approaches (RANS,
LES, DNS); brief definitions/explanations are now provided for these approaches and
the status of previous published CFD work relevant to nozzle/plumes summarised.
The role and value of CFD have been well documented, see Johnson et al [60] and
Rubbert [61]. In particular, CFD has been used extensively for aerospace applica-
tions and a review of work relevant to aircraft nozzle flows is given in [62]. Figure 1.29
shows an illustration provided by Tucker [63] of CFD applications to various compo-
nents of a modern high bypass ratio gas turbine aeroengine. Of particular interest to
the present work is the view of an LES simulation of the exhaust plume that includes
the associated acoustic field, see part (IV ) in Figure 1.29. A detailed review of these
CFD applications can be found in [63] and [64].
Most CFD studies (for round nozzles [65] and [66] and rectangular nozzles [67–69],
until recently adopted the Reynolds Averaged Navier Stokes (RANS) approach [70]
and [71] where all time-dependent details of turbulence behaviour are not predicted
directly numerically but only a few selected one-point time-averaged turbulent statis-
tics (e.g turbulent kinetic energy (k) and dissipation rate (ε)) are modelled. However,
the results obtained have fallen short of the accuracy required [65], [66], so that, for
example, even predicting the potential core length and its variation with shear layer
development, jet velocity ratio etc, has proven to be difficult. Georgiadis and Yo-
der [72] used the standard k-ε for jet flow prediction and a delayed initial jet mixing
rate relative to experimental data was predicted. Modifications to the model only
improved the mean flow prediction such as the mixing rate but no improvment in
the turbulent kinetic energy fields were observed. The standard k-ε was also found
to be unable to predict mean velocity profiles of turbulent axisymmetric jets [73] and
supersonic nozzle flows accurately [71].
Direct Numerical Simulation (DNS) which does numerically resolve all the scales of
turbulence present from the largest energy containing scales right down to the small-
est length scale (see Pope [17]) is an alternative to RANS and has proven capable
of accurate results [74]. Most work to date however has been restricted to small
Reynolds number Re [75–77] because of the very high computational cost. Rembold
et al [37] also explored the possibility of using DNS of a Mach=0.5 low Re jet ema-
nating from a rectangular nozzle at AR=5.
The most promising alternative to RANS, Large Eddy Simulation (LES) has already
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had increasing application to jet flows, see the recent summary provided in [78], and
much of this work, which predominantly began the simulation at nozzle exit, has
already been covered above. Figure 1.30 shows a schematic illustration of the rela-
tionship between DNS, LES and RANS, which is effectively self-explanatory. The
important aspects of LES are two-fold: (i) by judicious choice of the mesh, large
energy-containing turbulent eddies are captured numerically both spatially and tem-
porally (typically about 80% of the fluctuating energy is targetted to be numerically
resolved), (ii) the much smaller turbulent eddies not resolved by the mesh are mod-
elled by a sub-grid scale (SGS) model, which attempts to mimic the effects of these
non-resolved eddies on the turbulent scales which are resolved (principally a dissipa-
tive mechanism at the small scale end of an energy cascade). There has been a recent
increase in computational studies (e.g DeBonis and Scott [9], Wu et al [79], Shur et
al [80], Barre et al [81], Viswanathan [82] and Andersson et al [83–86] which have
included the nozzle geometry as part of their simulation. Including the nozzle as part
of the computation aims to eliminate the need to specify the nozzle exit/jet inlet
condition in jet plume predictions without a nozzle. LES prediction of both over-
expanded and under-expanded jets by DeBonis and Scott [9] claimed that capturing
and simulating the turbulent scales in the internal nozzle geometry created a more
realistic boundary layer thickness at nozzle exit than without the nozzle, although
no experimental validation was provided. As a result, the shear layer growth rate
was adequately captured and a shorter/improved potential core length was predicted
compared to similar calculations without the nozzle geometry, see Figure 1.31. LES
has also been used to predict a rectangular subsonic turbulent jet with an AR of
10:1. While good predictions were observed in the far-field region, the initial near
field region of the jet was however not predicted adequately [87]. Numerical simu-
lations which are designed to achieve accurate prediction of nozzle boundary layer
development must adequately resolve the nozzle near wall region. The generation
of the grid, which must then involve an appropriate level of near wall refinement,
is thus critical, as was discussed at length in Lupoglazoff et al [88]. Very fine grid
resolution near the wall boundaries is required to capture turbulence [9] and [81].
An example of the grid distribution used (just for the solution domain region in the
jet nozzle exit/jet near field vicinity) is shown in Figure 1.32 [89]. A total of 50
million grid points to ensure good resolution in the near wall regions of the nozzle,
just after the nozzle exit (to capture the boundary layer to shear layer transition),
and on the jet near field region (to capture the initial mixing) were generated, see
Figure 1.32. It must be pointed out, however, that the sub-grid scale model used in
the LES plays an equally important part in capturing the near wall behaviour and
this aspect did not receive attention in this work.
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However, as has been made clear in the above discussion, for the nozzle flow ap-
plication, it is not sufficient just to have an adequate mesh and SGS model. More
importantly than in many LES applications, for nozzle/plume flow prediction, the
turbulence at the nozzle inlet must also be treated properly in inlet conditions for
LES which includes the nozzle geometry. The whole issue of LES inlet condition
generation is a large topic in its own right, and a full review of relevant literature
will be provided later in this thesis (Chapter 3). Suffice it to say that at present
there is no single approach to this problem that has demonstrated a completely sat-
isfactory and generally applicable solution. For this reason, the addition of an inlet
condition generation method at nozzle inlet was explored in several jet flow LES
applications [89–92]. In an LES prediction of a Mach=0.75, Re = 106 jet, Pokora et
al [92] proposed a technique to trip the boundary layer as it developed in the nozzle
to mimic what is often done experimentally. Compared to an untripped calcula-
tion, realistic turbulent structures, with no evidence of energetic vortex rings, were
established within 0.5D of nozzle exit. A much improved prediction of potential
core length and realistic growth of turbulent fluctuations along the nozzle lip-line
were achieved. The disadvantage of this approach is that it still does not model the
physical behaviour within the nozzle and is dependent on arbitrary features such
as the strength of the numerical trip. Uzun et al [89] adopted a version of the in-
let condition generation method suggested by Lund et al [93] at the start of their
solution domain. The aim was to achieve a fully turbulent boundary layer at the
nozzle exit. However, since there was no experimental data to guide and quantify
the boundary layer characteristics generated at nozzle inlet by the Lund method,
the results showed that the state of the exit boundary layer was still in transitional
state. Clearly, much more work is required to improve LES inlet condition gener-
ation methods to achieve realistic nozzle inlet conditions that can be sustained to
nozzle exit and are representative of experimental conditions.
1.4 Aims and Objectives
In the context of identifying an optimum CFD approach for nozzle/jet flow predic-
tion for military aircraft/IR signature application, the review provided above has
shown that most previous work has used only the conventional RANS CFD and sta-
tistical turbulence modelling approach, whose capability is insufficiently accurate for
applications where the nozzle/plume near-field is of prime importance. Rapid ad-
vancement in computer hardware has opened up the possible use of more advanced
approaches to turbulence modelling such as Large Eddy Simulation. Whilst the last
5 years has seen a rapid growth in applications of LES to jet/plume flows, it is still in
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need of further development and validation before it can be accepted as the optimum
method to prediction of nozzle/plume flows.
The main aim of the present project was therefore to develop and validate an LES
methodology capable of accurate simulation of nozzle and plume near-field flows rel-
evant to aerospace applications. It is clear from the previous work discussed above
that the state of the nozzle exit boundary layer is of major importance for plume
initial shear layer development. It is therefore surprising that only a handful of CFD
studies have included the nozzle in their analysis and those that have still exhibit
unresolved problems. It seems crucial that this aspect should be included in any gen-
erally valid prediction method so that capture of the correct nozzle exit conditions is
part of the predictive method. It was therefore set as an objective of the present re-
search that an LES method including nozzle flow prediction should be developed. As
noted above, generating physically realistic (i.e correlated) turbulent flows for LES
inlet conditions is still a challenge, and this was also therefore a primary objective
of this project. In addition the correct flow physics of boundary layer development
from nozzle inlet to nozzle exit, including acceleration/relaminarisation effects is vi-
tal, and an appropriate SGS model for use in LES predictions needs to be identified.
Finally, validation against experimental data for both round nozzles relevant to civil
aerospace and non-axisymmetric rectangular nozzles typical of military applications
is necessary.
The literature review above revealed that limited experimental data exist at noz-
zle exit and this is clearly necessary to validate the LES CFD of the nozzle flow.
The experimental work of Trumper [32] has provided data at both nozzle inlet and
exit and this can be used for validation.The recent measurements of Behrouzi and
McGuirk [43] and [44] are also available for validation of rectangular nozzle/plume
flows.
The primary objectives of this project can thus be sub-categorised into three ele-
ments:
1. To devise and develop an LES-based method that allows nozzle exit boundary
layer characteristics to be predicted accurately; this requires two tasks to be ad-
dressed.
a) Implementation of a novel and cost effective LES inlet condition method.
A full review of such methods is presented later in the thesis, from which a ‘best fit’
method for nozzle flow application should be selected, implemented and validated.
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b) Identification and application of an appropriate SGS model for accelerat-
ing nozzle flow. Again a suitable SGS method should be selected and tested against
round nozzle flow data to demonstrate its adequacy.
2. To validate the developed approach against high quality measurements for a round
nozzle testcase - the experimental study of Trumper [32] is here ideal.
3. To apply the validated method to rectangular con-di nozzle jet plume flows and
to assess the predictions against available experimental data - the data of Behrouzi
and McGuirk [44] are available for use here.
1.5 Thesis Layout
The remainder of this thesis is divided into 5 further chapters:
Chapter 2 Numerical Methodology
This chapter describes the underlying basis of the numerical techniques and code
used in the present work. Governing equations, turbulence modelling aspects and
computational details are discussed. To demonstrate this code, a preliminary RANS
solution using both a high Re and a low Re k − ε turbulence model applied to the
experimental work of Trumper [32] are discussed.
Chapter 3 LES Inlet Condition Generation for Nozzle Flows
This chapter presents a review and critical assessment of previous proposals for
LES inlet generation methods. The Rescaling/Recycling method (R2M) approach
is selected for use and discussed in detail. Modifications required to make this
applicable to nozzle flows are outlined. The experiment of Trumper [32] provides
nozzle inlet data to demonstrate the success of the developed approach.
Chapter 4 LES Prediction of Round Convergent Nozzle Flow
This chapter examines the question of SGS model choice for nozzle wall boundary
layer development in accelerating nozzle flows. Implementation of both a standard
SGS model and an improved SGS model are presented, together with a full analysis of
predicted results for nozzle flow against the Trumper subsonic round nozzle data [32].
Chapter 5 LES Predictions of Rectangular Con-Di Nozzle/Plume flow
This chapter will use the R2M approach together with the improved SGS model
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for the LES of a rectangular con-di nozzle and supersonic plume. Both internal
nozzle flow and jet plume predictions are presented. LES predictions with the finally
developed method, the standard SGS LES and RANS calculations are presented
and compared against measured data of a supersonic flow from a con-di rectangular
nozzle [44].
Chapter 6 Summary, Conclusions and Further Work
This chapter presents the main conclusions drawn from the present work as well as
recommendations for further work.
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(a) Engine Alliance civil engines without serrations [1]
(b) Rolls Royce Trent civil engines with serrations [2]
Figure 1.1: Civil jet nozzle applications
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(a) Military jet exhaust nozzle configuration of an
F22-Raptor [3]
(b) Rectangular nozzle of an X-47B bomber with aft
deck [4]
Figure 1.2: Military jet nozzle applications
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Figure 1.3: Source of IR signature and their classification [14]
Figure 1.4: F16 Fighting Falcon with reheat
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Figure 1.5: Measured mean velocity profiles in fully developed turbulent channel flow
of different Reynolds number. Full line ≡ log law [20]
Figure 1.6: Near wall profiles of mean velocity: solid line, DNS data [21]; dot-dashed
line, u+=y+; dashed line, the log law
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Figure 1.7: Reynolds stresses and turbulence energy normalised by the friction ve-
locity against y+ from DNS of channel flow at Re=13750 [21]
Figure 1.8: Variation of the mean velocity profile during relaminarisation [27]
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Figure 1.9: Variation of boundary layer parameters during relaminarisation (note
increase in Cf and later increase in H due to acceleration parameter
K) [27]
Figure 1.10: Flow visualisation of jet plume of round nozzle with laminar exit bound-
ary layer [31]
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Figure 1.11: Flow visualisation of jet plume of round nozzle with turbulent exit
boundary layer [31]
Figure 1.12: Measured turbulent intensities at nozzle exit for round nozzle with tur-
bulent exit boundary layers of different intensities (1,2,3) and laminar
exit boundary layer (4) [31]
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Figure 1.13: Nozzle used in Experiment [32]
(a)
(b)
Figure 1.14: Geometric influence on the nozzle exit boundary (a) clean nozzle (b)
with added parallel extension at nozzle exit [32]
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(a)
(b)
Figure 1.15: Boundary layer profile at nozzle inlet (a) mean velocity profile (b) shape
factor [32]
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(a)
(b)
(c)
Figure 1.16: Boundary layer profile at nozzle exit without parallel extension (a)
shape factor (b) mean velocity profile (c) Clauser plot of mean velocity
profile [32]
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Figure 1.17: Mean velocity profile at nozzle exit [32]
Figure 1.18: Clauser plot of mean velocity profile at nozzle exit [32]
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Figure 1.19: Jet plume characteristics [33]
Figure 1.20: Supersonic flows from con-di nozzles (top) overexpanded jet (centre)
perfectly expanded jet (at design point) (bottom) underexpanded jet
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(a)
(b)
Figure 1.21: Colour Schlieren images of isothermal round jet for: NPR = 2.32(top),
NPR = 4.0 (bottom) [35]
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(a)
(b)
(c)
Figure 1.22: Schlieren side views of (a) overexpanded jet, (b) design point, (c) un-
derexpanded jet from rectangular con-di nozzle [44]
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(a)
(b)
(c)
Figure 1.23: Schlieren top views of (a) overexpanded jet, (b) design point, (c) un-
derexpanded jet from rectangular con-di nozzle [44]
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(a) (b)
Figure 1.24: Measured radial velocity of potential core at x/Dh = 1 and x/Dh = 2
at NPR=2.5 (a) minor axis, (b) major axis [44]
(a) (b)
Figure 1.25: Measured radial turbulence of potential core at x/Dh = 1 and x/Dh = 2
at NPR=2.5(a) minor axis, (b) major axis [44]
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Figure 1.26: Time-averaged velocity measured along jet axis for both laminar (white)
and turbulent nozzle exit boundary layers (black) [53]
Figure 1.27: Instantaneous vortical structure emanating from two different jet con-
ditions (a) without and (b) with background disturbances [46]
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(a) Laminar Jet
(b) Laminar jet with added random perturbations
Figure 1.28: Snapshot of vorticity showing jet behaviour [59]
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Figure 1.29: Modern high bypass ratio engine with various CFD simulation zones considered [63]
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Figure 1.30: Comparison between LES and RANS
Figure 1.31: Error in location of the end of the potential core [9]
Figure 1.32: Grid distribution in solution domain just upstream and downstream of
nozzle exit [89]
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Chapter 2
Numerical Methodology
The governing mathematical equations and associated numerical solution details of
the simulations to be presented below are discussed in this chapter. Section 2.1 de-
scribes the exact transport equations for compressible flow (Navier-Stokes equations).
Sections 2.2 and 2.3 outline the alternative approaches to addressing the prediction
of turbulence, namely: (i) the time-averaged statistical approach (RANS), covering
both high Re and low Re turbulence models, and (ii) the governing equations as
adopted in an LES formulation. Section 2.4 provides a brief description of the in-
house Loughborough University CFD code DELTA used in the present work and its
main numerical details. Section 2.5 lists some useful post-processing techniques that
have been implemented to analyse and present the flow solutions. Finally, Sections
2.6 and 2.7 provide an illustration of RANS predictions of nozzle flows, in order to
highlight some inadequacies of RANS in particular for predictions of the turbulence
statistics at nozzle exit. The experimental data of Trumper [32] are used to assess
these RANS predictions and to demonstate the need for an alternative, improved
approach to resolve wall boundary layer turbulence development in nozzle flows to
be presented in later Chapters.
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2.1 Exact Governing Equations
To solve for the detailed physics of fluid flows, the three underlying physical principles
are expressed in equations for conservation of Mass, Momentum and Energy (the
Navier-Stokes equations). For a compressible, Newtonian fluid these equations can
be expressed in the following Cartesian tensor form:
∂ρ
∂t
+
∂
∂xi
(ρui) = 0 (2.1)
∂
∂t
(ρui) +
∂
∂xj
(ρujui) = − ∂p
∂xi
+
∂τij
∂xj
(2.2)
ρ is the density, p is the static pressure and τij is the viscous stress tensor, where:
τij = 2µSij − 23µδij
∂uk
∂xk
(2.3)
where µ is the fluid dynamic viscosity and Sij is the local strain rate:
Sij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
(2.4)
and finally,
∂ρE
∂t
+
∂
∂xj
(ρujE) =
∂
∂xj
(
κ
∂T
∂xj
)
− ∂
∂xj
(puj) + ρq˙ +Φ (2.5)
where E represents total energy (e is specific internal energy):
E = e+
1
2
u2i (2.6)
The first term on the right hand side (RHS) of Equation 2.5 represents conductive
heat transfer (where κ is the fluid heat conductivity and T is static temperature) and
q˙ represents possible radiative heat transfer per unit mass. Work transfer occurs as a
result of work done against pressure (2nd term on RHS) and against viscous stresses
(4th term on RHS) - the dissipation function Φ, where
Φ =
∂
∂xj
(τijui) (2.7)
To close the equations, the fluid properties ρ, µ and κ at every point must be
calculated. To determine density, the fluid (air) is assumed to be a perfect gas,
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where the equation of state [94] is expressed as:
p = ρRT (2.8)
R is the specific gas constant (where R = 287J/KgK for air). Sutherland’s law [94]
may be used to evaluate the fluid viscosity:
µ
µ0
=
(
T
T0
)3/2 T0 + 110
T + 110
(2.9)
µ0 and T0 are reference values for viscosity and temperature respectively (usually
µ0 =1.75989x10−5 kg/ms and T0=288.16K). Similarly, an assumption of a constant
Prandtl number (σ = 0.69 for air) provides the heat conductivity:
σ =
µCp
κ
(2.10)
where Cp is fluid specific heat at constant pressure.
If the fluid is also assumed to be calorically perfect, the relation between specific
internal energy e and static temperature T is expressed via the caloric equation of
state [94]:
e = CvT (2.11)
where Cv is fluid specific heat at constant volume.
Finally, the fluid specific heats can be related to the specific gas constant R :
R = Cp − Cv (2.12)
and Cp and Cv are also defined by:
γ =
Cp
Cv
(2.13)
where the value of γ is 1.4 for air.
If the radiative heat input q˙ may be neglected (as is the case in all the flows considered
in the present work), and R, µ0, T0, σ and γ are assumed known constants, then the
above represents a closed problem with 12 equations for 12 unknowns (ρ, ui, p, E,
e, T, µ, κ, Cp and Cv).
43
2.2. REYNOLDS AVERAGED NAVIER-STOKES (RANS) CLOSURE -
GOVERNING EQUATIONS
2.2 Reynolds Averaged Navier-Stokes (RANS) Closure
- Governing Equations
As mentioned in Chapter 1, it is prohibitively expensive to solve the above Navier
Stokes equations directly (DNS) for flows at high Reynolds number Re, since this
would require the numerical resolution of a wide range of time and length scales
of motion. Turbulence modelling methods are therefore required. The most basic
approach is for the Navier-Stokes equations to be time-averaged so that the influ-
ence of the turbulence on the flow can be expressed statistically. This statistical
approach forms the basis of Reynolds Averaged Navier-Stokes (RANS) models. The
LU DELTA CFD code used in the current project uses a mass-weighted (Favre),
time-averaged decomposition (defined below) for all flow variables with the excep-
tion of density and pressure which involve unweighted (Reynolds) time-averaging.
The current work focuses primarily on compressible, variable density flows for which
the use of mass-weighted decomposition of instantaneous variables avoids the occur-
rence of extra correlations between density and velocity fluctuations in the continuity
equations. Previous work using DELTA that adopts this approach in RANS sim-
ulations of compressible turbulent flow for the study of high NPR jet flows can be
found in Birkby and Page [95].
In Favre averaging, the instantaneous value is decomposed into a steady quantity
(assuming statistically stationary flow) and a fluctuating quantity, e.g:
φ(xi, t) = φ˜(xi) + φ′′(xi, t) (2.14)
where
φ˜(xi) =
1
ρ
lim
T ′→∞
1
T ′
∫ T ′
0
ρ(xi, t)φ(xi, t)dt =
ρφ
ρ
(2.15)
where ρ is the Reynolds time-averaged density.
The RANS equations for continuity and momentum are derived by applying the
above decomposition and averaging to the NS equations. RANS equations solved by
the DELTA code can be written:
∂ρ
∂t
+
∂
∂xi
(ρu˜i) = 0 (2.16)
∂
∂t
(ρu˜i) +
∂
∂xj
(ρu˜iu˜j) = − ∂p
∂xi
+
∂τij
∂xj
− ∂
∂xj
(ρu˜′′i u
′′
j ) (2.17)
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The unknown correlation terms known as the turbulent Reynolds stresses −ρu˜′′i u′′j
now appear.
To close the above equations and to account for turbulence, the Reynolds stresses
must be modelled. This is done at the level of RANS turbulence closure adopted
in DELTA by an algebraic relation (the Boussinesq hypothesis) which relates the
Reynolds stresses to the mean velocity gradients within the flow:
−ρu˜′′i u′′j = µt
(
∂u˜i
∂xj
+
∂u˜j
∂xi
)
− 2
3
δij
(
µt
∂u˜k
∂xk
+ ρk˜
)
(2.18)
where µt is the turbulent (or eddy) viscosity and k is the turbulence kinetic energy
(12ρu˜
′′
i u
′′
i ).
The averaged version of the energy equation reads:
∂ρE˜
∂t
+
∂
∂xj
(ρu˜jE˜) =
∂
∂xj
(
κ
∂T
∂xj
)
− ∂
∂xj
(pui) + ρ˜˙q +Φ− ∂
∂xj
(ρu˜′′jE′′) (2.19)
This equation also contains terms which require modelling. However, since the
present study considers only jets whose total energy is identical to the total energy in
the ambient atmosphere, then in fact the steady state solution of Equation 2.19 for
these conditions is trivial, i.e. the total energy (or equivalently the total temperature
Tt) is constant and known from the boundary conditions everywhere in the flow:
T˜t = T˜ +
1
2
ρu˜iu˜i = constant (2.20)
Thus, Equation 2.19 need not be solved numerically, the solution of the mean velocity
from the continuity/momentum equations can be used to calculate the local mean
static temperature from Equation 2.20. The mean density can then be calculated
from the averaged equation of state:
p = ρRT˜ (2.21)
This is then sufficient to close the problem, Equations 2.16, 2.17, 2.20, 2.21 represent
6 equations for 6 unknowns (ρ, u˜i, p and T˜ ) requiring only a turbulence model (using
an eddy viscosity µt) to obtain the Reynolds stresses. (Note: although the stress
term τ ij is included, using a viscosity evaluated at the temperature T˜ , these terms
are small in comparison to the turbulent stresses for the high Re flows of interest
here and may also be neglected except for low Re regions, e.g. near walls).
45
2.2. REYNOLDS AVERAGED NAVIER-STOKES (RANS) CLOSURE -
GOVERNING EQUATIONS
2.2.1 High Reynolds Number Turbulence Model
A range of turbulence models (often calibrated for a specific application via empiri-
cal constants modifications/adjustments), from algebraic to Reynolds stress models
have been developed to obtain the Reynolds stresses mentioned above. The simplest
models are the algebraic models that calculate the eddy viscosity based entirely on
local mean flwo variables. One equation models - i.e Spalart Allmaras model [96]
solved a transport equation to calculate only one or a combination of the turbulent
scales.
Two-equation eddy viscosity models offer an optimum closure option, where both
turbulent velocity and length scales are gained from solution of two separate trans-
port equations. The Reynolds stress tensor can then be completely determined from
the mean flow and the mean turbulent quantities. The k-ε turbulence model is the
most frequently used model for practical engineering flow calculations since it was
introduced by Launder and Spalding [97]. This model is robust, economical and
offers reasonable accuracy for a wide range of flows. An alternative to the k-ε tur-
bulence model is the k-ω turbulence model as they have shown to be more accurate
for boundary layers flows subject to adverse pressure gradient [98].
However, bearing in mind that in most of the RANS predictions of jets reviewed in
the previous chapter, the k-ε turbulence model was the one more commonly used,
only the equations of this model will be described in this section. As mentioned
above in Equation 2.18, the Reynolds stresses are approximated using the Boussi-
nesq hypothesis. The turbulent viscosity is expressed as:
µt = ρCµ
k˜2
ε˜
(2.22)
The modelled equations for kinetic energy and dissipation are [97]:
∂
∂t
(ρk˜) +
∂
∂xj
(ρu˜j k˜) =
∂
∂xj
((
µt
σk
)
∂k˜
∂xj
)
+ Pk − ρε˜ (2.23)
∂
∂t
(ρε˜) +
∂
∂xj
(ρu˜j ε˜) =
∂
∂xj
((
µt
σε
)
∂ε˜
∂xj
)
+
ε˜
k˜
(Cε1Pk − Cε2ρε˜) (2.24)
The production of turbulence kinetic energy Pk describes the transfer of kinetic
energy from the mean flow to the turbulence [97]:
Pk = −ρu˜′′i u′′j
(
∂u˜i
∂xj
)
(2.25)
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A set of closure coefficients (empirical constants) is required; as defined by Launder
and Spalding [97], these are:
Cu C1 C2 Cσ1 Cσ1
0.09 1.44 1.92 1.0 1.3
Table 2.1: k˜ − ε˜ Turbulence Model Constants
2.2.2 Low Reynolds Number Turbulence Model
The standard k˜-ε˜ turbulence model above is restricted to high Reynolds number
flows where viscous effects are considered less important than turbulent stresses
(µt >> µ). The standard k-ε turbulence model also uses a wall function approach
to alleviate the need to solve the flow across the whole boundary layer to the wall.
This wall function is based on the log law of the wall as described in Chapter 1. As
a result, the need for very fine meshes at the wall is avoided.
If it is necessary to describe the low turbulence Reynolds number Re region near
the wall, (where µt and µ are of the same order) more accurately (as is necessary
to predict the relaminarisation influence in RANS modelling), a low Re model is
needed. The grid is extended into the viscous wall layer where the governing equa-
tions now must include viscous terms. There is therefore no need for wall functions
but the presence of steep gradients (in all statistical quantities) and hence extra low
turbulence Re effects, means that the turbulence model presented in 2.2.1 has to
be extended, requiring damping functions to account for these near wall effects. In
addition a very fine grid in the near wall region (near wall mesh point at y+ < 1) is
essential to resolve the important flow physics.
The Launder-Sharma low Re turbulence model introduces additional terms for near-
wall viscous diffusion and damping functions which are functions of the turbulence
Reynolds number [99]:
Ret = ρ
k˜2
µ˜˜ε
∝ µt
µ
(2.26)
Additional terms are included to improve the model’s ability to capture near-wall
behaviour. The following briefly describes the Launder-Sharma model, for a more
detailed review of low Re models the reader may consult Wilcox [98].
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The low Re Launder-Sharma form of the k˜ and ε˜ transport equations becomes:
∂
∂t
(ρk˜) +
∂
∂xj
(ρu˜j k˜) =
∂
∂xj
((
µ+
µt
σk
)
∂k˜
∂xj
)
+ Pk − ρ(˜˜ε+D) (2.27)
∂
∂t
(ρ˜˜ε) +
∂
∂xj
(ρu˜j ˜˜ε) =
∂
∂xj
((
µ+
µt
σε
)
∂ ˜˜ε
∂xj
)
+
˜˜ε
k˜
(Cε1f1Pk − ρCε2f2 ˜˜ε) + E (2.28)
The turbulence viscosity is now:
µt = ρCµfµ
k˜2
˜˜ε
(2.29)
First introduced by Jones and Launder [100] as a numerical convenience, the mass-
weighted dissipation rate ε˜ is replaced by the isotropic dissipation rate ˜˜ε . This
allows ˜˜ε = 0 to be specified as a wall boundary condition. The term D, (which is
equal to the wall dissipation rate), is then brought into the transport equation to
balance the kinetic energy at the wall since
ε˜|y=0 = D|y=o (2.30)
D reduces asymptotically to zero in the fully turbulent region which results in:
ε˜ = ˜˜ε (2.31)
The new functions D and E which are introduced involve the molecular viscosity µ
directly:
D = 2µ
(
∂(k˜)
∂xj
)
(2.32)
E = 2µνt
(
∂2u˜i
∂xj∂xk
)2
(2.33)
The function E is required to increase the dissipation rate in the buffer region to
correct peak turbulence levels. The damping function fµ is critically important
as it influences all transport equations. This parameter depends on the turbulent
Reynolds number Ret and is introduced to control the influence of molecular viscosity
on the Reynolds shear stress near the wall, thus:
fµ = exp
{
−3.4
(1 + Ret50 )
2
}
(2.34)
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The damping function f2 is used to include low Reynolds number effects in the
destruction term of the ε˜ transport equation. Its effects are limited to the viscous
sublayer, asymptoting to unity at Ret = 15.
f2 = 1− 0.3exp(−Re2t ) (2.35)
The production term in the ˜˜ε transport equation is assumed to remain unchanged
from its high Reynolds number counterpart; the damping function is thus set to
unity:
f1 = 1 (2.36)
All other model coefficients are unchanged from the high Re turbulence model ver-
sion.
2.3 Large Eddy Simulation Closure - Governing
Equations
Through appropriate modification, DELTA has been extended to include an LES
numerical methodology. The LES version of DELTA adopts an implicit filtering
approach which utilises the local grid size as the spatial filter. By spatially filtering
the governing equations, turbulent flow structures smaller than the filter width are
effectively removed from the numerical solution. However, the effects of unresolved
smaller scales have to be included, therefore a sub-grid scale (SGS) model is needed.
The spatial filtering is defined using the following decomposition:
φ(xi, t) = φ˜(xi, t) + φ′′(xi, t) (2.37)
The tilde now indicates a density weighted spatial filtering approach for the space-
time variable φ(x, t), defined by:
φ˜(xi, t) =
1
ρ
∫ +∞
−∞
ρφ(ξi, t)G(xi − ξi)d3ξi (2.38)
G is the convolution kernel and represents a characteristic of the spatial filter em-
ployed. Note that φ indicates an unweighted filtered quantity, defined in a similar
manner to Equation 2.38 except leaving out the density terms.
A wide range of filters have been suggested, as described in [101]. The most common
filter employed in LES and adopted in DELTA is the box, or top-hat filter, defined
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in physical space via:
G(xi − ξi) =
 1∆3 for − ∆2 ≤ xi − ξi ≤ ∆20 otherwise. (2.39)
∆ is the cutoff length associated with the filter. When ∆ is related to the local cell
size, the filtered value is effectively equal to a cell averaged value; hence a box filter
approach is often used with finite volume solvers.
The Favre-filtered Navier Stokes Equations are:
∂ρ
∂t
+
∂
∂xj
(ρu˜i) = 0 (2.40)
∂
∂t
(ρu˜i)+
∂
∂xj
(ρu˜j u˜i) = − ∂p
∂xi
+
∂
∂xj
[
µ
(
∂u˜i
∂xj
+
∂u˜j
∂xi
)]
− ∂
∂xj
(ρu˜iuj−ρu˜iu˜j) (2.41)
ρu˜iuj − ρu˜iu˜j is the subgrid scale (residual stress tensor τ rij . The SGS model used in
the present work is the Smagorinsky model [102]:
τ rij = µsgs
[
∂
∂xj
(
∂u˜i
∂xj
+
∂u˜j
∂xj
)
− 1
3
∂U˜k
∂xk
δij
]
(2.42)
Here, µsgs is the SGS eddy viscosity:
µsgs = ρl2sgs|S˜| (2.43)
lsgs is the Smagorinsky length scale, and |S˜| is the magnitude of the Favre-filtered
strain rate tensor:
|S˜| =
√
2S˜ijS˜ij (2.44)
and the Favre-filtered strain rate tensor S˜ij is:
S˜ij =
1
2
(
∂u˜i
∂xj
+
∂u˜j
∂xi
)
(2.45)
Finally, by setting the Smagorinsky length scale as proportional to the local mesh
size ∆ (∆ = (cell volume)1/3) is normally assumed), ie lsgs = Cs∆. µsgs is given by:
µsgs = ρ(CS∆)2
√
2S˜ijS˜ij (2.46)
Cs is the Smagorinsky coefficient. Though known as a constant, the model coefficient
Cs is usually determined a priori based on the flow case. For homogeneous isotropic
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turbulence, a Cs value of 0.17 was derived by Lilly [103] while Germano et al [104]
suggested lower values if the numerical resolution is insufficient. In the present work,
an initial value of Cs = 0.15 was selected. As can be seen later, based on the grid
resolution used in the LES calculations, they have shown that this value was able to
predict adequate anisotropic turbulence with results comparable to measured data.
A further analysis of the effects of Cs values will also be discussed in Chapter 4. One
disadvantage of this simple SGS model is that it generates a value µsgs whenever a
velocity gradient occurs. This causes a problem since µsgs can then be significant
in very near wall regions where in fact the presence of the wall should damp the
turbulent fluctuations and µsgs should reduce to zero. One simple way to achieve
this is to introduce near wall damping in the form of a van Driest [105] wall damping
function, this modifies the length scale:
lsgs = Cs∆(1− e(−y+/A+)) (2.47)
where A+ = 26.0, y+ = yuτυ , uτ is the skin friction velocity, y is wall normal distance
and υ is the kinematic viscosity. Equation 2.47 ensures that the SGS viscosity
reduces to zero much more quickly in near-wall region that would otherwise be the
case. Figure 2.1 shows the eddy viscosity ratio (µsgs/µ) in the near wall region with
and without the van Driest wall damping function, taken at the nozzle inlet from the
current LES CFD predictions (to be discussed later) of the round nozzle geometry
of Trumper [32]. A large eddy viscosity ratio (µsgs/µ) is observed in the near wall
region without the damping function but this falls to zero quickly once a damping
function is included. Note that the damping is effective only at very small values of
y/δ.
Finally, the filtered form of the equation of state is used to determine the local
density needed in the continuity/momentum equations:
ρ =
P
RT˜
(2.48)
where T˜ is evaluated from the specified (spatially constant) total temperature using
filtered density and velocity fields in Equation 2.20.
2.4 The DELTA CFD Code
This section presents the numerical methodology adopted in the in-house DELTA
code used in the present work running in either RANS or LES mode. Developed
in the Department of Aeronautical and Automotive Engineering at Loughborough
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University [106] in 1994, DELTA was originally written as an Euler code but then
progressed to RANS calculations [107] employing the high Re standard k− ε turbu-
lence model. The low Re Launder Sharma model was added by Trumper [32] to the
RANS formulation. More recently, DELTA was extended further to include an LES
formulation [91], [108] and [109]. The introduction of an LES formulation resulted in
further development of DELTA to accommodate the need for parallelisation, given
that the computational demands of LES are much higher than RANS. The latest
version of the code includes a parallel implementation which makes use of Open
MP or Message Passing Interface (MPI) libraries [106]. Finally, DELTA has also
been applied to both internal wall boundary flows [110] and external free jet simu-
lations [79] over a wide range of flow conditions encompassing incompressible [110]
and compressible [95] turbulent flows.
DELTA makes use of structured, curvilinear, body-fitted non-orthogonal grids; us-
ing multi-block topology DELTA is able to handle reasonably complex geometries.
The flow problems that are to be investigated here have used this multi-block ap-
proach, coupling O-grids with Hexa-grids. A wide range of grid file formats including
PLOT3D coordinate file format, Fluent version 4 mesh files, and multi-block meshes
produced by the ICEM CFD grid generator can be read by DELTA. A typical multi-
block topology is shown in Figure 2.2. The details of the linkage between the blocks
is determined by the orientation of the curvilinear grid indices within each block.
DELTA allows a more flexible version of block linkage so that subfaces of a block
face can be linked to any other subface, as illustrated in Figure 2.3. Whilst this is
more complicated, this capability allows the number of blocks required for a specific
geometry to be reduced
The multi-block capability in DELTA requires the generation of two extra rows of
cells, known as halo cells, along all block faces. As illustrated in Figure 2.4, I=0,
1, Icell2+1 and Icell2+2 would be generated as extra halo cells while Icell1 to Icell2
are internal cells (the actual flow domain). Halo cells are generated automatically.
Boundary conditions are applied in the first row of halo cells nearest to the origi-
nal grid structure while the second row of halo cells is used to read and exchange
information with adjacent blocks. Further information is provided in [106].
2.4.1 Discretisation Methods
DELTA adopts a pressure-based approach to solving the flow equations, a deriva-
tive of the Semi-Implicit Method for Pressure Linked Equations (SIMPLE) algo-
rithm [111]. The SIMPLE algorithm is time-dependent such that the pressure gra-
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dient is calculated using the pressure distribution from the previous iteration or an
initial guess. This iterative process (which is designed to solve for a steady flow)
allows an approximation of the velocity field to be calculated from the momentum
equations, which generates the next set of pressure fluxes. When convergence is
finally achieved, the velocity distribution which satisfies the continuity equation will
be obtained. Further details of the SIMPLE algorithm can be found in [94]. DELTA
is based on finite volume discretisation methods on a multi-block structured curvi-
linear grid to solve the governing flow equations. Note, because DETLA has been
constructed to solve for both compressible and incompressible flows, the dependent
variables in DELTA are chosen to be conserved variables (i.e. density ρ and momen-
tum components ρui), rather than the primitive velocity variables.
For RANS predictions, a MUSCL (Monotone Upstream- Centred Scheme for Conser-
vation Laws) scheme is used for spatial discretisation to calculate the flow variables.
1st derivative convective fluxes are discretised using a flexible method which may be
summarised as a family of schemes ranging from central differencing to 1st order and
higher order upwind differencing selected via user set parameters. Central differenc-
ing is used for spatial discretisation of all 2nd derivative diffusion term. For time
integration, DELTA utilises either an explicit scheme or a 1st order Euler implicit
scheme. A pressure correction method is adopted in the code. Once the flow field
is initialised, the momentum equations are solved to obtain ‘guessed’ values of the
momentum components; these however will not satisfy the continuity equation. A
pressure correction factor dP (obtained by solving a Poisson equation derived from
an appropriate version of the momentum equations simultaneously with the con-
tinuity equation) is used to correct these guessed values before moving on to the
next timestep. A Gauss-Seidel line solver is used to solve all associated algebraic
equations, as discussed in Ferziger and Peric [70]. Since the code is based on co-
located variables, to suppress odd-even decoupling, the standard Rhie and Chow
approach [112] is added to all convective velocities.
For LES predictions, various modifications to the RANS method have been intro-
duced. For convective fluxes a 2nd order upwind scheme (equivalent to QUICK)
was selected as a compromise between numerical accuracy and acceptable numerical
dispersion/dissipation errors. The total variation diminishing (TVD) scheme which
allows higher-order discretisation was implemented as an explicit correlation to the
basic upwind scheme. Central differencing was then used to discretise all diffusive
terms. For temporal discretisation both an implicit 1st order backward Euler time
stepping formulation as well as a 3rd order accurate low storage Runge-Kutta method
were available. Experience has shown that at the small time-steps necessary for LES
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predictions, there was little differences between these alternatives.
2.4.2 Grid Generation
In the present work, ICEM CFD Hexa Version 11 [113] was used to generate multi-
block, structured grids. In order to generate a mesh, an adequate Computer Aided
Drawing (CAD) representation of the desired flow domain had to be produced first.
ICEM automatically generates an initial block around the whole domain required
to be meshed. Figure 2.5 shows an example of a 15◦ sector of a convergent round
nozzle with a short upstream straight duct section and an added parallel extension
at nozzle exit surrounded by a single block. Depending on the complexity of the
flow domain, the initial block can then be further sub-divided into smaller blocks to
fit the desired shape of the geometry (followed by associating the block edges to the
curves of the geometry), as illustrated for this simple case in Figure 2.6. Figure 2.7
shows an example of a mesh distributed in an exponential form, refined towards the
near wall region. Bi-exponential strategy is used on geometries with two or more
wall surfaces. O-grid generation was used to overcome the problem faced by H-grid
meshes in strongly curved geometry where bad elements (often with highly skewed
angles) exist at block corners. An O-grid/H-grid multi-block combination eliminates
this problem, as well as the problem of local singularity if polar meshes are extended
to a centreline, as illustrated in Figure 2.8 for a round nozzle.
2.4.3 Boundary Conditions
DELTA includes a wide range of boundary conditions; for example, fixed velocity
inlet, fixed total condition inlet (total pressure, total temperature and flow angles),
Euler (inviscid, slip) or viscous walls, symmetry condition, zero gradient or linear
extrapolation outflow, and fixed static pressure outflow.
The DELTA CFD code offers different treatments of inlet boundary conditions. For
incompressible flows, specified velocities (all three components) are usually set at an
inlet boundary whilst for compressible flows, specified total conditions are normally
used. This aspect of inlet boundary conditions has needed careful attention during
the present work. Even in RANS predictions of nozzle flows, the nozzle inlet speci-
fication is required to match any available experimental data as closely as possible.
As will be discussed below, measurements were available [32] or were carried out
as part of the present project (Appendix A) to provide the inlet profiles as far as
possible, but such data is always incomplete. For example, LDA measurements were
used to provide information on mean velocity and (some) Reynolds normal stresses,
but insufficient measurement information was available to completely determine k
54
2.5. FLOW ANALYSIS AND POST-PROCESSING
and ε at nozzle inlet for RANS CFD. Therefore, an alternative approach - involving
a ‘precursor’ calculation - was needed to derive the missing information.
Equally, the specified and uniform total pressure inlet boundary condition had to
be modified to allow consideration of both the measured NPR (essentially the to-
tal pressure is at the centre of the supply duct) and the measured velocity profile
(which imples decreasing total pressure towards the wall), and this required spe-
cial treatment. Details of the modifications introduced to allow these improvements
to inlet condition specification in the DELTA code are described later. Finally, for
LES CFD, the challenging issue of specifying meaningful correlated three component
unsteady velocity inlet conditions has already been mentioned in Chapter 1. This
topic is given detailed consideration in Chapter 3. Other boundary conditions such
as freestream, periodic conditions or high Re wall function conditions were handled
in a standard and straightforward manner in DELTA.
2.5 Flow Analysis and Post-processing
The primary software tool used to analyse predicted flow features was TECPLOT360
[114]. The main flow features that are of interest here are mostly 1st and 2nd mo-
ment statistics (mean velocity and turbulence characteristics) that describe the flow
within the nozzle and the jet plume development. One further useful parameter
that visualises the unsteady turbulent flow is the Q-criterion. This is a parameter
which essentially is appropriate to identify low-pressure regions in the flow which are
associated with local vortex (rotating) structures. It has been used many times in
both experimental and computational studies, see for example [25], to extract and
visualise turbulent vortical structures.
Q is defined [115] as the 2nd invariant of the velocity gradient tensor and is thus
written as:
Q =
1
2
(ΩijΩij − SijSij) (2.49)
where the resolved strain rate and rotation tensor are:
Sij =
1
2
(
∂u˜i
∂xj
+
∂u˜j
∂xi
)
Ωij =
1
2
(
∂u˜i
∂xj
− ∂u˜j
∂xi
)
(2.50)
these represents the symmetric and anti-symmetric parts of the velocity gradient
tensor
(
∂eui
∂xj
)
.
When appropriate values of Q are selected, particularly interesting features of un-
steady turbulent flows can be visualised, and this technique is used to illustrate LES
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predictions described in this thesis.
Finally, as discussed in Chapter 1, high Re turbulence is characterised by eddy mo-
tions over a wide range of length and time scales. Over a period of time at any point
in a turbulent flow or for a finite spatial distance away from that point, flow coher-
ence is observed. It is thus important that besides having the correct single point
statistical magnitudes, the right spatial and temporal coherence is also achieved by
LES CFD. Two-point correlations are used to characterise the spatial coherence and
the integral length scale (the large energy-containing eddies contribute most to the
correlations). These describe the relationship between velocity components at dif-
ferent points in space and also possibly at different instants of time. In the present
work, the non-dimensionalised two-point, one-time (zero time delay) correlation co-
efficient is relevant and has been measured in, for example, zero pressure gradient
boundary layers [116]. Consider two points separated in the axial direction (x direc-
tion) by a distance dx; to define the correlation between the u velocity component
at these two points, the 2 point correlation coefficient R11 is defined as:
R11(x, dx) =
〈u(x, t)u(x+ dx, t)〉√〈u2(x, t)〉√〈u2(x+ dx, t)〉 (2.51)
where 〈〉 indicated time-average quantities.
From this, an axial integral length scale that quantifies the size of the energy con-
taining turbulent structures in the x-direction can be defined:
L11(x) =
∫ ∞
0
R11(x, dx′)dx′ (2.52)
Antonia and Luxton [116] have measured this length scale in a turbulent boundary
layer over a smooth surface and this data will be used in the present work (Chapter
4) to assess and calibrate the chosen LES SGS models.
2.6 Nozzle Flow Predictions using the RANS Approach
In order to set a benchmark for the LES predictions of nozzle flows that are the
primary focus of the present research, some preliminary predictions using RANS
CFD were carried out using the DELTA code and are described in this section. The
experimental work of Trumper [32] for a subsonic NPR round convergent nozzle
was used as a test case. Both high Re and low Re turbulence models were used
to study the difference these provided in predicting the nozzle wall boundary layer
development and nozzle exit flow characteristics.
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2.6.1 Geometry and Grid Generation
A convergent round nozzle with a parallel section aft of the nozzle throat was selected
as the test case; a sketch of the nozzle geometry has been shown earlier in Chapter
1, see Figure 1.14b. A short length of constant diameter (0.03m) of supply duct was
attached to the nozzle inlet, with a nozzle section length of 0.0386m and an exit
parallel section length of 0.0318m, so that the whole geometry was 0.1m in length,
with an inlet diameter of 0.075m and an outlet diameter of 0.060m, see Figure 2.9.
The 3D geometry was generated by rotation of this 2D shape in the azimuthal
direction. Since the nozzle flow is axisymmetric, symmetry conditions could be used
to reduce the solution domain size. A 90◦ sector, as shown in Figure 2.10 was
chosen. A 90◦ sector is beneficial, since by choosing an appropriate multi-block
topology and grid distribution, problems due to singularity at the nozzle centreline
that would occur with a cylindrical polar mesh were avoided. For the 90◦ sector,
nine blocks were generated. The O-grid/H-grid strategy is illustrated in Figure 2.10.
This approach was also used later for LES predictions, where of course a full 360◦
nozzle was needed.
In general, non-uniform meshes were used with an exponential increase of nodes in
the radial direction to cluster the grid near the nozzle wall.
2.6.2 Boundary Conditions
Both uniform and spatially varying inlet profiles (to match experimental data) were
used at the solution domain inlet plane. For uniform inlet profiles, fixed values
of total pressure, total temperature, flow angles, k and ε were set. The Nozzle
Pressure Ratio (NPR) was 1.5 and this determined the inlet total pressure level.
Total temperature was 293K. k and ε were fixed by assuming a turbulence intensity
of 2% and a length scale based on the inlet pipe diameter (7%). The spatially varying
inlet conditions were generated by carrying out a precursor calculation and this is
discussed in the next section. Symmetry boundary conditions were implemented
on the azimuthal boundaries of the 90◦ sector and static pressure was fixed to 1
atmosphere at nozzle exit. Two different conditions were used at the nozzle wall,
depending on the turbulence model that was selected, either high Re or Launder-
Sharma low Re model. For the high Re model predictions, a wall function was used.
For the low Re turbulence model, a simple no-slip wall condition was used.
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2.6.3 Precursor Calculation
The experimental data included total presure and axial velocity radial profiles,
measured using a pneumatic probe, for the operating condition corresponding to
NPR=1.5. However, no information was available for turbulence quantities. To re-
solve this problem, a precursor RANS simulation was carried out.
To carry out this precursor calculation, a segment of a straight round duct 1.5m in
length was created (20 nozzle diameters D, where D=0.075m, i.e the same diameter
as the nozzle inlet). A CFD calculation (high Re or low Re turbulence model) with
different mesh as appropriate (details below) was run with inlet conditions corre-
sponding to a uniform total pressure (NPR 1.5), a total temperature of 293K, zero
flow angles and fixed values of k and ε as given above and a fixed ambient static pres-
sure at exit. A convergent nozzle geometry was included at the end of the straight
duct in this precursor simulations to ensure the mass flow rate corresponded to the
experimental conditions, giving the correct bulk velocity and density. Symmetry
boundary conditions were used for side boundaries. In these precursor calculations,
the flow develops within the duct with a wall boundary layer growing with distance
along the duct. When the solution had converged, the boundary layer development
in the pipe was examined at various axial locations. Figure 2.11 shows an illustration
of the solution in an upstream portion of the precursor solution domain. Note the
development of the boundary layer as indicated by the velocity contours. A location
(in fact at 18D from the inlet) was chosen where the predicted axial velocity and
total pressure profile matched well with the experimentally measured data (see Fig-
ure 2.12). The turbulent kinetic energy and dissipation profiles at this location, see
Figure 2.13, were also extracted from the precursor CFD calculation. These total
pressure, k and ε profiles were then applied as inlet boundary conditions for the
nozzle flow calculations (at x=0 in Figure 2.9).
2.7 Results and Discusion
In the predictions to be presented the convective flux discretisation parameter was
set to achieve 2nd order using a QUICK like differencing scheme [117]. Similar
discretisation was also applied in the k and ε equations. A constant timestep based
on a Courant-Friedrichs-Lewy (CFL) number of 0.5 was adopted. Convergence was
assumed when the numerical solution reached a steady state where all residual errors
had decreased by several orders of magnitude.
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2.7.1 High Re k-ε model-grid
The primary goal of the first high Re predictions was to explore grid dependence in
RANS nozzle flow calculations and to use this to devise a grid for the low Re model
calculation. An example of the final high Re grid used is shown in Figure 2.14,
where every other mesh line in the axial direction and every 5th line in the radial
direction is plotted. The grid is magnified near the nozzle exit to illustrate the grid
distribution. Since wall functions were to be used in this high Re model calculations,
the near wall mesh was constructed such that y+ > 50, as illustrated in Figure 2.15,
where the non-dimensional velocity profile predicted using the high Re model at the
nozzle exit is plotted.
Several meshes were used to investigate the influence of radial grid distribution. An
initial grid was selected with 100 nodes distributed uniformly in the axial direction,
with a parametric study of 50, 75, 100 and 150 radial uniformly distributed nodes
(these early calculations were for a 15◦ sector with just 5 azimuthal nodes). Nu-
merical wiggles were observed in the near wall region at nozzle exit in calculations
with 50 nodes. With 50 nodes, the spatial cell size in the radial direction towards
the wall is too large, causing spurious discretisation error in the solution. This error
decreased dramatically when the node number was increased to 75, and disappeared
with 150 nodes (Figure 2.16). 150 radial nodes in a uniform grid were clearly suffi-
cient. Keeping the radial and azimuthal nodes constant at 150 by 5 respectively, the
nodes in the axial direction were then increased to 200 to reduce the large aspect
ratios in the near wall region. Negligible difference was observed so a final grid of
200x150x5 (150,000 nodes) was chosen.
2.7.2 Low Re Launder-Sharma k-ε model-grid
The grid was further refined for low Re calculations. Figure 2.17 shows a 2D slice of
the final mesh used for low Re predictions, again every other line represents 2 nodes
in the axial direction and 5 nodes in the radial direction with the grid magnified
at the end of the contraction region. Very fine grid resolution in the wall region is
needed for low Re model calculations. Based on the findings and recommendation of
Bardina et al [118] the first cell centre should be located at a wall normal distance of
y+ ∼ 0.1. The final mesh size was similar to the high Re mesh - 200x150x5 (150000
nodes) - except that the radial distribution of the grid was refined in the near wall
region. Figure 2.18 presents the non-dimensional velocity profile predicted using the
low Re model at nozzle exit, showing the radial grid generated to satisfy the above
constraint. It was also ensured that there were at least 40 points within the region
y+ < 30, and approximately 100 points within the boundary layer. The low Re
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results presented below were achieved with this mesh.
2.7.3 Comparison of predicted RANS solutions
Figure 2.19 shows axial velocity contours for both high and low Re model solution.
The flow acceleration through the nozzle can be easily identified, with the velocity
reaching a maximum at nozzle exit (around twice the inlet centreline velocity), with
the static pressure dropping accordingly, as shown in Figure 2.20. The boundary
layer thickness grows fairly quickly but remains consistent in the latter half of the
parallel section. The contour plots indicate only small differences between high and
low Re results, with these also concentrated in the near wall region of the nozzle
exit section. At the start of the contraction, similar mean axial velocity profiles
were predicted by both models (Figure 2.21). Some difference was observed in the k
profiles at this station with a slightly higher turbulence peak in the near wall region
predicted by the low Re turbulence model.
Of particular interest is the flow recovery from the large favourable pressure gradient
as predicted by the two turbulence models. Figure 2.22 shows a zoomed in region near
the start of the exit parallel setion. Recirculation due to boundary layer separation
is predicted by the low Re model, but is not present with the wall function/high Re
model. Note that the region shown in Figure 2.22 is very close to the wall - only
0.0004(y/D) and 0.015 (x/D) after the throat is shown, so the recirculation captured
is very small. The details of the flow in this initial region of the parallel extension
will however influence the predicted growth of the boundary layer after the high
acceleration in the convergent nozzle. Outside of this very near wall region the shape
of the mean axial velocity profile from the two models is very similar, with the only
noticeable effect of the recirculation in the low Re model being a slightly higher peak
velocity in the region just outside the recirculation region (visible in the peak velocity
contours just seen in Figure 2.22). Further evidence of the presence of a separated
flow is seen in the much larger turbulence created by the low Re model illustrated
in Figure 2.23. The large difference in magnitude of the peak turbulence from the
two turbulence models is made clearer in the radial plot presented in Figure 2.24.
The final assessment of the performance of this RANS CFD is best guided by the
comparison of prediction to experimental data at nozzle exit. Figure 2.25 shows
a non-dimensional form of the mean axial velocity predictions, plotted against the
measured data of Trumper [32]. Note that in this figure Ue is the boundary layer edge
velocity at nozzle exit while δ∗i is the kinematic form of the displacement thickness
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for an asymmetric internal flow (see [32] for details):
δ∗i = R−
√
R2 − 2RIi (2.53)
where R is the radius of the nozzle and the integral Ii is:
Ii =
∫ δ
o
(1− U
Ue
)(1− y
R
)dy (2.54)
and y is distance from the wall.
As expected, the major differences occur in the region 0 < yδ∗i < 2 where the wall
gradient is steeper in the low Re model with the lines crossing as the edge of the
boundary layer is approached. This is a consequence of the higher turbulence near
the wall predicted by the low Re model, which causes the higher momentum in the
freestream to be diffused toward the wall more than in the high Re model. Table 2.2
presents the measured and predicted shape factors of the nozzle exit boundary layer;
this shows that the low Re model was able to capture the measured turbulent bound-
ary layer better at nozzle exit than the high Re model, although the profile still does
not match the measured data exactly.
Trumper-Expt Data [32] LS low Re model standard high Re k-ε model
H 1.22 1.21 1.34
Table 2.2: Comparison of the two turbulence models (shape factor)
Beyond the mean velocity, it is important to assess the performance of RANS in
predicting the turbulence at nozzle exit. Figure 2.26 provides this comparison (non-
dimensionalised as described above for Figure 2.25) showing both turbulence models
and the measured urms profile. From the RANS predictions, the urms can be de-
rived from the statistical averaged turbulence field k, where urms =
√
(23k). This
figure makes it clear that neither RANS model performed well for this aspect of
the flow; the two models give almost the same turbulence energy profile where the
peak is less than half of the measured peak. The limitation of the RANS approach
is revealed here, showing the need for an alternative CFD approach to capture the
turbulent statistics at nozzle exit better, before moving on to prediction of jet plume
characteristics.
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Figures
Figure 2.1: Behaviour of eddy viscosity ratio in the near wall region with/without
van Driest wall damping functions
Figure 2.2: Typical multiblock topology [106]
Figure 2.3: DELTA’s capability in multiblock topology [106]
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Figure 2.4: Notation for domain boundary used in DELTA [106]
Figure 2.5: Single block (black lines) generated on a physical geometry (blue lines)
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Figure 2.6: 3 blocks (light green lines) generated to fit on physical geometry (blue
lines)
Figure 2.7: Exponential grid refinement towards near wall region of a single surface
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Figure 2.8: O-grid/H-grid strategy employed for a round cross-section nozzle
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Figure 2.9: Computational Domain
Figure 2.10: 90◦ sector solution domain and grid
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Figure 2.11: Precursor RANS simulation domain with different axial locations
Figure 2.12: Precursor RANS simulation predicted profile compared against mea-
sured data of Trumper [32]. Square symbols - measured data, Line -
predicted profile
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(a) Turbulent kinetic energy
(b) Dissipation rate
Figure 2.13: Precursor RANS simulation predicted turbulence profiles
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Figure 2.14: Grid used for high Re model
Figure 2.15: Distribution of y+ values for high Re model
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Figure 2.16: Presence of ‘numerical wiggles’ with coarse grid distribution radially
Figure 2.17: Grid used for low Re model
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Figure 2.18: Distribution of y+ values for low Re model
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Figure 2.19: Mean axial velocity predicted from (Top) low Re model, (bottom) high
Re model
Figure 2.20: Static pressure (low Re model)
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(a) Mean axial velocity
(b) Turbulent kinetic energy
Figure 2.21: Predicted radial profiles from both turbulence models at start of con-
traction region
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Figure 2.22: Comparison of axial velocity contours at start of exit parallel section
between the two turbulence models. Top: low Re model, Bottom: high
Re model
Figure 2.23: Comparison of turbulence kinetic energy contours in the parallel section
between the two turbulence models. Top: low Re model, Bottom: high
Re model
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Figure 2.24: Predicted near wall k profiles from both turbulence models at start of
parallel section
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Figure 2.25: Comparison of predicted mean axial velocity profile with measured data
of Trumper [32] at nozzle exit
Figure 2.26: Comparison of predicted k profile with measured data of Trumper [32]
at nozzle exit
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Chapter 3
LES Inlet Condition Generation
for Nozzle Flows
The previous chapter indicated that neither high Re nor low Re turbulence models
were capable of providing satisfactory predictive performance particularly of tur-
bulence conditions at nozzle exit. This has established a useful criterion to judge
whether LES can provide improved prediction capability. The review in Chapter 1
indicated that the provision of an acceptable method for specifying LES boundary
conditions at nozzle inlet was an important first consideration and this is the topic
addressed in the present Chapter. Section 3.1 provides a detailed assessment of the
main approaches to LES inlet condition generation, in particular, synthetic methods.
This leads to the selection of a Rescaling/Recycling Method (R2M) for further de-
velopment and application to nozzle flow. The implementation of this method, along
with various necessary modifications to the CFD code for nozzle inlet flow applica-
tion are described in Section 3.2. Finally, the method is used in an LES calculation
of the nozzle flow test case predicted with RANS in Chapter 2, and this is outlined
in Section 3.3.
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3.1 Survey of Inlet Condition Generation Methods
In LES CFD prescription of accurate inlet conditions is even more important than in
RANS CFD since they can have significant effects on the downstream flow develop-
ment and the influence often persists over large downstream distances [119]. The use
of unphysical (i.e not physically correlated) inlet conditions in LES can lead to all
turbulent fluctuations decaying rapidly and any recovery to properly correlated tur-
bulence can take a long time/distance. This is very damaging in nozzle flow analysis
since, as noted in Chapter 1, it can lead to laminar boundary layers at nozzle exit,
causing an initial laminar shear layer, with creation of strong vortex structures due
to laminar instabilities leading to a short potential core in the jet. It is thus essential
to specify a realistic time series, i.e spatially and temporally correlated turbulent
fluctuations over the whole CFD inlet boundary [120].
Various approaches have thus been investigated and explored to generate such tur-
bulent inlet conditions. Comprehensive reviews of proposed LES inlet generation
methods can be found in Lund et al [93], Montomoli and Eastwood [120], Fathali et
al [121], Bogey and Bailly [122] and Tabor and Baba-Ahmadi [123], amongst others.
In general, methods that have found reasonably wide use can be categorised as ei-
ther: (i) precursor methods, where a separate LES calculation is performed over a
sufficiently large region just upstream of the nozzle inlet plane, capturing the geom-
etry and flow conditions adequately and information from this calculation imposed
on the nozzle inlet boundary of the actual simulation (much like the RANS CFD
precursor calculation reported in Chapter 2), (ii) synthetic methods, where an un-
steady velocity field is created at the inlet plane by superimposing manipulated (i.e
synthetic) fluctuations onto a specified statistical (time-mean) velocity field.
Whilst precursor methods can play a useful role in LES inlet condition specification,
and they do display some advantages, e.g.:
• posession of temporal and spatial fluctuations with self-consistent correlations and
the correct energy spectrum [123],
• applicable to complex geometries (although adding the cost of an extra LES cal-
culation),
• applicable to flows which are developing rapidly in the direction perpendicular to
the nozzle inlet plane,
However, their use is limited, as evidenced by the fact that the majority of applica-
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tions of precursor methods is to flows where fully developed or self-similar conditions
exist upstream of the main simulation inlet plane, allowing the precursor calculation
to use axially periodic boundary conditions [124]. For example, Xie and Castro [125]
implemented periodic boundaries in both the streamwise and spanwise directions
to generate inlet conditions for LES of turbulent flow over arrays of wall-mounted
cubes. Thus, this approach is not considered applicable in the present context and
only synthetic methods are reviewed and considered further.
3.1.1 Synthetic methods
The synthetic method superimposes velocity fluctuation with certain numerically
manipulated turbulence characteristics onto a specified (target) mean velocity field
to achieve a 3-component unsteady velocity field on a 2D inlet plane. The simplest
method is where a random white noise disturbance is superimposed on the target
mean velocity field (which is taken from experimental data or a RANS CFD cal-
culation), see Kim et al [126] and Neto et al [127]. The amplitude of the random
perturbations is usually set to achieve a target turbulence intensity level. Whilst this
method is easy to implement, it is inadequate since white noise is both temporally
and spatially incoherent, and thus possesses no characteristics of real turbulence.
Rapid decay/drop in turbulence intensity level and thus a long development length
after the inlet plane is needed for the flow to evolve into a fully correlated turbulent
motion [128]. Lesieur et al [129] and Kempf et al [130] found that superimposed
white noise perturbation underperformed (e.g. underestimation of spreading rate
or a longer re-attachment length [131]) when compared with other inlet generation
methods, and it is these alternative methods that are reviewed in the next 4 sub
sections.
3.1.1.1 Fourier series/controlled modal forcing methods
Modifications to the white noise approach to include spatial-temporal coherence
characterised by true turbulence have been suggested. Fourier analysis is used to
quantify turbulence by decomposition into a basis set of harmonic functions. Tur-
bulent fluctuations can therefore be expressed as a linear sum of cosine and sine
functions, with weighting coefficients representing the amplitude of the turbulent
energy in each harmonic mode. Lee et al [132] used this concept to synthesise an
inlet boundary condition for DNS of compressible isotropic turbulence. More in-
formation on the use of Fourier series to generate improved LES inlet conditions
can be found in [123]. Keating and Piomelli [133] adopted the approach suggested
by Batten el al [134] to generate a synthetic inlet velocity field by superimposing
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sinusoidal modes consisting of a range of frequencies and spatial wave numbers with
weighting coefficients inferred from specified statistical moments and spectral shape.
The range of wave numbers introduced could be modified to manipulate the eddies to
create larger Reynolds stress, thus creating more realistic anisotropic eddies; albeit
with a very long development section still required. Figure 3.1 shows how near-wall
structures were able to develop faster and were also sustained throughout the do-
main using a synthetic inlet with superimposed modes (also referred to as ‘controlled
modal forcing’ [133]). Spille-Kohoff and Kaltenbach [135] extended this method by
manipulation of the modal weighting coefficient to ensure a target Reynolds stress
profile by controlled manipulation of the wall normal velocity fluctuation. With this
modification, results improved and the development region was reduced but was still
≈ 10 boundary layer thicknesses long. Azimuthal modes have been observed to be
important to jet flow development; Bodony and Lele [136] found that the number
of azimuthal modes forced had a significant effect, as also observed by Bogey and
Bailly [137]. Balarac et al [57] excited both axisymmetric and azimuthal modes to
force pulsations in jets. The authors were able to mimic a number of microjets that
were placed circumferentially around the outer nozzle ejecting periodically, triggering
a more efficient and intense mixing of the initial shear layer, and leading to earlier
generation of counter rotating streamwise vortices. Although the Fourier synthe-
sis method has been used successfully in many cases, as documented above, when
compared with more robust methods (particularly rescaling methods, see below), it
generally performed worse. Tabor et al [138] found that current Fourier synthesis
methods were unable to predict higher order moments accurately and suggested us-
ing a wavelet basis set to improve the higher order errors.
Correlated stochastic fields can also be generated to set the unsteady inlet condi-
tions. The simplest approach is described by Devroye [139]; the method provides a
signal with a desired probability distribution at the domain inlet. Many different ver-
sions of the stochastic method have been developed including a constant amplitude
wave superposition method and a weighted amplitude wave superposition method
(WAWS), see With and Hold [140]. Whilst computationally expensive, these meth-
ods are able to simulate multivariate, multidimensional, non-homogeneous stochastic
fields with appropriate power spectra and arbitrary probability distributions. Glaze
and Frankel [141] implemented WAWS with Devroye’s [139] method and were able
to reproduce the jet near field much more accurately and allow the flow to transit
quickly to self-sustaining turbulence; however it was not clear in the results presented
that the transition region was in fact accurately predicted (i.e correct potential core
length).
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Finally, Montomoli and Eastwood [120] used a Fourier-series based method to gen-
erate turbulent inflow conditions for compressible jet flows and low pressure (LP)
turbine flows. A Fourier synthesised energy spectrum E(k), where k is wavenumber,
was created to define the initial values of the turbulence rms fluctuations, the tur-
bulence integral length scale, the Taylor length scale, the Kolmogorov length scale
and the turbulence energy dissipation rate. Using this information, a simulation
was performed of isotropic homogeneous turbulence contained in a cuboid domain
with periodicity on all sides. The velocity fluctuations from this simulation were
then scaled to match local inlet Mach number conditions in the jet or turbine flows.
The results of these calculation showed a notable improvement, for example, in the
prediction of the initial region of a jet flow when compared to a simulation without
any inflow turbulence (Figure 3.2). However, although the turbulent inflow modified
the shear layer development, it is very unlikely that scaling isotropic turbulence to
match a local velocity in a strongly anisotropic shear flow is likely to offer a general
method. Moreover, no target velocity profile was available from experiments at the
jet inlet to allow the boundary layer to develop naturally, nor were qualitative com-
parison with turbulence measurements in the jet or turbine flow provided to increase
confidence in this method.
3.1.1.2 Digital filtering methods
Digital filtering based methods offer advantages over the approach mentioned above,
in particular by alleviating the need for an extensive development length. Digital
filtering is also capable of producing an unsteady field with statistical properties
with realistic spatial and temporal correlations, see [142] and [143]. Since no extra
LES computations are required, this method is also computationally less costly as
compared to precursor or rescaling methods (see below).
Klein et al [142] designed the digital filtering technique with filter coefficients that
could be chosen to allow the reproduction of known (or estimated) first and second
moment statistical data. Digitally filtered velocity time series were generated using a
locally prescribed autocorrelation function. Single turbulence length and time scales
were required to be input to dimensionalise the turbulence correlation function to
suit local conditions at each mesh point.
For a more detailed analysis of the numerical methodology behind the digital filtering
approach, see Klein et al [142] and also Veloudis et al [109], where it was extended
to allow spatially varying turbulent length scale input as is required for general non-
uniform meshes.
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A few limitations exist in this method. The input turbulence length and time scales
which are essential in the method are often not readily available; the technique can
cope with spatially varying scales, but not strong variations when distortion of the
correlated functions can result. Improvements to this method have been explored
and documented, such as in Kempf et al [130], di Mare et al [143] and Fathali
et al [121]). The extension in [143] to allow locally defined spatial and temporal
correlation functions allowed the method to generate inlet condition time series from
which two-point two-time velocity correlation functions could be extracted. This
capability is for example of interest in jet noise prediction where such correlations
represent fundamental aeroacoustic noise source. In spite of these advances, however,
the method has found wide, but not generally accepted use.
3.1.1.3 Coupling with experimental data methods
If available, it is possible to make use of time-resolved as well as statistical experi-
mental data in synthetic LES inlet generation. The instantaneous velocity field from
experimental measurements can be re-constructed at each grid point of the compu-
tational inlet mesh and used as an inflow condition for simulation. This potentially
allows CFD users to make use of existing high quality time-dependent experimental
data as inlet boundary conditions for computational simulations without high com-
puting cost.
For example, Druault et al [144] develped a methodology for the generation of realis-
tic 3D turbulent unsteady inlet conditions for LES using hot-wire measurements and
coupled these to a spatially developing LES. Two additional numerical techniques
were needed to effect the coupling: Linear Stochastic Estimation (LSE) and Proper
Orthogonal Decomposition (POD), see [144] for details. The velocity field across
the whole inlet boundary section was reconstructed from just a few measurement
points. The use of POD allowed a small number of hot wire probes to be used to
generate time series which represented the large scale coherent structures in the flow.
These hot wire measurements provided good temporal resolution but poor spatial
resolution due to the limited number of probes that can be used. The LSE method
was used as an interpolation and extrapolation method to take the measured data
(instantaneous velocity field at a few points) and reconstruct time series at all mesh
points on the LES inlet plane. The reconstructed velocity field was then used as
an LES inlet condition as illustrated in Figure 3.3. The predicted results demon-
strated rapid achievement of realistic 3D flow structures that were in very good
agreement with a fully developed turbulent flow field; the only flaw to this is that
spatial resolution might be compromised depending on the number of probes used
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in the experiment. Perret et al [145] used stereoscopic particle image velocimetry
(SPIV) instead of hot-wire measurements to improved the spatial resolution, but
then the temporal resolution was compromised. It thus can be seen that at present,
this method of direct experimental input as a synthetic inlet condition generation
method for LES is somewhat limited.
3.1.1.4 Rescaling/recycling methodology (R2M)
The final methodology for synthetic inlet condition generation has its origins in a
technique suggested by Spalart [146], who used a co-ordinate based transformation
to solve for a developing 2D boundary layer to facilitate a rescaling process so that in
fact in the transformed co-ordinate the boundary layer thickness did not change over
the solution domain. Thus, in the transformed co-ordinate system, the velocity field
was approximately homogeneous in the streamwise direction and periodic boundary
conditions could be used to transfer downstream plane information back to the inlet
plane. The method was thus restricted to self-similar equilibrium boundary layers.
The method was also complex due to the introduction of the coordinate transfor-
mation required to produce streamwise homogeneity. Lund et al [93] developed a
simplified version which did not require governing equations solution in transformed
co-ordinates. Instead, the predicted boundary layer in the downstream region was
rescaled based on boundary layer similarity functions: inner part (law of the wall)
and outer part (defect law). Data were extracted on a streamwise plane near to
the domain exit, rescaled and then recycled to the domain inlet in a precursor type
simulation. The inlet conditions for the main simulation were therefore extracted
from a selected plane in the precursor simulation (Figure 3.4).
The recycling plane in the precursor simulation was 8.25δ downstream of the do-
main inlet (as shown by the dotted line in Figure 3.4) to avoid any contamination
associated with the periodic boundary condition used at the end of the precursor
domain. The precursor simulation was performed first until the flow was statistically
stationary; 2D velocity fields were then extracted and written to disk for use as inlet
conditions for the main simulation. Accurate mean/fluctuating velocity and shear
stress profiles were achieved with little or no sign of any development region in the
main simulation domain. Accurate boundary layer displacement and momentum
thickness evolution was achieved in the main simulation in good agreement with a
momentum integral estimate based on Cole’s Law of the Wake [22]. Shape factor
and skin coefficient were also in good agreement with the DNS data of Spalart [146].
This method was extended by Wu and Squires [147] to generate inlet conditions for
a boundary layer growing over a bump; good agreement with experimental data was
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achieved. Aider et al [148] compared Lund’s method [93] to using white noise at
inlet. Figure 3.5 taken from [148] illustrates the benefits compared to the random
white noise method.
Variants of the basic Lund et al [93] rescaling/recycling method (hereafter R2M)
have continued to be developed making detailed changes to both the rescaling and
recycling parts. The first modification was to remove the use of any self-similar
boundary layer shape functions in the rescaling part to make the method applicable
to flows beyond simple boundary layers flows. A wide range of rescaling procedures
have been explored ( [149–151]) with the trend developing towards using rescaling to
force the instantaneous fields towards matching user-specified target data, e.g. 1st
order (mean velocity) and 2nd order (turbulent stresses, or rms values). Improve-
ments in terms of reducing the development length required have been explored by
Baba-Ahmadi and Tabor [150].
Baba-Ahmadi and Tabor [150] adopted Lund’s method [93] but with the two sim-
ulation domains (IC - Inlet Condition domain and MS - Main Simulation domain)
combined and run concurrently, reducing computational cost and time. Once again
a recycling plane in the IC domain was chosen where instantaneous data were ex-
tracted, rescaled to meet certain flow characteristics (mean velocity and turbulent
stress profiles) and recycled back to the inlet plane of the IC domain. The flow condi-
tions at the exit plane of the IC domain were fed into the MS domain. Four different
methods of modifying the recycling plane data for LES of a straight pipe flow were
studied and compared. The four methods covered various techniques to force the
instantaneous LES predicted velocities to match target data sets at various levels
(e.g mean velocity only or mean and turbulence data); details of these are provided
in [150]. Good agreement with DNS prediction of a fully developed pipe flow was
observed and the authors suggested that with better near wall resolution/modelling,
better agreement can be achieved. This gives a clear indication that good near-wall
resolution and near wall SGS modelling play an important role in generating good
near wall boundary layer stress profiles in synthetic inlet generation methods.
The publication of perhaps most relevance to the present thesis was the very high
resolution LES reported by Uzun et al [152] - 370 million grid nodes capturing both
the internal nozzle flow and the first 5Dj of the jet/plume, requiring 1840 proces-
sors in parallel to predict jet noise from a round nozzle jet at a Reynolds number
of 106 based on jet centreline exit velocity and Mach=0.9. This work applied an
extended version of Lund’s [93] method for inlet condition generation. Note that
Lund’s method was originally developed for incompressible flows but has since been
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applied for compressible flows, for example, in Sagaut et al [153]. A very short length
of cylindrical pipe (2.4Dj) was attached upstream of the nozzle geometry and the
inlet condition generating simulation run concurrently together with the nozzle and
jet plume simulation. No explanation was given of how the length of the cylindrical
pipe was chosen, so important information was missing in this paper. The mean
velocity profile at the pipe inlet was fixed and set to target mean velocity profiles.
These target profiles were taken from the DNS data of Spalart [146] since no exper-
imental measurements inside the nozzle were available. Velocity fluctuations that
satisfied target turbulence intensity profiles from a selected recycled plane were then
imposed at the nozzle inlet. The spatial filter used in the implicit SGS model for the
LES calculation was changed to accommodate the fine mesh resolution and elimi-
nate spurious high frequency numerical oscillations and ensure numerical stability.
Comparisons were also made with a jet/plume simulation without inlet condition
generation applied (laminar flow). The simulation with turbulent inflow conditions
predicted the high-frequency range of the noise spectrum better than the simulation
with laminar inflow conditions.
These results imply that the turbulence in the jet shear layer just after the nozzle exit
was predicted better when LES inlet generation was used. The turbulence is ‘large
scale’ relative to the width of the shear layer but small scale relative to the jet diame-
ter and hence is responsible for the high frequency noise. Figure 3.6 shows the mean
velocity and turbulence intensity profiles at the nozzle exit that resulted from use of
the inlet generation method. Anisotropic turbulence is clearly present at nozzle exit
for the simulation with inflow conditions while no profiles were plotted for the lami-
nar conditions at nozzle exit as (presumably) no (or little) turbulence intensity was
present. However, the shape of the nozzle exit profile appears to be in a laminar-like
state. This might be due to the vena-contracta effects that a transitional boundary
layer was created. Figure 3.7 provides an illustration of the boundary layer/shear
layer transition achieved but this may still not be accurate as no measurements at
nozzle exit were available. The difficulty in this study was that no knowledge from
experiments of the nozzle inlet boundary layer characteristics was available to use
as target data to guide the R2M method, so the nozzle inlet flow many not have
been representative of the experiment, and this would then also be the case at nozzle
exit. This is indicated in Figure 3.8 which shows a longer potential core predicted
compared to measured data. The laminar flow simulation (without applying the
inlet condition generation method) actually achieved better comparison with mea-
surements. However, the ‘right’ answer with laminar flow conditions at nozzle exit
is probably obtained for the wrong reason: the (incorrect) laminar exit boundary
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layer generates a transitional shear layer with large (but artificial) energetic vortex
structures which enhance mixing and shorten the potential core.
The important message from this work is that several factors must all be addressed
to achieve a good predictive method. A very fine grid alone is no guarantee of correct
simulation of conditions at nozzle exit. A good SGS model, to capture the boundary
layer development within the nozzle is required, and measured data at nozzle inlet to
guide the LES inlet condition generation method, and validation data at nozzle exit
are all needed before a completely satisfactory LES methodology for nozzle flows can
be confidently established.
Finally, Xiao et al [151] have combined ideas from Lund’s [93] method with the
rescaling/recycling methods reported in Mayor et al [154] and Pierce [155] to im-
plement an R2M inlet generation method applicable to both a 2D wall boundary
layer and a free shear layer. Pierce [155] suggested that the R2M approach could
be used for any inflow velocity field (not just a boundary layer) and demonstrated
this for cold flow and reacting flow LES which also included swirl. His approach
was aimed at a class of flows which satisfied a slowly developing criterion in one
co-ordinate direction (the main flow direction). The characteristics of such flows
could be captured by adopting the same two domain (IC and MS) configuration as
discussed above with the flow in the IC domain rescaled to match target statistical
data (1st and 2nd moments statistics for all three velocity componets).
In Xiao et al’s work [151], rescaling was applied to the whole field within the IC
domain rather than just rescaling at the specific recycling plane as in Lund et al [93]
and Pierce [155]. This was believed to be consistent with the slowly developing
concept. Complete details of the technique adopted by Xiao et al will be given in
Section 3.2 below. LES simulations in both IC and MS domains were run concur-
rently as in [150]. Xiao et al pointed out that if rescaling was carried out in the
whole IC domain then it was important that the domain size (the axial length) was
large enough that it did not constrain the development of the turbulent eddies gen-
erated by the R2M LES. This implies that the IC domain length should be related
to the 2-point correlation length in the axial direction, e.g preferably ≈ 2 times as
long as the largest integral length scale in the inlet flow field in that direction. Of
course a priori it is unlikely that target experimental or RANS data will provide
this length, so some element of a guess and check approach was suggested in [151].
Figure 3.9 shows an example of the domain used for a 2D boundary layer, and a
snapshot of instantaneous axial velocity contours is shown in Figure 3.10. Note that
the boundary layer thickness remains constant within the IC domain (x/δ < 0) as
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is consistent with the assumption of a slowly developing flow, but grows in the MS
domain. Figure 3.11 provides the evidence that any transitional region has been
avoided, indicating that the boundary layer grows at the correct rate right from the
start of the MS domain. Figure 3.12 further shows the statistically stationary mean
velocity and rms profiles generated within the IC domain by the R2M technique
indicating that these are in very good agreement with the set target values; note
how well the turbulence anisotropy in the boundary layer is captured. A 2D free
shear layer test case was equally well predicted (see [151]) growing from boundary
layer target data either side of a splitter plate, which demonstrated very well the
potential of this method for nozzle flows.
3.1.1.5 Summary
Based on the discussion above, it was concluded that the R2M approach offered the
best way forward for nozzle flow calculation. This was because:
• The method is conceptually the simplest to implement of all the pro-
posed approaches and has had the same if not better success.
• The method has demonstrated that calculations produce both 1st and
2nd moment statistics that are in good agreement with target data.
• The evidence from the Xiao et al [151] method indicates that essentially
no development length is needed, which is a relative improvement on competitive
methods
The version of the technique developed by Xiao et al [151] formed the initial basis of
the method to be used in this thesis. This needed several modification for the nozzle
application, namely:
• The version used by Xiao et al [151] was based on primitive variables
(velocity) whereas, as noted above, the compressible flow formulation of the DELTA
code requires use of conservative variables (momentum components).
• The DELTA code uses Cartesian components on a co-located body
fitted mesh as opposed to the mesh-aligned components and staggered mesh used in
the work of Xiao et al [151].
• In the work of Xiao et al [151], a complete set of the target data
required was available from the DNS calculations of Spalart [146]. Some method
has to be found to generate appropriate data when the available target data set is
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incomplete.
Modifications to meet these requirements, their implementation into the DELTA
code and validation results for the modified method for nozzle flow inlet boundary
condition specification are therefore discussed in the following section.
3.2 Implementation of the R2M Technique and Applica-
tion to Nozzle Inlet Flow Specification
The DELTA code provision for inlet boundary conditions at the start of this project
was limited to uniform conditions over the whole of the inlet plane. Added to the
factors mentioned in the previous section, modifications to the DELTA code in order
to implement the R2M technique successfully for nozzle flows were introduced. The
aim was first to develop a generic methodology for inputting a user specified spatial
distribution for all velocity components at the solution domain inlet plane, including
the capability to handle multi-block meshing, and then to extend this to include the
R2M approach.
More specifically, these two tasks may be described as follows.
1: The development of a multi-block capable inlet distribution reading method to
allow flexibility in reading spatially variable mean velocity and turbulence quanti-
ties in RANS mode and instantaneous quantities in LES mode. Figure 3.13 shows
an example of a multi-block topology adopted for a round nozzle inlet. The user
specified fields could be both 1D (i.e a radial profile for a round nozzle inlet), or
2D (a (y,z) or an (r,θ) distribution). In either case the co-ordinate system (1D or
2D) in which the user input data is specified and the associated velocity decompo-
sition may be different to that used in DELTA and thus would have to be mapped
onto individual (Cartesian specified) mesh points and Cartesian components in a
multi-block system. For LES, an additional step was initially included to add a
random white noise perturbation based on the local magnitude of the velocity flow
field (V el =
√
U2 + V 2 +W 2) superimposed onto the user-specified mean velocity
distribution.
2: The implementation of an R2M approach to generate correlated unsteady inflow
boundary conditions for LES. This required both the mean velocity (U ,V ,W ) and
the Reynolds normal stresses (urms,vrms,wrms) in a Cartesian decomposition to be
specified by the user as target statistical data for the R2M technique at every mesh
point in the inlet plane.
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3.2.1 Development of a multi-block capable inlet flow reading
capability
A version of this requirement, to read a 1D mean velocity profile had previously been
developed by Trumper [32]. However, in this version, the implementation was limited
to a single block and to profiles that varied only radially in an axisymmetric inlet
duct cross section. This initial version was first extended to a multi-block topology.
In this, the 1D co-ordinate in which the input data were specified was defined as the
radial distance from an origin located in the inlet plane at a ‘datum’ location defined
in conventional Cartesian terms (datum y, datum z) assuming the x-direction was
normal to the inlet plane.
In a multi-block topology, the radial distance of each cell centre in the grid from the
datum origin is easily calculated as:
rcell =
√
(yc− datumy)2 + (zc− datumz)2 (3.1)
where yc and zc are the cell-centre y-coordinate and z-coordinate in the baseline
Cartesian co-ordinate system in which the overall grid is defined.
Two additional points now have to be addressed. Firstly, the radial coordinates
specified for the input data will almost certainly not coincide with the radial co-
ordinates of the cell centres evaluated from Equation 3.1. The second issue is that
the number of entries in the input file will also be different to the number of cells
on the specified inlet plane. A method to allow for different co-ordinate systems
and to interpolate appropriate values of the variables at each cell centre was thus
introduced. For every cell-centre coordinate, the two nearest radial points in the
inlet data specification were located which straddle the cell-centre radial location;
linear interpolation was then used (e.g. for velocity in the x-direction):
ucell =
rj+1 − rcell
rj+1 − rj uprof,j +
rcell − rj
rj+1 − rj uprof,j+1 (3.2)
ucell is the (interpolated) axial velocity at the cell centre while uprof,j and uprof,j+1
indicate inlet data values with radial distance either side of the cell centre value.
Preliminary calculations showed all quantities were read in accurately by this method
for a multi-block grid such as that shown in Figure 3.13.
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3.2.2 R2M implementation
To implement the R2M technique, target mean velocity (U , V , W ) and Reynolds
normal stress or rms levels (urms, vrms, wrms) in Cartesian components are required.
In the measured data of Trumper [32], only mean axial velocity had been measured
(but zero V and W could be assumed with good accuracy). The normal stresses
required by the R2M were derived from the precursor low Re RANS simulation
described in Chapter 2. In this precursor RANS prediction, because an eddy viscosity
model was employed, only the turbulence kinetic energy profile was provided, not
the individual normal stresses. Given that the measured mean velocity profile fitted
the standard log-law of a zero pressure gradient boundary layer (see Trumper [32]),
the required individual turbulence rms values were evaluated from the DNS data
of Spalart [146] for such a boundary layer, see Figure 3.14. From this data, the
ratio between each individual normal stress and the turbulent kinetic energy can
be obtained at any value of yδ (distance from the wall). Using this ratio and the
predicted inlet turbulent kinetic energy profile from the precursor RANS calculation,
all 3 target normal stresses at nozzle inlet were derived from (e.g):[
urms,T
k
1
2
]
precursor
=
[
urms
k
1
2
]
SPALART
(3.3)
Figure 3.15 shows the Reynolds normal stresses for the nozzle inlet condition ob-
tained in this way again plotted against y/δ. These profiles were then used to define
the 2nd moment statistical target data needed by the R2M approach (a simple trans-
formation between radial location (r) and distance from the wall (y) was needed).
One further step was required for the R2M implementation in DELTA since the tar-
get data described are relevant to an axisymmetric nozzle and hence are expressed
in cylindrical-polar components (Ux, Ur, Uθ), but velocity components in DELTA
correspond to Cartesian components (U , V , W ). This required a transformation be-
tween the specified target mean velocity/rms profiles and their Cartesian equivalents.
For the mean velocities (1st order tensor) this transformation may be written:
UV
W
 =
1 0 00 cos θ − sin θ
0 sin θ cos θ

UxUr
Uθ
 (3.4)
where x represents the axial co-ordinate normal to the inlet plane (which remains
unchanged in both polar and cartesian systems) while r and θ represent radial and
azimuthal co-ordinates respectively at each cell centre with respect to the specified
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datum origin in the solution domain inlet plane.
For 2nd order tensor quantities (Reynolds normal stresses), the transformation be-
comes:
σC = ασCPαT (3.5)
where σCP represents a cylindrical polar and σC a Cartesian description of the nor-
mal stresses while α is the co-ordinate transformation matrix.
σC =
uu 0 00 vv 0
0 0 ww
 α =
1 0 00 cos θ − sin θ
0 sin θ cos θ
 σCP =
uxux 0 00 urur 0
0 0 uθuθ

With the complete target data (both mean and rms values) at all mesh nodes now
available, it was possible to implement the R2M method. The turbulence develop-
ment region (IC domain) was linked directly to the MS domain (nozzle geometry)
and both domains were calculated at the same time rather than run as separate
calculations. The implementation of the recycling step was achieved via a minor
modification to the periodic boundary condition already available in the DELTA
code. Instead of linking the domain inlet and exit plane together, the code was
changed such that a user specified mesh plane anywhere in the IC domain could be
selected and linked back to the IC domain inlet plane. For the rescaling step, extra
code (to be described below) was added to the modified periodic boundary condition
treatment.
Both IC and MS domains are shown in Figure 3.16. The IC domain spans from
x=0.0m to x=0.15m, which is essentially 2D (D=0.075m) long. The main simula-
tion (MS) domain starts at x=0.15m (the MS domain inlet plane). Different axial
locations that are of particular importance to flow development are marked in Fig-
ure 3.16 and will be referred to below. As noted above, the axial length of the IC
domain should be large enough in the streamwise direction to allow any correlation
length scales to fall to zero well within the domain to permit a valid R2M processes.
10δ was chosen, where δ is the boundary layer thickness of the inlet target mean
velocity profile; whether this distance was large enough was checked after the IC
domain simulation had became statistically stationary. The same multi-block topol-
ogy illustrated in Figure 3.13 applies to the both domains, from Plane A to Plane
F. Figure 3.17 shows a portion of the IC to MS domain interface (note that x=0.15
is the MS domain inlet plane) and the grid distribution in the x-direction. A block
interface is set between IC and MS domains. For accuracy and to avoid any sudden
discretisation errors from rapid changes in mesh spacing, the grid density at the end
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of the IC domain (x < 0.15m) has to be the same as that at the start of the MS
domain (x > 0.15m). Also, inside the IC domain, the grid size between the recy-
cling plane and the inlet plane of the IC domain should be uniform to avoid any
changing spatial filter effects in the region where the flow is assumed to be spatially
(x-direction) statistically homogeneous. For computational efficiency, the grid be-
tween the MS domain inlet (blue line) and a short distance upstream (red line) was
allowed to increase exponentially axially to a slightly coarser axial spacing which was
then maintained uniform all the way to the IC domain inlet. The recycling plane
(yellow line) was chosen to be slightly upstream of the blue line; this was to avoid
any upstream influence of the flowfield in the MS domain on the IC domain solution.
At the start of the simulation, the instantaneous flowfield within the IC domain was
initialised with random white noise at a selected percentage of the local velocity
(20%). This flow field was then allowed to run for about 100 time-steps, (∆t defined
to ensure CFLmax = 0.2) before the R2M technique was switched on. Subsequently,
the instantaneous flow field was first rescaled across the whole IC domain as indi-
cated below and then recycled from the selected plane in the IC domain (yellow line)
back to the IC domain inlet (x=0.0). The rescaling procedure applied at each grid
point is as follows:
1) At the (n + 1)th time step, the LES solution produces an initial estimate of the
instantaneous flow field at the (n + 1)th time. As the flow field is statistically in-
homogeneous in both y and z directions, spatial averaging only in the homogenous
x-direction may be carried out. The method also follows the suggestion of Lund
et al [93] to implement time-averaging with a weight that decreases exponentially
backward in time to avoid corruption from starting transients. The averaged axial
velocity within the IC domain is first evaluated from the initial (n + 1)th time step
〈U(xi, y, z)〉 data via:
U
(n+1)(y, z) = α
1
P
P∑
i=1
U(xi, y, z) + (1− α)U (n)(y, z)
= α〈U(xi, y, z)〉x + (1− α)U (n)(y, z) (3.6)
where P indicates the number of nodes in the x-direction and 〈〉x indicates a spatial
average.
2) The rms statistical value is evaluated in a similar manner:
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u′(n+1)(y, z) =
√
α〈[U(xi, y, z)− U (n+1)(y, z)]2〉x + (1− α)[u′(n)(y, z)]2 (3.7)
3) The whole IC domain field is then rescaled to create the new instantaneous velocity
at the (n+ 1)th time step:
U (n+1)(xi, y, z) =
u′T (y, z)
u′(n+1)(y, z)
[U(xi, y, z)− U (n+1)(y, z)] + UT (y, z) (3.8)
4) The final step recycles the instantaneous velocity from the selected plane in the
IC domain back to the start of the IC domain (x=0.0m).
The above process is repeated for V and W velocity fields.
(U¯ , V¯ , W¯ )T and (u′, v′, w′)T indicate the 1st and 2nd moment statistical target data
while α represents the time-weighted averaged value.
3.3 Application to LES of Round Convergent Nozzle
Flow
A test was carried out to validate the implementation of the method. For the purpose
of this test, the LES solution in the IC domain only was of interest and attention is
focused entirely on the results obtained in the IC domain and specifically at the IC
domain exit plane/MS domain inlet plane (at x=0.15m (Plane C), see Figure 3.16).
A more detailed analysis of the R2M , as well as its impact on flow development
within the nozzle is discussed in the next chapter.
Figure 3.18 shows instantaneous contours of axial and y-direction velocities at plane
C taken from a time after statistically stationary behaviour was observed in the IC
domain solution. Unsteady turbulent structures are clearly visible particularly near
the wall. Figure 3.19 shows instantaneous contours of total pressure at the same
plane and this clearly indicates the boundary layer region where the fluid has lost
total pressure. Figure 3.20 indicates the strongly turbulent and dissipative nature of
this region via a contour plot of the instantaneous resolved vorticity magnitude.
A check on the acceptable length of the IC domain was carried out next. Figure 3.21
shows the predicted two-point one-time correlation taken at x/D=0.415, where D
is the nozzle exit diameter, at both a wall distance of y+ ' 20 and at the outer
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edge of the boundary layer; this clearly shows that the IC domain length matches
requirements that these axial correlations fall to zero well within the IC domain. The
axial integral length scale distribution calculated by integrating the R11 correlation
at a series of points across the boundary layer is shown Figure 3.22 and the LES
prediction shows a similar trend to the hot-wire data of Antonia and Luxton [116] -
note that y′ is the distance from the wall. This simulation was carried out with the
Smagorinsky constant of 0.15 and the van Driest wall damping function active, and
both of these are important to achieve the results of Figure 3.22.
It is clear that the LES predicted boundary layer at plane C is highly turbulent;
Figure 3.23a shows the time-averaged axial velocity contours and Figures 3.23b shows
the predicted boundary layer profile, normalised by Uδ and the kinematic momentum
thickness δ∗i . Note that the Cartesian/cylindrical polar transformation has clearly
been implemented properly, and the R2M results predict the target mean velocity
profile accurately. Finally, Figures 3.24 and 3.25 show contour and radial profile
plots of the R2M predicted statistical turbulence field at MS domain inlet plane.
In Figure 3.24 the Cartesian normal stress components are shown. Again, the axial
stress shows excellent axisymmetry. The two tranverse stresses shows what would
be expected of an axisymmetric field in that v2 and w2 are identical if rotated by
90◦. Some statistical noise can be observed but in general the distributions are good.
Figure 3.25 shows the normal stress distribution at 0◦/90◦/180◦/270◦ (y′ normalised
by the nozzle exit diameter D). Comparison against the cylindrical polar target data
is clearly identified. The statistics generated by the R2M are not perfect but show
very good agreement with the axisymmetric target data set.
3.4 Closure
This chapter has reviewed the various methods of generating synthetic inlet boundary
conditions for LES. This review showed the importance of physically correlated inlet
conditions in order to achieve accurate predictions of initial jet flow development.
Unrepresentative laminar like behaviour should be avoided. The rescaling/recycling
approach was selected as it was of particular relevance to the present application.
The development of an existing version of the R2M technique [151] to generate
realistic inlet conditions for LES for nozzle flow application has been described in
detail. Various modification were necessary to facilitate the use of this method in
the CFD code selected for use (DELTA). Results at the MS domain inlet using R2M
have shown that the method is able to generate correct turbulent inlet conditions
that are in good agreement with target experimental data.
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Figure 3.1: Organised vortical activity in spatially-developing channel flow, isosur-
faces of Q = 1. (a) Synthetic turbulence; (b) Synthetic turbulence plus
controlled forcing [133]
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(a)
(b)
Figure 3.2: Streamwise vorticity (a) without turbulent inflow condition and (b) with
turbulent inflow condition [120]
Figure 3.3: Schematic representation of an experiment/simulation interface [144]
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Figure 3.4: Recycling technique used by Lund et al [93]
(a)
(b)
Figure 3.5: Comparison of different inlet generation methods on the instantaneous
velocity field downstream (a) Whitenoise at Inlet (b) Lund et al’s [93]
rescaling/recycling methodology [148]
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Figure 3.6: Mean velocity and turbulence profiles at nozzle exit data [152]
Figure 3.7: Internal nozzle flow and jet plume with turbulent inlet condition [152]
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Figure 3.8: Predicted mean jet centreline velocity compared with experiment [152]
Figure 3.9: Solution domain used by Xiao et al [151]
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Figure 3.10: Instantaneous velocity contours in the x-y plane [151]
Figure 3.11: Boundary layer growth in streamwise direction [151]
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(a) Mean velocity profile
(b) rms profiles
Figure 3.12: Comparison of predicted profiles against target values [151]
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Figure 3.13: Multi-block topology adopted from round nozzle RANS CFD
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Figure 3.14: Reynolds stresses and kinetic energy of a zero pressure gradient turbu-
lent boundary layer taken from Spalart [146]
Figure 3.15: Scaled target normal stresses and turbulent kinetic energy at nozzle
inlet
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Figure 3.16: Additional Inlet Condition (IC) domain upstream of Main Simulation
(MS) domain containing nozzle geometry
104
Figures
Figure 3.17: Grid density distribution and recycling plane of IC domain
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Figures
(a) Axial velocity contours
(b) y-direction velocity contours
Figure 3.18: Instantaneous velocity field at MS domain inlet (Plane C)
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Figure 3.19: Instantaneous contours of total pressure at MS domain inlet (Plane C)
Figure 3.20: Contours of vorticity magnitude at MS domain inlet (Plane C)
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Figure 3.21: Two-point one-time correlation at black line - y+ = 20, red line - outer
edge of boundary layer
Figure 3.22: Predicted lengthscale distribution (blue line) along axial direction com-
pared with measured data (symbols) [116]
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Figures
(a) Mean velocity contours
(b) Mean velocity profile compared against target value
Figure 3.23: Predicted mean velocity at MS domain inlet (Plane C) using R2M
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(a) Contours of axial Reynolds normal stress (b) Contours of y direction Reynolds normal
stress
(c) Contours of z direction Reynolds normal
stress
Figure 3.24: Predicted Reynolds normal stresses at MS domain inlet (Plane C) using
R2M
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Figure 3.25: Predicted Reynolds normal stresses MS domain inlet (Plane C) using
R2M compared to target data
111
Chapter 4
LES Prediction of Round
Convergent Nozzle Flow
The previous chapter has demonstrated the ability of a modified version of the R2M
technique to provide an optimum solution to the problem of accurate and correlated
LES inlet conditions for nozzle inlet flows. The implementation and modifications
required to introduce R2M into the DELTA code have been described in detail, as
well as results focussing on the nozzle inlet. The aim of the present chapter is to
examine how these validated inlet conditions are sustained and develop through the
convergent nozzle acceleration field and the extent to which they agree with measured
data at nozzle exit; this is the topic of Section 4.1. For comparison purposes, an
LES prediction with random white noise at nozzle inlet and a RANS prediction
with a low Re turbulence model are also included to examine and quantify the
superiority of the R2M driven LES solution. As will be seen below, the standard
Smagorinsky SGS model demonstrated only marginal improvement over the RANS
approach in capturing the turbulence profile at nozzle exit. An alternative SGS
model was therefore identified and implemented, and this is discussed in Section
4.2, and results using a suitably calibrated version of the alternative SGS model
are compared with experimental data, showing considerable improvement over the
standard Smagorinsky approach.
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4.1 Results and Discussion
In order to provide a comparison for the R2M solution of nozzle flow, a separate LES
study using the simplest possible LES inlet conditions - white noise perturbation -
was performed (hereafter referred to as the WN solution). For both simulations,
the nozzle geometry itself was resolved using the 15 block 360◦ full nozzle grid as
shown in Figure 4.1 (note that only every other mesh line is plotted). This block
topology, employing an H-grid/O-grid strategy is clearly optimum for a round noz-
zle geometry. For the H-grid (central region), 100x90x90 nodes in the axial and two
transverse directions were chosen. For the O-grid (4 circumferential zones), 4 blocks
of 100x60x90 nodes were selected, giving a total of ≈ 3 million cells. For the R2M
solution, the additional inlet condition (IC) domain described earlier and shown in
Figure 3.16, was added upstream of the main simulation (MS) domain of the noz-
zle geometry. The same axial mesh design in the IC domain required by the R2M
process was retained as described in Chapter 3. The grid distribution established
for the nozzle geometry cross section was maintained consistently throughout the IC
domain, as illustrated in Figure 4.2 (again only every other transverse line plotted),
while 55 nodes were used along the axial direction. This resulted in a total of ≈ 4.6
million cells.
The grid distribution in both IC and MS domains was adapted from the RANS low
Re mesh described in Chapter 2. Typical near wall cell sizes in the final grid were
compared to recommended values (∆x+ < 100,∆z+ < 30,∆y+ < 1 for streamwise,
transverse wall parallel and wall normal directions respectively) for LES grids to
resolve adequately near wall energy containing turbulence structures [156]. The first
cell centre was located at a wall normal distance of 0.30 < ∆y+ < 0.35, based on the
local friction velocity uτ , (uτ was calculated via Equation 1.1 from the a-priori low
Re RANS calculation). ∆y+ was constant throughout the IC domain and up to the
start of the contraction region of the MS domain. Through the convergence, ∆y+
increased but only by 10% due to a higher uτ , but grid resolution become denser
in the near wall region due to the contraction. To reduce the cell aspect ratio as
much as possible while ensuring a cost effective grid, the chosen axial and azimuthal
grid resolution lead to the following range of near-wall cell size 200 < ∆x+ < 250
and 20 < ∆z+ < 40 respectively. The near wall grid resolution was further checked
following the recommendation of Gant [157] to ensure that the ratio of the mesh size
∆ (∆ = (local cell volume)1/3) to the Kolmogorov length scale η ( η = (ν3/ε)1/4)
was less than 25 for sufficient near wall grid resolution; the chosen mesh resulted in
4 < ∆/η < 28 for ∆y+ < 10. Whilst the above mesh design does not quite meet all
the criteria for a wall resolving mesh, it was considered an acceptable compromise
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between resolution and affordability requirements to be used for the current LES
for nozzle flow assessment. Away from the near wall region, Gant [157] has recom-
mended that a good guide to ensure that at least 80% of the turbulence energy is
resolved is to aim for a mesh size where the ratio of the local integral length scale (l)
to mesh size (l/∆) is greater than 12. To enable an a-priori check, an estimate for
the integral scale was taken from the low Re RANS solution as l = k3/2/ε; Figure 4.3
shows that this check indicated the current mesh was appropriate.
The axial planes noted in Figure 3.16 are again used here to report LES results.
Plane A (x/D=0) represents the inlet of the IC domain; plane B (x/D=2) coincides
with the selected IC domain recycling plane; plane C is the MS domain inlet plane
(x/D=2.5); planes D (x/D=3) and E (x/D=3.65) are at locations corresponding
to the start and end of the nozzle convergent section respectively; finally, plane F
(x/D=4.15) is the nozzle exit plane (note that D here is the nozzle exit diameter).
In the WN simulation, the predicted mean velocity profile from the precursor simu-
lation was set at the domain inlet plane C. Random white noise based on a Gaussian
distribution was superimposed on the target mean velocity profile with a pertur-
bation amplitude of 20%. This high level of disturbance was chosen to take into
consideration the expected rapid decay. For the R2M simulation, the MS domain
inlet conditions are determined by the R2M technique. At the nozzle exit boundary,
an ambient static pressure equal to the experimental condition was set. No-slip wall
boundary conditions were set along the nozzle wall (no LES wall functions). Both
simulations (WN and R2M) were run for approximately 10 nozzle flow through times
to allow the solution to ‘forget’ the start-up conditions before sampling was begun.
Subsequently, sampling to calculate all 1st and 2nd moment statistical quantities
was carried out every 50 time steps for another 10 nozzle flow through times. The
standard Smagorinsky model was used with a Cs constant of 0.15, as in the previous
chapter. The LES calculations were run with a constant time step of 5x10−7 seconds
corresponding to a CFLmax value of 0.25. The testcases were ran in parallel using
Loughborough’s University cluster Hydra, which consist of 161 compute nodes (con-
nected by an Infiniband network), each having two six-core Intel Westmere Xeon
X5650 CPUs and 24GB of memory. In general, 16 processors were used with typical
run time of 60000 time-steps (approximately 5 days computer run time), generating
mean and instantaneous files 670MB in size.
Figure 4.4a shows statistically averaged axial velocity contours on a vertical diamet-
rical plane of the IC domain including the start of the MS domain (0 < xD < 3).
The boundary layer is effectively constant throughout the IC domain without any
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sign of disturbance effects as the flow passes through the IC/MS domain interface
(at x/D = 2.5). Figure 4.4b shows an illustration of the flow field developing within
the nozzle (MS domain 2.5 < xD < 4.15) indicating rapid acceleration of the low ve-
locity region in the nozzle contraction; only a very thin boundary layer was observed
to develop in the exit recovery parallel section. Figure 4.5 shows the radial profile
(non-dimensionalised by centreline velocity at MS domain inlet UCL) at various axial
positions within the IC domain and at the MS domain inlet using the R2M solution
(y′ is the distance from the nozzle wall and D is the nozzle exit diameter). Both
contour and profile plots indicate that the flowfield is axially homogeneous in the
IC domain and matches the target profile very well as already discussed in Chapter
3. Figure 4.6 examines LES predictions for two selected axial profiles of mean axial
velocity and turbulence energy (again from the R2M solution) at y′/D=0.05 from
the nozzle wall and on the centreline. The x-direction homogeneity of the flowfield
within the IC domain is again illustrated. The turbulence intensity remains constant
throughout the IC domain (0 < xD < 2.5), rising slightly at the start of the nozzle
convergence before decreasing rapidly as the relaminarisation process sets in; the
rate of decay is greatly reduced within the exit parallel extension. The turbulence
level at the nozzle centreline is almost negligible and is not shown. The near-wall
axial mean velocity also remains constant but starts to respond to the downstream
pressure gradient at around x/D=2.5, i.e before convergence begins. This behaviour
is also seen on the centreline and is the principal reason for choosing the recycling
plane slightly upstream of the IC domain exit. At the start of the contraction re-
gion at Plane D (x/D=3), the steep rise in the mean velocity continues throughout
the nozzle; the near wall changes in gradient are a response to the sharp corners at
entry/exit of the convergence. Both near wall and centreline velocities level off in
the exit parallel extension. The behaviour within the nozzle for the WN solution
demonstrated a similar flow field behaviour.
Figure 4.7 shows nozzle inlet non-dimensional radial profiles (using Uδ and kinematic
displacement thickness δ∗i as described in Chapter 2) for axial mean velocity from
the R2M solution compared with the experimentally measured profile [32] in both
(a) conventional and (b) log-law formats; the low Re RANS solution is also shown.
Table 4.1 provides a summary of the boundary layer parameters from measurements
and both CFD solutions. In Figure 4.7 and Table 4.1, both LES and RANS predic-
tions agree well with measured data; this is to be expected since this is essentially a
zero pressure gradient boundary layer flow for which the LS-RANS turbulence model
constants have been calibrated as is also the case for the Smagorinsky SGS model.
The LES-R2M results do demonstrate slightly closer agreement with measurements
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than the RANS prediction in the close to wall region, as seen in the log-law plot.
Figure 4.8 shows the LES-R2M predicted energy spectrum close to the wall at the
nozzle inlet plane at y+ = 50. An inertial subrange is evident showing the −53 be-
haviour as expected in an energy cascade from larger eddies to smaller eddies. The
faster decrease at higher frequencies is a result of numerical damping, but only be-
come significant when the energy has decreased by two orders of magnitude.
Expt. Data [32] LES-R2M low Re
RANS
Momentum thickness θ (×10−3)mm 1.46 1.38 1.403
Shape Factor H 1.331 1.28 1.29
Skin friction coefficient Cf (×10−3) 2.36 2.5 2.5
Reynolds number based on momentum
thickness Reθ
18050 17900 18500
Table 4.1: Global boundary layer parameters at nozzle inlet
Figure 4.9 shows instantaneous near-wall velocity contours on a vertical plane (z/D=0)
for both WN and R2M solutions up to Plane D (x/D=3). The turbulent structures
in the R2M solution produced in the IC domain by the synthetic method are clearly
visible and sustained through the MS domain inlet plane (x/D=2.5); in contrast to
this, only slight unsteadiness with no evidence of correlated structures is visible in
the WN solution. Figure 4.10 shows that the nozzle acceleration reduces turbulent
fluctuations dramatically through strong acceleration of the mean velocity. This
is true for both R2M and WN solutions. The (fully expected) stark difference in
turbulence and unsteadiness between the R2M and WN solutions can be better il-
lustrated by plotting instantaneous z-direction velocity contours on the same plane,
see Figure 4.11. The WN solution shows only very small scale and disorganised per-
turbations at nozzle inlet, and these are distributed throughout the flow, not just in
the boundary layer. Note the smaller range of contour values for the WN solution
required to capture the low level of unsteadiness - a factor of 10 compared to the
R2M solution; the turbulence also visibly decays in the WN solution (few ‘high’
velocity red regions) at nozzle exit. The R2M solution shows a totally different pic-
ture. Much higher fluctuation intensities and clear evidence of large scale structures
in the boundary layer, angled away from the nozzle wall in the flow direction as often
observed in experiments. Note also how the structures created in the IC domain have
passed through the IC/MS interface plane smoothly. Note also that the z-direction
fluctuations do not decrease in amplitude as they pass through the convergence. This
is different for the axial fluctuations which are directly influenced by the favourable
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pressure gradient, as will be shown below; however, there is clear evidence of turbu-
lence in Figure 4.11b right through to nozzle exit. Similar instantaneous views on
several cross sectional planes throughout the flow are now presented. Figure 4.12
shows realistic turbulent structures within the boundary layer thickness are passed
from the IC domain and sustained through the inlet plane of the MS domain, whereas
the WN solution indicates that the random (very small scale) unsteadiness super-
imposed and just about visible at domain inlet has decayed very rapidly and the
solution displays no evidence of any self-sustaining turbulent structures. Turning to
the flow downstream of the start of nozzle convergence (Figure 4.13), it is observed
that, as expected from the discussion on relaminarisation, even in the R2M solution
the turbulent structures are suppressed; however, the turbulence has clearly survived
its passage through the acceleration and turbulent structures do reappear in the exit
parallel section. As expected, no turbulence is visible in the WN solution.
Further evidence of these turbulent structures can be seen through selected instan-
taneous secondary velocities (V and W), Figure 4.14. The illustrations are zoomed
in to feature just one quarter of the nozzle to allow the behaviour of the velocity field
near to the wall to be better visualised. At the nozzle inlet (Plane C, Figure 4.14a)
and at Plane D, Figure 4.14b, ‘mushroom’ shaped vortices bursting from the laminar
sub-layer are seen; these are known to contribute strongly to the turbulent generation
in the boundary layer. As the flow is accelerated within the nozzle, the relaminari-
sation process affects the instantaneous secondary vectors. Figure 4.14c presents the
secondary flow structures at the end of the contraction, showing that the vortices
seen at nozzle inlet have disappeared. The parallel section at the end of the nozzle
encourages the turbulent structures to recover, as observed in Figure 4.14d, with the
behaviour seen at Planes C and D reappearing.
As a final illustration of turbulence structures at nozzle exit, the Q-criterion was
evaluated to examine for the presence of vortex structures. This provides the clear-
est indication that turbulence has survived passage through the nozzle. The presence
of vortex tubes in the boundary layer in the nozzle exit near wall region are indi-
cated in Figure 4.15. This shows that the R2M inlet generation method is able to
provide realistic inlet conditions and the mesh and SGS model used in the LES have
demonstrated the expected behaviour of suppression of this turbulence through the
nozzle followed by a recovery in the exit parallel section, providing a still turbulent
boundary layer at the nozzle lip.
Predicted statistical Reynolds normal stress profiles at the nozzle inlet plane have
already been presented and discussed in Figure 3.25. For the WN solution, the inco-
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herence of the random perturbation leads to extremely low levels (almost negligible)
of turbulence compared to the R2M solution. Thus from here on, where turbu-
lence information is shown, no WN solution will be included. The R2M simulation
displays self-sustaining turbulence throughout the nozzle; however this turbulence
also displays strong effects of the high favourable pressure gradient in the nozzle
contraction. Figure 4.16 shows the behaviour of the individual normal stresses (ax-
ial, wall normal and wall parallel components) at various axial locations within the
nozzle. The stress profiles at the start of the contraction region (Plane D, x/D=3,
Figure 4.16a) are similar to those observed in the inlet flow (Plane C, x/D=2.5,
Figure 3.25), displaying a similar shape and indicating turbulence up to 0.3D away
from the wall. The axial normal stress in particular shows evidence of the beginning
of flow acceleration. The peak magnitude near the wall of u2 has increased by about
30% compared to the Plane C profile while away from the wall the u2 level has de-
creased slightly. The peak value of w2 has increased by about 25% while the peak
of v2 has remained constant. The onset of relaminarisation is best observed in the
stress profiles predicted at the end of the convergent section (Plane E, x/D=3.65,
Figure 4.16b). A sudden collapse in normal axial stress (both peak magnitude and
throughout the boundary layer) is observed (by more than 5 times the maximum
level seen in the nozzle), whereas both v2 and w2 have increased (approximately
doubled). Note that by the end of the nozzle contraction, the region of noticeable
turbulence has decreased to y′/D ≈ 0.2 and the turbulence anisotropy is completely
different to that expected in a normal boundary layer with the largest stress being
w2. This behaviour of the normal stresses is expected, since stress/strain rate gener-
ation of turbulence is driven principally via the radial gradient of the axial velocity
in the source term of the axial normal stress equation. The reduction of the radial
strain rate due to flow acceleration will therefore act directly to reduce the axial
normal stress, with the transverse stresses responding more slowly. When the accel-
eration is removed as the flow enters the exit parallel extension (Plane F, x/D=4.15,
Figure 4.16c), turbulence recovery beings. The peak axial stress recovers quickly
and the usually expected anisotropy of the normal stresses (i.e u2 > w2 > v2) reap-
pears at least near the wall as w2 decreases by ≈ 50%, with v2 remains effectively
unchanged. The u2 turbulence recovery is most rapid near the wall, but at nozzle
exit in the outer boundary layer region (y
′
D > 0.05), w
2 is still the largest normal
stress. Comparison of the profiles at Plane F and Plane C (shown previously in
Figure 3.25)) shows clearly that the boundary layer has not completely recovered to
an equilibrium boundary layer shape.
Figure 4.17 shows axial profiles of the fluctuating rms components (u′i) normalised
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by the local freestream velocity U∞ at a distance from the wall of y′/δ = 0.15. As
noted above acceleration affects the axial component most, which decreases rapidly
through the accelerating region (3 < x/D < 3.65). The ratio of u
′
w′ also decreased
significantly (Figure 4.18). This behaviour was also observed in the LES study of
Piomelli et al [158] for a strongly accelerated boundary layer. The strongest accel-
eration parameter K, (K = ν
U2∞
dU∞
dx ) in the Trumper [32] nozzle was K ≈ 5× 10−6
at x/D = 3.65, which explains the significant drop in u′, eventually even dropping
below w′; such a drastic decrease in u′ relative to w′ was not observed in [158], which
only analysed a K value approximately half that experienced in the current nozzle.
Figure 4.19 shows the near wall behaviour of the resolved Reynolds shear stress uv
at Planes C, D, E and F. The profiles are non-dimensionalised such that uvuvmax is
plotted against y
′/D
y′/Duv=0
so that the plots vary between 0 and 1 in each direction.
At Planes C, D and E, the profiles were similar. They rises from a zero value to
peak at ≈ 25% away from the wall before decreasing more gradually back to zero at
the boundary layer edge. At the end of the contraction region, Plane E (red line),
the peak shear stress has moved closer to the wall than it was at Plane D. At the
nozzle exit, Plane F (green line), the change in the shear stress profile is much more
obvious. The profile reaches a maximum very near the wall (4%) decreasing rapidly
before gradually increasing to a second peak at ≈ 30% wall distance before decreas-
ing again. This double peaked nature is evidence of the growth of a new boundary
layer very close to the wall embedded within the remnants of the ‘old’ boundary layer
corresponding to the second peak. The changes taking place are further illustrated
in Table 4.2. The location of uvmax at Plane D shifts towards the wall within the
convergence section reaching 0.06 at Plane E. The profile becomes overall thinner as
it approaches nozzle exit, reducing by about 25%. uvmax also decreases within the
convergence section before increasing again towards the nozzle exit.
Plane C Plane D Plane E Plane F
uvmax/UCL 0.12 0.144 0.13 0.15
(y
′
D )uv=max 0.07 0.1 0.06 0.01
(y
′
D )uv=0 0.332 0.353 0.270 0.263
Table 4.2: Maximum uv, (y
′
D )uv=max and (
y′
D )uv=0
To provide a quantitative assessment of the LES predictions, Table 4.3 presents the
global boundary layer parameters at nozzle exit for measurements [32], LES-R2M ,
LES-WN and the low Re RANS solution. At this level of characterisation, both
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Expt. Data [32] LES-R2M LES-WN low Re
RANS
Momentum thickness θ
(×10−3) mm
3.62 3.44 3.13 3.49
Shape Factor H 1.22 1.24 1.3 1.19
Reynolds number based
on momentum thickness
Reθ
7494 6800 5940 6690
Table 4.3: Global boundary layer parameters at nozzle exit
LES-R2M and low Re RANS predicted values are close to the measured data, with
the LES-WN predicted values in worst agreement with the measured data. Experi-
mental data and the three CFD solutions for the mean axial velocity profile are given
in Figure 4.20. The non-dimensionalised form again follows the practice suggested
by Trumper [32] and explained in Chapter 2. Differences in the LES and low Re
RANS solutions are generally small, with the LES-WN solution again showing the
worst agreement with measured data. It is necessary to consider the profile shape
in the log-law format to examine the very near wall behaviour. Unfortunately, as
explained for the measured data in [32], the uncertainty in determining the wall lo-
cation at nozzle exit for both the pneumatic probe and LDA data made it impossible
to extract a measured wall friction velocity at nozzle exit. A semi-log Clauser type
plot [30] was therefore adopted, which, as noted in Chapter 1, allows the presence
of any logarithmic regions within the boundary layer to be identified (since the data
will then collapse onto a line of approximately constant skin friction coefficient Cf ).
Figure 4.21 shows that the LES-R2M prediction is the one which lies closest to the
experimental data in the near wall region (note: y
′Uδ
νδ
= 104 in Figure 4.21 corre-
sponds to y
′
D = 0.1 away from the wall). The RANS method produces too much
mixing and overpredicts the velocity in the near-wall region. The LES-WN solution
produces a result surprisingly close to the experimental data given how poorly it
performs for the measured turbulence in this region (another example of getting the
right answer for the mean properties for the wrong reason in terms of turbulence
properties).
The predicted normal rms and shear stress profiles for the R2M solution at nozzle
exit are presented in Figures 4.22 and 4.23. The measured axial rms is also provided
in Figure 4.22. The WN prediction, which produces negligible turbulence levels, is
not shown as the levels are so low that the curves are not distinguishable from the
zero axis. Underprediction of the measured axial rms is observed, with the peak
value only ≈ 50% of the measured value. The location of the peak stress is also
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substantially further away from the wall than in the measured data. The expected
near wall anisotropy behaviour was captured with urms > wrms > vrms although
no measurements are available to check this. The turbulence generated by the syn-
thetic LES inlet condition method was able to survive passage through the highly
accelerated nozzle flow, whilst displaying the correct behaviour of re-laminarisation
within the nozzle convergent section and recovery to a more conventional turbulent
boundary layer within the parallel section preceding nozzle exit. Comparison with
the measured velocity profile at nozzle exit has shown an improvement in capturing
the profile shape in the near wall region compared to low Re RANS predictions, but
the turbulence statistics resulting from the re-laminarisation and recovery process
do not seem to be predicted adequately at least as far as the measured data allowed
this to be judged.
It is important to examine the influence of the SGS model constant Cs in determin-
ing the LES turbulence predictions. It is often commented in the literature, see [159]
and [160], that the standard Smagorinsky SGS model produces too much dissipation
even after including van-Driest damping. Chapter 2 has mentioned the value rec-
ommended by Lilly [103] of Cs =0.17 and how this was found to be too dissipative
with respect to the resolved motions in the near-wall region. Piomelli [76] suggested
lower values for flows near solid boundaries or in transitional flows and a value of Cs
= 0.1 (with van Driest wall damping) has been used by Deardoff [161] and Moin and
Kim [162] for turbulent channel flows. The sensitivity of the present LES predictions
to the Smagorinsky model constant was tested by changing Cs from 0.15 to 0.10.
This reduced the SGS dissipation and the predicted turbulence urms was increased,
moving the peak nearer the measured value (Figure 4.24), although the value only
increased by ≈ 15% and still underpredicted the measured intensity by ≈ 45%. For
both wall normal (vrms) and wall parallel (wrms) intensities, much less sensitivity to
the change in Cs was observed; a similar peak value was predicted for vrms while a
slight increase in peak wrms (15%) was observed. Finally, Figure 4.25 shows the shear
stress uv predictions. A marginally higher peak value was predicted for Cs = 0.10
at a similar location to the Cs = 0.15 result. However, a more drastic drop in the
outer region shear stress for Cs = 0.10 was observed, dropping to (uv)1/2/Uδ = 0.013
compared to (uv)1/2/Uδ = 0.015 for Cs = 0.15 between 0 < y′/δ∗i < 5. A second
peak was observed at y′/δ∗i > 5 before a gradual decrease in magnitude occurred for
both shear stress profiles - note that the rise in the second peak for Cs = 0.15 was
also more pronounced.
The above results show that the predicted nozzle flow turbulence level is somewhat,
but not dramatically sensitive to the SGS model constant. In the Smagorinsky SGS
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eddy viscosity relation, as well as Cs, the way in which the filter width or SGS length
scale used to calculate lsgs is also significant. In predictions so far, the length scale
was calculated from ∆ = (dxdydz)1/3. However, very near the wall (where in the
present flow all the turbulence activity occurs), the mesh cells have a very high cell
aspect ratio with the wall normal size (dy) being by far the smallest - dx/dy is of
order 1000 and dx/dz is of order 200. Consequently, the magnitude of the SGS
length scale is influenced more by the value of dx than either dy or dz. Piomelli et
al [163] suggested that with such non-uniform meshes, adopting alternative measures
in near-wall regions to change lsgs to enable better representation of the smaller tur-
bulent scales occurring there may be appropriate, and perhaps even the van Driest
wall damping may also not be needed. In the present study, considering the large
aspect ratio near wall mesh, it may be better to use an SGS length scale based on the
smallest cell dimension instead of the cube root of the cell volume. This approach has
previously been used by Andersson et al [86] in LES studies of jet flows to examine
the effect on predicted potential core length when the filter width was decreased to
reduce the subgrid scale viscosity; higher urms and uv values were obtained resulting
in better mixing in the free shear layer after nozzle exit. An LES-R2M calculation
(using Cs = 0.1) was therefore run with lsgs based on the smallest cell dimension
(smallest filter length, hence labelled as sfl). It can be seen in Figure 4.26 that this
has a large effect - a significant increase (a factor of 1.6) in the peak value of urms.
The location of the peak stress was also much closer to the measured data. The
predicted vrms and wrms intensities were not so sensitive to this change, producing
only ≈ 10% decrease. Figure 4.27 also shows the predicted Reynolds shear stress to
be insensitive, producing only a slightly lower peak uv.
The sensitivity shown here to both the Cs value and (particularly) the SGS length
scale is clearly an unwanted aspect of the simple SGS approach with its character-
istic of choosing a grid related basis for the SGS length scale. An SGS modelling
approach which is so closely tied to the mesh is far from ideal. The classical al-
ternative is to employ the dynamic Smagorinsky model (which was introduced by
Germano et al [104] and later modified and extended by Lily [164]), in which the
calculation of the local Cs value no longer taken as constant but allowed to vary in
space and time. The formulation of the dynamic coefficient model requires the filter
width ∆ which was mentioned above, and a test filter, which is normally taken as
2∆. The advantage of the dynamics Smagorinsky model allows Cs to be changed
automatically (e.g decreasing automatically in the correct manner in near wall re-
gion rather having to reduced it explicitly in the standard Smagorinsky model).
However, the dynamic procedure inherently (model parameter is a varying function
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dependent on space and time) produces large positive and negative values of eddy
viscosity. The negative eddy viscosity produced what is called an energy backscatter
and numerical instability often occurs along with it. This model is thus not used
in the present work. An extensive review of the dynamic Smagorinsky model can
be referred to [165]. It would be much better if the SGS model was related to the
local flow physics (an output of the calculations) than the mesh (a user input to the
calculations). An alternative SGS model was therefore sought and this is discussed
in the next section.
4.2 Alternative SGS Model
Piomelli and Guerts [166] have recently proposed a different approach to SGS mod-
elling which avoids the unwanted features of the Smagorinsky model mentioned
above. These authors developed an SGS model (referred to here as PGSGS) in-
spired by the desire to avoid calculating the SGS length scale from a grid related
formula. In the PGSGS approach, a grid independent length scale lsgs is determined
from local turbulence quantities that are dependent only on prediction of local flow
conditions. lsgs was assumed to be proportional to a fixed fraction (α) of the local
turbulence integral length scale L. This was assumed in [166] to be proportional to
the ratio between the square root of the time-averaged resolved turbulence energy
k = 〈12 u˜iu˜i〉 and the time-averaged resolved vorticity magnitude ω = 〈ω˜iω˜i〉1/2. This
method was found to work well for fully developed channel flows [166] but has so far
not seen any further flow applications. Therefore, the local turbulence integral scale
(L) is approximated as:
L = Ck1/2/ω (4.1)
where C is a model constant. Total resolved vorticity was used (instead of instan-
taneous fluctuating vorticity) to preserve the property that in a laminar boundary
layer the turbulence lengthscale should be zero.
Thus, finally, the SGS length scale in the PGSGS model was defined [166] as:
lsgs = αL = αCk1/2/ω = Ckk1/2/ω (4.2)
Ck is the PGSGS model coefficient, which was argued in [166] is a parameter which
determines the turbulent resolution and determines what fraction of the integral
scale is resolved. A large value of Ck would imply that a large range of turbulent
eddies was modelled while a small value may be interpreted as most of the eddies
being resolved in the LES calculation. The value of Ck in [166] was established by
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considering a series of LES channel flow simulations where Ck was varied with the
objective of minimising a user defined error function (in [166] the skin friction coeffi-
cient for the turbulent channel flow was used). Figure 4.28 (taken from [166]) shows
the error behaviour obtained; based on this, a value of Ck = 0.12 was proposed
in [166]. This was the value used initially in the current study, although it can be
seen in Figure 4.28 that the error distribution is fairly flat for 0 < Ck < 0.15.
Figure 4.29 shows the results of LES predictions using the R2M approach and the
PGSGS model; comparison with measured nozzle exit axial rms (urms) is again used
to judge the model performance. Using the standard value of Ck recommended by
Piomelli and Guerts [166] (Ck = 0.12) produced a 50% increase in the predicted
peak urms compared to the standard Smagorinsky model (with Cs = 0.1, and the
standard lsgs), although still underpredicting the measured data by about 15%. A
shift of the peak value towards the wall was also seen.
Whilst the value of Ck in [166] was calibrated against a fully developed channel flow,
with emphasis on the wall shear stress as the main focus, it is believed here that
it would be better to link the calibration of Ck to a measurement which focuses
on the flow turbulent eddy properties. The calibration method adopted here was
thus to use the nozzle inlet boundary layer flow to calibrate Ck and to focus on
accurate prediction of the integral length scale, and then to judge the success of this
calibration and the resulting SGS model performance against nozzle exit turbulence
predictions. The integral length scale of the nozzle inlet boundary layer was used to
guide the calibration, capitalising on the availability of the measured data provided
by Antonia and Luxton [116].
Several LES-R2M simulations were performed with different values of Ck (just for
the IC domain) to examine two-point one-time correlations and the associated tur-
bulence integral length scale across the boundary layer thickness. Figure 4.30 shows
examples of predicted two-point one-time correlation taken within the IC domain at
x/D=0.415 and at a wall distance of y+ ' 20 and at the outer edge of the bound-
ary layer. The axial integral length scale L11 was calculated from such two-point
correlations for different Ck at several points within the boundary layer (using Equa-
tion 2.52) and is shown in Figure 4.31. The predicted length scale decreases as Ck
reduces. The length scale based on a Ck value of 0.01 agrees best in magnitude and
profile shape with the experimental data of [116]. This value was thus taken as the
optimum Ck value for the PGSGS model. Figure 4.32 shows the solution resulting
from use of this value of Ck for the nozzle exit axial turbulence intensity. An im-
provement of the turbulence profile at nozzle exit was obtained since the peak value
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was now in very close agreement with the measured data. The PGSGS model also
appears to display a more robust behaviour than the Smagorinsky model, showing
less sensitivity to model constant change - Ck was reduced by a factor of 12 but the
peak value increased by only about 13%. Figures 4.33 and 4.34 show an increase of
maximum vrms and wrms, by about 50% and 30% respectively resulted from using
the optimum value of Ck. Table 4.4 presents the peak axial turbulence intensity
values from the predictions using both RANS and LES with the two SGS models
compared against the measured value [32].
Expt [32] low Re
RANS
SSGS
Cs=0.15
SSGS
Cs=0.10
PGSGS
Ck=0.12
PGSGS
Ck=0.01
u′/U2δ 0.145 0.063 0.064 0.081 0.12 0.14
Table 4.4: Tabulated peak turbulent rms values at nozzle exit
Note the different shape observed in Figures 4.32-4.34 for urms, vrms and wrms (in-
cluding the change in shape of vrms and wrms from the Smagorinsky prediction in ear-
lier figures). These are indicative of the turbulence generation/destruction/recovery
processes that have taken place in the convergent nozzle and the parallel extension.
The relaminarising effects of the convergence acceleration are the cause of the col-
lapse of the urms field in the outer region ( yδ∗i > 2) with the very steep rise in urms
near the wall being caused by the recovery process. vrms and wrms are less affected
directly by relaminarisation, but the presence of a double peaked shape in both of
these intensities in the PGSGS results indicates that the details of the recovery pro-
cess have caused the region ( y
′
δ∗i
< 20) to be affected. Figure 4.35 shows the predicted
PGSGS shear stress profiles for Ck = 0.12 and 0.01. The peak shear stress value of
Ck = 0.01 is (uv)1/2/Uδ ≈ 0.018, which is 20% higher than for Ck = 0.12, and this
value is comparable with the peak value observed in the Smagorinsky predictions
of Cs = 0.1 (see Figure 4.25). While similar near wall peak values were observed
for both SGS models, the PGSGS shear stress peak values are much closer to the
wall, between 0 < y′/δ∗i < 3. Moreover, a more drastic drop (uv)
1/2/Uδ = 0.011 for
Ck = 0.01 compared to (uv)1/2/Uδ = 0.013 for Cs = 0.10 was observed.
To understand the upstream flow development that has induced these changes in the
turbulence field, Figure 4.36 focuses on the recovery region in the nozzle exit parallel
extension, and in particular the near wall flow. It is believed that the PGSGS model
produces a more plausible behaviour of the recovery region than the Smagorinsky
model. This figure shows that the PGSGS model predicts a small separation region
125
4.2. ALTERNATIVE SGS MODEL
(as in the low Re RANS prediction, see Figure 2.22) beginning at 0.01D from the
corner and ending at 0.2D downstream of the nozzle throat, and extending out to
0.002D from the nozzle wall. The Smagorinsky model shows no recirculation region
(negative velocity zone), only a much thicker boundary layer. The LES predicted
separation is both wider and longer compared to the low Re RANS predictions, by a
factor of 10 in width and 5 in length. The presence of the shear layer on the recircu-
lation edge creates high strain rates which then generates high levels of turbulence,
much larger than indicated by the Smagorinsky model, see Figures 4.37 and 4.38. In
the PGSGS predictions an island of high uv and urms is observed on the upstream
edge of the recirculation, showing the direct link between creation of high uv leading
directly to generation of urms in region of high shear. The Smagorinsky predictions
show no such features; in fact a layer of very low shear stress is observed next to
the wall which is a direct result of the van Driest damping function. Outside of
this layer, the Smagorinsky model produces a much larger region of reasonably high
uv compared to the PGSGS model, causing the thicker boundary layer and a much
more gradual growth in urms in the downstream direction. The comparsion with the
exit urms measurements seems to indicate that it is the PGSGS model predictions
which are a closer representation of the real flow effects.
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4.3 Closure
The chapter has presented a detailed analysis of an LES-R2M calculation of a sub-
sonic round convergent nozzle flow, using experimental data of Trumper [32] as
benchmark validation data.
The following conclusions were drawn:
1) The predicted results revealed the benefits of the R2M technique such
that self-consistent, correlated turbulence structures were sustained throughout the
high acceleration region associated with nozzle convergence, with the turbulence
anisotropy developing in an expected manner.
2) The LES results for the mean velocity profile shape at nozzle exit were
better than low Re RANS predictions in the region close to the nozzle wall where
turbulence was effective in determining the flow structure.
3) LES predictions using a standard Smagorinsky SGS model showed
that the peak level of turbulence obtained at nozzle exit was less than measured.
Examination of the sensitivity of predictions to the model constant Cs and the choice
of the SGS length scale showed an undesirably strong dependence on mesh related
information with this simple SGS model.
4) To avoid this sensitivity to the grid, an SGS model proposed by Pi-
omelli and Guerts [166] was identified. This model defines the SGS length scale based
on local turbulence quantities and hence involves a mesh independent formulation
for the SGS viscosity. The constant in the PGSGS model was first calibrated by
examining the prediction of the integral length scale in the (essentially) zero pres-
sure gradient boundary layer at nozzle inlet. With this calibration of the model
constant, improved predictions of the turbulence at nozzle exit were observed, and
it was argued that this was due to the flow physics in the convergent and nozzle exit
parallel section being captured better.
5) The chapter has shown a successful approach to the calculation of LES
inlet conditions and an improved mesh independent SGS model for nozzle flows. This
success has increased confidence in this approach which was therefore judged suitable
for more complex nozzle geometries and operating conditions, and this is the subject
of the following chapter.
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Figures
Figure 4.1: Full nozzle grid
Figure 4.2: Mesh distribution in the IC domain up to the inlet plane of the MS
domain
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Figure 4.3: Mesh resolution assessment away from walls
(a) IC domain to MS domain inlet plane (x/D =2.5)
(b) MS domain 2.5 < x/D < 4.15
Figure 4.4: R2M predicted axial mean velocity on a vertical diametrical plane
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Figures
Figure 4.5: Mean axial velocity profile in IC domain compared against experimental
data [32]
(a) Mean axial velocity (b) Turbulence intensity level
Figure 4.6: Non-dimensional R2M predicted profiles in x-direction at y
′
D=0.05 from
nozzle wall (black line) and on centreline (red line)
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(a)
(b)
Figure 4.7: Non-dimensional predicted mean velocity profiles compared against ex-
perimental data at nozzle inlet
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Figures
Figure 4.8: Power density at nozzle inlet of LES-R2M at y+ =50
Figure 4.9: Instantaneous axial velocity contours on a vertical diameter plane
(z/D=0) up to x/D=3. Top: R2M solution Bottom: WN solution
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Figure 4.10: Instantaneous axial velocity contours on a vertical diameter plane
(z/D=0) from x/D=2.5 (MS domain inlet) to x/D=3.65 (end of con-
vergence). Top: R2M solution Bottom: WN solution
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(a) Instantaneous w velocity contours of WN solution
(b) Instantaneous w velocity contours of R2M solution
Figure 4.11: Instantaneous w velocity contours on a vertical diameter plane (z/D=0)
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Figure 4.12: Instantaneous axial velocity contours on various r − θ planes from MS
domain inlet to start of convergence in MS domain. R2M (top), WN
(bottom)
Figure 4.13: Instantaneous axial velocity contours on various r− θ planes from start
of convergence to nozzle exit. R2M (top), WN (bottom)
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Figures
(a) Nozzle Inlet (Plane C) (b) Start of the contraction region
(Plane D)
(c) End of the contraction region (Plane
E)
(d) Nozzle Exit (Plane F)
Figure 4.14: Instantaneous secondary flow (v and w) vectors
Figure 4.15: Isosurfaces of Q-criterion at nozzle exit (Plane F)
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(a) Start of contraction region (Plane D)
(b) End of contraction region (Plane E)
(c) Nozzle Exit (Plane F)
Figure 4.16: Predicted stress profiles of R2M solution at various important axial
locations; blue - u2 (axial), red - v2 (wall normal), green - w2 (wall
parallel)
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Figure 4.17: Predicted stress profiles of R2M solution at y
′
δ =0.15 between 3.0 <
x/D < 3.65; blue - u′ (axial), red - v′ (wall normal), green - w′ (wall
parallel)
Figure 4.18: u
′
w′ at
y′
δ =0.15 between 3.0 < x/D < 3.65
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Figure 4.19: Shear stress uv profiles within nozzle at Planes C (black), D (blue), E
(red) and F (green)
Figure 4.20: Predicted mean velocity against measured data [32] at nozzle exit
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Figure 4.21: Non-dimensionalise clauser plot of mean velocity profile at nozzle exit
compared against measured data [32]
Figure 4.22: Predicted Reynolds normal stresses urms (blue symbols), vrms (red sym-
bols), wrms (green symbols) against measured urms (black symbols)
data [32] at nozzle exit
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Figure 4.23: Predicted Reynolds shear stress uv at nozzle exit
Figure 4.24: Comparison of predicted urms using different Smagorinsky constant Cs
values against measured data [32] at nozzle exit
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Figure 4.25: Comparison of predicted Reynolds shear stress uv using different
Smagorinsky constant Cs values at nozzle exit
Figure 4.26: Predicted urms with/without the length scale based on based on small-
est cell dimension compared against measured data at nozzle exit [32]
at nozzle exit
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Figure 4.27: Predicted Reynolds shear stress uv with/without the length scale based
on smallest cell dimension
Figure 4.28: Error graph to determine Ck [166]
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Figure 4.29: Predicted urms using PGSGS model [166] with Ck=0.12 against mea-
sured [32] data at nozzle exit
Figure 4.30: Two-point one-time correlation at black line - y+ ' 20, red line - outer
edge of boundary layer
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Figure 4.31: Predicted axial length scale distribution for different Ck values (red:
Ck=0.01, purple: Ck=0.03, green: Ck=0.045, blue: Ck=0.06 compared
against measured data (black symbols) [116]
Figure 4.32: Comparison of predicted urms using different Ck against measured data
[32] at nozzle exit
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Figure 4.33: Comparison of predicted vrms using different Ck at nozzle exit
Figure 4.34: Comparison of predicted wrms using different Ck at nozzle exit
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Figure 4.35: Comparison of predicted uv using different Ck at nozzle exit
Figure 4.36: Predicted velocity contours in near wall region at start of parallel sec-
tion, PGSGS (top) and Smagorinsky model (bottom)
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Figure 4.37: Predicted axial normal stress in the near wall region aft of nozzle con-
vergence, PGSGS (top) and Smagorinsky model (bottom)
Figure 4.38: Predicted Reynolds shear stress in the near wall region aft of nozzle
convergence, PGSGS (top) and Smagorinsky model (bottom)
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Chapter 5
LES Predictions of Rectangular
Con-Di Nozzle/Plume flow
As indicated in Chapter 1, the motivation behind the present research was driven
primarily by the objective to identify a fit-for-purpose CFD approach for complex
(rectangular) nozzles with high NPR jet plume mixing. In the previous chapter,
the combination of LES-R2M and the Piomelli and Guerts SGS model [166] was
validated against a round nozzle subsonic testcase, showing successful prediction of
physically realistic turbulence at nozzle exit. In order to show the robustness and
flexibility of this method, the final test was to apply it to a rectangular convergent-
divergent (con-di) nozzle at supersonic jet plume operating conditions. In this chap-
ter, the experimental study of Behrouzi and McGuirk [44] is used for benchmark
validation data. The additional work of Behrouzi el al [167] has provided some mea-
surements of mean axial velocity and axial turbulence intensity at nozzle inlet for the
same nozzle which can serve as a guide to inlet condition treatment for the LES CFD.
In addition, LDA data for the jet plume development (centreline mean axial velocity,
velocity and turbulence tranverse and spanwise profiles) were also available in [44].
The measurements on the rectangular con-di nozzle and jet plume were performed
in Loughborough University’s specially designed High Pressure Nozzle Test Facility
(HPNTF). More details of the experimental setup and instrumentation are available
in Feng and McGuirk [35] and Behrouzi and McGuirk [44], and the measurements
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carried out in [167] are described briefly in Appendix A.
Figure 5.1 shows the nozzle geometry used in the experiment; the co-ordinate system
used in the measurements is also superimposed. The origin of the co-ordinate system
is located at the geometric centre of the nozzle exit plane; the longitudinal (x) co-
ordinate is oriented along the jet plume axis (positive downstream), the transverse
(z) co-ordinate is positive vertically upwards, and the spanwise (y) co-ordinate has
its positive direction such that a right-handed orthogonal set is formed. The noz-
zle minor and major axis dimensions are 25mm and 91.6mm at inlet and 15.76mm
and 91.6mm at exit. The nozzle throat height and width are 13.1mm and 91.6mm
respectively with throat Aspect Ratio (AR) of 7. The nozzle has a 1mm exit lip
thickness. The throat hydraulic diameter (Dh) is 22.92mm and this has been cho-
sen as the reference length and is used to non-dimensionalise all co-ordinate based
information. Figure 5.2 provides a better view of the inlet supply duct and the axial
shape of the nozzle, showing the convergent and divergent sections (of 56mm and
55.78mm length respectively). The location where inlet measurements were taken
in the supply duct was 6.72Dh(154.0mm) upstream of the nozzle throat as shown in
Figure 5.3. The total length of supply duct and nozzle geometry was therefore 210.0
mm.
Figures 5.4 and 5.5 show the nozzle inlet mean axial velocity (along both axes, Fig-
ure 5.4) and urms measurements (along the minor axis only, Figure 5.5, the reasons
for this are explained in Appendix A) that were made to assist the current predic-
tions. Even though a range of NPRs was investigated in the experiment [167], given
that the supply duct Mach number is relatively low (≈ 0.33-0.35) for all operating
conditions, the behaviour and shape of the boundary layer profiles was observed to
be very similar (note in this chapter, y′ and z′ are used to indicate distances from
the nozzle vertical or horizontal walls respectively). As already seen in Chapter 1,
the plume shock system normally displays stronger changes for overexpanded flows
while these were not observed to be as strong and complex for underexpanded NPR.
For this reason, an overexpanded flow case (NPR=2.5, the ideal flow design NPR
for the nozzle geometry was 3.5) for the present nozzle has been selected for detailed
computational study. Figure 5.4 shows that the inlet condition measurements con-
firm that the boundary layer profiles along both axes collapse well. Note that the
boundary layer thickness (δ) used to non-dimensionalise the profiles in Figures 5.4
and 5.5 (and also in subsequent plots) was 5.5mm on both walls and the reference
velocity (Uref ) was selected to be the measured centreline velocity at the nozzle inlet
plane (121 m/s for NPR=2.5).
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Both RANS and LES predictions were performed. For RANS, a high Re solution
was adopted, while the LES-R2M approach was used with the optimised PGSGS
model identified in the previous chapter. The next step in performing these CFD
calculations is to consider what the best choices are for solution domain size, mesh
resolution, and boundary condition treatment.
5.1 Details of the Computational Setup
For precisely the same reasons as in the round nozzle flow, it is important to define
a grid of adequate resolution to capture the boundary layer development within
the rectangular nozzle; in addition, the mesh must now also capture the initial
shear layer spread and jet plume development, i.e. both a wall resolving and a
shear layer resolving mesh is required. The multi-block approach was used again to
provide control of local mesh density and quality. Since rectangular Cartesian meshes
naturally fitted the nozzle geometry, only hexa-grids were required for the internal
nozzle region. However, in both transverse and spanwise (z and y) directions in the
jet plume region, since, even for rectangular jets, as the plume develops downstream
all cross-sectional shape will eventually achieve a round cross-section due to mixing,
polar grids are best suited for the outer region of the plume cross section. This was
accommodated by employing the O-grid/H-grid strategy as described in Chapter 2
for the plume region. Figure 5.6 shows an example of a multi-block grid fitted to
the internal nozzle geometry and the multi-block topology fitted to the downstream
jet plume solution domain that was used in all the calculations to be presented
below. Since the most interesting region is the nozzle/plume transition zone, the
solution domain initially chosen extended just ∼ 10Dh axially from the nozzle exit
as well as ∼ 4Dh outward from the centreline in both y and z directions, as shown
in Figure 5.7, and this is referred to here as the small solution domain SD1. It is
clearly important to choose a sufficiently large solution domain such that the outer
boundaries of the domain do not constrain or interfere with the edges of the jet
plume. On the other hand, the smallest possible solution domain is attractive to
give small mesh size with the same number of mesh points. Preliminary RANS
calculations with the high Re k-ε turbulence model were therefore carried out for
various solution domains to examine this question. The initial small domain (SD1)
has been shown in Figure 5.7; a larger domain (SD2) was chosen next where the
domain size was increased to 45Dh axially from nozzle exit and 15Dh outward from
the centreline as shown in Figure 5.8. Finally, an even larger domain (SD3) with
50Dh axial length and 20Dh in the transverse directions was selected. Examination
of predicted k contours (since these visualise the shear layer regions well) in the
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nozzle major axis plane (z=0 plane) in Figure 5.9 (note: the boundary conditions
used in these calculations are outlined below) indicated that for the small solution
domain (SD1), although the initial shear layer growth was similar to that predicted
with SD2, the proximity of the outlet boundary modified the inward trajectory and
spread of the shear layer for xDh > 7.5, also modifying the turbulence in the core
of the jet. In addition, poor numerical convergence due to the presence of negative
‘backflow’ regions surrounding the potential core was noted for SD1, as shown in
Figure 5.10. These backflows zones were not observed for SD2. The predicted
turbulence energy for the SD1 domain did not capture the peak turbulence level
in the potential core since this occurred downstream of xDh = 10. Finally, radial
profiles of both k and axial velocity at xDh = 10 are shown in Figures 5.11 and 5.12;
the larger solution domain (SD3) produced similar results to the SD2 domain size.
It was decided from this analysis that the SD2 domain was appropriate.
The next question to address was mesh design. The mesh was made non-uniform in
specific zones, for example:
• The internal nozzle mesh had to be clustered close to the walls to capture the
boundary layer/pressure gradient effects as observed in the round nozzle test
case (different requirements for RANS and LES)
• To resolve the jet plume shear layer, which is thin at the nozzle lip but grows
with downstream distance, eventually becoming a fully formed round jet plume,
requires several particular mesh features:
– Axial (x-direction) - a mesh size which is smallest at the nozzle exit plane
but grows with downstream distance as gradients become smaller.
– Cross-plane y/z directions - a mesh size which is capable of resolving
the very thin shear layer emanating from the nozzle lip but grows with
downstream distance as the shear layer widens.
– Cross-plane y/z directions - a mesh which is finer in the region covered
by the jet plume but can increase outside the jet plume to reach the far
field boundary efficiently.
The mesh for LES calculations will be discussed first and then the RANS mesh.
Figure 5.13 shows the grid distribution within the nozzle; both an overall view (where
only every 3rd line in the y and z directions is plotted) and a zoomed-in view of
one corner (actual grid distribution) are provided, indicating the mesh compressed
strongly towards the walls for accurate resolution of the wall boundary layers. The
mesh node numbers in y and z directions were 140 and 75 respectively. The mesh
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suitability for LES CFD was again guided by the various criteria described earlier in
Chapter 4 for the round nozzle test case. As a reminder, for the more challenging (in
the LES mesh resolution context) internal nozzle flow, these guidelines are (taken
from [156] and [157]):
• Two checks to ensure an optimum near-wall mesh:
– near wall cell sizes chosen to resolve the energy containing near-wall eddy
structures [156] - streamwise: ∆x+ < 100, wall parallel: ∆z+ < 30, wall
normal: ∆y+ < 1
– a constraint on grid resolution based on estimates of the size of the Taylor
microscale in near-wall turbulence expressed as a ratio of the filter width
∆ (∆ = (local cell value)1/3) to the Kolmogorov length scale (η) [168]:
(∆/η < 25)
• One check for capture of at least 80% of the fluctuating energy in the resolved
scales away from walls (l is an approximation to the integral length scale cal-
culated from RANS information) [157]: l/∆ > 12
In the current rectangular nozzle flow, ∆z+ represents wall normal distance and
∆y+ wall parallel distance for horizontal walls but ∆y+ is wall normal distance and
∆z+ wall parallel distance for vertical walls. For the LES mesh, the first cell centre
(wall normal distance - ∆z+ or ∆y+ depending on horizontal or vertical walls re-
spectively) was located at a wall distance of between 1.0 and 1.5 (based on the local
friction velocity uτ from the a-priori RANS calculation) from nozzle inlet through
to nozzle exit. In the case of wall parallel distance - ∆y+ or ∆z+ depending on
horizontal or vertical walls respectively, similar mesh resolution follows. The axial
mesh was designed to ensure a good compromise between resolution and cost; ∆x+
was constant within the initial short supply duct of the nozzle, with grid resolution
varying between ∆x+ = 100 to 200. Towards the nozzle throat, the grid resolution
was refined - 50 < ∆x+ < 150, while near the nozzle exit, the number of axial mesh
nodes were increased by a factor of ≈ 2 such that 5 < ∆x+ < 50 to allow capture
of the boundary layer shear layer transition. Furthermore, a check on cell size for
near wall normal distance less than 10 showed that 20 < ∆/η < 50. Whilst again
this mesh design does not quite meet all the criteria for a wall resolving mesh, con-
sidering the high computational cost required to resolve both wall boundary layer
and shear layer flow, the current mesh was considered a good compromise between
affordability and resolution to be adequately for use in the current LES study of
rectangular nozzle/plume flow. Away from the wall, l/∆ was always more than 12
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and this ensured that the LES was well resolved in the case of the con-di nozzle do-
main. The grid distribution downstream of the nozzle exit to ensure good resolution
of the expanding shear layer and the downstream jet plume region is illustrated in
Figure 5.14. A total of 30 million cells were used for the LES predictions. For the
RANS high Re k-ε calculation with wall functions active, changes were made to the
mesh near both horizontal and vertical nozzle walls to ensure wall normal cell sizes
(∆y+ or ∆z+ as appropriate) were stretched to obtain ∆y+ or ∆z+ between 30 and
100, implying a final mesh size of 23 million cells.
As in the round nozzle study mentioned in Chapter 4, both RANS and LES predic-
tions of the rectangular nozzles were ran in parallel using the Hydra cluster. In the
RANS calculations, 18 processors were used with typical run time of 25000 time-steps
(approximately 5 days computer run time), generating statistically mean files 3GB
in size; for LES calculations, 24 processors were used with typical run time of 75000
time-steps to achieve sufficient sampling time (approximately 2 weeks computer run
time) and generating mean and instantaneous files 3.2GB in size.
5.1.1 Boundary conditions
For all predictions performed, boundary conditions at the nozzle wall, at the down-
stream boundary and on far-field boundaries were kept consistent between the two
CFD models analysed. A no-slip condition was set at the walls (high Re wall func-
tions used in RANS). A fixed static pressure equal to the measured ambient static
pressure (pamb) was set at the solution domain exit and on the transverse far-field
boundaries surrounding the jet plume. At the ambient inlet plane outside the nozzle
(labelled as ‘A’ in Figures 5.7 and 5.8), a low speed inflow was specified to aid in sat-
isfying the entrainment ‘appetite’ of the jet plume and prevent any tendency for flow
recirculation to develop in the far downstream region outside the jet flow. A total
pressure 0.3% higher than (pamb) was sufficient to drive an inflow velocity of order
≈ 10m/s - 20m/s (much smaller than the jet velocity at nozzle exit), with RANS
turbulence conditions set at fixed values of k (by assuming a turbulence intensity
of 5%) and ε was calculated from an assumed eddy viscosity level of µt = 20µ0 (µ0
is the molecular viscosity of air at 288K). At nozzle inlet, two different approaches
were adopted. These are described first for RANS predictions and how these were
modified for LES is described in the following sub-section.
The first approach was to set uniform total conditions at nozzle inlet, with the total
pressure and temperature fixed by the measured experimental NPR and NTR values,
while k was set based on the measured urms value and ε as described above. This
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method does not however, take into account the boundary layer that is known to
be present in the supply duct. In addition, the experimental probe measuring the
NPR value was located only on the supply duct centreline, the total pressure will
clearly be lower in the boundary layer region. For the second approach, a spatially
varying total pressure field which was compatible with the measured inlet velocity
profile and also with the NPR value at the centreline was set at nozzle inlet; spatially
varying k and ε values were also set. The varying Ptot, k and ε fields were estab-
lished via a precursor RANS calculation. As for the round nozzle case discussed
earlier, the precursor solution domain consisted of a 25Dh long straight rectangular
duct of the same cross section as the nozzle inlet with a con-di nozzle attached at
the end of the straight duct. The inclusion of the nozzle was to ensure that the
mass flow rate corresponded to the experimental conditions, giving the correct bulk
velocity and density. Precursor solution domain inlet conditions assumed uniform
total conditions and low levels of k and ε were set as above. The converged solution
obtained was examined at various locations along the duct (Figure 5.15) until the
predicted axial velocity profile matched the LDA measured shape along both major
and minor axes (see Figure 5.16). The predicted axial velocity and turbulence fields
(Figure 5.17) at this station were then supplemented by a uniform static pressure
field, this then generated a spatially varying total pressure field which matched both
the measured axial velocity and the measured NPR level at the duct centreline. The
mass flow rate at the nozzle inlet calculated using the chosen static pressure was
checked and the mass flow rate was within 5% of the measured value. Figure 5.18
shows the resulting total pressure profiles along major/minor axes predicted by this
approach; these compared to measured total pressure data [167] very well. For RANS
CFD, this approach generated a set of total conditions (NB secondary flow angles
were simply assumed to be zero in both pitch and yaw), and turbulence conditions
(k and ε) which were complete and could be read in at the inlet plane of the main
solution domain upstream of the nozzle (see Figure 5.3) placed at the location where
boundary layer measurements had been made. For the LES solution, all the bound-
ary conditions as described for RANS CFD were carried over essentially unmodified,
except for the nozzle flow inlet plane where the LES−R2M approach was adopted;
details of how this was applied for the rectangular nozzle problem are described next.
5.1.2 Nozzle LES inlet conditions
The precursor RANS k-ε prediction described above defines the mean velocity tar-
get field that the LES-R2M approach needs. However, the only fluctuating velocity
field turbulence data that is available from RANS precursor calculations is the time-
averaged turbulence energy (k) field, whereas all three individual normal stresses are
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needed; one of these stresses (axial) was measured in the LDA study (see Appendix
A), but the two transverse normal stresses were not available. The missing target
data for the normal stresses required by the LES-R2M approach were therefore cre-
ated using a mixture of the LDA axial stress measurements, information on the total
turbulence energy from the precursor RANS calculation, and information deduced
from application of an Algebraic Stress Model (ASM) post-processing procedure.
ASM relations for individual Reynolds stresses are defined via reduced versions of the
modelled Reynolds Stress Transport differential equations simplified to achieve a set
of algebraic equations. Although the individual normal stresses could have been cal-
culated from the predicted k by using the Boussinesq hypothesis (see Equation 2.18),
together with the predicted local µt values from the precursor calculation, it is gen-
erally accepted that this does not usually produce sensible levels of anisotropy for
the individual normal stresses [169]. A better way forward is to use ASM relations
instead of the Boussinesq hypothesis, since these are capable of producing more re-
alistic stresses for the LES-R2M approach and have also recently been successfully
used for this in a hybrid RANS/LES coupling procedure as reported by Li [170].
Pope [17] has shown how the modelled steady state Reynolds Stress Transport equa-
tions can be written in a standard form as:
Dij ≡ ∂
∂xk
(ρukuiuj)− ∂
∂xk
(
Cttρk
2
ε
∂
∂xk
uiuj
)
= Pij +Rij − 23ρεδij (5.1)
Dij represents the spatial transport terms (convective and turbulent diffusive). The
production tensor Pij in Eqn 5.1 is:
Pij ≡ −ρuiuj ∂U j
∂xk
− ρujui∂U i
∂xk
(5.2)
and the pressure strain or redistributive term Rij is (NB the simplest Gibson-Launder
model is used here [171] which neglects all wall-effects terms on Rij):
Rij = −C1 ρε
k
(uiuj − 23kδij)− C2(Pij −
2
3
Pδij) (5.3)
P is the production of the turbulent kinetic energy and is expressed as:
P = −ρukul ∂Uk
∂xl
(5.4)
The ASM approach approximates the transport terms Dij (which are all the terms
containing differentials of uiuj) via an algebraic expression. Rodi [172] was the first
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to suggest a generic weak-equilibrium assumption where the ratio of the transport
terms in the individual stress equations to the equivalent transport terms in the k
equation (Equation 2.23) are assumed equal to the ratio of each individual stress to
k. This leads to the following relation:
Dij
Dk
=
uiuj
k
(5.5)
Further, since Dk represents the transport terms in the k equation this may be
written as:
Dk = (P − ρε) (5.6)
then Equation 5.1 may be manipulated to give:
uiuj
k
(P − ρε) = Pij +Rij − 23ρεδij (5.7)
where C1 = 1.8 and C2 = 0.6 based on the model proposed in [171].
Equation 5.7 may be manipulated to give a matrix equation of the form AX = B
where the coefficients in the 6 by 6 matrix A and the 6 by 1 matrix B are known
algebraic functions containing k, ε, and the mean velocity gradients (which appear
in Pij , Rij and the production term P ). X is the vector of all 6 Reynolds stresses.
Thus, using information on the velocity field, k and ε from the precursor RANS
solution to calculate all the coefficients in the A and B matrices, these equations can
be solved and all individual stress components obtained.
Figure 5.19 shows contour plots of the non-dimensional rms levels of normal stress
obtained following this procedure for the selected plane in the precursor RANS cal-
culation. The rms intensities are significant only in the boundary layer region, and
the contour values indicate that, as expected, the axial rms rises to a larger peak
than the transverse rms values. Note, however, that the predicted vrms and wrms
levels are equal everywhere; this is because the form of pressure strain modelling Rij
used above in the ASM equations did not include any wall effect terms. Figure 5.20
shows a comparison of these ASM derived results along the minor axis (z′ - direc-
tion) of the duct from the nozzle bottom wall to the duct centreline; the agreement
between ASM predicted normal axial rms and the LDA measured data is very good.
It is expected that the axial rms should peak very close to the wall but data from
zero pressure gradient boundary layers (e.g the Spalart data shown in Figure 3.14)
indicates that the transverse normal stresses should peak further away from the wall.
The stress associated with fluctuations normal to the wall (in this case wrms) in par-
ticular should peak well away from the wall because it is strongly damped in the
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presence of the wall. The fact that this is not reflected in the ASM derived data
is another feature of the neglect of wall effects in the pressure strain redistribution
model for Rij . vrms (wall normal) should also be less than wrms for the vertical side
walls and wrms (wall normal) should be less than the vrms for the horizontal side
walls. Whilst the obvious route to correcting this neglect of wall effects would be to
modify the Rij model in Equation 5.3, an alternative, quicker route was adopted for
the present calculations based on simple post-processing to improve the anisotropy of
the normal stresses, Using the turbulence energy (k) field predicted by the precursor
RANS, the definition of k, and the measured axial normal stress, the sum of the two
transverse stresses can be written:
v2 + w2 = 2k − u2 (5.8)
Further, the ratio between wall parallel and wall normal transverse stresses (e.g v2
w2
for a horizontal wall) can be derived using the stress profiles for a zero pressure
gradient turbulent boundary layer predicted in the DNS data of Spalart [146] (see
Figure 3.14). Thus the ratio of v2
w2
can be calculated as a function of distance from
the wall ( z
′
δ in the case of a horizontal wall):
v2
w2
= fn
(
z′
δ
)
(5.9)
Solving between Equations 5.8 and 5.9 (or more precisely the versions of these equa-
tions for either a horizontal or vertical wall), different values for wrms and vrms
and hence better anisotropy of the normal stresses can be obtained. Figure 5.21
shows the rms profiles obtained following this procedure for the horizontal lower
wall. Figure 5.22 presents the improved stress contours. Note now the appropriate
wall normal and wall parallel stresses can easily be identified. The method used to
create Figure 5.22 represents the approach adopted to generate the final 2nd moment
statistics that were used as the target fields for the LES −R2M in the rectangular
nozzle predictions.
To implement the LES−R2M approach, an additional inlet condition (IC) domain,
of length 20δ was created, attached upstream of the MS domain inlet plane. As in
the round nozzle test case in Chapter 4, the cross-sectional mesh in the IC domain
matched that chosen at inlet of the MS domain described earlier, with appropriate
mesh design along the axial direction. The axial mesh was kept constant in the IC
domain with grid resolution ≈ 100 < ∆x+ < 200 which is similar to the start of
the MS domain. The selected recycling plane was again chosen slightly upstream to
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avoid any upstream influence of the flow field in the MS domain on the IC domain
solution. A uniform static pressure field was set at the IC domain exit plane. Given
that the pressure does not change much in a short straight duct, the static pressure
will eventually be maintained approximately constant as well as the measured or
approximated target velocity statistics through the IC domain, and this then sets
both static and total pressure conditions at the MS domain inlet plane, which as
expected, then matches the total pressure at the duct centreline (measured NPR
level).
5.2 Predicted Results - RANS CFD
The two inlet approaches (uniform and spatially varying total pressure) described
above were applied at the nozzle inlet plane - note that x/Dh =0 is located now at the
nozzle exit plane. Figure 5.23 shows the corresponding inlet total pressure contours.
As expected, no boundary layer can be seen when a uniform total pressure is set
at inlet, while a boundary layer was clearly visible when a spatially varying inlet
total pressure was set. Figure 5.24 provides further evidence of the effect of these
two inlet approaches. With inlet total pressure uniform, only a very thin boundary
layer may be seen developing slowly as the nozzle is approached - note that Uref is
the nozzle inlet velocity - 121m/s). Figures 5.25 and 5.26 show the corresponding
RANS predictions of the jet plume behaviour downstream of nozzle exit illustrated
via mean axial velocity contours on y and z symmetry planes and a centreline velocity
profile plot. Stronger and a greater number of shock cells can be observed in the jet
plume with the spatially varying inlet total pressure profile. The initial downstream
development of the jet shear layers for both inlet approaches was similar, although the
potential core length is slightly reduced with inlet conditions containing a boundary
layer and the jet plume has a slightly wider z dimension. The potential core length for
both inlet approaches was overpredicted compared to measurements (Figure 5.26)
with higher centreline velocity observed downstream of the potential core end as
expected from RANS calculations. The shock cell oscillations, as indicated in the
contour plots of Figure 5.25 are more prominent with the boundary layer inlet total
pressure profile. In addition, two more shock cells were predicted. The larger number
of shock cells is in better agreement with measured data. The peak amplitudes in
both calculations overpredicted the measured data (with the varying total pressure
results higher) while for the trough amplitude, better agreement was observed with
the varying total pressure condition. The centreline jet decay rates for both inlet
conditions essentially collapse onto one another but only approach the measured
data at x/Dh = 15, displaying in general a too steep decay rate, see Figure 5.26.
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Figures 5.27 - 5.28 next present the jet plume shear layer development from the nozzle
exit (x/Dh = 0) along both symmetry planes for both inlet approaches compared
against measured data. Four locations were chosen specifically for this analysis.
The nozzle exit near field region, x/Dh = 1 and 2, the end of the potential core
(x/Dh ≈ 4) and a location within the zone of jet decay (x/Dh = 8). At x/Dh =
1 and 2, similar shear layer distributions along both axes were observed for both
predictions. The centreline region for the varying total pressure condition was much
closer to measurements particularly in major axis profiles. Moving on to x/Dh =
4, the centreline region for both predictions was much higher than the measured
data with the predicted shear layer edge marginally closer to measured data for
the varying inlet total pressure. Finally, at x/Dh = 8, again overprediction of
the centreline velocity was observed for both predictions (but greater with uniform
inlet conditions). The profile shape was better predicted with a varying inlet field,
with an incorrect ‘saddle shape’ being displayed by the uniform inlet conditions
in the y-direction profile. Figures 5.29 and 5.30 show the predicted development
of the axial turbulence intensity in the shear layer in the plume near field region.
Along both axes, both RANS calculations underpredict the measured peak level by
some 25% - 30% (RANS predictions of axial component taken as urms =
√
2
3k).
However, the RANS calculation with varying inlet total pressure showed marginally
closer predictions (for both centreline and peak values) to the measured data. The
predicted spread of turbulence into the ambient is substantially underpredicted in
the z direction expecially. The inadequacy of an eddy viscosity RANS model at
predicting individual normal stresses is clearly illustrated here.
The above analysis of the RANS calculations has shown that having a varying total
pressure profile at nozzle inlet (which sets the boundary layer profile to be similar to
measured data [167]) does improve the accuracy of the numerical predictions. RANS
predictions are also shown to be unable to predict the turbulence in the shear layer
well enough, and this should form an effective measure to judge performance of the
alternative LES method reported next.
5.3 Predicted Results - LES-R2M CFD
In the LES results that are discussed below, the calibrated Piomelli and Guerts [166]
model (PGSGS, with Ck = 0.01) is compared against the Smagorinsky SGS model
(SSGS). As pointed out in Chapter 4, the value of Cs =0.1 has been preferred in
previous studies for wall dominated flows, although higher values are often selected
for free shear flows. A compromise value of Cs has to be made as both internal
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nozzle and jet plume flows are considered here. Andersson et al [86] used a value of
Cs= 0.11 for their jet studies. Thus for the current testcase, Cs= 0.12 was used in
the SSGS model. Initial analysis is focused on the performance of the inlet condi-
tion LES-R2M approach. The main focus of this is to consider the impact of this
on the downstream jet plume development. Figure 5.31a shows an instantaneous
axial velocity field generated by the R2M approach within the IC domain and pass-
ing through the IC/MS interface (x/Dh = −9.2 indicated by the line) without any
disturbance effects. Unsteady and correlated large eddies can be observed in both
domains. Figure 5.31b presents the time-averaged axial velocity field. The nozzle
conditions at the MS domain inlet plane (x/Dh = −9.2) generated using the R2M
approach are examined in Figure 5.32; the mean axial velocity profiles (Figure 5.32a)
along minor and major nozzle axes agree well with measured data as expected from
the R2M technique. The rms turbulence intensities ( Figure 5.32b) show that urms
is very close to the target data while both vrms and wrms predictions also agree with
target data but only away from the wall. The profiles predicted by the LES-R2M
approach show the more physically correct anisotropy behaviour expected in the near
wall region of a turbulent boundary layer, where the fluctuations normal to the wall
are damped more rapidly compared with the wall parallel fluctuations leading also to
the former peaking further from the wall. Extra damping of wall normal fluctuation
occurs naturally in the LES solution, and even the forcing towards the target data
implied by the R2M approach has not prevented this from being maintained. Based
on this analysis, it can be seen that realistic and experimentally matched inlet condi-
tions have been generated by the R2M approach. The RANS results in the previous
section have shown that, even for statistically averaged CFD, by setting as realistic
conditions as possible at nozzle inlet, better flow predictions of features in the jet
plume near field development were predicted. The R2M technique described here
allows this benefit to be carried over into LES CFD.
Figure 5.33 shows instantaneous axial velocity contours in the jet plume downstream
of nozzle exit using both SSGS and PGSGS models, plotted in both geometrical sym-
metry planes. Both SGS models exhibit some evidence of turbulent structures at
nozzle exit but examination of the initial shear layer indicates these are much more
obvious in the PGSGS solution. The plume shear layers also develop larger tur-
bulent eddy structures downstream and the plume displays significant large scale
structure and transverse flapping particularly in the minor axis z-direction. This
instantaneous picture of course varies significantly with time and fairly strong shock
oscillations in the potential core were therefore observed, particularly for the 1st
cell which is terminated by a Mach disc (subsonic velocity green zone at x/Dh ≈
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0.25). Focusing on the nozzle exit near field region (0 < x/Dh < 3), it is clear
that more intense velocity fluctuations are visible with the PGSGS model, although
further downstream the plume break-up in Figure 5.33b seems to take place more
rapidly with the SSGS model. Figures 5.34 and 5.35 provide further evidence for the
fluctuation field difference between the SGS models on the y=0 vertical plane in the
vicinity of the nozzle lips. V and W velocity fluctuations clearly exist within the thin
boundary layer inside the nozzle right at nozzle exit for the PGSGS model but are
not so visible for the SSGS model. This indicates the presence of turbulent boundary
layer eddies that feed into the jet plume shear layer at nozzle exit. With the SSGS
the boundary layer turbulence is extremely weak, so unsteadiness only appears as a
consequence of shear layer instabilities, which display a more coherent pattern when
they begin to appear but only downstream of x/Dh =1 for the V velocity, and right
from nozzle exit for W velocity. The V field in particular for SSGS shows evidence
of coherent Kelvin-Helmholtz like round eddies right through to x/Dh =2.5 whereas
the PGSGS fluctuations have the appearance of more elongated turbulent eddies.
Figure 5.36 shows the statistics of turbulence at the nozzle exit plotted along the
minor axis from the lower wall. The PGSGS model has predicted much higher tur-
bulent stress levels for all Reynolds stress components compared to SSGS, which is
consistent with the description above. Only the axial normal stress for the SSGS is
shown (where the peak is half of the PGSGS value) as the other stress components
were all very small. This indicates that, while the jet exit turbulence produced by
PGSGS displays plausible anisotropy levels, the SSGS model unsteadiness at nozzle
exit shows no sign of any physically realistic 3D turbulence structures.
This picture of turbulence development is underlined by examining the Q-criterion
field shown in Figure 5.37. A complex series of vortex structures created at nozzle
exit. The R2M inlet generation method was able to produce turbulence structures
that have survived to nozzle exit, resulting in a turbulent boundary layer/free shear
layer transition at the nozzle exit lip which displays continued evidence of 3D tur-
bulence. These structures are then stretched and strained by the strong 3D velocity
field. The 3D eddy structures from the PGSGS model are more pronounced, with
small eddies inside the nozzle feeding into the initial shear layer. These vortices
interact with one each other as the eddies grow in size visualising the rate of growth
of the shear layer. This 3D behaviour is much less obvious with the SSGS model.
In fact at nozzle exit, coherent 2D, large scale structures analogous to rectangu-
lar shaped vortex rings and indicating laminar/transitional shear layers are clearly
observed in the SSGS model, implying a laminar like Kelvin-Helmholtz instability
breakdown to turbulence, which is highly unlikely to be the case in the experiments.
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The instantaneous solution has been examined above to allow proper visualisation
of the turbulent eddy structures in the jet/ambient shear layers. Figure 5.38 shows
equivalent time-averaged LES predictions of mean axial velocity contours in the jet
plume on both symmetry planes and can be compared with the RANS results in
Figure 5.25. Time-averaged mean velocity contours for both SGS models are rather
similar, differences between the two only become obvious when radial profiles are
examined (as will be shown later). Hence, only the PGSGS model results are shown
here. As noted above, the overexpanded NPR condition leads to a strong normal
shock (Mach disc) initially and then a series of oblique shock waves in the inviscid
jet core. The evidence of shock oscillation is indicated in Figure 5.39 by the high
level of fluctuating axial velocity predicted in this region (see x/Dh ≈ 0.2), but is
also evident in weaker form where downstream shock diamonds intersect the geo-
metric centreline. This cannot be shear generated turbulence as this is an inviscid
flow region; time averaged shear stresses are zero on the centreline and even though
there are some axial gradients, production of turbulence is low - this is unsteady
shock oscillation rather than turbulence per se. Clearly, the strongest fluctuation
coincides with the first strong normal shock. Subsequent fluctuations decrease in
magnitude corresponding to weaker shocks and less evident oscillations as the jet
develops downstream. Note that apart from the first normal shock fluctuating ve-
locity magnitude, the rest are small in comparison to the turbulence generated in
the shear layers. The jet has a potential core length of ≈ 4Dh; the spread of the jet
plume is clearly visible, increasing by around a factor of four in the minor axis x-z
plane in the first 10 hydraulic diameters while remaining fairly constant in the major
axis x-y plane (increase by a factor of 1.25 at x/Dh = 6 before reducing slightly at
x/Dh = 10). The much shorter potential core in LES results compared to RANS
(Figure 5.25) is readily visible in these contour plots, as is the much greater rate of
spread in the z-direction produced by the LES CFD. These changes in the jet core
size, dominated by the minor axis direction, indicate that even with an initial high
aspect ratio rectangular jet nozzle, the jet cross-section evolves rapidly downstream
into a low aspect ratio oval shape by x/Dh = 6 before developing into a round shape
with the velocity field completely losing its initial cross-sectional shape identity by ≈
x/Dh = 10. This transition is illustrated via both instantaneous and time-averaged
contours in Figure 5.40; the instantaneous flow features also demonstrate the vigor-
ous nature of the large scale eddies, producing large distortions in the jet periphery,
increasing the area available for entrainment and explaining the primary cause of
the higher mixing rate observed in rectangular jets as opposed to round jets.
Predicted time-mean centreline axial velocity development using both SSGS and
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PGSGS models (and for comparison purposes the RANS high Re k-ε prediction
presented above) are compared in Figure 5.41, which also contains the experimen-
tal data taken from [44]. As noted above, the RANS calculation overpredicts the
potential core length at x/Dh = 5.5 substantially and the near field velocity decay
rate is too rapid. Five shock cells are predicted by the RANS high Re k-ε model,
whereas the measured data showed only four. Shock cell amplitude decay is due
to imperfect reflections of the pressure waves from the non-sharp jet/ambient shear
layer boundary, so the extra shock cell and the potential core length overpredic-
tion are both connected with incorrect (too slow) prediction of shear layer thickness
growth in the RANS CFD. Both LES predictions produce lower shock cell ampli-
tudes and a faster rate of shock amplitude decay than the RANS model, in better
agreement with measurements, and an indirect indication of more accurate shear
layer characteristics (details to be presented below). The PGSGS model displays
higher peak shock amplitudes than the SSGS model, but less than the RANS model;
good agreement with the measured trough amplitudes was observed for both LES
SGS models, slightly better for the PGSGS model, which also captured the location
of the shock cells better with a significant improvement over RANS CFD. The po-
tential core length and the initial velocity decay rate for the PGSGS LES prediction
are both in better agreement with experimental data than for the SSGS model. Note
that downstream of x/Dh ≈ 10, the slope of the LES results starts to derivate away
from that measured. It is likely that this is influenced by insufficient sampling time
when gathering statistics. Further downstream the flow has larger timescales (bigger
length scale and lower velocity scale) than the upstream jet/plume flow and thus re-
quires larger sampling/averaging time to reach a statistically stationary state. The
fact that the potential core length is close to that measured for the PGSGS model
is attributed to the contribution of R2M generated realistic nozzle inlet turbulent
conditions and the superior performance of the PGSGS model in predicting nozzle
exit turbulence, which has allowed the transition between a wall boundary layer and
a free shear layer to be captured accurately.
The near field development of the predicted mean axial velocity along both minor
axis (z-direction, Figure 5.42) and major axis (y-direction, Figure 5.43) is discussed
next. Again, locations x/Dh =1, 2, 4 and 8 downstream of nozzle exit are chosen for
analysis. As expected from the preceding discussion, the early development of the
axial mean velocity profile is predicted better with the LES PGSGS model compared
to both LES SSGS and RANS models. At x/Dh = 1 the LES predictions show a
significantly thinner shear layer in both y - and z - directions compared to the RANS
model. The shape of the profile in the jet core is determined by the inviscid shock
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cell processes, so the much reduced velocity in the centreline region predicted by
the SSGS model indicates an incorrect first shock cell structure. The double peaked
shape in the y-direction is reproduced by both PGSGS and RANS models, but is
more exaggerated than in the measured data; this shape is a reflection of larger total
pressure loss in the jet core due to the Mach disc. At x/Dh = 2, the shear layer
thickness in the RANS calculation has not changed much, while experimental data
and LES PGSGS predictions both show a thicker shear layer, particularly in the z -
direction. Again, the prediction in the jet core is better in the PGSGS model since
now a too high velocity was predicted by the SSGS model. Moving downstream to
x/Dh = 4, the shear layers have grown to eliminate the inviscid core in the minor
axis direction, but a significant zone of flat velocity still remains in the major axis
profile. As at the first two locations, both LES models predict the rate of growth
of the shear layer region better than RANS, with the latter now indicating a sig-
nificantly too narrow shear layer (especially along the minor axis), consistent with
the (eventual) too long potential core; the PGSGS model result is still superior to
the SSGS model for near-field jet development. Finally, at x/Dh = 8, the inferior
predictions of the RANS model for near-field jet development becomes very evident,
with a too high centreline peak and a far too narrow mixing region. The PGSGS
model provides the better of the two LES results in terms of both shear layer thick-
ness and centreline velocity accuracy, although the overall jet width is now slightly
overpredicted at this station.
There is little doubt that the improved mean field predictions are a consequence of
better simulation of the turbulence field in the jet plume/ambient shear layer de-
velopment starting from the nozzle exit lip. The evidence for this is provided in
Figures 5.44 and 5.45, which shows comparison between LES results from both SGS
models and the LDA measured axial turbulence rms for the same four axial loca-
tions along both symmetry planes. The RANS predicted turbulent stress field (with
varying total pressure at inlet and u′ =
√
2
3k) is also included here for comparison
to highlight its inadequacy as already indicated in the previous section. The early
development (x/Dh = 1) of the profiles along both axes is much better predicted
by the PGSGS model compared to the SSGS model. Significant improvement in
particular on capturing the peak stress is observed at x/Dh = 1, and this is also
the case even in the jet core region, which as noted above is probably attributed to
inviscid shock unsteadiness rather than true turbulence. Underprediction with the
SSGS model is observed for both these features which is to be expected given the
poor turbulence representation at nozzle exit indicated above. Similar observations
hold for x/Dh = 2 where the distribution on the minor axis using the PGSGS model
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is in excellent agreement with measurements, whereas the SSGS model now displays
a too high peak on the minor axis, in all probability due to the presence of the lam-
inar/transitional vortex rings indicated earlier, which result in high unsteadiness as
the coherent vortex rings break up. Moving further downstream to x/Dh = 4 and
8, both LES calculations begin to produce similar results as the shear layer develop-
ment begins to ‘forget’ its initial nozzle lip starting conditions, although the PGSGS
model results remain marginally closer in agreement with measured data. The inward
spread of the shear layer edge is rather too rapid in the PGSGS results, although
statistical non-convergence may contribute to this. The Reynolds shear stress uw,
which is mainly responsible for entrainment and momentum transfer between jet
and ambient in the z-direction, follows a similar development to the normal stress
(Figure 5.46) - the RANS CFD predicted shear stress has been estimated from the
Boussinesq hypothesis (Equation 2.18) is again included for comparison purposes.
At x/Dh = 1 in particular, the superior ability of the PGSGS model in capturing
the boundary layer/free shear transition is again emphasised. Further downstream
distance (x/Dh = 4), the LES results are similar and in good agreement with mea-
sured peak stress levels; at x/Dh = 8, the agreement is not so good, again possibly
influenced by statistical non-convergence.
5.4 Closure
The results presented in this Chapter have shown that the Rescaling/Recycling
Method (R2M) for LES inlet condition generation as developed and validated for a
subsonic round nozzle, has shown itself capable of application, with only marginal
modifications, to the more practically relevant and more complex case of super-
sonic flow in a con-di rectangular nozzle. Initial extra work was required to ensure
that for this challenging overexpanded NPR high aspect ratio nozzle case, the inlet
time-varying total pressure conditions were able to match both the measured mean
total pressure variation in the nozzle cross section, as well as corresponding to a
3D unsteady, correlated velocity field. This unsteady turbulence was then sustained
throughout the nozzle, and resulted in an improved prediction in the jet plume near
field. The use of the PGSGS model again showed superior performace to the SSGS
model and this contributed to the improved agreement with near-field flow mea-
surements. A much better capture of the nozzle wall boundary layer to free shear
layer transition in the turbulence field was achieved. These results confirm that the
combination of an improved LES inlet condition method and a more advanced SGS
model enables good LES predictions in the plume near field to be obtained, validated
by comparison with the LDA data provided in [44].
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Figures
Figure 5.1: Con-di Nozzle geometry and reference co-ordinate system [167]
Figure 5.2: Side view of Rectangular Nozzle with dimensions [167]
Figure 5.3: Start (inlet) of nozzle measured from window with respect to nozzle
throat [167]
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Figures
Figure 5.4: Measured axial velocity profile (NPR=2.5) at nozzle inlet along both
axes [167]. Black symbols - minor axis (z′), Red symbols - major axis
(y′)
Figure 5.5: Measured urms profile (NPR=2.5) at nozzle inlet along minor axis [167]
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Figures
Figure 5.6: Nozzle geometry with solution domain
(a) y-Plane
(b) z-Plane
Figure 5.7: Small solution domain (SD1)
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Figures
(a) y-Plane
(b) z-Plane
Figure 5.8: Large solution domain (SD2)
Figure 5.9: Turbulent k contours in z=0 plane. Top: SD1, Bottom: SD2
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Figures
Figure 5.10: Negative velocity flow field surrounding potential core of SD1
Figure 5.11: Radial profiles of turbulence kinetic energy k at x/Dh=10 comparison
with different solution domains. Dashed lines: SD1, Solid lines: SD2,
Symbols: SD3
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Figures
Figure 5.12: Radial profiles of axial velocity at x/Dh=10 comparison with different
solution domains. Dashed lines: SD1, Solid lines: SD2, Symbols: SD3
Figure 5.13: Grid density distribution internal to nozzle showing overall mesh
(whole) and zoomed in view at wall corner at nozzle exit
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Figures
(a) Grid distribution in the initial shear layer region
(b) Grid distribution in the downstream shear layer region (x/Dh
=10 and 30 - every 3rd line in the y and z directions plotted
Figure 5.14: Grid distribution in the shear layer region
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Figures
Figure 5.15: Precursor RANS predictions of straight rectangular duct flow with noz-
zle attached to identify inlet conditions for rectangular nozzle flow (x-y
and x-z planes)
Figure 5.16: Comparison of precursor RANS prediction (lines) and LDA data [167]
(symbols) along minor (black) and major (red) axes
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Figures
(a)
(b)
(c)
Figure 5.17: Extracted precursor RANS contours at plane matching experimental
measured profiles (a) axial velocity, (b) turbulent kinetic energy, (c)
dissipation rate
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Figures
Figure 5.18: Comparison of predicted total pressure profile against measured data
[44] at NPR = 2.5 along minor (black) and major (red) axes
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Figures
(a) urms
(b) vrms
(c) wrms
Figure 5.19: ASM derived rms contours
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Figures
Figure 5.20: ASM derived urms (black line), vrms (triangle symbols) and wrms
(square symbols) profiles compared against measured data for urms
(black dots)
Figure 5.21: ASM derived urms (black line), vrms (blue line) and wrms (red line)
profiles after postprocessing procedure for wall effects compared against
measured data for urms (black dots)
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Figures
(a) urms
(b) vrms
(c) wrms
Figure 5.22: ASM derived Reynolds rms contours derived after postprocessing pro-
cedure for wall effects
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Figures
Figure 5.23: Comparison of inlet boundary plane (Top) varying total pressure profile
(Bottom) uniform total pressure profile
Figure 5.24: Comparison of predicted inlet duct behaviour for axial mean velocity
on a vertical y=0 plane (Top) varying total pressure profile (Bottom)
uniform total pressure profile
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Figures
(a) Vertical y-plane contours (Top) varying total pressure profile (Bottom)
uniform total pressure profile
(b) Horizontal z-plane contours (Top) varying total pressure profile (Bot-
tom) uniform total pressure profile
Figure 5.25: Comparison of predicted jet plume behaviour using two different inlet
approaches
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Figures
Figure 5.26: RANS predicted jet plume development (black line - varying total pres-
sure profile at inlet, red line - uniform total pressure at inlet) compared
against measured data [43] - black line with symbols
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Figures
(a) x/Dh = 1 (b) x/Dh = 2
(c) x/Dh = 4 (d) x/Dh = 8
Figure 5.27: RANS predicted mean axial velocity radial profiles of shear layer along
minor axis (z-direction) against measured data [44]. Measured data -
black line with symbols, black line - varying total pressure profile at
inlet, red line - uniform total pressure at inlet
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Figures
(a) x/Dh = 1 (b) x/Dh = 2
(c) x/Dh = 4 (d) x/Dh = 8
Figure 5.28: RANS predicted mean axial velocity radial profiles in shear layer along
major axis (y-direction) against measured data [44]. Measured data -
black line with symbols, black line - varying total pressure profile at
inlet, red line - uniform total pressure at inlet
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Figures
(a) x/Dh = 1 (b) x/Dh = 2
(c) x/Dh = 4 (d) x/Dh = 8
Figure 5.29: RANS predicted axial normal stress radial profiles in shear layer along
minor axis (z-direction) against measured data [44]. Measured data -
black line with symbols, black line - varying total pressure profile at
inlet, red line - uniform total pressure at inlet
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Figures
(a) x/Dh = 1 (b) x/Dh = 2
(c) x/Dh = 4 (d) x/Dh = 8
Figure 5.30: RANS predicted axial normal stress radial profiles in shear layer along
major axis (y-direction) against measured data [44]. Measured data -
black line with symbols, black line - varying total pressure profile at
inlet, red line - uniform total pressure at inlet
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Figures
(a) Instantaneous velocity field
(b) Mean velocity field
Figure 5.31: Velocity field generated using LES-R2M
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Figures
(a) Comparison of mean axial velocity profile (lines) against tar-
get data (symbols) along minor (red) and major (black) axes
(b) Predicted Reynolds rms intensities (symbols) against target
data (line) urms (black line), wall parallel (blue line) and wall
normal (red line) for both axes
Figure 5.32: Inlet condition generated from LES-R2M
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Figures
(a) y-symmetry plane (Top) PGSGS model (Bottom) SSGS model
(b) z-symmetry plane (Top) PGSGS model (Bottom) SSGS model
Figure 5.33: Instantaneous velocity field generated using LES-R2M
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Figures
Figure 5.34: Instantaneous V velocity field generated at nozzle exit using LES-R2M
(Top) PGSGS model (Bottom) SSGS model
Figure 5.35: Instantaneous W velocity field generated at nozzle exit using LES-R2M
(Top) PGSGS model (Bottom) SSGS model
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Figures
Figure 5.36: Predicted stress at nozzle exit. Symbols - PGSGS model, line - SSGS
model. u2 - black, v2 - green, w2 - blue, uw - red
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Figures
(a) PGSGS model
(b) SSGS model
Figure 5.37: Instantaneous turbulent structures in the jet plume visualised using the
Q criterion (coloured by axial velocity magnitude) using LES-R2M
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Figures
Figure 5.38: Mean axial velocity contours on both symmetry planes
Figure 5.39: LES predicted fluctuating axial velocity (rms level) in the inviscid core
region (minor axis symmetry plane)
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Figures
(a) Instantaneous velocity field (x/Dh = 1) (b) Mean velocity field (x/Dh = 1)
(c) Instantaneous velocity field (x/Dh = 6) (d) Mean velocity field (x/Dh = 6)
(e) Instantaneous velocity field (x/Dh = 8) (f) Mean velocity field (x/Dh = 8)
(g) Instantaneous velocity field (x/Dh = 10) (h) Mean velocity field (x/Dh = 10)
Figure 5.40: Jet plume behaviour at various downstream locations (axial velocity
contours)
194
Figures
Figure 5.41: Comparison between predicted (LES-PGSGS: black, LES-SSGS: blue,
RANS: red) and measured (black line with symbols) centreline axial
velocity development [44]
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Figures
(a) x/Dh = 1 (b) x/Dh = 2
(c) x/Dh = 4 (d) x/Dh = 8
Figure 5.42: Predicted mean axial velocity radial profiles in shear layer along minor
axis (z-direction) against measured data [44]. Measured data: symbols.
Predictions: dotted lines - LES-PGSGS: black, LES-SSGS: blue, RANS:
red
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Figures
(a) x/Dh = 1 (b) x/Dh = 2
(c) x/Dh = 4 (d) x/Dh = 8
Figure 5.43: Predicted mean axial velocity radial profiles in shear layer along major
axis (y-direction) against measured data [44]. Measured data: symbols.
Predictions: dotted lines - LES-PGSGS: black, LES-SSGS: blue, RANS:
red
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Figures
(a) urms along minor axis (x/Dh = 1) (b) urms along major axis (x/Dh = 1)
(c) urms along minor axis (x/Dh = 2) (d) urms along major axis (x/Dh = 2)
Figure 5.44: Predicted axial normal stress radial profiles in initial shear layer along
both axes compared against measured data [44]. Measured data: sym-
bols. Predictions: dotted lines - LES-PGSGS: black, LES-SSGS: blue,
RANS: red
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Figures
(a) urms along minor axis (x/Dh = 4) (b) urms along major axis (x/Dh = 4)
(c) urms along minor axis (x/Dh = 8) (d) urms along major axis (x/Dh = 8)
Figure 5.45: Predicted axial normal stress profiles in shear layer further downstream
along both axes compared against measured data [44]. Measured data:
symbols. Predictions: dotted lines - LES-PGSGS: black, LES-SSGS:
blue, RANS: red
199
Figures
(a) x/Dh = 1 (b) x/Dh = 2
(c) x/Dh = 4 (d) x/Dh = 8
Figure 5.46: Predicted shear stress uw profiles in shear layer along minor axis com-
pared against measured data [44]. Measured data: symbols. Predic-
tions: dotted lines - LES-PGSGS: black, LES-SSGS: blue, RANS: red
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Chapter 6
Summary, Conclusions and
Further Work
The engineering motivation driving the research reported in this thesis was the need
to identify an improved CFD method for prediction of jet plume aerodynamics,
with the prime focus being on the military aerospace application which brings the
combined and complex challenges of high NPR non-axisymmetric nozzles, imper-
fectly expanded compressible jet plumes, and a requirement for accurate prediction
of near-field mixing to support the objective of Infra-Red (IR) signature reduction
in military engine design.
In general, RANS CFD which depends on statistical turbulence models has been
observed to underpredict the rate of mixing, leading to a too long plume potential
core whereas the more advanced approach to simulating turbulence of LES CFD
overpredicts mixing. Difficulties for LES CFD are associated with:
- the well known problem in LES CFD of providing accurate (i.e matching experimen-
tal data) and the realistic (i.e physically correctly correlated) 3D unsteady velocity
fields as inlet conditions (e.g at nozzle entry in the present context).
- the need to have an LES mesh which is both wall resolving within the nozzle - re-
quiring a fine mesh in the near wall region (mesh size scaling with Reynolds number)
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to resolve properly the geometrically strong anisotropic energy containing turbulence
scales in the very thin boundary layer and shear layer resolving in the jet plume.
- the challenge of identifying an adequate Sub-grid scale LES SGS model capable
of capturing the strong relaminarising effect of favourable pressure gradient in the
convergent part of the nozzle.
- the need for measurements of boundary layer velocity and turbulence fields at both
nozzle inlet and nozzle exit to provide LES condition information and also validation
data that have thin, turbulent but not equilibrium boundary layer at nozzle exit that
has been properly predicted to form the correct starting conditions for the free shear
layer growth in the jet plume initial region.
- the challenge of predicting the non-axisymmetric (in the present context high as-
pect ratio rectangular), strongly 3D shear layer growth of a compressible supersonic
jet plume with embedded shock system in the case of off-design NPR.
- the need for detailed flow and turbulence measurements in the near-field jet plume
region to validate predictions.
The above issues have been addressed in the present thesis as follows:
(i) The experimental data provided by Trumper [32] for a round convergent only
nozzle for a subsonic NPR test case were used to provide inlet/exit measurements to
prove the adequacy of LES inlet condition and SGS modelling aspects before moving
on to a more complex rectangular nozzle high NPR test case.
(ii) The experimental data provided by Behrouzi and McGuirk [44] for a con-di rect-
angular nozzle geometry operating at an overexpanded off-design NPR were used to
validate the final LES model predictions.
(iii) The Rescaling/Recycling (R2M) technique was adopted and modified so that
it was capable of using target data which fitted (a) the measured [32] mean velocity
field and a DNS scaled turbulence normal stress field for an axisymmetric nozzle, or
(b) RANS (k − ε) precursor generated mean velocity and turbulence data matching
some additional requirements made as part of the present work [167], together with
a novel Algebraic Stress Model post-processing method for generating missing tur-
bulence data in the case of the rectangular nozzle flow.
(iv) The round nozzle test case was used to test the modified R2M technique and
also to explore the adequacy of the standard Smagorinsky SGS model for the present
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application.
(v) After adopting a grid spatially refined in the near wall region to capture the
relaminarising boundary layer effects, the LES-R2M simulation showed successful
resolution of the complex turbulence process occurring within the nozzle accelera-
tion.
(iv) The standard Smagorinsky model, even including van Driest wall damping, was
not able to capture the measured nozzle exit turbulence profile well, although the
relaminarising effects were adequately simulated. Unsatisfactory aspects of this SGS
model were also observed in the strong sensitivity to the grid-related choice of filter
width/SGS length scale.
(vii) An alternative SGS model (PGSGS) [166] was identified, where the SGS length
scale was grid independent. This was calibrated by tuning the model to give good
predictions in the nozzle inlet boundary layer of the integral eddy length scale across
the boundary layers. With this new SGS model, the nozzle exit measured turbulence
was much better predicted.
(viii) The developed LES-R2M + PGSGS model was applied to an overexpanded
NPR case for the rectangular con-di nozzle data provided in [167]. Good predictions
of the nozzle boundary layer/shear layer transition were observed and an improved
capture of the potential core length and near-field plume development compared to
RANS CFD.
6.1 Recommendations for Further Work
In terms of further work, it is recommended that the following is worthwhile for
consideration:
• Only NPR=2.5 has been considered in the present work, the same methodology
should be applied to the on-design and underexpanded NPRs for which measured
data also exist in [167].
• Similarly, the real proof of the value of the approach developed should be
demonstrated by considering also hot jets. Nozzle Temperature Ratio (NTR) has
an additional effect on near field mixing (shortening potential core length as NPR
increases above 1) and it would be interesting to see if the data on this provided by
Feng and McGuirk [35] could be accurately predicted.
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• Whilst the PGSGS model displayed superior predictions of nozzle exit turbu-
lence to the Smagorinsky approach, it would be worthwhile to test its performance
in an accelerating boundary layer flow for which more data was available such as the
cases considered by Piomelli et al [158] where other LES data are available through-
out the acceleration region.
• Finally, the benefit of an improved transition at nozzle exit for a wall bound-
ary layer to a free shear layer will be of significant value in LES calculations of jet
noise, given the initial thin shear layer region is responsible for the high frequency
components of noise. Thus, it would also be well worthwhile to apply the approach
developed in this thesis to jet noise predictions.
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Appendix A
Experimental Instrumentation,
Nozzle Test Rig and
Measurements of Rectangular
Nozzle Inlet Flow
The experiment was performed in Loughborough University’s specially designed and
constructed high-pressure nozzle test facility (HPNTF). The HPNTF is made up
of a compressor, 2 air reservoir tanks, delievery pipelines leading to a test cell con-
taining the nozzle rig, control valves and also a combustion unit. The operation of
the rig and any installed instrumentation is controlled through a rig control panel
outside the test cell. Ambient air is drawn by the compressor at a rate of 0.83m3/s
or approximately 1.0 kg/s to supply high pressure air with a maximum pressure of
15 Bar to the test rig. The 2 storage tanks with a total volume of 110 m3 are used
to damp out pressure fluctuations and also to store the compressed air, acting as an
air supply for the test rig when run in ‘blow down’ mode. Moisture is removed from
the compressed air using a desiccant drier delivering air at a dew point of -40◦C.
The main delivery pipe (0.15m in diameter) transports the compressed air to the
test cell and is regulated by a primary control valve that is operated from the rig
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control panel. Figure A.1 shows a schematic diagram of the HPNTF test cell and
Figure A.2 shows the main control panels. Pneumatic valves automatically adjust
the desired Nozzle Pressure Ratio (NPR) to a constant value set by the operator at
the control panel (typically between NPR=1.5 to 4 with ±1% accuracy). Depending
on NPR and nozzle size, typical ‘blow down’ run times are between 15 to 30 minutes
before compressed air has to be stored again in the reservoir tanks. Since all the
present test cases were conducted at isothermal conditions with the combustor unit
inoperative, the compressed air total temperature is maintained to the ambient air
temperature due to the relatively long residual time in the storage tanks.
In the experiment, a Schlieren technique non-intrusive (for producing images of the
jet plume including capture of shock cells) and Laser Doppler Anemometry (LDA)
measurements of mean velocity and turbulence were carried out. However, given
that the nozzle inlet flow characteristics were of prime interest here, only the LDA
instrumentation and methodology will be described. The LDA system can be mea-
suring either a two-component or one component instrument (for nozzle inlet flow
measurements only the one component setup was used). The LDA is manufactured
by DANTEC, made up of a 5W Argon Ion laser source, a beam transmitter, an
optical head and a signal processor (BSA F80) specially designed for high speed flow
measurement (maximum analysable frequency is 80 MHz, which depending on the
optical arrangement used, corresponds to a seeding particle velocity up to ≈ 800m/s.
Figure A.3 shows the details of this system as operated in backscatter mode; Fig-
ure A.4 shows the system in operation within the test cell.
The right handed-orthogonal coordinate system for repeating measurements as de-
scribed in Chapter 5 is shown in Figure A.5. The location for nozzle inlet mean
velocity and turbulence fields is shown in Figure A.6. At this location (154mm up-
stream of the nozzle throat), the observation windows were installed at the side and
on top of the nozzle for LDA measurement. A SCITEK-10FOI model solid particle
seeder employing A12O3 powder (deagglomerated alumina powder of 0.3 microns
diameter) was used to seed the air supply to the nozzle.
A.1 Previous Experimental Results and Error
The first attempt to measuring nozzle inlet conditions have been reported in [44] and
was carried out through a side window (see Figure A.6) which was made from much
thicker perspex. A total of 3 operating conditions (NPR=2.5, 3.5 and 4.0) were
tested. Axial mean velocity measurements along duct minor and major directions
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were made with the boundary layer profiles very similar for all three NPRs. The
measured boundary layer thickness was however different along the nozzle’s major
and minor axes (Figure A.7 for NPR=2.5). This was unusual and unexpected since
similar profiles should be found at least away from the duct corners in a straight
developing duct flow. Axial rms velocity measurements along duct minor and major
axes were also carried out. The measured values were quite different on the two
axes and also for the major axis did not collapse with NPR (Figure A.8). Problems
that might have compromised the accuracy of the measured profiles and caused the
discrepancies observed were identified in [44]. The laser light would be refracted as
it passes through the relatively thick window, and in addition, reflection at the two
air/perspex interface would create bright spots which disturbed the Doppler signal.
The combination of these two effects result in a high level of noise in the Doppler
signal and are believed to cause the profiles observed.
Given that profiles along both the major and minor axes have to be measured,
measuring both axes from just the side window result in a different measuring volume
orientation angle. Figure A.9 shows that the LDA measuring volume is different
between the minor(z) and major(y) directions. If measuring was done only through
the side window and hence in one direction as indicated in the diagram, inconsistency
results due to the significant difference in the control volume dy/dz = 16.6. This
difference resulted in discrepancy (non-uniformity) of the boundary layer profiles
in the two axes. The LDA optic specification (focal length 310mm) used has been
optimised for supersonic speed flow measurement and might be inadequate for the
current test case, see Figure A.10. Finally, a gradual build-up of liquid droplets which
would have led to reduced transparency and hence increased distortion (noise) of the
measured turbulence from the observation window was also observed.
A.2 New Experimental Methodology and Results
To get around the above problems, an alternative approach was adopted. The thick
Perspex side window used previously (Figure A.6) was replaced with a 2mm glass
window in order to minimise the relection/refraction problems. A new window on the
opposite side of the nozzle was also installed to allow the laser beam to pass through.
The top window was also replaced with a similar size glass window, (Figure A.11).
Figure A.9 has already shown that two possible LDA measuring volume orientations
within the boundary layer exists should one window be used. Having an additional
top window alleviates this problem. The orientation/movement of the LDA mea-
surement volume for both the mean velocity and turbulence profiles along the nozzle
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minor and major axes can be maintained and kept similar. Figure A.12(i and ii)
shows that with one window, the LDA measurements cannot avoid the large incre-
ment in control volume from the minor axis to the major axis. With the top window,
the control volume required for the the measurements made along the major axis
can be kept small and similar to the minor axis (Figure A.12(iii) and Figure A.13).
This methodology therefore minimised the effects of LDA measuring volume orien-
tation on the measured data. The LDA optics was also changed to a shorter focal
length of 160mm to improve the measurements (Figure A.14). This helps to boost
the Doppler signal rate as well as halving the LDA measuring volume aspect ratio
(dy/dz). Finally, no easy possible solutions on cleaning of the observation window
during the test run were available. To ensure that no particles were adhering to the
window panes, the windows were fully cleansed before each test run. All the tests
were also repeated twice minimum to ensure the quality of the data measured. Fur-
ther details of the improvised methodology can be referred to Behrouzi et al [167].
A total of 5 operating conditions (NPRs 1.5,2.0,2.5,3.0 and 3.5(Design point)) were
tested, and again the mean velocity (boundary layer thickness and the shape of the
profiles are hardly changed at different NPRs) across all NPR for both the minor
and major axes, similar to the previous test performed [44]. Change in peak axial
mean velocity magnitude is around 1.5% over all the NPRs tested. The main dif-
ference between the new and old test is shown in Figure A.15. Figure A.15 shows
that the velocity profiles for both axes at NPR=2.5 collapsed and matches each
other. This behaviour is also observed for all the other NPRs tested. This is a
significant improvement from the previously measured profile. A preliminary RANS
CFD calculation was also performed to investigate and validate the velocity profiles
measured along the two axes that shows uniformity in the velocity contours around
the near-wall region of the rectangular nozzle. Turning attention to the turbulence
quantities, the measured urms is also similar across all NPRs along the minor axis,
see Figure A.16b. High signal noise level was however noticed for measurements
along the major axis (Figure A.16a, so the rms-velocity magnitude was measured
higher and with a considerable amount of uncertainty. However the boundary layer
thickness and the shape of the profiles are nearly the same along the minor and major
direction at different NPRs. Further details of the measured data can be found in
Behrouzi et al [167]. A few reasons were hypothesised for the inaccuracy in the major
axis measurements and suggestions made to improved the measurement techniques.
Proper solid seed particles are probably essential to improve the capture of the flow
by the LDA control volume. A reasonable glass window cleaning methodology is
also needed. Finally, a lens with a shorter focal length is also worth exploring.
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A.3 Conclusions
New revised measured nozzle inlet conditions was provided and documented in this
report. The axial velocity profile across the minor and major axes is similar and
nearly independent of NPR. The boundary layer thickness in both minor and major
directions is nearly the same for all the NPRs tested. The measured u-rms profiles
along the minor axis are similar in all the nozzle operating conditions and follow the
same pattern as the mean velocity results at all the NPRs tested. However, axial rms
velocity measurement along the major axis was done with high level of uncertainly.
This error is probably caused by accumulation of dirt on the glass window.
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Figures
Figure A.1: Schematic diagram of HPNTF test rig
Figure A.2: Main control panels
Figure A.3: Schematic of a 1D LDA backscattered system
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Figures
Figure A.4: LDA optic head and laser beams
Figure A.5: Coordinate system and nozzle geometry
Figure A.6: Location of measuring station and observation windows
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Figures
Figure A.7: Comparison of boundary layer profile along both axes
(a) Major axis
(b) Minor axis
Figure A.8: Comparison of turbulence profiles along both axes
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Figures
Figure A.9: LDA measuring volume orientation angle
Figure A.10: LDA optics with 310mm focal length
Figure A.11: New observation glass windows
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Figure A.12: New LDA beam orientation
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Figures
(a) minor axis measurements: moving in vertical direction from nozzle wall to centre
of nozzle (12.5mm from nozzle wall)
(b) major axis measurement: moving in vertical direction from nozzle wall to 15mm
away from nozzle wall
Figure A.13: LDA measuring volume orientation
Figure A.14: New LDA optics with 160mm focal length
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Figures
Figure A.15: Comparison of boundary layer profile along both axes
(a) Major axis
(b) Minor axis
Figure A.16: Comparison of turbulence profiles along both axes
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