A persistent feature of complex systems in engineering and science is the emergence of macroscopic, coarse grained, coherent behaviour from microscale interactions. In current modeling, ranging from ecology to materials science, the underlying microscopic mechanisms are known, but the closures to translate microscale knowledge to a large scale macroscopic description are rarely available in closed form. Kevrekidis proposes new 'equation free' computational methodologies to circumvent this stumbling block in multiscale modelling. Nonlinear coordinate transforms underpin analytic techniques that support these computational methodologies. But to do so we must cross multiple space and time scales, in both deterministic and stochastic systems, and where the microstructure is either smooth or detailed. Using examples, I describe progress in using nonlinear coordinate transforms to illuminate such multiscale modelling issues.
INTRODUCTION

Dolbow et al.
1 recently surveyed the urgent need for multiscale mathematics. Areas calling for new multiscale support include Environmental Sciences and Geosciences, Climate, Materials Science, Combustion, High Energy Density Physics, Fusion, Biosciences, Chemistry, and Power Grid and Information Networks. As just one example, CO 2 sequestration possesses theoretical geochemistry at the nanometre scale, mineral grain and thin film problems at the micro-and millimetre scale, continuum flow issues at the metre scale, and performance assessment of the reservoir on a kilometre scale. Multiscale modelling must somehow resolve these scales and transform and relate spatial structures and temporal evolution from one scale to another.
Coordinate transforms illuminate the issues, and provide a rigorous and systematic framework for multiscale modelling. With a sequence of examples we explore developments leading to recent progress in supporting multiscale modelling. Section 2 recalls how a nonlinear coordinate transform usefully separate the dynamics of fast-slow systems, even when other methodologies fail. Many interesting multiscale applications involve spatial dynamics over a wide range of length scales. There are two broad categories: the first is when small scales are 'orthogonal' to large lengths scales, as in the dynamics of thin fluids explored in Section 3; the second is where the small and the large are together in the same spatial dimension. In this second case, Section 4, the coarse integration techniques of Kevrekidis et al. 2, 3 may be supported by correctly coupling microscale simulators over macroscale distances.
Many interesting multiscale problems have a significant stochastic component. For example, most microscale particle simulators provide us, through microscale chaos, with stochastic estimates of macroscale quantities. Based upon theory by Arnold, 4 Section 5 explores how stochastic coordinate transforms support the separation of slow and fast stochastic modes in stochastic systems. With care, memory integrals may be removed from linear noise effects in the slow modes, and quadratic terms in the noise may be replaced by effective drift and 'new' noises. The outcome is a methodology to generate models that are useful because they have no fast time processes. Although the algebraic details are horrendous, best left for computer algebra, Section 5.2 summarises how such stochastic coordinate transforms powerfully underpin the macroscale discretisation of stochastic pdes. Lastly, Section 6 explores the issues in bridging time scales when there is not only stochastic forcing, but also fast time oscillations. A complex, stochastic, coordinate transform teases out a generalised Landau model for the evolution of the system over long times.
Appropriate coordinate transforms provide a powerful methodology for multiscale modelling. 
NORMAL FORM OF DISSIPATION BRIDGES TIME SCALES
Let us start with classic bifurcation as an example of the separation of time scales in a deterministic system. Two decades ago Elphick et al. 5 recognised the beautiful view of bifurcation offered by a coordinate transform. Here consider the simple, two variable example, with small parameter α,
where the overdot denotes the time derivative. Numerical simulations from a wide range of initial conditions show that this system possesses a bifurcation, as α crosses 0, from the origin to two stable equilibria.
Many modelling methodologies fail for this simple bifurcation problem. Cross-sectional averaging is simply projection onto the slow space y = 0 from which equation (1) wrongly predicts an unstable subcritical bifurcatioṅ x = αx + x 3 . Analogously, cross-sectional averaging fails to model shear dispersion along a channel, 6 and fails to predict the enhanced Trouton viscosity of a viscous sheet. 7 Similarly, the methods of adiabatic approximation, singular perturbation, and multiple scales all effectively setẏ = 0 whence equation (2) predicts y ≈ x 2 and so equation (1) wrongly predicts linear growth ofẋ = αx . Typically the error in these classic methods is much more controlled. Nonetheless, these classic methods do fail dramatically for seemingly innocuous dynamics such as (1)-(2). Figure 1 defines a new (X, Y) coordinate system: the algebraic representation of this system is not important. As recognised by Elphick et al., 5 the critical aspect is that in (X, Y) the system (1)-(2) transforms to its normal forṁ
Nonlinear coordinate transform
This normal form immediately shows the reduction of dimensionality when we view the system over long times: equation (4) implies Y → 0 exponential quickly in time, that is, Y = 0 is the slow manifold; moreover, by continuity in X, this dimensional reduction occurs in a finite domain. Further, equation (3) shows the X dynamics are independent of Y, even from the initial time, which implies that we are empowered to make forecasts for all time by using just the X equation-X is the true slow mode of the system. These results do not contain any small parameter or long time assumptions, there is no " → 0" that qualifies many methodologies. The only approximation, quite separate from the issue of existence, is the construction of the coordinate transform: in practice we only construct the required coordinate transform to some order of error as indicated by the ellipses in (3)-(4). Nonlinear coordinate transforms empower us to support dynamic models in a finite domain and over all time.
In order to make weather and climate forecasts, meteorologists have grappled for decades with these issues in practice; for example, Lorenz 8, 9 explored simple models displaying slow quasi-geostrophic dynamics.
CROSS SPACE SCALES I
To cross space scales we generally recognise that fine spatial structures decay rapidly and so should be ignorable in long time models. One example application area is to the flow of relatively thin layers of fluid over a substrate as shown in Figure 2 . Although in principle we can construct a nonlinear coordinate transform to separate the slow and fast dynamics, as discussed briefly first, in practice it is immeasurably more efficient to just construct the slow dynamics on the slow manifold, and rely on the linear decay of the fast modes to, by continuity, imply the slow manifold model applies in a finite domain for all time.
Thin fluid flow over substrate Consider the lateral dynamics of the flow shown in Figure 2 but only in 2D, not 3D. The fluid of thickness η(x, t) flows with lateral velocity u(x, y, t), vertical velocity v(x, y, t), and pressure p(x, y, t). To resolve large lateral scales of the thin fluid 10 there exists a coordinate transform (u, v, p, η) → (u, v, p, h) where the new field variables separate the fast cross-film dynamics, in u, from the slow lateral dynamics, in η. For example, as part of the coordinate transform, the fluid thickness
x , in terms of the normal form fields h and u and with Reynolds number Re. Here the finite domain is for slow enough flow, small enough u, and slow enough variations, small ∂ x , as shown by the error terms.
In the new coordinates, 10 the fluid film dynamics transform to the algebraic p = v = 0 (reflecting incompressibility), and the dynamic
where superscripts 0 and h denote evaluation on the substrate and the free surface, respectively. Equation (5) describes the viscous decay of lateral shear modes showing that exponentially quickly the fluid settles onto the slow manifold of u = 0 . Equation (6) Non-Newtonian films from a finite modification That coordinate transforms apply in a finite domain empowers us to construct models of very complicated dynamic interactions. One example is the flow of a fluid over a substrate when the fluid has a nonlinear stress-strain rate.
12 Here consider when the viscosity is a function of magnitude of rate of shear as occurs for suspensions, many modern plastics, and in the Smagorinski model of turbulence.
The trick is to modify the surface stress boundary condition so that constant shear across the fluid is a neutral mode; then remove the modification to restore the physical surface condition. Removing the modification is a finite change to the dynamics upon which the separation of modes is based. We are empowered to do such modifications because the support a coordinate transform gives to the construction on a finite domain, as shown schematically in Figure 3 . (9) demonstrates that simulations in small patches of the spatial domain can be rationally coupled together to simulate over large spatial scales.
For example, for a power law stress-strain relation, stress = C(strain-rate) s , construction of the slow manifold leads to the slow dynamics described in terms of the fluid thickness η and the mean lateral velocityū:
Re
All other modes decay exponentially quickly. This approach accurately resolves all the significant complex physical processes and their interactions: the above model reflects the physics of conservation of fluid, nonlinear bed drag, lateral forcing by gravity g x , inertia, and momentum transport.
CROSS SPACE SCALES II
The previous section looked briefly at the class of problems where the small physical dimension was orthogonal to a large physical dimension of interest. Often the small and the large are intertwined in the same physical dimension. For example, the microscopic pore structure of soil is a vital factor in the percolation of fluids through the soil. This section explores briefly the methodology that Kevrekidis et al. 2, 3 are developing to use detailed microscopic simulators to numerically simulate over macroscopic scales.
Let us briefly look at one simple example demonstrating how nonlinear coordinate transforms support such macroscale simulation with only microscale simulators. Consider Burgers' equation
on a 1D spatial domain, 2π-periodic. Suppose we only have available a microscopic discretisation in small parts of the domain, the 'teeth', with interpolation to bridge the 'gaps'. Figure 4 shows eight teeth over the spatial domain. Within each tooth, numerical code evolves a very fine scale discretisation of Burgers' equation (9) . The challenge is to couple the teeth together, bridging the macroscopic spatial gaps, to realise the macroscale dynamics.
Modify coupling between elements Classic interpolation between mid-tooth values provides plausible coupling conditions on the edges of each tooth. Modify the coupling with a coupling parameter γ such that when γ = 0 the teeth are insulated from each other, but when γ = 1 the teeth are coupled by plausible interpolationthe coupling parameter γ takes us from the artificial base in Figure 3 when γ = 0 , to the physically relevant dynamics when γ = 1 . Being insulated when γ = 0, each the solution in each tooth has one conserved mode, and many rapidly decaying modes. Linearising about the case γ = 0 then shows that there exists a coordinate transform to separate the slow, macroscopic, coupled dynamics from the rapidly decaying, uninteresting, subtooth, microscale dynamics. Kevrekidis and I 13, 14 constructed the slow manifold, macroscale dynamics. Being valid for finite coupling γ, evaluating the model at γ = 1 obtains a model for the macroscale dynamics to high accuracy.
Why is classic interpolation the correct coupling? Analysis [13] [14] [15] shows that such classic interpolation ensures classic high order consistency as the macroscale → 0 .
* Thus the generic outcome of this methodology is an accurate macroscale discrete model with closure provided by 'exact' microscale simulation or pde.
Outstanding challenges remain How well does theory perform in practise? Is the adaptation to several dimensions as straightforward as it seems? Can we effectively renormalise the transformations across a hierarchy of space scales? Most microscale simulators, being based upon particle simulators, are 'noisy': how can we best model such noisy stochastic systems?
STOCHASTIC COORDINATE TRANSFORMS BRIDGE TIME SCALES
The previous example raised the issue of the multiscale modelling of stochastic particle dynamics. Other stochastic examples include that soil structure provides a stochastic environment for subsurface flow, and fluctuations are large in fluid turbulence. This section explores how stochastic coordinate transforms empower us to bridge multiple time scales in stochastic dynamics.
Let us start with a simple linear system. Consider briefly, for small α, the two coupled sdes (in this article all stochastic dynamics are interpreted in the Stratonovich sense) dx = αy dt , so x(t) jitters about 'slowly', dy = −y dt + dW , compared to fast decay of y(t).
The challenge is to extract long time dynamics from the stochastic fluctuations on all time scales, and from the O 1 time scale decay of y. Averaging fails: since realisations are symmetric in y, averaging only predicts dx = 0 dt ; this invariance of the mean is correct, but not informative, we need to know the spread. Instead use stochastic normal forms and the associated stochastic slow manifolds as introduced by Boxler 16, 17 and Arnold.
4
Introduce a new coordinate system Decouple the dynamics of (10) by the stochastic coordinate transform to (X, Y):
In these new coordinates dX = α dW and dY = −Y dt .
The stochastic coordinate transform absorbs most of the stochastic noise-but not all the noise. In the new coordinate system Y → 0 exponentially fast and deterministically-as before, Y = 0 is the slow manifold. Also as before, X is decoupled from the transient decay; it undergoes a 'slow' random walk. Even though X(t) possesses all time scales from the noise, dX = α dW (and its ilk) is a long time model as there exist good methods for integrating sdes. 18 The stochastic coordinate transform (11) decouples fast and slow modes even when the noise has 'all time scales'. This decoupling empowers accurate modelling of the slow dynamics over long times. x Figure 6 . four realisations of the 2D nonlinear stochastic coordinate transform that simplifies the fast-slow system (13).
Consider a nonlinear, stochastic, fast-slow system
Now proceed to similarly simplify a nonlinear stochastic system. For analytical simplicity, adopt the notation of many physicists and engineers and use φ(t) to denote a 'white noise', with strength explicitly denoted by σ:
x = −xy andẏ = −y + x 2 − 2y 2 + σφ(t) . Figure 5 plots stochastic trajectories of this system. The deterministic decay term in the y dynamics do seem to restrict the long term dynamics, but the stochastic noise considerably complicates the multiscale separation.
Introduce stochastic coordinates
Computer algebra readily derives a stochastic coordinate transform to (X, Y) variables that 'simplifies' the stochastic system (13). 19 † Arnold's theory asserts this transformation can always be done under suitable conditions. 4, 20 Figure 6 plots the X and Y coordinate curves of four realisations of the requisite coordinate transform at one specified time. In this coordinate system the sdes (13) transform to the sdesẊ = −X
where e −t φ is convolution over history of noise φ(t) (the convolutions are identical to t −∞ e τ−t dW τ appearing earlier in (11)). Despite the great complication of a noise possessing 'all time scales', equation (14) demonstrates the slow manifold Y = 0 is still attractive and invariant in some finite domain of (X, Y, σ). The stochastic X dynamics are still independent of Y and thus the X dynamics empower us to make stochastic forecasts over long times from any initial condition in the domain.
Intriguingly, although such a stochastic coordinate transform generically looks into the future, the slow dynamics do not. 4 However, one implication is that any low dimensional model of stochastics, that one may write down, implicitly invokes the future of the noise! ; the faint curve (cyan) is the macroscale discrete variable demonstrating the stochastic slow manifold (blue) is a better predictor.
History integrals possess fast times Uncomfortably, the X dynamics in the transformed system (14) still involves fast time scales: terms of the form φe −t φ contain convolutions over fast times that effectively generate drift and 'new' macroscale noise over long times. To see these long time effects define the Wiener process W = φ dt and consider the equivalent ξ(t) where dη = −η dt + dW represents the convolution and dξ = η dW the quadratic interaction. Analysis of the corresponding Fokker-Planck equation 21 predicts that over long times
dW for some new Wiener process W . That is, the microtime quadratic interactions in φe −t φ should be replaced over long times by
φ (t) representing a drift and an independent noise source.
Cross space scales III
The previous subsection provides a sound methodology for separating long lasting stochastic dynamics from complex multiscale evolution. This subsection summarises how to extend the method to the macroscale discretisation of stochastic pdes. The challenge is to combine the gap-tooth discretisation of Section 4 with stochasticity. Figure 7 shows one realisation of Burgers' equation for u(x, t) evolving in time t with additive noise:
where for simplicity the noise is 'white' in space and time. The complicated microscale structures induced by the stochastic forcing interacts through the nonlinear processes to generate macroscale dynamics.
To construct a macroscale discretisation, similar to Section 4, divide the spatial domain into finite elements with coupling controlled by a parameter γ. Also treat the noise as small. Then Arnold's theory 4 supports the construction of the stochastic slow manifold in a stochastic coordinate transform.
22
The details of the construction of the stochastic slow manifold model requires computer algebra;
22 this article omits all such details. The procedure resolves subgrid microscale stochastic dynamics of Burgers' equation (15) to predict that macroscale grid values evolve according to the coupled sdeṡ Observe three effects due to the closure at the macroscale from resolving microscale dynamics rationally. First, the α 2 term in the first line shows that the nonlinear advection provides a deterministic stabilisation in the discretisation through the enhanced dissipation. Second, subgrid interaction between the field u and the noise transforms the additive noise into multiplicative noise components, σα and σα 2 terms on the second line. Third, quadratic stochastic resonance from the noise interacting with itself generates mean field forcing recognised by the σ 2 term. Simple modelling of the stochastic Burgers' equation (15) misses all these subgrid microscale effects and so is limited to using a microscale space-time discretisation. Figure 8 , by showing the stochastic slow manifold is closer to realisations than the grid values, emphasises that high fidelity requires this more accurate modelling approach. It is the coordinate transform underlying the stochastic slow manifold that empowers us to create macroscale models of stochastic systems.
HOMOGENISE MICRO-SCALE OSCILLATIONS
Homogenisation traditionally deals with spatial microstructure. However, this section introduces the temporal homogenisation required to model stochastic oscillations over long time scales. Hopf bifurcation is the example considered, but many other cases occur, including wave propagation. The challenge to consistently model the evolution of oscillations over long time scales when the oscillations are fast and in the presence of stochastic noise fluctuations over all time scales.
Methods such as multiple scales derives envelope equations for emergent 'rolls'. This section summarises how similar models may be founded upon a nonlinear coordinate transform. This new foundation is much more powerful as discussed more fully elsewhere.
20, 23
Here explore the noisy Hopf bifurcation in the stochastic Duffing-van der Pol dynamics, that was also analysed by Arnold, Xu Kedai and Imkeller:
24, 25
where, as before, φ is some white noise process. In the absence of noise, σ = 0 , this system exhibits a deterministic Hopf bifurcation as the parameter β crosses zero. We explore a normal form for the Duffing-van der Pol dynamics (17) near the stochastic Hopf bifurcation as the parameter β crosses zero with σ > 0 . Figure 9 shows a few realisations across the stochastic bifurcation.
The challenge is to model the long term evolution, macroscale of ∆t 10 say, without resolving the fast time oscillations (period 2π) nor the microscale white noise (on all time scales). The analysis is an example of long term, macroscale, modelling of fast time, microscale, stochastic oscillations.
Time dependent coordinate transform Reparametrise the phase plane using complex exponentials:
View (18) as a time dependent coordinate transform of the (x 1 ,ẋ 1 ) phase plane. The complex amplitudes a and b are new coordinates (with time varying basis). In principle, as no information lost in the transform, not even when the coordinate transform is also stochastic, any dynamics in the phase plane may be described by the evolution of the complex amplitudes a and b. The utility of the coordinate transform (18) is that it empowers a simple description of oscillations with frequency near 1.
I emphasise this different view of (18) . Many view (18) as an approximation to x(t) that only resolves slowly varying oscillations. In contrast, I present (18) as the leading term in a coordinate transform, a reparametrisation, of the entire phase (x 1 ,ẋ 1 ) plane that in principle encompasses all dynamics. The approximate model then arises by finding parameter regimes, in this new coordinate system, where the evolution of 'coordinates' a and b is slow, albeit stochastic, and thus useful for long time modelling. In the regime of small β, σ, a and b the relatively simple dynamics of a stochastic Hopf bifurcation appears.
Quadratic noise effects are important Coordinate transform machinations,
20 including a mesoscale frequency cutoff δ between fast and slow time scales, determine the evolution to bė
and its complex conjugate for amplitude b. The classic Landau equations for the Hopf bifurcation appears in the first two terms on the right-hand side. Effects linear in the noise, the last term of the first line, arise through resonant forcing of the oscillations by the resonant components of the stochastic noise. In a long time numerical simulation using macroscopic time steps of large size ∆t, say, we would treat the resonant φ m (t) noises as white. Thus their decorrelation time 1/δ must be less than the numerical time step ∆t. That is, a lower bound for the excised mesoscale cutoff is δ > 1/∆t . Thus, a stochastic time integrator could treat these terms as O 1/ √ ∆t but no smaller. Here, that the macroscale sde may change with the numerical time step ∆t is an unusual feature that requires modification of the usual sde solvers.
18, 26
With very large macroscopic time steps such mesoscale affected terms could be negligible. However, some quadratic noise terms are independent of mesoscale cutoff δ and affect stability of oscillations ('new' noises). Such quadratic noise effects generate important mean deterministic drifts in many applications. 27, 28 For very small mesoscale cutoff δ, that is for simulations on very long time scales, the quadratic noise effects involving ψ r and ψ i are the dominant influences of the noise on the complex amplitudes a and b of the oscillations of the Duffing-van der Pol oscillator (17) .
The formulae in this section are specific to the Duffing-van der Pol equation (17) . Nonetheless, I contend that the nonlinear and stochastic nature of these oscillations are generic. Consequently, I conjecture that almost all long time scale modelling of stochastic oscillations should address and resolve the issues discussed in this section.
CONCLUSION
Many of our dynamic models are usefully illuminated via nonlinear coordinate transforms. Coordinate transforms give finite domain, infinite time, support for high accuracy models. In contrast, other modelling methodologies typically come with the asymptotic requirements that a parameter → 0 . This article summarises many examples to demonstrate just some of the applications.
Although a full coordinate transform underlies the methodology, in practice it is usually vastly simpler to construct only the slow manifold of the coordinate transform. This is especially true for spatio-temporal applications where we want to summarise the effects of an enormous amount of microscale structure in a closure for a macroscale model. Stochastic coordinate transforms have many subtleties. Nonetheless, with care, we may use them to simplify nonlinear stochastic systems. Two modelling simplifications may always be achieved without sacrificing fidelity with the original stochastic system. Firstly, the stochastic slow manifold and the evolution thereon need not have any terms anticipating the original noise processes. Secondly, effects linear in the noise processes in the evolution on the stochastic slow manifold need not involve any memory integrals.
The examples discussed demonstrate that such coordinate transforms empower us to cross both space and time scales. They provide a rational closure for multiscale modelling.
