denote the set of coefficient vectors of contractive polynomials of degree d with 2s non-real zeros. We prove that v
. In these notes, we often have to switch between P (X) and the vector of its coefficients v P = (p 0 , . . . , p d−1 ) ∈ R d . To simplify the notation, we identify P and v P from now on.
Let d be a positive integer, B > 1 a real number. Denote by E d (B) the set of d-dimensional vector v's whose roots (by the above identification) lie within the ball of radius B centered at the origin. In this Part I of our paper we are dealing solely with the case B = 1 therefore we will use the abbreviation E d instead of E d (1) . The elements of E d are called contractive polynomials.
This set was studied by several authors. I. Schur [12] proved a necessary and sufficient condition for v ∈ E d , which implies that the boundary of E d is the union of finitely many algebraic surfaces. A.T. Fam and J.S. Meditsch [6] improved this result by proving that the boundary of E d is the union of two hyperplanes and one hypersurface. Two hyperplanes corresponds to roots 1 and −1 respectively. You find a throughout study of the boundary in Kirschenhofer et al. [10] . 
This paper is organized as follows. First we show in Theorem 2.1 that λ d (E (s)
d ) can be computed by a certain multiple integral. It turned out that for s = 0 this is a simple variant of S d (1, 1, 1/2), where S d (α, β, γ) denotes the Selberg integral, which is a generalization of beta integral studied from many different points of view, see e.g. [13, 3, 8] . By using a generalization of it, due to K. Aomoto [5] , we prove in Theorem 4.2 an expression for s = 1, which makes it possible to compute v (1) d for large values of d. Here we turn to the investigation of the arithmetic nature of v (s) d . We prove in Theorem 5.1, that they are rational numbers. We express S d (1, 1, 1/2) as product of binomial coefficients, which enables us to show that they are reciprocal of integers in Corollary 5.1. After this we summarize our observations on our computations on v 
, which is much smaller than we expected. In the last section we prove a generalization of the results of I. Schur [12] as well as of A.T. Fam and J.S. Meditsch [6] , that the boundary of E (s) d is the union of finitely many algebraic surfaces in Theorem 7.1.
In Part II [1] we apply our results to estimate the distribution of polynomials with integer coefficients with given degree and signature. We are able to complete this program with respect to three natural parameters, which we will call 'measures'.
The volume of E
The aim of this section is to prove that the volume of E (s) d can be expressed by a multiple integral. We denote by Res X (P (x), Q(x)) the resultant of the polynomials 
Then we have
To prove this theorem we need some preparation. Let the signature of
Assume that its zeroes are x 1 , . . . , x d . Assume further that they are ordered such that x 1 , . . . , x r ∈ R and the others belong to C \ R. Moreover x r+2j = x r+2j−1 , j = 1, . . . , s, wherex denotes the complex conjugate of x. Denote
where the sum is extended to all possible values of the indices i 1 , . . . , i j . For later use we define S 0 (x 1 , . . . , x d ) = 1. The classical Viéta's formulae connect the roots and coefficients of P (X). With the notation p d = 1 they are
The last system of equations defines a mapping
As the coefficients of the quadratic factors are real numbers, this form together with (2) gives the desired relations. Therefore we introduce the following new variables y j = x j (j = 1, . . . , r) and
. Under this notation, we prove a
. Then
. We easily see
.
by the Jacobian computation to transform variables from x j to y j . In the second step we prove
Subtract the 1-st column of J 1 from the k-th column, where 2 ≤ k ≤ d. All the entry of the first row will be zero, except the north west entry. Let t ≥ 2. Then the t-th entry of the k-th column is S t−1,{k} − S t−1,{1} , which can rewrite as follows
Thus all entries of the k-th column are divisible by (x 1 − x k ). Factoring out all these factors from the determinant we get
where J 2 is a (d − 1) × (d − 1) matrix, which has the same structure as J 1 , but without the variable x 1 . With induction we get (4).
Summarizing our computation we proved so far that
After canceling by the denominator, split the remaining product into three factors as follows
which means Π 2 = ∆ s and the lemma is proved. □
Remark 2.1. By equation (3) Lemma 2.1 can be written in the form
. Thus, if s = 0 we obtain the discriminant of the polynomial
. Now we are in the position to prove Theorem 2.1. In the proof of Lemma 2.1 it was convenient to use the same name for the variables. To continue this notation would make our presentation unnecessary complicated. Therefore we use in the sequel the notation:
Proof of Theorem 2.1. Let v ∈ E (s)
d . The polynomial P v (X) can be expressed by its coefficients and by its roots, moreover we have the following relation between these representations
It is clear that 
The polynomial R k (X) has two non-real roots, thus its discriminant
Moreover the Jacobian of the variable change was computed in Lemma 2.1. Thus we obtain
As the polynomials R k (X) are positive definite, R k (x j ) ≥ 0 and we also have Res X (R j (X), R k (X)) ≥ 0, thus we may omit the absolute value sign around ∆ s and ∆ r,s . □
On the Selberg integral and its generalization by Aomoto
After expressing v
in Theorem 2.1 by a multiple integral, the main question is how to compute it. We will show in the next section, that it can be expressed by Selberg's integral, if s = 0 and by a generalization of Selberg's integral due to K. Aomoto, if s = 1. To prepare our results we summarize in this section the necessary knowledge about these integrals.
Let n be a positive integer, C n = [0, 1] n and
In 1944 A. Selberg [13] proved the beautiful formula
which is valid for complex parameters α, β, γ such that
Beside the original proof of Selberg, there are at least two more essentially different proofs of this formula, due to G.W. Anderson [2] and K. Aomoto [5] .
You find a good overview of the history, the generalizations and applications of the Selberg integral in the book of G.E. Andrews and R. Askey and R. Roy [3] as well as in the survey paper [8] . We formulate here one generalization of the Selberg integral, which we will need later.
Let
Thus j represents the number of extra t i factors, k the number of extra 1−t i factors, and ℓ the number of variables that overlap among the extra factors. Assuming ℓ ≤ j, k ≤ n and j + k − ℓ ≤ n then by Theorem 8.3.1 of [3] we have
for all complex numbers α, β, γ satisfying the former conditions. We need only the special case k = ℓ, α = β = 1, γ = 1/2. Then, as is pointed out on p. 408 of [3] , the integral defining B(j, k, k) can be written in the form
In this section we prove expressions for v
In Remark 2.1 an explicit formula for det(J) is given in the case s = 0. Then our multiple integral simplifies to a transformed Selberg integral [13, 8] and we obtain 
Proof. Using the notations of Theorem 2.1 we have r = d, s = 0, hence 
. . .
Now we change the variables by
Finally we perform the first step backwards and obtain
□
This relation implicitly appears in G.W. Anderson [2] .
For s > 0 we were not able to find similar simple relation between the Selberg integral or its generalizations and our expressions for v (s) d , although their form and numerical investigations suggest strong connections. For s = 1, using Aomoto's generalization [5] , more precisely its variant in the book [3] , we were able to derive a bit more complicated formula, which we present now.
Theorem 4.2. Let d ≥ be an integer. Then
Proof. As in the proof d − 2 appears often and this makes the formulae more complicated, we use the abbreviation δ = d − 2. By Theorem 2.1 we have
Remark that for simplicity we replaced y 1 , z 1 by y, z. We transform the range of integration for x 1 , . . . , x δ to the range used by Selberg and Aomoto by performing the substitutions x i = 2X i − 1, i = 1, . . . , δ. (These early substitutions results much simpler final formulae, as we would do them later.) After some simple calculations we obtain (5) v
By performing the multiplications we can separate the variables as follows
where
and I 1 , I 2 runs through all ordered disjoint subsets of {1, . . . , δ} with size j and δ − j − k respectively. Inserting this expressions into (5) we can separate the variables. Moreover it is obvious that ∫
does dot depend on the actual values of (i 1 , . . . , i j ), (i j+1 , . . . , i δ−k ) but only on the size of the (ordered) sets I 1 , I 2 to which they belong. It is also clear that this integral is equal to B δ (δ − k, δ − j − k). With these observations we can simplify considerably our integral, and obtain
After some obvious simplification we obtain the final formula
1 by a multiple integral, which was simplified in the cases s = 0, 1 in the last section, we investigate arithmetical properties of these numbers. We start with a general fact. 
Proof. The first and the last statements are obvious by the formula (1) and by the definitions of the volumes respectively. We included they only for completeness. The second assertion is true for s = 0, 1 by Theorems 4.1 and 4.2 respectively. Thus we may assume s ≥ 2. By Theorem 2.1 we have
with the notations explained there. In the first step we prove (7) v 
is obviously a symmetric polynomial with rational coefficients in x 1 , . . . , x r . Further we have
is a polynomial with coefficients in Q = 
is a polynomial in √ z 1 with coefficients from Q. Thus the same is true for
As W 1 is symmetric in x 1 , . . . , x r , this property remains unaffected after the two integration. Now we can continue the above described process with the pairs of variables (y 2 , z 2 ), . . . , (y s , z s ), which finally leads to the proof of (7).
Performing in (7) the variable change x i = 2X i − 1, i = 1, . . . , r we obtain
. As W is a symmetric polynomial with rational coefficients, the same is true for W ′ . It follows from a very general result of K. Aomoto [4] , p.177 (see also [5] , p.545), that the last integral divided by S r (1, 1, 1/2) is a rational number, which implies the assertion immediately.
In our simple situation the proof of rationality can be completed directly. Indeed, as in the proof of Theorem 4.1 we can rearrange the variables x 1 , . . . , x r in (7) in decreasing order. Then ∆ r > 0 and we may omit the absolute value. Thus we obtain
As the integrand is a polynomial with rational coefficients, this property is not affected during the successive integration by x r , . . . , x 1 . In the last step we obtain a polynomial with rational coefficients without variable, i.e., a rational number. The theorem is proved. □
In the sequel we concentrate mainly on the case r = 0. First we prove a much simpler formula for S d (1, 1, 1/2) as given in Theorem 4.1.
Lemma 5.1. If d is a positive integer then
Proof. In this proof we use the abbreviation
. By Theorem 4.1 we have
Using the functional equation Γ(x+1) = xΓ(x) we can simplify considerably the last formula
This implies
after a short computation. The quotient of consecutive values of the se- 
i.e. the number S d (1, 1, 1/2) is the reciprocal of an integer.
Proof. The statement is true for d = 1. Further (1, 1, 1/2) , which proves the assertion. □ Theorem 2.1 makes it possible the numerical computation of v (s)
d . We did it by using the computer algebra software Mathematica. It was able to compute v indirectly by formula (6), which is actually 
which can easily be transformed to a simpler form
We are able to prove that these numbers are indeed integers.
Theorem 5.2. The numbers
To prove this theorem we need a simple but important lemma.
Lemma 5.2. Let a n , n = 0, 1, . . . be a purely periodic sequence of real numbers with period length ℓ. Assume that
Proof. There exist integers q, t such that
However, as c and ℓ are coprime, if i runs through a complete residue system modulo ℓ, then ci + d do the same. Hence Let p be an odd prime and denote ν p (x) the largest exponent e such that p e divides x. Let R be a positive integer. Then by Legendre's formula
) .
. The sequence a j,n is purely periodic with period length p j . The increasing property of f in [0, 1) implies that a j,n is increasing for 0 ≤ n < p j . Using this notation (9) implies
To get the same number of factors in numerator and denominator we extended the product in the denominator with the trivial factor Finally we prove that
is odd. This is true for d = 2. Assume that it is true for d = 2m. By (9) we have
It follows from a classical result of E.E. Kummer [11] , (see also the expository paper of Granville [9] 
is exactly the number of ones in the binary expansion of n. As 2m+2 = 2(m+1) the number of one's in the binary expansions of 2m + 2 and m + 1 is equal, thus ν 2 ( ( 4m+4
Further 2m + 1 has exactly one more one's in its binary expansion than m,
As this number is zero for d = 2, it is zero for all even d. The proof of the case d odd is similar, therefore we left it for the reader. □
We finish this part with a conjecture, which is true for d ≤ 5.
Conjecture 5.2. We have
Combining Theorems 2.1 and 4.1 this conjecture can be written in the form
All our attempts to prove this conjecture failed. It seems unlikely to have a simple formula like (10) for other ratios v 
A probability results
It is natural to ask: what is the probability p (0) d that picking v ∈ E d the corresponding polynomial P v is totally real, i.e has only real roots? Let d = r + 2s, where r, s are non-negative integers. More generally we can ask the probability p (s) d that picking v ∈ E d such that the corresponding polynomial P v has signature (r, s)? Notice that in this setting we pick the coefficients of the polynomial! Of course we can express these probabilities with our former notations as
By Theorem 5.1 these probabilities are rational numbers. The next natural question is the behavior of these numbers. Are they of similar size or there is significant difference between them?
We have the complicated, but exact formula (1) 
Moreover, if d is even and Conjecture 5.2 is true then
Proof. We give a non computer assisted proof
1
. Using ideas of A.T. Fam [7] , we have
for all positive integers n. First we prove (11) . Let d be even, say d = 2m. As
we get
by using (9) and Conjecture 5.2. Combining this with (12) we obtain
Taking logarithm we get
Here we used the three term Taylor expansion of log(1 + x). Now we compute an asymptotic estimate for p
2m . We start with
Using (12) we get
Taking logarithm, using (11) and the first term of the Taylor expansion for
which proves the first assertion for d even.
Finally we are dealing with the case d is odd, say d = 2m + 1. By (9) we have
By applying (12) this implies
Taking logarithm, using the expression for log p
2m and Taylor formula we obtain the result. □ We are not able to prove, but it seems that the growth rate is bounded above, say by q. (We expect that q ≤ 6.) If this is true then v
Combining this with Theorem 6.1 we get log p
i.e., the signature s = 1 has a bit larger probability as the case s = 0, but it is still very rare comparing to the uniform distribution.
On the other hand we have some information on the totally complex case, which is the other extremum. For even d we proposed Conjecture 5.2, which is supported by our computations. Assuming it we obtained that in this case the frequency of totally complex polynomials is about d −3/8 . This number is much bigger than 2/d, which would be the probability if the polynomials were uniformly distributed among the different signature classes. As already for d = 6 the most frequent signature is (4, 1) one may expect that the peak of the frequency curve will move from the totally complex case. As we have no theoretical and only few computational support, we do not continue the speculation.
On the boundary of E (s) d
For the sake of completeness we now turn to the boundary of E (s) d and prove a generalization of the the result of I. Schur [12] as well as of A.T. Fam and J.S. Meditsch [6] . Although this description is not as explicit as the cited ones, we included it, because we need it in Part II. d , s 1 ̸ = s. We may assume without loss of generality that s > s 1 , whence r < r 1 and it is fixed. Denote by α i , i = 0, 1, 2 the vectors of roots of P v i (X) ordered such that first are coming the real roots, then the non-real ones such that the complex conjugates follow each other. Then there exist a coordinate, say 1 ≤ j ≤ s, such that α 1,r+2j−1 ∈ C\R and α 2,r+2j−1 ∈ R (α ij denotes the j-t coordinate of the vector α i ). As v 1 is a real vector and the corresponding polynomial has a non-real root then its conjugate is a different root of the polynomial. Thusᾱ 1,r+2j−1 is a root of P v 1 (x) and because the ordering of the roots α 1,r+2j−1 = α 1,r+2j . Notice that α 2,r+2j ∈ R holds too. The roots are continuous functions of the coefficients, thus for any ε > 0 there exist δ > 0 such that if for v 1 , v 2 ∈ R d the inequality (13) where the y's has to be chosen such that 0 < y r+2k < 1 and |y r+2k−1 | < 2 √ y r+2k . These are obviously algebraic relations.
In the opposite direction we prove that polynomials with multiple real roots lie on the inner boundary of different signature bodies. Indeed, assume that P (X) has a multiple real root |α| < 1 and signature (r, s). Then we can find for any ε > 0 real numbers 0 < δ 1 , δ 2 < ε such that α 2 + δ 2 2 < 1, |α + δ 1 |, |α + δ 2 | < 1. Consider the polynomials P 1 (X) = P (X)(X − (α + δ 1 ))(X − (α + δ 1 ))/(X − α) 2 and P 2 (X) = P (X)(X − (α + iδ 2 ))(X − (α − iδ 2 ))/(X − α) 2 , i = √ −1.
Obviously P 1 (X), P 2 (X) ∈ E d , they have different signature and are arbitrary near to each other. This proofs the claim and finishes the proof of the statement. □
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