This study analyzes a stochastic lead time inventory model under the assumptions that (a) replenishment orders do not cross in time and (b) the lead time distribution for a given order is independent of the number and sizes of outstanding orders. The study extends the existing literature on the finitehorizon version of the model and yields an intuitively appealing dynamic program that is nearly identical to one that would apply in a transformed model with all lead times fixed at zero. Hence, many results that have been derived for fixed lead time models generalize easily. Conditions for the optimality of myopic basestock policies, and for the optimality of (s, S) policies are established for both finite and infinite planning horizons. The infinite-horizon model analysis is extended by adapting the fixed lead time results for the efficient computation of optimal and approximately optimal (s, S) policies.
dynamic program having only a scalar state variable, representing inventory on hand plus items on order before ordering and (b) sufficient conditions can be found for the optimality of base stock policies and (s, S) policies. Although the findings in Kaplan represent a breakthrough in the study of stochastic lead time systems, the results had two complicating features that are not present in fixed lead time models. First, the parameters of the dynamic program were not simply related to the marginal lead time distribution. Second, his results did not specify sufficient conditions for the optimality of myopic ordering policies.
In this paper we make two small adjustments to the model of Kaplan, allowing an intuitively appealing analogy with a zero lead-time model. Then we present conditions for the optimality of myopic base stock policies and establish conditions for the optimality of (s, S) policies. We also extend the model to encompass infinite planning horizons and show that optimal (s, S) policies exist under standard conditions on the cost functions. Finally, we present efficient algorithms for computing optimal and approximately optimal (s, S) policies in the infinite-horizon setting.
MODEL SPECIFICATION
We initially consider a finite planning horizon of N periods, numbered backward from the end of the horizon; that is, the final period is given number 1, and the initial period is given number N. Demands in successive periods are independent, but not necessarily identically distributed. Specifically, let the demand in period n be represented by the random variable Dn with mean U and cumulative distribution function (Dn. Also, let (i j for j > i be the convolution of (i, . . ., 4Dj. We assume complete backlogging of unsatisfied demand, and so permit negative inventory levels. Also, there are no losses from the system other than through satisfying demand.
Costs in different periods are related by the single period discount factor a. Let cn(z) be the cost of ordering z units in period n, with Expression 1 can be interpreted from the perspective of a model with a fixed lead time of i periods. When viewed in this way, gn(i, y) is the expected holding and shortage costs in period n -i when y is the value of inventory on hand plus items on order after ordering in period n. We specify replenishment lead times as identically distributed random variables that can take on values from zero up to a fixed maximum m. Let a given lead time be represented by the random variable L having the probability distribution 1i = P{L = i}, i = 0, **., m. The joint distribution of lead times is characterized by our assumptions (identical to those in Kaplan) that (a) replenishment orders do not cross in time and (b) the lead time of an order is independent of the number and size of outstanding orders.
In developing the lead-time model, we follow the elegant explanation given by Nahmias [1979, pp. 911-913] , who used the same lead time assumptions in analyzing a lost-sales inventory system. Nahmias observes that the replenishment delivery process arises from a sequence of independent and identically distributed random variables {A1, A2, *.. AN}. Each of the random variables characterizes the delivery of orders in a given period. One can interpret An as the age of the youngest order arriving in period n. That is, the event {An = k} means that in period n all orders that have been outstanding for at least k periods are delivered. It is evident that this mechanism for specifying the delivery process guarantees that orders do not cross in time. Of course, if in period n there are no orders that have been outstanding for k or more periods, then the event {An = k} means that no delivery occurs in period n.
Let the probability distribution of An be specified by the masses {Po, Pi, The final aspect of model specification concerns the costs which must be included in computing optimal policies. We include all costs that are incurred during periods N through 1, plus those that occur in the following m periods due to orders placed during the planning horizon. A terminal reward (or salvage value) is also applied to the inventory level at the end of the horizon. This procedure differs from Kaplan, who considers costs incurred only in periods N through 1, and sets the terminal reward arbitrarily at zero for all terminal states. The change in cost accounting allows us to derive conditions for the optimality of myopic base stock policies.
FINITE PLANNING HORIZONS
The central finding in Kaplan is that all policy-dependent costs can be included in a dynamic program that has inventory on hand plus items on order as its only state variable. Let hn(x) be the minimum expected discounted cost when x is the inventory on hand plus items on order immediately before ordering in period n. 
Specifically, the important expressions in Veinott and Wagner that require modification are (20), (21), (22), (23), (26), (27), and the two unnumbered expressions immediately preceding (21).
We have performed computations using the procedure described above. We summarize the results below, in Section 4.
We conclude this section with a discussion of approximately optimal (s, S) policies for the infinite horizon model. We have just shown how to compute optimal (s, S) policies by modifying a fixed lead-time procedure. Basically, the same kind of modification can be used to compute approximately optimal (s, S) policies as well.
For example, consider the common assumptions of a = 1 and linear holding and shortage costs (as given by (5) (L + 1) periods. The use of (11) and (12) in place of ux and ax2 is a familiar heuristic approach for modifying a fixed lead-time policy. Until now, however, this approach has not been theoretically justified for periodic review systems. We assess the effectiveness of the modified Power Approximation in Section 4, below, which compares it with optimal policies for a variety of parameter settings.
NUMERICAL RESULTS
We have performed computations using the procedures described above for infinite horizon problems. In this section we consider a set of 12 inventory items under a variety of assumptions about the distribution of lead time. First, we show how optimal expected costs vary with the variance of the lead-time distribution. Then we compare the performance of optimal policies with that of the Power Approximation as modified by (11) and (12). Consider a system of 12 inventory items, each having a negative binomial demand distribution with a variance-to-mean ratio of 3. Mean demand ,u has three values, 2, 4, and 8. Each item has linear holding and shortage costs as given by (5). Since the total cost function is linear in the parameters h, p, and K, the value of the unit holding cost is a redundant parameter which is set at unity. The unit shortage costs are 4 and 9, and the setup cost values are 32 and 64. The computations considered all combinations of these parameter settings, yielding 12 items.
We consider the four lead-time distributions displayed in Table I . Each is a symmetrical triangular distribution over the range [0, 4], with a mean value of 2. The variance of lead time ranges from a minimum of 0 for the deterministic case to a maximum of 2 for the uniform distribution. We also list the coefficient of variation -y of each lead-time distribution, which is defined as the ratio of the standard deviation to the mean. Table II shows optimal total cost per period as a function of parameter values for each of the four lead-time distributions given in Table I. Notice that the total aggregate cost of the 12 items increases monotonically with lead-time variance. The largest lead-time variance yields an optimal total cost of 327 for the 12 items, 17% higher than the deterministic lead-time Table III lists percentage increases in expected total cost per period when Power Approximation policies are compared with optimal policies. The Power Approximation yields costs within a few tenths of a percent of optimal for all parameter settings. This level of performance is comparable with the data in Ehrhardt, who considered only deterministic lead times.
