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ABSTRACT: Favorable molecular interactions between group 16 elements have been implicated in catalysis, biological processes, 
materials and medicinal chemistry. Such interactions have since become known as chalcogen bonds by analogy to hydrogen and 
halogen bonds. Although the prevalence and applications of chalcogen-bonding interactions continues to develop, debate still sur-
rounds the energetic significance and physicochemical origins of this class of -hole interaction. Here, synthetic molecular balances 
were used to perform a quantitative experimental investigation of chalcogen-bonding interactions. Over 160 experimental conforma-
tional free energies were measured in 13 different solvents to examine the energetics of O···S, O···Se, S···S, O···HC, and S···HC 
contacts and the associated substituent and solvent effects. The strongest chalcogen-bonding interactions were found to be at least as 
strong as conventional H-bonds, but unlike H-bonds, surprisingly independent of the solvent. The independence of the conformational 
free energies on solvent polarity, polarizability and H-bonding characteristics showed that electrostatic, solvophobic and van der 
Waals dispersion forces did not account for the observed experimental trends. Instead, a quantitative relationship between the exper-
imental conformational free energies and computed molecular orbital energies was consistent with the chalcogen-bonding interactions 
being dominated by n→σ* orbital delocalization between a lone pair (n) of a (thio)amide donor and the anti-bonding σ* orbital of an 
acceptor thiophene or selenophene. Interestingly, stabilization was manifested through the same acceptor molecular orbital irrespec-
tive of whether a direct chalcogen···chalcogen, or chalcogen···H-C contact was made. Our results underline the importance of often-
overlooked orbital delocalization effects in conformational control and molecular recognition phenomena.
Introduction 
It would be reasonable to expect that electron-rich group 16 
(chalcogen) elements such as oxygen, sulfur and selenium may 
not form particularly favorable contacts with each other. How-
ever, chalcogen-chalcogen contacts are so commonly observed 
in X-ray crystal structures that they have become known as 
chalcogen-bonding interactions.1-3 Chalcogen-bonding interac-
tions have been invoked in such diverse areas as catalytic,4,5 
synthetic,6,7 materials,8,9 biological,10 medicinal,1,11 and supra-
molecular chemistry.12-14 Chalcogen-bonding interactions are 
themselves considered to be a sub-class of “σ-hole interac-
tion”,15 which are most well-known for their association with 
halogen-bonding interactions (group 17).16-18 Alongside the hal-
ogens and chalcogens, tetrel elements (group 14),19 pnictogens 
(group 15),20,21 and even aerogens (group 18)22 have been iden-
tified as being able to engage in σ-hole interactions. Despite the 
undoubted prevalence of σ-hole interactions, their energetic sig-
nificance in solution, and the underlying physicochemical ori-
gins are the subject of debate.23-30 σ-Holes were originally de-
fined as being associated with a region of positive electrostatic 
potential that projects along the Z-axis opposite to a  bond.15 
In line with the original definition, some experimental charac-
teristics of -hole interactions can be qualitatively, and some-
times quantitatively, correlated with electrostatic potentials.30-32 
However, other studies have suggested that dispersion and or-
bital delocalization effects may also make important contribu-
tions.17,24,29,33-37 For example, X-ray crystallographic data have 
revealed the striking directional dependency of some -hole in-
teractions, which is consistent with geometry dependent orbital 
effects.38-41 
 Due to the difficulty associated with the measurement 
of weak interactions in solution, there remains a paucity of 
quantitative experimental investigations of chalcogen-bonding 
interactions.31,36 Furthermore, developing a quantitative under-
standing of the nature of these interactions is further compli-
cated by the challenges associated with dissecting multiple 
competing influences and solvent effects, which are both hard 
to predict, and may dominate the experimental behavior.42-45 
 Here we have used synthetic molecular balances (Fig-
ure 1) to perform a quantitative experimental investigation of 
chalcogen-bonding interactions. Experimental conformational 
free energies were compared with theory to 
 
Figure 1. Molecular balances used in the present investigation to 
investigate chalcogen-bonding interactions. 
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Figure 2. Experimental conformational free energies (GEXPmeasured in 13 different solvents at 298 K. Corresponding minimized struc-
tures of each of the molecular balances calculated in the gas phase using B3LYP/6-311G* are shown. Colors correspond to those used in 
structures shown in Figure 1. Where the conformational equilibrium constant, K >20, conformational energies are plotted at 7.4 kJ mol1 
with error bars truncated beyond  kJ mol1. All data and errors are tabulated in the SI.
examine the empirical significance of solvent-mediated electro-
static and solvophobic effects (Figure 2), van der Waals disper-
sion (Figures 2 and 3), and orbital delocalization (Figures 4-7). 
Experimental evaluation of chalcogen-bonding in-
teractions 
We used molecular balances46 for our quantitative experimental 
investigation of chalcogen-bonding interactions (Figure 1). Mo-
lecular balances provide useful tools for the quantification of 
interactions, since the position of a conformational equilibrium 
depends on the magnitude of intramolecular interactions and the 
competing solvent effects (Figure 1A).42,43,47,48  Accordingly, 
molecular balances have been used to measure a wide range of 
interaction classes including those involving fluorine,49-51 
arenes,52-61 and carbonyl groups.62-67 More specifically, the mo-
lecular balances shown in Figure 1 are derived from previous 
investigations of solvent effects and hydrogen bonding interac-
tions.42,47,68 The new designs in Figure 1 host chalcogen-bond-
ing interactions in the closed conformers (Figures 1A, D, right) 
that are absent in the open conformation (Figures 1A, D, left). 
Since rotation about the (thio)formamide is slow on the NMR 
timescale at room temperature, integration of the discrete 19F 
NMR resonances corresponding to each conformer provides di-
rect access to the conformational equilibrium constant, K and 
therefore the conformational free energy difference, 
ΔGEXP = RT lnK. 
 The compounds shown in Figure 1 containing a range 
of potential O, S and Se contacts were synthesized (see SI). An 
X-ray crystal structure of balance 1a-Cl (CSD deposition no. 
1563020) and density functional theory (DFT) calculations con-
firmed that most of the -substituted 1a and 2a series of molec-
ular balances accommodated chalcogen···chalcogen contacts in 
the closed conformation (Figures 2, S10-S12). In addition, bal-
ances containing -substituted thiophenes that were incapable 
of forming direct chalcogen···chalcogen contacts in the closed 
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conformer were synthesized with the intention of serving as 
controls (1b series and 2b, Figure 1B, E). Conformers were as-
signed using HMBC / NOESY NMR spectroscopy and by the 
comparison of experimental and computed conformational ra-
tios (see SI and below). The conformational free energy differ-
ences between the open and closed conformers were measured 
for each balance in 13 different solvents (Figure 2). 
 All of the compounds in series 1a and 1c preferred the 
closed conformers in which O···S, or O···Se contacts were 
formed (<7.4 to 1 kJ mol1). Such conformational prefer-
ences are comparable to those of OH to O=C H-bonds measured 
in structurally related molecular balances.68 Varying the thio-
phene substituent had a substantial influence on the preference 
for O···S contacts, following the trend Me < H < Cl < COOMe 
< COMe < COH (Figure 2, left). Interestingly, the O···Se con-
tact in compound 1c was slightly more favorable than the O···S 
contact in compound 1a-COH, despite the increased steric bulk 
and the lack of an electron-withdrawing group on the seleno-
phene ring. -Thiophene compounds 1b-H and 1b-COH, which 
could not form O···S contacts had a weaker preference for the 
closed conformer compared to the corresponding -thiophenes 
1a-H and 1a-COH that could form direct O···S contacts. Thi-
oformamide balances 2a-Me, 2a-H, 2a-Cl that could potentially 
host S···S contacts had ~1.5 kJ mol1 decreased preference for 
the closed conformer compared to the equivalently substituted 
1a balances that hosted O···S contacts. Indeed, while balances 
in series 1a and 1c had minimized structures containing planar 
O···S or O···Se contacts, such a planar structure and corre-
sponding S···S contact was only seen in balance 2a-Cl. Simi-
larly, -thiophenes in the 1b series were calculated to have pla-
nar structures, hosting C=O···HC contacts, while the equivalent 
-substituted thioformamide 2b did not, and instead adopted a 
propeller-like conformation. Consistent with previous studies,1 
there was little difference in the energies of secondary conform-
ers in which X/Y-carbonyl substituents were flipped, suggest-
ing that no significant secondary chalcogen···chalcogen inter-
actions were present in the X/Y-carbonyl substituted com-
pounds.69  
Evaluation of solvent-mediated electrostatic and 
solvophobic contributions 
Solvents are known to exert both electrostatic (including H-
bonding interactions) and solvophobic influences on the con-
formational preferences of molecular balances.42-45,47,48,60,70 The 
conformational free energy differences in Figure 2 show strik-
ing solvent independence for balances that preferred the closed 
conformation. For example, conformational free energies 
across compound series 1 were similar in solvophobic H-bond-
ing solvents such as methanol-d4 and dimethylsulfoxide-d6 
compared to very apolar solvents, such as carbon disulfide and 
benzene-d6. The only significant solvent-dependent changes in 
conformational free energies were seen when the very strong H-
bond donor perfluoro-tert-butanol was used as a solvent. Con-
formational free energies in this solvent were found to be driven 
towards the open conformer by ~2 kJ mol1 compared to the 
other solvents due to its ability to form strong competitive H-
bonding interactions with formyl carbonyl groups (Figure 2, 
bottom). There have been previous reports of very weak solvent 
effects on some other -hole interactions,29,33,34,71,72 but such ob-
servations are not universal.31 The lack of solvent dependence 
in the present investigation is particularly surprising consider-
ing that the conformational free energies of similar formamide 
molecular balances hosting H-bonding and aromatic interac-
tions were found to be strongly dependent on the H-bond donor 
and acceptor abilities of the solvent.42,68 These findings indicate 
that the chalcogen-bonding interactions in the present investi-
gation do not have a substantial solvophobic, electrostatic or di-
polar origin (Table S18). Although, the balances in the present 
investigation were not soluble in water, given the apparent uni-
versality of the observed independence, it might be reasonable 
expect similar conformational preferences in aqueous solution. 
Evaluation of van der Waals dispersion contribu-
tions 
Having ruled out substantial solvophobic and electrostatic con-
tributions to chalcogen-bonding interactions in our investiga-
tion, we then set out to consider van der Waals dispersion 
forces. Bulk solvent polarizability has been shown to describe 
the extent to which the solvent competes with, and attenuates 
dispersion forces between functional groups.43,73 Solvents with 
low bulk polarizability would be expected to favor closed con-
formers that accommodate chalcogen···chalcogen interactions 
involving polarizable S and Se atoms, while highly polarizable 
solvents would be expected to favor the open conformer to ex-
pose polarizable groups to the solvent. However, Figure 2 
shows that there is a negligible difference between the confor-
mational free energies measured in the highly polarizable sol-
vent carbon disulfide, compared to methanol-d4, which has a 
low bulk polarizability.43 The solvent with the lowest bulk po-
larizability in our investigation is perfluoro-tert-butanol, which 
should favor the closed conformer if contributions from disper-
sion forces in the chalcogen···chalcogen contacts are signifi-
cant. Instead, the conformational free energies in perfluoro-tert-
butanol are driven towards the open conformer compared to all 
of the other solvents. This indicates that solvation of the formyl 
oxygen atoms by hydrogen bonding is more energetically sig-
nificant than any contribution from residual differences in dis-
persion forces in the solution phase. Furthermore, the experi-
mental conformational free energies were compared with those 
calculated in the gas-phase using DFT methods that both did, 
and did not, include dispersion corrections (M06-2X and 
B97X-D vs. B3LYP). The strongest correlation was found 
against conformational energies (ECALC) calculated using the 
non-dispersion corrected B3LYP method (R2 = 0.94, Figure 
3A). In contrast, conformational energies calculated using dis-
persion-corrected (DFT-D) methods formed substantially 
poorer correlations (R2 = 0.88 and 0.84, Figures 3B-C). Thus, 
these correlations, combined with the very limited solvent de-
pendence of the conformational free energies indicate that dif-
ferences in dispersion forces make negligible contributions to 
the chalcogen-bonding interactions that govern the observed 
conformational free energies. 
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Figure 3. Correlations of experimental conformational free ener-
gies measured in CDCl3 at 298 K (ΔGEXP) vs. those predicted at the 
indicated levels of theory in the gas phase (ΔECALC). An additional 
correlation using the SM8 implicit solvent model for chloroform 
showed no improvement in the correlation coefficient (Figure S23). 
Evaluation of orbital delocalization contributions 
So far, we have discounted electrostatic, solvophobic and dis-
persion forces as the primary determinants of the chalcogen-
bonding interactions in our molecular balances. Others have 
proposed that orbital delocalization effects may play a role in 
various classes of -hole interactions based on spectroscopic, 
structural and computational analyses.17,24,29,33-41 Delocalization 
effects are long recognized aspects of bond theory; most chem-
ists are familiar with the concepts of inductive polarization 
along -bonds, resonance involving π-bonds, and hyperconju-
gation between - and -bonds. However, similar forms of or-
bital delocalization are commonly overlooked in the context of 
molecular interactions, which are often considered to be “non-
bonding”, or “non-covalent”. We point out that the terminology 
used to describe electron delocalization effects in “non-bonded” 
interactions is often inconsistent: polarization, donor-acceptor 
interactions, charge transfer, partial covalency, orbital mixing, 
and orbital interactions, among others, have all been used to de-
scribe a broadly similar ground-state phenomenon.11,32,74-78 
Such inconsistencies may arise, at least in part, from the chal-
lenge of obtaining systematic, direct experimental measure-
ments of weak interactions in solution, and further establishing 
causal association with quantum mechanical descriptors.77 
 Nonetheless, n→* orbital delocalization from a lone 
pair (n) into the carbonyl antibonding orbital ( has been pro-
posed to stabilize carbonyl-carbonyl interactions,62-66 alongside 
competing dipolar electrostatic explanations.67 Similarly, 
n→σ* delocalization from a lone pair orbital (n) into the anti-
bonding orbital of a -bond (*) has been suggested by theory 
to stabilize interactions involving chalcogens.24,29,33-41,79 Thus, 
we set about performing a comprehensive orbital analysis of our 
molecular balances. 
  Our orbital analysis began by performing geometry 
minimizations on the open and closed conformations of molec-
ular balances bearing a range of substituents (all of the com-
pounds shown in Figure 1 and more, see SI) using both DFT 
and DFT-D methods. We hypothesized that the energies of par-
ticular orbitals in the open and closed conformers could be com-
pared to reveal orbital interactions that specifically stabilized 
one conformer over the other. To avoid the splitting of the or-
bitals arising from the canonical resonance forms of the aro-
matic electrons that were not involved in the chalcogen interac-
tions, the fluorophenyl moiety was replaced with a proton, and 
a single-point energy calculation performed on each structure 
(retaining the geometry of the complete balance). The use of 
such fragments greatly simplified the task of assigning pairs of 
open/closed orbitals (see SI for validation). The resulting com-
parison of orbital energies for all of the balances with planar 
structures from Figure 2 is presented in Figure 4. The line 
formed by the gray points in Figure 4A corresponds to the vast  
 
Figure 4. (A) Correlation of calculated orbital energies in the open 
vs. closed molecular balance conformers. Data points that fall be-
low the line formed by the gray points are stabilized in the closed 
conformer due to (B) resonance delocalization modulated by struc-
tural planarization (orange), and n→σ* orbital delocalization (teal) 
arising from either (C) direct chalcogen···chalcogen contacts, or 
(D) chalcogen···H-C contacts. Solid filled points are orbital ener-
gies for -thiophene series 1a-X and -selenophene balance 1c. 
Points with black outlines are the -thiophene balances in the 1b-Y 
series. Unfilled circles correspond to the only thioformamide bal-
ance hosting a favorable S-S contact, 2a-Cl. Alternative correla-
tions using M06-2X/6-311G* and B97X-D/6-311G*, plus a com-
parison of full vs. simplified molecular balance data are provided 
in the SI.  
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Figure 5. Orbital decomposition analysis illustrating the hypothetical combination of molecular fragments A + B in the three orientations 
shown. (A) The HOMO containing the formyl oxygen lone pair (n) is stabilized in (C) and (D) by the same set of antibonding * orbitals of 
the (seleno/thio)phene fragment, irrespective of the orientation of the connected ring and the specific intramolecular contacts present. The 




majority of orbitals in which there is little difference in energy 
between the open and closed conformers. Data points that fall 
below the gray background line correspond to orbitals that are 
more stable in the closed than the open conformer. Two sets of 
data sit below the background line (orange and teal, Figure 4A). 
Upon inspection of the molecular orbitals, the orange data were 
found to correspond to through-bond, resonance delocalization 
of the lone pair orbital that lies above and below the plane of 
the amide into the co-planar aromatic system (orange, Figure 
4B). Such delocalized orbitals were accordingly, only present 
in molecular balances that had planar closed conformations. 
The teal series corresponded to orbitals in which the other, or-
thogonal lone pair orbital of the amide was delocalized into the 
S-C (or Se-C) -bond of the adjacent thiophene (or seleno-
phene) (Figures 4C-D and 5C-D). Thus, these orbitals were con-
sistent with the occurrence of stabilizing n→σ* orbital interac-
tions. 
 We confirmed the identity of these delocalized n→σ* 
orbitals by further decomposition of the molecular balance frag-
ments into the constituent (thio)formamide (e.g. Figure 5A) and 
thiophene (or selenophene) components (e.g. Figure 5B). This 
hypothetical decomposition analysis indicated that the stabi-
lized, delocalized orbitals of the type shown in Figures 4C-D 
and 5C-D did indeed result from the hybridization of a high-
energy, but occupied, lone pair orbital (Figure 5A) with an even 
higher energy, unoccupied, anti-bonding molecular orbital of 
the thiophene (or selenophene) (Figure 5B). Interestingly, this 
decomposition analysis showed that the same molecular orbit-
als (Figures 5A-B) combine to stabilize the formamide lone 
pair, irrespective of the -connectivity, or the orientation of 
the thiophene ring (Figure 5C-D). Furthermore, we used Natu-
ral Bond Orbital (NBO)76 analysis to examine the occurrence 
and stabilizing character of specific n→σ* orbital interactions. 
In simplistic terms, NBOs are theoretical constructs that are in-
termediate between molecular orbitals (such as those shown in 
Figure 5) and the constituent atomic orbitals.80 NBOs reveal or-
bital delocalization that includes both covalent bonds and or-
bital interactions that can be considered as having “partial” co-
valent character. Indeed, NBO analysis has previously been 
used to analyze putative n→σ* and n→* interactions.29,33-
36,65,66 NBO analysis of our balances revealed the potential for 
stabilizing n→σS-C
∗  and n→σSe-C
∗  delocalization where direct 
chalcogen···chalcogen contacts occurred, while weaker 
n→σC-S
∗ , n→σH-C
∗ , and n→σC-C
∗  NBOs were present in the -
connected thiophene balances (Figure S23 and Table S45).  
The occurrence of such orbital interactions should be 
indicated by lengthening of the accepting bond in the closed 
conformer relative to the open conformer of each molecular bal-
ance. Computational geometry minimizations revealed length-
ening of the bonds aligned with the (thio)amide contact in the 
closed conformation (blue bonds, Figure 6). The extent of bond 
lengthening did not correlate with the experimental conforma-
tional free energies measured in the molecular balances, since 
changes in electron density were also modulated by the adjacent 
X and Y substituents (Figure 1). Consistent with this sugges-
tion, bond lengthening also occurred at electron-accepting sub-
stituents (purple bonds, Figure 6). 
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Figure 6. Calculated bond lengthening (B3LYP/6-311G*) in the 
closed vs. open conformers for molecular balances hosting chalco-
gen-chalcogen contacts. Further bond length differences are pro-
vided in Figure S13.  
 
Having confirmed the identity and possible stabilizing 
nature of n→* orbital contributions to chalcogen-bonding in-
teractions, we sought a quantitative energetic relationship be-
tween experiment and theory. Unfortunately, we found no cor-
relation between the experimental conformational free energy 
differences measured in the molecular balances and the n→* 
orbital delocalization energies output from the NBO calcula-
tions (Figure S22 and Table S45). Indeed, one limitation of 
NBO analysis is that it can be challenging to ascribe an easily 
understood physical meaning to NBOs. Instead, we compared 
the computed energies of physically relevant molecular orbitals 
with our experimental conformational free energies. A striking 
correlation was found between the energies of the molecular or-
bitals identified in Figure 5C-D that contained n→σ* orbital de-
localization (R2 = 0.99, Figure 7A). The energies relating to bal-
ances containing both direct chalcogen···chalcogen and chalco-
gen···H-C contacts (teal and black outlined points, respec-
tively) were found to fit on the same correlation. This finding 
was consistent with the involvement of the same σ* acceptor 
orbital (Figure 5C-D), irrespective of the orientation or connec-
tivity of the thiophene ring. Contrasting with previous sugges-
tions,79 the β-connected thiophenes (black outlines in Figure 
7A) were weaker lone pair acceptors than the equivalently sub-
stituted -connected variants (filled circles in Figure 7A). How-
ever, it is important to note that the relative acceptor abilities 
may not be general, as they are likely to be influenced by the 
geometric constraints imposed by our intramolecular system. 
The single point associated with selenophene balance 1c was an 
outlier (Figure S19) indicating the increased favorability of this 
interaction compared to the O···S and S···S interactions. In 
comparison, the energies of the resonance delocalized orbitals 
(Figure 7B), along with other molecular orbitals (Figure S21) 
did not form good correlations with the same experimental data. 
Thus, the strong correlation in Figure 7A establishes a quanti-
tative link between the experimentally determined conforma-
tional free energies and the theoretically determined energies of 
n→* delocalized orbitals involved in stabilizing the chalco-
gen-bonding interactions. 
Conclusion 
We have performed a quantitative, experimental investigation 
of chalcogen-bonding interactions. Synthetic molecular bal-
ances were used to examine solvent and substituent effects on a 
range of chalcogen···chalcogen and chalcogen···HC contacts 
(Figure 1). The conformational free energies of balances host-
ing chalcogen-bonding interactions were found to be surpris-
ingly solvent independent, ruling out substantial contributions 
from electrostatic and solvophobic effects (Figure 2).81 This sol-
vent independence combined with comparison against  
 
         
Figure 7. Correlations of the calculated energies of orbitals stabi-
lized by (A) n→σ* orbital delocalization (teal), and (B) resonance 
delocalization modulated by planarization (orange). Solid filled 
points correspond to -substituted thiophenes, while -substituted 
thiophenes are indicated with black outlines. Calculations were per-
formed on structures of the type shown inset using B3LYP/6-
311G*. X and Y = the substituents as shown in Figure 1. Alterna-
tive correlations using DFT-D methods are provided in the SI. 
 
dispersion-corrected calculated conformational energies further 
indicated that van der Waals dispersion forces did not account 
for the observed interaction trends (Figure 3). The latter finding 
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was consistent with previous studies that have found substantial 
attenuation of dispersion forces between functional groups due 
to competitive dispersion interactions with the surrounding sol-
vent.43,61,70,73 Instead, computed changes in bond lengths and 
NBO analysis pointed towards the involvement of stabilizing 
contributions from n→* orbital delocalization between the 
lone pair on a (thio)amide donor and the antibonding *orbitals 
of the adjacent thiophene (or selenophene) acceptor. A quanti-
tative relationship between the energy of the orbital hosting  
n→* orbital delocalization and the experimental data was 
seen. Interestingly, thiophene rings were found to accept elec-
trons into the same antibonding molecular orbital in both - and 
-connected thiophenes, either via direct chalcogen···chalco-
gen or chalcogen···HC contacts. Intriguingly, our quantitative 
comparison of experimental and computational data reveals 
empirical behavior most consistent with a dominant contribu-
tion from orbital delocalization.29,33-36 Our results highlight the 
energetic significance of orbital delocalization in molecular in-
teractions. 
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