Abstract. Let G be a connected, simply connected, simple, complex, linear algebraic group. Let P be an arbitrary parabolic subgroup of G. Let X = G/P be the G-homogeneous projective space attached to this situation. Let d ∈ H 2 (X) be a degree. Let M 0,3 (X, d) be the (coarse) moduli space of three pointed genus zero stable maps to X of degree d. Building on and improving our previous results [4], we prove that M 0,3 (X, d) is quasi-homogeneous under the action of Aut(X) for all minimal degrees d in H 2 (X). By a minimal degree in H 2 (X), we mean a degree d ∈ H 2 (X) which is minimal with the property that q d occurs (with non-zero coefficient) in the quantum product σ u ⋆ σ v of two Schubert classes σ u and σ v , where ⋆ denotes the product in the (small) quantum cohomology ring QH * (X) attached to X. Along the way, we prove that M 0,3 (X, d) is quasi-homogeneous under the action of G for all minimal degrees d in H 2 (X) except for one instance of G, P and d which occurs in type G 2 .
Introduction
Let G be a connected, simply connected, simple, complex, linear algebraic group. Let P be a fixed but arbitrary parabolic subgroup of G. Let X = G/P be the G-homogeneous projective space attached to this situation. We select once and for all a maximal torus T and a Borel subgroup B of G such that T ⊆ B ⊆ P ⊆ G .
We say that d is a degree in H 2 (X) if d is an effective homology class in H 2 (X). Let d be a degree in H 2 (X). Let M 0,3 (X, d) be the (coarse) moduli space of three pointed genus zero stable maps to X of degree d. By definition, the moduli space M 0,3 (X, d) parametrizes isomorphism classes [C, p 1 , p 2 , p 3 , µ : C → X] where:
• C is a complex, projective, connected, reduced, (at worst) nodal curve of arithmetic genus zero. • The marked points p i ∈ C are distinct and lie in the nonsingular locus.
• µ is a morphism such that µ * [C] = d.
• The pointed map µ has no infinitesimal automorphisms. Basic properties of the moduli space M 0,3 (X, d) can be found in [9] . It is a consequence of more general results in [9, 15] , namely of [9, Theorem 2(i)] and [15, Corollary 1] , that M 0,3 (X, d) is a normal projective irreducible variety.
In this work, we ask the question if it is possible to prove stronger properties of M 0,3 (X, d) than irreducibility. In fact, building on the work [4] , we completely solve the question of quasihomogeneity under G/Aut(X) for minimal degrees in H 2 (X) in the sense of the following two definitions. Definition 1.1. Let d be a degree in H 2 (X). The natural action of G/Aut(X) on X induces an action of G/Aut(X) on M 0,3 (X, d) given by translation. We say that the moduli space M 0,3 (X, d) is quasi-homogeneous under the action of G/Aut(X) if the action of G/Aut(X) on M 0,3 (X, d) admits a dense open G-orbit/Aut(X)-orbit. Definition 1.2. Let (QH * (X), ⋆) be the (small) quantum cohomology ring attached to X as defined in [9, Section 10] . For a Weyl group element w, we denote by σ w the Schubert class associated to w. 1 A degree d ∈ H 2 (X) is called a minimal degree in H 2 (X) if there exist Weyl group elements u and v such that d is a minimal degree in σ u ⋆ σ v , i.e. if the power q d occurs (with non-zero coefficient) in the expression σ u ⋆ σ v and if d is minimal with this property, i.e. for all d ′ < d the power q d ′ does not occur in the expression σ u ⋆ σ v . For the meaning of "occurs in", we refer to the [10, beginning of Section 9] . The partial order "≤" on H 2 (X) is defined by the set of positive elements given by effective homology classes in H 2 (X).
In [4, Definition 7 .3], we constructed for each minimal degree d in H 2 (X) a morphism f P,d : P Step (1) of the proof of Theorem 1.3. In this work, we build on these results to prove the following uniform theorem. Idea of a proof. All ingredients for the proof of Theorem 1.3 are actually already contained in [4] . However, it became only apparent to the author after completing the manuscript [4] how to use these ingredients in a precise manner. Roughly, we proceed in two steps.
(1) Let d be a minimal degree in H 2 (X). In [4, Assumption 7.13], we gave a sufficient condition on d for f P,d to have a dense open orbit in M 0,3 (X, d) under the action of G (cf. [4, Theorem 8.2] ). In the first step, we replace, by various refinements and strengthenings of theorems in [4] (2) To finish the proof of Theorem 1.3, it is sufficient by Step (1) to consider the instance of G, P and d in type G 2 discarded in Assumption 7.1. We treat this case by passage from G to Aut(X). The necessary analysis and computations concerning the inclusion G 2 ⊆ B 3 are performed in Appendix A.
Organization. Section 2 to 3 are supposed to set up notation and terminology which is used for the rest of the paper. This notation and terminology concerns mostly a recapitulation of the aspects of the theory of minimal degrees developed in [3, 4] . By the nature of the problem, the refinements and strengthenings of theorems in [4] treated in Section 5 to 8 which lead to the proof of Theorem 8.12 discussed in Step (1) above concern "special" combinatorics, in the sense that these combinatorics are only non-trivial for minimal degrees in H 2 (X) which do not satisfy [4, Assumption 7.13], in particular only if the root system associated to G and T is not simply laced. A reader only interested in Theorem 8.12 subject to Step (1) does not need to read Appendix A. The appendix on the inclusion G 2 ⊆ B 3 is independent from the rest of the paper, in the sense that it is only used in the proof of Theorem 8.16 which deals with Step (2) above. Vice versa, none of the considerations in the main text are needed to follow Appendix A.
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Notation
In addition to the notation from the introduction, we fix once and for all further notation related to the theory of linear algebraic groups. For general background and more details concerning this theory, we refer to [5, 12, 13] .
W
the Weyl group associated to G and T , W P the Weyl group associated to P and T , R the root system associated to G and T , R P the root system associated to the Levi factor of P and T , ∆ the base of R corresponding to B, ∆ P the set of simple roots corresponding to P forming a base of R P (cf. [12, Theorem 29.3] ), R + the set of positive roots of R with respect to ∆,
the set of positive roots of R P with respect to ∆ P , R − the set of negative roots of R with respect to ∆, R − P the set of negative roots of R P with respect to ∆ P , (−, −) a W -invariant scalar product on R∆ uniquely determined up to scalar in R >0 ,
Here and in what follows, we use the suggestive notation R∆ for the R-span of ∆. We will use similar notation for other R-spans and Z-spans.
≤
the partial order on R with set of positive elements given by R + ,
Minimal degrees
In this section, we recall the aspects of the theory of minimal degrees which will be needed in the course of this work. These aspects were developed in [3, 4] based on [6, 10, 17, 19] . For more details, we refer to these papers. A preliminary definition of minimal degrees was already given in Definition 1.2. However, for most purposes, an equivalent combinatorial definition of minimal degrees in terms of curve neighborhoods, namely Definition 3.6, is more suitable. The notation and terminology in this section will be fixed once and for all for the rest of the paper. 
The empty sequence is the unique greedy decomposition of 0.
Remark 3.2. Let d be a degree in H 2 (X). According to [6, Section 4] , the greedy decomposition of d is unique up to reordering.
In particular, we can speak about B-cosmall roots. Definition 3.6. Let d be a degree in H 2 (X). We say that d is a minimal degree in H 2 (X) if d is a minimal element of the set
with respect to the partial order "≤" on H 2 (X).
Notation 3.7. We denote by Π P the set of all minimal degrees in H 2 (X). In particular, the set of all minimal degrees in H 2 (G/B) is denoted by Π B .
Remark 3.8. Based on the results in [3, 6, 10] , it was remarked in [4, Remark 3 .27] that Definition 1.2 and Definition 3.6 are equivalent.
Remark 3.9. Let d ∈ Π P . Then, d is the unique minimal element of the set
This follows from [19, Corollary 3] by the explanations based on [3, 6, 10] [3, 19] . . Hence, the morphism f P,d is well-defined.
is an element of M 0,3 (X, d) and even an element of M 0,3 (X, d)(2) where the last moduli space is defined in Notation 8.8.
Maximal sets of pairwise strongly orthogonal roots
In this section, we draw easy consequences of the classification of maximal sets of pairwise strongly orthogonal roots [1] and formulate them in the language of generalized cascades of orthogonal roots. All statements in this section can be readily deduced from [1] . In the end, for the proof of Lemma 7.4, we will only need Corollary 4.3 and Lemma 4.7 restricted to a root system of type G 2 . However, we present the results in a systematic generality to be clear. Table 1 and that there exists a unique equivalence class of MMSOSs. In Proof. Let w ∈ Z(W ). For all β ∈ ∆, we have s β = ws β w −1 = s w(β) because w is central, and thus w(β) = ±β. On the other hand, since w(θ 1 ) ∈ R where θ 1 is the highest root of R and since every simple root occurs in the support of θ 1 , we conclude that the sign in the expression w(β) = ±β is independent of the choice of β ∈ ∆. We see that either w(β) = β for all β ∈ ∆, in which case w = 1, or that w(β) = −β for all β ∈ ∆, in which case w = w o = −1. The result follows from this. Example 4.6. If R is non simply laced, then w o = −1 as it follows from inspection of [5, Plate II, III, VIII, IX]. If R is non simply laced, we therefore have by Lemma 4.5 that Z(W ) = {1, w o }, and in particular that w o ∈ Z(W ). However, the non simply laced root systems do not cover all cases where w o = −1 as the rest of the plates in loc. cit. shows.
Proof. Let e be as in the statement. By [4, Theorem 4.5(3)], we know that B R,e is an SOS, and by assumption and Lemma 4.2, it follows that B R,e is even an MMSOS. By Lemma 4.2 again, we see that B R ∼ B R,e . Thus, there exists a w ∈ W such that B R,e = wB R . By [4, 
Additional tangent directions
In this section, we construct additional tangent directions using positivity in generalized cascades of orthogonal roots from [4, Section 5] . Different additional tangent directions associated to a minimal degree d in H 2 (X) will give rise to linearly independent tangent vectors in the tangent space T f P,d associated to the morphism f P,d defined in Definition 3.16 (cf. Notation 8.9, Lemma 8.10).
Definition 5.1. Let d ∈ Π P . Let e be the lifting of d. We define the following set
P ∪ {0} which we call the set of tangent directions (associated to d). Further, we call an element of this set a tangent direction (associated to d).
, then the following items also hold.
(4) The root α is short and the root γ is long.
Proof of Item (1) . Let the notation be as in the statement. It is clear that z Proof of Item (3). By Item (2), we know that 
Proof of Item (2). Since α
By [4, Lemma 5.3] and assumption, the above expression is (4) . Assume from now on that (γ, α ∨ ) < −1. This assumption implies directly that α is short and that γ is long, since α and γ are clearly non-proportional (cf. [4, Lemma 7.14]). (5) . We know that (α ′ , γ) > 0, that α ′ and γ are non-proportional, and that γ is long by the previous item. The claimed equality therefore follows from [4, loc. cit.]. (6) . By Item (2), we see that
Proof of Item

By assumption, we see that
where we used in the last equality the W -invariance of the scalar product applied to z B e and similar arguments as in the proof of Item (1), (3) . Sinceᾱ +γ = α by the first reasoning in the proof of this item, we infer from [4, Theorem 4.5(2)], [6, Theorem 6.1(c)] and the last displayed inequality thatᾱ +γ / ∈ I(s α ). This means that
From the last displayed inequality, we conclude that α =ᾱ. Indeed, since otherwise, we find by assumption thatγ > (−(γ, α ∨ ) − 1)α ≥ α which contradicts the fact thatγ ∈ R + P . Since we now know that α =ᾱ, we conclude from the first displayed in equation in the proof of this item that (γ, α
are defined depending on (α, γ) as in the statement of Lemma 5.2. In view of Lemma 5.2(3), we can define the following set
which we call the set of additional tangent directions (associated to d). Further, we call an element of this set an additional tangent direction (associated to d). By Lemma 5.2(6), we have a disjoint union
In this proof, we use repeatedly that root strings are unbroken (cf. [13, 9.4] ). Suppose for a contradiction that (α 1 , α 2 ) ≤ 0. If we apply s α 1 to γ, we see that γ + α 1 and γ + 2α 1 are roots. If we apply s α 2 to the two previous roots under consideration, we see that γ + α 1 + α 2 and γ+2α 1 +2α 2 are roots. Finally, we compute, similarly as in the proof of Lemma 5.2(4), (5) , that (γ + 2α 1 + 2α 2 , γ ∨ ) = −2. We conclude that 2γ + 2α 1 + 2α 2 is also a root by applying s γ to the root γ + 2α 1 + 2α 2 . All in all, we see that γ + α 1 + α 2 and 2γ + 2α 1 + 2α 2 are roots. This contradicts the reducedness of the root system. 
. In this situation, we also have γ 1 = γ 2 . Proof. By Lemma 5.2(3), the map in the statement is well-defined. Let (α 1 , γ 1 ) and (α 2 , γ 2 ) be two pairs which map to the same image −α
. By the exact same argument as in the beginning of the proof of Lemma 5.2(3), the last equality is equivalent to α
Assume now for a contradiction that γ 1 = γ 2 . By the last equality, we clearly have α 
which are mapped under the assignment (α, γ) → −α − γ to the same element −α
, γ 1 ) and thus γ 1 = γ 2 . This contradiction shows that we have in the first place that γ 1 = γ 2 and equally well α
Proof. By definition and Lemma 5.2(3), it is clear that the map in the statement of the corollary is well-defined and surjective. Let (α 1 , γ 1 ) and (α 2 , γ 2 ) be two pairs which map to the same image. By Lemma 5.5, we know that γ 1 = γ 2 . Suppose for a contradiction that α 1 = α 2 . By [4, Theorem 4.5(3)], it follows that α 1 and α 2 are (strongly) orthogonal. Hence, α 1 and α 2 are two orthogonal roots such that (γ, α
This contradicts Lemma 5.4. We conclude that α 1 = α 2 . In total, this means that the map is injective, and consequently bijective.
Refinement of [4, Theorem 7.12]
In this section, we provide a refinement of [4, Theorem 7.12] . While writing [4] , we have overlooked the fact that the injective map in [4, Theorem 7.12 ] is defined on a possibly larger set. By relaxing the condition in the domain, we produce in some cases further tangent directions in the image. 
Proof. We first prove that the map defined by the assignment as in the statement is welldefined. Let α ∈ B R,e \ R + P and γ ∈ R + P such that (α, γ) < 0. Since root strings are unbroken (cf.
To finish the proof of well-definedness, assume for a contradiction that α + γ =ᾱ whereᾱ ∈ B R,e \ R + P . By the [4, second paragraph of the proof of Theorem 7.12], we may assume that (γ, α ∨ ) < −1. Then, α is short, γ is long, and (α, γ ∨ ) = −1 by [4, Lemma 7.14]. Therefore, we find that
This completes the proof of the well-definedness of the map.
To proof injectivity of the map, suppose that α 1 + γ 1 = α 2 + γ 2 where α 1 , α 2 ∈ B R,e \ R + P and γ 1 , γ 2 ∈ R + P such that (α 1 , γ 1 ) < 0 and (α 2 , γ 2 ) < 0. Suppose for a contradiction that α 1 = α 2 . By [4, Lemma 7 .12], we may without loss of generality assume that (γ 2 , α ∨ 2 ) < −1. As above, this means that α 2 is short, γ 2 is long, and that (α 2 , γ Second case: Suppose that (γ 1 , γ 2 ) > 0. In this case, we know by [13, loc. cit.] that γ 1 − γ 2 = α 2 − α 1 is a root which necessarily lies in R P . This immediately contradicts the fact that α 1 and α 2 are strongly orthogonal by [4, Theorem 4.5(3) ].
This finally shows that our initial assumption α 1 = α 2 must be false. We conclude that α 1 = α 2 and thus (α 1 , γ 1 ) = (α 2 , γ 2 ) -as required.
The key inequality
The aim of this section is to use the previous results to prove the key inequality, i.e. the inequality in Theorem 7.8. This inequality is a refinement of the inequality in [ 
• P is the maximal standard parabolic subgroup with respect to B with set of simple roots ∆ P = {β 2 } where β 2 is the simple long root with the labeling of the simple roots as in [5, Plate IX], In other words, this means that α =ᾱ. Thus, α is P -cosmall becauseᾱ is by definition. Proof. Let the notation be as in the statement. To prove this lemma, we can clearly assume that Let us now assume all items in the enumerate above. By Item (2), (5) and Corollary 4.3, we know that |B R,e | = |B R | = 2. Since R is non simply laced, we know by Example 4.6 that w o ∈ Z(W ). Altogether, we see that Lemma 4.7 applies. We conclude that e = d G/B , and thus d = d G/P by [4, Example 6.3, Fact 6.5(3)] based on [3] . Finally Item (3),(4),(5) and the previous reasoning imply that (G, P, d) = (G 2 , P 1 , d G 2 /P 1 ). But this case was excluded by assumption directly in the beginning. 
Lemma 7.6 (Refinement of [4, Lemma 7.15]). Let d ∈ Π P . Let e be the lifting of d. Then we have the following equality:
Proof. Let d and e be as in the statement. The proof of this lemma is easy and follows among the same lines as the explanations given in the [4, first paragraph of the proof of Lemma 7.15]. Indeed, it suffices to consider the equivalence
and the fact that for α and γ as in the index set of the double sum in the statement summands with (γ, α ∨ ) = 0 can be discarded.
. Let e be the lifting of d. Then we have the following equality:
Proof. This follows directly by combining Lemma 7.4 and Lemma 7.6.
Theorem 7.8 (Refinement of [4, Theorem 7.16] -key inequality). Let d ∈ Π P and assume that
Then we have the following inequality:
Proof. Let d be as in the statement. Let e be the lifting of d. With the help of the previous results, we compute 
We then have by Notation 3.13, similarly as in Notation A. 13 , that
From the last gather, we conclude that
e. that the inequality in Theorem 7.8 fails for the excluded case. We see that the assumption (G, P, d) = (G 2 , P 1 , d G 2 /P 1 ) is necessary and sufficient for the inequality in Theorem 7.8 to hold.
Proof of quasi-homogeneity
In this section, we give the proofs of Theorem 8.12, 8.16 which completely solve the question of quasi-homogeneity of M 0,3 (X, d) under the action of G/Aut(X) for minimal degrees d ∈ H 2 (X). After the preliminary work done in the previous sections, it suffices to interpret the results, in particular the key inequality in Theorem 7.8, in more geometric terms.
References. The result of Theorem 8.12 was already anticipated in [7] . Indeed, the authors clearly state that a detailed analysis will reveal that only one exception occurs for the quasihomogeneity of M 0,3 (X, d) under the action of G, namely the exception in G 2 /P 1 identified in Assumption 7.1. In [7, Commentaire 3 .1], they say: "Dans ce paragraphe, on essaie de construire une courbe dont l'orbite est dense dans l'ensemble des coubres de degré d. Il se passe un phénomène bizarre : c'est toujours possible sauf pour G 2 /P 1 ." The reasoning which leads to Theorem 8.12 gives a precise meaning to this sentence.
References. The automorphism group of X was completely identified in [8] . The result [8, Théorème 1] shows that in most cases, for example if R is of type F 4 , we do not gain anything from the passage from G to Aut(X). In all those cases, this tells us that we have to produce sufficient additional tangent directions to prove Theorem 8.12 as it was done in Section 5. If (G, P, d) = (G 2 , P 1 , d G 2 /P 1 ), however, there is a crucial difference between G and Aut(X) which we exploit in Theorem 8. 16 . That we should use Aut(X) to handle quasi-homogeneity of the moduli space for this exception, was communicated to the author of this article by Nicolas Perrin in 2015.
Notation 8.1. We denote by g, t, b, p the Lie algebra of G, T, B, P respectively. Then, the following holds:
• The Lie algebra g is a complex simple Lie algebra.
• The Lie algebra t is a Cartan subalgebra of g.
• The root system R is the root system associated to g and t.
• The Lie algebra b is the Borel subalgebra of g containing t corresponding to the set of positive roots R + .
• The Lie algebra p is the standard parabolic subalgebra of g with respect to b with set of simple roots ∆ P . Furthermore, for a root α ∈ R, we denote by g α the root space associated to α. Notation 8.3. To simplify notation, we write R(P ) = R + ∪ R P for short. The set of roots R(P ) is precisely the set of roots α ∈ R such that U α ⊆ P . (1) is a special case of [4, Lemma 7.10] . Let the notation be as in the statement. To prove Item (2), it suffices by the arguments in the [4, proof of Lemma 7.10] to show that γ ′ ∈ R(P ) and zw P (γ ′ ) ∈ R(P ) which is in view of [4, Fact 6.5(1)] equivalent to γ ′ ∈ R(P ) and z B e (γ ′ ) ∈ R(P ). But this latter statement is implied by γ ′ ∈ R + and z 
We denote by M 0,3 (X, d)(2) the fiber of the total evaluation map ev 1 × ev 2 : M 0,3 (X, d) → X × X over the point (1P, zP ). Note that M 0,3 (X, d)(2) carries an action of P ∩ P z induced by the action of G on M 0,3 (X, d).
Recall the definition of the morphism f P,d from Definition 3.16 which will be in use onwards in this section. Recall from Remark 3.17 that f P,d is an element of M 0,3 (X, d) (2) . We denote by T f P,d the tangent space at f P,d of the orbit
of f P,d under the action of P ∩ P z on M 0,3 (X, d) (2) . As usual, we identify T f P,d with a vector subspace of g/p (Remark 8.6). As well as M 0,3 (X, d)(2), the vector subspace T f P,d carries an action of P ∩ P z .
Lemma 8.10. Let d ∈ Π P . We have an inclusion of vector subspaces of g/p given by
Proof. Let d ∈ Π P . Let e be the lifting of d. Note that the sum in the statement of the lemma is actually direct because 
To finish the proof of the lemma, it suffices to show that (g −α ′ +γ ′ + p)/p ⊆ T f P,d . By the above displayed inclusion and by definition, we already know that (g −α ′ + p)/p ⊆ T f P,d . Since P ∩ P z where z = z P d acts on T f P,d by Notation 8.9, we know that U γ ′ and thus g γ ′ act on T f P,d by Lemma 8.5 (2) . We conclude that
Proof. This follows directly from Theorem 7.8 and Lemma 8.10. 
is not quasihomogeneous under the action of G. Indeed, this is the case because we have the inequality
by [9, Theorem 2(i)]. To complete the proof, we may assume that (G, P, d) = (G 2 , P 1 , d G 2 /P 1 ) and we have to prove that f P,d has a dense open orbit in M 0,3 (X, d) under the action of G.
As it was shown in the [4, first four paragraphs of the proof of Theorem 8.2], the inequality in Corollary 8.11 is sufficient to achieve this. Notation 8.13. We denote by L the Levi factor of P . Furthermore, we denote by l the Lie algebra of L. With this notation, l is the Levi subalgebra of p, and R P is the root system associated to L and T , or l and t.
Proof. By definition, it suffices to prove that
This shows the inclusion "⊇" in the equation above. The inclusion "⊆" follows directly from the assumption.
Example 8.15. The assumption of Lemma 8.14 is for example satisfied if one of the following items holds:
(1) w o = −1, e.g. if R is non simply laced.
(2) ∆ P is given by the support of α for some α ∈ B R . Indeed, Item (1) is immediately clear from Example 4.6. Suppose that ∆ P is given by the support of α for some α ∈ B R . By [17, Proposition 1.10], we know that w o restricted to R∆ P is given by the longest element of W P . Hence, it is clear that w o (R P ) = R P . This proves Item (2). X, d) under the action of G, we may, in view of Theorem 8.12, assume from now on that (G, P, d) = (G 2 , P 1 , d G 2 /P 1 ). Since the conclusion of the theorem does only depend on the isomorphism class of G, we may further assume that G is given by G 2 where G 2 is the specific instance of a connected, simply connected, simple, complex, linear algebraic group of type G 2 constructed in Appendix A. Since two parabolic subgroups with the same set of simple roots are conjugated, and since the conclusion of the theorem does only depend on the conjugacy class of P , we may also assume that P is given by P 1 where P 1 is the maximal parabolic subgroup of G 2 constructed in the appendix. As a consequence of the assumption G = G 2 , P = P 1 , we have with the whole notation from the appendix the identities
• T and B are given as in the appendix,
• t and b are given as in the appendix,
Cf. Remark A.1. 5 The set Π P of all minimal degrees in H 2 (X) is no longer in use from now on until the end of the proof of Theorem 8. 16 . The only minimal degree we have to consider in this proof is d = d G2/P1 as in the next item. Hence, we can say in the annotated equation that ∆ P is given by Π P1 where Π P1 is defined as in Appendix A (cf. Remark A.2).
•
We may from now on and for the rest of this proof also make use of the inclusion G 2 ⊆ B 3 and of the objects and symbols attached to the situation in B 3 introduced in Appendix A. In particular, the identification G 2 /P 1 = B 3 /P 1 in Remark A.12 gives us an action of B 3 on X, and thus an action of B 3 on M 0,3 (X, d) given by translation. To prove that f P,d has a dense open orbit in M 0,3 (X, d) under the action of Aut(X), it clearly suffices to show that f P,d has a dense open orbit in M 0,3 (X, d) under the action of B 3 . We rather prove this latter statement after some preliminary observations which follow now. Notation 8.18. We denote byW the Weyl group associated to B 3 andT . We denote bỹ w o the longest element ofW . Proof. Since R andR are non simply laced, we know by Example 4.6 that w o = −1 and w o = −1 considered as automorphisms of t R andt R respectively. The fact follows from this and the definition of the inclusion of vector spaces t R ⊆t R . Proof. Under the identification G 2 /P 1 = B 3 /P 1 a point certainly identifies with a point. Since, by Remark 3.11, d is the unique minimal degree in the quantum product of two point classes in H * (X), and d B 3 /P 1 is the unique minimal degree in the quantum product of two point classes in H * (B 3 /P 1 ), we see that d identifies with d B 3 /P 1 . This fact can also be seen more directly by explicit computation using Notation 3.13. Indeed, with the identification as in [3 
Proof. Note that 1P identifies with 1P 1 under the identification G 2 /P 1 = B 3 /P 1 because the inclusion of groups G 2 ⊆ B 3 certainly preserves the identity element and because of Corollary A.9. This together with Notation 8. (2) . As usual, we identifyT f P,d with a vector subspace of g/p = b 3 /p 1 (Remark 8.6, A.12) . As well as M 0,3 (X, d)(2), the vector subspaceT f P,d carries an action ofL 1 . By means of derivation, this yields an action ofl 1 onT f P,d which extends to the action ofl 1 on the whole vector space g/p defined in Remark A.12. Let θ 1 , θ 2 ∈ R + \ R + P be defined as in Notation A.13. Recall that we have defined explicit root vectors x −θ 1 , x −θ 2 in Equations (1) . By definition of f P,d , the tangent vector of f P,d at the point 1P is given by
By definition, we conclude that even
, Lemma A.14 implies that
and thusT f P,d = g/p. From this last equality, we follow that Remark A.2. Minimal degrees and the set Π P will not be subject of the considerations in this appendix. In particular, we will redefine the symbol Π P 1 where P 1 is a parabolic subgroup of G 2 in a way which has nothing to do with the previous set Π P (even if P = P 1 ). We take care that no confusion arises from this double meaning.
Let so 7 be the complex Lie algebra consisting of skew symmetric matrices of size 7 × 7. We denote this Lie algebra by b 3 for short. Let E i,j be the matrix of size 7 × 7 which has one as entry in the i th row and the j th column and zeros as entries elsewhere. We define elements of b 3 by the formula E [i,j] = E i,j − E j,i . The following rules
allow to compute arbitrary commutators of E [i,j] and E [k,l] . Note that the matrices E [i,j] where 1 ≤ i < j ≤ 7 form a basis of b 3 . Lett be the subspace of b 3 spanned by the elements E [2, 3] , E [4, 5] , E [6, 7] . The subspacet is a Cartan subalgebra of b 3 . Let ε 1 = iE [2, 3] , ε 2 = iE [4, 5] , ε 3 = iE [6, 7] for short. We consider the configuratioñ
inside the euclidean vector spacet R = Rε 1 ⊕ Rε 2 ⊕ Rε 3 endowed with the scalar product
The setR is precisely the root system associated to b 3 andt. The root systemR is of type B 3 as the notation suggests. We choose the base∆ ofR given by the simple rootsβ
With this choice, the labeling of the simple roots as well as the explicit realization of the root systemR insidet R is exactly as in [5, Plate II] . We denote the set of positive roots ofR with respect to∆ byR + . For brevity, we denote byR − = −R + the set of negative roots of R with respect to∆.
We define elements of b 3 as follows [3, 5] + iE [2, 5] − iE [3, 4] , xβ 2 = E [4, 6] + E [5, 7] + iE [4, 7] − iE [5, 6] , xβ 3 = E [1, 6] − iE [1, 7] , xβ 1 +β 2 = E [2, 6] + E [3, 7] + iE [2, 7] − iE [3, 6] , xβ 2 +β 3 = E [1, 4] − iE [1, 5] , xβ 1 +β 2 +β 3 = E [1, 2] − iE [1, 3] , xβ 2 +2β 3 = E [4, 6] − E [5, 7] − iE [4, 7] − iE [5, 6] , xβ 1 +β 2 +2β 3 = E [2, 6] − E [3, 7] − iE [2, 7] − iE [3, 6] , xβ 1 +2β 2 +2β 3 = E [2, 4] − E [3, 5] − iE [2, 5] − iE [3, 4] .
We extend the definition of these elements to negative roots by settingx −α =xα for all α ∈R + where the bar denotes complex conjugation -here and in what follows. We further write (b 3 )α = Cxα for allα ∈R. In [16, Chapter II, Section 1, Example 2], it was shown in general for type B and in particular for type B 3 that (b 3 )α is the root space associated tõ α ∈R and that we have the usual root space decomposition / Cartan decomposition given by b 3 =t ⊕ α∈R (b 3 )α.
Let us now consider the following subspaces Figure 1 . Illustration of simple roots.
oft andt R respectively. The latter subspace is endowed with an euclidean structure inherited fromt R . We consider the following two elements
of t R . The two elements β 1 and β 2 generate a root system S of type G 2 inside t R . We choose the base Π of S given by the simple roots β 1 , β 2 . With this choice, the labeling of the simple roots is as in [5, Plate IX], i.e. β 1 is the simple short root and β 2 is the simple long root.
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We denote the set of positive roots of S with respect to Π by S + . For brevity, we denote by S − = −S + the set of negative roots of S with respect to Π. We define additional elements of b 3 as follows
We extend the definition of these elements to negative roots in S − by setting x −α = x α for all α ∈ S + . We further write (g 2 ) α = Cx α for all α ∈ S. Let us now define g 2 as the Lie subalgebra of b 3 generated by x β 1 , x β 2 , x −β 1 , x −β 2 . With this notation fixed, it was shown in [20, Lecture 14, Proposition 1] that the following items hold.
• The Lie algebra g 2 is the complex simple Lie algebra of type G 2 .
• The Lie algebra t is a Cartan subalgebra of g 2 .
• The root system S is the root system associated to g 2 and t.
• Each (g 2 ) α is the root space associated to α ∈ S.
• We have the root space decomposition / Cartan decomposition given by
Remark A.3. To summarize, we record the formulas
Notation A.4. We define the following sets of roots For brevity, we set
These lastly defined sets of roots have the analogous interpretations with respect to S as the one in the previous align with respect toR. We define the following infinitesimal objects
the Borel subalgebra of b 3 containingt corresponding to the set of positive rootsR + ,
the standard parabolic subalgebra ofb 3 with respect tob with set of simple roots∆P
is the root system associated tol 1 andt,
the Borel subalgebra of g 2 containing t corresponding to the set of positive roots S + ,
the standard parabolic subalgebra of g 2 with respect to b with set of simple roots Π P 1 ,
the Levi subalgebra of p 1 such that S P 1 is the root system associated to l 1 and t.
By integration, we define further objects Proof. The first two inclusions of Lie algebras follow directly from the constructions above. Taking into account the second inclusion, the third one follows by definition and inspection of Equations (1). From these inclusions, we infer the inclusions t ⊆ g 2 ∩t, p 1 ⊆ g 2 ∩p 1 . The first of these two latter inclusions must be an equality because, as a Cartan subalgebra, t is a maximal abelian subalgebra of g 2 and because g 2 ∩t is itself an abelian subalgebra of g 2 . Finally, concerning the inclusion p 1 ⊆ g 2 ∩p 1 , if it would be strict, then g 2 = g 2 ∩p 1 and thus g 2 ⊆p 1 because p 1 is a maximal parabolic subalgebra of g 2 and because g 2 ∩p 1 is itself a standard parabolic subalgebra of g 2 with respect to b. We have however x −3β 1 −2β 2 = x −β 1 −β 2 ∈ g 2 \p 1 .
Corollary A.7. We have an inclusion and an equality of Lie algebras
Proof. The inclusion follows from the equality in the statement of the lemma. The equality l 1 = g 2 ∩l 1 follows from the equality t = g 2 ∩t in Lemma A.6 and the equality of vector spaces
which can be easily inferred from Equations (1). 
Proof. This corollary follows by definition of the linear algebraic groups in question and integration of the inclusions and equalities of Lie algebras in Lemma A.6 and Corollary A.7.
Corollary A.10. We have an isomorphism G 2 /P 1 ∼ = B 3 /P 1 of algebraic varieties induced by the inclusion G 2 ⊆ B 3 .
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Proof. Corollary A.9 shows that the inclusion G 2 ⊆ B 3 induces an injective morphism G 2 /P 1 ֒→ B 3 /P 1 of algebraic varieties. But this morphism must be an isomorphism because both sides G 2 /P 1 and B 3 /P 1 are irreducible and by Corollary A.8 of the same dimension.
Remark A.11. Note that the Borel subalgebras b andb are not preserved under the inclusion g 2 ⊆ b 3 . Indeed, we have b ⊆b, e.g., because x β 2 =x −β 2 −2β 3 ∈ b \b. Consequently, the Borel subgroups B andB are also not preserved under the inclusion G 2 ⊆ B 3 , i.e. we have B ⊆B.
Remark A.12. From now on, we identify the objects related by the isomorphisms in Corollary A.8, A.10, i.e. we set g 2 /p 1 = b 3 /p 1 , G 2 /P 1 = B 3 /P 1 . By means of this identification, we get an action of p 1 , l 1 and also additionally ofp 1 ,l 1 on g 2 /p 1 . In a similar vein, we get an action of B 3 and of all of its subgroups, e.g. of G 2 , on G 2 /P 1 . We will freely use these actions from now on, for example in Lemma A.14 and its proof. The projective variety G 2 /P 1 ∼ = B 3 /P 1 is known to be a quadric of dimension five in P where the very last sum is actually direct. In total, the previous align means that l 1 , C(x −θ 1 + x −θ 2 ) +p 1 = b 3 .
If we plug this equality into the following computation, we find in view of the identification in Remark A.12 the desired result:
Example A.15. With the help of the explicit formulas in Example 7.9, we see that
where α runs through
i.e. that the vectors x α + p 1 where α runs though the aforementioned set of roots contained in S − \ S − P 1
do not generate the whole vector space g 2 /p 1 but a subspace of codimension one.
