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Abstract
We propose a framework to shrink a user-specified characteristic of a precision matrix es-
timator that is needed to fit a predictive model. Estimators in our framework minimize the
Gaussian negative log-likelihood plus an L1 penalty on a linear or affine function evaluated
at the optimization variable corresponding to the precision matrix. We establish convergence
rate bounds for these estimators and we propose an alternating direction method of multipliers
algorithm for their computation. Our simulation studies show that our estimators can perform
better than competitors when they are used to fit predictive models. In particular, we illus-
trate cases where our precision matrix estimators perform worse at estimating the population
precision matrix while performing better at prediction.
1 Introduction
Estimating precision matrices is required to fit many statistical models. Many papers written in
the last decade have proposed shrinkage estimators of the precision matrix when p, the number
of variables, is large. Pourahmadi (2013) and Fan et al. (2016) provide comprehensive reviews of
large covariance and precision matrix estimation. The main strategy used in many of these papers
is minimize the Gaussian negative log-likelihood plus a penalty on the off-diagonal entries of the
optimization variable corresponding to the precision matrix. For example, Yuan and Lin (2007)
proposed the L1-penalized Gaussian likelihood precision matrix estimator defined by
arg min
Ω∈Sp+
tr(SΩ)− log det(Ω) + λ∑
i 6=j
|Ωij |
 , (1)
where S is the sample covariance matrix, λ > 0 is a tuning parameter, Sp+ is the set of p × p
symmetric and positive definite matrices, and tr and det are the trace and determinant, respectively.
Other authors have replaced the L1 penalty in (1) with the squared Frobenius norm (Witten and
Tibshirani, 2009; Rothman and Forzani, 2014) or non-convex penalties that also encourage zeros in
the estimator (Lam and Fan, 2009; Fan et al., 2009).
To fit many predictive models, only a characteristic of the population precision matrix needs to
be estimated. For example, in binary linear discriminant analysis, the population precision matrix is
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needed for prediction only through the product of the precision matrix and the difference between
the two conditional distribution mean vectors. Many authors have proposed methods that directly
estimate this characteristic (Cai and Liu, 2011; Fan et al., 2012; Mai et al., 2012).
We propose to estimate the precision matrix by shrinking the characteristic of the estimator that
is needed for prediction. The characteristic we consider is a linear or affine function evaluated at
the precision matrix. The goal is to improve prediction performance. Unlike methods that estimate
the characteristic directly, our approach provides the practitioner an estimate of the entire precision
matrix, not just the characteristic. In our simulation studies and data example, we show that penal-
izing the characteristic needed for prediction can improve prediction performance over competing
sparse precision estimators like (1), even when the true precision matrix is very sparse. In addition,
estimators in our framework can be used in applications other than linear discriminant analysis.
2 Proposed method
2.1 Penalized likelihood estimator
We propose to estimate the population precision matrix Ω∗ with
Ωˆ = arg min
Ω∈Sp+
{tr(SΩ)− log det(Ω) + λ|AΩB − C|1} , (2)
where A ∈ Ra×p, B ∈ Rp×b, and C ∈ Ra×b are user-specified matrices; and |M |1 =
∑
i,j |Mij |.
Our estimator exploits the assumption that AΩ∗B − C is sparse. In cases where A, B, and C need
to be estimated, we replace them with their estimators.
An estimator defined by (2) with C = 0 was mentioned in an unpublished manuscript by Dalal
and Rajaratnam (2014) available on arXiv. These authors proposed an alternating minimization
algorithm for solving (1) and described how to apply it to solve (2). Dalal and Rajaratnam did not
describe applications or theoretical properties of this estimator. Also, as written, their algorithm
does not actually solve (2) whenA andB are arbitrary. We propose an alternating direction method
of multipliers algorithm to solve (2) and establish theoretical properties for this estimator.
2.2 Example applications
Fitting the discriminant analysis model requires the estimation of one or more precision matrices.
In particular, the linear discriminant analysis model assumes that the data are independent copies
of the random pair (X,Y ), where the support of Y is {1, . . . , J} and
X | Y = j ∼ Np
(
µ∗j ,Ω−1∗
)
, j = 1, . . . , J, (3)
where µ∗j ∈ Rp and Ω−1∗ ∈ Sp+ are unknown. To discriminate between response categories l andm,
only the characteristic Ω∗(µ∗l − µ∗m) is needed. Methods that estimate this characteristic directly
have been proposed (Cai and Liu, 2011; Mai et al., 2012; Fan et al., 2012; Mai et al., 2015). These
methods are useful in high dimensions because they perform variable selection. For the jth variable
to be non-informative for discriminating between response categories l and m, it must be that the
jth element of Ω∗(µ∗l − µ∗m) is zero. While these methods can perform well in classification and
variable selection, they do not actually fit the model in (3).
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Methods for fitting (3) specifically for linear discriminant analysis either assume Ω∗ is diagonal
(Bickel and Levina, 2004) or that both µ∗l − µ∗m and Ω∗ are sparse (Guo, 2010; Xu et al., 2015).
A method for fitting (3) and performing variable selection was proposed by Witten and Tibshirani
(2009). They suggest a two-step procedure where one first estimates Ω∗, and then with the estimate
Ω¯ fixed, estimates each µ∗j by penalizing the characteristic Ω¯µj , where µj is the optimization
variable corresponding to µ∗j .
To apply our method to the linear discriminant analysis problem, we use (2) with A = Ip,
C = 0, and B equal to the matrix whose columns are x¯j − x¯k for all 1 ≤ j < k ≤ J , where x¯j is
the unpenalized maximum likelihood estimator of µ∗j . For large values of the tuning parameter, this
would lead an estimator of Ω∗ such that Ωˆ(x¯j − x¯k) is sparse. Thus our approach simultaneously
fits (3) and performs variable selection.
Precision and covariance matrix estimators are also needed for portfolio allocation. The optimal
allocation based on the Markowitz (1952) minimum-variance portfolio is proportional to Ω∗µ∗,
where µ∗ is the vector of expected returns for p assets and Ω∗ is precision matrix for the returns.
In practice, one would estimate Ω∗ and µ∗ with their usual sample estimators Ωˆ and µˆ. However,
when p is large, the usual sample estimator of Ω∗ does not exist, so regularization is necessary.
Moreover, Brodie et al. (2009) argue that sparse portfolios are often desirable when p is large.
While many have proposed using sparse or shrinkage estimators of Ω∗ or Ω−1∗ plugged-in to the
Markowitz criterion, e.g., Xue et al. (2012), this would not necessarily lead to sparse estimators of
Ω∗µ∗. Chen et al. (2016) proposed a method for estimating the characteristic Ω∗µ∗ directly, but like
the direct linear discriminant methods, this approach does not lead to an estimate of Ω∗. For the
sparse portfolio allocation problem, we propose to estimate Ω∗ using (2) with A = Ip, C = 0, and
B = µˆ.
Another application is in linear regression where the response and predictor have a joint multi-
variate normal distribution. In this case, the regression coefficient matrix is Ω∗Σ∗XY , where Ω∗ is
the marginal precision matrix for the predictors and Σ∗XY is the cross-covariance matrix between
predictors and responses. We propose to estimate Ω∗ using (2) with A = Ip, C = 0, and B equal
to the usual sample estimator of Σ∗XY . Similar to the procedure proposed by Witten and Tibshirani
(2009), this approach provides an alternative method for estimating regression coefficients using
shrinkage estimators of the marginal precision matrix for the predictors.
3 Computation
3.1 Alternating direction method of multipliers algorithm
To solve the optimization in (2), we propose an alternating direction method of multipliers algo-
rithm with a modification based on the majorize-minimize principle (Lange, 2016). Following the
standard alternating direction method of multipliers approach (Boyd et al., 2011), we rewrite (2) as
a constrained optimization problem:
arg min
(Θ,Ω)∈Ra×b×Sp+
{tr(SΩ)− log det(Ω) + λ|Θ|1} subject to AΩB −Θ = C. (4)
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The augmented Lagrangian for (4) is defined by
Fρ(Ω,Θ,Γ) = tr(SΩ)− log det(Ω) + λ|Θ|1
− tr{ΓT(AΩB −Θ− C)}+ ρ
2
‖AΩB −Θ− C‖2F ,
where ρ > 0 and Γ ∈ Ra×b is the Lagrangian dual variable. Let the subscript k denote the
kth iterate. From Boyd et al. (2011), to solve (4), the alternating direction method of multipliers
algorithm uses the following updating equations:
Ωk+1 = arg min
Ω∈Sp+
Fρ(Ω,Θk,Γk), (5)
Θk+1 = arg min
Θ∈Ra×b
Fρ(Ωk+1,Θ,Γk), (6)
Γk+1 = Γk − ρ (AΩk+1B −Θk+1 − C) . (7)
Instead of solving (5) exactly, we approximate its objective function with a majorizing function.
Specifically, we replace (5) with
Ωk+1 = arg min
Ω∈S+p
{
Fρ(Ω,Θk,Γk) + ρ
2
vec(Ω− Ωk)TQvec(Ω− Ωk)
}
, (8)
where Q = τI − (ATA⊗BBT) , τ is selected so that Q ∈ Sp+, ⊗ is the Kronecker product, and
vec forms a vector by stacking the columns of its matrix argument. Since
vec(Ω− Ωk)T
(
ATA⊗BBT) vec(Ω− Ωk) = tr{ATA(Ω− Ωk)BBT(Ω− Ωk)} ,
we can rewrite (8) as
Ωk+1 = arg min
Ω∈S+p
[
Fρ(Ω,Θk,Γk) + ρτ
2
‖Ω− Ωk‖2F −
ρ
2
tr
{
ATA(Ω− Ωk)BBT(Ω− Ωk)
}]
,
which is equivalent to
Ωk+1 = arg min
Ω∈S+p
[
tr {(S +Gk) Ω} − log det(Ω) + ρτ
2
‖Ω− Ωk‖2F
]
, (9)
where Gk = ρAT(AΩkB − ρ−1Γk −Θk − C)BT. The zero gradient equation for (9) is
S − Ω−1k+1 +
1
2
(
Gk +G
T
k
)
+ ρτ (Ωk+1 − Ωk) = 0, (10)
which is a quadratic equation that can be solved in closed form (Witten and Tibshirani, 2009; Price
et al., 2015). The solution is
Ωk+1 =
1
2ρτ
U
{
−Ψ + (Ψ2 + 4ρτIp)1/2}UT,
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where UΨUT is the eigendecomposition of S + 2−1(Gk + GTk ) − ρτΩk. Our majorize-minimize
approach is a special case of the prox-linear alternating direction method of multiplier algorithm
(Chen and Teboulle, 1994; Deng and Yin, 2016).
Conveniently, (6) also has a closed form solution:
Θk+1 = soft
(
AΩk+1B − ρ−1Γk − C, ρ−1λ
)
,
where soft(x, τ) = max (|x| − τ, 0) sign(x). To summarize, we solve (2) with the following algo-
rithm.
Algorithm 1 Alternating direction method of multipliers algorithm for (2)
Initialize Ω(0) ∈ Sp+, Θ(0) ∈ Ra×b, ρ > 0, and τ such that Q is positive definite. Set k = 0. Repeat
Step 1 - 6 until convergence:
Step 1. Compute Gk = ρAT(AΩkB − ρ−1Γk −Θk − C)BT;
Step 2. Decompose S + 2−1(Gk +GTk )− ρτΩk = UΨUT where U is orthogonal and Ψ is diagonal;
Step 3. Set Ωk+1 = (2ρτ)−1U
{−Ψ + (Ψ2 + 4ρτIp)1/2}UT;
Step 4. Set Θk+1 = soft(AΩk+1B − ρ−1Γk − C, ρ−1λ);
Step 5. Set Γk+1 = Γk − ρ (AΩk+1B −Θk+1 − C);
Step 6. Replace k with k + 1.
3.2 Convergence and implementation
Using the same proof technique as in Deng and Yin (2016), one can show that the iterates from
Algorithm 1 converge to their optimal values when a solution to (4) exists.
In our implementation, we set τ = ϕ1(ATA)ϕ1(BBT)+10−8, where ϕ1(·) denotes the largest
eigenvalue of its argument. This computation is only needed once at the initialization of our algo-
rithm. We expect that in practice, the computational complexity of our algorithm will be dominated
by the eigendecomposition in Step 2, which requires O(p3) flops.
To select the tuning parameter to use in practice, we recommend using some type of cross-
validation procedure based on the application. For example, in the linear discriminant analysis
case, one could select the tuning parameter that minimizes the validation misclassification rate or
maximizes a validation likelihood.
4 Statistical Properties
In this section, we show that by using the penalty in (2), we can estimate Ω∗ andAΩ∗B consistently
in the Frobenius and L1 norms, respectively. Our results rely on assuming that AΩ∗B is sparse.
Define the set G as the indices of AΩ∗B that are nonzero, i.e.,
G =
{
(i, j) ∈ {1, . . . , a} × {1, . . . , b} : [AΩ∗B]ij 6= 0
}
.
Let the notation [AΩ∗B]G ∈ Ra×b denote the matrix whose (i, j)th entry is equal to the (i, j)th of
AΩ∗B if (i, j) ∈ G and is equal to zero if (i, j) /∈ G. We generalize our results to the case that A
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and B are unknown, and we use plug-in estimators of them in (2).
We first establish convergence rates for the case that A and B are known. Let σj(·) and ϕj(·)
denote the jth largest singular value and eigenvalue of their arguments respectively. Suppose that
the sample covariance matrix used in (2) is Sn = n−1
∑n
i=1XiX
T
i , where X1, . . . , Xn are inde-
pendent and identically distributed pn-dimensional random vectors with mean zero and covariance
matrix Ω−1∗ . We will make the following assumptions:
Assumption 1. For all n, there exists a constant k1 such that
0 < k−11 ≤ ϕpn(Ω∗) ≤ ϕ1(Ω∗) ≤ k1 <∞.
Assumption 2. For all n, there exists a constant k2 such that min {σpn(A), σpn(B)} ≥ k2 > 0.
Assumption 3. For all n, there exist positive constants k3 and k4 such that
max
j∈{1,...,pn}
E
{
exp(tX21j)
} ≤ k3 <∞ for all t ∈ (−k4, k4).
Assumptions 1 and 3 are common in the regularized precision matrix estimation literature, e.g.,
Assumption 1 was made by Bickel and Levina (2008), Rothman et al. (2008) and Lam and Fan
(2009) and Assumption 3 holds if X1 is multivariate Normal. Assumption 2 requires that A and B
are both rank pn, which has the effect of shrinking every entry of Ωˆ. The convergence rate bounds
we establish also depend on the quantity
ξ(pn,G) = sup
M∈Spn ,M 6=0
| [AMB]G |1
‖M‖F ,
where Spn is the set of symmetric pn × pn matrices. Negahban et al. (2012) defined a similar and
more general quantity and called it a compatibility constant.
Theorem 1. Suppose Assumptions 1–3 are true. If λn = K1(n−1 log pn)1/2, K1 is sufficiently
large, and ξ2(pn,G) log pn = o(n), then (i) ‖Ωˆ − Ω∗‖F = OP {ξ(pn,G)(log pn/n)1/2} and (ii)
|AΩˆB −AΩ∗B|1 = OP {ξ2(pn,G)(log pn/n)1/2}.
The quantity ξ(pn,G) can be used to recover known results for special cases of (2). For example,
when A and B are identity matrices, ξ(pn,G) = sn1/2, where sn is the number of nonzero entries
in Ω∗. This special case was established by Rothman et al. (2008). We can simplify the results of
Theorem 1 for case that AΩ∗B has gn nonzero entries by introducing an additional assumption:
Assumption 4. For all n, there exists a constant k5 such that
sup
M∈Spn ,M 6=0
‖[AMB]G‖F
‖M‖F ≤ k5 <∞.
Assumption 4 is not the same as bounding ξ(pn,G) because the numerator uses the Frobenius
norm instead of the L1 norm. This requires that for those entries of AΩ∗B which are nonzero, the
corresponding rows and columns of A and B, respectively, do not have magnitudes too large as pn
grows.
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Remark 1. Assume that the conditions of Theorem 1 are true. If Assumption 4 is true and AΩ∗B
has gn nonzero entries, then ‖Ωˆ − Ω∗‖F = OP {(gn log pn/n)1/2} and |AΩˆB − AΩ∗B|1 =
OP {(g2n log pn/n)1/2}.
In practice, A and B are often unknown and must be estimated. Let Aˆn and Bˆn be estimators
of A and B. In this case, we estimate AΩ∗B with AˆnΩ˜Bˆn, where
Ω˜ = arg min
Ω∈Sp+
{
tr(SnΩ)− log det(Ω) + λn|AˆnΩBˆn|1
}
. (11)
Suppose that there exist sequences an and bn such that |(A − Aˆn)A+|1 = OP (an) and |B+(B −
Bˆn)|1 = OP (bn), where A+ and B+ are the Moore–Penrose pseudoinverses of A and B, respec-
tively; and an = o(1), and bn = o(1). Let Mn = max {an, bn} and Cn = Mn| [AΩ∗B]G |1.
Theorem 2. Suppose Assumptions 1–3 are true. If λn = K2(n−1 log pn)1/2, K2 is sufficiently
large, Mn = o(1), ξ2(pn,G) log pn = o(n), and C2n log pn = o(n), then
(i) ‖Ω˜− Ω‖F = OP {ξ(pn,G)(log pn/n)1/2 + C1/2n (log pn/n)1/4} and
(ii) |AˆnΩ˜Bˆn −AΩ∗B|1 = OP {ξ2(pn,G)(log pn/n)1/2 + C1/2n ξ(pn,G)(log pn/n)1/4 + Cn}.
The convergence rate bound in Theorem 2 (i) is the sum of the statistical error from Theorem
1 (i) plus an additional error which comes from estimating A and B.
5 Simulation studies
5.1 Models
We compare our precision matrix estimator to competing estimators when they are used to fit the
linear discriminant analysis model. For 100 independent replications, we generated a realization of
n independent copies of (X,Y ) defined in (3), where µ∗j = Ω−1∗ β∗j and P (Y = j) = 1/J for
j = 1, . . . , J . Using this construction, if the kth element of β∗l − β∗m is zero, i.e., Ω∗(µ∗l − µ∗m)
is zero, then the kth variable is non-informative for discriminating between response categories l
and m.
For each J ∈ {3, . . . , 10}, we partition our n observations into a training set of size 25J , a
validation set of size 200, and a test set of size 1000. We considered two models for Ω−1∗ and β∗j .
Let 1(·) be the indicator function.
Model 1. We set β∗j,k = 1.51 [k ∈ {4(j − 1) + 1, . . . , 4j}] , so that for any pair of response
categories, only eight variables were informative for discrimination. We set Ω−1∗a,b = .9
|a−b|, so that
Ω∗ was tridiagonal.
Model 2. We set β∗j,k = 21 [k ∈ {5(j − 1) + 1, . . . , 5j}] , so that for any pair of response cat-
egories, only ten variables were informative for discrimination. We set Ω−1∗ to be block diagonal:
the block corresponding to the informative variables, i.e., the first 5J variables, had off diagonal
entries equal to 0.5 and diagonal entries equal to one. The block submatrix corresponding to the
p− 5J non-informative variables had (a, b)th entry equal to 0.5|a−b|.
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Figure 1: Misclassification rates and Frobenius norm error averaged over 100 replications with
p = 200 for Models 1 and 2. The methods displayed are the estimator we proposed in Section 2.2
(dashed and ), the L1-penalized Gaussian likelihood estimator (dashed and N), the Ledoit-Wolf-
type estimator from (12) (dashed and  ), Bayes (solid and ∗), the method proposed by Guo (2010)
(dots and #), the method proposed by Mai et al. (2015) (dots and4), and the method proposed by
Witten and Tibshirani (2011) (dots and ).
For both models, sparse estimators of Ω∗ should perform well because the precision matrices are
very sparse. The total number of informative variables is 4J and 5J in Models 1 and 2 respectively,
so a method like that proposed by Mai et al. (2015), which selects variables that are informative for
all pairwise comparisons, may perform poorly when J is large.
5.2 Methods
We compared several methods in terms of classification accuracy on the test set. We fit (3) using
the following methods: the sparse naı¨ve Bayes estimator proposed by Guo (2010) with tuning
parameter chosen to minimize misclassification rate on the validation set; and the Bayes rule, i.e.,
Ω∗, µ∗j , and P (Y = j) known for j = 1, . . . , J . We also fit (3) using the ordinary sample
means and using the following precision matrix estimators: the estimator we proposed in Section
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Figure 2: True positive and true negative rates averaged over 100 replications with p = 200 for
Model 1 in (a) and (c); and for Model 2 in (b) and (d). The methods displayed are the estimator we
proposed in Section 2.2 (dashed and ), the method proposed by Guo (2010) (dots and #), and the
method proposed by Mai et al. (2015) (dots and4).
2.2 with tuning parameter chosen to minimize misclassification rate on the validation set; the L1-
penalized Gaussian likelihood precision matrix estimator (Yuan and Lin, 2007; Rothman et al.,
2008; Friedman et al., 2008) with the tuning parameter chosen to minimize the misclassification
rate of the validation set; and a covariance matrix estimator similar to the estimator proposed by
Ledoit and Wolf (2004), which is defined by
Ωˆ−1LW = αS + γ(1− α)Ip, (12)
where (α, γ) ∈ (0, 1) × (0,∞) were chosen to minimize the misclassification rate of the vali-
dation set. The L1-penalized Gaussian likelihood precision matrix estimator we used penalized
the diagonals. With our data generating models, we found this performed better at classification
than (1), which does not penalize the diagonals. We also tried two Fisher-linear-discriminant-based
methods applicable to multi-category linear discriminant analysis: the sparse linear discriminant
method proposed by Witten and Tibshirani (2011) with tuning parameter and dimension chosen
to minimize the misclassification rate of the validation set; and the multi-category sparse linear
discriminant method proposed by Mai et al. (2015) with tuning parameter chosen to minimize the
misclassification rate of the validation set.
We could also have selected tuning parameters for the model-based methods by maximiz-
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ing a validation likelihood or using an information criterion, but minimizing the misclassification
rate on a validation set made it fairer to compare the model-based methods and the Fisher-linear-
discriminant-based methods in terms of classification accuracy.
5.3 Performance measures
We measured classification accuracy on the test set for each replication for the methods described
in Section 5.2. For the methods that produced a precision matrix estimator, we also measured this
estimator’s Frobenius norm error: ‖Ω¯−Ω∗‖F , where Ω¯ is the estimator. To measure variable selec-
tion accuracy, we used both the true positive rate and the true negative rate, which are respectively
defined by
card
{
(m, k) : ∆ˆm,k 6= 0 ∩∆∗m,k 6= 0
}
card {(m, k) : ∆∗m,k 6= 0} ,
card
{
(m, k) : ∆ˆm,k = 0 ∩∆∗m,k = 0
}
card {(m, k) : ∆∗m,k = 0} ,
where (m, k) ∈ {2, . . . , J}×{1, . . . , p}, ∆∗m = β∗1−β∗m, ∆ˆm is an estimator of ∆∗m, and card
denotes the cardinality of a set.
5.4 Results
We display average misclassification rates and Frobenius norm error averages for both models with
p = 200 in Figure 1, and display variable selection accuracy averages in Figure 2. For both models,
our method outperformed all competitors in terms of classification accuracy for all J , except the
Bayes rule, which uses population parameter values unknown in practice. In terms of precision ma-
trix estimation, for Model 1, our method did better than the L1-penalized Gaussian likelihood pre-
cision matrix estimator when the sample size was small, but became worse than the L1-penalized
Gaussian likelihood precision matrix estimator as the sample size increased. For Model 2, our
method was worse than the L1-penalized Gaussian likelihood precision matrix estimator in Frobe-
nius norm error for precision matrix estimation, but was better in terms of classification accuracy.
In terms of variable selection, our method was competitive with the methods proposed by Guo
(2010) and Mai et al. (2015). For Model 1, our method tended to have a higher average true negative
rate than the method of Guo (2010) and a lower average true positive rate than the method of Mai
et al. (2015). For Model 2, all methods tended to have relatively high average true positive rates,
while our method had a higher average true negative rate than the method of Mai et al. (2015).
Although the method proposed by Guo (2010) had a higher average true negative rate for Model 2
than our proposed method had, our method performed better in terms of classification accuracy.
6 Genomic data example
We used our method to fit the linear discriminant analysis model in a real data application. The data
are gene expression profiles consisting of p = 22, 283 genes from 127 subjects, who either have
Crohn’s disease, ulcerative colitis, or neither. This dataset comes from Burczynski et al. (2006). The
goal of our analysis was to fit a linear discriminant analysis model that could be used to identify
which genes are informative for discriminating between each pair of the response categories. These
data were also analyzed in Mai et al. (2015). One difference between our method and the method
10
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Figure 3: Model sizes and misclassification rates from 100 random training/testing splits with k =
100 (dark grey), k = 200 (grey), and k = 300 (light grey). Guo is the method proposed by Guo
(2010), Mai is the method proposed by Mai et al. (2015), Glasso is the L1-penalized Gaussian
likelihood precision matrix estimator, Ours is the estimator we propose Section 2.2, and Witten is
the method proposed by Witten and Tibshirani (2011).
of Mai et al. (2015) is that the method of Mai et al. (2015) excludes variables from all pairwise
response category comparisons whereas our method allows a distinct set of informative variables to
be estiamted for each comparison.
To measure the classification accuracy of our method and its competitors, we randomly split the
data into training set of size 100 and test set of size 27 for 100 independent replications. Within
each replication, we first applied a screening rule to the training set as in Rothman et al. (2009) and
Mai et al. (2015) based on F -test statistics, and then restricted our discriminant analysis model to
the genes with the k largest F -test statistic values.
We chose tuning parameters with 5-fold cross validation that minimized the validation classifi-
cation error rate. Misclassification rates are shown in Figure 3, where we compared our method to
the method proposed by Mai et al. (2015), the method proposed by Witten and Tibshirani (2011),
the method proposed by Guo (2010), and the method that used the L1-penalized Gaussian like-
lihood precision matrix estimator. We saw that our method was as or more accurate in terms of
classification accuracy than the competing methods. The only method that performed nearly as
well was that of Mai et al. (2015) when we used k = 100 screened genes. However, the best out-
of-sample classification accuracy was achieved with k = 300, where our method was significantly
better than the competitors.
In Figure 3, we also display model sizes, i.e., the total number of variables that were estimated
to be informative for discriminating between response categories. To measure model size for the
method proposed by Witten and Tibshirani (2011), we used the version of their method with two
discriminant vectors. We saw that although the method of Mai et al. (2015) tended to estimate
slightly smaller models, our method, which performs best in classification, selects only slightly
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more variables. Moreover, our method can be used to identify a distinct subset of genes that are
informative specifically for discriminating between patients with Crohn’s disease and ulcerative
colitis. This was of interest in the study of Burczynski et al. (2006).
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Appendix
Notation
Define the following norms: ‖A‖∞ = maxi,j |Aij |, |A|1 =
∑
i,j |Aij |, ‖A‖F = tr(ATA), ‖A‖ =
σ1(A). Let Sp denote the set of p × p symmetric matrices. To simplify notation, we omit the
subscript n from Sn, λn, and pn as defined in Section 4 and let κ = k−21 .
Proof of Theorem 1
To prove Theorem 1, we use a strategy similar to that employed by Rothman (2012).
Lemma 1. Suppose that Assumptions 1–3 hold, and λ ≤ κ {ξ(p,G)τ}−1 for some τ > 12. Then
for all positive and sufficiently small , ‖B+(S − Ω−1∗ )A+‖∞ ≤ λ/2 implies ‖Ωˆ− Ω∗‖F ≤ .
Proof. We follow the proof techniques used by Rothman et al. (2008), Negahban et al. (2012)
and Rothman (2012). Define B = {∆ ∈ Sp : ‖∆‖F ≤ } . Let f be the objective function in
(2). Because f is convex and Ωˆ is its minimizer, inf {f(Ω∗ + ∆) : ∆ ∈ B} > f(Ω∗), implies
‖Ωˆ− Ω∗‖F ≤  (Rothman et al., 2008). Define D(∆) = f(Ω∗ + ∆)− f(Ω∗). Then
D(∆) = tr(S∆) + log det(Ω∗)− log det(Ω∗ + ∆) + λ1 {|A(Ω∗ + ∆)B|1 − |AΩ∗B|1} .
By the arguments used in Rothman et al. (2008), log det(Ω∗)− log det(Ω∗ + ∆) ≥ −tr(SΩ−1∗ ) +
8−1κ‖∆‖2F , so that
D(∆) ≥ tr{∆(S − Ω−1∗ )}+ 18κ‖∆‖2F + λ1 {|A(Ω∗ + ∆)B|1 − |AΩ∗B|1} . (13)
We now bound |A(Ω∗ + ∆)B|1 − |AΩ∗B|1 in (13). Recall that
G = {(i, j) ∈ {1, . . . , a} × {1, . . . , b} : [AΩ∗B]ij 6= 0}
and Gc = {1, . . . , a} × {1, . . . , b} \ G. Since |AΩ∗B|1 = | [AΩ∗B]G |1 and |A(Ω∗ + ∆)B|1 =
| [AΩ∗B]G + [A∆B]G |1 + | [A∆B]Gc |1, we can apply the reverse triangle inequality: |A(Ω∗ +
∆)B|1 − |AΩ∗B|1 ≥ | [A∆B]Gc |1 − | [A∆B]G |1. Plugging this bound into (13),
D(∆) ≥ tr{(S − Ω−1∗ )∆}+ 18κ‖∆‖2F + λ1 (| [A∆B]Gc |1 − | [A∆B]G |1) . (14)
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We now bound tr
{
(S − Ω−1∗ )∆
}
. Let A+ = (ATA)−1AT and B+ = BT(BBT)−1. Because A
and B are both rank p by Assumption 2, A+A = Ip and BB+ = Ip. Thus
tr
{
(S − Ω−1∗ )∆
} ≥ −|tr{(S − Ω−1∗ )∆} | = −|tr{(S − Ω−1∗ )A+A∆BB+} |
= −|tr{B+(S − Ω−1∗ )A+A∆B} |
≥ −‖B+(S − Ω−1∗ )A+‖∞|A∆B|1. (15)
By assumption, ‖B+(S − Ω−1∗ )A+‖∞ ≤ λ/2, so applying (15) to (14),
D(∆) ≥ 1
8
κ‖∆‖2F −
λ
2
|A∆B|1 + λ
(| [A∆B]Gc |1 − | [A∆B]G |1) (16)
=
1
8
κ‖∆‖2F −
λ
2
(| [A∆B]G |1 + | [A∆B]Gc |1)+ λ (| [A∆B]Gc |1 − | [A∆B]G |1)
=
1
8
κ‖∆‖2F −
3
2
λ| [A∆B]G |1 +
1
2
λ| [A∆B]Gc |1
≥ 1
8
κ‖∆‖2F −
3
2
λ| [A∆B]G |1. (17)
We now bound the quantity | [A∆B]G |1. Multiplying and dividing ∆ by ‖∆‖F ,∣∣∣∣[A |∆‖F‖∆‖F ∆B
]
G
∣∣∣∣
1
= ‖∆‖F
∣∣∣∣[A 1‖∆‖F ∆B
]
G
∣∣∣∣
1
≤ ‖∆‖F
(
sup
M∈Sp,M 6=0
| [AMB]G |1
‖M‖F
)
,
so that | [A∆B]G |1 ≤ ‖∆‖F ξ(p,G). Finally, since λ ≤ κ {τξ(p,G)}−1 with τ > 12, ‖∆‖F = 
for ∆ ∈ B,
D(∆) ≥ 1
8
κ‖∆‖2F −
3
2
λ‖∆‖F ξ(p,G)
= ‖∆‖2F
{
1
8
κ− 3λξ(p,G)
2‖∆‖F
}
≥ 2
(
1
12
κ− 1
τ
κ
)
> 0.
which establishes the desired result.
The following lemma follows from the proof of Lemma 1 of Negahban et al. (2012).
Lemma 2. If the conditions of Lemma 1 are true, then ∆ˆ = Ωˆ− Ω∗ belongs to the set{
∆ ∈ Sp : | [A∆B]Gc |1 ≤ 3| [A∆B]G |1
}
.
Lemma 3 follows from the proof of Lemma 2 from Lam and Fan (2009), Assumption 2, and
Lemma A.3 of Bickel and Levina (2008).
Lemma 3. Suppose Assumptions 1–3 hold. Then, there exist constants C1 and C2 such that
P (‖B+SA+ −B+Ω−1∗ A+‖∞ ≥ ν) ≤ C1p2exp(−C2nν2),
for |ν| ≤ δ where C1, C2, and δ do not depend on n.
Proof of Theorem 1. Set  = K1κ−1ξ(p,G)(n−1 log p)1/2, λ = K1τ−11 (n−1 log p)1/2 with τ1 >
12. Applying Lemma 1 and Lemma 3, there exist constants C1 and C2 such that for sufficiently
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large n,
P
(
‖Ωˆ− Ω∗‖F ≤ K1κ−1ξ(p,G)
√
log p
n
)
≥ P
(
‖B+(S − Ω−1∗ )A+‖∞ ≤
K1
2τ1
√
log p
n
)
≥ 1− C1p2−C2K1/2τ1 ,
which establishes (i) because 1− C1p2−C2K1/2τ1 → 1 as K1 →∞. To establish (ii),
|A(Ωˆ− Ω∗)B|1 = |[A(Ωˆ− Ω∗)B]G |1 + |[A(Ωˆ− Ω∗)B]Gc |1
≤ 4|[A(Ωˆ− Ω∗)B]G |1 (18)
≤ 4ξ(p,G)‖Ωˆ− Ω∗‖F , (19)
where (18) follows from Lemma 2 and (19) follows from the definition of ξ(p,G).
Proof of Theorem 2
Lemma 4. Let Ma and Mb be constants. Let an and bn be sequences such that |(Aˆn −A)A+|1 ≤
Maan and |B+(Bˆn − B)|1 ≤ Mbbn with probability at least 1 − f(Ma) and 1 − g(Mb). Let
M˜n = Maan +Mbbn +MaMbanbn. Then
|Aˆn(Ω∗ + ∆)Bˆn|1 − |AˆnΩ∗Bˆn|1 ≥ |A(∆ + Ω∗)B|1 − |[AΩ∗B]G |1
+ M˜n (|A∆B|1 + 2|[AΩ∗B]G |1) ,
with probability at least min {1− f(Ma), 1− g(Mb)} .
Proof. Let |Aˆn(Ω∗ + ∆)Bˆn|1 − |AˆnΩ∗Bˆn|1 ≡ V1 − V2. First,
V1 = |Aˆn(Ω∗ + ∆)Bˆn +A(Ω∗ + ∆)B −A(Ω∗ + ∆)B|1
≥ |A(Ω∗ + ∆)B|1 − |A(Ω∗ + ∆)B − Aˆn(Ω∗ + ∆)Bˆn|1, (20)
by the triangle inequality. Also,
V2 = |AˆnΩ∗Bˆn −AΩ∗B +AΩ∗B|1 ≤ |AˆnΩ∗Bˆn − [AΩ∗B]G |1 + |[AΩ∗B]G |1, (21)
so that from (20) and (21),
V1 − V2 ≥|A(Ω∗ + ∆)B|1 − |[AΩ∗B]G |1
− |A(Ω∗ + ∆)B − Aˆn(Ω∗ + ∆)Bˆn|1 − |AˆnΩ∗Bˆn −AΩ∗B|1. (22)
Let V3 = −|A(Ω∗+ ∆)B− Aˆn(Ω∗+ ∆)Bˆn|1− |AˆnΩ∗Bˆn−AΩ∗B|1. By a triangle inequality on
the first term of V3,
V3 ≥ −2|AˆnΩ∗Bˆn −AΩ∗B|1 − |Aˆn∆Bˆn −A∆B|1. (23)
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To bound (23), we need to bound functions of the form |AMB − AˆnMBˆn|1;
|AMB − AˆnMBˆn|1 =|(A− Aˆn)MB +AM(B − Bˆn) + (A− Aˆn)M(Bˆn −B)|1
≤|(A− Aˆn)MB|1 + |AM(B − Bˆn)|1 + |(A− Aˆn)M(Bˆn −B)|1. (24)
=|(A− Aˆn)A+AMB|1 + |AMBB+(B − Bˆn)|1
+ |(A− Aˆn)A+AMBB+(Bˆn −B)|1, (25)
≤|AMB|1
{
|(A− Aˆn)A+|1 + |B+(B − Bˆn)|1
+|(A− Aˆn)A+|1|B+(B − Bˆn)|1
}
(26)
≤|AMB|1 (Maan +Mbbn +MaMbanbn) , (27)
where (24) follows from the triangle inequality; (25) follows from Assumption 2 and the definition
of A+ and B+; (26) follows from the sub-multiplicative property of the | · |1 norm; and (27) holds
with probability at least min {1− f(Ma), 1− g(Mb)}. Applying (27) to both terms in (23) gives
V3 ≥ −2|AˆnΩ∗Bˆn −AΩ∗B|1 − |Aˆn∆Bˆn −A∆B|1 ≥ −M˜n (2|[AΩ∗B]G |1 + |A∆B|1) ,
with probability at least min {1− f(Ma), 1− g(Mb)} . Plugging this bound into (22) gives the
result.
Lemma 5. Suppose Assumptions 1–3 are true, M˜n = o(1), the bound in Lemma 4 holds, λ ≤
κ(Qτ)
−1 for τ > 8, where
Q =
{(
3
2
+ M˜n
)
ξ(p,G)− 2M˜n |[AΩ∗B]G |1

}
.
Then for all positive and sufficiently small , ‖B+(S−Ω−1∗ )A+‖∞ ≤ λ/2, implies ‖Ωˆ−Ω∗‖F ≤ .
Proof. Let f˜ be the objective function from (11). Define D˜(∆) = f˜(Ω∗ + ∆)− f˜(Ω∗) so that
D˜(∆) = tr(S∆) + log det(Ω∗)− log det(Ω∗ + ∆) + λ1
{
|Aˆn(Ω∗ + ∆)Bˆn|1 − |AˆnΩ∗Bˆn|1
}
.
As in the proof of Lemma 1, we want to show that for ∆ ∈ B, inf{D˜(∆) : ‖∆‖F ≤ } > 0.
Applying Lemma 4 to bound |Aˆn(Ω∗ + ∆)Bˆn|1 − |AˆnΩ∗Bˆn|1 and applying the same arguments
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as in the proof of Lemma 1 to obtain (16),
D˜(∆) ≥1
8
κ‖∆‖2F −
λ
2
(| [A∆B]G |1 + | [A∆B]Gc |1)+ λ (| [A∆B]Gc |1 − | [A∆B]G |1)
− M˜nλ (|A∆B|1 + 2|[AΩ∗B]G |1)
=
1
8
κ‖∆‖2F −
3
2
λ| [A∆B]G |1 +
1
2
λ|[A∆B]Gc |1 − M˜nλ (|A∆B|1 + 2|[AΩ∗B]G |1)
=
1
8
κ‖∆‖2F −
3
2
λ| [A∆B]G |1 +
1
2
λ|[A∆B]Gc |1
− M˜nλ (|[A∆B]G |1 + |[A∆B]Gc |1 + 2|[AΩ∗B]G |1)
=
1
8
κ‖∆‖2F −
(
3
2
+ M˜n
)
λ| [A∆B]G |1
+
(
1
2
− M˜n
)
λ|[A∆B]Gc |1 − 2M˜nλ|[AΩ∗B]G |1 (28)
and because M˜n = o(1) by assumption, for sufficiently large n, (28) implies
D˜(∆) ≥1
8
κ‖∆‖2F −
(
3
2
+ M˜n
)
λ| [A∆B]G |1 − 2M˜nλ|[AΩ∗B]G |1
=‖∆‖2F
{
1
8
κ−
(
3
2
+ M˜n
)
λ
‖∆‖F ξ(p,G)− 2M˜nλ
|[AΩ∗B]G |1
‖∆‖2F
}
=‖∆‖2F
[
1
8
κ− λ‖∆‖F
{(
3
2
+ M˜n
)
ξ(p,G)− 2M˜n |[AΩ∗B]G |1‖∆‖F
}]
. (29)
Since ‖∆‖F =  and λ ≤ κ(τQ)−1 for τ > 8, where
Q =
{(
3
2
+ M˜n
)
ξ(p,G)− 2M˜n |[AΩ∗B]G |1

}
,
the inequality from (29) implies
D(∆) ≥ 2
[
1
8
κ− λ

{(
3
2
+ M˜n
)
ξ(p,G)− 2M˜n |[AΩ∗B]G |1

}]
≥ 2
(
1
8
κ− 1
τ
κ
)
> 0,
which establishes the desired result.
Lemma 6. If the conditions of Lemma 5 are true, then ∆ˆ = Ω˜− Ω∗ belongs to the set{
∆ ∈ Spn : |[A∆B]Gc |1 ≤ (3 + 2M˜n)|[A∆B]G |1 + 4M˜n|[AΩ∗B]G |1
1− 2M˜n
}
.
Proof. Using the same arguments as in the proof of Lemma 1 from Negahban et al. (2012), and
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from (28), we have
0 ≤ D(∆ˆ) ≤− λ
2
(1 + 2M˜n) (|[A∆B]G |1 + |[A∆B]Gc |1) + λ (|[A∆B]Gc |1 − |[A∆B]G |1)
− λ2M˜n|[AΩ∗B]G |1
=− λ
2
{
(3 + 2M˜n)|[A∆B]G |1 − (1− 2M˜n)|[A∆B]Gc |1 + 4M˜n|[AΩ∗B]G |1
}
so that
|[A∆B]Gc |1 ≤ (3 + 2M˜n)|[A∆B]G |1 + 4M˜n|[AΩ∗B]G |1
1− 2M˜n
,
which is the desired inequality.
Proof of Theorem 2. Set λ = K2τ−12 (n
−1 log p)1/2 and  = λQτ2κ−1. We can simplify the
expression for  by solving
κ(K22n
−1 log p)−1/2 =
{(
3
2
+ M˜n
)
ξ(p,G)− 2M˜n |[AΩ∗B]G |1

}
,
or equivalently,
2κ(K22n
−1 log p)−1/2 − 
{(
3
2
+ M˜n
)
ξ(p,G)
}
− 2M˜n|[AΩ∗B]G |1 = 0. (30)
Using the quadratic formula to solve (30) for ,
 =
K2
2κ
√
log p
n
[(
3
2
+ M˜n
)
ξ(p,G)
+
{(
3
2
+ M˜n
)2
ξ2(p,G) + 16M˜nκ
K2
√
n
log p
|[AΩ∗B]G |1
}1/2 . (31)
To simplify the result, we find an ˜ such that  ≤ ˜. Then ‖Ω˜−Ω∗‖F ≤  implies ‖Ω˜−Ω∗‖F ≤ ˜,
so ‖B+(S − Ω∗)A+‖∞ ≤ λ/2 also implies ‖Ω˜ − Ω∗‖F ≤ ˜. Viewing the square root in (31) as
the Euclidean norm of the sum of the square root of its two terms, we use the triangle inequality to
obtain
 ≤ K2
κ
√
log p
n

(
3
2
+ M˜n
)
ξ(p,G) + 2
(
M˜nκ
K2
√
n
log p
|[AΩ∗B]G |1
)1/2 = ˜.
Then, applying Lemma 5 and Lemma A.3 from Bickel and Levina (2008), there exists constants C3
and C4 such that for sufficiently large n,
P
(
‖Ωˆ− Ω∗‖F ≤ ˜
)
≥ P
(
‖B+SA+ −B+Ω−1∗ A+‖∞ ≤
K2
2τ2
√
log p
n
)
≥ 1− C3p2−C4K2/2τ2
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which establishes (i) because 1 − C3p2−C4K2/2τ2 → 1 as K2 → ∞. To establish (ii), we bound
|AˆnΩ˜Bˆn −AΩ∗B|1. By the triangle inequality,
|AˆnΩ˜Bˆn −AΩ∗B|1 = |AˆnΩ˜Bˆn −AΩ˜B +AΩ˜B −AΩ∗B|1
≤ |AˆnΩ˜Bˆn −AΩ˜B|1 + |AΩ˜B −AΩ∗B|1 (32)
and by the argument used to obtain the inequality in (27), |AˆnΩ˜Bˆn−AΩ˜B|1 ≤ M˜n|AΩ˜B|1. Using
this bound on the first term in (32),
|AˆnΩ˜Bˆn −AΩ∗B|1 ≤ M˜n|AΩ˜B|1 + |AΩ˜B −AΩ∗B|1. (33)
Then, bounding the first term in (33), |AΩ˜B|1 = |AΩ˜B+AΩ∗B−AΩ∗B|1 ≤ |AΩ∗B|1 +|AΩ˜B−
AΩ∗B|1 so that from (33),
|AˆnΩ˜Bˆn −AΩ∗B|1 ≤ M˜n|AΩ∗B|1 + (M˜n + 1)|AΩ˜B −AΩ∗B|1. (34)
To bound the right term in the sum on the right hand side of (34), we apply Lemma 5 to ∆˜ = Ω˜−Ω∗
|AΩ˜B −AΩ∗B|1 ≤ |[A∆˜B]G |1 + |[A∆˜B]Gc |1
≤ |[A∆˜B]G |1 + (3 + 2M˜n)|[A∆˜B]G |1 + 2M˜n|[AΩ∗B]G |1
1− 2M˜n
=
(1− 2M˜n)|[A∆˜B]G |1 + (3 + 2M˜n)|[A∆˜B]G |1 + 2M˜n|[AΩ∗B]G |1
1− 2M˜n
=
4|[A∆˜B]G |1 + 2M˜n|[AΩ∗B]G |1
1− 2M˜n
. (35)
Because M˜n = o(1), there exists constants C5 and C6 such that for some sufficiently large n, (35)
implies |AΩ˜B−AΩ∗B|1 ≤ C5‖Ω˜−Ω∗‖F ξ(p,G) +C6M˜n|[AΩ∗B]G |1. Combining this with (34),
|AˆnΩ˜Bˆn −AΩ∗B|1 ≤ (M˜n + 1)
{
C5‖Ω˜− Ω∗‖F ξ(p,G) + C6M˜n|[AΩ∗B]G |1
}
+ M˜n|[AΩ∗B]G |1.
= C5(M˜n + 1)‖Ω˜− Ω∗‖F ξ(p,G) + C6(M˜2n + M˜n + M˜nC−16 )|[AΩ∗B]G |1
and using that M˜n = o(1) with the result from Theorem 2 (i) for ‖Ω˜ − Ω∗‖F , we obtain the
result.
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