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Abstract
SmB6 exhibits a small (15-20 meV) bandgap at low temperatures due to hybridized d and f
electrons, a tiny (3 meV) transport activation energy (EA) above 4 K, and surface states accessible
to transport below 2 K. We study its magnetoresistance in 60-T pulsed fields between 1.5 K
and 4 K. The response of the nearly T -independent surface states (which show no Shubnikov–de
Haas oscillations) is distinct from that of the activated bulk. EA shrinks by 50% under fields
up to 60 T. Data up to 93 T suggest that this trend continues beyond 100 T, in contrast with
previous explanations. It rules out emerging theories to explain observed exotic magnetic quantum
oscillations.
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I. INTRODUCTION
Samarium hexaboride (SmB6) has a long, rich history as a paradigm mixed valent insula-
tor, and it has recently enjoyed renewed scientific interest due to its predicted [1–3] behavior
as a three-dimensional (3D) time-reversal-invariant topological Kondo insulator (TKI) and
experimental confirmations [4–7] of robust surface states consistent with the TKI picture.
The opening of a small bulk bandgap at low temperatures is responsible for a remarkably
robust insulating bulk behavior, and it has been the subject of numerous studies [8–11] over
the years as researchers seek to understand its formation mechanism due to strong correla-
tion interactions. Recent de Haas–van Alphen (dHvA) measurements [3, 12] suggest that the
bulk gap may be much more exotic than previously realized. In particular, the interpreta-
tion of Tan et al. [12] is for sizeable Fermi surfaces paradoxically coincident with the charge
gap (cf. Ref. [13] for an alternative interpretation). New theories are currently emerging to
explain this paradox [14–18], some of which (e.g., an oscillating bandgap scenario) are ruled
out by our data here.
By now, there is experimental consensus for two distinct bandgap energies, depending
on the type of probe used. Photoemission spectroscopy, optical spectroscopy, and tunneling
spectroscopy all reveal a bandgap that opens around 150 K and widens to between 14
and 25 meV at temperatures below 10 K. One angle-resolved photoemission spectroscopy
(ARPES) study [11] reports a detailed temperature evolution in which the conduction band
shifts down across the Fermi energy as the temperature is raised above 50 K. Meanwhile,
transport measurements [4, 8, 19–23] yield tiny activation energies between 2 and 4 meV
at temperatures between 5 and 20 K. Possible explanations for the difference between these
values include an indirect bandgap scenario or the presence of in-gap bulk states or surface
states pinning the Fermi energy a few meV below the conduction band [21]. Although
ARPES has unambiguously revealed the presence of two-dimensional (2D) surface states
within the gap, the topological character of these states is still debated due to ARPES’s
limited energy resolution within the small gap [11, 24–29]. In the exotic scenario where
there are no in-gap bulk states, it is a possibility that such surface states can play a role in
pinning the Fermi energy so far from the band center [30]. Evidence for 3D bulk in-gap states
is much less clear, especially since most of the relevant studies [20, 22, 23, 31] associated
the signatures of in-gap states with the metallic behavior below 2 K, which is now known to
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be caused by the 2D surface states in the gap. The question of Fermi-level pinning remains
unresolved.
One regime that is inaccessible to ARPES studies is that of high magnetic fields. Under-
standing how the bandgap and any in-gap states evolve with magnetic field can give insight
regarding the underlying physics of the gap formation and structures within the gap. The
historical benchmark transport study of SmB6 by Cooley et al. [10] observed strong negative
magnetoresistance (MR) at 4 K up to 60 T pulsed field. In an explosive flux measurement
in the same study up to 142 T, the resistance reaches 1.5% of its zero-field value around 86
T, after which the sample shows strong quadratic positive MR. These researchers, unaware
of the onset of surface-dominated conduction at this temperature, attributed the negative
MR and its minimum to the closure of the bulk bandgap around 86 T. More recently, a
systematic temperature-dependent MR study [32] also reached a similar conclusion. Un-
fortunately, this study does not provide much detail or explanation on the MR below 5 K,
which we now know to be dominated by surface conduction [4, 5]. This leaves open the
question whether the MR signatures in this temperature range really correspond to a bulk
behavior (e.g., a reduction of the bandgap) or a magnetically-induced enhancement of the
surface conduction.
Motivated by the desire to separate the bulk MR behavior from the surface MR behavior
we observed previously [33], as well as to detect 2D transport signatures of the surface states
(e.g., Shubnikov–de Haas (SdH) oscillations), we have conducted temperature-dependent
transport measurements up to 60 T from 1.4 K to 4.0 K, along with measurements up to 93
T at 1.4 K. The temperature dependence provides a quantitative measure of the activation
energy’s (EA) dependence on the magnetic field, while clearly distinguishing it from the
behavior of the surface states. We conclude that the strong negative MR observed by Cooley
et al. is indeed due to the reduction of the bulk EA between the band edge and the Fermi
energy, and is distinct from the smaller negative MR displayed by the surface states at even
lower temperatures (< 2 K), as reported by older [34] and more recent studies [33, 35, 36].
However, we estimate that EA does not shrink to zero until around 120 T, much higher
than estimated by Cooley et. al [10]. Meanwhile, the surface MR shows no indications of
SdH oscillations up to 93 T, presumably due to the low mobilities of the surface states [33].
This result is mysterious in light of magnetization measurements [3, 12], which clearly show
quantum oscillations as low as 3 - 4 T.
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II. EXPERIMENTAL METHODS
We performed resistance measurements on Corbino disks fabricated on single (001) and
(011) crystallographic surfaces of single-crystal SmB6 grown via the aluminum flux method.
The surfaces were prepared by lapping and polishing with Al2O3 slurry down to 0.3 µm grit
size, and Corbino disks with inner diameter of 300 µm and outer diameter of 500 µm were
fabricated using standard photolithography. 20/1500 A˚ Ti/Au contacts were deposited by
evaporation to form the metalized portion of the disks, and they were wirebonded using
wedge bonding.
The Corbino disks’ resistances were measured in one of the National High Magnetic Field
Laboratory’s (NHMFL’s) 65-T short pulse magnets using a standard resistance bridge and
specialized AC (274.5 kHz) lock-in techniques developed for NHMFL’s pulsed fields. The
resistance depends on the sample geometry, which here may vary between 2D and 3D current
paths; we thus report the raw resistance in the figures, which may be converted to sheet
resistivity using R = R
2pi
ln(b/a)
≈ 12.30R, where a and b are the inner and outer radii of the
Corbino disk, respectively. The samples were immersed in liquid 4He at various pressures
to obtain stable temperatures from approximately 1.5 to 4 K. At each temperature, a series
of magnetic field pulses with incrementally larger maximum fields (and thus larger dB/dt)
was used to obtain traces of resistance versus field, and to verify that dB/dt effects (such
as heating and inductive pickup) were not significant. Down-traces obtained from one (001)
sample during the 60-T pulses are shown in Fig. 1(a) (the up-traces include dB/dt effects
at the onset of the pulse). Additional data were taken up to 95 T at 1.4 K in the NHMFL’s
100-T pulsed magnet using the same cryo-insert; this trace faithfully reproduces the 60-T
trace at 1.54 K. The 95-T data, together with the 60-T trace at 3.96 K, are plotted as
normalized MR with Cooley et al.’s data in Fig. 1(b).
III. RESULTS AND DISCUSSION
A few features of the MR data are immediately apparent. As the temperature is re-
duced, the zero-field value increases, then plateaus, as has been observed in virtually every
DC resistance measurement of SmB6, corresponding to a crossover from bulk-dominated
to surface-dominated transport. The MR trace taken at 3.96 K is a reasonably faithful
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reproduction of the data taken by Cooley et al. at 4 K using the NHMFL 65-T pulsed
magnet [10] (Fig. 1(b)). At lower temperatures, the “shoulder” (indicated roughly by ar-
rows in Fig. 1(a)) associated with the crossover shifts to higher field values. At 1.54 K, no
shoulder is discernable up to 60 T. In fact, at 1.39 K (Fig. 1(b)), the shoulder does not
begin to appear until about 90 T. The traces taken at 2.51 K and below (Fig. 1(a)) all lie
together at low fields, and branch away from the lowest temperature trace at sequentially
higher fields as the temperature is reduced. This indicates that the surface state is largely
temperature-independent at this scale, and that its behavior is mostly independent of the
bulk transport behavior over these temperatures. This picture is not so clear from prior MR
reports [10, 32, 34], especially since those MR traces are plotted in a normalized fashion.
Our data around 1.5 K differ slightly across multiple samples and from previous data taken
at the same temperatures [33, 34], perhaps due to the Corbino disk geometry and variations
in surface quality. Still, in all the reports considered here, the surface state MR is very small
(up to 15%) compared to the 4-K bulk MR. In fact, we can now understand the behavior of
the normalized MR magnitude plotted in Ref. [32] as a primarily geometric effect in which
the MR is exaggerated at the crossover temperature by the change in the current path. We
also note that none of the samples we measured up to 93 T at 1.4 K show any signs of SdH
oscillations, though this is not surprising, considering the small surface mobilities reported
for similar samples [7, 33].
The data in Fig. 1(a) is replotted as resistance versus temperature in Fig. 2 by taking
slices of the data at selected magnetic fields. This format visualizes the evolution of the
resistance rise and plateau with the magnetic field strength. The crossover shoulder moves
to lower temperatures as the magnetic field is increased.
The temperature dependence can be used to estimate the size of the bulk transport gap
at various magnetic fields. We model the total resistance as the parallel combination of the
(temperature-independent) surface resistance and an activated bulk resistance:
R(B, T ) =
(
1
Rs(B)
+
1
R0(B)
e
∆(B)
kBT
)−1
,
where Rs(B) is the surface resistance (taken from the trace at 1.54 K), and R0(B) and
∆(B) (the bandgap) are fitting parameters. We subtract off the contribution from the
surface resistance and plot the remaining bulk contribution as an Arrhenius plot. Linear
fits of this plot for each magnetic field value provide EA with uncertainty estimated by the
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FIG. 1. (Color online) (a) Traces of the Corbino disk two-terminal resistance as a function of mag-
netic field at various temperatures between 1.54 and 3.96 K. Arrows roughly indicate the positions
of shoulders in the traces. (b) Traces of the Corbino disk two-terminal normalized resistance at
1.39 K and 3.96 K, plotted together with Cooley et al.’s data. Cooley et al.’s data is denoted by
asterisks. The arrow roughly indicates the position of the shoulder in the 1.39 K trace.
fit residuals. The linear fits are weighted by the relative contribution of the bulk portion
to the total resistance ∂ ln(Rb)
∂R
, since the uncertainty in Rb becomes large when Rb  Rs
(R ≈ Rs). Figure 3 shows the best-fit EA versus magnetic field, with the uncertainty of
∆(B) indicated by the gray error bars. The inset depicts an example fit at 29 T, plotted
with the raw resistance and the calculated bulk resistance with error bars. The transport
gap closes with magnetic field to about 50% of its zero-field value at 58 T. Although we do
not have temperature-dependent data at higher fields, the onset of the crossover shoulder
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FIG. 2. (Color online) Plots of the Corbino disk two-terminal resistance versus temperature for
select values of magnetic field.
around 90 T at 1.39 K suggests that the closure continues to be approximately linear,
reaching roughly 10 K at 93 T. Extrapolating the value of the gap closure is speculative at
best, but such a linear trend suggests that the gap closes around 120 T. This data has some
qualitative agreement with prior reports [37] of field-induced gap closure. In any case, the
finite resistance of the 93-T trace at 1.39 K alone is sufficient to reveal that the minimum
at 86 T of Cooley et al.’s 4-K flux compression data does not correspond to a fully-closed
gap. Our measurements at this temperature are not at large enough fields to observe the
positive MR in Cooley et al.’s data above 86 T.
The gap seems to close in a nonlinear fashion, in qualitative agreement with Cooley et
al.’s data. Arguments for this qualitative behavior have been suggested elsewhere [10, 32],
but no descriptive models have been proposed. The identification by ARPES [11] of the X-
point of the conduction band as the band edge responsible for the small transport bandgap
in this temperature range implies that the conduction band edge is driven toward the Fermi
energy (or vice versa) under the influence of the magnetic field. We expect two mechanisms
may be involved—Zeeman splitting of the Sm3+ state and a second-order Zeeman shift of the
Sm2+ state. Alongside EA plotted in Fig. 3, we plot the simulated behavior of the extracted
EA for Zeeman splitting (Z) with a Lande´ g-factor of 0.6 [38–40], for a second-order Zeeman
shift (Q) of 1.0 Hz/G2 [41], and for the combination of these two effects (Q+Z), which might
be expected for the quasiparticle transition between Sm2+ and Sm3+ states (none of these
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FIG. 3. (Color online) Calculated transport EA (black line) as a function of magnetic field (error
bars correspond to fit residuals). The data may be approximated by EA/K = 35.77 + 0.01774x−
0.03587x2 + 0.00229x3− 7.58845× 10−5x4 + 1.18699× 10−6x5− 6.95936× 10−9x6. Theoretical fits
are also plotted for the Zeeman second-order shift, Zeeman splitting, and shift + splitting (blue
dotted, green dash-dotted, and red dashed, respectively). Inset: Example weighted fit (blue line)
at 29 T of the calculated bulk resistance data (black dots with error bars) on an Arrhenius plot.
The raw resistance is also plotted (green squares) for reference.
contain any adjustable parameters besides the 0-field resistance). The data at low fields fit
the combined case (Q + Z) quite well. However, the data at high fields do not fit any of
these models particularly well, especially the combined model which predicts the full closure
of the gap around 74 T. These models assume, however, that the Fermi energy itself does
not shift with magnetic field, which is a possibility suggested by earlier MR measurements
of a shift in the surface states’ carrier densities [33]. Also, there may be an additional
second-order Zeeman shift associated with the Sm3+ state, which unfortunately cannot be
distinguished from the linear splitting at the low fields used so far to determine g. Thus, the
quantitative results from these models are only valid for low fields. Meanwhile, the relation
of the gap reduction to that observed with increasing pressure [9] is unknown; whereas the
gap suddenly collapses at pressures around 50 kbar, there is no collapse over the range of
magnetic fields explored.
In summary, we have explored the MR of SmB6 near the surface–bulk crossover temper-
ature using large pulsed fields up to 93 T. We find that the surface states and the bulk give
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distinct contributions to the MR, and that the crossover follows a smooth curve in the B–T
plane. The surface states display a weak, sample-dependent MR, and we have not observed
any SdH oscillations up to 93 T. Meanwhile, EA of the bulk carriers shrinks monotonically
under large magnetic fields, but does not disappear until at least 93 T, in contrast with
previous interpretations; extrapolation suggests the Fermi energy crosses into the conduc-
tion band around 120 T. An oscillating gap scenario used to explain the magnetic quantum
oscillations is ruled out by the smooth, monotonic closure of the gap observed here.
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