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Sommario 
 
Questo testo è dedicato al problema del sequenziamento dei prodotti in una linea di 
assemblaggio di tipo mixed-model. Esso verrà affrontato integrando tra di loro obiettivi 
tradizionali come l’aumento della produttività ad altri di efficienza ergonomica. In 
particolare, ci si baserà sul consumo energetico associato all’assemblaggio di ciascun 
prodotto processato dal sistema. Verranno proposti due modelli, il primo di tipo multi- 
objective che considera due funzioni obiettivo distinte, ed il secondo di tipo single 
objective che considera un’unica funzione obiettivo, in cui il consumo energetico è 
convertito in un tempo di riposo da aggiungere al tempo standard. 
Le potenzialità dei due approcci saranno valutate con il supporto di un esempio numerico 
relativo ad una linea di assemblaggio di una multinazionale americana, dedicata alla 
produzione di macchine per il trattamento dell’aria compressa. Tutti i dati che verranno 
utilizzati sono quindi dati reali raccolti sul campo. 
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Introduzione 
 
L’incremento della produttività è da sempre uno degli obiettivi principali di qualsiasi 
realtà aziendale. Nella maggior parte dei casi il suo raggiungimento è associato ad una 
ottimizzazione dei tempi di produzione nelle diverse linee di assemblaggio presenti nei 
reparti produttivi dell’azienda. Concentrarsi solamente su questo aspetto tuttavia potrebbe 
non portare ai risultati sperati, in particolare quando si parla di linee di assemblaggio 
manuali. In questo caso infatti è necessario prendere in considerazione anche l’aspetto 
ergonomico della linea e le condizioni di lavoro degli operatori, andando a cercare una 
soluzione di compromesso che permetta di raggiungere gli obiettivi prefissati. 
 
Negli ultimi anni infatti, a dimostrazione dell’importanza che ricopre l’ergonomia nei 
moderni sistemi di assemblaggio, sono stati proposti una molteplicità di studi volti ad 
analizzare problemi tradizionali del mondo aziendale e cercando di coniugarli a nuovi 
obiettivi di efficienza ergonomica. Queste analisi spaziano da temi tipicamente produttivi, 
come il bilanciamento di una linea di assemblaggio (Battini et al., 2015) ad altri legati al 
mondo della logistica, ad esempio la progettazione dei sistemi di stoccaggio del materiale 
(Calzavara et al., 2017). Altre ancora individuano le implicazioni ergonomiche associate 
a problemi economici e di supply chain management, come la scelta del lotto economico 
d’acquisto (Battini et al., 2017). 
 
In questo trattato ci si concentrerà sul problema del sequenziamento dei prodotti in una 
linea di assemblaggio manuale di tipo mixed-model. In letteratura è possibile individuare 
infatti molti studi che propongono diverse funzioni obiettivo per risolvere il problema, a 
seconda che la priorità aziendale sia quella di massimizzare la produttività, e quindi 
ridurre al minimo il tempo necessario a terminare una data sequenza (Wang et al., 2013), 
di contenere i costi di produzione (Giard e Jeunet, 2010, Neidigh e Harrison, 2010), o di 
garantire una gestione dei materiali efficace (Miltenburg, 1989, Fattahi et al., 2012).  
 
Tutti questi modelli non prendono in considerazione il lato ergonomico, da qui è nata la 
volontà di proporre un nuovo modo modello che permettesse di gestire la schedulazione 
dei prodotti processati in una linea mixed-model considerando anche questo aspetto, 
concentrandosi in particolare sul dispendio energetico associato alla produzione di 
ciascun modello nelle varie postazioni della linea. 
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Il primo capitolo di questo testo è dedicato alle linee di assemblaggio: si fornirà una 
definizione formale del concetto di linea di assemblaggio, si proseguirà classificandole 
sulla base di diversi aspetti caratteristici, si descriverà ampiamente il problema del 
bilanciamento e i principali approcci euristici e di programmazione lineare per risolverlo 
ed infine si discuterà l’importanza dell’ergonomia approfondendo gli studi citati in 
precedenza. 
 
Il secondo capitolo si concentra su quello che viene definito mixed-model sequencing 
problem (MSP), ovvero il problema di definire la sequenza ottimale secondo la quale i 
prodotti dovrebbero essere assemblati in una linea di assemblaggio: si proporrà una 
formulazione generale del problema, si presenteranno i principali modelli esistenti in 
letteratura in base agli obiettivi già anticipati sopra, si introdurranno dei concetti di teoria 
della complessità per capire come il MSP venga classificato in quest’ambito, si mostrerà 
come le tecniche per gestire situazioni di programmazione della produzione nel breve 
termine (di cui fa parte il MSP) si sono evolute nel tempo e si concluderà fornendo una 
panoramica delle procedure di calcolo, che implementate tramite appositi software, 
consentono di giungere alla soluzione del problema. 
 
Il terzo capitolo presenterà i principali metodi esistenti per effettuare un’analisi 
ergonomica di una linea di assemblaggio: si descriveranno il metodo RULA, il metodo 
NIOSH, il metodo OCRA, il metodo OWAS e le equazioni per il calcolo dell’energy 
expenditure rate, con una digressione finale riguardante la modellazione delle funzioni 
che descrivono l’affaticamento ed il riposo. 
 
I due capitoli conclusivi saranno dedicati alla discussione di un caso studio in cui, grazie 
a dei dati reali raccolti sul campo, si potrà formulare un modello di “schedulazione 
ergonomica” di una linea di assemblaggio. Nel dettaglio il quarto capitolo sarà focalizzato 
sulla presentazione del sistema analizzato e sulle modifiche ad esso apportate prima di 
affrontare il problema del sequenziamento. Questo infatti sarà oggetto di studio nel quinto 
capitolo in cui dapprima verrà risolto tramite dei metodi tradizionali, con il supporto del 
software 𝐿𝐸𝐾𝐼𝑁 𝑆𝐶𝐻𝐸𝐷𝑈𝐿𝐸𝑅®, e secondariamente verrà impostato dal punto di vista 
ergonomico. A tal proposito verranno presentati due approcci distinti, uno del tipo multi-
objective basato quindi su due funzioni obiettivo distinte, ed uno invece del tipo single 
objective. Un confronto tra i due approcci permetterà infine di valutarne le potenzialità 
ed i campi di applicazione.  
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Capitolo 1 
Introduzione alle linee di assemblaggio  
 
La definizione dei principi fondamentali di funzionamento delle linee di assemblaggio è 
ad opera di Henry Ford nel 1913, con il risultato di riuscire a ridurre il tempo di 
produzione di una automobile, la famosa Ford T, da 12 ore a circa 2 ore. Il grande aumento 
della domanda di mercato portò alla nascita di quella che viene comunemente chiamata 
produzione di massa (mass production), con linee di assemblaggio pensate per essere 
altamente efficienti in termini di tempi e costi (per via dei grandi volumi), in grado 
tuttavia di produrre un’unica tipologia di prodotto in enorme quantità. Sarà proprio questa 
eccessiva standardizzazione a mettere in crisi il sistema fordista, non in grado di 
rispondere alle variazioni della domanda e al desiderio di personalizzazione dei prodotti 
da parte del mercato. 
 
Nella prima parte del capitolo si provvederà a definire cosa si intende con linea di 
assemblaggio, e si presenteranno diverse modalità con le quali queste vengono 
classificate. A seguire poi si tratterà uno dei problemi principali con cui si ha a che fare 
quando ci si trova a progettare e ad analizzare una linea di assemblaggio, ovvero il suo 
bilanciamento, e si descriveranno i vari metodi esistenti in letteratura per affrontarlo. Per 
concludere si introdurrà il concetto di ergonomia, mostrando degli esempi dei suoi 
molteplici campi di applicazione in riferimento al mondo della produzione e della 
logistica.   
 
 
1.1 Definizione 
 
Una linea di assemblaggio consiste in una serie di stazioni (workstations) k=1,2…n 
disposte lungo un nastro trasportatore o un altro sistema di movimentazione. Una stazione 
costituisce una frazione della linea di assemblaggio ed è caratterizzata da un insieme di 
macchinari ed attrezzature, e da un ben definito carico di lavoro che viene svolto da un 
operatore. I prodotti da assemblare si muovono lungo la linea attraversando le diverse 
stazioni, in ciascuna delle quali viene eseguito un ben definito insieme di operazioni (task) 
che concorrono alla costituzione dell’assemblato finale. Questi task si considerano 
indivisibili, ovvero non possono essere ulteriormente scomposti in attività più elementari. 
4 
 
Ciascuno di questi task è soggetto a dei vincoli di precedenza tecnologica, ovvero deve 
obbligatoriamente essere eseguito prima (dopo) di un altro task che viene definito suo 
successore (predecessore). È utile rappresentare questi vincoli attraverso dei grafi in 
quelli che vengono chiamati diagrammi delle precedenze (figura 1.1). 
 
 
 
 
 
 
1.2 Classificazione 
 
Si è introdotto sopra il concetto di linea di assemblaggio e le sue principali caratteristiche 
distintive. Ciascuna linea di assemblaggio infatti può essere ricondotta ad un insieme di 
postazioni assegnate ad uno o più operatori, dove con operatore si può intendere un essere 
umano ma anche un’attrezzatura robotica. È tuttavia logico pensare che un sistema di 
assemblaggio possa essere declinato in una molteplicità di forme differenti in relazione 
alle decisioni progettuali caratteristiche delle diverse realtà aziendali, intuitivamente 
infatti un’azienda produttrice di automobili adotterà un sistema produttivo differente 
rispetto ad un’azienda produttrice di biscotti. A seguire verranno quindi illustrati i vari 
criteri sulla base dei quali possono diversificarsi i moderni sistemi di assemblaggio. 
 
1.2.1 Classificazione in funzione del ritmo di produzione 
 
Le linee di assemblaggio vengono definite sincrone (paced assembly line) quando il 
tempo di lavoro di ciascuna stazione è vincolato da quello che viene chiamato tempo ciclo 
𝑇𝑐, ovvero il massimo tempo di lavorazione che può essere richiesto da ciascuna stazione. 
Al raggiungimento di questo valore, il sistema di movimentazione automaticamente fa 
procedere i prodotti lungo la linea, e l’operatore successivo eventualmente si farà carico 
di lavorazioni incomplete. Per questo motivo tali linee sono note anche come linee di 
Figura 1.1 - Esempio di diagramma delle precedenze 
5 
 
assemblaggio a cadenza imposta. Il tasso di produzione di questa tipologia di linea è 
costante, ovvero dalla linea uscirà un prodotto ad ogni intervallo di tempo pari a 𝑇𝑐. 
In alternativa vengono definite le linee di assemblaggio asincrone (unpaced assembly 
line), in cui ciascuna stazione lavora ad una velocità differente. In questo caso possono 
crearsi delle situazioni in cui il prodotto è costretto ad aspettare prima di entrare nella 
stazione seguente (che si trova in situazione di work overload), o in alternativa delle 
stazioni possono rimanere vuote (idle) in attesa di ricevere il prodotto da lavorare. Questo 
problema viene risolto predisponendo lo spazio per dei polmoni di accumulo (buffer) tra 
le varie stazioni. Il tasso di produzione di questa tipologia di linea non è costante. 
 
1.2.2 Classificazione in funzione della varietà di prodotto 
 
Le linee di assemblaggio vengono classificate anche in funzione del numero di prodotti 
che viene da esse processato (Becker e Scholl, 2006). 
 
Si parla di linee di assemblaggio single model quando la linea è dedicata alla produzione 
di una sola tipologia di prodotto. 
 
Nel caso in cui la linea produca diversi modelli di uno stesso prodotto invece si hanno 
due alternative: si parla di linee di assemblaggio multi-model quando la linea processa i 
vari modelli a lotti con diversi riattrezzaggi passando da un modello all’altro (set up); si 
parla di linee di assemblaggio mixed-model quando la linea processa i vari modelli in 
maniera alternata con lotti di dimensione molto ridotta, anche unitaria, per via dei costi 
molto contenuti associati alle operazioni di riattrezzaggio.  
 
In una linea di tipo mixed-model vengono assemblate diverse varianti di un prodotto base 
ed i processi richiesti dai vari modelli sono simili. Questi infatti non presentano differenze 
sostanziali, ma si diversificano fra di loro per la dimensione dei componenti oppure per 
la presenza di eventuali caratteristiche aggiuntive. Questo comporta logicamente che 
alcune operazioni saranno presenti esclusivamente nel ciclo di lavorazione di alcuni 
prodotti. 
 
I prodotti che vengono assemblati su queste linee sono infatti tipicamente caratterizzati 
da quella che viene definita come un’architettura di tipo modulare. In una architettura di 
prodotto di questo tipo ciascuna delle varie funzionalità che i prodotti sono destinati a 
svolgere è racchiusa in un singolo componente, definito modulo, caratterizzato da una 
interfaccia di tipo disaccoppiato. Le interfacce rappresentano la modalità con cui i vari 
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componenti interagiscono fra di loro, ed il loro disaccoppiamento fa sì che eventuali 
cambiamenti apportati ad un componente non richiedano cambiamenti ad un altro. I 
vantaggi associati ad un’architettura di questo tipo sono molteplici (Ulrich et. al, 2007): 
 
• abbinando tra di loro i vari moduli in maniera diversa è possibile creare un mix di 
prodotti molto ampio, ed offrire prodotti assemblati in base alle specifiche 
presentate dal cliente; 
• in fase di progettazione si può riconoscere come una particolare funzione possa 
essere svolta dallo stesso componente in ciascuna delle varianti del prodotto, 
facilitando la realizzazione di economie di scala; 
• è più semplice per l’azienda migliorare il prodotto andando a riprogettare 
semplicemente uno dei vari moduli; 
• è facilitata la gestione di un sistema di produzione di tipo ATO (asembly to order). 
 
Questa tipologia di linea è ampiamente sfruttata nelle aziende poiché permette di 
soddisfare una domanda ampiamente diversificata da parte del cliente, permettendo il 
raggiungimento di una posizione di leadership grazie all’alto tasso di customizzazione 
dei propri prodotti. Inoltre, grazie alla possibilità di lavorare con lotti di produzione molto 
piccoli l’azienda ha la possibilità di adattarsi rapidamente ad eventuali variazioni della 
domanda di mercato, riducendo considerevolmente il livello delle scorte. Le linee di 
assemblaggio mixed-model sono infatti associate alla filosofia produttiva del just in time, 
ovvero consentono di produrre ciò che il cliente vuole esattamente quando lo vuole. Il 
mix di prodotti è facilmente ottenibile poiché i vari modelli presentano una matrice 
comune, e si differenziano per pochi componenti o per qualche fase di lavorazione. 
L’azienda quindi è in grado di offrire una grande varietà esterna, controllando i costi di 
magazzino associati alla varietà che viene definita invece interna. 
 
Le linee mixed-model generalmente sono di tipo asincrono, a causa dei diversi tempi di 
lavorazione dei vari modelli, e la presenza di buffer interoperazionali consente di gestire 
lo sbilanciamento nel carico di lavoro che si genera nelle diverse postazioni a causa della 
differenza nei tempi di lavorazione dei vari prodotti. 
 
Nella figura 1.2 vengono rappresentate le diverse tipologie di linea di assemblaggio sopra 
citate. 
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1.2.3 Classificazione in funzione del grado di automazione 
 
Si possono individuare diverse categorie di linea di assemblaggio in relazione alla 
tipologia di attrezzature utilizzata nelle varie stazioni.  
 
Si parla di linee di assemblaggio manuali quando tutte le attività vengono svolte da un 
operatore umano mediante l’utilizzo di attrezzi meccanici o macchine utensili.  
 
Nelle linee di assemblaggio semiautomatizzate vi è invece una compresenza di operatore 
umano e macchinari, con i primi solitamente impiegati in attività di monitoraggio e 
approvvigionamento, mentre le operazioni vere e proprio vengono eseguite dalla 
macchina. 
 
Infine, si parla di linee di assemblaggio automatizzate quando ogni attività del processo 
viene svolta in maniera autonoma dalle macchine. 
 
È chiaro che la scelta di quali attrezzature e macchinari adottare è strettamente connessa 
alla modalità di risposta che l’azienda vuole offrire al mercato. 
Un maggiore livello di automazione della linea è associato a volumi produttivi elevati e 
a linee di assemblaggio di tipo single model oppure multi-model (con lotti di dimensioni 
importanti), caratteristici di tutte quelle realtà che producono per il magazzino (make to 
stock), in maniera da poter soddisfare la domanda di mercato nel minor tempo possibile. 
Linee di assemblaggio di tipo manuale o semiautomatizzate sono invece caratteristiche di 
tutte quelle imprese che scelgono di offrire al cliente una gamma di prodotto più ampia 
Figura 1.2 - Tipologie di linea di assemblaggio (Becker e Scholl, 2006) 
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seppur in tempi più dilatati (assembly to order) mediante l’utilizzo di linee di tipo mixed-
model, oppure di aziende che producono direttamente su commessa (make to order). 
Prendendo infine in considerazione l’aspetto economico, è evidente come a mano a mano 
che il grado di automazione della linea di assemblaggio aumenta, di conseguenza cresce 
anche il costo dell’investimento e i futuri costi di gestione legati alla manutenzione o 
sostituzione dei macchinari causa obsolescenza tecnica. 
 
1.2.4 Classificazione in funzione della tipologia di layout 
 
Le linee di assemblaggio tradizionali presentano un layout di tipo rettilineo (figura 1.3), 
con le varie stazioni disposte in maniera seriale davanti al sistema di movimentazione, 
generalmente un nastro trasportatore oppure un sistema a rulli. Nel caso di prodotti di 
dimensioni importanti tuttavia questi possono anche essere movimentati da appositi 
carrelli a ruote. 
 
 
 
 
 
 
Una linea di questo tipo favorisce il rifornimento frontale dei materiali, in questo modo 
si riduce il tempo, non a valore aggiunto, di ricerca dei componenti da parte degli addetti 
alla produzione. 
Inoltre, di frequente negli stabilimenti produttivi capita che linee diverse siano 
accomunate da una lavorazione eseguita su macchinari comuni (generalmente le grandi 
macchine che si occupano del collaudo), ed un layout di questo tipo può permettere allora 
di accoppiare due linee (figura 1.4), per farle poi convergere quando necessario. 
 
 
 
 Figura 1.4 - Linea di assemblaggio a layout accoppiato 
Figura 1.3 – Linea di assemblaggio a layout rettilineo 
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Ulteriore variante di questa tipologia di layout è rappresentata dalla parallelizzazione di 
una o più stazioni (figura 1.5), che consiste nella duplicazione di una o più stazioni 
generalmente caratterizzate da un tempo ciclo molto superiore delle altre. 
 
 
 
 
 
 
I principali svantaggi di una linea a layout rettilineo si riscontrano a livello di team 
working, gli operatori infatti non hanno modo di vedere il lavoro gli uni degli altri, e 
questo va ad influire negativamente sulla collaborazione e sulla comunicazione. 
Inoltre, il flusso di materiale è particolarmente corposo nella prima e nell’ultima stazione, 
rendendo obbligatoria la presenza di due diversi magazzini.  
Questi problemi possono essere risolti adottando un layout a parallelogramma (figura 
1.6), in cui il flusso di materiale in ingresso e quello in uscita sono dalla stessa parte, con 
la possibilità quindi di rendere la linea comunicante con un solo magazzino. La 
disposizione delle stazioni in questo modo favorisce inoltre il livello di coinvolgimento 
degli operatori. 
 
 
 
 
 
 
Ulteriore vantaggio è rappresentato dalla diminuzione della superficie occupata da parte 
della linea, tuttavia questo è ottenuto a scapito della semplicità di alimentare le diverse 
stazioni con il materiale necessario, contrariamente a quanto ottenibile con un layout 
rettilineo. 
Figura 1.5 - Linea di assemblaggio con parallelizzazione 
Figura 1.6 – Linea di assemblaggio con layout a parallelogramma 
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Un’ulteriore tipologia è rappresentata dal layout ad U (figura 1.7). Analogamente al 
layout a parallelogramma, in queste linee l’ingresso e l’uscita del prodotto sono 
posizionati dal medesimo lato. In questa configurazione tuttavia il numero di operatori 
che si occupano dell’assemblaggio è inferiore al numero di stazioni presenti, ad esempio 
un operatore si occuperà di supervisionare sia la prima stazione della linea sia l’ultima. 
Una configurazione di questo tipo stimola la collaborazione tra i vari operatori poiché 
risulta più semplice aiutarsi l’uno con l’altro quando necessario. Richiede tuttavia che gli 
operatori siano multi-specializzati, per via della già citata necessità di controllare diverse 
fasi del processo di assemblaggio. 
 
 
 
 
 
 
La tabella 1.1 riassume efficacemente quanto sopra descritto. 
 
 
Classificazione Tipologia 
Ritmo di produzione 
Linea sincrona 
Linea asincrona 
Varietà di prodotto 
Linea single model 
Linea multi-model 
Linea mixed-model 
Grado di automazione 
Linea manuale 
Linea semiautomatizzata 
Linea automatizzata 
Layout 
Layout seriale/rettilineo 
Layout accoppiato 
Layout con parallelizzazione 
Layout a parallelogramma 
Layout ad U 
 
Figura 1.7 – Linea di assemblaggio con layout ad U (Becker e Scholl, 2006) 
Tabella 1.1 – Classificazione delle linee di assemblaggio 
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1.3 Bilanciamento di una linea di assemblaggio 
 
La progettazione di ciascuna delle tipologie di linee assemblaggio introdotte è soggetta a 
quello che viene chiamato bilanciamento della linea di assemblaggio (single assembly 
line balancing problem – SALBP). Questo consiste nell’assegnare a ciascuna delle varie 
stazioni un insieme di task in maniera tale che siano rispettati i vincoli espressi dal 
diagramma delle precedenze e che la somma dei tempi richiesti per portare a termine i 
diversi task (carico di lavoro della stazione) non superi il tempo ciclo definito. Il 
bilanciamento di una linea può avere come obiettivo quello di minimizzare il numero di 
stazioni noto il tempo ciclo, si parla in questo caso di SALBP-1. Questo viene applicato 
in fase di progettazione di una nuova linea di cui si conosce la domanda di mercato. 
Alternativamente il bilanciamento può avere come obiettivo quello di minimizzare il 
tempo ciclo della linea noto il numero di stazioni, si parla in questo caso di SALBP-2. 
Questo viene applicato ad esempio quando si vuole aumentare la produttività di una linea 
già esistente. 
 
I dati in input fondamentali quando si affronta il problema del bilanciamento di una linea 
di assemblaggio sono i seguenti: 
 
• il numero di task che fanno parte del ciclo di lavorazione e la durata di ciascuno 
di essi; 
• il diagramma delle precedenze tecnologiche tra i vari task; 
• il tempo ciclo della linea di assemblaggio, o in alternativa il numero di stazioni a 
seconda del tipo di SALBP. 
 
I metodi esistenti per risolvere il problema del bilanciamento sono di due tipologie, gli 
approcci cosiddetti euristici e quelli risolvibili attraverso la programmazione lineare. 
 
1.3.1 Approcci euristici per il bilanciamento 
 
Queste tecniche permettono di ottenere una soluzione accettabile in tempi rapidi, 
ripetendo una serie di step decisionali in base ad una regola precisa. È bene precisare che 
la soluzione trovata rappresenta sempre una soluzione fattibile, ma non necessariamente 
la migliore possibile. Si presentano ora i principali approcci euristici. 
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Largest candidate rule (LCR) 
 
Step 1: i vari task vengono ordinati in maniera decrescente in funzione della loro durata 
𝑡𝑖. 
 
Step 2: in base al diagramma delle precedenze si assegna alla prima stazione il task avente 
una durata maggiore. 
 
Step 3: si assegna il task successivo in ordine di durata se e solo se la somma dei vari 𝑡𝑖 
è inferiore al tempo ciclo 𝑇𝑐. Se questa condizione non è verificata, si apre una nuova 
stazione, e il processo ricomincia. 
 
Ranked positional weights method (RPW) 
 
Step 1: si calcola per ogni task un punteggio dato dalla somma della durata 𝑡𝑖 del task che 
si sta considerando e delle durate 𝑡𝑗 dei task che lo succedono sulla base del diagramma 
delle precedenze. 
 
Step 2: in base al diagramma delle precedenze si assegna alla prima stazione il task avente 
un punteggio maggiore. 
 
Step 3: si assegna il task successivo in ordine di punteggio se e solo se la somma dei vari 
𝑡𝑖 è inferiore al tempo ciclo 𝑇𝑐. Se questa condizione non è verificata, si apre una nuova 
stazione, e il processo ricomincia. 
 
Kilbridge and Wester’s method (1961) 
 
Step 1: si struttura il diagramma delle precedenze a livelli, in maniera tale che ciascun 
livello sia composto da tutti quei task che hanno almeno un predecessore al livello 
precedente (ad esempio il livello 1 sarà composto da tutti quei task privi di predecessori, 
mentre il livello 2 sarà composto da tutti quei task con predecessori di livello 1). 
 
Step 2: si assegnano prima i task appartenenti al livello più basso, scegliendo a parità di 
livello quelli con la durata 𝑡𝑖 maggiore. 
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Step 3: si assegnano tutti i task di un certo livello, ed una volta esauriti si passa al livello 
seguente. Se la somma dei vari 𝑡𝑖  è maggiore al tempo ciclo 𝑇𝑐 , si apre una nuova 
stazione. 
 
La bontà della soluzione trovata utilizzando gli euristici appena descritti può essere 
valutata attraverso l’efficienza del bilanciamento: 
 
𝐸 =
∑ 𝑡𝑎𝑠𝑘 𝑡𝑖𝑚𝑒
𝑘 ∗  𝑇𝑐
     (1.1) 
 
Euristico di Kottas e Lau (1981)  
 
Il procedimento euristico proposto da Kottas e Lau si pone come obiettivo la 
minimizzazione del costo complessivo della linea, espresso come somma del costo della 
manodopera, dipendente dal numero di stazioni, e del costo di mancato completamento, 
dipendente dal carico di lavoro assegnato a ciascuna stazione. 
L’idea alla base di questo approccio è la seguente: si ipotizzi di assegnare il task i ad una 
stazione già esistente, per la quale si sta sostenendo un costo relativo ad un operatore. 
Questo evita di dover aprire una seconda stazione garantendo un risparmio pari ad 𝐿𝑘 , 
costo diretto di manodopera. Allo stesso tempo però assegnando l’operazione ad una 
stazione già aperta, e quindi impegnata per una parte del suo tempo ciclo, si corre il rischio 
di non poterla completare entro il tempo ciclo e di doverla completare fuori linea 
sostenendo un costo 𝐼𝑘, ed originando quindi un costo di mancato completamento pari ad  
𝐼𝑘 moltiplicato per la probabilità di non completare il task 𝑃𝑘. Il principio di desiderabilità 
di Kottas e Lau prevede quindi che si debba assegnare un task ad una certa stazione se si 
verifica la seguente condizione: 
 
𝐿𝑘 ≥  𝑃𝑘 ∗ 𝐼𝑘     (1.2) 
 
Alla base di questo approccio c’è l’ipotesi che la durata di ciascun task sia caratterizzata 
da una distribuzione di probabilità gaussiana con valore medio 𝑀𝑗  ed una deviazione 
standard 𝜎𝑗. Per le proprietà delle distribuzioni di probabilità quindi, una stazione a cui 
sono state assegnate k attività sarà descritta da una distribuzione di probabilità gaussiana 
con valore medio 𝑀𝑘 pari alla somma dei vari 𝑀𝑗 ed una deviazione standard pari a: 
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𝜎 = √∑ 𝜎𝑗
2
𝑘
𝑗=1
     (1.3) 
 
Come da figura 1.8, 𝐹(𝑡) descrive la probabilità che il tempo di lavoro della stazione sia 
inferiore o uguale al tempo ciclo, mentre  𝑃(𝑡) descrive la probabilità di non completare 
tutte le attività assegnate.  
 
 
 
 
 
 
È possibile normalizzare la distribuzione di probabilità definendo la variabile 𝑧𝑘 tale 
che: 
 
𝑧𝑘 =
𝑇𝑐 − 𝑀𝑘
𝜎
     (1.4) 
 
Sapendo che 𝑃(𝑡) = 1 − 𝐹(𝑡) è allora possibile riscrivere l’equazione 1.2 nella 
seguente maniera: 
 
𝐹(𝑧𝑘) ≥ 1 −
𝐿𝑘
𝐼𝑘
     (1.5) 
 
Si pone: 
 
𝐹(𝑧𝑘
∗) = 1 −
𝐿𝑘
𝐼𝑘
     (1.6) 
 
Figura 1.8 – Distribuzione gaussiana con probabilità di mancato completamento 
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In conclusione, si può riscrivere il principio di desiderabilità in questo modo, sapendo che 
il valore di  𝑧𝑘
∗  è ricavabile attraverso l’utilizzo di tavole statistiche partendo dal valore 
noto di 𝐹(𝑧𝑘
∗): 
𝑧𝑘 ≥  𝑧𝑘
∗      (1.7) 
 
Se questa condizione non è verificata, sarà necessario aprire una nuova stazione.  
 
1.3.2 Metodi di programmazione lineare per il bilanciamento 
 
I metodi di programmazione lineare fanno riferimento ad una branca della ricerca 
operativa che si occupa della risoluzione di problemi di ottimizzazione lineare, ovvero 
formulazioni in cui la funzione obiettivo ed i vincoli sono entrambi espressi in forma 
lineare. Ne è un esempio l’algoritmo proposto da Patterson e Albracht (1975). 
 
In questo metodo la funzione obiettivo, di tipo lineare a coefficienti costanti, che deve 
essere minimizzata è una delle seguenti: 
 
𝐹𝑂 =  ∑(𝑇𝑐
𝑚
𝑘=1
− ∑ 𝑡𝑖
𝑛
𝑖=1
∗ 𝑥𝑖𝑘)     (1.8) 
 
𝐹𝑂 = max (𝑇𝑐 − ∑ 𝑡𝑖
𝑛
𝑖=1
∗ 𝑥𝑖𝑘)     (1.9) 
 
La prima ha come obiettivo la minimizzazione del tempo di ozio complessivo della linea, 
la seconda invece predilige la minimizzazione del tempo di ozio più elevato in una delle 
stazioni della linea. La variabile binaria  𝑥𝑖𝑘 ha valore 1 se l’attività j è assegnata alla 
stazione k, ha valore 0 in caso contrario. 
 
Ciascun task può essere assegnato ad un intervallo 𝑆𝐼𝑗 di stazioni tale che: 
 
𝐸𝑗 =  ⌈
𝑡𝑗 − ∑ 𝑡𝑗𝑃𝑗
𝑇𝑐
⌉     (1.10) 
 
𝐿𝑗 = 𝑚 + 1 − ⌈
𝑡𝑗 − ∑ 𝑡𝑗𝐹𝑗
𝑇𝑐
⌉     (1.11) 
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𝐸𝑗  rappresenta la prima stazione a cui può essere assegnata l’attività 𝑗 , mentre 𝐿𝑗 
rappresenta l’ultima stazione a cui può essere assegnata. Il numero teorico di stazioni è 
𝑚 = ∑ 𝑡𝑗 𝑇𝑐⁄ . 
 
I vincoli che devono essere rispettati sono di tre categorie: 
 
Vincolo di monoassegnabilità dei task 
 
∑ 𝑥𝑗𝑘
𝑘∈𝑆𝐼𝑗
= 1     ∀𝑗 = 1,2 … 𝑛     (1.12) 
 
Vincolo di rispetto del tempo ciclo 
 
∑ 𝑥𝑗𝑘
𝑗∈𝑘
≤ 𝑇𝑐     ∀𝑘 = 1,2 … 𝑚     (1.13) 
 
Vincolo di rispetto delle precedenze tecnologiche 
 
∑ 𝑘 ∗ 𝑥ℎ𝑘
𝑗∈𝑆𝐼ℎ
≤   ∑ 𝑘 ∗ 𝑥𝑗𝑘
𝑘∈𝑆𝐼𝑗
    ∀ 𝑎𝑟𝑐𝑜     (1.14) 
 
1.3.3 Il bilanciamento nelle linee di assemblaggio mixed-model 
 
I modelli sopra presentati sono facilmente applicabili a situazioni in cui la linea di 
assemblaggio è del tipo single model o multi-model. In una linea di tipo mixed-model 
invece, come già descritto prima, i prodotti che vengono lavorati hanno non solo tempi di 
assemblaggio differenti, ma possono avere anche un ciclo di lavorazione diverso gli uni 
dagli altri. Il bilanciamento allora viene fatto utilizzando i metodi descritti sopra, facendo 
però riferimento a quello che viene definito Virtual Average Model (VAM). Il VAM è 
quindi un modello di prodotto non reale composto da tutti i task che concorrono 
all’assemblaggio dei vari modelli. Analogamente i diagrammi delle precedenze di 
ciascuna variante originano quello che viene chiamato joint precedence diagram e che 
include tutti i cicli di lavorazione di ogni prodotto.  
Considerando una linea di assemblaggio che processa un numero M di prodotti ciascuno 
caratterizzato da una domanda di mercato 𝑑𝑚, la durata di un generico task j del VAM 
sarà: 
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𝑡𝑗𝑉𝐴𝑀 =
∑ 𝑡𝑗𝑚 ∗
𝑀
𝑚=1 𝑑𝑚
∑ 𝑑𝑚
𝑀
𝑚=1
     (1.15) 
 
Chiaramente in questo modo la linea potrà essere più bilanciata quando viene attraversata 
da certi modelli rispetto a quando viene attraversata da altri, e potrà anche verificarsi che 
delle stazioni superino il tempo ciclo stabilito. Diventa allora importante scegliere delle 
funzioni obiettivo adeguate a seconda delle particolari situazioni, come ad esempio la 
minimizzazione del tempo totale di ozio piuttosto che del tempo totale di sovraccarico. 
 
Ai fini di questo trattato tuttavia non ci si soffermerà sul problema del bilanciamento, ma 
si analizzerà un problema connesso ad esso e caratteristico solamente di questa tipologia 
di linea di assemblaggio (i.e. mixed-model), ovvero quello della migliore sequenza per i 
prodotti che verranno processati dalla linea. Il problema della schedulazione dei prodotti 
nelle linee di assemblaggio verrà trattato in maniera più approfondita nel capitolo 2. 
 
 
1.4 Ergonomia 
 
L’ergonomia è definibile come quella scienza applicata alla progettazione delle 
attrezzature ed in generale del luogo di lavoro con l’obiettivo di massimizzare la 
produttività riducendo contemporaneamente il livello di fatica e di difficoltà nell’eseguire 
le operazioni agli operatori.  
 
Si è già parlato di come un’elevata personalizzazione del prodotto sia facilitata 
dall’impiego di una linea di tipo manuale, dove per ogni postazione un operatore 
qualificato esegue tutti i task a lui assegnati, con o senza l’ausilio di strumenti di lavoro 
automatizzati. La ripetitività di operazioni quali il sollevamento di un componente, il suo 
trasporto, oppure il prelievo di materiale disposto in apposite gabbie a bordo della linea, 
a lungo andare può tuttavia portare all’insorgere di disturbi di tipo muscolo-scheletrico 
(Work related Musculoskeletal Disorders - WMSDs). In uno studio da parte 
dell’European Agency for Safety and Health at Work (ESHAW) datato 2010 si stimava 
che il 38% delle assenze dal luogo di lavoro fosse associato a problemi muscolo-
scheletrici, con un costo pari fino al 2% del prodotto nazionale lordo dell’Unione 
Europea. Un andamento simile può essere osservato anche negli Stati Uniti, dove uno 
studio del Bureau Labour of Statistics (BLS) del 2014 stima pari al 32% le assenze 
associate a questo tipo di problemi, con un impatto pari a circa il 5% del prodotto 
nazionale lordo (MEPS, 2014). Pertanto, nel momento in cui si progetta o si analizza una 
18 
 
linea di assemblaggio non si può prescindere dall’inclusione di aspetti di tipo ergonomico. 
È infatti dimostrata in letteratura (Battini et al., 2011) l’esistenza di una relazione tra 
ergonomia e produttività della linea di assemblaggio. I benefici che si ricavano riguardano 
la riduzione dei rischi di infortunio sul luogo di lavoro, il miglioramento delle condizioni 
fisiche e psicologiche degli operatori ed una riduzione di tutti quei costi associati alle 
assenze ed alle spese mediche e riabilitative (Battini et al., 2015).  
 
1.4.1 L’ergonomia nella progettazione degli impianti industriali 
 
In letteratura si può osservare come l’aspetto ergonomico sia stato incluso in diversi 
problemi associati al mondo della produzione e della logistica. 
Viene discusso il bilanciamento delle linee di assemblaggio presentando un approccio 
mirato ad ottimizzare il sistema prendendo in considerazione indicatori di efficienza 
ergonomica e di produttività (Battini et al., 2015). Il problema viene affrontato indagando 
due funzioni obiettivo distinte e poi esaminando le performance delle varie soluzioni in 
relazione alla frontiera efficiente di Pareto. Questa rappresenta quell’insieme di soluzioni 
possibili tali che non possano esistere altre soluzioni migliori per tutti gli obiettivi 
considerati nel problema.  La prima funzione, definita come time smoothness index riflette 
la distribuzione più o meno equa del carico di lavoro tra le diverse stazioni, la seconda 
invece, definita come energy smoothness index riflette la distribuzione più o meno equa 
del dispendio energetico associato alle varie operazioni svolte nelle diverse stazioni. 
 
Dalla conoscenza di questo dispendio energetico, si propone un modello che permette di 
quantificare il tempo di recupero (rest allowance) necessario all’operatore per recuperare 
le energie dopo l’esecuzione di un certo task, valutando anche quando sia più opportuno 
assegnare questo periodo di recupero (Calzavara et al., 2018). L’introduzione di questo 
tempo di riposo permette di semplificare il problema sopra discusso, in maniera da 
rendere sufficiente una sola funzione obiettivo basata sul tempo. Le durate di tutti (o 
solamente di alcuni) task saranno infatti modificate in maniera tale da considerare lo 
sforzo energetico associato. Il problema della valutazione del dispendio energetico legato 
ad una attività e del conseguente calcolo del periodo di recupero sarà affrontato in maniera 
dettagliata nel capitolo 3. 
 
Altre analisi riguardano il corretto dimensionamento dei lotti. Questo problema viene 
generalmente associato al mondo della produzione (lotto economico di produzione) o 
degli acquisti (lotto economico di acquisto), tuttavia esso può essere esteso anche ad altre 
aree funzionali, ad esempio la logistica interna. Questa infatti è caratterizzata da 
19 
 
molteplici attività che comportano una movimentazione manuale dei carichi, e le 
decisioni circa il dimensionamento dei lotti (intesi ad esempio come il corretto numero di 
unità che l’operatore dovrebbe movimentare in una singola operazione) possono 
impattare notevolmente sui carichi di lavoro e sul livello di performance degli operatori, 
con una forte influenza sui parametri di tipo ergonomico e pertanto sulla salute 
dell’individuo. Il modello che viene proposto coniuga aspetti economici ad aspetti 
ergonomici, basandosi sul sopra citato periodo di recupero, necessario a contenere il 
livello di fatica e quindi di rischio ergonomico. Essendo questo a tutti gli effetti un tempo 
non a valore aggiunto, l’analisi valuta l’incidenza economica di questo tempo non 
lavorativo in funzione di diversi carichi di lavoro. (Battini et al., 2017). 
 
Ulteriori studi sono mirati ad indagare il legame tra l’ergonomia e l’attività di picking, 
andando a valutare come tanto la durata dell’attività quanto lo sforzo ad essa associato 
varino in funzione alla tipologia di sistema di stoccaggio. Il picking è infatti un esempio 
comune di attività che viene eseguita con una frequenza molto alta nell’arco della 
giornata, coinvolgendo sia gli operatori della linea di assemblaggio sia gli addetti alla 
preparazione del materiale per le linee.  
 
Lo studio è effettuato adottando il punto di vista della produzione, ma è applicabile anche 
ad altri settori, basti pensare all’importanza che assume l’analisi delle attività di picking 
in ambito distributivo grazie alla diffusione sempre più vasta dell’e-commerce. Le 
variabili che vengono considerate sono il sistema di stoccaggio, ovvero pallet o piccoli 
contenitori, l’altezza alla quale viene effettuata l’attività di prelievo ed il fatto che i pallet 
o i ripiani su cui appoggiano i contenitori siano o meno inclinati (figura 1.9). Definite 
queste variabili, si indaga come le diverse configurazioni incidano sulla velocità e sulla 
facilità dell’attività di prelievo (Calzavara et al., 2017). 
 
 
 
Figura 1.9 – Analisi ergonomica applicata al picking (Calzavara et al., 2017) 
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Per concludere, si è visto come l’aspetto ergonomico possa essere incluso pressoché in 
qualsiasi attività associata all’ambiente produttivo (e non solo) di ciascuna realtà 
aziendale, e si sono forniti degli esempi concreti di diversi studi mirati a dimostrarne 
l’importanza. Dall’analisi della letteratura svolta con riferimento all’ergonomia è stata 
riscontrata tuttavia una mancanza di materiale per quanto riguarda uno dei principali 
problemi, già citato in precedenza, delle linee di assemblaggio, ovvero la schedulazione 
ottimale dei prodotti. Da qui il desiderio di proporre un’analisi integrata andando ad 
includere indicatori di efficienza ergonomica per risolvere il problema del 
sequenziamento. 
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Capitolo 2 
Schedulazione di una linea di assemblaggio 
mixed-model 
 
Il sequenziamento ottimale di una linea di assemblaggio (si eviterà nel resto del capitolo 
di specificare mixed-model poiché il problema è caratteristico di questa tipologia) 
riguarda la definizione della miglior sequenza secondo cui i prodotti di una linea di 
assemblaggio dovrebbero essere lanciati in produzione per soddisfare la domanda di 
mercato e raggiungere gli obiettivi pianificati. Questi obiettivi si vedrà nel proseguo del 
capitolo possono essere di varie tipologie, per ciascuna delle quali sono stati proposti dei 
modelli per risolvere il problema. È necessario tuttavia implementare in appositi software 
delle procedure di calcolo avanzate per poter giungere a tutti gli effetti alla soluzione 
cercata. 
 
Nella prima parte del capitolo ci si focalizzerà sulla descrizione del problema del 
sequenziamento, e si fornirà una panoramica dei principali modelli esistenti in letteratura 
per affrontarlo in riferimento a diversi obiettivi. Il capitolo procederà poi illustrando come 
il MSP venga classificato dal punto di vista della teoria della complessità computazionale. 
La parte centrale e conclusiva del capitolo saranno incentrate sui metodi esistenti per 
giungere ad una soluzione del problema, mostrando prima come si siano evolute nel 
tempo le tecniche di pianificazione della produzione per problemi nel breve termine, e 
fornendo poi una descrizione generale delle procedure di calcolo più utilizzate. 
 
 
2.1 Il problema del sequenziamento 
 
Una definizione generale ed universale del problema del sequenziamento non è presente 
in letteratura a causa della molteplicità di aspetti che caratterizzano le linee di 
assemblaggio, nei diversi settori di mercato e nelle diverse realtà aziendali. Si accettano 
quindi delle ipotesi semplificative per affrontare la questione: 
 
• la linea di assemblaggio si considera già bilanciata nella miglior maniera possibile 
a seconda della tipologia di SALBP; 
• il layout della linea è dato, poiché non è possibile intervenire su di esso nel breve 
termine; 
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• il periodo di pianificazione è di un giorno o una settimana. Nel caso si disponga 
di dati riguardanti la domanda di mercato mensile, questa viene ricondotta alla 
domanda settimanale. In alternativa può essere adottata la tecnica del minimum 
part set, ovvero siano 𝐷𝑖=𝐷1, 𝐷2…𝐷 le domande di ciascun prodotto, e sia 𝑔 il 
loro massimo comune divisore, allora il mix di prodotto sarà dato dai vari 𝑑𝑖 =
𝐷𝑖 𝑔⁄ . Si procede quindi con la schedulazione di questi d prodotti, e l’obiettivo 
iniziale in riferimento al mese è raggiunto moltiplicando la sequenza ottenuta 𝑔 
volte; 
• i vari ordini sono già stati pianificati in maniera tale da rispettare le date di 
consegna richieste (order scheduling); 
• ciascuna stazione della linea di assemblaggio può processare un solo prodotto; 
• i prodotti durante la loro lavorazione non possono superare il prodotto che li 
precede fisicamente nella sequenza; 
• se un prodotto, dopo aver finito le lavorazioni in una certa stazione, non può 
procedere in quella successiva poiché ancora occupata, allora si manifesterà un 
tempo di ozio per la stazione in cui si trova; 
• la prima stazione della linea di assemblaggio non ha mai tempi di ozio; 
• ciascun prodotto rimane in una stazione per un tempo noto, e in presenza di 
eventuali problemi questi vengono risolti da un operatore aggiuntivo oppure al di 
fuori della linea. 
 
La soluzione del problema prevede la definizione di una funzione obiettivo che deve 
essere ottimizzata secondo gli obiettivi stabiliti dall’azienda, sulla base delle proprie 
necessità e delle proprie priorità. Questi obiettivi possono essere ricondotti a tre categorie; 
obiettivi relativi ai tempi, obiettivi relativi ai costi, obiettivi relativi alla gestione dei 
materiali. Nei paragrafi successivi vengono presentati i principali modelli esistenti in 
letteratura per la risoluzione del MSP. 
 
2.1.1 Obiettivi relativi ai tempi 
 
Gli obiettivi relativi ai tempi sono quelli che riflettono maggiormente la volontà di 
incrementare la produttività delle proprie linee di assemblaggio. Questi possono essere 
classificati in due categorie. Possono riguardare la minimizzazione di un tempo totale, ad 
esempio il tempo necessario perché una data sequenza venga assemblata completamente. 
Questo tempo viene definito come makespan, e rappresenta appunto il tempo che 
intercorre da quando il primo prodotto della sequenza inizia il suo ciclo di lavorazione a 
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quando l’ultimo prodotto della sequenza conclude il suo ciclo di lavorazione. La funzione 
obiettivo da minimizzare risulta quindi essere la seguente (Wang et al., 2013): 
 
𝐹. 𝑂. = ∑ ∑ 𝐷𝑈𝑅𝑘𝑖 ∗ 𝑦𝑖1
𝑃
𝑖=1
+ ∑ 𝑒𝑚𝑝𝑡𝑦𝐾𝑝 + ∑ 𝐷𝑈𝑅𝐾𝑖
𝑃
𝑖=1
𝑃−1
𝑝=1
𝐾−1
𝑘=1
     (2.1) 
 
Dove: 
 
𝑃 = numero di prodotti nella sequenza in considerazione; 
𝐾 = numero di stazioni della linea di assemblaggio; 
𝑦𝑖𝑝 = variabile binaria (assume valore 0-1) che esprime se un prodotto si trova o meno in 
una precisa posizione della sequenza (i=1,2…P e p=1,2…P); 
𝐷𝑈𝑅𝑘𝑖 = tempo di assemblaggio del prodotto i nella stazione k; 
𝑒𝑚𝑝𝑡𝑦𝑘𝑝 = tempo di attesa della stazione k dopo aver processato il prodotto in posizione 
p della sequenza e prima di processare il prodotto in posizione p+1, ovvero il tempo di 
ozio della stazione k dopo aver lavorato il prodotto nella posizione p. 
 
In alternativa gli obiettivi relativi ai costi si focalizzano sulla riduzione di un tempo 
massimo, che può essere di natura diversa. Un esempio è rappresentato dalla volontà di 
ridurre i tempi di ozio tra un modello è l’altro della sequenza nelle diverse stazioni, dato 
che questi costituiscono dei tempi non a valore aggiunto, oppure in maniera analoga i 
sovraccarichi. Gli obiettivi appena citati possono essere tradotti in formule come segue: 
 
𝐹. 𝑂. = ∑ ∑ 𝑤𝑘𝑖
𝐼
𝑖=1
𝐾
𝑘=1
     (2.2) 
 
𝐹. 𝑂. = ∑ ∑ 𝑤𝑘𝑖
∗
𝐼
𝑖=1
𝐾
𝑘=1
     (2.3) 
 
Dove: 
 
𝐼 = numero di posizioni esistenti nella sequenza in considerazione; 
𝐾 = numero di stazioni della linea di assemblaggio; 
𝑤𝑘𝑖 = tempo di ozio associato al prodotto i nella stazione k; 
𝑤𝑘𝑖
∗  = tempo di sovraccarico associato al prodotto i nella stazione k. 
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Altri autori (Mosadegh et al., 2012) hanno proposto invece un approccio al sequencing 
problem avente come obiettivo la minimizzazione di quello che viene chiamato utility 
work. Si consideri una linea di assemblaggio composta da un numero L di stazioni con 
dei confini ben definiti, in cui i prodotti sono movimentati attraverso un nastro 
trasportatore e vengono lanciati ad intervalli di tempo ben definiti. Sia inoltre la sequenza 
di prodotti scomposta in S cicli secondo il metodo del minimum part set descritto in 
precedenza. Si definisce utility work quella porzione di lavoro (e quindi di tempo) che 
l’operatore di una certa stazione non può completare o perché il prodotto processato ha 
raggiunto i confini della stazione, oppure perché un proseguo della lavorazione non 
consentirebbe all’operatore di tornare in tempo all’inizio della postazione per l’inizio di 
un nuovo ciclo della sequenza (figura 2.1). 
 
 
 
 
 
 
 
La funzione obiettivo che viene proposta è quindi la seguente: 
 
𝐹. 𝑂. = ∑ (∑ 𝑈𝑠
𝑙 + 𝐸𝑃𝑙
𝑆
𝑠=1
)
𝐿
𝑙=1
     (2.4) 
 
In cui 𝑈𝑠
𝑙  rappresenta il sopra citato utility work necessario per completare i vari task 
assegnati alla stazione l durante il ciclo s della sequenza globale, ed 𝐸𝑃𝑙 la posizione 
dell’operatore al termine della sequenza rispetto ai confini della stazione. È necessario 
come già detto tenere in considerazione anche questo termine poiché l’operatore 
dovrebbe trovarsi ad inizio stazione a fine ciclo, in caso contrario sarà necessario ricorrere 
a un utility worker. 
 
 
Figura 2.1 – Linea di assemblaggio che manifesta la necessità di utility work (Mosadegh et al., 2012) 
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2.1.2 Obiettivi relativi ai costi 
 
Una possibile alternativa ai modelli che prevedono di focalizzarsi sui tempi è 
rappresentata dal tentativo di ridurre varie forme di costo associabili al mondo della 
produzione e della logistica, e direttamente legate al problema del sequenziamento dei 
prodotti in fase di pianificazione della produzione. Un buon esempio di un modello che 
si concentri sulla minimizzazione dei costi è presentato da Giard e Jeunet (2010), in cui 
la funzione obiettivo è una funzione di costo che prevede la simultanea ottimizzazione 
del numero di utility workers assunti e del numero di set up. I cosiddetti utility workers 
(di cui già si è parlato in sede di discussione degli obiettivi relativi ai tempi) garantiscono 
una riduzione del rischio di fermata della linea, intervenendo qualora si presentino 
eventuali problemi dovuti a sovraccarichi di lavoro per via della sequenza dei prodotti 
processati. Così come molti altri modelli in letteratura, quello qui proposto è di tipo multi-
obiettivo, ovvero non esiste una soluzione ottima in generale, ma è necessario ricercare 
un trade off tra i due elementi che compongono la funzione di costo. L’introduzione di 
un maggior numero di utility workers infatti permette di violare diversi vincoli che 
portano infine alla possibilità di ridurre i costi di set up. Si illustrano adesso brevemente 
le due funzioni obiettivo del modello. 
 
Si descrive per prima la formulazione matematica legata all’obiettivo di ridurre le 
assunzioni di utility workers. Il modello si basa su una variabile binaria 𝑤𝑘,ℎ che assume 
il valore 1 qualora un utility worker sia assegnato alla stazione k per lavorare il prodotto 
h, altrimenti assume il valore 0. La funzione obiettivo è la seguente: 
 
𝐹. 𝑂. = 𝜔[𝑊1(𝑇) − 𝑊3(𝑇 − 1) + 𝑊2(𝑇) + 𝑊3(𝑇)]     (2.5) 
 
Dove: 
 
𝑇 = orizzonte temporale nel quale si considera l’assunzione di utility workers; 
𝑊1(𝑇) = numero di utility workers attivi nella prima metà del periodo in esame; 
𝑊2(𝑇) = numero di utility workers attivi nella seconda metà del periodo in esame; 
𝑊3(𝑇) = numero di utility workers necessari a prendere decisioni di sequenziamento 
riguardanti il periodo T ma che di fatto saranno attivi nel periodo T+1; 
𝑊1(𝑇) − 𝑊3(𝑇 − 1) = numero di utility workers derivanti da decisioni di assunzioni fatte 
al periodo T ed effettivamente presenti nella prima metà del periodo T; 
𝜔 = costo di assunzione di un utility worker per mezza giornata. 
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Per quello che riguarda invece la parte relativa alla minimizzazione del numero di set up, 
si considera la variabile binaria 𝑢ℎ  che assume il valore 1 qualora il prodotto nella 
posizione h della sequenza sia differente da quello precedente (posizione h-1), altrimenti 
assume il valore 0. Definendo come γ il costo associato al set up, la funzione obiettivo è 
esprimibile come segue: 
 
𝐹. 𝑂. = γ ∑ 𝑢ℎ
𝐻
ℎ=1
     (2.6) 
 
Il modello, nella forma in cui viene presentato dagli autori, considera la variabile binaria 
𝑢ℎ in funzione della tonalità di colore dei prodotti lungo la linea, in quanto viene applicato 
all’industria automobilistica. 
 
Altri autori (Neidigh e Harrison, 2010) affrontano il problema della schedulazione di una 
linea di assemblaggio prendendo in considerazione le decisioni di lot-sizing. Nel dettaglio 
si considerano linee di produzione caratterizzate da un ritmo di produzione non costante 
(non linear production rate), che si modifica a seconda della dimensione del lotto da 
processare. Generalmente questi ambienti produttivi vengono studiati come se questo non 
accadesse, ovvero come se a prescindere dal lotto di produzione l’efficienza produttiva 
per unità di prodotto fosse la stessa, determinata da una media calcolata basandosi su 
varie dimensioni del lotto. Questo però può comportare dei problemi in fase di 
pianificazione. La schedulazione ottimale della linea di assemblaggio in un ambiente non 
lineare dovrebbe garantire il contenimento dei costi attraverso l’impiego di lotti di 
dimensione elevata, e al tempo stesso il flusso produttivo dovrebbe essere 
sufficientemente smooth da garantire il rispetto dei tempi di consegna.  
 
L’obiettivo del modello proposto dagli autori quindi non è quello di determinare un lotto 
di dimensione ottimale, ma quello di determinare, sulla base degli ordini ricevuti, la 
dimensione ottima e la data di inizio produzione di vari lotti, soddisfacendo la domanda 
di mercato e andando a minimizzare i costi di produzione ed i costi del magazzino. Il 
modello è studiato in riferimento ad una linea produttiva single machine e single model.  
 
2.1.3 Obiettivi relativi alla gestione dei materiali 
 
In sede di discussione delle varie tipologie di linee di assemblaggio si è parlato di come 
le linee di tipo mixed-model siano particolarmente utilizzate in tutti quei sistemi che 
abbracciano la filosofia del just in time. Secondo questo approccio alla produzione, che 
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come già detto prevede di produrre solo i prodotti richiesti, esattamente nella quantità 
richiesta, e proprio al momento in cui vengono richiesti, uno degli obiettivi più importanti 
è quello di garantire che il tasso di utilizzo di ogni componente in fase di assemblaggio 
sia mantenuto il più costante possibile. 
Ciascun prodotto assemblato nella linea richiede infatti una certa varietà di parti, che 
spesso differiscono tra i diversi modelli. Quindi quando un componente appare solo nella 
distinta base di alcuni prodotti, il suo utilizzo sarà alto se in linea sono presenti solamente 
quei prodotti, e sarà basso in caso contrario. Per questo motivo in fase di analisi del 
sequenziamento si cerca di mantenere il più possibile ridotta la dimensione dei lotti. Nel 
modello che si propone in seguito (Miltenburg, 1989) si ipotizza che i prodotti richiedano 
approssimativamente lo stesso mix di componenti, in questo caso quindi è possibile 
mantenere un tasso di utilizzo costante dei componenti studiando solamente la domanda 
per ciascun modello che processa la linea. L’obiettivo diventa quindi quello di pianificare 
la linea cercando di mantenere costante il tasso di produzione dei vari prodotti, in maniera 
tale che la produzione del prodotto i in un periodo di tempo ben definito sia il più vicino 
possibile alla proporzione del prodotto 𝑟𝑖 rispetto alla domanda totale 𝐷𝑇. 
Prima di introdurre le possibili funzioni obiettivo è necessario definire la variabile binaria 
𝑠𝑖,𝑘 , dove i=1,2…n (n=numero di prodotti) e k=1,2…𝐷𝑇 . Questa variabile assume il 
valore 1 qualora il prodotto i fosse processato durante lo stage k. Si definisce poi 𝑥𝑖,𝑘 
come la produzione totale del prodotto i negli stage da 1 a k: 
 
𝑥𝑖,𝑘 = ∑ 𝑠𝑖,𝑗
𝑘
𝑗=1
     (2.7) 
 
Sono conseguentemente valide le seguenti relazioni: 
 
∑ 𝑠𝑖,𝑘 = 1
𝑛
𝑖=1
     ∀𝑘     (2.8) 
 
∑ 𝑥𝑖,𝑘 = 𝑘
𝑛
𝑖=1
     ∀𝑘     (2.9) 
 
A questo punto la funzione obiettivo, da minimizzare, appropriata può essere una tra le 
seguenti: 
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𝐹. 𝑂. = ∑ ∑ (
𝑥𝑖,𝑘
𝑘
− 𝑟𝑖)
2
𝑛
𝑖=1
𝐷𝑇
𝑘=1
     (2.10) 
 
𝐹. 𝑂. = ∑ ∑(𝑥𝑖,𝑘 − 𝑘𝑟𝑖)
2
𝑛
𝑖=1
𝐷𝑇
𝑘=1
     (2.11) 
 
𝐹. 𝑂. = ∑ ∑ |
𝑥𝑖,𝑘
𝑘
− 𝑟𝑖|
2
𝑛
𝑖=1
𝐷𝑇
𝑘=1
     (2.12) 
 
𝐹. 𝑂. = ∑ ∑|𝑥𝑖,𝑘 − 𝑘𝑟𝑖|
2
𝑛
𝑖=1
𝐷𝑇
𝑘=1
     (2.13) 
 
Tutte le funzioni obiettivo sopra descritte cercano di minimizzare la variazione (attraverso 
la deviazione quadrata o la deviazione assoluta) della produzione effettiva rispetto a 
quella desiderata. La prima e la terza funzione obiettivo cercano di mantenere l’attuale 
mix produttivo 𝑥𝑖,𝑘 𝑘⁄  vicino alla proporzione desiderata 𝑟𝑖, invece la seconda e la quarta 
funzione obiettivo cercano di mantenere l’attuale numero di unità prodotte 𝑥𝑖,𝑘 vicino al 
numero di unità desiderate 𝑘𝑟𝑖. 
 
Sono stati presentati diversi modelli per affrontare il problema della schedulazione dei 
prodotti in una linea di assemblaggio relativi a tre tipologie di obiettivo, questo tuttavia 
non esclude che più obiettivi possano essere perseguiti in maniera simultanea. Per 
concludere quindi si introduce ora un approccio la cui funzione obiettivo cercherà di 
considerare tanto l’aspetto dei costi quanto quello della gestione dei materiali. Nel 
dettaglio il modello seguente (Fattahi et al., 2012) affronterà il problema tenendo in 
considerazione le linee di approvvigionamento dei componenti (feeding line), al fine di 
mantenerle bilanciate. 
 
Si consideri quindi una linea di assemblaggio composta da un nastro trasportatore e da 
una serie di stazioni aventi dei confini non superabili. Si considerino inoltre delle linee 
per il feeding operanti secondo una logica JIT, ciascuna delle quali adibita al rifornimento 
di un’unica tipologia di componenti. Il sistema è progettato in modo tale che ogni feeding 
line sia connessa ad una sola postazione della linea di assemblaggio, ed ogni postazione 
può però ricevere materiale da diverse feeding lines (figura 2.2). 
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I prodotti si muovono lunga la linea da sinistra verso destra, e qualora un operatore non 
riesca a completare i task a lui assegnanti entro i confini della stazione, un utility worker 
si occuperà delle fasi di lavorazione rimanenti. 
 
 
 
 
 
 
Nella sua formulazione, il modello si basa su una funzione obiettivo che associa un costo 
all’eventuale tempo di ozio dell’operatore ed al tempo di sovraccarico compensato 
dall’utility worker, ed un costo dipendente dalla deviazione dei componenti forniti dalle 
feeding lines. A ciascuna componente di costo è associato un proprio peso w. 
 
𝐹. 𝑂. = 𝑤1 ∗ ∑ ∑(𝐶𝑖𝑡 ∗ 𝐼𝑡𝑖,𝑗 + 𝐶𝑢 ∗ 𝑈𝑡𝑖,𝑗) + 𝑤2 ∗ ∑(𝐶𝑑𝑖 ∗ 𝐷𝑐)
𝑛
𝑖=1
𝑆
𝑗=1
𝑛
𝑖=1
     (2.14) 
 
Dove: 
 
𝐶𝑖𝑡 = componente di costo legata ai tempi di ozio; 
𝐼𝑡𝑖,𝑗 = tempo di ozio legato alla lavorazione del prodotto i nella stazione j; 
𝐶𝑢 = componente di costo legata all’impiego di un utility worker; 
𝑈𝑡𝑖,𝑗 = tempo di lavoro dell’utility worker legato al prodotto i nella stazione j; 
𝐷𝑐 = componente di costo legata alla deviazione nella consegna dei componenti [$/min]; 
𝐶𝑑𝑖 = deviazione nella consegna dei componenti per il prodotto i [min]. 
 
 
Figura 2.2 – Schema di un sistema di assemblaggio con feeding lines (Fatthai et al., 2011) 
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2.2 Teoria della complessità computazionale 
 
Si sono introdotte nella prima parte del capitolo diverse funzioni obiettivo la cui 
ottimizzazione permette di risolvere il MSP. Queste funzioni obiettivo sono definite in 
relazione a ciò che assume una maggiore importanza per l’azienda; la massimizzazione 
della produttività e quindi la minimizzazione di un tempo massimo, il contenimento dei 
costi associati alla produzione, o una maggiore efficienza nella gestione dei materiali. Nel 
corso degli anni, come si vedrà nel paragrafo seguente si sono sviluppate varie 
metodologie che, implementate tramite una serie di algoritmi in appositi software, 
permettessero di raggiungere la soluzione cercata. Prima di offrire una panoramica delle 
varie tecniche sviluppate nel corso degli ultimi decenni è utile presentare, senza voler 
andare troppo nel dettaglio, come il problema del MSP venga classificato da quella che 
viene definita teoria della complessità computazionale. La teoria della complessità ha 
come obiettivo quello di determinare se un particolare tipo di problema di ottimizzazione 
sia facile oppure difficile. Questa distinzione avviene sulla base di due risorse chiave 
necessarie alla risoluzione dell’algoritmo che identifica il problema, ovvero il tempo di 
calcolo richiesto per risolverlo e la quantità di memoria che serve per trovare una 
soluzione. Un algoritmo è di tipo polinomiale quando il tempo di computazione richiesto 
è descrivibile attraverso una funzione del tipo 𝑛𝑝, è di tipo esponenziale quando il tempo 
di computazione richiesto è descrivibile attraverso una funzione del tipo 2𝑛 (dove n è 
associato alla dimensione del dato in input, e p è un qualche valore costante). Un 
algoritmo viene considerato efficiente quando è di tipo polinomiale. 
 
Noti questi concetti si possono introdurre le varie classi di complessità a cui può essere 
associato ciascun problema: 
 
• classe P: ad essa appartengono tutti quei problemi per i quali può essere trovata 
una soluzione in un tempo polinomiale; 
• classe NP: ad essa appartengono tutti quei problemi per i quali può essere 
verificata la correttezza di una soluzione in un tempo polinomiale;  
• classe coNP: ad essa appartengono tutti quei problemi per i quali può essere 
verificata la non correttezza di una soluzione in un tempo polinomiale; 
• classe NP-complete: ad essa appartengono particolari tipologie di problemi tali 
che un problema di classe NP può essere trasformato in un problema NP-complete 
in un tempo polinomiale; 
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• classe NP-hard: ad essa appartengono tutti quei problemi che sono almeno 
complicati quanto il più difficile problema di classe NP, ma potrebbero esserlo 
anche di più. 
 
È necessario precisare che per un problema è sufficiente verificare la (non) correttezza di 
una singola soluzione perché questo ricada nelle classi NP o coNP, non è necessario 
verificare tutte le possibili soluzioni. Certi problemi inoltre hanno la particolare 
caratteristica di rendere verificabile tanto la correttezza quanto la non correttezza di una 
soluzione in un tempo polinomiale, e questa caratteristica è associata a tutti i problemi di 
classe P, che di conseguenza è un sottoinsieme di NP. In figura 2.3 vengono rappresentati 
i legami tra le diverse classi di complessità dei problemi:  
 
 
 
 
 
 
Per poter stabilire a quale classe di complessità appartenga il MSP, è utile introdurre un 
altro problema noto come problema del commesso viaggiatore. Il problema riguarda un 
commesso viaggiatore che, partendo dalla propria sede, deve visitare una serie di città 
una sola volta e poi tornare al punto di partenza percorrendo la strada più breve (note le 
distanze tra le varie città e tra la sede e le città). Questo problema è di classe NP-hard, 
infatti non esistono algoritmi efficienti in grado di risolverlo. Una soluzione è 
rappresentata dal calcolo di tutti i possibili percorsi per poi scegliere quello migliore, ma 
logicamente al crescere della rete di città la complessità computazionale del problema 
Figura 2.3 – Rappresentazione delle diverse classi di complessità 
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aumenti. In una rete composta da n città tutte interconnesse fra di loro le possibili 
soluzioni infatti sono n!.  
 
Essendo dimostrato quindi come il problema del commesso viaggiatore sia del tipo NP-
hard, si può affermare che il MSP è anch’esso di tipo NP-hard. Considerando infatti una 
sequenza di prodotti che deve attraversare una singola macchina di lavorazione nel 
minore tempo possibile, si può pensare a questa macchina come al commesso viaggiatore 
ed ai prodotti come alle città. Il problema del commesso viaggiatore quindi non è altro 
che un caso particolare del problema di sequenziamento. 
 
 
2.3 Evoluzione delle tecniche di pianificazione nel breve periodo 
 
Le tecniche di programmazione della produzione per quanto riguarda problemi di breve 
periodo hanno conosciuto una lunga evoluzione a partire dagli anni ’70. In letteratura 
viene proposta una classificazione basata su quattro “ere” per descrivere questo processo 
evolutivo (Caridi e Sianesi, 1999). 
 
L’era dell’ottimizzazione appartiene agli anni ’70 ed ’80, caratterizzati dalla produzione 
integrata di fabbrica (Computer Integrated Manufacturing – CIM) basata su un sistema 
completamente automatizzato. Questa tecnica tuttavia presenta una serie di problematiche 
che ne hanno determinato il poco successo, infatti: 
 
• raggiungere un livello di automazione totale è un processo che richiede molto 
tempo, in contrapposizione alla esigenza di una risposta sempre più rapida al 
mercato; 
• un grado maggiore di automazione è logicamente associato ad una maggiore 
standardizzazione di prodotto, con conseguenti limiti per quanto riguarda la 
volontà di differenziazione da parte dell’azienda; 
• la rappresentazione attraverso algoritmi di un sistema reale così complesso è 
molto dispendiosa, poiché necessita la traduzione di processi e regole decisionali 
in modelli analitici. 
 
Non appena tutte queste limitazioni sono state pienamente comprese, l’approccio di 
ottimizzazione pura è sembrato un paradigma al quanto utopistico, e si sono sviluppate 
altre tecniche diametralmente opposte ad esso. 
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L’era euristica si sviluppa negli anni ’80, e nasce dalla necessità di superare la sopra citata 
difficoltà di modellizzare la realtà, fornendo uno strumento decisionale di supporto più 
efficiente. Un modello euristico infatti generalmente non è altro che la schematizzazione 
dei passaggi mentali che compie il pianificatore nel suo processo decisionale. I vantaggi 
di questo metodo sono: 
 
• il modello logico è più vicino a quello fisico; 
• poiché il modello si basa sull’esperienza del singolo individuo, questo spesso 
implica che vengano perseguiti diversi obiettivi contemporaneamente. 
 
Il principale difetto di questo approccio è quello di essere statico, ovvero le varie regole 
e priorità dell’impresa vengono definite a priori quando si progetta il sistema di 
schedulazione, e questo in parte va a limitare la capacità del modello di adattarsi 
rapidamente a cambiamenti del mercato. Inoltre è molto complicato definire quali 
potrebbero essere le varie modalità di risposta del sistema qualora si realizzassero eventi 
imprevisti. Per questo gli approcci sopra presentati vengono definiti poco dinamici, in 
contrapposizione a quelli che seguono, definiti invece altamente dinamici (figura 2.4). 
 
L’era dell’intelligenza artificiale, anche indicata come Virtual Manufacturing Era, inizia 
nella seconda metà degli anni ’80 e prosegue fino ai giorni nostri. Risulta essere la 
migliore risposta alla necessità di interpretare i complessi sistemi di produzione moderni. 
Diverse tecniche sono nate durante questa era: 
 
Sistemi esperti: sono dei programmi in cui viene immagazzinata la conoscenza del 
pianificatore, tradotta attraverso un insieme di regole di comportamento. Ciascuna regola 
è associata all’accadere di un particolare evento, ed il sistema viene continuamente 
aggiornato, simulando quindi un vero e proprio processo di apprendimento. Il principale 
ostacolo è legato alla difficoltà di trasportare e codificare all’interno del sistema il sapere 
dell’individuo. 
 
Reti neurali: sono una particolare tipologia di sistema esperto in cui la conoscenza del 
pianificatore viene processata simulando il funzionamento delle reti biologiche. Sono 
tuttavia soggette agli stessi vincoli dei sistemi esperti. 
 
Algoritmi genetici: sono dei modelli euristici che si basano sui meccanismi di evoluzione 
e di sopravvivenza dei sistemi biologici, in cui sopravvive solo chi incarna una particolare 
caratteristica. Le limitazioni a cui vanno incontro sono le medesime delle reti neurali. 
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Architetture ad agenti autonomi: questa tecnica prevede l’applicazione della teoria degli 
agenti autonomi alla pianificazione ed al controllo della produzione. Secondo questa 
teoria, il processo decisionale è distribuito tra varie entità autonome ed intelligenti, 
ciascuna delle quali persegue un proprio obiettivo locale. L’obiettivo globale è infatti 
suddiviso in una molteplicità di sotto-obiettivi, e solo attraverso il raggiungimento di 
questi si può garantire di raggiungere l’obiettivo generale. Questo approccio consente di 
superare quelle problematiche di complessità ed incertezza tipiche dei moderni sistemi di 
pianificazione, infatti: 
 
• il coordinamento all’interno delle varie aree di un sistema di produzione è 
possibile grazie all’intelligenza degli agenti autonomi; 
• i grandi volumi di informazioni sono distribuiti tra vari agenti; 
• eventuali disturbi possono essere risolti tramite l’interazione dei vari agenti; 
• il sistema non ha a che fare con una macro-funzione obiettivo. 
 
Le varie tecniche sopra citate verranno viste più nel dettaglio nel proseguo del capitolo. 
 
Le problematiche emerse dagli approcci di ottimizzazione e di quelli euristici hanno 
portato alla nascita negli anni ’90 di sistemi di pianificazione di breve termine più 
semplici da gestire, in cui è il pianificatore a prendere tutte le decisioni, e la macchina ha 
il compito di andare a verificare la fattibilità di quanto proposto dall’individuo, o in 
alternativa quello di proporre un piano d’azione generale da usare come riferimento. Si 
indica questo periodo come era dei pianificatori interattivi. 
 
 
 
 
 
Figura 2.4 – Evoluzione delle tecniche di programmazione della produzione (Caridi e Sianesi, 1999) 
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2.4 Branch and bound 
 
La tecnica branch and bound (B&B) è una procedura di calcolo esatta per risolvere 
problemi di ottimizzazione lineare. Questo significa che è in grado di fornire la soluzione 
di ottimo globale del problema in considerazione, e non una soluzione di ottimo locale. 
 
La logica alla base di questa procedura è quella di scomporre il problema che si sta 
cercando di risolvere in un sottoinsieme di problemi, e di risolvere questi ultimi. A loro 
volta essi potranno essere ulteriormente scomposti e risolti, e così via ottenendo una 
struttura ad albero (figura 2.5). In questo albero ciascun nodo rappresentante un sotto-
problema viene definito nodo padre, e i nodi derivanti dalla sua scomposizione nodi figli. 
Le connessioni tra i vari nodi vengono chiamate rami. La fase di generazione delle varie 
possibili soluzioni attraverso la partizione dei diversi nodi viene definita branching. 
 
Questo processo di branching, eseguito ricorsivamente, permetterebbe di generare tutte 
le soluzioni del problema che si sta considerando. Questo però potrebbe comportare una 
serie di problemi a livello di tempo di computazione e memoria richiesta, infatti il numero 
di nodi dell’albero cresce esponenzialmente. Si rende quindi necessario definire una 
procedura che permetta di individuare quali sono le zone dell’albero in cui è 
maggiormente probabile trovare la soluzione ottima al problema. Per ogni nodo si va 
quindi a fare una valutazione ottimistica (bound) del valore che potrebbe assumere la 
funzione obiettivo, che rappresenta il valore più piccolo della soluzione accettabile in quel 
nodo. Questo permette, conoscendo ad esempio già delle possibili soluzioni, di eliminare 
dall’analisi certi nodi dell’albero, poiché sicuramente la soluzione ottima non si troverà 
in essi o in qualche loro partizione. Questa operazione è definita bounding. 
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L’approccio B&B per concludere permette di risolvere problemi di ottimizzazione 
attraverso l’enumerazione di tutte le possibili soluzioni di un determinato problema di 
interessa, basandosi sui passaggi seguenti: 
 
• branching, ovvero la costruzione dell’albero delle soluzioni ammissibili; 
• generazione di una soluzione ammissibile da poter utilizzare come confronto con 
i diversi bound dei nodi dell’albero; 
• bounding, ovvero la valutazione della funzione obiettivo nei diversi nodi 
dell’albero per decidere quale sia opportuno scomporre in maniera ulteriore. 
 
 
2.5 Procedure di calcolo euristiche e metaeuristiche 
 
Vengono definite euristiche quelle procedure che permettono di raggiungere una 
soluzione sub-ottimale in un intervallo di tempo ragionevole, qualora non ci fosse una 
sufficiente base teorica per sviluppare problemi specifici e procedure esatte o qualora non 
si disponesse delle risorse necessarie per eseguirle (Osman, 1995), ad esempio nel caso 
fossero richiesti un tempo di computazione ed una quantità di memoria eccessivi.  
 
Figura 2.5 – Esempio di “albero” originato da un’analisi branch and bound 
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I vantaggi di utilizzare procedure di tipo euristico sono molteplici. Spesso infatti, quando 
si tratta di modellizzare problemi reali, si ricorre a semplificazioni per cercare di rendere 
maggiormente gestibili gli aspetti più complicati, ed in certe situazioni questi vengono 
completamente ignorati. Queste approssimazioni possono portare ad ottenere soluzioni 
peggiori rispetto a quelle che si otterrebbero adottando una procedura euristica ed 
accettando di raggiungere una soluzione sub-ottimale. 
È possibile anche che, per un particolare tipo di problema, non esistano algoritmi in grado 
di fornire soluzioni esatte, oppure che siano applicabili solamente per problemi di 
dimensioni ridotte e casi particolari, o come già anticipato sopra che siano proibitivi dal 
punto di vista computazionale. 
Gli euristici possono poi essere sfruttati per ridurre le dimensioni di un problema, ad 
esempio per calcolare delle soluzioni limite e semplificare la ricerca con il metodo 
illustrato precedentemente del branch and bound. 
Queste procedure inoltre sono di facile comprensione (in quanto governate dalla legge 
del buon senso) pertanto è più probabile che coloro i quali hanno la responsabilità 
decisionale in azienda scelgano di implementare un approccio di questo tipo piuttosto che 
uno basato su un complicato modello concepibile solamente dal suo creatore. 
Per finire una procedura euristica è particolarmente flessibile, ovvero nel caso si 
verificassero dei cambiamenti riguardo il problema in esame, si può facilmente 
modificare e riadattare. 
Per contro si è già chiarito come l’utilizzo di una procedura euristica non assicuri di 
raggiungere la soluzione ottimale, inoltre non esistono linee guida per la costruzione di 
un buon euristico, e la sua efficacia risiede interamente nelle capacità e nella conoscenza 
del suo artefice. 
Le procedure metaeuristiche invece subentrano per risolvere particolari tipi di problemi 
in cui l’utilizzo di approcci euristici si è dimostrato non efficace oppure inefficiente. 
Queste metodologie presentano, come si vedrà nel proseguo del capitolo, la peculiarità di 
basarsi su delle analogie con altri fenomeni di tipo naturale. Vengono chiamate 
metaeuristiche poiché generalmente il punto di partenza della procedura è determinato 
dall’impiego di un approccio euristico o da una combinazione di tecniche euristiche (si 
cerca quindi di andare oltre le normali procedure euristiche).  
 
2.5.1 Tabu search 
 
La tecnica tabu search (TS), introdotta per la prima volta nel 1990 (Glover) è una 
procedura di calcolo per la ricerca di una soluzione a problemi di ottimizzazione 
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combinatoria, strutturata appositamente per aggirare possibili situazioni di stallo legate 
alla presenza di punti di ottimo locale. Il principio di funzionamento della TS infatti si 
basa sull’esistenza di una lista di soluzioni già verificate e ritenute vietate (lista tabu), in 
maniera tale che ogni qualvolta venga rilevata una soluzione di ottimo sia possibile andare 
a controllare se questa appartenga o meno alla lista tabu, e decidere quindi se essa possa 
essere una soluzione ammissibile o se debba essere scartata. Si illustrano adesso i diversi 
momenti decisionali della TS, facendo riferimento proprio al problema del MSP, con il 
supporto del diagramma di flusso in figura 2.6 (Mc Mullen, 1998). 
 
 
 
 
 
 
La prima soluzione può essere generata casualmente, oppure utilizzando altre procedure 
di calcolo. A partire dalla soluzione attuale, si va ad effettuare una permutazione tra due 
posizioni della sequenza a cui corrispondono due prodotti distinti. Ciò significa che se la 
posizione 1 è occupata dal prodotto A e la posizione 5 è occupata dal prodotto B, a seguito 
dello scambio si avrà che la posizione 1 sarà occupata dal prodotto B e la posizione 5 sarà 
occupata dal prodotto A. È possibile a questo punto ricalcolare il valore assunto dalla 
funzione obiettivo scelta. Questa operazione di scambio può essere ripetuta fino ad un 
numero n di volte stabilito in fase di inizializzazione. Di queste n soluzioni si sceglierà 
quella avente un valore della funzione obiettivo migliore. 
Figura 2.6 – Flow chart per l’algoritmo di tabu search (Mc Mullen 1998) 
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A questo punto si va a verificare se lo spostamento all’interno della sequenza che ha 
portato alla scelta della soluzione di prova al punto sopra è contenuto nella lista tabu, 
ovvero è uno scambio che è già stato provato nelle iterazioni precedenti. Se si verifica 
questa condizione, è necessario confrontare i valori della funzione obiettivo appena 
trovata e di quella della soluzione attuale. Se quella appena risulta essere migliore, essa 
può ugualmente essere accettata. Qualora invece la soluzione di prova sia ammissibile 
essa diventa automaticamente la nuova soluzione attuale, e si aggiorna la lista tabu con 
lo spostamento appena effettuato. 
 
Se la soluzione attuale risulta essere più conveniente della migliore soluzione finora, 
allora essa diventa la soluzione migliore ed il valore di Biter (numero di iterazioni senza 
che una soluzione migliore sia stata trovata) viene riportato a 0, altrimenti viene 
incrementato. Qualora i vari contatori avessero raggiunto il valore di B o di N la ricerca 
tabu si può ritenere conclusa, altrimenti si incrementa il valore di Niter (numero di 
iterazioni totali che si accetta di effettuare) e si procede generando nuove soluzioni di 
prova. 
 
2.5.2 Simulated annealing 
 
La ricottura simulata (simulated annealing – SA) è una procedura di calcolo sviluppata 
nel 1983 (Kirckpatrick) per la risoluzione di problemi di ottimizzazione combinatoria. 
Così come la Tabu Search sopra descritta, anche la SA nasce dalla volontà di evitare di 
arrestare il processo di ricerca di una soluzione ottima in punti che rappresentano invece 
un ottimo locale. Il nome di questa tecnica deriva direttamente dal mondo della 
metallurgia, in particolare fa riferimento al trattamento termico di ricottura. Questo 
prevede il riscaldamento del metallo a temperature molto elevate ed un successivo 
raffreddamento eseguito in maniera molto lenta, permettendo così al reticolo cristallino 
di modificare il suo assetto al fine di ottenere delle caratteristiche ben definite. In maniera 
analoga il processo di SA prevede che ad ogni soluzione sia associata una temperatura T, 
e che abbassando questa temperatura seguendo una velocità di raffreddamento CR 
(cooling rate) si possano trovare altre soluzioni nei dintorni di quella attuale. Si procede 
adesso illustrando le varie fasi della procedura, con il supporto del diagramma di flusso 
in figura 2.7 (Mc Mullen, 1998). 
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Il processo comincia inizializzando una serie di parametri. Si va a specificare il tempo 
ciclo C, un tasso di raffreddamento CR, un parametro di controllo T, che rappresenta il 
livello di temperatura della soluzione attuale, un numero massimo 𝑁𝑚𝑎𝑥 di iterazioni che 
verranno eseguite ad ogni livello di temperatura ed un valore 𝑇𝑚𝑖𝑛 che decreterà la fine 
della ricerca. Si va allora a generare una prima soluzione ammissibile per la quale verrà 
calcolato il valore della funzione obiettivo. Questa prima soluzione diventerà sia la 
soluzione corrente, la cui funzione obiettivo sarà indicata come 𝐸𝑐 , sia la soluzione 
migliore, la cui funzione obiettivo sarà indicata come 𝐸𝑏. A partire dalla soluzione attuale 
si genera una nuova soluzione di prova vicina ad essa (questo può essere fatto nel caso 
del MSP attraverso una permutazione della sequenza, come già descritto nell’ambito della 
TS), e si calcola il valore della relativa funzione obiettivo 𝐸𝑡. 
Figura 2.6 – Flow chart per l’algoritmo di simulated annealing (Mc Mullen, 1998) 
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A questo punto si va a calcolare il cosiddetto energy change, cioè il differenziale tra le 
due funzioni obiettivo, definito come: 
 
𝛿𝐸 =  𝐸𝑡 − 𝐸𝑐     (2.15) 
 
Qualora il valore dell’energy change risultasse negativo, ovvero fosse verificata la 
condizione 𝐸𝑡 < 𝐸𝑐 , la soluzione di prova diventa la nuova soluzione corrente. Se si 
dimostra anche verificata la condizione 𝐸𝑡 < 𝐸𝑏 , allora la soluzione appena trovata 
diventa anche la soluzione migliore.  
Se invece si verifica la condizione 𝐸𝑐 < 𝐸𝑡 , è necessario applicare quello che viene 
indicato come criterio di Metropolis. Questo fornisce la probabilità che ha la soluzione di 
prova appena generata di essere ugualmente accettata. La motivazione di accettare una 
soluzione apparentemente peggiore è legata alla volontà di spostarsi dalla “zona di 
ricerca” attuale ed evitare quindi di rimanere intrappolati in punti di ottimo locale. La 
probabilità viene calcolata nel seguente modo: 
 
𝑃(𝑎) = 𝑒
−𝛿𝐸
𝑇      (2.16) 
 
Viene poi generato un numero casuale compreso tra 0 ed 1, e se questo valore risulta 
inferiore a P(a) la soluzione di prova viene accettata come nuova soluzione corrente, 
altrimenti la soluzione rimane inalterata. 
 
Se per l’attuale livello di temperatura non è ancora stato raggiunto 𝑁𝑚𝑎𝑥, si incrementa il 
contatore di 1 unità e si genera una nuova soluzione, altrimenti si va ad aggiornare la 
temperatura come segue: 
 
𝑇 = 𝑇 ∗ 𝐶𝑅     (2.17) 
 
Se il nuovo valore di temperatura è inferiore a 𝑇𝑚𝑖𝑛, la procedura euristica si può ritenere 
conclusa e la soluzione ottima è quella associata ad 𝐸𝑏 , altrimenti si procede con la 
generazione di una nuova soluzione e si porta il contatore ad 1. 
 
2.5.3 Algoritmi genetici 
 
Gli algoritmi genetici (AG) sono delle procedure di calcolo introdotte nel 1975 (Holland) 
caratterizzate da una forte analogia con il principio di selezione naturale. Così come in 
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natura le specie viventi più forti sopravvivono combinando fra di loro il proprio 
patrimonio genetico, soluzioni diverse ritenute ugualmente buone possono essere 
combinate tra di loro al fine di generare via via soluzioni sempre migliori. 
 
Prima di descrivere il funzionamento dell’algoritmo, è bene definire la terminologia che 
verrà adottata, logicamente connessa al mondo della genetica. 
La funzione obiettivo da massimizzare viene indicata come fitness e riflette la bontà di 
una particolare soluzione; più il valore della funzione di fitness è elevato e più la soluzione 
sarà adatta al problema in esame.  
Ciascuna soluzione al problema rappresenta un individuo, caratterizzato in maniera 
univoca da una stringa di caratteri binari detta cromosoma. I vari 0 ed 1 all’interno del 
cromosoma vengono chiamati geni. 
La molteplicità di individui forma quella che viene indicata come popolazione, e una 
specifica popolazione in un ben preciso istante temporale t costituisce una generazione. 
La differenza principale degli AG rispetto alle due procedure metaeuristiche descritte 
sopra risiede nel fatto che, in questo caso, non si va ad identificare un’unica soluzione al 
problema ma varie possibili soluzioni, per l’appunto una intera popolazione. 
 
Si procede adesso descrivendo le varie fasi di questo metodo, per il quale può essere di 
supporto il diagramma di flusso di figura 2.8 (Hyun et al., 1998). 
La prima azione da intraprendere è la generazione di una popolazione di partenza per il 
problema in esame. Questa può essere creata in maniera casuale oppure ricorrendo 
all’impiego di altre procedure euristiche. 
A ciascun individuo della generazione iniziale deve essere associata una funzione di 
fitness, in maniera tale da poter ordinare le varie soluzioni e riconoscere quali siano quelle 
migliori. La probabilità che ciascun individuo ha di sopravvivere e di trasmettere i propri 
geni alle generazioni future è infatti direttamente legata al valore assunto dalla sua 
funzione di fitness. 
 
A questo punto si procede con la creazione di una nuova popolazione di individui. Si 
sceglieranno quindi le soluzioni migliori (genitori) ed attraverso delle operazioni di 
incrocio (crossover) e di mutazione si genereranno nuove soluzioni (figli). Un crossover 
consiste nel mescolare tra di loro i cromosomi delle soluzioni genitrici, una mutazione 
consiste nella modifica casuale del cromosoma di una soluzione, alterando ad esempio il 
valore di un bit della stringa oppure scambiandone la posizione.  
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La nuova generazione può infine essere completata fino al raggiungimento di una 
dimensione prestabilita andando ad aggiungere eventuali buone soluzioni della 
generazione precedente. È necessario adesso calcolare la funzione di fitness per le nuove 
soluzioni create. Se è stato raggiunto il numero massimo di iterazioni che si era disposti 
ad effettuare, o la miglior soluzione della popolazione corrente si ritiene accettabile la 
procedura si conclude, altrimenti si prosegue con la definizione di una nuova popolazione. 
 
 
                                            
 
 
 
2.5.4 Sistemi multi-agente 
 
Un sistema multi-agente (MAS) viene definito come un insieme di entità risolutrici di un 
problema in grado di lavorare insieme al fine di risolvere problemi che vanno oltre le loro 
Figura 2.7 –  Esempi di crossover negli algoritmi genetici 
Figura 2.8 –  Flow chart per gli algoritmi genetici (Hyun, 1998) 
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abilità individuali (O’Hare e Jennings, 1996). Queste entità risolutrici sono chiamate 
agenti autonomi. Una definizione universalmente condivisa riguardo cosa sia un agente 
autonomo non è presente in letteratura, tuttavia è possibile definire i concetti base più 
utilizzati per caratterizzarli (Caridi e Sianesi, 1999). 
Un agente rappresenta un sistema, un insieme di elementi aventi una particolare relazione 
l’uno con l’altro e con l’ambiente circostante. 
Questi agenti sono autonomi in quanto costituiscono un sistema indipendente che 
generano loro stessi le regole e le strategie secondo le quali si baserà il loro 
comportamento. 
L’intelligenza, infine, è una proprietà dell’agente autonomo che gli permette di 
interpretare la realtà attraverso la costruzione di una sua rappresentazione. 
 
Un sistema multi-agente permette di gestire problemi di grandi dimensioni assegnando 
ad ogni agente autonomo un ben preciso sotto-problema, e lasciando che essi raggiungano 
la soluzione ottima sulla base di regole definite e modificate da loro stessi, attraverso la 
ricerca di soluzioni sub-ottimali agendo secondo le informazioni via via raccolte e le 
proprie motivazioni e convinzioni. 
Importanza fondamentale viene ricoperta dal processo di negoziazione tra i vari agenti; 
si definisce negoziazione il processo di comunicazione tra un gruppo di agenti al fine di 
raggiungere un accordo comunemente accettato riguardo un tema di interesse. Per fare un 
esempio relativo al problema della schedulazione di prodotti, il punto d’accordo potrebbe 
essere la durata massima che impiega la sequenza di prodotti per essere assemblata 
completamente. Il processo di negoziazione generalmente inizia con uno o più agenti che 
avanzano una proposta. Gli altri agenti valutano questa proposta, e sulla base delle 
informazioni in loro possesso effettueranno una o più contro proposte, al fine di 
raggiungere una soluzione ottima per tutti in un’ottica di cooperazione. 
 
L’implementazione di questa tipologia di sistema tramite software (a tal proposito è 
possibile parlare anche di software agents), permette di dare vita ad un processo di 
cooperazione tra gli agenti autonomi, i quali conoscono gli interessi dell’utente, e l’utente 
al fine di monitorare e gestire una serie di eventi in maniera tale da raggiungere quanto 
da lui auspicato. 
 
2.5.6 Ant colony optimization 
 
L’ant colony optimization (ACO) è una procedura metaeuristica introdotta nel 1999 
(Dorigo et al.), basata sull’osservazione del comportamento delle colonie di formiche. Le 
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formiche infatti manifestano un comportamento orientato maggiormente alla 
sopravvivenza dell’intera colonia piuttosto che a quella del singolo insetto, sono infatti 
definiti come “insetti sociali”. Di rilevante interesse è il processo di approvvigionamento 
di questi insetti, in particolare infatti è stato notato come le formiche siano in grado di 
individuare il percorso più breve tra la fonte di cibo ed il formicaio. Questo avviene 
poiché le formiche, mentre si spostano, depositano sul terreno delle sostanze chimiche 
chiamate feromoni, lasciando quindi una traccia lungo il loro percorso. Le altre formiche 
sono in grado di riconoscere questa traccia, ed al momento di dover scegliere tra due 
strade alternative, sceglieranno quella che presenta la traccia più forte di feromoni, 
rafforzandola ulteriormente. È dimostrato sperimentalmente che dovendo scegliere tra 
due possibili percorsi, dopo un certo intervallo di tempo la maggior parte delle formiche 
avrà preferito quello più breve (figura 2.9). Ci saranno in ogni caso degli elementi che 
sceglieranno percorsi differenti, e questo è positivo poiché consente di individuare 
eventuali nuove strade, o ulteriori sorgenti di nutrimento. 
 
 
 
 
 
 
L’approccio ACO si basa quindi sulla creazione di una colonia artificiale di formiche, che 
cooperano al fine di trovare una buona soluzione a problemi di ottimizzazione complessi. 
Queste colonie artificiali presentano delle caratteristiche analoghe a quelle reali, ma sono 
state arricchite con una serie di capacità aggiuntive per rendere maggiormente 
ingegneristica la procedura aumentandone l’efficacia e l’efficienza, e facilitarne 
l’implementazione tramite software.   
Figura 2.9 –  Rappresentazione del comportamento tipico delle formiche (Dorigo et al, 1999) 
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Così come le colonie reali, anche gli algoritmi ACO sono composti da un insieme di 
formiche che cooperano al fine di raggiungere una buona soluzione ad un problema. 
Sebbene infatti anche un singolo possa trovare una soluzione fattibile, soluzioni di qualità 
elevata derivano necessariamente dall’interazione tra i membri della colonia. 
Le formiche artificiali inoltre modificano le caratteristiche dell’ambiente in cui si trovano 
tanto quanto la loro controparte reale. Esse infatti vanno ad agire modificando 
numericamente una qualche informazione legata ad un certo stato del problema. Anche 
le formiche artificiali infine costruiscono una soluzione al problema agendo in maniera 
probabilistica. Scelgono infatti di muoversi verso uno stato del problema piuttosto che un 
altro sulla base di variazioni locali (analoghe alla traccia di feromoni) avvenute 
nell’ambiente in precedenza a causa di altre formiche. 
 
Le principali caratteristiche che invece vanno a differenziare la colonia reale da quella 
artificiali riguardano ad esempio il fatto che quest’ultime sono dotate di una memoria che 
registra tutte le azioni passate della formica, e che esse vanno a lasciare una traccia della 
propria azione sul problema che è funzione della qualità della soluzione trovata. 
 
2.5.5 Reti neurali artificiali 
 
Le reti neurali artificiali (artificial neural networks - ANN) rappresentano una procedura 
di calcolo basata sul funzionamento delle reti neurali biologiche. Le ANN sono infatti 
costituite da un insieme di neuroni artificiali connessi l’uno con l’altro, i quali processano 
tutte le informazioni in ingresso alla rete al fine di raggiungere alla soluzione del 
problema. Ciascuna interconnessione è inoltre caratterizzata da un certo peso che 
permette, modificandolo, di indirizzare in maniera diversa il flusso informativo.  
Concretamente l’approccio risolutivo di una ANN si fonda sull’esistenza di una funzione 
𝑓(𝑥), definita come la composizione di una serie di funzioni 𝑔𝑖(𝑥), che possono a loro 
volta essere composizione di altre funzioni ℎ𝑗(𝑥) (figura 2.10). 
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La caratteristica più importante di una ANN è la presenza di un processo di 
apprendimento, che facilita la modellazione di relazioni complicate tra gli input e gli 
output della rete, e può permettere di identificare importanti analogie tra diversi insiemi 
di dati. L’apprendimento è quel processo che, a partire da un problema noto e da una 
classe di funzioni 𝐹 , ricerca una funzione 𝑓∗  in grado di risolvere il problema nella 
maniera più efficiente. L’efficienza viene misurata in relazione ad una funzione obiettivo 
(o funzione di costo) tale che 𝐹. 𝑂. ( 𝑓∗) ≤ 𝐹. 𝑂. (𝑓), ∀𝑓 ∈ 𝐹. 
 
Il processo di apprendimento può essere strutturato in maniere differenti; si parla di 
apprendimento controllato quando si forniscono alla ANN delle coppie di valori input-
output, per fare sì che la rete sia in grado di ricavare la funzione che li lega. In questo 
modo la rete sarà in grado, basandosi sugli esempi a lei forniti, di prevedere il valore in 
uscita sulla base di quello in ingresso. Si parla invece di apprendimento non controllato 
quando si forniscono alla ANN solamente i valori in input del problema e la forma della 
funzione di costo, che può dipendere dal valore in ingresso e dal valore in uscita 
(𝐹. 0. (𝑥, 𝑓(𝑥)). 
 
 
 
 
 
 
 
 
 
 
Figura 2.10 – Schema di una rete neurale artificiale 
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Capitolo 3 
Metodi per la valutazione ergonomica di una 
linea di assemblaggio 
 
L’analisi ergonomica di una linea di assemblaggio può essere svolta adottando diverse 
metodologie, che si differenziano tra di loro per il livello di invasività e per il costo 
richiesto. Queste spaziano dall’osservazione diretta degli operatori mentre svolgono 
l’attività lavorativa, spesso con l’ausilio di una videocamera che permette di analizzare in 
un secondo momento le diverse attività, a tecniche di simulazione tramite appositi 
software oppure all’impiego di sensori di movimento o cardio frequenzimetri. In 
letteratura è presenta un’ampia varietà di tecniche strutturate che permettono di ricavare 
un indice di valutazione numerico in grado di descrivere il rischio associato all’insorgere 
di disordini muscolo-scheletrici in relazione a determinate posture o a particolari 
movimenti compiuti dai soggetti in esame. 
 
In questo capitolo verranno quindi illustrate le principali tecniche utilizzate per condurre 
un’analisi ergonomica di un sistema di assemblaggio. 
 
 
3.1 Rapid upper limb assessement (RULA) 
 
Il metodo RULA (McAtamney e Corlett, 1993) è un approccio osservazionale che 
permette di valutare in maniera rapida i fattori di rischio ergonomico cui sono soggetti gli 
operatori per quanto riguarda la parte superiore del corpo; in particolare si concentra sulle 
posizioni assunte dagli arti superiori, dal busto e dal collo.  
L’osservatore necessita solamente di una penna e di un apposito foglio di valutazione 
(figura 3.1), in cui sono riportati gli schemi delle possibili posture e tre tabelle dei 
punteggi, e può svolgere la sua analisi senza andare a disturbare il lavoro dell’individuo.  
 
Per semplicità il corpo viene suddiviso in due sezioni A e B: nella prima vengono 
esaminate le braccia e i polsi, nella seconda il collo, il busto e le gambe. A ciascuna 
posizione che può essere assunta dalle varie parti del corpo durante l’esecuzione di una 
particolare attività viene associato un numero, che ne riflette la gravosità del rischio; ad 
esempio il mantenimento delle braccia lungo il corpo viene identificato dal numero 1, 
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ovvero è una situazione a rischio minimo. Il punteggio complessivo per ciascuna delle 
due sezioni A e B si ottiene grazie alle rispettive tabelle presenti nel foglio di valutazione.  
A questi punteggi vanno poi sommati altri due contributi che riflettono la presenza di 
eventuali carichi e della staticità o ripetitività del movimento. A questo punto attraverso 
la tabella C si può ricavare il punteggio finale che rappresenta il livello di rischio 
nell’incombere in problemi muscolo-scheletrici. Vengono individuati quattro action 
levels (tabella 3.1). 
 
 
VALORE ASSUNTO DALL'INDICE ENTITÀ DEL RISCHIO 
RULA = 1 - 2 ASSENZA DI RISCHIO 
RULA = 3 - 4 RISCHIO LIEVE 
RULA = 5 -6 RISCHIO PRESENTE 
RULA = 7 RISCHIO ELEVATO 
 
 
 
Action level 1: un punteggio pari a 1 o 2 indica una postura accettabile se non viene 
mantenuta o ripetuta per un arco temporale lungo. 
 
Action level 2: un punteggio pari a 3 o 4 indica la necessità di ulteriori analisi, e la 
possibilità di dover effettuare delle modifiche. 
 
Action level 3: un punteggio pari a 5 o 6 indica la necessità di effettuare delle modifiche 
nel breve termine. 
 
Action level 4: un punteggio pari a 7 indica la necessità di effettuare delle modifiche 
immediatamente. 
 
 
Tabella 3.1 – Valutazione del rischio attraverso l’indice RULA 
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3.2 NIOSH lifting equation 
 
Questo approccio, sviluppato dal NIOSH (National Institute for Occupational Safety and 
Health), nasce dalla volontà di identificare in maniera chiara il rischio associato al 
sollevamento manuale di carichi, con conseguenti problemi alla schiena (low back pain) 
e disturbi di tipo muscolo-scheletrico.  
L’equazione calcola un peso limite raccomandato (recommended weight limit - RWL) 
che rappresenta il carico che quasi tutti gli operatori in salute sono in grado di sollevare, 
basandosi su un valore massimo del carico sollevato e su una serie di fattori moltiplicativi.  
 
Le ipotesi alla base del modello sono le seguenti: 
 
• il sollevamento è fatto a due mani, ed il carico è equamente distribuito tra le due 
• le attività manuali al di fuori del sollevamento hanno un dispendio energetico 
trascurabile; 
• l’operatore che effettua il sollevamento deve essere stabile; 
Figura 3.1 – Foglio di valutazione per il metodo RULA 
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• il sollevamento al di fuori di un range ben definito di temperatura e umidità 
aumenta il rischio; 
• l’utilizzo dell’equazione per sollevamenti ad una mano sola sottodimensiona 
l’effettivo rischio. 
 
La prima formulazione dell’equazione risale al 1981, per poi essere rivisitata nel 1991. 
La formulazione è la seguente: 
 
𝑅𝑊𝐿 = 𝐿𝐶 ∗ 𝐻𝑀 ∗ 𝑉𝑀 ∗ 𝐷𝑀 ∗ 𝐴𝑀 ∗  𝐹𝑀 ∗ 𝐶𝑀     (3.1) 
 
Dove: 
 
𝑅𝑊𝐿 = peso limite raccomandato; 
𝐿𝐶 = costante di carico pari a 23 kg; 
𝐻𝑀 = fattore moltiplicativo che varia da 0 a 1 correlato alla distanza massima del peso 
dal corpo durante il sollevamento; 
𝑉𝑀 = fattore moltiplicativo che varia da 0 a 1 correlato all’altezza da terra delle mani 
all'inizio ed alla fine del sollevamento; 
𝐷𝑀 = fattore moltiplicativo che varia da 0 a 1 correlato alla distanza verticale del peso 
tra l’inizio e la fine del sollevamento; 
𝐴𝑀 = fattore moltiplicativo espresso in gradi correlato alla dislocazione angolare del peso 
rispetto al piano sagittale del soggetto; 
𝐹𝑀 = fattore moltiplicativo che varia da 0 a 1 correlato alla frequenza di sollevamento 
del carico; 
𝐶𝑀 = fattore moltiplicativo che riflette la bontà della presa dell’operatore sull’oggetto 
sollevato. 
 
Il rischio associato allo specifico task viene valutato sulla base del cosiddetto lifting index: 
 
𝐿𝐼 =
𝑐𝑎𝑟𝑖𝑐𝑜 𝑠𝑜𝑙𝑙𝑒𝑣𝑎𝑡𝑜
𝑅𝑊𝐿
     (3.2) 
 
Come indicato nella tabella 3.2, si possono individuare tre fasce di rischio in funzione del 
valore assunto dal lifting index:  
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VALORE ASSUNTO ENTITÀ DEL RISCHIO 
LI < 0,85 ASSENZA DI RISCHIO 
0,85 < LI < 1,00 RISCHIO LIEVE 
LI > 0,85 RISCHIO PRESENTE 
 
 
 
Area verde: il task di sollevamento è svolto in condizioni totalmente accettabili e non c’è 
bisogno di alcuna azione correttiva. 
 
Area arancione: il task di sollevamento presenta una condizione di rischio molto bassa, 
che può essere risolta attraverso una migliore formazione degli operatori.  
 
Area rossa: il task di sollevamento è soggetto ad una condizione di rischio non 
trascurabile, tanto più importante quanto più l’indice è maggiore di 1. È necessario 
assumere al più presto azioni correttive, come ad esempio la riprogettazione dello spazio 
di lavoro. 
 
 
3.3 Occupational repetitive actions (OCRA) 
 
Questa metodologia (Occhipinti, 1998) consente di ricavare un indice (indicato appunto 
come OCRA index) di esposizione al rischio per quanto riguarda i movimenti ripetuti 
degli arti superiori. Il procedimento si basa su quello del NIOSH illustrato 
precedentemente per ricavare il lifting index nella movimentazione manuale dei carichi.  
Lo sviluppo di questo indice è associato alla volontà di includere in un unico valore di 
riferimento una molteplicità di fattori che possono influire sull’esecuzione di uno 
specifico lavoro da parte dell’operatore (ad esempio la ripetitività, la forza applicata, il 
carico da movimentare, la postura). 
 
Concretamente l’indice OCRA è definito dal rapporto tra il numero di azioni tecniche che 
vengono eseguite con gli arti superiori in un turno di lavoro ed il numero di azioni 
tecniche raccomandate in un turno di lavoro. Il denominatore dipende da una costante 
posta pari a 30 azioni al minuto ipotizzando una condizione di lavoro ottimale. Questo 
valore deve essere diminuito tramite appositi fattori correttivi qualora siano presenti 
elementi che rendono più difficoltoso il lavoro.  
 
Tabella 3.2 – Valutazione del rischio attraverso il NIOSH lifting index 
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𝑖𝑛𝑑𝑖𝑐𝑒 𝑂𝐶𝑅𝐴 =
𝑛𝑢𝑚𝑒𝑟𝑜 𝑑𝑖 𝑎𝑧𝑖𝑜𝑛𝑖 𝑡𝑒𝑐𝑛𝑖𝑐ℎ𝑒 𝑒𝑠𝑒𝑔𝑢𝑖𝑡𝑒
𝑛𝑢𝑚𝑒𝑟𝑜 𝑑𝑖 𝑎𝑧𝑖𝑜𝑛𝑖 𝑡𝑒𝑐𝑛𝑖𝑐ℎ𝑒 𝑟𝑎𝑐𝑐𝑜𝑚𝑎𝑛𝑑𝑎𝑡𝑒
     (3.3) 
 
𝑛𝑢𝑚𝑒𝑟𝑜 𝑑𝑖 𝑎𝑧𝑖𝑜𝑛𝑖 𝑡𝑒𝑐𝑛𝑖𝑐ℎ𝑒 𝑟𝑎𝑐𝑐𝑜𝑚𝑎𝑛𝑑𝑎𝑡𝑒 =  ∑[𝐶𝐹 ∗ ( 𝐹𝑓 ∗ 𝐹𝑝 ∗ 𝐹𝑎
𝑛
𝑖=1
∗ 𝐷)] ∗ 𝐹𝑟     (3.4) 
 
Dove: 
 
1, … , 𝑛 = azioni tecniche che comportano un movimento ripetitivo degli arti superiori; 
𝐶𝐹 = costante di frequenza del numero di azioni tecniche al minuto in una situazione 
ottimale (tutti gli altri fattori assumono un valore unitario) pari a 30 azioni tecniche al 
minuto; 
𝐹𝑓 , 𝐹𝑝, 𝐹𝑎  = fattori moltiplicativi che variano da 0 a 1 correlati rispettivamente alla forza; 
(𝐹𝑓), alla postura (𝐹𝑝) e ad altre cause addizionali (𝐹𝑎) come ad esempio le temperature a 
cui si lavora, o la presenza di movimenti bruschi; 
𝐷  = durata di ciascuna azione tecnica; 
𝐹𝑟 = fattore moltiplicativo che varia da 0 a 1 correlato alla mancanza di un periodo di 
recupero durante l’intero turno di lavoro. 
In base al valore assunto dall’indice OCRA si individuano tre aree colorate che 
descrivono la rischiosità del lavoro in esame, ed indicano le linee guida da seguire per 
rimediare alla eventuale situazione di rischio (tabella 3.3).  
 
 
VALORE ASSUNTO ENTITÀ DEL RISCHIO 
OCRA > 0,75 ASSENZA DI RISCHIO 
0,75 < OCRA < 4,00 RISCHIO LIEVE 
OCRA > 4,00 RISCHIO PRESENTE 
 
 
 
Area verde: l’attività lavorativa è svolta in condizioni totalmente accettabili e non c’è 
bisogno di alcuna azione correttiva. 
 
Area arancione: l’indice esprime una situazione di incertezza, l’attività lavorativa 
potrebbe in futuro presentare situazioni di rischio ed è quindi importante tenerla sotto 
monitoraggio. 
 
Tabella 3.3 – Valutazione del rischio attraverso l’indice OCRA 
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Area rossa: le situazioni di rischio sono tanto più importanti quanto più l’indice supera il 
valore di 4,00. È necessario intraprendere delle azioni correttive e tenere l’attività 
lavorativa sotto costante monitoraggio.  
 
 
3.4 Ovako work analysing system (OWAS) 
 
Il metodo OWAS (Karhu et al., 1977) fornisce un indicatore del livello di rischio 
associato ad un certo lavoro basandosi sulla postura che viene assunta nella sua 
esecuzione. L’approccio si basa su un’analisi condotta in un’acciaieria che ha permesso 
di identificare 72 posture differenti assunte dagli operatori durante la loro attività 
lavorativa. Ciascuna di esse è stata scomposta in base alla posizione di gambe, braccia, 
schiena e del carico sollevato (in certi casi può essere inclusa anche la posizione del 
collo), e ad ogni posizione è associato un numero che ne riflette la dannosità a livello 
muscolo-scheletrico. In questo modo le varie posture sono descritte univocamente da un 
codice numerico di quattro (cinque) cifre.  
 
Una volta identificato il codice associato alla postura, attraverso l’utilizzo di una tabella 
a entrata multipla (tabella 3.5) è possibile ricavare l’indice che riflette il livello di 
rischio complessivo procedendo nel seguente modo: 
 
• si individua la colonna del punteggio relativo alla posizione della schiena; 
• si individua la sotto colonna del punteggio relativo alla posizione delle braccia; 
• si individua la riga del punteggio relativo alla posizione delle gambe; 
• si individua la sotto riga del punteggio relativo al peso; 
• la cella dove si incrociano la sotto colonna del punteggio relativo alla posizione 
delle braccia e la sotto riga del punteggio relativo al peso rappresenta la classe di 
rischio di quella specifica postura. 
 
Dopo aver individuato la classe di rischio associata a ciascuna postura osservata è 
possibile ricavare l’indice di rischio dell’intera attività lavorativa considerata. La formula 
per il calcolo di questo indice è dipendente dal tempo durante il quale l’operatore 
mantiene una determinata posizione, ed attribuisce pesi diversi alle classi di rischio di 
ciascuna postura. 
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𝑖𝑛𝑑𝑖𝑐𝑒 𝑂𝑊𝐴𝑆 = [(𝑎 ∗ 1) + (𝑏 ∗ 2) + (𝑐 ∗ 3) + (𝑑 ∗ 4)] ∗ 100     (3.4)  
 
Dove: 
 
𝑎  = frequenza percentuali di osservazioni in classe 1 di rischio; 
𝑏 = frequenza percentuali di osservazioni in classe 2 di rischio; 
𝑐 = frequenza percentuali di osservazioni in classe 3 di rischio; 
𝑑 = frequenza percentuali di osservazioni in classe 4 di rischio; 
 
In base al valore assunto dall’indice OWAS si individuano diverse fasce di rischio che 
descrivono l’attività sotto esame, ed indicano le linee guida da seguire per rimediare alla 
eventuale situazione di rischio (tabella 3.4). 
 
 
VALORE ASSUNTO ENTITÀ DEL RISCHIO 
100 < OWAS < 200 ASSENZA DI RISCHIO 
200 < OWAS < 300 RISCHIO LIEVE 
300 < OWAS < 400 RISCHIO PRESENTE 
OWAS > 400 RISCHIO ELEVATO 
 
 
 
Classe 1: il livello di rischio associato alle posture osservate è accettabile per quasi tutta 
la popolazione. 
 
Classe 2: una parte non trascurabile della popolazione è soggetta ad una situazione di 
rischio basso o molto basso associato alle posture osservate. 
 
Classe 3: la maggior parte della popolazione osservata è soggetta ad una situazione di 
rischio associato alle posture osservate, diventa quindi necessario assumere dei 
provvedimenti a livello organizzativo. 
 
Classe 4: quasi la totalità della popolazione osservata è soggetta ad una situazione di 
rischio associato alle posture osservate, è necessario assumere immediatamente dei 
provvedimenti, quali la modifica delle attività operative, o l’introduzione di nuove 
attrezzature di lavoro, oppure una job rotation per sollevare un operatore da uno specifico 
compito. 
Tabella 3.4 – Valutazione del rischio attraverso l’indice OWAS 
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Schiena 1 2 3 4 
Braccia 1 2 3 1 2 3 1 2 3 1 2 3 
Gambe 
Peso 
1 
1 1 1 1 2 2 3 1 2 2 2 3 4 
2 1 1 1 2 2 3 1 2 2 3 3 4 
3 1 1 1 3 3 4 1 3 3 3 4 4 
2 
1 1 1 1 2 2 2 1 1 1 2 2 2 
2 1 1 1 2 2 2 1 1 1 2 3 3 
3 1 1 1 3 3 3 1 1 1 3 4 4 
3 
1 1 1 1 2 2 3 1 1 2 2 3 3 
2 1 1 1 2 3 3 1 1 3 3 3 3 
3 1 1 1 3 3 3 2 2 3 3     
4 
1 2 2 2 3 3 3 3 4 4 4 4 4 
2 2 2 2 3 4 4 3 4 4 4 4 4 
3 2 2 3 3 4 4 3 4 4 4 4 4 
5 
1 2 2 2 3 3 4 4 4 4 4 4 4 
2 2 2 2 3 4 4 4 4 4 4 4 4 
3 2 2 3 3 4 4 4 4 4 4 4 4 
6 
1 1 1 1 2 3 4 1 3 4 4 4 4 
2 1 1 1 2 3 4 1 3 4 4 4 4 
3 1 1 1 2 4 4 1 3 4 4 4 4 
7 
1 1 1 1 2 2 2 1 1 1 2 2 2 
2 1 1 1 3 3 3 1 1 1 3 3 3 
3 1 1 2 3 4 4 1 1 2 4 4 4 
 
 
 
3.5 Energy expenditure rate 
 
Si è visto come i diversi metodi sopra presentati abbiano in comune un output 
rappresentato da un indicatore di rischio semi-quantitativo che, in funzione dell’intervallo 
di valori entro cui ricade, fornisce delle linee guida per migliorare (quando necessario) la 
condizione di lavoro degli operatori. Generalmente questi indici vengono utilizzati per 
valutare macro-attività lavorative, e non per lo studio di attività elementari, e lo 
svolgimento di uno studio completo richiede un elevato investimento in termini di tempo 
poiché per ciascuna postura devono essere analizzate una molteplicità di parti del corpo.  
 
Si descrive adesso un approccio scientifico introdotto da Garg et al. (1978) che permette 
di calcolare il dispendio energetico di un operatore durante l’attività lavorativa come 
funzione del suo consumo di ossigeno. L’ipotesi alla base del modello è che ciascun 
lavoro può essere suddiviso in una serie di task elementari, e che il dispendio energetico 
Tabella 3.5 – Tabella a entrata multipla per la determinazione della classe di rischio OWAS 
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medio associato all’intero lavoro può essere ricavato conoscendo il dispendio energetico 
associato ai movimenti che lo compongono, come ad esempio sollevare un oggetto, 
trasportare un oggetto, oppure camminare. Il consumo metabolico di un task dipende da 
una molteplicità di fattori; sesso dell’operatore, peso dell’operatore, peso del carico, 
altezza cui l’oggetto viene sollevato/abbassato, movimenti laterali delle braccia, velocità 
di spostamento e durata dell’attività. Non sono invece rilevanti: età dell’operatore, livello 
di addestramento, dimensione del carico, velocità con cui viene eseguita l’attività, 
temperatura e umidità. 
 
Da un’analisi sperimentale sono state sviluppate delle equazioni che permettono di 
ricavare il consumo metabolico dei task più comuni, in funzione delle variabili sopra 
descritte. Il consumo energetico medio di una certa attività è quindi pari alla somma del 
consumo energetico di ciascun task e del consumo energetico dovuto al mantenimento di 
una certa postura, il tutto rapportato alla durata dell’attività. 
 
La formulazione matematica del modello è la seguente: 
 
?̅̇?𝑗𝑜𝑏 =
∑ ?̇?𝑝𝑜𝑠𝑖 ∗ 𝑡𝑖 +  ∑ 𝛥𝐸𝑡𝑎𝑠𝑘𝑖
𝑛
𝑖=1
𝑛𝑖
𝑖=1
𝑇
     (3.5) 
 
Dove: 
 
?̅̇?𝑗𝑜𝑏 = consumo energetico medio di una certa attività (kcal/min); 
?̇?𝑝𝑜𝑠𝑖= consumo energetico dovuto al mantenimento della i-esima postura (kcal/min); 
𝑡𝑖 = durata della i-esima postura (min); 
𝑛𝑖 = numero totale delle posture assunte in una certa attività lavorativa; 
𝛥𝐸𝑡𝑎𝑠𝑘𝑖  = consumo energetico netto dovuto all’ i-esimo movimento (kcal); 
𝑛 = numero totale di movimenti effettuati in una certa attività lavorativa; 
𝑇 = durata totale dell’attività lavorativa (min); 
 
L’utilizzo di questo approccio, si vedrà in seguito, consente di individuare le attività che 
provocano un maggior affaticamento dell’operatore, permettendo ad esempio di capire in 
quale ordine sia meglio assegnarle, e di valutare la necessità o meno di prevedere un 
periodo di recupero.  
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3.6 Le funzioni fatica e recupero 
 
Si è presentato sopra un approccio analitico per calcolare il consumo energetico di un 
operatore associato allo svolgimento di una serie di task a lui assegnati. Questo valore 
può essere interpretato anche come un indicatore del livello di affaticamento a cui è 
soggetto l’individuo durante la sua attività lavorativa. Diventa quindi logicamente 
importante monitorare il livello di fatica raggiunto, per evitare che raggiunga un valore 
troppo elevato.  
 
È dimostrato come l’energy expediture rate non sia costante durante l’esecuzione di una 
attività, ed in particolare come la fatica ed il conseguente recupero possano essere 
modellizzate attraverso l’impiego di funzioni di tipo esponenziale. Inoltre l’andamento di 
queste funzioni varia da persona a persona sulla base di determinate caratteristiche 
fisiologiche. L’espressione matematica risulta essere la seguente (Calzavara et al., 2018): 
 
𝐹(𝑡𝑤) =  ?̇?𝑊 + (?̇?𝑅 − ?̇?𝑊) ∗ 𝑒
−ʎ𝑡𝑤       (3.6) 
 
𝑅(𝜏) = 𝐹(𝑡𝑤) ∗ 𝑒
−µ𝜏     (3.7) 
 
Dove: 
 
?̇?𝑊 = valore del dispendio energetico dopo l’esecuzione di una attività; 
?̇?𝑅 = valore del dispendio energetico in una condizione di riposo, posto in letteratura pari 
a 1,86 kcal/min; 
𝑡𝑤 = durata dell’attività considerata; 
ʎ = coefficiente di affaticamento, diverso per ciascun operatore; 
µ = coefficiente di recupero, diverso per ciascun operatore; 
𝜏 = tempo necessario per recuperare dopo la fatica accumulata; 
 
In figura 3.2 sono rappresentate le funzioni sopra descritte. 
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Si può vedere come in un’analisi che prenda in considerazione la fatica, questa non 
cominci ad accumularsi partendo da 0, ma dal valore dell’energy expenditure rate a riposo 
?̇?𝑅 , ovvero 1,86 kcal/min. Questa aumenta poi in maniera esponenziale fino al 
raggiungimento del valore massimo dell’energy expenditure rate ?̇?𝑊 dopo un tempo pari 
a 𝑡𝑤. A questo punto inizia la fase di recupero, seguendo un andamento esponenziale 
decrescente fino al raggiungimento di ?̇?𝑅 dopo un tempo pari a:  
 
𝜏𝑟 =
ln 𝐹(𝑡𝑤) − 𝑙𝑛?̇?𝑅
µ
     (3.8) 
 
L’analisi di queste funzioni è determinante per valutare la necessità di assegnare un certo 
intervallo di tempo per recuperare pienamente le energie dopo una attività 
particolarmente faticosa, oppure dopo un certo numero di attività. È intuitivo infatti 
pensare come un operatore che, dopo aver eseguito una prima attività che lo ha portato 
ad un livello di fatica pari a 𝐹(𝑡𝑤)1, si vede assegnata una seconda attività caratterizzata 
da un energy expenditure rate ?̇?2 tale che ?̇?2 > 𝐹(𝑡𝑤)1, accumuli fatica. Se si verifica 
invece la situazione in cui ?̇?2 < 𝐹(𝑡𝑤)1, l’operatore beneficerà di un periodo di recupero. 
È bene specificare che il periodo di recupero può essere di tipo statico quando viene 
interrotta qualsiasi attività, oppure di tipo dinamico, in cui si ha un recupero parziale 
associato all’esecuzione di attività meno stancanti. La figura 3.3 descrive in maniera 
grafica questi concetti. 
 
Figura 3.2 – Andamento dell’energy expenditure rate in funzione del tempo (Calzavara et al., 2018) 
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In letteratura sono presenti vari modelli per la determinazione del periodo di recupero.  
Secondo quanto proposto da Rohmert (1973), l’introduzione di un periodo di riposo si 
rende necessaria quando si verifica la condizione ?̇?𝑊 >  ?̇?𝑠𝑡𝑑 , dove il secondo termine 
viene posto pari a circa 2,7 kcal/min. Il valore di RA è ricavabile dalla seguente formula: 
 
𝑅𝐴 = 1,9 ∗ (𝑡𝑤
0,145) ∗ [(
?̇?𝑊
?̇?𝑠𝑡𝑑
− 1)
1,4
]     (3.9) 
 
Moltiplicando il valore di RA per la durata dell’attività si va quindi ad ottenere il tempo 
necessario per recuperare le energie dopo lo svolgimento di un certo task. La durata 
dell’attività includendo anche il periodo aggiuntivo di riposo risulta essere: 
 
𝑡𝑤
′ = 𝑡𝑤(1 +  𝑅𝐴)     (3.10) 
 
Una differente formulazione del calcolo di RA viene suggerita da Price (1990), senza 
considerare però il trend esponenziale delle funzioni di fatica e recupero sopra introdotto. 
Figura 3.3 – Accumulo di fatica a seconda dell’ordine dei task (Calzavara et al., 2018) 
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Si ipotizza infatti che l’operatore raggiunga immediatamente il dispendio energetico 
massimo ?̇?𝑊 , e che questo resti costante per tutta la durata dell’attività, ed una volta 
terminata l’attività si assume che il raggiungimento di ?̇?𝑅 sia immediato e non richieda 
un certo intervallo di tempo. L’equazione originale di Price si basa su un valore che 
riflette un livello di lavoro accettabile (acceptable working level – AWL) posto pari a 
300W, con cui andranno confrontati i valori di mean working rate (MWR) e resting rate 
(RR). Il modello è stato riadattato (Battini et al., 2017) per le attività di tipo manuale, 
introducendo la notazione già usata precedentemente: 
 
𝑅𝐴 =
𝑀𝑊𝑅 − 300
300 − 𝑅𝑅
=
?̇?𝑊 − 4,3
4,3 − ?̇?𝑅
     𝑠𝑒 ?̇?𝑊 > 4,3     (3.11) 
 
Come già specificato, moltiplicando RA per la durata 𝑡𝑤 dell’attività si ottiene la durata 
effettiva del recupero. 
 
La formulazione del periodo di recupero RA, che consideri anche il trend esponenziale 
delle due funzioni, è basata su un nuovo valore di dispendio energetico medio definito 
𝐸′̇ 𝑊, calcolato in riferimento al tempo di lavoro e aggiungendo il tempo necessario a 
raggiungere la condizione di riposo di 1,86 kcal/min (figura 3.4). 
 
 
 
 
 
 
 
Il valore di 𝐸′̇ 𝑊  è ricavabile tramite l’integrazione della funzione fatica 𝐹(𝑡𝑤) e della 
funzione recupero 𝑅(𝜏).  
 
Figura 3.4 – Definizione di 𝐸′̇ 𝑊 considerando il trend esponenziale (Calzavara et al., 2018) 
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𝐸′̇ 𝑊 =
∫ 𝐹(𝑡𝑤) +  ∫ 𝑅(𝜏)
𝑡𝑤+𝜏𝑟
𝑡𝑤
𝑡𝑤
0
𝑡𝑤 + 𝜏𝑟
     (3.12) 
 
Il valore di RA in conclusione è dato da: 
 
𝑅𝐴 =
𝑡′𝑅
𝑡𝑤
     (3.13) 
 
Dove 𝑡′𝑅 è il tempo effettivo a riprendersi completamente dallo sforzo effettuato, ed è 
dato dal contributo di due termini: 
 
𝑡′𝑅 =  𝜏𝑟 +  𝑡𝑅𝐴 =  𝜏𝑟 + 𝑅𝐴 ∗ (𝑡𝑤 +  𝜏𝑟)     (3.14) 
 
Alla luce di quanto esposto finora, la condizione che deve essere verificata perché ad un 
certo task venga assegnato un determinato periodo di recupero è la seguente: 
 
𝑅𝐴 =  
𝐸′̇ 𝑊 − 4,3
4,3 −  ?̇?𝑅
     𝑠𝑒 𝐸′̇ 𝑊 > 4,3     (3.15)  
 
Quanto esposto sopra viene efficacemente riassunto da quanto rappresentato in figura 3.5. 
 
 
 
 
 
 
 
 
Figura 3.5 – Modello per la determinazione di RA (Calzavara et al., 2018) 
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Capitolo 4 
Caso studio: descrizione ed analisi preliminare 
del sistema 
 
Sono stati discussi nei capitoli precedenti i principali aspetti che caratterizzano una linea 
di assemblaggio, sia in fase di progettazione che in fase di analisi. Sono stati presentati 
diversi modelli per il bilanciamento delle linee, si sono illustrate varie modalità per 
effettuare un’analisi ergonomica del sistema, ed infine è stato ampiamente trattato quello 
che si è indicato come MSP. A questo riguardo, sono state esposte delle formulazioni 
presenti in letteratura che permettono di affrontare il problema sulla base di obiettivi di 
tempo, di costo, o di gestione delle scorte.  
In questi due capitoli conclusivi si proporrà un caso studio destinato a presentare un nuovo 
modo di gestire il problema del sequenziamento dei prodotti, in particolare andando ad 
unire obiettivi tradizionali, come quelli già descritti, ad obiettivi di tipo ergonomico. 
Questo viene fatto grazie alla disponibilità di dati reali raccolti sul campo, relativi ad una 
linea di assemblaggio di una multinazionale americana operante nel territorio veneto, 
dedicata a prodotti di medio-grandi dimensioni per il trattamento dell’aria compressa. 
Ulteriori informazioni sull’azienda produttrice non saranno presenti per motivi di policy 
aziendale. 
Nella prima parte di questo capitolo sarà presente una descrizione del sistema analizzato 
e dei problemi riscontrati, verranno poi illustrate le contromisure prese per risolverli. 
Nella seconda parte del capitolo si affronterà il primo di questi problemi, relativo al 
ribilanciamento della linea, esponendo in maniera dettagliata le modifiche apportate al 
sistema ed un’analisi della sua produttività. 
 
4.1 Presentazione della linea  
 
La linea di assemblaggio oggetto di questa analisi è una linea di assemblaggio manuale 
del tipo mixed-model. Il sistema di movimentazione dei prodotti prevede che ogni work 
in process (WIP) sia dotato di un apposito carrello che ne faciliti lo spostamento tra le 
varie postazioni, o che consenta di portarlo al di fuori della linea qualora si verificassero 
degli inconvenienti. Le dimensioni dei prodotti (verranno descritti con maggior dettaglio 
nel proseguo del paragrafo) non permettono infatti altri sistemi di trasporto, come ad 
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esempio rulliere o nastri trasportatori. La linea inoltre può considerarsi asincrona, infatti 
ciascun WIP avanza non appena ha terminato di essere lavorato nella sua postazione 
attuale, e non ad intervalli prefissati. Qualora l’operatore successivo fosse impegnato, 
rimarrà in attesa che si liberi. Per quanto riguarda il layout, la linea presenta delle 
postazioni disposte in serie (figura 4.1). 
Nella sua configurazione iniziale, la linea presenta quattro operatori assegnati alle diverse 
lavorazioni, ovvero: 
 
• fase di assemblaggio meccanico, dedicata alla preparazione della struttura 
principale del prodotto e dei suoi elementi fondamentali, verrà indicata come 
workstation1; 
• fase di saldatura, dedicata al posizionamento ed appunto alla saldatura delle 
tubazioni destinate al fluido frigorigeno per lo scambio termico, verrà indicata 
come workstation2; 
• fase di cablaggio elettrico e collaudo, dedicata all’installazione delle varie 
connessioni elettriche necessarie alla macchina e del pannello di controllo per 
comandarla, inclusa la verifica del suo corretto funzionamento, verrà indicata 
come workstation3; 
• fase di finitura, dedicata alle operazioni di isolamento delle tubazioni e di 
pannellatura, comprendendo anche l’imballaggio, verrà indicata come 
workstation4. 
 
 
 
 
 
 
In riferimento alle diverse modalità di classificazione di una linea di assemblaggio 
presentate nel primo capitolo di questo testo (1.2), nella tabella 4.1 vengono riassunte le 
caratteristiche del sistema in esame. 
 
 
 
Figura 4.1 – Configurazione iniziale del sistema 
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Classificazione Tipologia 
Ritmo di produzione Linea asincrona 
Varietà di prodotto Linea mixed-model 
Grado di automazione Linea manuale 
Layout Layout seriale/rettilineo 
 
 
 
Per quanto riguarda invece i prodotti processati in questa linea di assemblaggio, questi 
possono essere ricondotti a tre modelli principali. Si è anticipato ad inizio capitolo come 
la linea fosse dedicata alla produzione di macchinari per il trattamento dell’aria 
compressa. I tre modelli su cui si basa l’analisi della linea condividono il medesimo 
principio di funzionamento, e si differenziano l’uno dall’altro per la dimensione fisica del 
prodotto, associata logicamente alla capacità di trattare una maggiore o minore quantità 
d’aria effettuando uno scambio termico più o meno importante. I tre modelli verranno 
indicati da questo punto in poi come P1, P2, P3. 
 
Nella tabella seguente (tabella 4.2) vengono riportate delle indicazioni riguardo alle 
caratteristiche fisiche dei prodotti. Si ritiene importante questa specificazione per poter 
comprendere al meglio come le dimensioni di questi prodotti svolgano un ruolo di 
fondamentale importanza nell’analisi che seguirà. Si considera P1 come il modello più 
piccolo, P2 come il modello di dimensione intermedia, e P3 come il modello più grande. 
 
 
  Altezza [cm] Profondità [cm] Peso [kg] 
P1 170 100 470 
P2 200 170 830 
P3 220 230 1190 
 
 
 
In riferimento al ciclo di lavorazione, esso è pressoché uguale per i tre prodotti, ad 
esclusione di alcuni task caratteristici del prodotto più grande. Quello che cambia sono la 
dimensione ed il peso dei componenti, che come si vedrà in seguito comporteranno dei 
tempi di assemblaggio crescenti ed anche uno sforzo maggiore a seconda dei modelli che 
attraversano la linea. 
Tabella 4.1 – Caratteristiche della linea di assemblaggio 
Tabella 4.2 – Caratteristiche fisiche dei prodotti processati dalla linea di assemblaggio 
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Il sistema di assemblaggio nella configurazione sopra descritta presenta una serie di 
inefficienze che non garantiscono il raggiungimento degli output produttivi desiderati. 
L’obiettivo primario infatti è quello di ottenere una certa produttività giornaliera da 
ciascuna postazione della linea, tuttavia la scorretta distribuzione dei carichi di lavoro tra 
i diversi operatori non rende possibile il suo raggiungimento. È necessario quindi 
analizzare nel dettaglio la suddivisione delle attività nelle diverse stazioni attraverso 
rilevamenti cronometrici, al fine di identificare le postazioni maggiormente critiche e 
effettuare un nuovo bilanciamento della linea. Di questo si discuterà nel paragrafo 
successivo. 
 
Un ulteriore problema legato alla gestione di questa linea di assemblaggio è rappresentato 
dai tempi di ozio molto elevati che si manifestano quando vengono processati i prodotti 
P3, poiché la stazione k in cui si trova il prodotto diventa il collo di bottiglia della linea, 
andando a creare di fatto una situazione in cui una coda di prodotti di tipo P1 e P2 
attendono di essere lavorati in uscita dalla stazione k-1, ed una situazione di linea scarica 
nelle stazioni successive. Questo problema può essere risolto attraverso l’analisi di 
possibili sequenze secondo le quali i prodotti potrebbero essere processati dalla linea, con 
l’obiettivo di minimizzare il tempo totale di attraversamento della sequenza, e 
conseguentemente quindi anche ridurre i tempi di ozio. Si affronterà questo tema del 
paragrafo 5.1. 
 
Infine, il rallentamento della linea è ancor di più accentuato quando più prodotti P3 
vengono processati consecutivamente, per via del dispendio energetico non trascurabile 
che va a causare l’affaticamento degli operatori addetti all’assemblaggio. Intervenire su 
questo aspetto ha richiesto la determinazione del consumo energetico associato a ciascun 
task del ciclo di lavorazione per tutti e tre i prodotti, in modo da poter formulare delle 
ipotesi di sequenziamento dei vari modelli che considerassero anche lo sforzo che ogni 
operatore è tenuto a svolgere per completare il prodotto. Logicamente, basarsi solo 
sull’aspetto ergonomico potrebbe portare a delle soluzioni inefficienti, per questo motivo 
sono stati sviluppati due approcci alternativi per risolvere il MSP tenendo conto 
simultaneamente dell’ottimizzazione della produttività e dell’ottimizzazione energetica. 
I due modelli verranno descritti in maniera esaustiva nei paragrafi 5.2 e 5.3. 
 
Nella tabella seguente (tabella 4.3) vengono riassunte le problematiche della linea e le 
contromisure necessarie per risolverle. 
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4.2 Bilanciamento e raggiungimento degli obiettivi 
 
Nella prima parte di questo capitolo sono state descritte le caratteristiche generali della 
linea di assemblaggio in esame e dei prodotti da essa processati. Sono state inoltre 
presentate le problematiche riscontrate dall’azienda, e l’insieme delle contromisure da 
implementare al fine di affrontarle. Questo paragrafo sarà dedicato alla risoluzione del 
PROBLEMI CONTROMISURE ACTION PLAN 
Necessità di 
incrementare l'output 
giornaliero delle diverse 
postazioni 
Ribilanciamento della 
linea di assemblaggio 
• Rilevamenti 
cronometrici 
 
• VAM 
 
• Diagrammi di carico 
 
• Analisi della 
produttività delle 
stazioni 
Idle time eccessivi 
Sequenziamento 
ottimale dei prodotti 
• Simulazione tramite 
software di scheduling e 
diagramma di Gantt 
Inefficienze legate 
all'affaticamento degli 
operatori 
Sequenziamento 
ergonomico dei prodotti 
• Determinazione 
dell'energy expenditure 
rate 
 
• Approccio multi- 
objective 
 
• Analisi della frontiera 
efficiente di Pareto 
 
• Approccio single 
objective 
 
• Determinazione del 
periodo di recupero 
 
• Confronto tra i due 
metodi 
Tabella 4.3 – Problemi e contromisure da adottare per il sistema in esame 
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primo problema, ovvero l’incremento di produttività desiderato, attraverso il 
ribilanciamento della linea. Per poter impostare il problema del sequenziamento infatti, è 
necessario che il sistema in esame sia in grado di fornire le performance richieste a livello 
aziendale. 
 
4.2.1 Analisi della situazione as is 
 
Attraverso l’osservazione diretta del processo di assemblaggio per i tre modelli si sono 
ricostruiti i diversi cicli di lavorazione, identificando complessivamente più di 70 task, 
che per semplificare lo studio, e senza alcuna perdita di significatività, sono stati ridotti a 
65 task. Per via dell’elevato numero di attività non verrà rappresentato il diagramma delle 
precedenze dei singoli modelli e nemmeno il diagramma congiunto. 
Va precisato inoltre che essendo le diverse postazioni caratterizzate da operazioni di 
assemblaggio ben precise (ad esempio saldatura, collaudo) e di conseguenza da 
attrezzatura e macchinari specifici (ad esempio fiamma ossidrica, macchina per il vuoto), 
le modifiche relative a trasferimenti di attività riguarderanno task di breve durata 
generalmente eseguiti come task conclusivi nelle varie stazioni. 
Una volta definiti i tre cicli di lavorazione si è passati al rilevamento cronometrico della 
durata di ogni micro-attività. A causa delle dimensioni dei prodotti sono stati effettuati 
almeno tre rilevamenti per ciascun modello, in un intervallo temporale di circa un mese.  
 
Attraverso l’analisi di dati storici e il parere dei pianificatori di produzione della linea è 
stato possibile stimare la domanda settimanale dei prodotti nel seguente modo: 
 
• P1 = 7 pz/settimana; 
• P2 = 5 pz/settimana; 
• P3 = 3 pz/settimana. 
 
La domanda di mercato per i modelli di prodotto processati dalla linea di assemblaggio 
oggetti di questa analisi è soggetta a fluttuazioni da periodo a periodo, ed i dati scelti 
consentono di mantenersi vicini alla situazione reale, garantendo al tempo stesso di 
ottenere risultati non banali nello studio proposto. 
 
Nella tabella seguente (tabella 4.4) vengono riportate le durate di tutti i task per i relativi 
modelli, ed il calcolo della durata dei vari task per il VAM. 
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La suddivisione iniziale delle attività tra i diversi operatori crea uno squilibrio tra le 
stazioni a monte e quelle a valle della linea, con la workstation3 che rappresenta il collo 
di bottiglia della linea, ovvero il numero di unità giornaliere che potranno essere prodotte 
è determinato dal tempo ciclo di questa fase. La tabella 4.5 riporta i carichi di lavoro per 
ciascun prodotto in ciascuna stazione, così come i tempi del VAM. 
 
 
  TPi,W1 [min] TPi,W2 [min] TPi,W3 [min] TPi,W4 [min] 
P1 94 96 152 125 
P2 128 119 167 142 
P3 195 194 209 188 
VAM 125,53 123,27 168,40 143,27 
 
Tabella 4.4 – Elenco dei task e relative durate 
Tabella 4.5 – Tempo ciclo di ogni stazione nella configurazione iniziale 
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I grafici seguenti (figure 4.2 e 4.3) rappresentano il diagramma di carico della linea 
nella sua configurazione iniziale. 
 
 
 
 
 
 
 
 
Il primo grafico rappresenta il tempo di assemblaggio di ciascun modello nelle varie 
postazioni della linea. Si può osservare che i tempi di P1, P2, P3 sono crescenti, come già 
specificato infatti la taglia maggiore determina una dilatazione dei tempi di produzione.  
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Figura 4.2 – Diagramma di carico della linea nella sua configurazione iniziale in riferimento ai modelli 
Figura 4.3 - Diagramma di carico della linea nella sua configurazione iniziale in riferimento al VAM 
modelli 
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Il secondo grafico, in maniera analoga al prima, espone il carico di lavoro di ogni 
postazione in riferimento al VAM, le cui durate dei task sono state calcolate facendo 
riferimento alla domanda di mercato sopra illustrata. In questo grafico viene inoltre 
indicato anche il tempo massimo che ogni postazione deve rispettare in maniera da 
raggiungere l’obiettivo aziendale, ovvero 3 pz/giorno. Considerando una giornata 
lavorativa di 7,5 ore (450 minuti) questo corrisponde ad un carico massimo di 150 
minuti/VAM. Si vede come la workstation3 con un carico di 168,4 minuti/VAM non 
possa garantire l’output aziendale desiderato, e fungendo da collo di bottiglia della linea, 
vada anche a vincolare la produttività della workstation4.  
Per come questo sistema è progettato infatti, la produttività di ciascuna postazione può 
essere calcolata nel modo seguente: 
 
𝑄𝑖 =
𝑇𝑑𝑖𝑠𝑝𝑜𝑛𝑖𝑏𝑖𝑙𝑒
𝑇𝑐𝑖
     𝑠𝑒 𝑇𝑐𝑖 >  𝑇𝑐𝑖−1     (4.1) 
 𝑄𝑖 =
𝑇𝑑𝑖𝑠𝑝𝑜𝑛𝑖𝑏𝑖𝑙𝑒
𝑇𝑐𝑖−1
     𝑠𝑒 𝑇𝑐𝑖 <  𝑇𝑐𝑖−1     (4.2) 
 
Dove: 
 
𝑄𝑖 = produttività della stazione i; 
𝑇𝑐𝑖 = carico di lavoro della stazione i; 
𝑇𝑐𝑖−1 = carico di lavoro della stazione precedente alla stazione i; 
𝑇𝑑𝑖𝑠𝑝𝑜𝑛𝑖𝑏𝑖𝑙𝑒 = tempo di lavoro disponibile nell’unità di tempo considerata. 
 
La formulazione sopra riflette il fatto che, essendo la linea di tipo asincrono, le diverse 
postazioni potranno avere un output differente l’una dall’altra. Tuttavia, per le stazioni 
che si trovano a valle del collo di bottiglia della linea, o di una stazione che presenta un 
carico di lavoro superiore, la produttività dipenderà non dal loro carico ma da quello delle 
suddette stazioni. È intuitivo infatti osservando i dati sopra esposti che sebbene il tempo 
ciclo della workstation4 sia di 143,27 minuti, poiché essa deve attendere che i prodotti 
siano terminati nella workstation3, dalla linea non potranno uscire prodotti ad intervalli 
inferiori di 168,40 minuti. 
 
Alla luce di quanto esposto sopra si può ricavare la produttività delle diverse postazioni 
della linea e confrontarla con l’obiettivo aziendale, ovvero 3 pz/gg (figura 4.4). 
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Dal grafico si può vedere chiaramente come le ultime due stazioni della linea non 
rispettino la produttività richiesta, e come già anticipato, la causa principale è l’eccessivo 
carico di lavoro per quanto riguarda la workstation3, che rallentando la linea di 
assemblaggio compromette le performance anche della workstation4. È evidente quindi 
la necessità di apportare degli interventi in questa sezione della linea di assemblaggio per 
aumentarne le prestazioni. 
 
4.2.2 Analisi della situazione future state 
 
Per poter rimediare alla situazione di squilibrio ed al conseguente problema della mancata 
produttività si è dunque deciso di intervenire nella parte centrale della linea di 
assemblaggio. La soluzione migliore si è mostrata essere quella di aggiungere un 
operatore alla linea, dedicato ad una parte delle attività assegnate alla workstation3, ed al 
trasferimento di un ridotto numero di attività della workstation2 e della workstation4 
verso la zona centrale della linea. Questo ha permesso di evitare una massiccia 
ridistribuzione dei task, la quale avrebbe creato dei problemi al layout della linea per via 
della stretta dipendenza con le attrezzature ed i macchinari presenti.  
Le modifiche apportate sono rappresentate in figura 4.5. 
Nella sua nuova configurazione quindi la linea presenta cinque operatori assegnati alle 
diverse lavorazioni, ovvero: 
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Figura 4.4 – Produttività del sistema nella sua configurazione iniziale 
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• fase di assemblaggio meccanico, dedicata alla preparazione della struttura 
principale del prodotto e dei suoi elementi fondamentali, verrà indicata come 
workstation1; 
• fase di saldatura, dedicata al posizionamento ed appunto alla saldatura delle 
tubazioni destinate al fluido frigorigeno per lo scambio termico, verrà indicata 
come workstation2; 
• fase di cablaggio elettrico, dedicata all’installazione delle varie connessioni 
elettriche necessarie alla macchina ed al pannello di controllo per comandarla, 
verrà indicata come workstation3 
• fase di collaudo, dedicata alla verifica corretto funzionamento della macchina, 
verrà indicata come workstation4; 
• fase di finitura, dedicata alle operazioni di isolamento delle tubazioni e di 
pannellatura, comprendendo anche l’imballaggio, verrà indicata come 
workstation5. 
 
 
 
 
 
 
I carichi di lavoro per ciascun prodotto nelle diverse stazioni, così come quelli relativi al 
VAM sono riportati nella tabella seguente (tabella 4.6). 
 
 
  TPi,W1 [min] TPi,W2 [min] TPi,W3 [min] TPi,W4 [min] TPi,W5 [min] 
P1 94 76 101 81 115 
P2 128 99 111 86 132 
P3 195 168 144 106 173 
VAM 125,53 102,07 112,93 87,67 132,27 
 
 
 
I grafici seguenti (figure 4.6 e 4.7) rappresentano il diagramma di carico della linea 
nella sua nuova configurazione. 
Figura 4.5 - Configurazione finale del sistema 
Tabella 4.6 - Tempo ciclo di ogni stazione nella configurazione finale 
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Si può osservare come ciascuna postazione rispetti i vincoli legati agli obiettivi di 
performance aziendali. La produttività di ogni stazione dopo aver apportato le modifiche 
sopra descritte è riportata nel grafico seguente (figura 4.8). 
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Figura 4.6 - Diagramma di carico della linea nella sua configurazione finale in riferimento ai modelli 
Figura 4.7 - Diagramma di carico della linea nella sua configurazione iniziale in riferimento al VAM 
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Come anticipato sopra si può osservare come tutte le postazioni ora siano in grado di 
garantire la produttività richiesta di 3 pz/gg, con un output teorico della linea di 3,4 pz/gg 
rispetto a quello di 2,67 pz/gg del sistema a 4 stazioni, pari ad un incremento del 27% 
(figura 4.9). 
 
 
 
 
 
 
A questo punto la linea può essere considerata ribilanciata sulla base degli obiettivi 
aziendali definiti. Il prossimo capitolo dunque si concentrerà sul problema oggetto di 
questo trattato, ovvero il sequenziamento dei prodotti. 
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Figura 4.8 - Produttività del sistema nella sua configurazione finale 
Figura 4.9 – Confronto tra la produttività iniziale e finale del sistema 
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Capitolo 5 
Caso studio: approccio ergonomico per la 
schedulazione di una linea di assemblaggio 
 
Nel precedente capitolo è stato introdotto il sistema di assemblaggio utilizzato per le 
analisi alla base di questo testo. Dopo aver descritto le caratteristiche della linea e dei 
prodotti ai quali essa è dedicata, ci si è concentrati sulla risoluzione del problema della 
sua produttività, poiché questa non era in grado di rispettare gli standard imposti a livello 
aziendale.  A tal proposito è stata suggerita una nuova configurazione del sistema basata 
sull’aggiunta di un operatore alla linea che permettesse di distribuire in maniera migliore 
il carico di lavoro tra le diverse postazioni, eliminando quindi quello che prima 
rappresentava il collo di bottiglia del sistema. Questo ha consentito che gli obiettivi di 
performance previsti venissero raggiunti. Una volta apportate queste modifiche al sistema 
è possibile concentrarsi sul tema centrale di questo trattato, ovvero il sequenziamento dei 
prodotti processati dalla linea. 
La prima parte del capitolo sarà dedicata alla risoluzione del MSP sulla base degli 
obiettivi tradizionali descritti nel capitolo 2, in maniera da massimizzare la produttività 
della linea di assemblaggio. Il resto del capitolo sarà dedicato alla descrizione di due 
metodologie per affrontare il MSP includendo anche l’aspetto ergonomico, nello 
specifico si esporranno un approccio multi-objective fondato sull’analisi della frontiera 
efficiente di Pareto, ed uno single objective basato sulla conversione in unità di tempo del 
problema ergonomico. Nella parte finale si presenterà un confronto tra i due. 
 
5.1 Analisi del sequenziamento dei prodotti 
 
Dall’analisi del sistema in esame si riscontra che ogni qual volta la linea si trova a dover 
lavorare i prodotti P3, questi generano dei rallentamenti a causa del tempo di 
attraversamento molto alto. È necessario quindi definire con che modalità produrre questi 
modelli, tenendo in considerazione anche gli esemplari di P1 e P2. Diverse soluzioni sono 
state prese in considerazione: la scelta più logica risulta quella di schedulare i tre prodotti 
P3 l’uno dopo dell’altro, in questo modo i tempi di attesa degli altri modelli si 
presenterebbero solamente a valle del primo prodotto e a monte dell’ultimo, 
contrariamente al caso in cui i differenti modelli fossero intermixati, e quindi con attese 
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prima e dopo ciascun P3. Riconosciuto questo, si pone tuttavia il problema di identificare 
la posizione ottimale, all’interno della sequenza costituita da tutti i prodotti richiesti 
nell’intervallo di tempo considerato, in cui pianificare la produzione della tipologia P3.   
Nel capitolo 2 si è ampiamente discusso il MSP, esponendo una molteplicità di obiettivi 
da perseguire per affrontare il problema. Nel presente caso, avendo già enfatizzato 
l’importanza di incrementare la produttività, l’obiettivo ideale è quello di una 
minimizzazione riferita ad i tempi, in particolare al tempo di attraversamento della linea 
di tutta la sequenza di prodotti. 
 
𝐹. 𝑂. = min(𝑀𝑎𝑘𝑒𝑠𝑝𝑎𝑛)     (5.1) 
 
Per risolvere il MSP si è usufruito del supporto del software 𝐿𝐸𝐾𝐼𝑁 𝑆𝐶𝐻𝐸𝐷𝑈𝐿𝐸𝑅®, 
dedicato appositamente alle decisioni di sequenziamento. Nell’ambiente di lavoro si è 
ricostruita la situazione aziendale da analizzare, definendo il numero di postazioni della 
linea di assemblaggio ed i vari jobs che devono essere processati. In figura 5.1 si riporta 
una schermata del software relativa alle caratteristiche di un prodotto di tipo P2, dove si 
possono osservare i tempi di assemblaggio nelle diverse stazioni ed il tempo totale di 
attraversamento (Pr.tm). Per ciascun job è possibile inoltre specificare un peso (Wght) 
che ne indica l’importanza relativa rispetto agli altri, ed anche indicare una priorità in 
termini di data di inizio (Rls) o di fine (Due) produzione. Per l’analisi presentata in questo 
testo i vari jobs hanno peso unitario e nessun altro vincolo temporale. Si riporta invece in 
figura 5.2 l’elenco di tutti i jobs (P1, P1, P1, P1, P1, P1, P1, P2, P2, P2, P2, P2, P3, P3, 
P3) con l’indicazione relativa al tempo di attraversamento. 
 
 
 
 
 
 
Figura 5.1 – Cattura di schermata: caratterizzazione di un job 
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Le potenzialità del software permettono di valutare diverse opzioni di schedulazione 
scegliendo tra una molteplicità di regole decisionali, come ad esempio: 
 
• processare per primi i jobs con il tempo di attraversamento minore; 
• processare per primi i jobs con il tempo di attraversamento maggiore; 
• processare per primi i jobs con un peso maggiore; 
• processare per primi i jobs con la data di inizio produzione più vicina; 
• processare per primi i jobs con la data di consegna più vicina; 
• processare i jobs in una logica FIFO. 
 
Oltre a questi approcci è stato possibile risolvere il problema secondo le tecniche di 
programmazione lineare, scegliendo l’obiettivo che si desidera ottimizzare. Nel caso in 
esame si è specificato come la scelta sia quella di andare a minimizzare il makespan. In 
figura 5.3 viene riportato l’output fornito dal software, il quale rappresenta una delle 
soluzioni possibili. 
 
 
Figura 5.2 - Cattura di schermata: elenco di tutti i jobs 
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Si può osservare come si dimostri corretta la decisione di collocare i prodotti P3 in 
successione, e nello specifico nelle posizioni finali della sequenza. Si noti inoltre come la 
sequenza ottimale rifletta una logica di short processing time, ovvero il valore minore 
della funzione obiettivo si ottiene processando i prodotti dal più “rapido” al più “lento”, 
con un valore della F.O. pari a 2474 minuti. 
 
5.2 Approccio ergonomico 
 
Si è esposta nel paragrafo precedente un’analisi della linea di assemblaggio per quel che 
riguarda il problema del sequenziamento dei prodotti, con il supporto di un apposito 
software. Come si è ampiamente discusso tuttavia, le soluzioni ottime di un problema 
secondo gli obiettivi tradizionali (i.e. aumento della produttività) nella maggior parte dei 
casi sono in contrasto con le soluzioni ottime sulla base di considerazioni ergonomiche. 
Per questo motivo si presenteranno ora due metodologie alternative applicabili per 
risolvere il MSP di una linea di assemblaggio in funzione sia della sua produttività sia 
degli aspetti ergonomici riguardanti il sistema. 
Il primo metodo è un approccio di ottimizzazione multi-obiettivo, che quindi considera 
due F.O. distinte, una per la produttività ed un’altra per la valutazione ergonomica delle 
diverse postazioni della linea. Tenendo separate le due funzioni obiettivo durante l’analisi 
è possibile osservare come un miglioramento in una delle due influisca sull’altra, e 
viceversa. 
 
Il secondo metodo invece converte il problema multi-obiettivo sopra discusso in uno più 
semplice da risolvere poiché composto da una sola funzione obiettivo. Questo viene fatto 
trasformando il dispendio energetico associato all’assemblaggio di ogni prodotto nelle 
diverse stazioni in un tempo di recupero da sommare alla durata delle diverse attività per 
permettere all’operatore di riprendersi dalla fatica accumulata. Questo consente quindi di 
studiare il problema del sequenziamento solamente dal punto di vista temporale. 
Figura 5.3 – Cattura di schermata: Gantt chart relativo all’ottimizzazione del makespan 
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5.2.1 Determinazione del dispendio energetico 
 
Si è descritto all’inizio di questo capitolo come uno degli ostacoli presenti nel sistema di 
assemblaggio in esame sia legato all’affaticamento degli operatori per via delle 
dimensioni dei prodotti processati. Al fine di poter considerare questo aspetto e di 
integrarlo in decisioni riguardanti la pianificazione della linea di assemblaggio è 
necessario avere un’indicazione circa il livello di sforzo richiesto per ciascun modello 
nelle diverse postazioni. Questo verrà rappresentato dall’energy expenditure rate già 
introdotto ed illustrato nel paragrafo 3.5.  
 
Non potendo disporre di alcun dispositivo per monitorare l’attività degli operatori in 
maniera da ricavarne il consumo energetico in termini di kcal, questo è stato stimato 
osservando ogni task e scomponendoli in una serie di movimenti elementari, in maniera 
da poter applicare le equazioni proposte da Garg et al. (1978). Come dati in ingresso si 
sono ipotizzate le caratteristiche di un “operatore medio” alto 1,85m per un peso di 80kg. 
Nel dettaglio si sono considerate le formulazioni relative a: 
 
• sollevamento di un componente in modalità stoop-lift (eq. 5); 
• sollevamento di un componente con una sola mano (eq. 7); 
• sollevamento di un componente attraverso un movimento delle braccia (eq. 8); 
• abbassamento di un componente attraverso un movimento delle braccia (eq. 11); 
• camminare (eq. 12); 
• trasporto di un componente appoggiato alla vita (eq. 14); 
• movimento in avanti delle braccia (eq. 25). 
 
Nella tabella 5.1 viene riportato l’elenco di tutti i 65 task con i relativi consumi energetici 
associati per ogni modello della linea. 
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La tabella 5.2 invece raggruppa i dati sopra esposti sulla base della soluzione di 
bilanciamento proposta nel capitolo precedente. 
 
  EPi,W1 [kcal] EPi,W2 [kcal] EPi,W3 [kcal] EPi,W4 [kcal] EPi,W5 [kcal] 
P1 261,4 147,1 226,3 174,7 244,8 
P2 291,3 190,5 253,0 184,5 283,3 
P3 426,1 322,9 322,8 222,7 378,7 
 
 
 
Si può osservare come la prima postazione della linea risulti essere quella caratterizzata 
dal consumo energetico maggiore, in particolare appunto per quanto riguarda P3, che 
Tabella 5.1 - Elenco dei task e relativi consumi energetici 
Tabella 5.2 – Consumi energetici di ogni postazione della linea in base alla tipologia di prodotto 
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presenta un dispendio superiore di oltre il 10% rispetto al secondo dispendio energetico 
più importante, ovvero sempre P3 quando si trova a fine linea. Questo è legato al fatto 
che nella workstation1 sono presenti il maggior numero di task che richiedono un 
sollevamento di componenti, che presentano un peso fino anche a 20kg nel caso del 
prodotto più voluminoso. Si noti anche come la seconda e la quarta stazione siano invece 
quella che comportano una fatica minore, poiché caratterizzate da poche attività di 
sollevamento, e con diversi task che possono essere eseguiti da seduti. Il grafico seguente 
(figura 5.4) riassume efficacemente queste considerazioni. 
 
 
 
 
 
 
5.2.2 Modello multi-objective 
 
Il primo approccio che si andrà ad illustrare è quello basato su due funzioni obiettivo. In 
questo caso quindi non si otterrà una soluzione unica per il problema in esame, ma 
piuttosto un insieme di soluzioni ottime appartenenti alla frontiera efficiente di Pareto 
(1.4). 
Gli step logici per poter applicare questa procedura sono i seguenti: 
Step 1: calcolare il tempo medio di assemblaggio di ciascun modello prodotto dalla linea 
in ciascuna stazione del sistema attraverso una analisi tempi e metodi. 
Step 2: calcolare l’energy expenditure rate di ciascun modello prodotto dalla linea in 
ciascuna stazione del sistema attraverso le equazioni proposte da Garg et al. (1978). 
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Figura 5.4 - Consumi energetici di ogni postazione della linea 
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Step 3: esprimere le due funzioni obiettivo relative ai tempi ed al consumo energetico. 
Step 4: risolvere il problema multi-obiettivo generando e mappando in un grafico tutte le 
soluzioni ammissibili del problema in esame, andando ad identificare quelle appartenenti 
alla frontiera di Pareto. 
I punti 1 e 2 sono già stati trattati rispettivamente nel paragrafo 4.2.1 e 4.4.1 per cui ci si 
concentrerà adesso sugli step rimanenti. 
 
Le funzioni obiettivo che sono state scelte per condurre questa analisi sono: 
 
• per quanto riguarda l’aspetto temporale del problema, la minimizzazione del 
makespan, ovvero l’intervallo di tempo che intercorre da quando il primo prodotto 
della sequenza entra nella linea di assemblaggio a quando l’ultimo prodotto della 
sequenza esce dalla linea di assemblaggio; 
• per quanto riguarda l’aspetto ergonomico del problema, la minimizzazione dello 
energy smoothness index (SX-E), il quale permette di distribuire in maniera 
uniforme il carico fisico di lavoro nei diversi giorni della settimana. 
 
La formulazione matematica per quest’ultima F.O. è la seguente: 
 
𝑆𝑋 − 𝐸 =  ∑ √∑(𝐸𝑚𝑎𝑥 − 𝐸𝑖)2
𝐷
𝑖=1
𝑁
𝑘=1
     (5.2) 
 
Dove: 
 
𝑁 = numero di postazioni della linea di assemblaggio; 
𝐷 = numero di giorni di produzione in riferimento alla sequenza di prodotti considerata; 
𝐸𝑚𝑎𝑥  = dispendio energetico giornaliero massimo all’interno dell’intervallo di 
produzione scelto, in riferimento alla postazione k; 
𝐸𝑖 = dispendio energetico giornaliero. 
 
Una scelta di F.O. differenti sarebbe stata possibile, in particolare sostituendo la 
minimizzazione del makespan con quella del time smoothness index (SX-T), con 
significato analogo alla seconda funzione obiettivo ma in termini di tempo. Battini et al. 
(2015) infatti suggeriscono come linea guida per un approccio multi-obiettivo di 
utilizzare la stessa funzione obiettivo espressa in declinazioni differenti, in questo caso il 
87 
 
tempo e l’energia. In questo particolare esempio tuttavia, ciò non è stato possibile poiché, 
osservando i dati del problema, si riscontra come SX-E e SX-T presentino lo stesso 
andamento in riferimento a diverse soluzioni provate (figura 5.5). Ciò è dovuto alle 
caratteristiche dei prodotti considerati, poiché il prodotto che manifesta tempi di 
assemblaggio più alti è anche quello associato al dispendio energetico maggiore, ed 
analogamente il prodotto più veloce da processare è anche quello con il consumo minore. 
In questo modo quindi non è possibile ottenere alcuna frontiera efficiente di Pareto, come 
si può osservare dal grafico sotto, ed il problema si sarebbe ridotto di fatto ad un caso 
mono-obiettivo, dove la minimizzazione di una delle due funzioni avrebbe 
necessariamente implicato anche la minimizzazione dell’altra. Qualora si avesse avuto a 
disposizione un differente dataset, dove ad esempio il prodotto più complicato (in termini 
di tempo delle lavorazioni) non fosse stato anche quello legato al maggior grado di 
affaticamento, la scelta delle due funzioni di smoothness sarebbe stata più che opportuna. 
 
 
 
 
 
 
Definite le F.O. del problema, il passo seguente riguarda la generazione di un insieme 
significativo di soluzioni ammissibili. Poiché si considera una sequenza di 15 prodotti, 
secondo la teoria del calcolo combinatorio, eliminando le ripetizioni, è possibile ricavare 
un numero di soluzioni pari a: 
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Figura 5.5 – Relazione tra gli indici di smoothness SX-E e SX-T 
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Non disponendo di strumenti appropriati per rappresentare un numero così grande di 
sequenze, si è sfruttato il supporto di un foglio di calcolo appositamente costruito che 
permettesse di ricavare il valore della F.O. ergonomica di una serie di soluzioni 
accettabili, ricavate in maniera iterativa attraverso lo scambio continuo di due posizioni 
scelte casualmente all’interno della sequenza, in una logica simile a quella della ricerca 
tabu (2.5.1). Per ciascuna soluzione è stato poi calcolato il valore della F.O. legata ai 
tempi utilizzando il software 𝐿𝐸𝐾𝐼𝑁 𝑆𝐶𝐻𝐸𝐷𝑈𝐿𝐸𝑅®. 
 
Il grafico seguente (figura 5.6) riporta l’insieme delle soluzioni su cui si è basata l’analisi. 
 
 
 
 
 
 
Una volta definiti i valori delle differenti F.O. per ciascuna delle soluzioni trovate, è  stato 
possibile andare a mapparle su un grafico in funzione dei valori assunti (figura 5.7). Il 
grafico permette di valutare ciascuna delle sequenze sulla base del suo makespan e 
dell’indice di smoothness associato al dispendio energetico. È possibile inoltre analizzare 
le soluzioni appartenenti alla frontiera efficiente di Pareto (figura 5.8) a cui appartengono 
la soluzione ottima per la prima F.O. e la soluzione ottima per la seconda F.O., facendo 
quindi delle considerazioni circa il comportamento delle soluzioni trovate. 
2450
2500
2550
2600
2650
2700
0
500
1000
1500
2000
2500
3000
3500
4000
1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33
M
A
K
ES
P
A
N
SX
-E
Soluzioni ammissibili
SX-E MAKESPAN
Figura 5.6 – Valori delle due F.O. per le sequenze studiate 
89 
 
 
 
 
 
 
 
 
Studiando la frontiera efficiente di Pareto si può osservare come più si riduce l’energy 
smoothness index, e quindi più la sequenza risulta energicamente bilanciata durante i 
giorni di produzione, tanto più aumenta il valore del makespan. Si era già anticipato 
questo comportamento, che richiedeva necessariamente la ricerca di un trade off tra i due 
obiettivi. È utile tuttavia prendere in considerazione anche la forma assunta dalla frontiera 
di Pareto, infatti questa risulta essere piatta piuttosto che ripida, con valori di SX-E che 
variano da 368,90 a 1701,61 e valori del makespan che variano da 2474 a 2555. Questo 
significa che uno spostamento da destra verso sinistra sulla frontiera consente di ricavare 
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Figura 5.8 – Soluzioni di Pareto e soluzioni ottime per il metodo multi-objective 
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un guadagno significativo in termini di indice di smoothness a spesa di un incremento 
non eccessivo del makespan, mentre in caso di una frontiera ripida lo spostamento verso 
sinistra porterebbe ad un calo dell’indice di smoothness ma ad un aumento più rapido 
della funzione obiettivo relativa al tempo. Bisogna specificare in ogni caso che la forma 
della frontiera di Pareto dipende dai dati numerici in ingresso del problema, e non è quindi 
possibile fare alcuna generalizzazione.  Nel caso in esame quindi si può concludere che 
preferire la soluzione ottima dal punto di vista ergonomico non rappresenta una 
penalizzazione eccessiva in termini di produttività, cosa non vera nel caso opposto, come 
si può osservare dai grafici seguenti (figure 5.9 e 5.10). In alternativa questo metodo 
consente comunque di identificare cosa comportino le varie soluzioni possibili, 
scegliendo una delle soluzioni sub-ottimali appartenenti alla frontiera. 
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Confrontando i due grafici sopra si può osservare quanto già anticipato, ovvero come una 
pianificazione basata solamente sulla produttività comporti l’assegnazione di un carico di 
lavoro fortemente squilibrato all’interno dell’intervallo di tempo considerato. Si può 
vedere infatti lo sbilanciamento tra la prima e la seconda parte della settimana, con 
l’ultimo giorno di lavoro che presenta un consumo energetico ampiamente oltre la media 
giornaliera. In contrapposizione si noti la distribuzione del carico di lavoro per la 
soluzione ottima in base alla funzione obiettivo ergonomica, che appare sensibilmente 
più equilibrata. È corretto osservare che anche in questa situazione si ha il superamento 
del carico di lavoro medio, tuttavia questo avviene sia in misura minore rispetto all’altra 
soluzione sia in maniera costante. Ciò significa che non si crea la situazione descritta 
prima in cui una parte del periodo di lavoro è particolarmente “scarica” in confronto ad 
un’altra la quale richiede uno sforzo decisamente più importante, ma bensì vi è una 
distribuzione uniforme del consumo energetico per i vari giorni del periodo in esame. 
 
Si riporta per completezza anche un grafico (figura 5.11) relativo al valore assunto dalla 
prima F.O. per tutte le soluzioni appartenenti alla frontiera efficiente di Pareto. 
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Figura 5.10 - Dispendio energetico giornaliero per la soluzione che ottimizza la F.O. temporale 
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Come già anticipato prima si può riscontrare come la variazione del valore della prima 
F.O. per le soluzioni appartenenti alla frontiera di Pareto non sia tanto importante quanto 
quello per la seconda. 
 
5.2.3 Modello single objective 
 
Il secondo metodo proposto è del tipo single objective, si basa quindi su una sola funzione 
obiettivo che semplifica il modello dal punto di vista matematico e ne garantisce una 
applicazione più veloce. Questo approccio considera il dispendio energetico associato a 
ciascun prodotto nelle diverse postazioni della linea per calcolare un tempo di riposo 
utilizzando le formule proposte da Rohmert (1973). Questo tempo di riposo andrà poi 
sommato al tempo richiesto per ciascuna fase di lavorazione dei vari modelli. In questo 
modo sarà possibile affrontare il problema solamente dal punto di vista temporale, 
minimizzando una opportuna funzione obiettivo. 
 
Gli step logici per poter applicare questa procedura sono i seguenti: 
Step 1: calcolare il tempo medio di assemblaggio di ciascun modello prodotto dalla linea 
in ciascuna stazione del sistema attraverso una analisi tempi e metodi. 
Step 2: calcolare l’energy expenditure rate di ciascun modello prodotto dalla linea in 
ciascuna stazione del sistema attraverso le equazioni proposte da Garg et al. (1978). 
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Figura 5.11 – Valore della F.O. temporale per le soluzioni appartenenti alla frontiera di Pareto 
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Step 3: trasformare i consumi energetici calcolati precedentemente in un tempo di 
recupero, utilizzando le equazioni di Rohmert (1973). 
Step 4: risolvere il problema minimizzando la funzione obiettivo espressa solamente in 
unità di misura temporali. 
Nel caso in esame logicamente, per mantenere una coerenza con il metodo presentato 
sopra, la funzione obiettivo che si utilizzerà sarà relativa alla minimizzazione del 
makespan. A differenza della situazione precedente i tempi di assemblaggio dei vari 
modelli potranno presentare delle differenze determinate dalla necessità di assegnare un 
tempo di recupero, causato da un dispendio energetico unitario (kcal/min) superiore alla 
soglia accettabile definita in letteratura, ovvero 2,7 kcal/min. 
Per poter successivamente confrontare i due modelli e valutarne le potenzialità ed i campi 
di applicazione viene ora introdotto un parametro definito energy-time ratio (ET), in 
maniera analoga a quello definito da Battini et al. (2015). Nella situazione qui analizzata, 
il parametro ET corrisponde al rapporto tra il consumo energetico totale ed il tempo di 
lavorazione totale di ciascun prodotto che compone la sequenza considerata, e può essere 
espresso nella maniera seguente: 
 
𝐸𝑇 =  
∑ 𝐸𝑖
𝑃
𝑖=1
∑ 𝑇𝑖
𝑃
𝑖=1
     (5.3) 
 
Dove: 
 
𝐸𝑖 = ∑ 𝑒𝑘
𝑁
𝑘=1
     (5.4) 
 
𝑇𝑖 = ∑ 𝑡𝑘     (5.5)
𝑁
𝑘=1
 
 
𝑃 = numero di prodotti appartenenti alla sequenza considerata; 
𝑁 = numero di postazioni della linea di assemblaggio; 
𝑒𝑘 = consumo energetico associato alla stazione k; 
𝑡𝑘 = tempo di lavorazione associato alla stazione k; 
𝐸𝑖 = consumo energetico totale del prodotto i; 
𝑇𝑖 = tempo di lavorazione totale del prodotto i. 
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Nell’esempio numerico finora proposto il valore di ET è pari a 2,19. A partire da questo 
valore sono stati creati degli scenari differenti in maniera da ottenere valori diversi di ET, 
andando a modificare il consumo energetico associato a ciascun prodotto nelle varie 
stazioni come segue: 
 
• aumento dei consumi energetici del 10% (ET=2,41); 
• riduzione dei consumi energetici del 10% (ET=1,97); 
• aumento dei consumi energetici del 25% (ET=2,74). 
 
I consumi energetici di questi nuovi scenari vengono riportati nelle tabelle seguenti 
(tabelle 5.3, 5.4 e 5.5): 
 
ET=1,97 EPi,W1 [kcal] EPi,W2 [kcal] EPi,W3 [kcal] EPi,W4 [kcal] EPi,W5 [kcal] 
P1 235,2 132,4 203,7 157,2 220,3 
P2 262,2 171,4 227,7 166,0 255,0 
P3 383,5 290,6 290,5 200,4 340,9 
 
 
 
ET=2,41 EPi,W1 [kcal] EPi,W2 [kcal] EPi,W3 [kcal] EPi,W4 [kcal] EPi,W5 [kcal] 
P1 287,5 161,8 249,0 192,1 269,2 
P2 320,4 209,5 278,3 202,9 311,6 
P3 468,7 355,2 355,1 244,9 416,6 
 
 
 
ET=2,74 EPi,W1 [kcal] EPi,W2 [kcal] EPi,W3 [kcal] EPi,W4 [kcal] EPi,W5 [kcal] 
P1 326,7 183,9 282,9 218,4 305,9 
P2 364,1 238,1 316,3 230,6 354,1 
P3 532,6 403,6 403,5 278,3 473,4 
 
 
 
È possibile ora calcolare l’eventuale periodo di recupero da aggiungere ai tempi 
“standard”, e procedere poi con l’ottimizzazione della funzione obiettivo. Nelle tabelle 
seguenti (tabelle 5.6, 5.7, 5.8 e 5.9) vengono riportati i tempi di assemblaggio per ciascuna 
postazione della linea comprensivi del periodo di recupero, qualora ovviamente fosse 
verificata la condizione di consumo unitario superiore a 2,7 kcal/min. 
 
 
Tabella 5.3 - Consumi energetici di ogni postazione della linea (ET=1,97) 
Tabella 5.4 - Consumi energetici di ogni postazione della linea (ET=2,41) 
Tabella 5.5 - Consumi energetici di ogni postazione della linea (ET=2,74) 
95 
 
ET=1,97 TPi,W1  [min] TPi,W2  [min] TPi,W3  [min] TPi,W4  [min] TPi,W5  [min] 
P1 94 76 101 81 115 
P2 128 99 111 86 132 
P3 195 168 144 106 173 
 
 
 
ET=2,19 TPi,W1  [min] TPi,W2  [min] TPi,W3  [min] TPi,W4  [min] TPi,W5  [min] 
P1 96,5 76 101 81 115 
P2 128 99 111 86 132 
P3 195 168 144 106 173 
 
 
 
ET=2,41 TPi,W1  [min] TPi,W2  [min] TPi,W3  [min] TPi,W4  [min] TPi,W5  [min] 
P1 114,5 76 101 81 115 
P2 128 99 111 86 132 
P3 195 168 144 106 173 
 
 
 
ET=2,74 TPi,W1  [min] TPi,W2  [min] TPi,W3  [min] TPi,W4  [min] TPi,W5  [min] 
P1 154,2 76 105 81 115 
P2 136,2 99 118 86 132 
P3 195 168 150 106 173 
 
 
 
Dai dati sopra presentati si può osservare come un periodo di recupero aggiuntivo sia 
necessario nella workstation1 ogni qual volta sia processato un prodotto di tipo P1, ad 
eccezione del caso ET=1,97, e nel caso ET=2,74 anche per P2. Questo riflette quanto già 
detto in precedenza, ovvero che la postazione iniziale della linea sia quella caratterizzata 
dai task energicamente più dispendiosi. Un ulteriore tempo di riposo è necessario nella 
workstation3 della linea nel caso ET=2,74. Le rimanenti postazioni invece non sono mai 
soggette a consumi energetici superiori alla soglia limite. 
Quanto detto sopra viene riassunto nel prossimo grafico (figura 5.12). 
 
 
Tabella 5.6 - Tempo ciclo di ogni stazione includendo il periodo di recupero (ET=1,97) 
Tabella 5.7 - Tempo ciclo di ogni stazione includendo il periodo di recupero (ET=2,19) 
Tabella 5.8 - Tempo ciclo di ogni stazione includendo il periodo di recupero (ET=2,41) 
Tabella 5.9 - Tempo ciclo di ogni stazione includendo il periodo di recupero (ET=2,74) 
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A questo punto è stato calcolato utilizzando il software di schedulazione il valore della 
funzione obiettivo (i.e. makespan) per i diversi scenari. 
 
• F.O. (1,97) = 2474 
• F.O. (2,19) = 2495 
• F.O. (2,41) = 2621 
• F.O. (2,74) = 2720 
 
Si riportano a seguire i diagrammi di Gantt (figure 5.13, 5.14 e 5.15) relativi alle soluzioni 
appena illustrate.  
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Figura 5.12 – Diagramma di carico al variare di ET e considerando il periodo di recupero 
Figura 5.13 - Cattura di schermata: Gantt chart relativo all’ottimizzazione del makespan (ET=1,97) 
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5.2.4 Confronto dei modelli 
 
Nei grafici seguenti (figure 5.16, 5.17. 5,18 e 5.19) le soluzioni ottime della frontiera di 
Pareto ricavate con il metodo 1 e la soluzione ottima singola ottenuta con il metodo 2 
sono messe a confronto. 
 
La prima cosa che si può osservare è che la forma della frontiera di Pareto è indipendente 
dal parametro ET, ciò che si modifica è solamente la sua posizione nel grafico, la quale 
si sposta da sinistra verso destra al crescere di ET. Questa è una conseguenza logica del 
fatto che un aumento di ET è legato ad una crescita del dispendio energetico rispetto al 
tempo di attraversamento della sequenza. Essa mantiene quindi la forma piatta già 
illustrata in precedenza, poiché dipende dai dati iniziali in input al problema e dalle 
variazioni energetiche imposte. 
 
Figura 5.14 - Cattura di schermata: Gantt chart relativo all’ottimizzazione del makespan (ET=2,19) 
Figura 5.15 - Cattura di schermata: Gantt chart relativo all’ottimizzazione del makespan (ET=2,41) 
Figura 5.16 - Cattura di schermata: Gantt chart relativo all’ottimizzazione del makespan (ET=2,74) 
98 
 
Si può poi riscontrare come per valori bassi e medio-bassi di ET (1,97 – 2,19) la soluzione 
ottima ricavata con l’approccio single objective si posizioni nei pressi della frontiera 
efficiente di Pareto, in particolare nella zona di soluzioni che minimizzano la funzione 
obiettivo temporale. In particolare, nel caso di ET=1,97 si ha che le due soluzioni ottime 
sono perfettamente coincidenti. Nel caso ET=2,19 invece il metodo 2 fornisce una 
soluzione di trade off tra gli obiettivi definiti. 
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Figura 5.17 - Soluzioni ammissibili e soluzioni 
di Pareto del metodo 1 e soluzione singola del 
metodo 2 (ET=1,97) 
Figura 5.18 - Soluzioni ammissibili e soluzioni 
di Pareto del metodo 1 e soluzione singola del 
metodo 2 (ET=2,19) 
Figura 5.19 - Soluzioni ammissibili e soluzioni 
di Pareto del metodo 1 e soluzione singola del 
metodo 2 (ET=2,41) 
Figura 5.20 - Soluzioni ammissibili e soluzioni 
di Pareto del metodo 1 e soluzione singola del 
metodo 2 (ET=2,74) 
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Confrontando invece i due metodi per quanto riguarda valori medio-alti ed alti di ET (2,41 
– 2,74) si riscontra come la soluzione ottima ricavata con l’approccio single objective 
tenda a spostarsi sempre di più dalla frontiera efficiente di Pareto al crescere del valore di 
ET. Questo è logicamente dovuto al fatto che all’aumentare del dispendio energetico 
aumentano le fasi di lavorazione che necessitano dell’assegnazione di un periodo di 
riposo, e di conseguenza aumentano i tempi di assemblaggio ed aumenta il makespan 
dell’intera sequenza.  
 
Come già spiegato (figura 5.5) una scelta di funzioni obiettivo analoghe per i due obiettivi 
in esame (SX-E e SX-T) avrebbe portato a comportamenti differenti, ad esempio 
situazioni in cui al variare di ET la soluzione ottima ricavata con il secondo metodo 
avrebbe dato priorità differenti all’aspetto energetico piuttosto che temporale del 
problema. Si ritiene tuttavia che nell’ambito della schedulazione delle linee di 
assemblaggio il makespan della sequenza sia una funzione obiettivo più che accettabile, 
in grado di riflettere al meglio la produttività del sistema. 
 
Si può quindi in generale affermare che, date le due funzioni obiettivo makespan ed 
energy smoothness index, se si applica il secondo metodo con valori medio-alti ed alti del 
parametro ET il comportamento della soluzione ottenuta non sarà né favorevole né 
contrario alle due funzioni obiettivo, e si allontanerà sempre di più dalle soluzioni ottime 
al crescere di ET. Per valori medio-bassi e bassi di ET invece il comportamento della 
soluzione ottima tenderà a beneficiare l’aspetto temporale del problema, e mantenendosi 
nelle vicinanze della frontiera di Pareto non trascurerà eccessivamente l’aspetto 
energetico, individuando quindi soluzioni buone di trade off, seppure non ottime. 
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Conclusioni 
 
 
In questo testo sono state presentate due metodologie che permettono di affrontare il 
problema della schedulazione di una linea di assemblaggio di tipo mixed-model, 
integrando obiettivi tradizionali come l’aumento della produttività ed altri obiettivi di tipo 
ergonomico. Una linea di tipo mixed-model infatti può processare un numero elevato di 
varianti di prodotto, ciascuna caratterizzata da lavorazioni e da una componentistica 
differenti dalle altre. Questo può far sì che, in particolare per tutte quelle realtà aziendali 
impegnate nella produzione di prodotti di medio-grandi dimensioni, l’assemblaggio di 
certi modelli richieda uno sforzo fisico non trascurabile e che in quanto tale debba essere 
incluso nelle decisioni di programmazione della produzione. 
 
Il primo metodo discusso si basa su un’ottimizzazione multi-obiettivo in cui, una funzione 
obiettivo dedicata al tempo ed un’altra dedicata al dispendio energetico, sono analizzate 
in maniera congiunta andando a mappare un insieme di soluzioni possibili e studiando 
poi quella che viene chiamata frontiera efficiente di Pareto. 
 
Il secondo metodo discusso invece utilizza una sola funzione obiettivo, calcolando un 
periodo di riposo da aggiungere ai tempi di assemblaggio, che permette quindi di 
convertire il dispendio energetico in unità di misura temporali. 
 
I due approcci sopra sono stati applicati ad un esempio numerico reale, relativo ad uno 
stabilimento produttivo di una multinazionale americana dedicato alla produzione di 
macchinari per il trattamento dell’aria compressa. I tempi di assemblaggio sono stati 
ricavati tramite misurazioni cronometriche, mentre il dispendio energetico associato ai 
diversi prodotti è stato calcolato sulla base delle equazioni proposte da Garg et al- (1978). 
La determinazione di periodi di risposo ed il calcolo delle rest allowances invece sono 
stati ricavati a partire dalle formulazioni di Rohmert (1973). 
 
Le due metodologie sono state inizialmente presentate in maniera distinta, e le due 
funzioni obiettivo sono state studiate attraverso l’impiego di un apposito software per la 
schedulazione delle linee di assemblaggio (i.e. 𝐿𝐸𝐾𝐼𝑁 𝑆𝐶𝐻𝐸𝐷𝑈𝐿𝐸𝑅® ) per quanto 
riguarda la produttività del sistema, ed in maniera euristica tramite un apposito foglio di 
calcolo per quanto riguarda invece l’ergonomia del sistema. 
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È stato presentato infine un confronto tra i due approcci basato sull’analisi della frontiera 
efficiente di Pareto. Si è introdotto un parametro di supporto per riflettere una situazione 
caratterizzata da un dispendio energetico maggiore o minore, e sulla base di questo sono 
state analizzate le potenzialità dei due metodi in riferimento alle funzioni obiettivo scelte. 
 
Nell’ambito delle linee di assemblaggio di tipo mixed-model quello del sequenziamento 
dei prodotti è senza dubbio il tema più rilevante insieme a quello del bilanciamento, e 
affrontarlo solamente in termini produttivi può creare situazioni impreviste e 
problematiche a livello di gestione della forza lavoro. Non si può quindi prescindere 
dall’includere in esso anche aspetti legati all’ergonomia, sviluppando nuove metodologie 
e nuovi obiettivi che permettano, a parità di importanza, di integrare questi due mondi. 
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Appendice A: calcolo energy expenditure rate 
 
 
 
 
 
 
 
 
 
Tabella A1 – energy expenditure rate dei task di P1, P2, P3 relativi alla workstation1 
Tabella A2 – energy expenditure rate dei task di P1, P2, P3 relativi alla workstation2 
 
Tabella A3 – energy expenditure rate dei task di P1, P2, P3 relativi alla workstation3 
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Tabella A4 – energy expenditure rate dei task di P1, P2, P3 relativi alla workstation4 
 
Tabella A5 – energy expenditure rate dei task di P1, P2, P3 relativi alla workstation5 
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Appendice B: calcolo SX-E 
 
 
 
 
 
 
 
 
 
 
 
Tabella B1 – SX-E per la soluzione ottima del caso single objective con ET=1,97 
 
Tabella B2 – SX-E per la soluzione ottima del caso single objective con ET=2,19 
 
 
Tabella B3 – SX-E per la soluzione ottima del caso single objective con ET=2,41 
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Nota: il valore di SX-E  per tutte le soluzioni considerate nel modello multi-objective è stato ricavato con 
il medesimo procedimento 
Tabella B4 – SX-E per la soluzione ottima del caso single objective con ET= 2,74 
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Appendice C: soluzioni considerate 
 
 
Soluzione SX-E (1,97) SX-E (2,19) SX-E (2,41) SX-E (2,74) SX-T Makespan 
1 1021,98 1135,54 1249,09 1419,42 610,84 2597 
2 1039,55 1155,05 1270,56 1443,82 623,83 2597 
3 2063,10 2292,34 2521,57 2865,42 1188,34 2556 
4 3029,44 3366,04 3702,64 4207,55 1707,77 2578 
5 1668,22 1853,57 2038,93 2316,97 927,26 2535 
6 1690,68 1878,53 2066,38 2348,16 940,23 2535 
7 810,76 900,84 990,93 1126,05 468,79 2509 
8 787,83 875,37 962,91 1094,21 451,13 2526 
9 713,14 792,38 871,62 990,48 403,71 2526 
10 658,19 731,32 804,45 914,15 372,50 2526 
11 332,01 368,90 405,79 461,12 154,92 2555 
12 1668,22 1853,57 2038,93 2316,97 927,26 2555 
13 762,91 847,67 932,44 1059,59 442,16 2555 
14 658,19 731,32 804,45 914,15 372,50 2555 
15 1021,98 1135,54 1249,09 1419,42 610,84 2555 
16 3029,44 3366,04 3702,64 4207,55 1707,77 2474 
17 1701,61 1890,68 2079,75 2363,35 948,94 2474 
18 1091,91 1213,23 1334,55 1516,54 655,42 2477 
19 1668,22 1853,57 2038,93 2316,97 927,26 2558 
20 3029,44 3366,04 3702,64 4207,55 1707,77 2641 
21 1690,68 1878,53 2066,38 2348,16 940,23 2561 
22 1989,75 2210,84 2431,92 2763,54 1139,58 2595 
23 1980,50 2200,56 2420,62 2750,70 1132,42 2516 
24 810,76 900,84 990,93 1126,05 468,79 2572 
25 3029,44 3366,04 3702,64 4207,55 1707,77 2549 
26 1173,09 1303,44 1433,78 1629,30 708,54 2589 
27 1091,91 1213,23 1334,55 1516,54 655,42 2572 
28 3029,44 3366,04 3702,64 4207,55 1707,77 2537 
29 1173,09 1303,44 1433,78 1629,30 708,54 2548 
30 965,83 1073,15 1180,46 1341,43 576,82 2568 
31 3029,44 3366,04 3702,64 4207,55 1707,77 2537 
32 1998,95 2221,06 2443,16 2776,32 1146,70 2615 
33 1723,63 1915,14 2106,66 2393,93 961,63 2478 
 
 
 
 
 
Tabella C1 – valore delle F.O. e di SX-T per tutte le soluzioni analizzate nel modello multi-objective 
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