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Abstract
Latent Gaussian process (GP) models help scientists to uncover hidden
structure in data, express domain knowledge and form predictions about
the future. These models have been successfully applied in many domains
including robotics, geology, genetics and medicine. A GP denes a distri-
bution over functions and can be used as a exible building block to de-
velop expressive probabilistic models. The main computational challenge
of these models is to make inference about the unobserved latent random
variables, that is, computing the posterior distribution given the data.
Currently, most interesting Gaussian process models have limited appli-
cability to big data. Naive inference typically scales cubically in the num-
ber of data points and exact computation of posterior is intractable and
requires approximations like variational inference. Recent work around
so-called sparse Gaussian process techniques has enabled the application
of several GP models to big datasets. However, these methods are often
unstable and inecient since they are based on numerical approximations
of the gradients of the variational objective.
This thesis develops a new ecient inference approach for latent GP mod-
els. Our new inference framework, which we call augmented variational
inference, is based on the idea of considering an augmented version of the
intractable GP model that renders the model conditionally conjugate. We
show that inference in the augmented model is more ecient and, unlike
in previous approaches, all updates can be computed in closed form.
The ideas around our inference framework facilitate novel latent GP mod-
els that lead to new results in language modeling, genetic association stud-
ies and uncertainty quantication in classication tasks. We develop new
inference methods for binary GP classication, multi-class GP classica-
tion and the Bayesian support vector machine, which are up to two orders
of magnitude faster than the state of the art. Furthermore, we propose
two novel latent GP models. The sparse GP linear mixed model concerns
feature selection in confounded data with binary labels and the general-
ized dynamic topic model can be used to analyze massive collections of
text data by exploring topics that evolve over time.
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Zusammenfassung
Latente Gau-Prozess-Modelle (latent Gaussian process models) werden
von Wissenschaftlern benutzt, um verborgenen Muster in Daten zu er-
kennen, Expertenwissen in probabilistische Modelle einieen zu lassen
und um Vorhersagen uber die Zukunft zu treen. Diese Modelle wur-
den erfolgreich in vielen Gebieten wie Robotik, Geologie, Genetik und
Medizin angewendet. Gau-Prozesse denieren Verteilungen uber Funk-
tionen und konnen als exible Bausteine verwendet werden, um aussa-
gekraftige probabilistische Modelle zu entwickeln. Dabei ist die grote
Herausforderung, eine geeignete Inferenzmethode zu implementieren. In-
ferenz in probabilistischen Modellen bedeutet die A-Posteriori-Verteilung
der latenten Variablen, gegeben der Daten, zu berechnen. Die meisten
interessanten latenten Gau-Prozess-Modelle haben zurzeit nur begrenz-
te Anwendungsmoglichkeiten auf groen Datensatzen. Naive Inferenzme-
thoden skalieren kubisch in der Anzahl der Datenpunkte und die exak-
te Berechnung der A-Posteriori-Verteilung ist nicht moglich und bedarf
approximativer Methoden wie variational inference. Neue wissenschaftli-
che Veroentlichungen um sogenannte sparse Gaussian processes haben
es ermoglicht, dass einige Gau-Prozess-Modelle auf groen Datenmengen
angewendet werden konnen. Trotzdem sind diese Methoden oft instabil
und inezient, da sie auf numerischen Approximationen des Gradienten
der variationellen Zielfunktion beruhen.
In dieser Doktorarbeit stellen wir eine neue eziente Inferenzmethode
fur latente Gau-Prozess-Modelle vor. Unser neuer Ansatz, den wir aug-
mented variational inference nennen, basiert auf der Idee, eine erweiterte
(augmented) Version des Gau-Prozess-Modells zu betrachten, welche be-
dingt konjugiert (conditionally conjugate) ist. Wir zeigen, dass Inferenz
in dem erweiterten Modell eektiver ist und dass alle Schritte des va-
riational inference Algorithmus in geschlossener Form berechnet werden
konnen, was mit fruheren Ansatzen nicht moglich war.
Unser neues Inferenzkonzept ermoglicht es, neue latente Gau-Prozess-
Modelle zu studieren, die zu innovativen Ergebnissen im Bereich der Sprach-
modellierung, genetischen Assoziationsstudien und Quantizierung der
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Unsicherheit in Klassikationsproblemen fuhren. In der vorliegenden Ar-
beit entwickeln wir neue Inferenzmethoden fur binary Gaussian process
classication, multi-class GP classication und die Bayesian support vec-
tor machine. Unsere Methode ist bis zu zwei Groenordnungen schneller
als vorherige Methoden. Daruber hinaus entwickeln wir zwei neue latente
Gau-Prozess-Modelle. Das sparse Gaussian process linear mixed model
kann fur die Merkmalserkennung (feature selection) in Daten mit binaren
Labels verwendet werden und kann mit confounding Eekten umgehen.
Mit dem generalized dynamic topic model konnen groe Textdatensatze
analysiert werden und Themen im Text gefunden werden, die sich uber
die Zeit verandern.
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Basic notation
Unbolded x represents a single number, boldface x represents a vector, and capital
unbolded X represents a matrix. An individual element of a vector is denoted with
a subscript and without boldface. For example, the i-th element of a vector x is xi.
A bold lower-case letter with an index such as xj represents a particular row of a
matrix X (e.g. a data point xj of the data matrix X).
Symbol Description
f A function f : Rd ! R.
f A vector of function values, whose i-th element is given by f(xi),
where xi is the i-th data point.
Yi: The i-th row of a matrix Y .
Y:j The j-th column of a matrix Y .
Knn Shorthand for the kernel matrix of the training points.
Knm Shorthand for the kernel matrix between the training and in-
ducing points.
Kmm Shorthand for the kernel matrix between the inducing points.
KL( : jj : ) Kullback-Leibler divergence.
L Evidence lower bound (ELBO).
B(:jp) Bernoulli distribution with parameter p.
Cat(:jp) Categorical distribution with parameter p.
Dir(:j) Dirichlet distribution with concentration parameter .
Ga(:ja; b) Gamma distribution with shape parameter a and rate parameter
b.
GIG(:ja; b; c) Generalized inverse Gaussian distribution with parameters
a; b; c.
N (:j;) Gaussian distribution with mean parameter  and covariance
matrix .
PG(:ja; b; c) Polya-Gamma distribution with parameters a; b; c.
Po(:j) Poison distribution with rate parameter .
O(:) The big-O asymptotic complexity of an algorithm.
xi
Part I
Overview
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Chapter 1
Introduction
Gaussian processes (GPs) (Rasmussen and Williams, 2006) provide a popular Bayesian
non-parametric framework, which can be used to address challenging machine learning
problems. Because of their ability of accurately adapting to data and thus achieving
high prediction accuracy while providing well calibrated uncertainty estimates, GPs
are a standard method in several application areas including robotics (Smundsson,
Hofmann, and Deisenroth, 2018; Beckers, Kulic, and Hirche, 2019), facial behavior
analysis (Eleftheriadis et al., 2017), electrical engineering (Shepero et al., 2018; Pan-
dit and Ineld, 2018) and geospatial predictive modeling where they are known as
kriging (Stein, 2012; Park and Apley, 2018).
Although deep learning has attracted tremendous attention from researchers in
various elds such as language processing and computer vision, standard deep learn-
ing systems lack the ability to represent uncertainty in a mathematically sound
way (Ghahramani, 2015). This is a critical shortcoming since in many applications ar-
eas including the life sciences as discussed by Herzog and Ostwald, 2013; Nuzzo, 2014,
in biology and physics (Krzywinski and Altman, 2013), and self-driving cars (Michel-
more, Kwiatkowska, and Gal, 2018), uncertainty information is crucial. In all these
elds, we need systems that \know when they don't know".
Gaussian processes, on the other hand, provide a mathematically sound approach
to uncertainty representation. GPs are useful for representing random latent functions
in probabilistic models. Computing the posterior distribution, i.e. the distribution of
the latent function given the observed data, leads to sensible uncertainty estimates
in the predictions for new data points (Rasmussen and Williams, 2006).
Because of providing well calibrated uncertainty estimates, GPs inspired and are
widely used in many modern Bayesian deep learning approaches including deep kernel
learning (Wilson et al., 2016), deep Gaussian processes (Damianou and Lawrence,
2013) and in the analysis of Bayesian neural networks (G. Matthews et al., 2018;
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GP Classification (Chapter 3) Bayesian SVM (Chapter 5)
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Data
Figure 1.1: Latent Gaussian process models are probabilistic models that include
one ore multiple latent GPs (green circles) and optionally additional latent random
variables (blue circles), which are connected to the data (orange circles) via a possibly
non-conjugate likelihood. In this thesis, we consider latent GP models of the structure
as displayed in the center of the gure and develop an ecient inference approach
for these models. Furthermore, we study ve dierent models that are successfully
applied in domains including binary and multi-class classication, genetic association
studies and language modeling. All models can be cast as a latent GP model of the
displayed structure and are amenable for our novel ecient inference approach.
Jacot, Gabriel, and Hongler, 2018). Moreover, GPs inuenced other new interesting
approaches to probabilistic function approximation in deep learning systems including
neural processes (Garnelo et al., 2018) and variational implicit processes (Ma, Li, and
Hernandez-Lobato, 2019).
But what is a Gaussian process? A GP denes a distribution over functions and is
characterized by the property that any nite set of function values f(x1); : : : ; f(xN)
has a joint multivariate Gaussian distribution (Rasmussen and Williams, 2006). A GP
is fully specied by its mean and covariance function, also called the kernel function.
There are many possible choices of kernel functions, which give rise to a wide range of
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dierent models. For instance, a GP based on the so-called squared exponential kernel
function leads to a distribution over smooth functions, and using a linear kernel leads
to a distribution over linear functions. GPs are well suited for developing interesting
models. They can be utilized as a exible building block in probabilistic modeling
and become more expressive as the number of training examples increases. Through
the choice of the kernel function, we can incorporate prior knowledge into the model
and express a wide range of modeling assumptions.
For example, let us consider the problem of supervised binary classication. In
this setting, the task is to predict the class label y associated to a new data point
x given some observed data D = f(x1; y1); : : : ; (xn; yn)g. This task can be modeled
by assuming a non-linear latent function f(x), dened on the space of data points,
that is connected to a corresponding class label y by a suitable likelihood function
p(yjf; x). We obtain a latent GP model by imposing a GP prior distribution over the
latent function p(f).
By connecting latent Gaussian processes with suitable likelihood functions, we can
build a wide range of dierent models. In this thesis, we study several novel latent
Gaussian process models, which are successfully applied in domains including binary
and multi-class classication, genetic association studies and language modeling. As
displayed in Fig.1.1, all models discussed in this thesis can be framed as latent GP
models.
To predict new data, we have to make inference about the latent GP(s). This
is a challenging problem and the main concern of this thesis. Recent trends in data
availability in the sciences and technology have made it necessary to develop algo-
rithms capable of processing massive data (John Walker, 2014). Despite the above
mentioned advantages, currently, GP models have limited applicability to big data.
Naive inference typically scales cubically in the number of data points, and exact
computation of posterior and marginal likelihood is intractable.
Nevertheless, the combination of so-called sparse Gaussian process techniques
with approximate inference methods, such as expectation propagation (EP) or the
variational approach, have enabled certain GP models, e.g. GP classication, to
datasets containing millions of data points (Hensman and Matthews, 2015; Dezfouli
and Bonilla, 2015; Hernandez-Lobato and Hernandez-Lobato, 2016; Salimbeni, Eleft-
heriadis, and Hensman, 2018).
While these results are already impressive, we will show in this thesis that a speed-
up of up to two orders of magnitude can be achieved. We develop a novel scalable
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variational inference approach for latent GP models, which builds on an auxiliary vari-
able augmentation of the model. An auxiliary variable is an additional latent variable
that is added to a model such that the original model is recovered when this variable
is integrated out. In our approach, the main idea is to consider an augmented version
of the GP model that renders the model conditionally conjugate. In a conditionally
conjugate model, all complete conditional distributions (the posterior distribution of
one random variable given all the others), can be computed in closed form. Moreover,
we show that inference in the augmented conditionally conjugate model is much easier
than in the original model and demonstrate superior performance over the state of
the art.
1.1 Organization and contributions
The main contribution of this thesis is to develop a new ecient variational inference
approach based on auxiliary variable augmentation. This thesis also contributes novel
latent GP models that lead to new results in language modeling, genetic association
studies and uncertainty quantication in classication tasks.
Part I: Introduction and Overview
I start my dissertation in Chapter 1 with a short introduction to latent GP models.
I lay out the basic inference problem and present the concept of sparse GP approxi-
mations.
In Chapter 2, I present a unifying view on a new ecient inference approach
for latent GP models. The approach is called augmented variational inference and
builds on an auxiliary variable augmentation technique. The main idea is to consider
an augmented version of the latent GP model that renders the model conditionally
conjugate. In the augmented model, we can derive an ecient variational inference
algorithm, which is based on closed-form block coordinate ascent updates. These
updates can be interpreted as natural gradient updates and are more ecient than
ordinary Euclidean gradient updates. Additionally, the conditionally conjugate form
of the model directly leads to an exact Gibbs sampling scheme.
Part II: Scalable Inference in Latent Gaussian Process Models
In the second part of my dissertation, I present ve latent Gaussian process models.
For each model, I develop a scalable inference method based on the principles laid out
in the rst part of the thesis and demonstrate superior performance over the state of
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the art. Each chapter covers one model and can be read independently from the other
chapters. For the sake of readability without interruptions, I briey repeat the main
concepts in each chapter while the details for the common ideas behind the augmented
variational inference approach can be found in Chapter 2. The presented models and
inference procedures are based on previous publications, which are indicated at the
beginning of each chapter.
Chapter 3 considers Gaussian process classication based on the logistic likeli-
hood function. I develop a stochastic variational inference method based on a Polya-
Gamma augmentation of the likelihood. Unlike in previous work, all updates are
given in closed form and do not rely on numerical quadrature methods or sampling.
In the experiments, I demonstrate that the augmented variational inference approach
drastically improves computation time by up to two orders of magnitude while being
competitive in terms of prediction performance.
Chapter 4 concerns multi-class GP classication. The multi-class classication
problem is more complicated than the binary classication setting discussed in the
previous chapter because it involves not only one latent GP, but one GP for each class.
I introduce a novel multi-class GP classication model building on a modication of
the softmax likelihood function. The new likelihood function has two advantages.
First, it allows for an ecient auxiliary variable augmentation approach that renders
the model conditionally conjugate. Second, it solves the calibration issue of previ-
ous work on scalable multi-class GP classication as it leads to better uncertainty
quantication.
In Chapter 5, I develop a scalable inference method for a Bayesian version of
the support vector machine (SVM). Advantages of the Bayesian approach over the
common standard version of the SVM include automatic treatment of hyperparam-
eters and direct quantication of the uncertainty of the prediction, which can be of
great importance in practice. The inference method is based on a generalized inverse
Gaussian augmentation and the experiments demonstrate superior performance over
competing methods in terms of uncertainty quantication and speed.
Chapter 6 concerns feature selection in confounded data. This is an important
problem in genetic association studies. The goal of this eld is to nd causal as-
sociations between high-dimensional vectors of genotypes, such as single nucleotide
polymorphisms, and observable outcomes (feature selection). Genetic associations
can be spurious, unreliable, and unreproducible when the data are subject to spu-
rious correlations due to confounding. I propose the sparse Gaussian process linear
mixed model, which nds relevant features while correcting for confounding. I discuss
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two inference methods for two versions of the model. The rst inference method is
based on expectation propagation and is limited to small datasets. The second infer-
ence method builds on an augmented variational inference approach and scales to big
datasets, but introduces a slight additional approximation error. The scalable aug-
mented variational inference method was designed by me and implemented with the
help of Lorenz Vaitl. In an experimental study on genetic data, I show that my new
approach beats several baselines in terms of prediction performance, feature selection
stability and nds features that are less correlated with the confounder.
In Chapter 7, I develop a new time dynamic topic model (DTM), which can be used
for analyzing text data. DTMs model the evolution of prevalent themes in literature,
online media and other forms of text over time. In the new generalized dynamic topic
model, the time dynamics are governed by GPs. This allows for exploring topics
that develop smoothly over time, that have a long-term memory or are temporally
concentrated (for event detection). I discuss how to perform scalable approximate
inference in this model. The experiments on several large-scale datasets show that
my generalized model allows to nd interesting patterns that were not accessible by
previous approaches.
In Chapter 8, I conclude and discuss future work.
1.2 Brief introduction to Gaussian process models
In this section, we introduce the problem of learning from data via latent GP models.
A GP denes a distribution over functions f  GP(; k), where  is the mean function
and k is the kernel function. A GP is characterized by the property that any nite
set of function values f(x1); : : : ; f(xN) has a joint multivariate Gaussian distribution
(Rasmussen and Williams, 2006). The distribution is completely specied by the
mean function
E[f(x)] = (x)
and the kernel function (also called covariance function)
Cov[f(x); f(x0)] = k(x;x0):
In practice, we usually assume that the mean function is simply zero since uncertainty
about the mean function can be taken into account by adding an extra term to the
kernel (Rasmussen and Williams, 2006).
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Each kernel function corresponds to a dierent set of assumptions we make about
the function we wish to model (Rasmussen and Williams, 2006; Duvenaud, 2014).
In particular, the type of kernel function determines the type of latent functions we
expect to see and determines how the model generalizes to new data. There are many
possible choices of kernel functions. For instance, the squared exponential kernel is
dened by
k(x;x0) = 2f exp
 
 (x  x
0)2
2`2
!
;
where the variance parameter 2f and the length scale parameter ` are the hyperpa-
rameters of the kernel. Using this kernel leads to a prior distribution over smooth
functions. The linear kernel
k(x;x0) = 2f (x  c)> (x0   c) ;
with hyperparameters 2f and c leads to a distribution over linear functions. In
Fig. 1.2, left, we show several functions drawn from a GP prior using a squared
exponential kernel with variance and length scale parameters set to one.
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Figure 1.2: Left: Functions drawn from a Gaussian process prior using a squared
exponential kernel. Right: Functions drawn from the posterior of a GP regression
model with no observation noise, after conditioning on four observations (black dots).
Latent Gaussian process models. In this thesis, we are interested in probabilistic
models that consist of a latent function f that is dened on the data points X =
(x1; : : : ;xn)
> 2 Rnd. We assume a prior GP distribution on the latent function
f  GP(0; k) and the data labels y = (y1; : : : ; yn) are connected to f via a factorizing
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likelihood p(yjf). The generative model is
f  GP(0; k)
y  p(yjf;X) =
nY
i=1
p(yijf(xi)): (1.1)
In this thesis, we refer to this class of models as latent Gaussian process models.
A wide range of models can be obtained by choosing dierent likelihood functions.
For instance using a Gaussian likelihood
p(yijf(xi)) = N (yijf(xi); 2); (1.2)
where yi 2 R and 2 is an additional parameter, leads to the standard (Gaussian
likelihood) GP regression model. A binary classication model can be obtained by
using a Bernoulli likelihood
p(yijf(xi)) = B(yij(yif(xi)));
where yi 2 f 1; 1g and (:) is an activation function mapping the GP outputs to
probabilities in the interval [0; 1]. More complicated likelihoods can be obtained by
considering models with additional latent variables z = (z1; : : : ; zk) (e.g. hierarchical
models). For instance, in Chapter 7 we propose a language model that has a hierar-
chical structure based on a set of multiple latent GPs and additional latent variables,
which model certain aspects of a text document (see Fig. 7.1).
For the sake of simplicity, in the following of the introduction, we only consider
latent GP models of the form given in Eq. 1.1 and omit potential additional latent
variables and assume a single latent GP f . Note that the ideas developed in the
rst two chapters also apply to models with multiple latent GPs and models with
additional latent variables1.
In the following, we use the shorthand fi = f(xi) and omit that we are always
conditioning on the data points X.
Inference in latent GP models. The main goal is to compute the posterior
distribution of the latent GP, which, in principle, is given by Bayes' rule
p(f jy) = p(yjf)p(f)
p(y)
: (1.3)
1In particular, models with additional latent variables can still be viewed from the perspective of
having a single (complicated) likelihood in the form of Eq. 1.1 by considering the marginal likelihood
p(yjf;X) = R p(yjz; f;X)p(zjf;X)dz:
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We can make predictions about unseen data X = (x1; : : : ;xk)> by rst computing
the distribution of the latent function values corresponding to the test cases
p(f jy; X) =
Z
p(f jf ; X)p(f jy)df
and then using this distribution over f  to compute the predictive distribution
p(yjy; X) =
Z
p(yjf )p(f jy; X)df :
In the case of Gaussian GP regression, i.e. using the likelihood given in (1.2), the
posterior and predictive distribution can be computed in closed form (Rasmussen
and Williams, 2006). In this case, the likelihood is conjugate to the GP prior, that
means that the posterior distribution is in the same family as the prior distribution.
Hence, in the context of GP regression, the posterior of the function values f is again
Gaussian distributed. Moreover, the predictive distribution is given by
p(yjy; X) = N (;) (1.4)
with
 = K (X; X)
 
K(X;X) + 2I
 1
y
 = K (X; X) K (X; X)
 
K(X;X) + 2nI
 1
K (X;X) ;
where K(X;X 0) denotes the kernel matrix resulting from evaluating the kernel func-
tion between points X = (x1; : : : ;xN)
> and X 0 = (x01; : : : ;x
0
N 0)
>, which is given by
K(X;X 0)ij = k(xi;x0j). In Fig. 1.2, right, we show functions drawn from the poste-
rior predictive distribution (1.4) upon observing four data points in a GP regression
model using a squared exponential kernel.
For other non-conjugate likelihoods, computing the posterior (1.3) is often in-
tractable and requires approximate inference. Many dierent approaches to approxi-
mate inference in GP models have been proposed including sampling based methods,
e.g. elliptic slice sampling (Murray, Adams, and MacKay, 2010) and sampling us-
ing control variates (Lawrence, Rattray, and Titsias, 2009), as well as variational
methods, e.g. based on expectation propagation (Hernandez-Lobato and Hernandez-
Lobato, 2016) or variational inference (Hensman, Fusi, and Lawrence, 2013; Salim-
beni, Eleftheriadis, and Hensman, 2018).
Another issue is that, even in the simple GP regression model, inference is slow
and does not scale to big datasets. Due to the inversion of the kernel matrix, naive
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inference in latent GP models typically has computational complexity O(n3), where
n is the number of data points.
In this thesis, we focus on variational inference and discuss how these problems
can be circumvented.
Variational inference. We employ variational inference to deal with the intractable
posterior (1.3). Variational inference maps the infeasible inference problem to a fea-
sible optimization problem (see e.g. Blei, Kucukelbir, and McAulie, 2017). The idea
is to choose a family of tractable variational distributions q(f), where  denote the
variational parameters of the distribution family, and then select the best approxi-
mation of the true posterior p(f jy) by minimizing the Kullback-Leibler divergence
between the variational distribution and the posterior
KL(q(f)jjp(f jy)) = Eq(f)[log q(f)  log p(f jy)]
with respect to the variational parameters . This is equivalent to maximizing a lower
bound on the log marginal likelihood, known as evidence lower bound (ELBO)
L() = Eq(f)[log p(y;f)  log q(f)]  log p(y):
Sparse variational approximation. Sparse Gaussian processes address the issue
of the cubic computational complexity of inference in GP models. Dierent ap-
proaches to sparse approximations of GPs have been discussed in literature including
the early work by Csato and Opper, 2002 and Csato, 2002, and Seeger, Williams, and
Lawrence, 2003. Based on that work, we employ a variational approach and follow
the line of research by Snelson and Ghahramani, 2005; Titsias, 2009; Hensman, Fusi,
and Lawrence, 2013. We replace the latent GP f by a sparse approximation building
on a set of inducing points. This reduces the complexity to O(m3), where m is the
number of inducing points.
The sparse GP approximation is obtained as follows. We start with the latent GP
model (1.1) and introduce an inducing-point augmentation to the latent GP f . The
new random variable consists ofm additional input-output pairs (z1; u1); : : : ; (zm; um),
termed as inducing inputs and inducing variables. The function values of the GP f
and the inducing variables u = (u1; : : : ; um) are connected via
p(f ju) = N

f jKnmK 1mmu; eK
p(u) = N (uj0; Kmm) ;
(1.5)
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where Kmm is the kernel matrix resulting from evaluating the kernel function between
all inducing inputs, Knm is the cross-kernel matrix between inducing inputs and
training points, and eK = Knn  KnmK 1mmKmn. Including the inducing points in our
model gives the augmented joint distribution
p(y;f ;u) = p(yjf)p(f ju)p(u):
Note that the original model (1.1) can be recovered by marginalizing u.
We aim to approximate the posterior of the sparse GP p(ujy) and apply the
methodology of variational inference to the augmented joint distribution p(y;u;f).
We assume the variational distribution family q(u;f) = q(u)p(f ju), where q(u) =
N (ujm; S) is a variational Gaussian distribution with variational mean parameter
m and variational covariance parameter S. Note that the factor p(f ju) is xed and
given by Eq. 1.5.
The nal variational lower bound on the evidence (ELBO) is given by
log p(y)  Ep(f ju)q(u)[log p(yjf)] KL (q(u)jjp(u)) : (1.6)
The inducing point locations Z are additional hyperparameters and are either xed
or optimized via maximizing the tted variational lower bound as a function of the
inducing point locations (see Section 2.2).
12
Chapter 2
Augmented Variational Inference
for Gaussian Process Models
In this chapter, we propose an unied framework for ecient inference in latent GP
models. Inference in latent GP models that go beyond simple regression is chal-
lenging due to the non-conjugate likelihood. Previous scalable inference methods
(e.g. Hensman and Matthews, 2015; Dezfouli and Bonilla, 2015; Hernandez-Lobato
and Hernandez-Lobato, 2016; Salimbeni, Eleftheriadis, and Hensman, 2018) typically
build on approximating the likelihood by sampling or numerical quadrature, thus,
preventing ecient optimization.
We develop a dierent approach that aims on translating the intractable non-
conjugate model into an easier conditionally conjugate model by adding auxiliary
random variables to the model. An auxiliary variable is an additional latent variable
that is added to a model such that the original model is recovered when this vari-
able is marginalized out. We aim to nd an augmentation that renders the model
conditionally conjugate. Inference in the augmented conditionally conjugate model is
much easier than in the original model. We develop an ecient variational inference
method based on block coordinate updates, which can be computed in closed form.
The updates correspond to natural gradient updates, which are more ecient than
ordinary Euclidean gradient updates, which are used in previous approaches.
In the following of this chapter, we introduce the main ideas behind our new
augmented variational inference approach. This chapter is meant to provide a high-
level motivation of our approach and focuses on the general concepts. In part II
of the thesis, we show that this framework is actually useful in practice. We study
ve dierent latent GP models and develop scalable inference methods based on the
principles laid out in this chapter.
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Figure 2.1: How can we perform scalable inference in latent Gaussian process models?
We propose an augmented variational inference approach, which leads to ecient
variational inference updates given in closed form. We start with the non-conjugate
latent GP model (left), where the latent GP is denoted by f , (optional) additional
random variables are denoted by z and the data is (X; y). In the rst step, we
add auxiliary random variables ! to the model that render the model conditionally
conjugate (middle). In the conditionally conjugate model, all complete conditional
distributions (the posterior distribution of one random variable given all the others)
are tractable. In the last step (right), we obtain an approximation of the posterior.
We leverage conditional conjugacy to derive ecient variational inference updates,
which are given in closed form.
2.1 A conditionally conjugate formulation via aux-
iliary variable augmentation
The main idea of the augmented variational inference approach is to add auxiliary
random variables to the latent GP model such that inference becomes easier. In
particular, we aim to nd an augmented representation of the model that renders the
model conditionally conjugate. Let ! = (!1; : : : ; !n) be a set of auxiliary random
variables, which augment the original model (1.1) leading to a joint distribution of
the form
p(y;f ;!) =
Y
i
p(yijfi; !i)p(!i)p(f): (2.1)
The original model can be restored by marginalizing !, i.e. p(y;f) =
R
p(y;f ;!)d!.
In our work, the goal is to nd an augmentation ! such that the augmented
likelihood p(yjf ;!) becomes conjugate to the prior distributions p(f) and p(!), i.e.
the complete conditional distributions p(f j!;y) and p(!jf ;y) are in the same family
as their associated priors. Furthermore, we seek for an augmentation the allows us to
compute expectations of the log complete conditional distributions, given in Eq. 2.3,
in closed form. Later we will see that these requirements are sucient for obtaining
ecient variational inference updates (see Eq. 2.3).
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As a direct consequence from the above requirements, we seek for augmentations
that render the likelihood to be a squared exponential function in fi, i.e.
p(yijfi; !i) / exp
 
a(yi; !i) + b(yi; !i)fi + c(yi; !i)f
2
i

; (2.2)
where a and b are arbitrary factors that only depend on the label yi and the auxiliary
variable !i. An augmented likelihood of this form leads to a Gaussian complete
conditional p(f j!;y). Additional to the conditional conjugacy in f , we seek for an
augmentation that also leads to a tractable complete conditional distribution in the
augmented variables p(!jf ;y).
To summarize, our method is based on nding a suitable augmentation of the
original model. In this section, we have established the requirements that dene a
suitable augmentation. The goal is to nd an augmentation !, which
 renders the model conditionally conjugate and
 allows us to compute expectations of the complete conditionals (given in Eq. 2.3)
in closed-from.
These goals serve as a guide in the process of nding suitable augmentations. In
the next chapters, we will see that such augmentations can be indeed found for a
variety of dierent models and lead to a substantial decrease in computation time
when performing variational inference.
Note that a suitable augmentation can involve more than one set of auxiliary
variables. For instance, in Chapter 4 we develop a hierarchical augmentation of a
multi-class GP classication model, which involves three dierent sets of auxiliary
variables. For the sake of simplicity, in this chapter, we focus on the case of having
one set of auxiliary variables ! = (!1; : : : ; !n) that factorizes the likelihood in the
form of Eq. 2.1.
2.2 Variational inference in the augmented model
For now, let us assume we have found an augmentation ! that fullls the requirements
dened in Section 2.1. We show that in this case, the posterior can be eciently
approximated using variational inference.
We assume a variational distribution where the latent GP f and the augmentation
variables are decoupled, i.e. q(f ;!) = q(f)q(!). Following standard results (Blei,
Kucukelbir, and McAulie, 2017), the optimal variational distribution of ! factorizes,
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i.e. q(!) =
Q
i q(!i) and the variational distributions can be iteratively optimized by
the block-coordinate ascent updates given by
q(f) / expEq(!) [log p(f j!;y)]
q(!i) / expEq(f) [log p(!ijf ;y)] :
(2.3)
The assumptions from the previous section imply that these updates are computed in
closed form. Furthermore, from the structure of the augmented likelihood (2.2), it fol-
lows that the variational distribution q(f) is in the same family as the corresponding
complete conditional and, thus, q(f) is a variational Gaussian distribution.
In order to scale to big datasets we employ stochastic variational inference (Ho-
man et al., 2013) and replace the original latent GP f by a sparse approximation u as
introduced in Section 1.2. Homan et al., 2013 have shown in the setting, where the
complete conditionals are in the exponential family, that the coordinate updates (2.3)
can be directly interpreted as natural gradient updates with a learning rate of one. In
stochastic variational inference, the variational objective is optimized via stochastic
optimization based on stochastic natural gradients. In each iteration, we use mini-
batches of the data and obtain a noisy version of the natural gradient. In this setting,
learning rates slightly less than one have to be chosen.
Optimization of hyperparameters. The hyperparameters of our model include
kernel hyperparameters and inducing point locations. The hyperparameters can be
either xed before training or optimized via a variational expectation maximization
(EM) approach.
We select the optimal kernel hyperparameters by maximizing the marginal like-
lihood p(yjh), where h denotes the set of hyperparameters (this approach is called
empirical Bayes (Maritz and Lwin, 1989)). We follow an approximate approach and
optimize the tted variational lower bound L(h) as a function of h by alternating be-
tween optimization steps w.r.t. the variational parameters and the hyperparameters
(see e.g. Mandt, Homan, and Blei, 2016).
2.3 On the quality of the augmented approxima-
tion
The main advantage of the augmented variational inference approach is, that it leads
to variational updates that are computed in closed form and can be interpreted as
ecient block coordinate updates. Hence, our inference method is often faster and
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more stable than competing methods that apply variational inference to the original
(non-augmented) latent GP model.
The price we have to pay for faster inference is an additional approximation error
compared to the variational inference solution of the original model. In this section,
we discuss the additional augmentation gap of the ELBO introduced by the auxiliary
variables !. For the sake of simplicity, we consider here the non-sparse case, i.e. the
inducing points equal the training points (f = u). However, it is straightforward to
extend the results also to the sparse case.
In a direct application of variational inference to the latent GP model (Eq. 1.1),
one tries to approximate the posterior directly by a variational Gaussian q(f) =
N (f j;) without using an auxiliary variable augmentation. This leads to the
optimization problem
arg min
q(f)
KL(q(f)jjp(f jy)) = arg max
q(f)
Eq(f)[log p(y;f)  log q(f)]:
Optimizing the original ELBO Lorig(q) (right-hand side of the equation above) is in
general not tractable. For some models, e.g. GP classication models (Hensman
and Matthews, 2015), the ELBO can be approximated by sampling or numerical
quadrature. For the sake of the analysis, we now assume that we have an algorithm
that allows us to optimize the original ELBO and we denote the optimizer with
qorig(f).
In our approach, we apply variational inference to the augmented model and
optimize the augmented ELBO
Laugmented(q) = Eq(f)q(!)[log p(y;f ;!)  log q(f)  log q(!)]:
We look for the best distribution q(f ;!) = q(f)q(!) that factorizes in the aug-
mented auxiliary variables ! and the original function f . This approach also yields a
Gaussian approximation q(f) as a factor in the optimal density. Of course q(f) will
be dierent from the \optimal" approximation qorig(f) that maximizes the original
ELBO.
It would be interesting to see how the maximized ELBOs of the two variational
approaches, which both give a lower bound on the likelihood of the data, dier. Un-
fortunately, such a computation would require the knowledge of the optimal qorig(f).
However, we can obtain some estimate of this dierence by directly comparing both
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bounds using the same Gaussian density q(f). In this case, we obtain
Lorig(q(f))  Laugmented(q(f)q(!))
= Eq(f)[log p(y;f)  log q(f)]  Eq(f)q(!)[log p(y;f ;!)  log(q(f)q(!))]
= Eq(f)q(!)[log p(yjf)  log p(yjf ;!)  log p(!) + log q(!)]
= Eq(f)q(!)[  log p(!jf ;y) + log q(!)]
= Eq(f)[KL (q(!)jjp(!jf ;y))]:
The augmentation gap is small if, on average, the variational approximation q(!) is
close to the posterior p(!jf ;y).
We could, however, argue that asymptotically, in the limit of a large number of
data, the predictions given by both densities may not dier a lot, as the posterior
uncertainty for both densities should become small. Neglecting this uncertainty in
the expectation of the log-likelihood in the Gaussian variational approximation shows
that the approximation of the posterior mean in q(f) becomes equal to the MAP
estimator (Opper and Archambeau, 2009). If we neglect the posterior uncertainty
(and the extra error caused by sparsity) in our approximation, we simply arrive at
an exact EM algorithm for computing the same MAP estimator of the model. This is
because in the E-step, we can compute the expectation over the augmentation vari-
ables ! exactly. We might, however, get some dierence in the covariance structure
of the two Gaussian densities q(f) and q(f), which is not expected to cause a major
deterioration of the predictions.
For the latent GP models discussed in the next chapters, we conrm empirically
that the additional approximation error is small in practice and the predictive per-
formance of our approach is competitive.
2.4 Gibbs sampling
Since our augmented model is conditionally conjugate we can directly derive a Gibbs
sampling scheme. In order to sample from the exact posterior, we alternate between
drawing a sample from each complete conditional distribution
f t  p(f j!t 1;y)
and
!t  p(!jf t;y);
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where !0 is appropriately initialized. The augmented variables are naturally marginal-
ized out and asymptotically, the latent GP samples will be from the true posterior.
In this thesis, we focus on the methodology of variational inference since it can be
scaled to big datasets more easily. However, the Gibbs sampling scheme is a useful
tool to empirically assess the quality of our approximate posterior on small datasets.
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Part II
Scalable Inference in Latent
Gaussian Process Models
20
Chapter 3
Gaussian Process Classication
We begin our study of latent GP models with a GP classication model. We propose
a scalable stochastic variational approach building on Polya-Gamma data augmenta-
tion and inducing points. Unlike previous approaches, we obtain closed-form updates
based on natural gradients, which lead to ecient optimization. We evaluate the algo-
rithm on real-world datasets containing up to 11 million data points and demonstrate
that it is up to two orders of magnitude faster than the state of the art while being
competitive in terms of prediction performance. The code is available via Github1.
This chapter is based on:
F. Wenzel, T. Galy-Fajou, C. Donner, M. Kloft, and M. Opper (2019). \Ecient
Gaussian Process Classication Using Polya-gamma Data Augmentation". In: AAAI
Conference on Articial Intelligence.
We consider a binary GP Classication model, which is dened as follows. Let
X = (x1; : : : ;xn)
> 2 Rnd be the d-dimensional training points with labels y =
(y1; : : : ; yn) 2 f 1; 1gn. The likelihood of the labels is
p(yjf) =
nY
i=1
(yif(xi)); (3.1)
where f  GP(0; k) is a latent GP function and (z) is an activation function, which
maps the latent function values to the interval [0; 1]. In our work, we consider the
logistic function (z) = (1 + exp( z)) 1.
Currently, GP classication has limited applicability to big data. Naive inference
typically scales cubically in the number of data points, and exact computation of the
posterior and marginal likelihood is intractable.
1https://github.com/theogf/AugmentedGaussianProcesses.jl
Equal contributions.
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Nevertheless, the combination of so-called sparse Gaussian process techniques (cf.
Section 1.2) with approximate inference methods, such as expectation propagation
(EP) or the variational approach, have enabled GP classication for datasets contain-
ing millions of data points (Hernandez-Lobato and Hernandez-Lobato, 2016; Salim-
beni, Eleftheriadis, and Hensman, 2018).
While these results are already impressive, we will show that our augmented vari-
ational inference approach leads to a speed-up of up to two orders of magnitude. We
show that the logistic GP classication model can be augmented by Polya-Gamma
random variables (Polson, Scott, and Windle, 2013) leading to a conditionally conju-
gate model.
As outlined in Section 2.1, the augmentation approach gives directly rise to coor-
dinate ascent updates and the optimization procedure can be interpreted as a natural-
gradient approach to variational inference. Unlike previous approaches, the natural
gradient updates can be computed in closed form leading to a fast and stable algo-
rithm, which is simple to implement.
3.1 Background and related work
Gaussian process classication. Hensman and Matthews (2015) consider Gaus-
sian process classication with a probit inverse link function and suggest a variational
Gaussian model that builds on inducing points. By employing automatic dierentia-
tion, Salimbeni, Eleftheriadis, and Hensman (2018) generalize this approach to apply
natural gradients in non-conjugate GP models. Khan and Nielsen (2018) consider
natural gradient updates in the setting of variational inference with exponential fam-
ilies. Unlike our approach, these methods do not benet from closed-form updates
and have to resort to numerical approximations. Moreover, our approach has the
advantage that a higher learning rate close to one can be chosen since our updates
can be interpreted as block-coordinate ascent updates.
Izmailov, Novikov, and Kropotov, 2018 use tensor train decomposition to train
GP models with billions of inducing points. The updates are not computed in closed
form and they do not use natural gradients.
Dezfouli and Bonilla (2015) propose a general automated variational inference
approach for sparse GP models with non-conjugate likelihoods. Since they follow a
black box approach and do not exploit model specic properties, they do not employ
ecient optimization techniques.
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Hernandez-Lobato and Hernandez-Lobato (2016) follow an expectation propaga-
tion approach based on inducing points and have a similar computational cost as
Hensman and Matthews (2015).
Polya-Gamma data augmentation. Polson, Scott, and Windle (2013) intro-
duced the idea of data augmentation in logistic models using the class of Polya-
Gamma distributions. This allows for exact inference via Gibbs sampling or approx-
imate variational inference schemes (Scott and Sun, 2013).
Linderman, Johnson, and Adams (2015) extend this idea to multinomial models
and discuss the application for Gaussian processes with multinomial observations but
their approach does not scale to big datasets and they do not consider the concept of
inducing points.
3.2 The augmentation
Due to the analytically inconvenient form of the likelihood function, inference for lo-
gistic GP classication is a challenging problem. We remedy this issue by considering
an augmented representation of the original model. The augmented model is ad-
vantageous since it leads to ecient closed-form updates in our variational inference
scheme.
Polson, Scott, and Windle (2013) introduced the class of Polya-Gamma random
variables and proposed a data augmentation strategy for inference via Gibbs sampling
in models with binomial likelihoods. The augmented model has the appealing prop-
erty that the likelihood of the latent function values f is proportional to a Gaussian
density when conditioned on the augmented Polya-Gamma variables. Furthermore,
the auxiliary Polya-Gamma variables conditioned on the GP values f are again Polya-
Gamma distributed. The Polya-Gamma augmentation satises our requirements from
Section 2.1 and hence can be utilized to derive an ecient approximate inference al-
gorithm.
The Polya-Gamma distribution is dened as follows. The random variable ! 
PG(b; 0), b > 0 is dened by the moment generating function
EPG(!j b;0)[exp( !t)] = 1
coshb(
p
t=2)
: (3.2)
It can be shown that this is the Laplace transform of an innite convolution of gamma
distributions. The denition is related to our problem by the fact that the logistic
likelihood can be written in a form that involves the cosh(:) function, namely (zi) =
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exp(1
2
zi)(2 cosh(
zi
2
)) 1. In the following we derive a representation of the logistic
likelihood in terms of Polya-Gamma variables.
First, we dene the general PG(b; c) class that is derived by an exponential tilting
of the PG(b; 0) density, and it is given by
PG(!j b; c) / exp( c
2
2
!)PG(!j b; 0):
From the moment generating function (3.2), the rst moment can be directly com-
puted
EPG(!jb;c)[!] =
b
2c
tanh
 c
2

:
For the subsequently presented variational algorithm, these properties suce and the
full representation of the Polya-Gamma density PG(!jb; c) is not required.
We now adapt the data augmentation strategy based on Polya-Gamma variables
for the GP classication model. To do this, we write the non-conjugate logistic
likelihood function (3.1) in terms of Polya-Gamma variables
(zi) = (1 + exp( zi)) 1 =
exp(1
2
zi)
2 cosh( zi
2
)
=
1
2
Z
exp

zi
2
  z
2
i
2
!i

p(!i)d!i; (3.3)
where p(!i) = PG(!ij1; 0) and by making use of (3.2). For more details see Polson,
Scott, and Windle (2013). Using this identity and substituting zi = yif(xi) we
augment the joint density p(y;f) with Polya-Gamma variables and obtain
p(y;f ;!) / exp

1
2
y>f   1
2
f>
f

p(f)p(!); (3.4)
where 
 = diag(!) is the diagonal matrix of the Polya-Gamma variables f!ig.
Interestingly, employing a structured mean eld variational inference approach
(cf. Section 3.3) to the plain Polya-Gamma augmented model (3.4) leads to the same
bound for GP classication derived by Gibbs and MacKay (2000). This is an inter-
esting new perspective on this bound since they do not employ a data augmentation
approach. We provide a proof in Appendix A.3. Our approach goes beyond Gibbs
and MacKay (2000) by providing a fully Bayesian perspective, including a sparse GP
prior in the model and proposing a scalable inference algorithm based on natural
gradients (Section 3.3).
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3.3 Inference
To scale our model to big datasets, we approximate the latent GP f by a sparse GP
building on inducing points. As outlined in Section 1.2, we introduce M inducing
points u and connect the GP values with the inducing points via the joint prior
distribution p(f ;u) = p(f ju)p(u) given in Eq. 1.5.
We follow a structured mean eld approach (Wainwright and Jordan, 2008) and
assume independence between the inducing variables u and Polya-Gamma variables
!, yielding a variational distribution of the form q(u;!) = q(u)q(!). Setting the
functional derivative of L w.r.t. q(u) and q(!) to zero, respectively, results in the
following consistency condition for the maximum,
q(u;!) = q(u)
Y
i
q(!i); (3.5)
with q(!i) = PG(!ij1; ci) and q(u) = N (uj;). Remarkably, we do not have to use
the full Polya-Gamma class PG(!ijbi; ci), but instead, consider the restricted class
bi = 1 since it already contains the optimal distribution. This can be easily seen by
starting with a free-form mean eld variational inference approach and deriving the
optimal condition bi = 1.
Using (3.5) as variational family, which is parameterized by the variational pa-
rameters f;; cg leads to a closed-form expression of the variational bound
L(c;;)
= Ep(f ju)q(u)q(!)[log p(yj!;f)] KL (q(u;!)jjp(u;!))
c
=
1
2

log jj   log jKmmj)  tr(K 1mm)  >K 1mm
+
X
i
n
yii  i
 eKii   i>i   >>i i
+ c2i i   2 log cosh
ci
2
o
; (3.6)
where i =
1
2ci
tanh
 
ci
2

and i = KimK
 1
mm. Remarkably, all intractable terms involv-
ing expectations of log PG(!ij1; 0) cancel out. Details are provided in Appendix A.1.
Stochastic variational inference. Our algorithm alternates between updates of
the local variational parameters c and global parameters  and . In each iteration,
we update the parameters based on a mini-batch of the data S  f1; : : : ; ng of size
s = jSj.
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We update the local parameters cS in the mini-batch S by employing coordinate
ascent. To this end, we x the global parameters and analytically compute the unique
maximum of (3.6) w.r.t. the local parameters, leading to the updates
ci =
qeKii + i>i + >>i i (3.7)
for i 2 S:
We update the global parameters by employing stochastic optimization of the
variational bound (3.6). The optimization is based on stochastic estimates of the
natural gradients of the global parameters. We use the natural parameterization of the
variational Gaussian distribution, i.e., the parameters 1 := 
 1 and 2 =  12 1.
Using the natural parameters results in simpler and more eective updates. The
natural gradients based on the mini-batch S are given byer1LS = n2s>SyS   1er2LS =  12 K 1mm + ns>SSS  2; (3.8)
where  = diag() and i =
1
2ci
tanh
 
ci
2

. The factor n
s
is due to the rescaling of the
mini-batches. The global parameters are updated according to a stochastic natural
gradient ascent scheme. We employ the adaptive learning rate method described by
Ranganath et al. (2013).
The natural gradient updates always lead to a positive denite covariance ma-
trix2 and in contrast to Hensman and Matthews (2015) our implementation does not
require any assurance for positive-deniteness of the variational covariance matrix
. Details for the derivation of the updates can be found in Appendix A.2. The
complexity of each iteration in the inference scheme is O(m3), due to the inversion of
the matrix 2.
Predictions. The approximate posterior of the GP values and inducing variables
is given by q(f ;u) = p(f ju)q(u), where q(u) = N (uj;) denotes the optimal
variational distribution. To predict the latent function values f at a test point x we
substitute our approximate posterior into the standard predictive distribution
p(fjy) =
Z
p(fjf ;u)p(f ;ujy)dfdu

Z
p(fjf ;u)p(f ju)q(u)dfdu
=
Z
p(fju)q(u)du = N
 
f j; 2

; (3.9)
2This follows directly since Kmm and  are positive denite.
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where the prediction mean and the variance is
 = KmK 1mm
2 = K +KmK
 1
mm(K
 1
mm   I)Km:
The matrix Km denotes the kernel matrix between the test point and the inducing
points and K the kernel value of the test point. The distribution of the test labels
is easily computed by applying the logistic likelihood to (3.9),
p(y = 1jy) =
Z
(f)p(fjy)df: (3.10)
This integral is analytically intractable but can be computed numerically by quadra-
ture methods. This is adequate and fast since the integral is only one-dimensional.
Computing the mean and the variance of the predictive distribution has complex-
ity O(m) and O(m2), respectively.
Optimization of the hyperparameters. We select the optimal kernel hyperpa-
rameters h by maximizing the marginal likelihood p(yjh) via a variational expectation
maximization approach. The details are described in Section 1.2.
3.4 Experiments
We compare our proposed method, ecient Gaussian process classication (x-gpc),
with the state-of-the-art methods svgpc (Salimbeni, Eleftheriadis, and Hensman,
2018), provided in the package GPow3 (Matthews et al., 2017), which builds on Ten-
sorFlow and the EP approach epgpc by Hernandez-Lobato and Hernandez-Lobato
(2016), implemented in R. All methods are applied to real-world datasets containing
up to 11 million data points.
In all experiments, a squared exponential covariance function with a common
length scale parameter for each dimension, an amplitude parameter and an additive
noise parameter is used. The kernel hyperparameters are initialized to the same values
and optimized using Adam (Kingma and Ba, 2015), while inducing points location
are initialized via k-means++ (Arthur and Vassilvitskii, 2007) and kept xed during
training. The SVI based methods, x-gpc and svgpc, use an adaptive learning rate.
All algorithms are run on a single CPU. We experiment on 12 datasets from the
OpenML website and the UCI repository ranging from 768 to 11 million data points.
3We use GPow version 1.2.0.
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Figure 3.1: Posterior mean (), variance () and predictive marginals (p) on the
Diabetes dataset. Each plot shows the MCMC ground truth on the x-axis and the
estimated value of our model on the y-axis. Our approximation is very close to the
ground truth.
In the rst experiment (Section 3.4.1), we examine the quality of the approximation
provided by x-gpc. In the next experiment, we evaluate the prediction performance
and run time of x-gpc, and svgpc and epgpc on several real-world datasets. Finally,
in Section 3.4.3, we examine the sensitivity of all methods to the number of inducing
points.
3.4.1 Quality of the approximation
We empirically examine the quality of the variational approximation provided by our
method. In Fig. 3.1, we compare the approximations to the true posterior obtained
by employing an asymptotically exact Gibbs sampler as described in Section 2.4 and
also discussed by Polson and Scott, 2011; Linderman, Johnson, and Adams, 2015.
We compare the posterior mean and variance as well as the prediction probabilities
with the ground truth. Since the Gibbs sampler does not scale to large datasets
we experiment on the small Diabetes dataset (n = 768). In Fig. 3.1 we plot the
approximated values vs. the ground truth. We nd that our approximation is very
close to the true posterior.
3.4.2 Numerical comparison
We evaluate the prediction performance and run time of our method x-gpc and
the competing methods svgpc and epgpc. We experiment on a variety of dierent
datasets and report the resulting prediction error, negative test log-likelihood and run
time for each method in Table 3.1.
The experiments are conducted as follows. For each dataset, we perform a 10-
fold cross-validation and for datasets with more than one million points, we limit the
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Dataset X-GPC SVGPC EPGPC
aXa Error 0:17 0:07 0:17 0:07 0:17 0:07
n = 36; 974 NLL 0:29 0:13 0:36 0:13 0:34 0:13
d = 123 Time 47 2:2 451 7:8 214 4:8
Bank Market. Error 0:14 0:12 0:12 0:12 0:12 0:13
n = 45; 211 NLL 0:27 0:22 0:31 0:26 0:33 0:20
d = 43 Time 9 1:5 205 6:6 46 3:5
Click Pred. Error 0:17 0:00 0:17 0:00 0:17 0:01
n = 399; 482 NLL 0:39 0:07 0:46 0:00 0:46 0:01
d = 12 Time 4:5 1:3 102 3:0 8:1 0:45
Cod RNA Error 0:04 0:00 0:04 0:00 0:04 0:00
n = 343; 564 NLL 0:11 0:03 0:13 0:00 0:12 0:00
d = 8 Time 3:7 0:13 115 4:3 869 5:2
Diabetes Error 0:23 0:07 0:23 0:06 0:24 0:06
n = 768 NLL 0:47 0:11 0:47 0:10 0:48 0:09
d = 8 Time 8:8 0:12 150 5:1 8 0:45
Electricity Error 0:24 0:06 0:26 0:06 0:26 0:06
n = 45; 312 NLL 0:31 0:17 0:53 0:08 0:53 0:06
d = 8 Time 8:2 0:48 356 6:9 13:5 1:50
German Error 0:25 0:12 0:25 0:11 0:26 0:13
n = 1; 000 NLL 0:44 0:17 0:51 0:15 0:53 0:11
d = 20 Time 17 0:42 374 7:3 5:2 0:03
Higgs Error 0:33 0:01 0:45 0:01 0:38 0:01
n = 11; 000; 000 NLL 0:55 0:13 0:69 0:00 0:66 0:00
d = 28 Time 23 0:88 294 54 8732 867
IJCNN Error 0:03 0:01 0:06 0:01 0:02 0:01
n = 141; 691 NLL 0:10 0:03 0:15 0:07 0:09 0:04
d = 22 Time 17 0:44 1033 45 756 8:6
Mnist Error 0:14 0:01 0:44 0:13 0:12 0:01
n = 70; 000 NLL 0:24 0:10 0:66 0:11 0:27 0:01
d = 780 Time 200 5:5 991 23 806 5:2
Shuttle Error 0:01 0:01 0:01 0:00 0:01 0:01
n = 58; 000 NLL 0:07 0:01 0:07 0:00 0:07 0:01
d = 9 Time 0:01 0:00 7:5 0:7 100 0:63
SUSY Error 0:21 0:00 0:22 0:00 0:22 0:00
n = 5; 000; 000 NLL 0:31 0:10 0:49 0:01 0:50 0:00
d = 18 Time 14 0:29 10; 000 10; 000
wXa Error 0:03 0:01 0:04 0:01 0:03 0:01
n = 34; 780 NLL 0:27 0:07 0:25 0:07 0:19 0:06
d = 300 Time 66 16 612 11 1:4 0:10
Table 3.1: Average test prediction error, negative test log-likelihood (NLL) and time
in seconds along with one standard deviation. Best values are highlighted.
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Figure 3.2: Average negative test log-likelihood and average test prediction error as a
function of training time (seconds in a log10 scale) on the datasets Electricity (45,312
points), Cod RNA (343,564 points) and SUSY (5 million points). x-gpc (proposed)
reaches values close to the optimum after only a few iterations, whereas svgpc and
epgpc are one to two orders of magnitude slower.
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test set to 100,000 points. We report the average prediction error, the negative test
log-likelihood (3.10) and the run time along with one standard deviation. For all
datasets, we use 100 inducing points and a mini-batch size of 100 points.
For x-gpc, we nd that the following simple convergence criterion on the global
parameters leads to good results: a sliding window average being smaller than a
threshold of 10 4. Unfortunately, the original implementations of svgpc and epgpc
do not include a convergence criterion. We nd that the trajectories of the global
parameters of svgpc tend to be noisy, and using a convergence criterion on the
global parameters often leads to poor results. To have a fair comparison, we therefore
monitor the convergence of the prediction performance on a hold-out set and use a
sliding window average of size 5 and threshold 10 3 as a convergence criterion for all
methods.
We observe that x-gpc is about one to two orders of magnitude faster than svgpc
and epgpc on most datasets. Only on the dataset wXa, epgpc is slightly faster
than x-gpc. The prediction error is similar for all methods but x-gpc outperforms
the competitors in terms of the test log-likelihood on most datasets (aXa, Bank
Marketing, Click Prediction, Cod RNA, Diabetes, Electricity, German, Higgs, Mnist,
SUSY). This means that the condence levels in the predictions are better calibrated
for x-gpc, i.e. when predicting a wrong label svgpc and epgpc tend to be more
condent than x-gpc.
Performance as a function of time. Since all considered methods are based
on optimization schemes, there is a trade-o between the run time of the algorithm
and the prediction performance. We make this trade-o transparent by plotting the
prediction performance as a function of time on each dataset. For each method, we
employ a 10-fold cross-validation, and monitor the average negative test log-likelihood
and prediction error on a hold-out test set as a function of time.
The results are displayed in Fig. 3.2 for three selected datasets, while the results for
the remaining datasets are deferred to Appendix A.4. For all datasets we observe that
after a few iterations x-gpc is already close to the optimum due to its ecient closed-
form natural gradient updates. Both the prediction error and test log-likelihood
converge around one to two orders of magnitude faster for x-gpc than for svgpc
and epgpc. Moreover, the performance curves tend to be noisier for svgpc than
for x-gpc and epgpc. For the datasets HIGGS and IJCNN, epgpc lead to slightly
better nal prediction performance, but with the cost of a runtime being two to
three orders of magnitude slower than x-gpc (epgpc runs approx. 2.5 hours on the
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Figure 3.3: Prediction error as a function of training time (on a log10 scale) for
the Shuttle dataset. Dierent numbers of inducing points are considered, M =
16; 32; 64; 128. x-gpc (proposed) converges the fastest in all settings of dierent
numbers of inducing points. Using only 32 inducing points is enough for obtaining
almost optimal prediction performance for all methods, but svgpc becomes unstable
in settings of less than 128 inducing points.
HIGGS dataset and x-gpc runs 23 seconds, and on the IJCNN dataset, epgpc runs
756 seconds, whereas x-gpc runs 17 seconds).
All three methods are implemented in dierent programming frameworks: x-
gpc in Julia, svgpc in TensorFlow and epgpc in R leading to dierent ecient
implementations. However, we nd that the main speed-up of our method is due to
the ecient natural gradient updates and is only marginally related to the usage of a
dierent programming language. To check this, we implemented epgpc also in Julia
and obtained similar runtimes. Since svgpc is part of the already highly optimized
GPow package we only used the original implementation.
3.4.3 Inducing points
We examine the eect of dierent numbers of inducing points on the prediction per-
formance and run time. For all methods, we compare dierent numbers of inducing
points: M = 16; 32; 64; 128. For each setting, we perform a 10-fold cross-validation
on the Shuttle dataset and plot the mean prediction error as a function of time. The
results are displayed in Fig. 3.3. We observe that the higher the number of inducing
32
points, the better the prediction performance, but the longer the run time. Through-
out all settings, our method is consistently faster of around one to two orders of
magnitude than the competitors. On the Shuttle dataset using only M = 32 induc-
ing points is enough and can only be marginally improved by using more inducing
point for all methods. However, the performance curves of svgpc are unstable when
using less than 128 inducing points.
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Chapter 4
Multi-class Gaussian Process
Classication
In this chapter, we extend the ideas from the previous chapter, which concerned binary
GP classication to the multi-class classication setting. We propose a novel mod-
ied softmax likelihood function, which has two benets: it leads to well-calibrated
uncertainty estimates and allows for an ecient latent variable augmentation. The
augmented model has the advantage that it is conditionally conjugate leading to a
fast variational inference method via block coordinate ascent updates. Previous ap-
proaches suered from a trade-o between uncertainty calibration and speed. Our
experiments show that our method leads to well-calibrated uncertainty condences
and competitive predictive performance while being up to two orders faster than the
state of the art. The code is available via Github1.
This chapter is based on:
T. Galy-Fajou, F. Wenzel, C. Donner, M. Opper (2019). \Multi-Class Gaussian
Process Classication Made Conjugate: Ecient Inference via Data Augmentation".
In: Conference on Uncertainty in Articial Intelligence.
In real-world decision making systems, it is important that classication methods
do not only provide accurate predictions but also indicate when they are likely to
be incorrect. Calibrated condence estimates are important in many application
domains such as self-driving cars (Bojarski et al., 2016), medical diagnosis (Caruana
et al., 2015) and speech recognition (Xiong et al., 2016).
1https://github.com/theogf/AugmentedGaussianProcesses.jl
Equal contributions.
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In multi-class classication tasks, modern deep neural networks achieve state-of-
the-art accuracies but often suer from bad calibration (Guo et al., 2017). Gaussian
process (GP) models provide an attractive alternative approach to multi-class classi-
cation problems.
Due to the Bayesian treatment of uncertainty, GPs have the advantage of leading
to well-calibrated uncertainty estimates (Williams and Barber, 1998; Rasmussen and
Williams, 2006). Furthermore, GP models become more expressive as the number of
data points grows and allow for incorporating prior knowledge by using dierent kernel
functions. However, inference in multi-class GP classication models is challenging.
In Chapter 3, we have shown that an ecient inference method can be developed
for binary classication. The multi-class problem is more complicated because it
involves not only one latent GP, but one GP for each class. In the common multi-
class likelihoods, as e.g. the softmax function, the GPs are coupled. This leads
to complicated multivariate integrals, which make a direct application of variational
inference techniques intractable. Previous inference methods for the softmax model
rely on approximations and do not scale (Williams and Barber, 1998; Chai, 2012).
To tackle this issue, Hernandez-Lobato, Hernandez-Lobato, and Dupont (2011)
propose an alternative to the softmax, the robust-max likelihood. This likelihood
simplies the problem by focusing mainly on the maximal latent GP and discarding
information of the other less likely classes. The model is robust against outliers and
often yields good classication accuracy. However, it sacrices the gradual response
of the traditional softmax for an all-or-nothing criterion leading to bad uncertainty
quantication.
In problems with well separated classes and a few outliers, the robust-max like-
lihood is an excellent choice, while in problems with overlapping classes a gradual
classication criterion is more desirable (Xiong, Wu, and Liu, 2010). In this work,
we introduce a novel likelihood, the logistic-softmax likelihood, which combines the
best of both worlds. It has a gradual classication criterion similar to the traditional
softmax, but on the other hand, also enables fast inference.
We propose an augmentation approach that renders the model conditionally con-
jugate. Inference in the augmented model is much easier. We derive a fast variational
inference algorithm based on closed-form updates. Our inference approach is faster
and more stable than the state of the art since it uses ecient block coordinate ascent
updates and does not rely on sampling.
35
4.1 Background and related work
We begin our review by introducing the multi-class GP classication model. Related
work can be grouped into approaches that consider alternative likelihood functions
or apply data augmentation strategies.
Multi-class GP classication. We consider a dataset of N data points X =
(x1; : : : ;xN)
T with labels y = (y1; : : : ; yN), where yi 2 f1; : : : ; Cg and C is the total
number of classes. The multi-class GP classication model consists of a latent GP
prior for each class f = (f 1; : : : ; fC), where f c  GP(0; kc) and kc is the corresponding
kernel function. The labels are modeled by a categorical likelihood
p(yi = kjxi;f i) = gk(f(xi)); (4.1)
where g(:) is a function that maps the vector f i, containing the GP values for each
class for the data point xi, to a probability vector.
The most common way to form a categorical likelihood is through the softmax
transformation
p(yi = kjf i) =
exp
 
fki
PC
c=1 exp (f
c
i )
; (4.2)
where we use the shorthand f ci = f
c(xi) and for the sake of clarity we omit the
conditioning on xi.
There have been several early works addressing multi-class GP classication with
a softmax likelihood (Williams and Barber, 1998; Kim and Ghahramani, 2006; Chai,
2012; Riihimaki, Jylanki, and Vehtari, 2013). Nevertheless, these methods do not
scale well with the number of data points. Izmailov, Novikov, and Kropotov (2018)
employ tensor train decomposition to use high numbers of inducing points but do not
provide ecient closed-form updates.
The robust-max likelihood. Recently, there have been advances to scale multi-
class GP classication to big datasets by changing the likelihood. Hernandez-Lobato,
Hernandez-Lobato, and Dupont (2011) propose the robust-max likelihood
p(y = kjf) = (1  )
CY
c 6=y

 
fk   f c+ 
C
; (4.3)
where  is the probability of a labeling error and  is the Heaviside function. This
likelihood simplies the problem as it leads to a decoupling of the latent GPs.
36
Figure 4.1: In a GP multi-class classication model, each class density is modeled by
an individual GP p(f cjD). For predictions p(yjD), the latent GPs are marginalized
out.
Originally, the authors propose an expectation propagation (EP) based approach,
which only scales to small datasets. Hensman et al. (2015) and Salimbeni, Elefthe-
riadis, and Hensman (2018) scale this model to big datasets employing a variational
inference approach but rely on numerical quadrature. As we show later, this likelihood
has the big disadvantage of leading to poor condence calibration.
The Heaviside likelihood. Villacampa-Calvo and Hernandez-Lobato (2017) build
on the Heaviside likelihood
p(y = kjf) =
CY
c 6=y

 
fk   f c ; (4.4)
where  is again the Heaviside function. The authors propose a scalable expecta-
tion propagation approach but have to make approximations on the likelihood. The
inference is still slow and the applicability to big datasets is limited.
Data augmentation. Linderman, Johnson, and Adams (2015) consider data aug-
mentation for multinomial likelihoods but focus on sampling. The approach has the
disadvantage of breaking the symmetry between the classes and is limited to small
datasets. Polson, Scott, and Windle (2013) propose conditionally conjugate Polya-
Gamma augmentation for the softmax likelihood (extended by Cesnovar and Strum-
belj (2017) to GPU support), which is suitable for sampling but cannot be used for
obtaining an ecient variational inference algorithm since the ELBO is intractable.
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Girolami and Rogers (2006) propose an augmentation strategy to multinomial probit
regression but do not scale. Ruiz et al. (2018) propose an augmentation approach for
enabling subsampling of classes for parametric models with categorical likelihoods.
The approach is limited to parametric models and cannot be applied to GP models.
4.2 Conjugate multi-class Gaussian process classi-
cation
We formulate a multi-class GP classication model, which leads to well calibrated
condences and is amenable to fast inference. We dene a new likelihood function,
termed the logistic-softmax , which shares the good prediction properties of the soft-
max. But in addition, it has the advantage that it allows for a data augmentation
approach that renders the model conditionally conjugate. The augmented posterior
can then be eciently approximated by a structured mean eld variational inference
method resulting in a fast algorithm with closed-form updates.
4.2.1 The logistic-softmax GP model
We consider the multi-class GP classication model as described in Eq. 4.1. Dierent
functions g for mapping real vectors to probability vectors that have been considered
in literature include the softmax (Eq. 4.2), the multinomial probit (Albert and Chib,
1993), the robust-max likelihood (Eq. 4.3) and the Heaviside likelihood (Eq. 4.4).
In this work, we propose the logistic-softmax:
p(yi = kjf i) =

 
fki
PC
c=1  (f
c
i )
; (4.5)
where (z) = (1 + exp( z)) 1 is the logistic function. Our likelihood is a modied
version of the softmax likelihood that replaces the inner exponential functions by
logistic functions. Alternatively, it can be interpreted as the standard softmax applied
to a non-linearly transformed GP, i.e. p(yijf i) = softmax(log (f i)). The likelihood
reduces to the binary logistic likelihood for C = 2.
In the following section, we derive a three steps augmentation scheme, where we
(i) decouple the GP latent variables fki in the denominator by the introduction of a
set of auxiliary -variables, (ii) further simplify the model likelihood by introducing
Poisson random variables, and nally (iii) use a Polya{Gamma representation of the
sigmoid function (Polson, Scott, and Windle, 2013) to achieve the desired conjugate
representation of the model.
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4.2.2 Towards a conjugate augmentation
We expand the logistic-softmax likelihood (4.5) by three data augmentation steps
leading to a conditionally conjugate model. The nal model is displayed in Fig. 4.2.
In the following, we present the augmentations.
Augmentation 1: Gamma augmentation. To remedy the intractable normal-
izer term we make use of the integral identity 1
z
=
R1
0
exp( z)d and express the
likelihood (4.5) as
p(yi = kjf i) =

 
fki
PC
c=1  (f
c
i ))
= 
 
fki
 Z 1
0
exp
 
 i
CX
c=1
 (f ci )
!
di:
This augmentation is well known in the Gibbs sampling community to deal with
intractable normalization constants (see e.g. Walker (2011)) but is not often used in
the setting of variational inference. By interpreting i as an additional latent variable
we obtain the augmented likelihood
p(yi = kjf i; i) = (fki )
CY
c=1
exp ( i(f ci )) ; (4.6)
and we impose the improper prior p(i) / 1[0;1)(i). The improper prior is not
problematic since it leads to a proper complete conditional distribution as we will see
at the end of the section.
Augmentation 2: Poisson augmentation. We rewrite the exponential factors
in (4.6) based on the moment generation function of the Poisson distribution Po(j),
which is
exp((z   1)) =
1X
n=0
znPo(nj):
Using z = ( f) and the fact that (f) = 1   ( f) we rewrite the exponential
factors as
exp ( i(f ci )) = exp (i(( f ci )  1))
=
1X
nci=0
(( f ci ))n
c
iPo(nci ji);
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which leads to the augmented likelihood
p(yi = kjf i; i;ni) = (fki )
CY
c=1
(( f ci ))n
c
i ; (4.7)
where ni = (n
1
i ; : : : ; n
C
i ) and the augmented Poisson variables are distributed as
p(nci ji) = Po(nci ji), see e.g. Donner and Opper, 2017; Donner and Opper, 2018.
Note that this augmentation is only possible since the transformation on f ci is bounded,
hence the need for a modied likelihood.
Augmentation 3: Polya-Gamma augmentation. In the last augmentation
step, we aim for a Gaussian representation of the sigmoid function. The Polya-
Gamma representation (Polson, Scott, and Windle, 2013) allows for rewriting the
sigmoid function as a scale mixture of Gaussians
(z)n =
Z 1
0
2 n exp

nz
2
  z
2
2
!

PG(!jn; 0)d!; (4.8)
where PG(!jn; b) is a Polya-Gamma distribution. Polya-Gamma variables are well
suited for augmentations since the moments are known analytically and an ecient
sampler exists (Polson, Scott, and Windle, 2013). By applying this augmentation
to (4.7) we obtain
p(yi = kjf i; i;ni;!i) =
CY
c=1
2 (y
0c
i +n
c
i ) exp

(y0ci   nci)f ci
2
  (f
c
i )
2
2
!ci

;
(4.9)
where !i = (!
1
i ; : : : ; !
C
i ) are Polya-Gamma variables with distributions
p(!ijni; yi) =
CY
c=1
PG(!ci jy0ci + nci ; 0);
where y0 is an NC-dimensional one-hot encoding of the labels , i.e. y0ci is 1 if yi = c,
and 0 otherwise. Details are deferred to Appendix B.1.
Realizing that (4.9) has a Gaussian form with respect to f i, we achieved our
goal of a conjugate representation of the latent GPs. As we will show in the next
paragraph the model is also conditionally conjugate for the augmented variables.
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Figure 4.2: The nal augmented model as presented in Section 4.2.2. Shaded circles
represent observable variables, empty circles latent variables and dots hyperparame-
ters.
The nal model. The eort of the augmentations nally pays o as the nal
augmented model is now tractable and the complete conditional distributions are
given in closed form.
The complete conditionals of the GPs f c are
p(f c j y;!c;nc) = N

f c j 1
2
Ac(y0c   nc); Ac

;
where the conditional covariance matrix is given by Ac = (diag(!c) +K 1c )
 1
and Kc
is the kernel matrix of the GP f c. For the conditional distribution of  we get
p(i j ni) = Ga
 
i j 1 +
CX
c=1
nci ; C
!
;
where Ga(ja; b) denotes a gamma distribution with shape parameter a and rate pa-
rameter b. The improper prior on i does not impose an issue since the complete
conditional distribution is proper.
For the Poisson variables n, we get
p(nci j f ci ; i) = Po (nci j i(f ci )) ;
Finally, for the Polya-Gamma variables ! the complete conditional distributions are
p(!ci j nci ; f ci ; yi) = PG
 
!ci j y0ci + nci ; jf ci j

:
4.3 Inference
We derive a variational approximation of the posterior of the augmented model (4.9).
In the following, we develop an ecient stochastic variational inference (SVI) algo-
rithm that is based on closed-form block coordinate ascent updates. Our method
allows both for subsampling of data points and outcomes (classes) scaling to datasets
with a large number of data points and a large number of classes.
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4.3.1 Variational approximation
To scale our model to big datasets, we approximate the latent GPs f c by sparse GPs
building on inducing points. For each GP f c, we introduce M inducing points uc
and connect the GP values with the inducing points via the joint prior distribution
p(f c;uc) given in Section 1.2.
We approximate the posterior distribution of the latent sparse GPs u and the
augmented variables ;n;! by assuming the following structure of the variational
distribution q(u;;n;!) = q(u;)q(n;!). Note that the only assumption on the
variational posterior is the decoupling of two groups of variables. Since our model
is conditionally conjugate, the family of the optimal variational distribution can be
easily determined by averaging the complete conditionals in log-space (Blei, Kucukel-
bir, and McAulie, 2017). From the above decoupling assumption, it follows that the
optimal variational posterior has a factorizing form q(u;;n;!) = q(u)q()q(!;n)
and the factors are
q(u) =
Y
c
N (ucjc;c); q() =
Y
i
Ga(iji; i);
q(!;n) =
Y
i;c
PG(!ci jy0ci + nci ; bci)Po(nci jci );
where c, c, i, i, b
c
i , 
c
i , for all i 2 f1; : : : ; Ng and c 2 f1; : : : ; Cg are the variational
parameters.
4.3.2 Inference method
Building on the conditionally conjugate representation of our model deriving ecient
variational parameter updates is straightforward. We implement the SVI algorithm
described by Homan et al. (2013), which builds on block coordinate ascent updates
and is outlined in Section 2.2.
Applying the coordinate ascent update equation of standard stochastic variational
inference scheme (see e.g. Homan et al., 2013 and Section 2.2) to each variational
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distribution, we obtain the closed-form update for each variational parameter,
f ci =
q
Eq(fc)

(f ci )
2
=
qeKcii + cicci> + (cic)>cic (4.10)
ci =
exp ( (i)) exp

 cic
2

i cosh

fci
2
 (4.11)
i =1 +
CX
c=1
ci ; i = C (4.12)
bci =f
c
i ; (4.13)
ci =Eq(!ci ;nci ) [!
c
i ] =
y0ci + 
c
i
2bci
tanh
bci
2
(4.14)
c =
1
2
(c) 1c>
 
y0c   c (4.15)
c =
 
c>diag (c)c + (Kcmm)
 1 1 ; (4.16)
where  (:) is the digamma function. When  0, the update (4.11) easily overows.
The problem can be solved by approximating exp( 0:5)= cosh(0:5 f)  () by
neglecting the variance terms eK + > for f (4.10).
Eq. 4.11 and Eq. 4.12 show a direct interdependence between i and 
c
i . We apply
an alternating inner loop optimization of both variables until convergence to solve the
problem. We nd that ve iterations in the inner loop are sucient.
When using mini-batches of the data, each global variational parameter (i.e. c
and c) is updated using a convex combination of the old parameter and the CAVI
update, which corresponds to a natural gradient ascent scheme (cf. Section 2.2).
The inference algorithm is summarized in Alg. 1 and its complexity is O(CM3).
Extreme classication. When the number of possible outcomes (classes) C is
very large, using probabilistic multi-class models becomes generally computationally
expensive as the likelihood (categorical distribution) scales linearly with the number
of classes. Using large categorical distributions is a challenging problem (Ruiz et al.,
2018; Titsias, 2016).
Our method can deal with an extreme classication setting (large number of
classes). In our augmentation, the GPs in the normalizer term are decoupled and
allow for subsampling of the classes. This reduces the complexity to O(M3), i.e.
being independent of the number of classes.
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Algorithm 1 Conjugate multi-class Gaussian process classication
1: Input: data X,y, mini-batch size jSj
2: Output: variational posterior GPs p(ucjc;c)
3: Set the learning rate schedules t; 
h
t appropriately
4: Initialize all variational parameters and hyperparameters
5: Select M inducing points locations (e.g. kMeans)
6: for iteration t = 1; 2; : : : do
7: # Sample mini-batch:
8: Sample a mini-batch of the data S  f1; : : : ; Ng
9: # Local variational updates
10: for i 2 S do
11: Update (i;i) (Eq. 4.11,4.12)
12: for each class c do
13: Update bci (Eq. 4.13)
14: # Global variational GP updates
15: for each class c do
16: c  (1  t)c + t^c (Eq. 4.15)
17: c  (1  t)c + t^c (Eq. 4.16)
18: # Hyperparameter updates
19: Gradient step h h+ htrhL
We obtain the extreme classication version of our algorithm by a slight change
to Alg. 1. The updates i are replaced by
i = 1 +
C
jKj
X
c2K
ci ; (4.17)
where C is the number of classes and jKj is the number of sub-sampled classes. We
display the extreme classication version of our algorithm in Appendix B.2. This
approach is especially useful when using shared hyperparameters among the class-
specic latent GPs.
Predictions. The posterior distribution of the latent function p(f c jx;y) at a new
test point x is approximated by
q(f c jx;y) =
Z
p(f c juc)q(uc)du = N
 
f c jc; 2c

;
where the mean and the variance is
c = Km
cK 1mm
c
c
2
c
= Kc +KmcK 1mm
c
(cK 1mm
c   I)Kmc:
44
The matrix Km denotes the kernel matrix between the test point and the inducing
points and K the kernel value of the test point. The nal approximate predictive
distribution of a test label is
p(y = kjx;y) 
Z
p(y = kjf )
CY
c=1
q(f c jx;y)df ;
where p(y = kjf ) is the logistic-softmax likelihood. This is a C-dimensional analyt-
ically intractable integral. We approximate it by Monte Carlo integration. For faster
convergence, the random samples can be replaced by Quasi-Monte Carlo sequences
(Owen, 1998; Buchholz, Wenzel, and Mandt, 2018). Finally, a point is classied by
the highest predictive likelihood, y = arg maxc2C p (y = c j f ).
Optimization of the hyperparameters. We select the optimal kernel hyperpa-
rameters by maximizing the marginal likelihood p(yjh), where h denotes the set of
hyperparameters. We apply the approximate expectation maximization approach
explained in Section 2.2.
4.4 Experiments
In this section we empirically answer the following questions:
 What is the eect of using the softmax, logistic-softmax, robust-max and Heavi-
side likelihood on predictive performance and calibration quality? (Section 4.4.1)
 How does the augmentation aect the predictive performance? (Section 4.4.2)
 How does our method perform compared to other state-of-the-art GP based
multi-class classication methods? (Section 4.4.4)
In all experiments, we use a squared exponential covariance function with automatic
relevance determination (ARD): k(x;x0) =  exp

 PDd=1 (xd x0d)22l2d

, where we set
the initial variance  to 1 and the length scales l are initialized to the median of the
pairwise distance matrix of the data. The hyperparameters are optimized using Adam
(Kingma and Ba, 2015). We use a collection of datasets from the LIBSVM repository2.
Every dataset has been normalized to mean 0 and variance 1. For each method, we
use 200 inducing points, unless stated otherwise. The initial inducing points locations
are determined by the kmeans++ algorithm (Arthur and Vassilvitskii, 2007). We nd
2https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/multiclass.html
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Figure 4.3: Likelihood comparison: Decision boundaries for each method on a toy
dataset as described in Section 4.4.1 (2 = 0:5). Each class is attributed to a color
channel (red, green, blue) and predictive likelihoods are mapped into RGB values.
that xing the locations while training gives good results. We use a mini-batch size
of 200 and all experiments are performed on a single CPU.
4.4.1 Comparison of the dierent likelihoods
We begin the experiments by investigating the eect of using dierent likelihood
functions. We compare our novel logistic-softmax (Eq. 4.5), the softmax (Eq. 4.2),
the robust-max (Eq. 4.3) and the Heaviside likelihood (Eq. 4.4). For each model,
we employ variational inference and obtain an approximate posterior. In this exper-
iment, we apply variational inference directly to the non-augmented version of our
logistic-softmax model p(y; f) . We focus on the non-augmented model to get a di-
rect comparison of the eect of the dierent likelihoods and disable the additional
inuence of the augmentation. In this experiment, the gradients of the ELBO are
estimated by sampling for all models.
To investigate uncertainty calibration, we create seven dierent toy datasets of
500 points with three classes. The data is generated from a mixture of Gaussians
model with dierent variances 2. For 2 = 0, the classes are sharply separated and
for 2 = 1, the classes highly overlap and are almost indistinguishable.
Visualization of the decision boundaries. For a better intuition of the behavior
of each likelihood, we visualize the decision boundaries of the dierent methods. For
this experiment, we use a toy dataset with moderate class overlap (2 = 0:5). For each
model, we map the predictive values of each class f c to a RGB color channel (where
each class corresponds to one color and mixing of colors indicates a contribution of
multiple classes). A highly saturated color corresponds to high condence in the
class prediction, while mixed colors indicate zones of transition between classes and
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Figure 4.4: Likelihood comparison: Condence histograms (top) and reliability dia-
grams (bottom) for four dierent likelihood models. The robust-max model always
predicts with probability either close to one or close to zero leading to a poor con-
dence calibration.
lower condence. The results are shown in Fig. 4.3. As expected, the robust-max
likelihood leads to extremely sharp decision boundaries and high condences for all
regions (even for the regions where the data points overlap). The other likelihoods
lead to better calibration resulting in soft boundaries and less condent predictions
in the overlapping regions.
Uncertainty calibration. In Fig. 4.5, we plot test error, negative log-likelihood
and calibration error as a function of the noise in the data. The (expected) calibration
error is a summary statistic of calibration and is computed by the expectation between
condence and accuracy in the reliability diagram (cf. Guo et al., 2017).
For datasets where the classes are sharply separated (small 2), all models perform
similarly. But for datasets where classes overlap (high 2), the robust-max performs
poorly due to bad uncertainty calibration.
In Fig. 4.4, we show the condence histograms and reliability diagrams for one
dataset (2 = 0:5). The diagrams are generated according to Naeini, Cooper, and
Hauskrecht (2015) and Guo et al. (2017)|the reliability diagram displays the ac-
curacy as a function of condence (a perfectly calibrated model would produce the
identity function) and the condence histogram shows the empirical distribution of
the prediction condence.
The robust-max model fails to provide sensitive uncertainty estimates and only
predicts with either probability close to zero or close to one. The softmax, logistic-
softmax and Heaviside likelihood yield similar predictive performance and condence
calibration. However, as the following experiments show, our approach is much faster
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Figure 4.5: Likelihood comparison: The test error, negative log-likelihood and cali-
bration error are plotted as a function of the noise (2) in the generated dataset. For
highly overlapping classes (large 2), the robust-max likelihood yields poor calibration
and bad log-likelihood values.
than the softmax and Heaviside model. It is the only scalable approach that leads to
well calibrated condences and, hence, the logistic-softmax can be used as an ecient
replacement of the standard softmax.
4.4.2 Eect of the augmentation
We investigate the eect of the augmentation of the logistic-softmax model and its
variational approximation. To this end, we compare three dierent inference methods
(1) variational inference for our augmented model (Augmented VI ), (2) variational
inference without augmentation (approximating the posterior of the original model
directly from Section 4.2.1 using a variational Gaussian), where the gradients are
computed via sampling (VI ) and (3) Gibbs sampling (Gibbs), cf. Section 2.4. After
burn-in, the samples from the Gibbs sampler serve as the ground truth since they
come from the exact posterior. In this experiment, we do not use the inducing point
approximation and all hyperparameters are xed. We apply all three methods on
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Figure 4.6: Eect of the augmentation: Comparison of the predictive marginals (p),
posterior mean () and posterior variance (2) on a test set. Each plot shows the
ground truth of the Gibbs sampler on the x-axis. On the y-axis the estimated values
by variational inference without augmentation VI (top) and augmented variational
inference Augmented VI are shown (bottom). Our ecient augmented VI method
produces values very close to the less ecient VI method. Both methods slightly
overestimate the mean () and underestimate the variance (2). However, for both
methods, the nal predictions (p) are close to the ground truth.
the dataset Wine (3 classes) and compare the predictive likelihood (p), and the mean
() and variance (2) of the latent GPs on a test set. We compare each entry of the
three-dimensional vectors p, , 2 with the ground truth and display the results for
all classes c = 1; 2; 3 combined in Fig. 4.6.
Variational inference in the augmented model results in an approximate posterior
that is very close to the variational inference solution in the original model. Both
methods lead to a similar slight approximation error of the posterior mean  and
variance 2 and give predictive marginals p close to the ground truth. The Gibbs
sampling approach has a nal prediction accuracy of 0.98, whereby both variational
inference methods have a nal accuracy of 0.96. We nd that the augmentation
approach can be used as a scalable alternative to standard variational inference.
49
Figure 4.7: Inducing points and hyperparameters: The trade-o between predictive
performance and run time is shown. Two versions of our method are used: individual
hyperparameters for each GP (blue) and shared hyperparameters (orange). On the
left y-axis we plot the negative log-likelihood (solid line) and on the right y-axis the
training time (dashed line) as a function of the number of inducing points.
4.4.3 Inducing points and hyperparameters
In this experiment, we answer two questions. What is the eect of the number of
inducing points and what is the dierence between using shared hyperparameters and
individual hyperparameters for each latent GP? We train our model on the Shuttle
dataset (58,000 points, 9 classes) for 200 epochs. We vary the number of induc-
ing points from 5 to 400, and set the GP hyperparameters to be either shared or
independent among classes.
In Fig. 4.7 we display the trade-o between predictive performance and training
time. We plot the negative log-likelihood (solid lines, y-axis left) and training time
(dashed lines, y-axis right) as a function of the number of inducing points. If the
number of inducing points is increased, the negative log-likelihood goes down and,
oppositely, the training time goes up. We nd that using only 200 inducing points
already leads to near-optimal predictive performance. Using independent hyperpa-
rameters over shared hyperparameters does not lead to a signicant improvement of
the predictive performance but implies a higher computational cost, especially for
datasets with a large number of classes.
4.4.4 Numerical comparison
Finally, we evaluate the predictive performance and convergence speed of our method
against other state-of-the-art multi-class GP classication approaches. We compare
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Figure 4.8: Numerical comparison: Prediction error and negative log-likelihood as a
function of training time (seconds on a log10 scale). Our method (lsm) converges one
to two orders of magnitude faster than the Heaviside model (hs) and is around 10
times faster than the robust-max model (rm). rm yields poor negative log-likelihood
values due to poor uncertainty calibration.
our logistic-softmax likelihood model (lsm) trained via augmented variational in-
ference against two competitors. First, the robust-max likelihood model (rm) by
Hensman and Matthews (2015), which is provided in the package GPFlow (De G.
Matthews et al., 2017) and trained by the natural gradient method of Salimbeni, Eleft-
heriadis, and Hensman (2018) and second, the Heaviside likelihood model (hs) trained
by a scalable EP method (Villacampa-Calvo and Hernandez-Lobato, 2017). For all
methods, the hyperparameters are initialized to the same values and are optimized us-
ing Adam. We compare the methods on ve dierent multi-class benchmark datasets:
Combined (98,528 points, 50 features, 3 classes), CovType (581,000 points, 54 features,
7 classes), Fashion-MNIST (70,000 points, 784 features, 10 classes), MNIST (70,000
points, 784 features, 10 classes) and Shuttle (58,000 points, 9 features, 7 classes).
In Fig. 4.8, we plot the test error and negative log-likelihood as functions of the
training time for each dataset. We nd that our method (lsm) is one to two orders
of magnitude faster than the EP based method for the Heaviside model (hs) and
around ten times faster than the SVI based method for the robust-max model (rm).
Furthermore, our method consistently beats rm in terms of negative log-likelihood
due to the better calibrated uncertainty quantication. Only on the MNIST dataset
rm reaches a slightly better log-likelihood. This dataset is easily separable and there-
fore, suits well to the robust-max likelihood assumptions. On most datasets, the
EP based method (hs) leads to slightly better predictive log-likelihood values but is
demanding a much longer training time. In contrast to the log-likelihood, the pure
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prediction error is not very sensitive to uncertainty calibration. All three methods
achieve similar prediction errors whereby hs is a bit better on some datasets.
Moreover, the optimization curves in Fig. 4.8 show that our inference method
is much more stable than the SVI approach for the rm model. This is due to our
ecient coordinate ascent updates, which are given in closed form. The rm approach
suers from additional noise injected by approximating its gradients.
To summarize, our method is a good choice for fast inference on big datasets. It
is particularly well tted for datasets with overlapping classes where well calibrated
uncertainty quantication is important. Due to the closed-form updates our method
is more stable than the competitors.
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Chapter 5
Bayesian Support Vector Machine
In this chapter, we propose a fast inference method for Bayesian nonlinear support
vector machines that leverages stochastic variational inference and inducing points.
Our experiments show that the proposed method is faster than competing Bayesian
approaches and scales easily to millions of data points. It provides additional features
over frequentist competitors such as accurate predictive uncertainty estimates and
automatic hyperparameter search. The code is available via Github1.
This chapter is based on:
F. Wenzel, T. Galy-Fajou, M. Deutsch, M. Kloft (2017). \Bayesian Nonlinear Support
Vector Machines for Big Data". In: European Conference on Machine Learning and
Principles and Practice of Knowledge Discovery in Databases.
The Support vector machine (SVM) (Cortes and Vapnik, 1995) is a classic super-
vised classication algorithm that separates the data points by a clear gap that is as
wide as possible (maximal margin). The classic SVM does not exhibit a probabilistic
formulation and therefore lacks a representation of uncertainty2.
Recently, it was shown that the SVM admits a Bayesian interpretation through
the technique of data augmentation (Polson and Scott, 2011; Henao, Yuan, and Carin,
2014). The so-called Bayesian nonlinear SVM combines the best of both worlds: it
inherits the geometric interpretation, its robustness against outliers, state-of-the-art
accuracy (Fernandez-Delgado et al., 2014), and theoretical error guarantees (Mohri,
Rostamizadeh, and Talwalkar, 2012) from the frequentist formulation of the SVM,
1https://github.com/theogf/BayesianSVM
2Note that frequentist approaches can also lead to other forms of uncertainty estimates by using
post-hoc methods as e.g. Platt scaling. But since the classic SVM does not exhibit a probabilistic
formulation these uncertainty estimates cannot be directly computed from the model.
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but like Bayesian methods it also allows for exible feature modeling, automatic
hyperparameter tuning and predictive uncertainty quantication.
However, existing inference methods for the Bayesian support vector machine
(such as the expectation conditional maximization method proposed by Henao, Yuan,
and Carin, 2014) scale rather poorly with the number of samples and are limited in
application to datasets with only thousands of data points. Based on stochastic
variational inference (Homan et al., 2013) and inducing points (Hensman, Fusi, and
Lawrence, 2013), we develop a fast and scalable inference method for the nonlinear
Bayesian SVM. Our experiments demonstrate that our inference method can compete
with corresponding frequentist approaches to SMVs in terms of scalability to big
data, yet they oer additional benets such as uncertainty estimation and automated
hyperparameter search.
The Bayesian SVM model. Let D = fxi; yigni=1 be n observations where xi 2 Rd
is a feature vector with corresponding labels yi 2 f 1; 1g. The SVM aims to nd
an optimal score function f by solving the following regularized risk minimization
objective:
arg min
f
R (f) +
nX
i=1
max (0; 1  yif(xi)) ; (5.1)
where R is a regularizer function controlling the complexity of the decision function
f , and  is a hyperparameter to adjust the trade-o between training error and the
complexity of f . The loss max (0; 1  yf(x)) is called hinge loss. The classier is
then dened as sign(f(x)).
A Bayesian formulation of the SVM is obtained by introducing a pseudo-likelihood
function, which is proportional to the exponential hinge loss,
L (yijxi; f) = exp ( 2 max(1  yif(xi); 0)) : (5.2)
It is a pseudo-likelihood since it is normalized in y (Polson and Scott, 2011), but the
subsequent data augmentation approach will solve the issue.
For the case of a linear decision function, i.e. f(x) = xT, the SVM optimization
problem (5.1) is equivalent to estimating the mode of the pseudo-posterior
p(jD) /
nY
i=1
L(yijx>i )p(); (5.3)
where p() denotes a prior such that log p() /  2R(). In the following, we
use the prior   N (0; S), where S 2 Rdd is a positive denite matrix. From
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a frequentist SVM view, this choice generalizes the usual L2-regularization to non-
isotropic regularizers. Note that our proposed framework can be easily extended to
other regularization techniques by adjusting the prior on  (e.g. block `(2;p)-norm
regularization, which is known as multiple kernel learning (Kloft et al., 2011)).
Henao, Yuan, and Carin, 2014 develop a nonlinear (kernelized) version of this
model. They assume a continuous decision function f(x) to be drawn from a zero-
mean Gaussian process f  GP(0; k), where k is a kernel function. This leads to the
nonlinear Bayesian SVM posterior
p(f jD) /
nY
i=1
L(yijxi; f)p(f): (5.4)
In Section 5.2, we discuss suitable augmentations for both models.
5.1 Background and related work
There has recently been signicant interest in utilizing max-margin based discrimina-
tive Bayesian models for various applications. For example, Zhu et al., 2014 employ
a max-margin based Bayesian classication to discover latent semantic structures for
topic models, Xu, Zhu, and Zhang, 2013 use a max-margin approach for ecient
Bayesian matrix factorization, and Zhang, Jun, and Zhang, 2014 develop a new max-
margin approach to hidden Markov models.
All these approaches apply the Bayesian reformulation of the classic SVM intro-
duced by Polson and Scott, 2011. This model is extended by Henao, Yuan, and
Carin, 2014 to the nonlinear case. The authors show improved accuracy compared to
standard methods such as (non-Bayesian) SVMs and Gaussian process (GP) classi-
cation.
However, the inference methods proposed by Polson and Scott, 2011 and Henao,
Yuan, and Carin, 2014 have the drawback that they partially rely on point estimates
of the latent variables and do not scale well to large datasets. Luts and Ormerod, 2014
apply mean eld variational inference to the linear case of the model, but their pro-
posed technique does not lead to substantial performance improvements and neglects
the nonlinear model.
Uncertainty estimation for SVMs is usually done via Platt's technique (Platt,
1999), which consists of applying logistic regression on the function scores produced
by the SVM. In contrast, our technique directly yields a sound predictive distribution
instead of using a heuristically motivated transformation.
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5.2 The augmentation
In this section, we introduce suitable augmentations for the linear Bayesian SVM and
the nonlinear Bayesian SVM model.
The augmented linear Bayesian SVM. We rst consider the linear version of
the Bayesian SVM (5.3). By making use of integral identities stemming from function
theory, Polson and Scott, 2011 show that the linear pseudo-likelihood L (5.2) can be
expressed as
L(yijxi;) =
Z 1
0
1p
2i
exp
 
 1
2
 
1 + i   yixTi 
2
i
!
di: (5.5)
Building on this identity, we augment the model with a set of auxiliary variables
 := (1; : : : ; n)
> leading to the augmented joint distribution given by
p(yijxi;; i) = 1p
2i
exp
 
 1
2
 
1 + i   yixTi 
2
i
!
p(i) = 1[0;1)(i);
where we impose an improper prior on i. The improper prior is unproblematic since
the complete conditional distributions are proper again. They are given in closed
form,
j;;D  N  B( 1 + 1); B ;
ij;Di  GIG
 
1=2; 1; (1  yix>i )2

;
(5.6)
where X = (x1; :::;xn)
> 2 Rnd, Y = diag(y), Z = Y X, B 1 = Z 1Z> + S 1,
 = diag() and where GIG denotes the generalized inverse Gaussian distribution.
The n latent variables i of the model scale the variance of the full posteriors locally.
The model thus constitutes a special case of a normal variance-mean mixture,
The augmented nonlinear Bayesian SVM. Henao, Yuan, and Carin, 2014 pro-
pose an augmentation for the nonlinear Bayesian SVM by substituting the linear
function x>i  by fi := f(xi) in (5.5) and obtain the conditional posteriors
f j;D  N  CY ( 1 + 1); C ;
ijfi;Di  GIG
 
1=2; 1; (1  yifi)2

;
(5.7)
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with C 1 =  1 + K 1. For a test point x the conditional predictive distribution
for f = f(x) under this model is
fj;x;D  N
 
k> (K + )
 1Y (1 + ); k   k> (K + ) 1k

;
where K := k(X;X), k := k(X;x), k := k(x;x). The conditional class mem-
bership probability is
p(y = 1j;x;D) = 

kT (K + )
 1Y (1 + )
1 + k   k> (K + ) 1k

;
where (:) denotes the probit link function.
Note that the conditional posteriors as well as the class membership probability
still depend on the local latent variables i. We are interested in the marginal pre-
dictive distributions, but unfortunately, the latent variables cannot be integrated out
analytically. Both Polson and Scott, 2011 and Henao, Yuan, and Carin, 2014 propose
MCMC algorithms and stepwise inference schemes similar to an EM algorithm to ap-
proach this problem. However, these methods do not scale well to big data problems
and the probability estimation still relies on point estimates of the n-dimensional .
We overcome these problems by proposing a scalable inference method and obtain
an approximate marginal predictive distribution (where  is integrated out instead
of being point estimated).
5.3 Inference
We approximate the latent GP f by a sparse GP building on inducing points. As
outlined in Section 1.2, we introduce M inducing points u and connect the GP values
with the inducing points via the joint prior distribution p(f ;u) = p(f ju)p(u) given
in Eq. 1.5. We apply a structure mean-eld approach (Wainwright and Jordan, 2008)
to the augmented model
p(y;u;f ;) = p(y;jf)p(f ju)p(u)
leading to an approximate posterior of the sparse GP u and the augmented auxiliary
variables 
p(u;jy)  q(u)q():
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Setting the functional derivative of the ELBO zero gives the family of variational
distributions
q(u) = N (uj;)
q(i) = GIG(
1
2
; 1; i);
where the optimal variational distribution q(i) is in a restricted distribution class
with only one free variational parameter i. The ELBO is derived in closed form and
presented in Appendix C.1.
The natural gradients of L w.r.t. the Gaussian natural parameters 1 =  1,
2 =  12 1 are er1L = >Y (  12 + 1)  1 (5.8)er2L =  12(K 1mm + >A  12)  2; (5.9)
with A = diag(). The natural gradient updates always lead to a positive denite
covariance matrix3 and in our implementation  has not to be parametrized in any
way to ensure positive-deniteness. The derivative of L w.r.t. i is
rL = (1  yii)
2 + yi(i
>
i + eKii)yi
4
p
i
3  
1
4
p
i
; (5.10)
where  = KnmK
 1
mm. Setting it zero gives the coordinate ascent update for i,
i = (1  yii)2 + yi(i>i + eKii)yi:
Details can be found in Appendix C.2.
The inducing point locations can be either treated as hyperparameters and opti-
mized while training (Titsias, 2009) or can be xed before optimizing the variational
objective. In our experiments, we have observed that selecting the inducing locations
by the k-means clustering algorithm (kMeans) (Murphy, 2012) and xing them while
training yields the best results. We apply the adaptive learning rate method described
in Ranganath et al., 2013 and present our algorithm in Alg. 2.
Uncertainty predictions. Besides the advantage of automated hyperparameter
tuning, the probabilistic formulation of the SVM leads directly to uncertainty esti-
mates of the predictions. The standard SVM lacks this capability, and only heuristic
approaches as e.g. Platt scaling (Platt, 1999) exist. Using the approximate posterior
3This follows directly since Kmm and A
  12 are positive denite.
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Algorithm 2 Augmented VI for the Bayesian nonlinear SVM
1: set the learning rate schedule t appropriately
2: initialize 1, 2
3: select m inducing points locations (e.g. via kMeans)
4: compute kernel matrices K 1mm and eK = Knn  KnmK 1mmKmn
5: while not converged do
6: get S = mini-batch index set of size s
7: update i = (1  yii)2 + yi(i>i + eKii)yi
8: compute AS = diag(i; i 2 S)
9: compute ^1 = 
>Y ( 
1
2 + 1)
10: compute ^2 =  12(K 1mm + >A 
1
2)
11: update 1 = (1  t)1 + t^1
12: update 2 = (1  t)2 + t^2
13: compute  =  1
2
 12
14: compute  = 1
15: return 1; : : : ; n; ; 
q(ujD) = N (uj; ) obtained by our stochastic variational inference method (Alg. 2)
we compute the class membership probability for a test point x,
p(f jx;D) =
Z
p(yju;x)p(ujD)du

Z
p(yju;x)q(ujD)du
= N  yjKmK 1mm; K  KmK 1mm(Km + K 1mmKm)
=: q(f jx;D);
where Km denotes the kernel matrix between test and inducing points and K the
kernel matrix between test points. This leads to the approximate class membership
distribution
q(yjx;D) = 

KmK 1mm
K  KmK 1mm(Km + K 1mmKm) + 1

(5.11)
where (:) is the probit link function. Note that we already computed inverse K 1mm
for the training procedure leading to a computational overhead stemming only from
simple matrix multiplication. Our experiments show that (5.11) leads to reasonable
uncertainty estimates.
Optimization of hyperparameters. The probabilistic formulation of the SVM
lets us directly learn the hyperparameters while training. To this end we maximize
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the marginal likelihood p(yjh), where h denotes the set of hyperparameters. We
follow an approximate approach as explained in Section 1.2.
The standard SVM does not exhibit a probabilistic formulation and the hyperpa-
rameters have to be tuned via computationally expensive methods as e.g. grid search
and cross-validation. Our approach allows to estimate the hyperparameters during
training time and follows gradients instead of only testing single hyperparameters.
In Appendix C.3, we provide the gradient of the variational objective L w.r.t.
to a general kernel and show how to optimize arbitrary dierentiable hyperparame-
ters. Our experiments exemplify our automated hyperparameter tuning approach by
optimizing the hyperparameters of a squared exponential kernel (cf. Section 1.2).
5.4 Experiments
We compare our stochastic Bayesian SVM approach (s-bsvm) against the expectation
conditional maximization (ecm) method for the Bayesian nonlinear SVM proposed by
Henao, Yuan, and Carin (2014). We furthermore compare against standard GP clas-
sication (gpc) using expectation propagation, and the standard (non-probabilistic)
SVM together with Platt scaling (Chang and Lin, 2011; Platt, 1999) (svm + platt)
using the package libSVM (Chang and Lin, 2013). Note that there also exist alter-
native scalable inference methods for GP classication, as e.g. the method presented
in Chapter 3. We only include one GP classication inference method since the focus
of the experiments is on comparing methods that are related to the SVM. For all ex-
periments, we employ a squared exponential kernel (cf. Section 1.2) with length-scale
parameter . We perform all experiments using only one CPU core with 2.9 GHz and
386 GB RAM.
5.4.1 Prediction performance and uncertainty estimation
We experiment on seven real-world datasets and compare the prediction performance,
the quality of the uncertainty estimates and run time of the methods. The results are
presented in Table 5.1. We show that our method (s-bsvm) is up to 22 times faster
than the direct competitor ecm and up to 700 times faster than GP classication
while outperforming the competitors in terms of prediction performance and qual-
ity of uncertainty estimates in most cases. The non-probabilistic SVM is naturally
the fastest method. Using the heuristic Platt scaling approach, it leads to heuristic
class membership probabilities but it still lacks the advantages of a real probabilistic
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Dataset n dim. S-BSVM ECM GPC SVM + Platt
Breast
263 9
Error :26 :07 :27 :10 :27 :07 :27 :09
Cancer
Brier Score :18 :03 :19 :05 :18 :03 :19 :04
Time [s] 0:32 1:4 6:7 0:04
Diabetes 768 8
Error :22 :06 :25 :07 :23 :07 :24 :07
Brier Score :16 :04 :17 :04 :15 :04 :16 :04
Time [s] 3:9 33 67 0:11
Flare 144 9
Error :36 :12 :36 :12 :36 :11 :36 :12
Brier Score :22 :05 :25 :07 :24 :03 :24 :04
Time [s] 0:08 0:26 1:8 0:01
German 1000 20
Error :24 :11 :25 :12 :25 :13 :27 :10
Brier Score :17 :06 :17 :05 :17 :06 :18 :05
Time [s] 12 80 115 0:15
Heart 270 13
Error :16 :06 :19 :09 :16 :06 :17 :07
Brier Score :13 :04 :14 :04 :12 :03 :12 :04
Time [s] 0:34 2:2 6 0:04
Splice 2991 60
Error :13 :03 :11 :03 :32 :14 :14 :01
Brier Score :17 :01 :18 :01 :40 :14 :11 :01
Time [s] 18 406 419 1:3
Waveform 5000 21
Error :09 :02 :10 :02 :10 :02 :10 :02
Brier Score :06 :01 :15 :01 :06 :01 :06 :01
Time [s] 12:5 264 8691 2:3
Table 5.1: Average prediction error and Brier score with one standard deviation, and
computation time in seconds are shown.
model (as e.g. uncertainty quantication of the learned parameters and automatic
hyperparameter tuning).
To evaluate the quality of the uncertainty estimates we compute the Brier score,
which is considered as a good performance measure for probabilistic predictions
(Brier, 1950) and is dened as BS = 1
n
PN
i=1 (yi   p(yijxi))2, where yi 2 f0; 1g is
the observed output and p(yijxi) 2 [0; 1] is the predicted class membership probabil-
ity. Note that smaller Brier score indicates better performance.
The datasets are all from the Ratsch benchmark datasets (Diethe, 2015) and the
methods are evaluated using a 10-fold cross-validation. For s-bsvm we choose the
number of inducing points as 20% of the training set size, except for the datasets
Splice, German and Waveform, where we use 100 inducing points. For each dataset
mini-batches of 10 samples are used.
5.4.2 Big data experiment
In the previous experiments, we considered rather small datasets since the direct
competitor ecm does not scale to big datasets. In this experiment, we demonstrate the
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Figure 5.1: The average validation loss as a function of the length-scale parameter 
of a squared exponential kernel, computed by grid search and 10-fold cross-validation,
is shown. Our proposed automatic tuning approach nds the true hyperparameter.
The selected hyperparameter is indicated by the red circle.
superior scalability of our method. We consider the SUSY dataset (Baldi, Sadowski,
and Whiteson, 2014) containing 5 million points with 17 features. We use a squared
exponential kernel4, 64 inducing points and mini-batches of 100 points. The training
of our model takes only 10 minutes without any parallelization.
We use the area under the receiver operating characteristic curve (AUC) as per-
formance measure since it is a standard evaluation measure on this dataset (Baldi,
Sadowski, and Whiteson, 2014). Our method achieves an AUC of 0:84 and a Brier
score of 0:22, whereby the state-of-the-art obtains an AUC of 0:88 using a deep neu-
ral network (5 layers, 300 hidden units each) (Baldi, Sadowski, and Whiteson, 2014).
Note that this approach takes much longer to train and does not include uncertainty
estimates.
5.4.3 Auto tuning of hyperparameters
The hyperparameters of the standard SMV are usually selected via grid search, which
is often slow. As we have shown, our inference method possesses the ability of auto-
matic hyperparameter tuning. In this experiment, we demonstrate that our method,
indeed, nds the optimal length-scale hyperparameter of a squared exponential ker-
4The length scale parameter tuning is not included in the training time. We found  = 5:0 by
our proposed automatic tuning approach.
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Figure 5.2: Average prediction error and training time as functions of the number of
inducing points selected by two dierent methods with one standard deviation (using
10-fold cross-validation).
nel. We apply the hyperparameter optimizing scheme outlined in Section 5.3 and
alternate between ten variational parameter updates and one hyperparameter up-
date. We compute the true validation loss of the length-scale parameter  by a grid
search approach that consists of training our model (s-bsvm) for each  and mea-
suring the prediction performance using 10-fold cross-validation. In Fig. 5.1 we plot
the validation loss and the length-scale parameter found by our method. We nd the
true optimal value by only using 5 hyperparameter optimization steps. Training and
hyperparameter optimization takes only 0.3 seconds for our method, whereas grid
search takes 188 seconds (with a grid size of 1000 points).
5.4.4 Inducing points selection
The sparse GP model used in our inference scheme builds on a set of inducing points
where both the number and the locations of the inducing points are free parameters.
We investigate three dierent inducing point selection methods: random subset se-
lection from the training set, the Gaussian Mixture Model (GMM), and the k-means
clustering algorithm with an improved k-means++ seeding (kMeans) (Bachem et al.,
2016). Furthermore, we show how the number of inducing points aects the predic-
tion accuracy and the run time. In Fig. 5.2, we present the results for the USPS
dataset (Lichman, 2013), which we reduced to a binary problem using only the digits
3 and 5 (N=1350 and d=256). We observe similar results on all datasets we have
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considered. For all methods we progressively increase the number of inducing points
and compute the prediction error by 10-fold cross-validation.
The GMM is unable to t large numbers of samples and dimensions and fails to
converge for all datasets tried, therefore, we do not include it in the plot. For small
numbers of inducing points, the k-means selection algorithm leads to much better
prediction performance than random subset selection. Furthermore, we show that
using only a small fraction of inducing points (around 1% of the original dataset) leads
to a nearly optimal prediction performance by simultaneously signicantly decreasing
the run time.
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Chapter 6
Sparse Gaussian Process Linear
Mixed Model: Feature Extraction
in Confounded Data
In this chapter, we propose a new model for sparse feature selection in a binary
classication setting where the training data show spurious correlations, e.g., due
to confounding. An important application is to nd a sparse set of genetic traits
that best predict a binary phenotype of interest, while simultaneously correcting for
various confounding factors such as age, ethnicity and population structure. Our new
model, the sparse Gaussian process linear mixed model (Sparse GP-LMM), generalizes
the LMM-Lasso, which is restricted to continuous outcomes (regression), to binary
outcomes (classication). As a technical challenge, the model no longer possesses
a closed-form likelihood function. We present two scalable approximate inference
algorithms for two versions of our model; an expectation propagation based approach
for the Sparse GP-LMM with a probit likelihood and augmented variational inference
method for the Sparse GP-LMM with a logistic likelihood. The EP method leads to
the best prediction performance but is limited to rather small datasets containing a
few hundred data points, whereas the augmented variational inference method scales
to datasets with millions of points by introducing a small additional approximation
error. We show on three real-world examples from dierent domains that in the setup
of binary labels, our algorithms lead to better prediction accuracies and also select
features that show less correlation with the confounding factors. The code is available
via Github1.
1The EP based method for the Probit GP-LMM can be found at https://github.com/
flwenzel/Probit-LMM and the augmented variational inference based method can be found at
https://gitlab.tubit.tu-berlin.de/lenz3000/Sparse-Probit-GP-LMM.
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F. Wenzel, S. Mandt, M. Kloft (2019). \Scalable Feature Extraction in Confounded
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Genetic association studies have emerged as an important branch of statistical
genetics (Manolio et al., 2009; Vattikuti et al., 2014). The goal of this eld is to nd
causal associations between high-dimensional vectors of genotypes, such as single nu-
cleotide polymorphisms (SNPs) and observable outcomes (phenotypes, or traits). For
various phenotypes, such as heritable diseases, it is assumed that these associations
manifest themselves on only a small number of genes. This leads to the challenging
problem of identifying a few relevant positions along the genome among ten thou-
sands of irrelevant genes. For various complex diseases, such as bipolar disorder or
type 2 diabetes (Craddock, Hurles, Cardin, et al., 2010), these sparse associations are
largely unknown (Manolio et al., 2009), which is why these missing associations have
been entitled the \The Dark Matter of Genomic Associations"2.
Genetic associations can be spurious, unreliable and unreproducible when the
data are subject to spurious correlations due to confounding (Imbens and Rubin,
2015; Pearl et al., 2009; Morgan and Winship, 2014). Confounding can stem from
varying experimental conditions and demographics such as age, ethnicity, or gender
(Li, Rakitsch, and Borgwardt, 2011). The perhaps most important types of con-
founding in statistical genetics arise from population structure (Astle and Balding,
2009), as well as similarities between closely related samples (Li, Rakitsch, and Borg-
wardt, 2011; Lippert et al., 2011; Fusi, Stegle, and Lawrence, 2012). Ignoring such
confounders can often lead to spurious false-positive ndings that cannot be repli-
cated on independent data (Kraft, Zeggini, and Ioannidis, 2009). Correcting for such
confounding dependencies is considered one of the greatest challenges in statistical
genetics (Vilhjalmsson and Nordborg, 2013).
Equal contributions.
2See the proceedings of the \Workshop on the Dark Matter of Genomic Associations With Com-
plex Diseases: Explaining the Unexplained Heritability From Genome-Wide Association Studies"
published by The National Human Genome Research Institute 2009.
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Confounding and similarity kernels. The problem of confounding is fundamen-
tal in statistics. A confounder is a common cause both of the genotypes and the
traits. When it is unobserved, it induces spurious correlations that have no causal
interpretation: we say that the genotypes and traits are confounded (Imbens and
Rubin, 2015; Pearl et al., 2009; Morgan and Winship, 2014).
In statistical genetics, a major source of confounding originates from population
structure (Astle and Balding, 2009). Population structure implies that due to common
ancestry, individuals that are related co-inherit a large number of genes, making
them more similar to each other, whereas individuals of unrelated ancestry obtain
their genes independently, making them more dissimilar. For this reason, collecting
genetic data has to be done carefully. For example, when data are collected only in
selected geographical areas (such as in specic hospitals), one introduces a selection
bias into the sample, which can induce spurious associations between phenotypes and
common genes in the population. It is an active area of research to nd models that
are less prone to confounding (Vilhjalmsson and Nordborg, 2013). In this paper, we
present such a model for the setup of binary classication.
A popular approach to correcting for confounding relies on modeling the confound-
ing by a random eect based on a similarity kernel, also called kinship matrix (Astle
and Balding, 2009). Given n samples, we can construct an n  n matrix K that
quanties the similarity between samples based on some arbitrary measure. In the
case of confounding by population structure, a popular choice is the linear kernel
function Kij = x
>
i xj, where xi 2 Rd is a vector of genetic features of individual i.
In our model (6.1), we use a generalized version of this approach by allowing K to
be an arbitrary kernel matrix and the confounding eect is modeled by a GP. The
kernel can also be based on additional side information ~x (which is not included in
the feature vector x). Details of constructing similarity kernels and other examples
can be found in Astle and Balding, 2009. Next, we introduce our new model for
feature extraction in confounded data with binary labels.
6.1 Sparse Gaussian process linear mixed model
Our approach is inspired by linear mixed models (LMMs) for genome-wide associa-
tion studies (Lippert et al., 2011), which model the eects of confounding in terms
of correlated noise on the traits. A related tool for feature selection is the LMM-
Lasso (Rakitsch et al., 2013). In this paper, we extend the idea of LMMs to binary
labels. The LMM and its Lasso version are restricted to the linear regression case
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where the output variable is continuous, but in many important applications, the phe-
notype is binary, such as the presence or absence of a heritable disease. To this end,
we threshold the output through an activation function mapping the outputs to the
interval [0; 1]. This makes parameter learning challenging since the model becomes a
latent GP model with an intractable likelihood.
We propose the sparse Gaussian process linear mixed model (sparse GP-LMM),
which is dened as follows. Let X = (x1; : : : ;xn)
> 2 Rnd be the data matrix of the
d-dimensional training points with labels y = (y1; : : : ; yn) 2 f 1; 1gn. The score for
each data point is given by
si = 
>xi + f(xi);
which consists of two contributions. First, a linear term parameterized by a sparse
weight vector , which models the true underlying xed eect. We place a Laplace
prior over the linear weights,
  Laplace(0;  10 ):
This corresponds to the LASSO (Tibshirani, 1996) and results in a sparse weight
vector, i.e. only a small number of important features are selected. The second
contribution is f(xi), which models confounding by means of a correlated noise term.
The more similar two data points xi and xj are, the higher is the correlation of
their noise contributions f(xi), f(xj). We place a Gaussian process prior over f 
GP(0; k), whereby the kernel function k encodes similarity with respect to a potential
confounder. The crucial idea behind this approach is that parts of the score function
that leads to the observed labels yi can be explained away by the random eect, which
is correlated with the confounder. The remaining part is governed by the sparse linear
eect and is less correlated with the confounder and, therefore, is expected to lead to
a better estimate of the true causal eect.
In order to obtain a likelihood suitable for classication, the score values are
mapped to probabilities in the interval [0; 1] via an activation function (:) leading
to a Bernoulli likelihood
p(yjf ;) =
nY
i=1
(yisi):
In our work, we consider two likelihoods, the probit likelihood function (z) = (z),
where (:) is normal cumulative density function and the logistic likelihood function
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(z) = (1 + exp( z)) 1. The joint distribution of the labels y, the sparse weight
vector  and the latent GP values f is
p(y;;f) = p(yj;f)p(f)p()
=
nY
i=1

 
yi(
>xi + fi)

p(f)p();
(6.1)
where we use the abbreviation fi = f(xi).
6.2 Background and related work
In the following, we review related work. In particular, our model can be viewed
as a generalization of the LMM-Lasso to binary outcomes and covers sparse probit
regression and GP classication as limiting cases.
Linear mixed models. There is a large amount of literature on linear mixed mod-
els for genome-wide association studies. For a review see Price et al., 2010; Astle
and Balding, 2009; Lippert, 2013. Our approach mostly relates to the the LMM-
Lasso (Rakitsch et al., 2013). The LMM-Lasso can be recovered from our model (6.1)
by using a Gaussian likelihood p(yj;f) instead of Bernoulli likelihood. Compared
to feature selection in a simple linear regression model, the LMM-Lasso improves
the selection of true non-zero eects as well as prediction quality (Rakitsch et al.,
2013). Our model is a natural extension of this model to binary outcomes, such as
the disease status of a patient. While one could also use the LMM-Lasso to model
such binary labels, we show in our experimental section that this leads to lower pre-
dictive accuracies. Inference in our model is, however, more challenging than in the
LMM-Lasso.
Limiting cases. Our model furthermore captures two limiting cases. First, we
obtain sparse probit regression when using the probit likelihood and using a indentity
matrix as kernel, K = I, where  is a hyperparameter. In this case, the generative
process for yi  B(>xi + f(xi)) simplies to
yi = sign(
>xi + i)
i  N (0; + 1);   Laplace(0;  10 )
(6.2)
where B is the Bernoulli distribution. As an aside, we remark that using (a multiple
of) an identity kernel K = I together with a logistic likelihood function can be viewed
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as a hybrid between probit regression and logistic regression since it is equivalent to
the following latent noise model
yi = sign(
>xi + i + ~i)
with i  N (0; ) and ~i is a logistic noise variable ~i  Logistic(0; 1).
Second, we obtain GP classication, by omitting the xed eect (i.e., we set
 = 0). When properly trained, our model is thus expected to outperform both
approaches in terms of prediction performance. We compare our method to the related
methods LMM-Lasso, probit regression and GP classication in the experimental part
of the paper and show enhanced accuracy.
Feature selection and confounding. There is a large body of work on feature
selection in Lasso regression (Tibshirani, 1996). Alternative sparse priors to the
Lasso have been suggested in Mohamed, Heller, and Ghahramani, 2011; Carbonetto,
Stephens, et al., 2012. The joint problem of sparse estimation in a correlated noise
setup has been restricted to the linear regression case (Seeger and Nickisch, 2011;
Vattikuti et al., 2014; Rakitsch et al., 2013), whereas we are interested in classication.
For classication, we remark that the ccSVM (Li, Rakitsch, and Borgwardt, 2011)
deals with confounding in a dierent way and it does not yield a sparse solution.
Finally, our algorithm builds on performing inference in a GP classication model,
but note that standard GP classication does not yield a sparse estimate of features
and therefore does not allow us to select predictive features.
Several alternatives to the LMM have recently been proposed and shall briey
be addressed. Song, Hao, and Storey (2015) develop a new statistical association
test between traits and genetic markers. The approach reverses the placement of
trait and genotype in the model and thus regresses the genotypes conditioned on
the trait and an adjustment based on a tted population structure model. Klasen
et al. (2016) propose a new hierarchical testing procedure, where one searches for
highly correlated clusters of genotypes and tests them for signicant associations to
the response variable. The signicant clusters in the lowest hierarchy (or individual
genotypes) are then considered as the causal genotypes of interest.
6.3 Inference
For each version of our model|the probit GP linear mixed model, which uses a probit
likelihood and the logistic GP linear mixed model, which uses a logistic likelihood|we
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develop an individual inference algorithm. For the probit likelihood model, we propose
an inference method that is based on expectation propagation (EP) (Minka, 2001;
Opper and Winther, 2001). This method computes an approximate MAP estimate of
the linear eect  building on an approximate expectation maximization approach.
For the logistic likelihood model, we propose a scalable variational inference (VI)
method. This method can be used for two dierent inference tasks. It can be used
to compute an approximate maximum a posteriori (MAP) estimate of . But it also
allows for fully Bayesian inference by approximating the whole posterior distribution
p(jy) instead of computing only a single point estimate. The VI method builds on
a probabilistic data augmentation approach and scales to big datasets.
Both inference methods are complementary to each other. They perform inference
in two dierent versions of our model (EP for the probit likelihood model and VI for
the logistic likelihood model). The VI approach lets us answer more general inference
tasks since it can be used in the fully Bayesian setting, whereas the EP approach is
limited to the MAP inference setting. The most important dierence is that the VI
method scales to datasets containing millions of data points, whereas the EP method
is constrained on rather small datasets containing a few thousand points. On the
other hand, in the small data regime, the EP method is expected to lead to better
prediction performance since it is built on more accurate approximations. In the
following, we present the VI and EP based inference methods.
6.4 Inference via expectation propagation
We develop a MAP inference algorithm for the Probit GP-LMM. In the following, we
employ the \Heaviside likelihood view" (cf. Eq. 6.2) of the probit model and write
p(yiji; fi) = 1[yi>xi + yifi  0]:
Note that without loss of generality, we can always assume this form by replacing the
original kernel matrix K by K  K + I (see e.g. Bishop, 2006).
For the sake of a simpler notation and without loss of generality, we assume in
this section that all observed binary labels yi are 1. The reason why this assumption
is not a constraint is that we can always perform a linear transformation to absorb
the sign of the labels into the data matrix X and kernel matrix K. Hence, in this
section we replace the data matrix by X  Xdiag(y) and kernel matrix by K  
diag(y)Kdiag(y). Thus, when working with this transformed data matrix and kernel
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matrix, our assumption is satised and we can write the likelihood as
p(yij; fi) = 1[>xi + fi  0]: (6.3)
Maximum a posteriori (MAP) inference. The goal is to compute the maximum
a posteriori (MAP) estimate of the linear eect . We aim to nd the maximizer ^
of the objective function L() = log p(jy) and obtain the optimization problem
^ = arg max

L() = arg max

log p(yj) + 0jjjj1: (6.4)
The log Laplace prior translates into a `1-norm regularizer, which is also known as a
Lasso regularizer. The marginal likelihood term can be expressed as
p(yj) =
Z nY
i=1
p(yij; fi)N (f j0; K)df
=
Z
1 [X + f  0]N (f j0; K)df
=
Z
1 [f  0]N (f jX; K)| {z }
=p(y;f j)
df :
where we used that f is symmetric in zero. This is just the multivariate Gaussian,
truncated and normalized to the positive orthant. The objective (6.4) consists of
optimizing the log-likelihood term in the presence of a `1-norm regularizer. Although
the log-likelihood is intractable, we prove in Appendix D.1, that it is convex in .
This allows us to apply convex optimization techniques.
Expectation maximization. Latent variable models of the type of Eq. 6.4 can
be solved using expectation maximization (EM) algorithms (Dempster, Laird, and
Rubin, 1977) that alternate between a gradient step in the global parameter  (M-
step) and a Bayesian inference step (E-step) to infer the distribution over the latent
variable f . In our case, the E-step relies on approximate inference, which is why our
approach can be called an approximate EM algorithm.
In more detail, to follow the gradients and optimize the (convex) objective, we
employ the alternating direction method of multipliers (ADMM) in the M-step. Be-
low, we derive analytic expressions for the Hessian and the gradient of the marginal
likelihood in terms of moments of the posterior distribution over the latent noise. The
inner loop (the E-step) then consists of approximating these moments by means of
expectation propagation (EP).
Next, we introduce the ADMM algorithm for the M-step and then describe the
EP method for the E-step.
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M-step via ADMM. In the optimization problem (6.4), we encounter the prob-
lem of minimizing a convex function `() in the presence of an additional `1-norm
regularizer,
L() = `() + 0jjjj1: (6.5)
The `1-norm in the objective function is not dierentiable and thus prevents us from
applying standard gradient-based methods such as Newton's method. This is a well-
known problem and several alternative solutions have been developed; one of these
is the alternating direction method of multipliers (ADMM) (Boyd et al., 2011). In
ADMM, we augment the objective with the additional parameters z and ,
L(; z; ) :=  `() + jjzjj11 + >(   z) + 12cjj   zjj22: (6.6)
This objective can be viewed as the Lagrangian associated with the problem
min
w;z
 `() + jjzjj11 + 12cjj   zjj22
s.t. z = ;
which is equivalent to the original problem (6.5). Since strong duality holds we can
solve the primal problem in Eq. 6.5 by solving the dual problem, Eq. 6.6. This is done
by an iterative scheme where we alternate between the minimization updates for 
and z and a gradient step in . Note that the term 1
2
cjj zjj22 is optional but grants
better numerical stability and faster convergence. Details on the ADMM algorithm
can be found in Boyd et al., 2011. Note that also other optimization methods are
possible, which deal with non-smooth objectives such as ours, in particular, subgra-
dient methods. The benet of the ADMM approach, though, is that it allows us to
use second-order information because the objective is now smooth in .
Approximate E-step via expectation propagation. The inner loop of the EM
algorithm amounts to computing the gradient and Hessian of L(; z; ) w.r.t. .
Computing derivatives of the `2-norm regularizer is trivial and we, therefore, focus on
the log-likelihood `(). The gradient and Hessian of `() are not available in closed
form. However, we will show that they can be expressed in terms of the rst and
second moment of the complete conditional distribution p(f jy;).
In the following, we use the shorthand notation
  () = X:
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The complete conditional distribution of the latent GP is
p(f jy;) = p(y;f j)R
p(y;f j)df =
1 [f  0]N (f j; K)R
Rn+
N (f ;; K) df :
We furthermore introduce
p() = Ep(f jy;) [f ] ; (6.7)
p() = Ep(f jy;)

(f   p())(f   p())>

:
This is just the mean and the covariance of the truncated multivariate Gaussian
p(f jy;), as opposed to ; K, which are the mean and covariance of the non-
truncated Gaussian N (f j; K). In general, these expectations do not have a closed-
form solution. However, we develop suitable approximations for them in the following.
We abbreviate p  p() and p  p() and write  = p    for the
dierence between the means of the posterior (the truncated Gaussian) and the un-
truncated Gaussian. The gradient and Hessian of `() are given by
r`() =  K 1X;
r2`() = X>[K 1(p  >)K 1  K 1]X:
(6.8)
Proofs are given in Appendix D.2. Note that the variable  enters through p()
and ().
The next step is to approximate the quantities p and p in Eq. 6.7, which we
need for computing Eq. 6.8. These are intractable, involving expectations over the
posterior of f . Hence, we use approximate Bayesian inference methods to obtain
estimates of these expectations.
We employ expectation propagation (EP) (Minka, 2001; Opper and Winther,
2001) to approximate the moments of truncated Gaussian integrals using the approach
proposed by Cunningham, Hennig, and Lacoste-Julien (2011).
EP approximates the posterior p(f jy;) in terms of a variational distribution
q(f). The EP objective function is involved, but EP is motivated by the idea of
minimizing the (reverse) Kullback-Leibler divergence from the true posterior to the
approximate distribution (Cunningham, Hennig, and Lacoste-Julien, 2011). In the
Gaussian EP method proposed by Cunningham, Hennig, and Lacoste-Julien, 2011,
the variational distribution q(f) is an un-truncated Gaussian, characterized by the
variational parameters q and q . We approximate the posterior in terms of the
variational distribution, whose mean and covariance are p  q and p  q . We
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warm-start each gradient computation with the optimal parameters of the earlier iter-
ation. As a remark, instead of computing the rst and second moment of the integral
to compute the gradient and Hessian, `() could also be optimized numerically e.g.
using BFGS (Fletcher, 1987) where the integral is still approximated using EP. This
is less ecient as it requires many evaluations of the integral for a single gradient
estimate.
Alg. 3 summarizes our procedure. We denote the expectation propagation algo-
rithm for approximating the rst and second moment of the truncated Gaussian by
EP(; K). Here,  and K are the mean and covariance matrix of the un-truncated
Gaussian. The subroutine returns the rst and second moments of the truncated
distributions q and q. When initialized with the outcomes of earlier iterations,
this subroutine typically converges within a single EP loop.
Algorithm 3 Approximate Inference for the Probit-LMM
repeat
initialize  = k
repeat
(q;q) EP()
 = q  X
g = >K 1X + c(   zk + k)>
H = X>[K 1  K 1(q  >)K 1]X + cI
 =    tH 1g
until criterion 2 is met
# ADMM updates
k+1 = 
zk+1 = S=c(
k+1 + k) # soft thresholding, see Boyd et al. (2011)
k+1 = k + k+1   zk+1
until criterion 1 is met
Our algorithm thus consists of two nested loops; the outer ADMM loop, containing
the Newton update, and the inner EP loop, which computes the moments of the
posterior. We choose stopping criterion 1 to be the convergence criterion proposed by
Boyd (Boyd et al., 2011) and choose criterion 2 to be always fullled, i. e. we perform
only one Newton optimization step in the inner loop. Our experiments showed that
doing only one Newton optimization step, instead of executing until convergence, is
stable and leads to signicant improvements in speed. ADMM is known to converge
even when the minimizations in the ADMM scheme are not carried out exactly (see
e.g. Eckstein and Bertsekas, 1992).
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Predictions. To predict the label y of a test point x we substitute the approxi-
mate posterior distributions of the latent GP q(f) and the point estimate ^ into the
standard predictive distribution and obtain
p(yjx) 
Z
p(yj^; f)p(fjf)q(f)dfdf
=
Z
p(yj^; f)N
 
f j; 2

df; (6.9)
with
 = KnK 1nnq
2 = K +KnK
 1
nn
 
qK
 1
nn   I

Kn
The matrix Kn denotes the kernel matrix between the test point and the training
points and K the kernel value of the test point. This one-dimensional integral can
be easily computed by numerical quadrature methods.
6.5 Inference via augmented variational inference
In this section, we develop a fully Bayesian inference method for the logistic GP
linear mixed model building on variational inference. We rst augment the intractable
logistic likelihood and Laplace prior to obtain a conditionally conjugate model. As
outlined in Chapter 2, this allows us to compute ecient variational inference updates
in closed form. Finally, we describe how this approach can also be used in a pure
MAP estimation setting. In this section, we work with the original formulation of the
model given in Eq. 6.1, i.e. we consider the original training labels yi 2 f 1; 1g and
do not absorb the labels into the data matrix X and kernel matrix K.
The augmentation. In the following, we propose an augmentation that leads to a
conditionally conjugate model. We rst augment the likelihood, such that it becomes
Gaussian in the latent GP values f and linear eect . We then augment the Laplace
prior on  such it becomes Gaussian too.
First, we employ a Polya-Gamma augmentation approach to the logistic likelihood
similar to the augmentation for the GP classication model in Chapter 3 and obtain
p(yj;f ;!) =
Y
i
p(yij; fi; !i)
/ exp

 1
2
( y>(X + f) + (X + f)>
(X + f))

; (6.10)
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where 
 = diag(!) and p(!i) = PG(!ij0; 1)
The likelihood is now Gaussian in f and  and, hence, conjugate in f . However,
the Laplace prior of  still imposes a non-conjugate structure. We circumvent the
problem by introducing an additional augmentation for the Laplace prior building on
the integral identity
p() =
1
2
0 exp(0jj) = 1
2
dY
j=1
0 exp(0jjj)
=
Y
j
Z
p(jjj)p(j)dj;
with distributions
p(jjj) = N (jj0; 1
0j
)
p(j) =
4
2j
exp(  1
2j
):
(6.11)
Augmenting our model with variables  = (1; :::; d) as dened above in Eq. 6:11,
leads to a Gaussian prior over . The nal augmented model is fully conditionally
conjugate and given by
p(y;;f ;!;) =
Y
i
p(yij; fi; !i)p(!i)p(f)
Y
j
p(jjj)p(j):
Complete conditional distributions. The complete conditional distribution of
the latent GP f is
p(f j;!;y) / p(yj;f ;!)p(f)
/ exp

 1
2
( y>(X + f) + (X + f)>
(X + f))

N (f j0; K)
/ N (f jf ;f );
with
f = f

1
2
y   
X

; f = (
 +K
 1) 1:
and K is the kernel matrix evaluated at the training points.
The complete conditional distribution of  is
p(jf ;!;y) / exp

 1
2
( y>(X + f) + (X + f)>
(X + f))

Y
j
N

jj0; 1
0j

/ N  j; ;
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with
 = 

1
2
X>y  X
f

;  = (X
>
X + 0) 1;
where  := diag().
The complete conditional distribution of j is
p(jjj) / N

jj0; 1
0j

4
2j
exp

  1
2j

/  
3
2
j exp

 1
2
(2jj0 + 
 1
j )

/ GIG

j j 02j ; 1; 
1
2

:
Note that p(jjj) could also be viewed as an inverse Gaussian distribution, which is
a subset of the generalized inverse Gaussian family. But in the following, we still use
the generalized inverse Gaussian notation.
The complete conditional distribution of !i is
p(!ij; fi; yi) / exp

 1
2
(>xi + fi)2!i

PG(!ij1; 0)
/ PG(!i j 1; >xi + fi);
where we used the exponential tilting property of Polya-Gamma variables.
Variational approximation. To scale our model to big datasets, we approximate
the latent GP f by a sparse GP approximation building on inducing points. We
introduce M inducing points u and connect the GP values with the inducing points
via the joint prior distribution p(f ;u) as outlined in Section 1.2.
We follow a structured mean eld approach (Wainwright and Jordan, 2008) and
assume a decoupled variational distribution q(;u;!;) = q()q(u)q(!)q(). Since
our model is conditionally conjugate, the family of the optimal variational distribution
can be easily determined by averaging the complete conditionals in log-space (see e.g.
Blei, Kucukelbir, and McAulie, 2017 and Section 1.2). We obtain the variational
family
q() = N (j;) q(u) = N (uju;u);
q() =
Y
j
GIG (j j aj; 1; 1=2) q(!) =
Y
i
PG(!i j 1; ci):
The mean eld optimality conditions reveal that the variational distributions q(j),
q(!i) have only one free variational parameter aj and ci, respectively.
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Inference method. Building on the conditional conjugate augmentation, we de-
velop an augmented variational inference algorithm as outlined in Section 2.2.
By applying the standard coordinate ascent update formula given in Homan et
al., 2013 to each variational distributions, we obtain the closed-form update for each
variational parameter,
u =u

1
2
>y   > 
X

u =
 
> 
+K 1mm
 1
 =

1
2
X>y  X 
u

 =(X
> 
X + 0 ) 1;
ci =
q
x>i xi +
 
x>i  + ui
2
+ u> + ~Kii
aj =0

2j + ()jj

;
where  = KnmK
 1
mm and eK = Knn  KnmK 1mmKmn. The expectations  and 
 are
computed in closed form,
 = Eq()[] =
1p
aj

 = Eq(!)[
] = diag

1
2ci
tanh
ci
2

:
When using mini-batches of the data, each global variational parameter (i.e. u,
u,  and ) is updated using a convex combination of the old parameter and the
CAVI update, which corresponds to a natural gradient ascent scheme (see Section 2.2).
Predictions. To predict the label y of a test point x we substitute the approxi-
mate posterior distributions into the standard predictive distribution and obtain
p(yjx) 
Z
p(yj; f)p(fju)q(u)q()dfdud
=
Z
p(yj; f)N
 
f j; 2

df; (6.12)
with
 = xT +KmK
 1
mmu
2 = K +KmK
 1
mm
 
uK
 1
mm   I

Km + xTx:
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The matrix Km denotes the kernel matrix between the test point and the inducing
points and K the kernel value of the test point. This one-dimensional integral can
be easily computed by numerical quadrature methods.
MAP inference via variational inference. If we are only interested in the MAP
estimate of , we could just use the mean of the optimal variational distribution q()
obtained by the fully Bayesian inference method described above. As an alternative,
we can bypass the augmentation of the Laplace prior and apply an approximate
expectation maximization approach similar to the EP method from the previous
section. We build on the ADMM method, which optimizes the augmented Lagrangian
objective (6.6) with a slight modication. The only dierence is that we now optimize
the intractable log-likelihood term `() using a variational expectation maximization
approach.
To this end, we use the Polya-Gamma augmented model (see Eq. 6.10), but with-
out the augmentation of Laplace prior. We employ variational approximations of
the posterior of the GP and Polya-Gamma variables q(f) and q(!) and obtain the
variational lower bound
`() = log p(yj)
 Eq(f)q(!)[log p(y;f j)  log q(f)  log q(!)];
which can be computed and optimized in closed form (using updates which are sim-
ilar to the fully Bayesian case). We alternate between optimization steps in  and
updating the variational parameters of q(f) and q(!).
6.6 Experiments
We study the performance of our proposed methods in experiments on both articial
and real-world data. We consider the two versions of our model|probit gp-lmm,
which is described in Section 6.4 and trained via expectation propagation and logis-
tic gp-lmm, which is described in Section 6.5 and trained via augmented variational
inference. Our data are taken from the domains of statistical genetics and computer
malware prediction.
We compare our algorithms against three competing methods, including sparse
probit regression and gp classification, which are limiting cases of our model
and are trained with the corresponding parts of the algorithm discussed in Section 6.4.
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As a third related method, we compare against lmm-lasso, which is trained via the
algorithm proposed by Lippert et al., 2011.
In all considered cases, our proposed GP-LMM models achieve higher classication
performance whereby the probit gp-lmm has slightly better performance on small
datasets. Also, the features that our algorithms nd are less aected by spurious
correlations induced by population structure. Furthermore, we demonstrate that the
logistic gp-lmm scales to big datasets containing more than 100,000 instances.
6.6.1 General experimental setup
For the real-world and synthetic experiments, we rst need to make a choice for the
class of kernels that we use for the covariance matrix. We choose a combination of
three contributions,
K = 1I + 2XX
> + 3Kside: (6.13)
We use a contribution of an identity matrix and a linear kernel, which is known to
work well on genetic data (Lippert et al., 2011; Lippert, 2013). The third term is
optional and depends on the context; it is a kernel representing any side information
provided in an auxiliary feature matrix X 0. Here, we compute Kside as a squared
exponential kernel from the side information X 0. Unless stated otherwise, we evaluate
the methods in all experiments by using n individuals from the dataset for training
and splitting the remaining dataset equally into validation and test sets. This process
is repeated 50 times, over which we report on average accuracies or areas under the
ROC curve (AUCs), as well as standard errors (Fawcett, 2006).
The hyperparameters of the kernels (i.e. 1, 2, 3 and the length scale parameter
l of the squared exponential kernel), together with the regularization parameter 0,
were determined on the validation set, using grid search over a suciently large
parameter space (optimal values are attained inside the grid; in most cases i; l 2
[0:1; 1000]). For all datasets, the features were centered and scaled to unit standard
deviation, except in experiment 6.6.4, where the features are binary.
In Sections 6.6.3 and 6.6.4, we show that including a linear kernel into the covari-
ance matrix leads to top-ranked features, which are less correlated with the population
structure in comparison to the top-ranked features of sparse probit regression.
The correlation plots3 in Fig. 6.5 show the mean correlation of the top features with
3The correlation plots in Fig. 6.5 are created according to Li, Rakitsch, and Borgwardt, 2011 as
follows. First, we randomly choose 70% of the available data as training set and obtain a weight
vector w by training. We compute the empirical Pearson correlation coecient of each feature with
81
population structure and the corresponding standard errors. All experiments were
performed on a Linux machine with 48 CPU kernels (each 2.4GHz) and 368GB RAM.
6.6.2 Simulated data
To test the properties of our model in a controlled setup, we rst generate synthetic
data as follows. We generate a weight vector  2 Rd with 1  k  d entries being
1, and the other d   k entries being 0. We choose d = 50 and vary k. We then
create a random covariance matrix Kside 2 Rnn, which serves as side information
matrix4. We sample n = 200 points X = fx1; : : :xng independently from a uniform
distribution over the unit cube [ 1; 1]d and create the labels according to the probit
gp-lmm model, Eq. 6.1, using Kside as covariance matrix. We reserve 100 samples
for training and 50 for validation and testing, respectively.
The synthetic data allows us to control the sparsity level k of non-zero features.
We then t various models to the data to predict the binary labels: probit gp-
lmm (proposed) as well as logistic gp-lmm (proposed), gp classification, the
lmm-lasso and standard `1-norm regularized (sparse) probit regression. As a
benchmark, we introduce the oracle classier, where we use the ground truth model
for prediction.
Fig. 6.1 shows the resulting accuracies. The horizontal axis shows the varying
percentage of non-zero features in the articial data k=d. Note that the accuracies of
all methods uctuate due to the nite size of the dierent datasets that we generated.
The observed performances of the methods depend on the varying level of the
sparsity of the data: if the true linear eect is sparse, sparsely regularized models
should be expected to work better. The opposite can be expected from models that
include all features in a dense way, such as gp classification. These models are
good when the true eects are dense. Our plot indeed reveals this tendency. `1-
norm regularized (sparse) probit regression performs well for small k, whereas
gp classification works well for large k. Both versions of our GP-LMM model
the rst principle component of the linear kernel on top of the data. This is a way to measure the
correlation with the population structure (Price et al., 2006). We dene the index set I by taking the
absolute value of each entry of w and sorting them in descending order. We now sort the so-obtained
list of correlation coecients with respect to the index set I and obtain a resorted list of correlation
coecients (c1; : : : ; cn). In the last step, we obtain a new list (c^1; : : : ; c^n) by smoothing the values,
computing c^i :=
1
i
Pi
k ck. Finally, we plot the values (c^1; : : : ; c^n) with respect to I. This procedure
was repeated 30 times for dierent random choices of training sets.
4 The covariance matrix was created as follows. The random generator in MATLAB version
8.3.0.532 was initialized to seed = 20 using the rng(20) command. The matrix Kside was realized
in two steps via A=2*rand(50,200)-1 and Kside=3*A'*A+0.6*eye(200)+3*ones(200,200).
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Figure 6.1: Toy: Average accuracies (in %) as a function of the percentage of true
non-zero features in the generating model. The (small) error bars indicate one stan-
dard deviation. (Proposed methods: probit gp-lmm and logistic gp-lmm.)
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Figure 6.2: Toy: Eects of the regularizer on the model's ability to select features.
Ground truth (blue solid line) and feature weights (orange dots) of `1-norm regularized
probit gp-lmm and logistic gp-lmm vs. `2-norm regularized probit gp-lmm.
The `1-norm regularized versions of our model attain better sparsity by setting the
weights of irrelevant features closer to zero.
outperform the competing methods, because they contain both a dense kernel as well
as a sparse linear eect. The probit gp-lmm performs naturally slightly better
than the logistic gp-lmm since the labels in the synthetic data are created using
the probit likelihood (and not the logistic likelihood). Interestingly, even though the
lmm-lasso also has a sparse eect and a dense kernel, its performance is not very
compelling on our experimental dataset. This may be explained by its output being
continuous (and not binary) and, therefore, not well suited for classication tasks.
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Finally, we analyze the importance of the `1-norm regularizer in the GP-LMM
model and compared it against a model that is `2-regularized. In particular, we
compare the `1-norm regularized probit gp-lmm and logistic gp-lmm against the
`2-norm regularized version of the probit gp-lmm. We generate an articial dataset
with k = 10 non-zero features and try to recover these non-zero feature weights with
all three methods. Fig. 6.2 shows the results of this analysis. The blue solid line
represents the truly non-zero weights, while the orange dots show our estimates when
using `1-norm (left and middle) and `2-norm (right) regularization on , respectively.
We observe that the `1-norm regularized models nd better estimates of the linear
weight vectors that were used to generate the data.
6.6.3 Tuberculosis disease outcome prediction
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Figure 6.3: TBC: Stability of selected features for the probit gp-lmm, logistic
gp-lmm and sparse probit regression. The plot shows the selection probabilities
for each feature. Ideally, we want these to be 0 or 1. The proposed GP-LMM models
lead to more stable top features and have less variability under bootstrapping.
In our rst real-world experiment, we predict the outcome of tuberculosis from
gene expression levels. We obtain the dataset by Berry et al., 2010 from the National
Center for Biotechnology Information website5, which includes 40 blood samples from
patients with active tuberculosis as well as 103 healthy controls, together with the
transcriptional signature of blood samples measured in a microarray experiment with
48; 803 gene expression levels, which serve as features for our purposes. Also available
5 http://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE19491
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AUC Time
Probit GP-LMM 86:4% 0:3 3:14 sec
Logistic GP-LMM 86:1% 0:4 3:57 sec
Probit Regression 78:4% 0:2 1:33 sec
GP Classication 85:2% 0:2 2:21 sec
LMM-Lasso 81:2% 0:2 1:25 sec
Table 6.1: TBC: Average AUC and corresponding standard deviations attained in
the tuberculosis disease outcome prediction experiment along with average training
time in seconds. Both versions of our GP-LMM model perform similarly well and
beat the competitors in terms of prediction performance.
is the age of the subjects when the blood sample was taken, from which we compute
Kside
6. We use n = 80 data points for training. To be consistent with previous studies
(e.g. Li, Rakitsch, and Borgwardt, 2011), we report on the area under the ROC curve
(AUC), rather than accuracy. The results are shown in Table 6.1.
We observe that the GP-LMM method in both versions yield a consistent improve-
ment over sparse probit regression (around 10 percentage points), gp classifi-
cation (by 0.9 to 1.2 percentage points) and lmm-lasso (by around 5 percentage
points). In Fig. 6.5, left, we show the correlation between the top features and
the population structure (as confounding factor) for the probit gp-lmm, logis-
tic gp-lmm and sparse probit regression. The plot was created as explained in
Section 6.6.1. We nd that the features obtained by both versions of the GP-LMM
show less correlation with population structure than the features of sparse probit
regression. This is because population structure was built into our model as a
source of correlated noise.
To make sure that our selected features are reliable, we investigate their stability
under bootstrapping. We considered stability selection (Meinshausen and Buhlmann,
2010), where we randomly subsample 90% of the data 100 times (to accommodate
the limited sample size, we follow Rakitsch et al., 2013 and do not use 50% of the
samples for each draw as proposed in the original article). We dene a feature to
be selected if the absolute weight exceeds the threshold of 0:001. In Fig. 6.3, we
show the selection probability for each feature. For the probit gp-lmm, the top 7
features and for logistic gp-lmm, the top 6 features are selected in every singe run
out of 100 runs, indicating that they are very stable. In contrast, in sparse probit
regression, these features only get selected with about 90% probability. Also, the
6We compute Kside as a squared exponential kernel on top of the side information age using
length scale l = 0:2.
85
0.0 0.1 0.2 0.3 0.4 0.5
false-positive rate
0.0
0.2
0.4
0.6
0.8
1.0
tru
e-
po
si
tiv
e 
ra
te
ROC Curves for the Malware Dataset
Probit GP-LMM
Logistic GP-LMM
Probit Regression
GP Classification
LMM-Lasso
Figure 6.4: malware: Average ROC curves for the computer malware detection
experiment.
total number of selected features over all runs is 294 and 289 for the probit gp-lmm
and logistic gp-lmm, respectively; whereas for sparse probit regression it is
1837. This indicates that in our models, there is less variability compared to the
standard Lasso (probit regression) approach. The GP-LMM models thus lead to
more stable features than the standard Lasso approach.
AUC0:1 Time
Probit GP-LMM 74:9% 0:2 14:89 sec
Logistic GP-LMM 74:1% 0:3 10:43 sec
Probit Regression 67:2% 0:3 8:91 sec
GP Classication 69:8% 0:3 8:57 sec
LMM-Lasso 66:45% 0:3 5:38 sec
Table 6.2: Malware (subset): Average AUC0:1 (area under the ROC curve on the
interval [0; 0:1] and renormalized) and corresponding standard deviations attained
on the 200 sample subset of the malware dataset along with average training time
in seconds. Both versions of our GP-LMM model beat the competitors in terms of
prediction performance whereby the probit gp-lmm attains a slightly higher AUC0:1.
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6.6.4 Malicious computer software (malware) detection
We experiment on the Drebin dataset7 (Arp et al., 2014), which contains 5,560 An-
droid software applications from 179 dierent malware families. There are 545,333
binary features; each feature denotes the presence or absence of a certain source code
string (such as a permission, an API call or a network address). It makes sense to
look for sparse representations (Arp et al., 2014), as only a small number of strings
are truly characteristic of malware. The idea is that we consider populations of dif-
ferent families of malware when training and hence correct for the analog of genetic
population structure in this new context, that we call \malware structure".
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Figure 6.5: Correlation between the selected features and population structure as
described in the main text (low values are better). The tuberculosis experiment is
shown left and computer malware shown right. The x-axis is sorted by descending
absolute weights. Shaded areas indicate standard errors. Both versions of our pro-
posed GP-LMM model select top features that are less correlated with the confounder
opposed to the features selected by probit regression.
In this experiment, we concentrate on the top 10 most frequently occurring mal-
ware families in the dataset8. We take 10 instances from each family, forming together
a malicious set of 100 and a benign set of another 100 instances (i.e., in total 200
samples). We employ n = 80 instances for training and stratify in the sense that we
make sure that each training/validation/test set contains 50% benign samples and
an equal amount of malware instances from each family. In this experiment, we use
this small subset of the data since the probit gp-lmm can be only applied on rather
small datasets. In Section 6.6.6, we demonstrate that logistic gp-lmm version
7http://user.informatik.uni-goettingen.de/~darp/drebin/download.html
8Geinimi, FakeDoc, Kmin, Iconosys, BaseBridge, GinMaster, Opfake, Plankton, FakeInstaller,
DroidKungFu.
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of our model trained via augmented variational inference easily scales to the whole
dataset containing 120,000 instances.
Since no side information is available, we only use a linear kernel and the identity
matrix as components for the correlation matrix. We report on the (normalized) area
under the Receiver Operating Characteristic (ROC) curve over the interval [0; 0:1]
and denote this performance measure by AUC0:1. In Fig. 6.4, we show the ROC
curves and in Table 6.2 the achieved AUC0:1 and the run times.
We observe that the probit gp-lmm achieves a consistent improvement in terms
of AUC0:1 over sparse probit regression (by approximately 7.5 percentage points),
gp classification (by approximately 5 percentage points), lmm-lasso (by approx-
imately 8.4 percentage points). In this experiment, the logistic gp-lmm achieves a
slighly less AUC0:1 (by 0.8 percentage points) than the probit version of our model.
Furthermore, in Fig. 6.5, right, we plot the correlation of the top features of GP-
LMM models and sparse probit regression with population structure. We observe
that both GP-LMM models lead to features that are less correlated with the malware
structure.
6.6.5 Flowering time prediction from single nucleotide poly-
morphisms
We experiment on genotype and phenotype data consisting of 199 genetically dierent
accessions (instances) from the model plant Arabidopsis thaliana (Atwell et al., 2010).
The genotype of each accession comprises 216,130 single nucleotide polymorphism
(SNP) features. The phenotype that we aim to predict is early or late owering of
a plant when grown at ten degrees centigrade. The original dataset contains the
owering time for each of the 199 genotypes. We split the dataset into the lower and
upper 45%-quantiles of the owering time and binarized the labels, resulting in a set
of 180 accessions from which we use n = 150 accessions for training.
The results are reported in Table 6.3 and show that the logistic gp-lmm has
a slight advantage of at least 0:7 percentage points in AUC over the competitors.
In this experiment, the probit gp-lmm has a slightly worse AUC than its logistic
counterpart by 0.2 percentage points.
An analysis restricted to the ten SNPs with largest absolute regression weights in
our models show that they lie within four well-annotated genes that all convincingly
can be related to owering, structure and growth: the gene AT2G21930 is a growth
protein that is expressed during owering, AT4G27360 is involved in microtubule
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AUC Time
Probit GP-LMM 84:1% 0:2 21:02 sec
Logistic GP-LMM 84:3% 0:2 18:31 sec
Probit Regression 83:5% 0:2 10:59 sec
GP Classication 83:6% 0:2 11:13 sec
LMM-Lasso 79:7% 0:2 8:71 sec
Table 6.3: Flowering: Average AUC and corresponding standard deviations at-
tained in the owering time prediction experiment along with average training time
in seconds. Both versions of our GP-LMM model perform similarly well and beat the
competitors in terms of prediction performance.
AUC Time
Logistic GP-LMM 98:0% 0:0 628 sec
Probit Regression 98:0% 0:0 250 sec
X-GPC 96:0% 0:0 310 sec
Table 6.4: Big Data: Average AUC and corresponding standard deviations attained
on the full Drebin dataset containing 120,000 instances.
motor activity, AT3G48320 is a membrane protein, involved in plant structure, and
AT5G28040 is a DNA binding protein that is expressed during owering.
6.6.6 Big data experiment
In our last experiment, we show that the logistic gp-lmm model trained via aug-
mented variational inference easily scales to big datasets. This is a big advantage of
the logistic likelihood version of our model over the probit gp-lmm, which is limited
to datasets containing only a few hundred instances.
We apply logistic gp-lmm, probit regression trained via mini-batch sam-
pling and GP classication trained with the scalable inference algorithm presented
in Chapter 3 (x-gpc) to the full Drebin dataset from Section 6.6.4 (where we only
used a subset of 200 samples). The full dataset contains 120,000 samples. For each
method, we use a mini-batch of size 2000 and use 200 inducing points. For training
we use 95% of the data and for testing the remaining 5%. The hyperparameters are
optimized as part of the training procedure as explained in Section 6.5. We repeat the
whole procedure ve times and present the attained AUCs along with one standard
deviation and the training times in Table 6.4.
We nd that logistic gp-lmm and probit regression achieve an AUC of
98:0% and x-gpc is slightly worse by 2 percentage points. More importantly, this
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experiment demonstrates the scalability of logistic gp-lmm and shows that our
model can be applied to big datasets. We leave additional experiments on big genetic
datasets for future research.
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Chapter 7
Generalized Dynamic Topic Models
In this chapter, we propose a new approach to dynamic topic modeling. Dynamic
topic models (DTMs) model the evolution of prevalent themes in literature, online
media and other forms of text over time. DTMs assume that word co-occurrence
statistics change continuously and therefore impose continuous stochastic process pri-
ors on their model parameters. These dynamical priors make inference much harder
than in regular topic models and also limit scalability. In this chapter, we present
several new results around DTMs. First, we extend the class of tractable priors from
Wiener processes to the generic class of Gaussian processes. This allows us to explore
topics that develop smoothly over time, that have a long-term memory or are tem-
porally concentrated (for event detection). Second, we show how to perform scalable
approximate inference in these models based on ideas around stochastic variational in-
ference and sparse Gaussian processes. We propose an inference method that slightly
deviates from the core concepts of augmented variational inference as presented in
Chapter 2. Although we show that the novel generalized dynamic topic model is
amenable to an augmentation approach, we develop a dierent inference approach,
which is more ecient for this model. Our inference method is based on a variational
Taylor expansion that approximates the softmax function. This way we can train a
rich family of DTMs to massive data. Our experiments on several large-scale datasets
show that our generalized model allows us to nd interesting patterns that were not
accessible by previous approaches.
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This chapter is based on:
P. Jahnichen, F. Wenzel, M. Kloft, S. Mandt (2018). \Scalable Generalized Dy-
namic Topic Models". In: Conference on Articial Intelligence and Statistics.
Probabilistic topic models help us to organize and browse large collections of
documents (Blei, 2012). Topic models have been successfully applied in information
retrieval (McCallum, Corrada-Emmanuel, and Wang, 2004; Wang, McCallum, and
Wei, 2007; Charlin and Zemel, 2013), computational biology (Pritchard, Stephens,
and Donnelly, 2000; Gopalan et al., 2016), recommendation systems (Wang and Blei,
2011) and computer vision (Fei-Fei and Perona, 2005; Chong, Blei, and Li, 2009).
Topic models assume that all words in a document were independently drawn from
a nite set of probability distributions over words, termed the \topics". This way,
every document is a mixture of topics. The limitation is that this approach assumes
that topics are static.
Topics change over time. To provide some intuition, consider the example of the
topic \technology" when training topic models on historical articles 1. Restricting
the corpus to articles around 1900, we nd words such as \engine", \electricity" and
\wire" to be mainly associated with this topic. For modern articles, we may nd
\devices", \gates" and \silicon" among the top words. In applications as this, we
want to be able to associate documents with similar topic proportions with each other
over large time spans. But at the same time, we want to allow topics to \modernize",
meaning to dynamically adjust their vocabulary. This is achieved in dynamic topic
models (DTMs) (Blei and Laerty, 2006; Wang and McCallum, 2006; Wang, Blei,
and Heckerman, 2008). DTMs model the evolution of topics as a continuous Wiener
process. This dynamic prior determines how strongly topics may change their vo-
cabulary. This way, DTMs share statistical strengths over all times, while giving the
topics enough exibility to change.
Current formulations of dynamic topic models are subject to the major limita-
tion that they are restricted to a particular type of stochastic process for the latent
topical dynamics, namely Wiener processes (i.e. Brownian motion drift priors). This
formulation does not allow us to analyze long-term eects, events, or other more com-
plicated temporal dependencies. Second, relying on the forward-backward algorithm,
Equal contributions.
1 Example from David Blei's tutorial slides on topic modeling, http://www.cs.columbia.edu/
~blei/talks/Blei_ICML_2012.pdf
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they lack scalability. If the data are distributed across many dierent time-stamps,
they require a full pass through the data in every iteration. This lack of scalability
may be the reason why DTMs have been much less used in large-scale scientic or
industrial applications than their static counterparts. In this work, we generalize
dynamic topic models in two ways: rst, we extend the class of tractable priors from
Wiener processes to the more general class of Gaussian processes (GPs). Second,
we derive a scalable approximate Bayesian inference algorithm based on inducing
points and a variational Taylor approximation. This allows us to apply our model to
contemporary large text collections.
7.1 Background and related work
We connect to dynamic and correlated topic models, sparse GPs and stochastic vari-
ational inference (SVI).
Dynamic topic models. DTMs form the basis of our approach. While Blei and
Laerty (2006) originally propose a model with equidistant time slices, Wang, Blei,
and Heckerman (2008) extended the approach to continuous time. Both rely on a
latent Wiener process and use the forward-backward algorithm for learning, which
requires full passes through the data in every iteration if the number of time stamps
is comparable with the total number of documents. Wang and McCallum (2006)
propose a dierent approach where time is an observed variable with some prior
over a nite time interval. While in principle being scalable, the resulting topics are
non-smooth. Finally, Bhadury et al. (2016) propose a new approach for learning in
topic models based on stochastic gradient MCMC (Welling and Teh, 2011; Mandt,
Homan, and Blei, 2016). Their approach similarly is restricted to latent Wiener
processes.
Correlated and GP topic models. This class of modied static topic models
breaks the independence assumptions of the per-document topic proportions. In-
stead, the topic proportions are jointly drawn from some prior that induces correla-
tions (Blei and Laerty, 2007). If this prior is a GP, this leads to the kernel topic
model (Hennig et al., 2012) or Gaussian process topic model (Agovic and Banerjee,
2010). Note that both approaches assume that the topics themselves are static and
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only the topic proportions change. In contrast, we treat the proportions as indepen-
dent and identically distributed (iid) and impose dynamics on the topics themselves.
None of these models have been formulated in a scalable manner.
7.2 Generalized dynamic topic models
Dynamic topic models are mixed-membership bag-of-words models, which allow their
mixture components|the topics|to drift over time. This allows to dynamically fade-
in new words and fade-out old words, which lose their semantic signicance in a topic.
In the classic DTM this continuity is achieved by imposing a Wiener process prior on
the topic matrices (Blei and Laerty, 2006; Wang, Blei, and Heckerman, 2008) (see
also Bamler and Mandt, 2017 for a related approach for word embeddings).
In this work, we propose GPs as priors on the topic matrices. Since the Wiener
process is a specic type of GP, our approach is a strict generalization of dynamic
topic models but covers a much richer class of dynamics.
7.2.1 Generalized DTMs
For what follows, we borrow notation from the topic modeling literature (Blei, Ng, and
Jordan, 2003). We assume that we observe a corpus of D documents, each of which is
associated with a time stamp td with index td 2 f1; : : : ; Tg. For a simpler notation
we denote the number of words in a document as N . For a given document d (which
is associated with one time index t), let wd1;    ; wdN be the words it contains, d be
a K-vector of topic proportions and zdn the assignment of word wdn to a topic. The
model consists of K time dynamic topics whereby kt denotes a topic's V -dimensional
distribution over the vocabulary at time index t.
Our model exhibits the following joint distribution:
p(w; z; ; ) = p()
TY
t=1
KY
k=1
p(wt; zt; j(kt)); (7.1)
where each document d is associated with one time index td. The function () is the
softmax function, which normalizes the topic kt over the vocabulary indices. The
joint distribution of the words, topic assignments and topic proportions conditioned
on the topic trajectories at time index t,
p(wt;zt; jt) =
Y
d:td=t
p(d)
Y
n
p(wdnj(zdnt))p(zdnjd);
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is just a regular LDA model (at time index t), with
wdnjzdnt  Cat((zdnt))
zdnjd  Cat(d)
d  Dir();
where Cat(:) denotes the categorical distribution and Dir(:) the Dirichlet distribution.
The graphical model is shown in Fig. 7.1.
The distinctive feature of dynamic topic models is their dynamic prior p(). In
our model, each of the V words out of K topics is a latent function over time,
drawn from a GP with kernel function . This GP is observed at time indices t =
1;    ; T associated with the time stamps 1;    ; T and can thus be described as a
T -dimensional multivariate Gaussian distribution2
kw  GP(0; )) kw;1:T  N (0; KTT ); (7.2)
where the entries of the kernel matrix are Kt;t0 = (; 
0). The kernel function 
measures the similarity between two time points  and  0. Using a Wiener kernel
function in our model results in the classic DTM of Wang, Blei, and Heckerman
(2008). However, due to the model's exibility, we can model any stochastic process
that falls into the class of GPs by simply altering the covariance function . As an
aside, this setup not only covers the dynamic setup but also allows for incorporating
other types of meta data as e.g. spatial modeling if the text documents are associated
with location coordinates.
In this work, we focus on the time-specic setup. In more detail, we consider
several dierent kernels commonly used for time-series modeling (Roberts et al., 2012).
 Wiener kernels, Wie(;  0) = 2 min(;  0). Using a Wiener kernel (Brownian
motion kernel) in our model recovers the typical DTM setup. This serves as
our baseline.
 Ornstein-Uhlenbeck kernels, OU(;  0) = 2 exp

  j  0j
l

. The Ornstein-
Uhlenbeck (OU) process is essentially a Wiener process in the presence of a
mean-reverting force, which pulls the process state back to its mean and thus
acts like a regularizer. An eect of this is that topics may die-o and other
topics may dynamically emerge (using a zero-mean process). As we show in our
experiments, this leads to temporally localized changes in topics.
2We call attention to the slight overloading of notation: a plain K always is the number of topics,
using subscripts or a tilde it denotes a kernel/covariance matrix.
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Figure 7.1: The generalized dynamic topic model.
 RBF kernels, RBF(;  0) = 2 exp

  (  0)2
2l2

. RBF kernels, also known as
squared exponential kernels, have the property that the resulting trajectories
are smoother compared to Wiener kernels. The resulting prior functions are in-
nitely often dierentiable. The exponential decay of the temporal correlations
leads to memory eects that can be parameterized by the kernel's length scale
l. With a suitable chosen l this allows for temporally localized topics.
 Cauchy Kernels, Cau(;  0) = 2

1 + ( 
0)2
l2
 1
. Cauchy kernels are con-
structed similarly as RBF kernels, but instead of using the Gaussian density
one uses a Cauchy density. This kernel has long-range memory, which means
that temporal correlations decay not exponentially but polynomially, which in
some cases is more realistic.
Note that any additive or multiplicative combination of covariance functions again
results in a valid covariance function and so can similarly be used. This adds consid-
erably to the exibility of the proposed prior.
We again stress that all these kernels use the same inference algorithm. The
problem is that a naive implementation would scale cubically in the number of time
stamps. We, therefore, propose a more ecient version based on the concept of sparse
GPs.
7.2.2 A side note on augmenting the model
In this section, we briey sketch the possibility of obtaining a conditionally conju-
gate augmentation of our model and connect the model to our general augmented
variational inference framework. However, we argue that a direct augmented varia-
tional inference approach is not practical for this model and we develop an alternative
scalable inference method in Section 7.3.
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In the previous section, we saw that, conditioned on the topic matrices , our
model corresponds to a standard LDA model, which is a conditionally conjugate
model (Blei, Ng, and Jordan, 2003). Therefore, the variables w, z and  in our model
are conditionally conjugate and the corresponding complete conditional distributions
are computed in closed form.
In contrast, the complete conditional distribution of the topic matrix k:: is more
challenging. For each time index t, the word probability vector kt is mapped through
a softmax to form a categorical likelihood
p(wdnjzdnt) = Cat(wdnj(zdnt)):
Hence, computing the complete conditionals of  is essentially a multi-class GP classi-
cation inference problem. In Chapter 4, we have discussed an augmented variational
inference approach to multi-class GP classication. In principle, a similar strategy
could be applied here by replacing the softmax likelihood by our novel logistic-softmax
(see Eq. 4.5). Consequently, a similar augmentation approach as presented in Chap-
ter 4 could be applied and would turn the generalized dynamic topic model into a
conditionally conjugate model.
Although this is an interesting idea, this approach has the disadvantage that an
individual multi-class GP augmentation would be necessary for each topic k. Ad-
ditionally, each topic consists of V words and the vocabulary size often goes into
the thousands. An augmentation of the corresponding multi-class GP classication
models with a thousand classes would be not feasible.
We, therefore, follow a dierent approach and in the next section, we develop an
alternative inference method, where we use the original softmax likelihood and intro-
duce only T additional auxiliary variables tk for each topic k, based on a variational
Taylor approximation.
7.3 Inference
We rst propose a tractable lower bound on the likelihood employing a Taylor expan-
sion. We then show how we can decompose the ELBO into a part that is equivalent
to LDA and into another part that contains the GP prior and therefore is more com-
plex. We list all modied updates on the local and global parameters, with detailed
calculations given in Appendix E.2.
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Dealing with the intractable likelihood. As discussed in the previous section,
our model, conditioned on the topic trajectories , is conditionally conjugate and the
variational updates can be computed by the standard CAVI approach as outlined
in Section 2.2. Hence, we rst consider the problematic likelihood term p(wjk)
and propose a tractable lower bound by introducing a set of auxiliary variables. We
follow a similar approach as Blei and Laerty, 2009 and compute the rst order Taylor
approximation of the logarithm around an arbitrary location parameter kt > 0,
log p(wdnjzdn = k; ; td) = log Cat
 
wdnj(ktd)

= kwdntd   log
X
w
exp(kwtd)
 kwdntd    1ktd
X
w
exp(kwtd)  log(ktd) + 1
=: ~p(wdnjzdn = k; ; td; ktd): (7.3)
Next we show how to use this bound to obtain a tractable variational objective.
In each iteration of our inference algorithm, we optimize the location parameter of
the Taylor expansion to achieve the tightest possible bound on the true marginal
likelihood.
Sparse GP approximation. We scale our model to big datasets by approximating
the latent GPs kw by sparse GPs building on inducing points. For each GP kw, which
is dened on T time stamps, we introduce T^ inducing points ukw and connect the GP
values with the inducing points via the joint prior distribution p(kw; ukw) given in
Section 1.2. Let KTT be the kernel evaluated at all training points, KT^ T^ the kernel
evaluated at inducing points, and KT T^ and KT^ T be kernels evaluated in-between these
sets of points.
Variational bound. We follow a variational structured mean-eld approach (Wain-
wright and Jordan, 2007) and impose the following variational distributions on the
latent variables,
q(d) = Dir(d)
q(zdn) = Cat(dn)
q(ukw:) = N (kw;kw):
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Eq. 7.3 gives rise to the following tractable lower bound of the marginal likelihood:
L(; ; ;; ) = Eq()q(z)p(ju)q(u)[log ~p(wj; z; )p(zj)p()p(u)] +H(q) (7.4)
= Ep(ju)q(u)[log ~p(wj; z; )]| {z }
L1
+Eq()q(z)[log p(zj)p()p(u)]| {z }
L2
+ H(q)| {z }
Entropy
;
where H(q) =  Eq(;z;u)[log q(; z; u)] is the entropy of the variational distribution.
The term L2 and the entropy term can be computed similarly as in standard LDA
using standard results. Details are provided in Appendix E.1.
We now show that also the rst term L1 can be computed in closed form. We
rst compute the expectation w.r.t. p(ju) and obtain
~p(wdnjzdn = k; u; td; ktd) := Ep(ktd ju)[~p(wdnjzdn = k; ; td; ktd ] (7.5)
= KtdT^K
 1
T^ T^
ukwdn    1ktd
X
w
exp
 
KtdT^K
 1
T^ T^
ukwtd +
~Ktdtd
2
!
  log(ktd) + 1;
where uk is a T^  V matrix and KtdT^ is the td-th row of KtT^ . The nal expression
is obtained by computing the expectation w.r.t. variational distribution q(u), which
gives
L1 =
X
t;k;w
X
d:td=t
ndwdwk
(
mkwt   log(kt) + 1
  1kt
X
w0
exp

mkw0t +
1
2
(kw0t + ~Ktt)
)
;
with
mkwt = KtT^K
 1
T^ T^
kw
kwt = KtT^K
 1
T^ T^
kwK
 1
T^ T^
K T^ t:
The variational objective L is optimized using SVI (Homan et al., 2013), i.e. for
global variational parameters, we follow noisy natural gradients based on mini-batches.
Local variational parameter updates are updated using coordinate ascent and are sim-
ilar to those in the standard dynamic topic model (Wang, Blei, and Heckerman, 2008).
Further details are provided in Appendix E.1.
Global updates. We consider the Gaussian distributions q(ukw:) in natural param-
eterization, i.e. using the parameters 
(1)
kw = 
 1
kwkw and 
(2)
kw =  12 1kw, where kw
are the Gaussian means and kw the covariances. In SVI, we update these global
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parameters using stochastic estimates of the natural gradient and it turns out that
in this case, using natural parameters result in simpler and more eective updates.
More specically, for a Gaussian distribution, properties of the Fisher informa-
tion matrix expose the simplication that the natural gradient w.r.t. the natural
parameters can be expressed in terms of the Euclidean gradient w.r.t. the canonical
parameters (i.e. mean and covariance). Namely, in general, it holds for objectives F
that depend on a Gaussian distribution that
r^(1;2)F() =
 rF()  2rF(); rF(); (7.6)
where r^ denotes the natural gradient and r the Euclidean gradient. Applying (7.6)
to the variational objective (7.4), we obtain
r^

(1)
kw
L = kw +Bkw  (mkw   1)  (1)kw;
r^

(2)
kw
L =  1
2
K 1
T^ T^
  1
2
Ckw   (2)kw :
(7.7)
We used the following abbreviations:
kw = K
 1
T^ T^
X
t
X
d:td=t
K T^ tndwdwk;
Bkw =
X
t
X
d:td=t
 1kt ndwdwk exp
 
mkwt +
kwt + ~Ktt
2
!
K 1
T^ T^
K T^ t;
Ckw = BkwKtT^K
 1
T^ T^
:
Above,  denotes the Hadamard product. Details are provided in Appendix E.1.
Iterating through those updates completes the algorithm.
Taylor expansion location parameter updates. Setting the derivative of L
w.r.t. kt to zero and solving for kt gives the update
kt =
X
v
exp

mkvt +
1
2
(kvt + ~Ktt)

:
7.4 Experiments
We evaluate our method on three time-stamped text corpora. Compared to standard
DTMs with Wiener kernels, we nd that incorporating other dynamic priors may lead
to improved predictive likelihoods and perplexity on hold-out data. Using dierent
100
kernel functions within our framework, we nd new insights in the data that could
not be found using the classic DTM of Wang, Blei, and Heckerman (2008), which
uses the Wiener kernel.
By making use of the greater exibility that comes with general GPs, we show how
to extend and enhance an analysis. For instance, by using the OU kernel, we introduce
a mean-reverting force that quickly \draws" word probabilities towards zero, resulting
in topics that are consistent and constrained in time and more sensitive to changes.
Further, in situations in which the classic approach collapses most of the probability
mass to single words per time stamp, we compensate by using Cauchy kernels, which
place a smooth lter on word probabilities onto the topic over time. On the other
hand, more ne-grained temporal dynamics can be captured by RBF kernels, due to
their short-range memory.
Data and preprocessing.
1. We use the \The New York Times Annotated Corpus" (NYT ) (Sandhaus, 2008),
which consists of over 1.8 million articles published between 1987 and 2007 with
T = 7475 unique time stamps. We subsample 100,000 documents.
2. We use the NIPS dataset that contains 2711 papers from the NIPS conferences
between 1987 and 20063 resulting in T = 19 time stamps.
3. We use the \State of the Union" (SoU ) addresses of U.S. presidents, which span
more than two centuries, resulting in T = 224 dierent time stamps 4. We increase
the number of documents to 4428 by treating every chunk of ten paragraphs in a
speech as a separate document.
For preprocessing, we ltered the raw data using a standard stop word list. After
collecting word statistics, we remove words that appear less than 25 times across
a whole corpus. We further shrink the vocabulary by removing words whose tf-idf
score is less than a certain threshold, resulting in dictionaries of reasonable size (see
Appendix E.3). After this step, we remove documents with eective lengths less than
ten word occurrences. We initialize our models by randomly selecting K documents
for any given time stamp and setting probabilities in topic k of occurring words
proportional to their frequencies in the k-th document.
3http://www.datalab.uci.edu/author-topic/NIPs.htm
4http://www.presidency.ucsb.edu/sou.php
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Figure 7.2: SoU : Learned word trajectories of the \war" topic using the Wiener kernel
(left), OU kernel (middle) and Cauchy kernel (right). The Cauchy kernel provides
smoother trajectories yet the OU kernel is able to provide a better resolution in time.
Both outperform the baseline in terms of perplexity.
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Figure 7.3: NYT : Learned word trajectories of the \election campaign" topic using
the Wiener kernel (left), OU kernel (middle) and Cauchy kernel (right), which results
in the smoothest curves.
Hyperparameters. In our experiments, we select the hyperparameters via grid
search but we remark that they could also be directly learned in our inference scheme
using the approximate empirical Bayes approach outlined in Section 2.2.
Qualitative results. We now discuss the qualitative results obtained from apply-
ing our model on all three corpora. For certain example topics, we plot and discuss
the probabilities of the most important words in this topic over time. As a general
tendency, we nd that our proposed Ornstein-Uhlenbeck and Cauchy kernels outper-
form the standard Wiener kernel in terms of interpretability and in terms of usefulness
for detecting events.
SoU. We t our generalized DTM with dierent kernels to the state-of-the-union
corpus and for each kernel select the topic that includes \war" and \peace" as it
top words. Fig. 7.2 shows the word probabilities within this topic over time for all
three considered kernels. The Wiener kernel is able to nd a semantically coherent
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Figure 7.4: NIPS : Learned word trajectories of the \function approximation" topic
using the Wiener kernel (left), OU kernel (middle) and Cauchy kernel (right). All
three approaches identify terms that gain or loose importance within the topic over
time. Since the Cauchy kernel shares statistical strength over a broader time horizon,
its word trajectories are smoother.
word distribution for this topic. We observe a relatively high probability of the term
\war" over the whole time span with a sharp peak around 1939 (World War II).
Using the Cauchy kernel, we are able to gain a better resolution of the dynamics for
the importance of this term. We observe two separate high-probability periods of the
word \war". One is matching the time of the American-Mexican war 1846-1848, the
other one the World Wars and Vietnam war. We attribute this nding to the fact
that the Cauchy kernel shares more statistical strength over time due to its long-term
memory property.
While this model already provides a better insight into active time periods of the
topic, additionally introducing a mean-reverting force via the OU kernel provides a
mean to \super-resolve" topic activity quite accurately to certain events. We observe
high probability for the term "war" again around 1848, a small plateau in the 1910s
(World War I) rising to a high value in 1939 (World War II) and the 1960s (Vietnam
war). We even observe a small bump in the beginning and through the 1980s (possibly
the war in Afghanistan) and another peak in the mid 2000s (second Afghanistan
war). Additionally, when looking at the words with highest probability at these
times, we observe that the model is able to place probability mass on terms relating
to the dierent wars, e.g. "texas" for the American-Mexican war (which was fought
over Texas) or "attack" and "japanese" in 1942 (where the attack on Pearl Harbor
took place). Based on these ndings, the Ornstein-Uhlenbeck kernel seemed most
appropriate for this task.
NYT. Another interesting use case scenario is the analysis of news texts. One
of the topics identied when analyzing the New York Times corpus deals with pres-
idential election campaigns. Fig. 7.3 shows probability trajectories of terms in that
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topic for the Wiener (left), Ornstein-Uhlenbeck (middle) and Cauchy (right) kernels,
respectively. We observe that the baseline model (Wiener kernel) is able to capture
meaningful terms. Going beyond this, the OU kernel arguably reects the election
campaigns in 1992 and 1996. The Cauchy kernel results in even smoother trajectories.
These ndings, however, deserve a more thorough investigation and interpretation.
Nevertheless, this example shows that dierent kernels reveal qualitatively dierent
phenomena.
NIPS. Applying generalized DTMs on the NIPS corpus allows us to track trends
in machine learning over the last 20 years. We present probability trajectories of a
topic related to classication and function approximation. Again, we show results
for Wiener, OU and Cauchy kernels (Fig. 7.4, left to right). We observe from the
baseline model that neural networks gained attention in the late 1980s and early
1990s. However, the excitement subsided in the late 1990s and Bayesian methods
were on the rise (our dataset is not recent enough to detect the uptrend of neural
networks in the last ten years). While the Wiener kernel models overall development,
the Ornstein-Uhlenbeck process is able to better react to small scale changes, resulting
in a more realistic representation of term development. Additionally, it nds more
general terms, such as "network", "classication" and "system". Using the Cauchy
kernel with its long-term memory prevents from placing large probability mass on
the rapidly rising term "gaussian". The Cauchy kernel is also able to identify more
general terms.
Quantitative results. We show that using our approach not only leads to inter-
esting dynamic topics but also generalizes better to unseen data. We use all doc-
uments associated with time stamps Ttrain as training set and analyze the predic-
tive hold-out likelihoods on remaining documents (associated with the time stamps
Ttest = T n Ttrain). We experiment on the NYT dataset and randomly select Ttrain to
hold 85% of the unique time stamps.
Data cDTM gDTM gDTM gDTM
(baseline) OU Cauchy RBF
NYT 1.42323 1.42073 1.42129 1.42374
NIPS 1.4931 1.48149 1.48105 1.4821
SoU 1.46854 1.45594 1.45575 1.46023
Table 7.1: Per-word predictive perplexities (lower numbers are better). We constantly
outperform the baseline on all datasets.
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Figure 7.5: SoU : Evidence lower bound against the number of documents seen. On
all used kernels, the objective function converges to an optimum.
Table 7.1 shows that our method outperforms the baseline in terms of per-word
predictive perplexity (see e.g. Blei and Laerty, 2007). We observe that the perplexity
on both the NIPS and SoU dataset is best when the dynamics are modeled by a GP
with Cauchy kernel while the NYT dataset is best captured by a OU kernel. This
shows again the advantage of using our approach over the state of the art. Having the
exibility of modeling the dynamics by a GP we can account for the dierent dynamics
that may underlie dierent datasets. Additionally, Fig. 7.5 shows the ELBO objective
function when tting a model to the SoU dataset, eventually reaching an optimum.
Results on the dierent datasets were similar.
Remarks. We argue that as common in probabilistic modeling, the prior should not
be chosen based on predictive likelihood alone. Instead, a prior is a modeling choice
that helps reveal the eects that one searches for. Depending on the problem at hand,
a practitioner would choose the suitable kernel, be it the Wiener kernel, Ornstein-
Uhlenbeck kernel, RBF kernel or Cauchy kernel. The Ornstein-Uhlenbeck kernel
has the favorable property of localizing topics in time, which may be a promising
tool for event detection. However, if the length scale is too small, topics change
their word distributions at a frequency, which is too high in which case the results
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are less interpretable. On the other hand, the RBF kernel (and even more so the
Cauchy kernel) has long-time memory and is generally more data ecient, which has
advantages if the dataset is small. Ultimately, many other kernels may be designed
for dierent purposes.
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Chapter 8
Conclusions and Outlook
In this thesis we have studied latent Gaussian process (GP) models. GPs provide a
exible approach to build expressive probabilistic models. They allow for incorpo-
rating prior knowledge into the model via the choice of appropriate kernel functions,
they become more expressive as the number of training data increases and they lead
to well calibrated uncertainty estimates. However, inference in latent GP models is
challenging and existing inference methods are often slow and unstable.
Summary of results
The main contribution of this thesis was to develop a new framework for performing
ecient inference in latent GP models. Our approach is based on an auxiliary variable
augmentation that renders the original intractable GP model conditionally conjugate.
We laid out the principles of the augmented variational inference approach in the rst
part of this thesis.
The second part of this thesis examined ve latent GP models and developed new
inference algorithms for each model.
In Chapter 3, we studied the well known Gaussian process classication model. We
prosed a new augmented variational inference approach and made it more practical
by making inference faster up to two orders of magnitude.
Chapter 4 proposed a new GP multi-class classication model based on the novel
logistic-softmax likelihood. The new likelihood has two advantageous: it allows for an
ecient auxiliary variable augmentation and leads to better uncertainty calibration
than previous scalable GP multi-class classication methods.
In Chapter 5, we studied a Bayesian version of the classic support vector machine
(SVM). The Bayesian SVM combines the benets of the standard frequentist SVM
(e.g. robustness against outliers) with advantages of a Bayesian formulation (e.g.
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uncertainty quantication). While previous methods for the Bayesian SVM were
restricted to rather small datasets, our method enables the application of the Bayesian
nonlinear SVM to large real-world datasets containing millions of samples.
Chapter 6 was concerned with sparse feature selection in the setting of binary
classication where the data show spurious correlations, e.g. due to confounding.
We proposed the sparse Gaussian process linear mixed model. We discussed two dif-
ferent inference methods: an expectation propagation based method for the Probit
likelihood version and an augmented variational inference method for the logistic like-
lihood version of our model, which scales to big datasets. We demonstrated that our
method is able to disambiguate between sparse linear eects and correlated Gaussian
noise and thereby explains away spurious correlations due to confounding. We showed
empirically that our model selects features which show less correlation with the con-
founder and which are, therefore, closer to the true underlying sparsity pattern.
In Chapter 7, we developed a new latent GP model for language modeling. The
generalized dynamic topic model allows for dynamic topic modeling with a broad class
of dynamic priors. In particular, we generalized dynamic topic models from Brownian
motion priors to arbitrary Gaussian process priors. Our inference method easily
scales to very large text collections. We showed in the experiments that our approach
leads to better predictive likelihoods on hold-out documents and to interesting new
qualitative ndings such as temporally localized topics and topics that display long-
range temporal dependencies.
Future Work
The thesis has shown that the proposed augmented variational inference framework
makes the exploration of new latent Gaussian process models more convenient. In
practice, it makes a big dierence if a researcher has to wait one minute or a hundred
minutes for the inference procedure to converge. We hope that the results of this
thesis will pave the way to investigations of novel interesting models and leads to new
ideas for ecient inference methods.
Future work may aim at extending the augmented variational inference framework
to new interesting models. In particular, one interesting research direction would be
to investigate Bayesian neural networks (BNNs). Inference in BNNs is a challenging
problem and there has been only limited success in developing ecient methods so far.
Exchanging the common softmax link functions with the proposed logistic-softmax
from Chapter 4 may lead to a conditionally conjugate augmentation approach for
BNNs. Typically, Gaussian priors are used for the weights of the network. In the
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augmented model the posterior of the weights would be also Gaussian and given in
closed form. This might lead to an ecient inference algorithm.
As another research direction, there are many interesting possibilities to further
investigate the proposed latent Gaussian process models. For instance, a promising
improvement of the generalized dynamic topic model from Chapter 7 would be to
extend the dynamic topics from the time domain to other domains such as to the
geo-spatial domain. This could lead to interesting insights on datasets where the text
is equipped with location information.
The feature selection approach from Chapter 6 is focused on nding a causal linear
xed eect. A fruitful extension to this model might be the incorporation of non-
linear eects. For instance, it would be interesting to replace the linear term in our
model with a deep neural network equipped with some sparsity inducing regularizer.
This approach could lead to a non-linear feature selection method that can deal with
confounding eects.
Finally, a more fundamental line of research is to establish a framework that would
fully automize the augmented variational inference procedure. Although in this thesis
we have provided some guidelines on how to nd a suitable augmentation, it is still
a complex task that has to be done manually for each model. We plan to develop a
framework that, given the latent GP model, automatically provides a suitable aug-
mentation and outputs the variational inference updates. First results suggest that
such a procedure can be developed for a large class of likelihood functions|namely,
for models where the likelihood is based on a positive radial function (Schoenberg,
1938). In these models, the distribution of a suitable auxiliary variable that renders
the model conditionally conjugate can be constructed automatically. Such a fully
automized procedure would be a great tool for practitioners who want to experiment
with new latent GP models and need to obtain fast inference results on large datasets.
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Appendix A
Gaussian process classication
A.1 Variational bound
We provide details of the derivation of the variational bound (3.6) which is dened
as
L(c;;) = Ep(f ju)q(u)q(!)[log p(yj!;f)] KL (q(u;!)jjp(u;!)) ;
and the family of variational distributions is
q(u;!) = q(u)
Y
i
q(!i) = N (uj;)
Y
i
PG(!ij1; ci):
The likelihood term simplies to
Ep(f ju)[log p(yj!;f)] c= 1
2
Ep(f ju)

y>f   f>
f
=
1
2

y>KnmK 1mmu  tr(
 eK)  u>K 1mmKmn
KnmK 1mmu :
Computing the expectations w.r.t. to variational distributions gives
Ep(f ju)q(u)q(!)[log p(yj!;f)]
c
=
1
2
Eq(u)q(!)
h
y>KnmK 1mmu  tr(
 eK)  u>K 1mmKmn
KnmK 1mmui
=
1
2
Eq(u)
h
y>KnmK 1mmu  tr( eK)  u>K 1mmKmnKnmK 1mmui
=
1
2
h
y>KnmK 1mm  tr( eK)  tr(K 1mmKmnKnmK 1mm)
  >K 1mmKmnKnmK 1mm
i
=
1
2
X
i

yii  i eKii   ii>i   i>>i i ;
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where i = Ep(!i)[!i] = 12ci tanh
 
ci
2

,  = diag() and i = KimK
 1
mm.
The Kullback-Leibler divergence between the Gaussian distributions q(u) and
p(u) is easily computed
KL(q(u))jjp(u)) c= 1
2
 
tr
 
K 1mm

+ >K 1mm  log jj+ log jKmmj

:
The Kullback-Leibler divergence regarding the Polya-Gamma variables is also com-
puted in closed form. Using q(!i) = cosh
 
ci
2

exp

  c2i
2
!i

PG(!ij1; 0) and p(!i) =
PG(!ij1; 0), we obtain
KL(q(!))jjp(!)) = Eq(!) [log q(!)  log p(!)]
=
X
i

Eq(!i)

log

cosh
ci
2

exp

 c
2
i
2
!i

PG(!ij1; 0)

  Eq(!i) [log PG(!ij1; 0)]

=
X
i

log cosh
ci
2
  ci
4
tanh
ci
2

+ Eq(!i) [log PG(!ij1; 0)]
  Eq(!i) [log PG(!ij1; 0)]

=
X
i

log cosh
ci
2

  ci
4
tanh
ci
2

:
Remarkably, all intractable expectations cancel out, which would not have been the
case if we assumed a fully parameterized Polya-Gamma distribution PG(!ijbi; ci)
as variational family. In Section 3.3, we found that we only have to consider the
restricted variational class with bi = 1.
Summing all terms results in the nal lower bound
L(c;;) c= 1
2

log jj   log jKmmj)  tr(K 1mm)  >K 1mm
+
X
i
n
yii  i eKii   ii>i   i>>i i+ c2i i
  2 log cosh
ci
2
o
:
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A.2 Variational updates
Local parameters The derivative of the variational bound (3.6) w.r.t. the local
parameter ci is
dL
dci
=
1
2
d
dci
n
i

  eKii   i>i   >>i i+ c2i  2 log coshci2 o
=
1
2
d
dci

1
2ci
tanh
ci
2

  eKii   i>i   >>i i+ c2i  2 log coshci2

=
d
dci

1
4ci
tanh
ci
2
0@  eKii   i>i   >>i i| {z }
=: Ai
1A+ ci
4
tanh
ci
2

  log cosh ci
2

=

Ai
4c2i
  1
4

tanh
ci
2

  1
2

Ai
4ci
  ci
4

1  tanh2(ci
2
)

= U(ci)
ci
2

1  tanh2(ci
2
)

  tanh
ci
2

;
where U(ci) =
ii+
2
i
4c2i
  1
4
.
The gradient equals zero in two case. First, in the case U(ci) = 0 which leads to
1
ci =
qeKii + i>i + >>i i;
which is always valid since ,  and eK are denite positive matrices. The second
case consists of the right hand side of the product being zero, which leads to ci = 0.
The second derivative reveals that the rst case always corresponds to a maximum
and the second case to a minimum. Hence, we only consider the rst case.
Global parameters We rst compute the Euclidean gradients of the variational
bound (3.6) w.r.t. the global parameters  and . We obtain
dL
d
=
1
2
d
d
  >K 1mm+ y>  >>
=
1
2
  2K 1mm+ >y   2>
=    K 1mm + >+ 12>y;
(A.1)
and
dL
d
=
1
2
d
d
 
log j j   tr(K 1mm)  tr(>)

=
1
2
 
 1  K 1mm   >

:
(A.2)
1We omit the negative solution since PG(b; c) = PG(b; c).
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We now compute the natural gradients w.r.t. natural parameterization of the
variational Gaussian distribution, i.e the parameters 1 := 
 1 and 2 =  12 1.
For a Gaussian distribution, properties of the Fisher information matrix expose the
following way of computing the natural gradient. The natural gradient w.r.t. the
natural parameters can be expressed in terms of the Euclidean gradient w.r.t. the
mean and covariance parameters (Hensman, Fusi, and Lawrence, 2013). It holds that
er(1;2)L() =  rL()  2rL(); rL(); (A.3)
where er denotes the natural gradient and r the Euclidean gradient. Substituting
the Euclidean gradients (A.2) and (A.1) in to equation (A.3) we obtain the natural
gradients
er2L = 12   22  K 1mm   >
=  2   1
2
 
K 1mm + 
>

and
er1L =    K 1mm + > ( 12 12 1) + 12>y
  2

 2   1
2
 
K 1mm + 
>

( 1
2
 12 1)
=
1
2
>y   1:
A.3 Variational bound by Gibbs and MacKay
When using the full GP representation in our model and not the sparse approximation,
the bound in our model is equal to the bound used by Gibbs and MacKay (2000).
We provide a proof in the following.
Applying our variational inference approach to the joint distribution (3.4) gives
the variational bound
log p(yjf)  Eq(!) [log p(yjf ;!)] KL(q(!)jp(!))
= Eq(!)

1
2
y>f   1
2
f>
f

  n log(2) KL(q(!)jp(!))
=
1
2
y>f   1
2
f>f   n log(2) +
nX
i=1

c2i
2
i   log cosh(ci=2)

:
Gibbs and MacKay, 2000 employ the following inequality on the logistic function
(z) (c) exp

z   c
2
  (c)  1=2
2c
(z2   c2)

:
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Using this bound in the setting of GP classication yields the following lower bound
on the log-likelihood,
log p(yjf) =
nX
i=1
log (yifi)

nX
i=1

log (ci) +
yifi   ci
2
  (ci)  1=2
2ci
((yifi)
2   c2i )

=
nX
i=1

  log cosh(ci=2)  log(2) + yifi
2
  (ci)  1=2
2ci
(f 2i   c2i )

=
nX
i=1

  log cosh(ci=2)  log(2) + yifi
2
  1
4ci
tanh(ci=2)(f
2
i   c2i )

=
nX
i=1

  log cosh(ci=2)  log(2) + yifi
2
  1
2
i(f
2
i   c2i )

=
1
2
y>f   1
2
f>f   n log(2) +
nX
i=1

c2i
2
i   log cosh(ci=2)

;
where we made use of the fact that (x)   1=2 = tanh(x=2)=2. This concludes the
proof.
A.4 Additional performance plots
On the next pages, we show all time vs. prediction performance plots for the datasets
presented in Table 3.1, which are not already shown in Chapter 3.
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Figure A.1: Average negative test log-likelihood and average test prediction error as
a function of training time measured in seconds (on a log10 scale).
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Figure A.2: Average negative test log-likelihood and average test prediction error as
a function of training time measured in seconds (on a log10 scale). For the dataset
Higgs, epgpc exceeded the time budget of 105 seconds ( 28 h).
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Figure A.3: Average negative test log-likelihood and average test prediction error as
a function of training time measured in seconds (on a log10 scale).
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Appendix B
Multi-class Gaussian process
classication
B.1 Reparametrization of the Polya-Gamma vari-
ables
For this augmentation step, we start with the likelihood from step 2, Eq. 4.7. We
apply the augmentation of the sigmoid (4.8) and obtain the Polya-Gamma augmented
likelihood
p(yi = kjf i; i;ni; ~!i;!i) =
1
2
exp

fki
2
  (f
k
i )
2
2
~!i


CY
c=1
2 n
c
i exp

 n
c
if
c
i
2
  (f
c
i )
2
2
!ci

; (B.1)
where we impose the prior distributions
p(~!i) =PG(1; 0)
p(!ijni) =
CY
c
PG(!ci jnci ; 0):
We simplify this expression by merging the Polya-Gamma variables !ki and ~!i. To
this end, we use a one hot-encoding of y 2 f0; : : : ; CgN and dene y0 2 f0; 1gCN by
y0ci =

1 for yi = c
0 otherwise.
:
Furthermore, we use the fact that the sum of two Polya-Gamma variables !3 = !1+!2
is again Polya-Gamma distributed, given by !3  PG(b1+b2; c), where !1  PG(b1; c),
!2  PG(b2; c). This leads to a simplication of the augmented likelihood (B.1) which
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is given by
p(yi = kjf i; i;ni;!i) =
CY
c=1
2 (y
0c
i+n
c
i ) exp

(y0ci   nci)f ci
2
  (f
c
i )
2
2
!ci

;
with the (merged) prior distributions
p(!ijni; yi) =
CY
c=1
PG(!ci jy0ci + nci ; 0):
B.2 Subsampling the classes (extreme classica-
tion version)
The extreme classication version of our algorithm is described in Section 4.3.2 and
is summarized in Alg. 4.
Algorithm 4 Conjugate multi-class Gaussian process classication with class sub-
sampling
1: Input: data X,y, minibatch size jSjand jBj
2: Output: variational posterior GPs p(ucjc;c)
3: Set the learning rate schedules t; 
h
t appropriately
4: Initialize all variational parameters and hyperparameters
5: Select M inducing points locations (e.g. kMeans)
6: for iteration t = 1; 2; : : : do
7: # Sample minibatch:
8: Sample a minibatch of the data S  f1; : : : ; Ng
9: Sample a set of labels K  f1; : : : ; Cg
10: # Local variational updates
11: for i 2 S do
12: Update (i; 
c
i )c2K (Eq. 4.11,4.17)
13: for c 2 K do
14: Update bci (Eq. 4.13)
15: # Global variational GP updates
16: for c 2 K do
17: c  (1  t)c + t^c (Eq. 4.15)
18: c  (1  t)c + t^c (Eq. 4.16)
19: # Hyperparameter updates
20: Gradient step h h+ htrhL
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Appendix C
Bayesian support vector machine
C.1 Derivation of the variational objective
In the following, we provide the details of the derivation of the variational objective
(ELBO) used in Section 5.3. We rst consider the term
L1 := Ep(f ju) [log p(y; jf)]
=
nX
i=1
Ep(fiju) [log p(yi; ijfi)]
=
nX
i=1
Ep(fiju)

log

(2i)
  1
2 exp

 1
2
(1 + i   yifi)2
i

c
=  1
2
nX
i=1
Ep(fiju)

log i +
(1 + i   yifi)2
i

=  1
2
nX
i=1

log i +
1
i
Ep(fiju)

(1 + i   yifi)2

=  1
2
nX
i=1

log i +
1
i
 eKii +  1 + i   yiKimK 1mmu2
The ELBO is
L = Eq [L1] + Eq [log p(u)]  Eq [log q(;u)]
=  1
2
nX
i=1
Eq

log i +
1
i
 eKii +  1 + i   yiKimK 1mmu2
 KL (q(u)jjp(u))  Eq() [log q()] :
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Using the abbreviation i = KimK
 1
mm, the rst expectation term simplies to
Eq

log i +
1
i
 eKii +  1 + i   yiKimK 1mmu2
= Eq[log i] + Eq
24 1i
0@ eKii + 1 + 2i + y2i|{z}
=1
(iu)
2 + 2i   2yiiu  2iyiiu
1A35
c
= Eq(i)[log i] +
1p
i
 eKii + 1 + 2i + (i)2 + i>i   2yii+ Eq(i)[i]
  2yii
= Eq(i)[log i] +
1p
i
 eKii + (1  yii)2 + 2i + i>i + Eq(i)[i]  2yii:
The entropy of q(i) is
Eq(i) [log q(i)]
c
= Eq(i)

 1
4
log(i)  1
2
log(i)  log(B 1
2
(
p
i))  1
2

i +
i
i

c
=  1
4
log(i)  1
2
Ei [log(i)]  log(B 1
2
(
p
i))  1
2
Ei [i]
  i
2
Ei

1
i

c
=  1
4
log(i)  1
2
Ei [log(i)]  log(B 1
2
(
p
i))  1
2
Ei [i] 
p
i
2
;
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where B 1
2
(:) is the modied Bessel function with parameter 1
2
(Jrgensen, 2012). By
summing the terms the remaining expectations cancel out and we obtain
L c=
nX
i=1
n
  1
2
Eq(i)[log i] 
1
2
p
i
 eKii + (1  yii)2 + 2i + i>i   12Eq(i)[i]
+ yii+
1
4
log(i) +
1
2
Eq(i) [log(i)] + log(B 1
2
(
p
i))
+
1
2
Eq(i) [i] +
p
i
2
o
 KL (q(u)jjp(u))
=
nX
i=1
n
  1
2
p
i
 eKii + (1  yii)2 + 2i + i>i   i+ yii
+
1
4
log(i) + log(B 1
2
(
p
i))
o
 KL (q(u)jjp(u))
c
=
nX
i=1
n
  1
2
p
i
 eKii + (1  yii)2 + 2i + i>i   i+ yii
+
1
4
log(i) + log(B 1
2
(
p
i))
o
+
1
2
log jj   1
2
tr(K 1mm) 
1
2
>K 1mm
=
1
2
log jj   1
2
tr(K 1mm) 
1
2
>K 1mm+ y
>+
nX
i=1
n
log(B 1
4
(
p
i))
+
1
2
log(i)  1
2

  1
2
i

1  i   2yii:+

(> + )> + eK
ii
o
:
C.2 Euclidean and natural gradients of the varia-
tional objective
First, we compute the standard Euclidean gradients of L. The derivative w.r.t. the
mean and covariance matrix are
dL
d
=
1
2

d
d
log jj   d
d
tr(K 1mm)

+
NX
i=1
  1
2
p
i
d
d
yii
>
i yi
=
1
2
 
 1
T   1
2
 
K 1mm
T   1
2
Y 2>A 
1
2
=
1
2

 1  K 1mm   >A 
1
2

=: L0 ;
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with A = diag() and
dL
d
=  1
2
d
d
TK 1mm+
NX
i=1
d
d
yii+
1
2
p
i
d
d
(1  yii)2
=  K 1mm+
NX
i=1
yii +
1p
i
 
yi
>
i   y2i>i i

=  K 1mm+ >y + >Y  
1
2 + >A 
1
2
=  

K 1mm + 
>A 
1
2

+ >Y ( 
1
2 + 1)
=: L0:
The derivative w.r.t. parameter i of the generalized inverse Gaussian distribution
is
dL
di
=
1
4
d
di
log(i) +
d
di
log(K 1
2
(
p
i)) +
1
2
d
di
p
i
  (1  yii)
2 + yi(i
>
i + eKii)yi
2
d
di
1p
i
=
1
4i
  ( 1
4i
+
1
2
p
i
) +
1
4
p
i
+
(1  yii)2 + yi(i>i + eKii)yi
4
p
i
3
=
(1  yii)2 + yi(i>i + eKii)yi
4
p
i
3  
1
4
p
i
:
The natural gradient is computed by pre-multiplying the Euclidean gradient with the
inverse Fisher information matrix (Amari and Nagaoka, 2007). Applied to a Gaussian
distribution this leads to the following expressions for the natural gradient w.r.t. the
natural parameters (Amari and Nagaoka, 2007),er(1;2)L() =  L0()  2L0(); L0() :
Using the identities 1 = 
 1 and 2 =  12 1, we obtain
L0() = 1
2

K 1mm + 
>A 
1
2

 12 1 + 
>Y ( 
1
2 + 1)
L0() =
1
2

 22  K 1mm   >A 
1
2

=  1
2
(K 1mm + 
>A 
1
2)  2
Finally, this leads to the natural gradients with respect to the natural parameterser1L = L0   2L0
=
1
2

K 1mm + 
>A 
1
2

 12 1 + 
>Y ( 
1
2 + 1)
+
1
2

 22  K 1mm   >A 
1
2

 12 1
= >Y ( 
1
2 + 1)  1;
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and
er2L = L0 =  12(K 1mm + >A  12)  2:
C.3 Optimization of the kernel hyperparameters
We consider a general multiple kernel approach. Let k(x; x0) =
P
j jkj(x; x
0; j) be
the kernel function where j denote the hyperparameters of the kernel function kj (e.g.
the length scale parameter of an squared exponential kernel) and j the corresponding
kernel weight. Let ! = fj; jgj=1;:::;J be the collection of all hyperparameters. The
derivative of the variational objective L w.r.t. to the hyperparameters is
dL
d!
=  1
2
d
d!

log jKmmj+ tr(K 1mm) + TK 1mm  2(1 + 
1
2
>
)Y 
+ 
1
2
>
diag

(> + )> + eK
Using the abbreviations J! =
dK
d!
and ! = d
d!
= (J!nm   J!mm)K 1mm we obtain
dL
d!
=  1
2

tr
 
K 1mmJ
!
mm
 
I K 1mm
  >K 1mmJ!mmK 1mm + 2(1 +  12>)Y !
+  
1
2
>
diag


  
> + 

!>   J!mn

+ !
  
> + 

>  Kmn

+ J!nn

:
To compute the gradient w.r.t. to specic hyperparameters we only have to plug in
the derivatives of the kernel function dK
d!
into the above formula.
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Appendix D
Sparse Gaussian process linear
mixed model
D.1 Convexity of the Objective Function
We prove that the objective function Eq. 6.4 is convex. Since the `1-norm regularizer
is convex it is sucient to show that `() =   log RRn+ N (f ;X; K) df is convex in
. Recall that a function g is log-convex, if g is strictly positive and log g is convex;
log-concavity is dened analogously. In the following, we make use of a theorem that
connects log-concave functions to their partial integrals over convex sets (Prekopa,
1973). Namely, for a log-concave function g : Rn+m ! R and a convex subset
A  Rn, the function h(x) = R
A
g(x;y)dy is log-concave in the entire space Rn.
Since X is linear, it is sucient to show that
g() =   log
Z
Rn+
N (f ;; K) df
is convex in . The multivariate Gaussian density N is log-concave in (f ;) 2 R2n,
since N (f ;; K) > 0 for all ;f 2 Rn and logN is concave in (f ;). Therefore,R
Rn+
N (f ;; K) df is log-concave in . The logarithm of a log-concave function is
concave by denition. Thus, g is convex in  and therefore, Eq. 6.4 is convex in .
QED.
D.2 Gradient and Hessian
In this section, we calculate the gradient and the Hessian of the log likelihood
`() = log
Z
Rn+
N (f jX; K)df :
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We use the notation from Chapter 6 and write p = Ep(f j;K) [f ], which is the mean
of the truncated Gaussian (6.7) and () = X. The gradient is given by
r`() =  
R
Rn+
(f   )>K 1N (f ;; K)dfR
Rn+
N (f ;; K)df X =  (p   )
>K 1X:
We now compute the Hessian. We rst consider the Hessian matrix of `(), Bij() =
 @i@j`(): The chain rule relates this object to the Hessian of `(), namely
H() = XB()X
The problem therefore reduces to calculating B(), which is a nn-matrix, whereas
the original Hessian H() is d d.
To calculate B(), we dene J() =
R
R+n
expf 1
2
(f   )>K 1(f   )gdf . The
Hessian is given by
Bij() =
@i@jJ()
J()
  @iJ()
J()
@jJ()
J()
:
Note that this involves also the rst derivatives of J(), that we have already calcu-
lated for the gradient. To proceed, we still need to calculate @i@jJ(). To simplify
the calculation, we introduce ~ = f : As a consequence, @~i =  @i . Furthermore,
@i@j expf 
1
2
(f   )>K 1(f   )g = K 1 ~~>K 1  K 1
ij
expf 1
2
~>K 1 ~g:
Based on this identity, we derive
@i@jJ()
J()
= (K 1KpK 1  K 1)ij : For the remain-
ing terms, we use our known result for the gradient, namely
@J()
J()
=
 
Ep(f j)[(p   )>K 1]

= (p   )>K 1:
As a consequence,
@iJ()
J()
@jJ()
J()
=
 
K 1>K 1

ij
:
Above we dened  = ( q). This lets us summarize the Hessian matrix B():
B() =   K 1(p  >)K 1  K 1
(D.1)
This gives us the Hessian.
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Hessian inversion formula. For the second order gradient descent scheme, we
need to compute the inverse matrix of the Hessian H(). Let us call D = 0I the
(diagonal) Hessian of the regularizer. We use the Woodbury matrix identity,
H 1 = (D +X>BX) 1 (D.2)
= D 1  D 1X>(B 1 +XD 1X>) 1XD 1
=  10 I
 2
0 X
>(B 1 +  10 XX
>) 1X:
Note that this identity does not require us to invert a d d matrix, but only involves
the inversion of nn matrices. In genetic applications this form is often advantageous
since the number of samples n is often smaller than the genetic features d. Further-
more, to speed up computation, we rst precompute the linear kernel XX>. We also
use the fact that we can more eciently compute the product H 1rL as opposed
to rst calculating the inverse Hessian and then multiplying it with the gradient.
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Appendix E
Generalized dynamic topic models
E.1 Derivation of the variational objective
Recall the variational objective
L(; ; ;) = Eq[log ~p(wju; z)p(zj)p()p(u)]  Eq[log q()q(z)q(u)];
where ~p(wju; z) is dened in Eq. 7.5. The rst term is
Eq [log ~p(wjz; u)]
=
X
t;n;k
Eq [ztnk log ~p(wtnjztn = k; u)]
=
X
t;n;k
Eq[ztnk]

KtT^K
 1
T^ T^
Eq[uk::]wtn    1kt
X
v
Eq
"
exp
 
KtT^K
 1
T^ T^
ukv: +
~Ktt
2
!#
  log(kt) + 1

=
X
t;n;k
tnk
n
KtT^K
 1
T^ T^
k::wtn
   1kt
X
v
exp

KtT^K
 1
T^ T^
kv +
1
2
(KtT^K
 1
T^ T^
kvK
 1
T^ T^
K T^ t +
~Ktt)

  log(kt) + 1
o
=
X
t;n;k
tnk
n
w>tnmk:t    1kt
X
v
exp

mkvt +
1
2
(kvt + ~Ktt)

  log(kt) + 1
o
;
where mkvt = KtT^K
 1
T^ T^
kv and kvt = KtT^K
 1
T^ T^
kvK
 1
T^ T^
K T^ t. The second term is
Eq[log p(zj)] =
X
t;n
Eq[log p(ztnjt)]
=
X
t;n;k
tnkEq[log tk]
=
X
t;n;k
tnk ( (tk)   (t0)) ;
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where t0 =
P
k dk. The negative KL terms are
Eq[log p(u)  log q(u)] =  
X
k;v
KL(q(ukv)jjp(ukv))
c
=  1
2
X
k;v

kvK
 1
T^ T^
kv + tr(kvK
 1
T^ T^
)  log jkvj

;
and
Eq[log p()  log q()] =  
X
t
KL(q(t)jjp(t))
c
=
X
t;k
((k   tk)( (tk)   (t0)) + log  (tk))   (t0):
The entropy of q(z) is
 Eq[q(z)] =  
X
t;n;k
tnk log tnk:
Finally, summing all terms gives the variational objective
L(; ; ;) c=
X
t;n;k
dnk
n
w>tnmk:t    1kt
X
v
exp

mkvt +
1
2
(kvt + ~Ktt)

  log(kt)
+ 1 +  (tk)   (t0)  log tnk
o
  1
2
X
k;v

kvK
 1
T^ T^
kv + tr(kvK
 1
T^ T^
)
  log jkvj

+
X
t;k
((k   tk)( (tk)   (t0)) + log  (tk))   (t0)
E.2 SVI updates
In the following we provide more details on how the the parameter updates are derived.
Updating the local variables. As in standard LDA, the coordinate ascent update
of d is the expected natural parameter of the corresponding complete conditional
distribution (Blei, Ng, and Jordan, 2003),
d =  +
P
ntn:
The derivative of L w.r.t. tnk is
@L
@tnk
= w>tnmk:t    1kt
X
v
exp

mkvt +
1
2
(kvt + ~Ktt)

  log(kt) +  (tk)
   (t0)  log tnk:
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Setting the derivative zero leads to
tnk = exp

w>tnmk:t    1kt
X
v
exp

mkvt +
1
2
(kvt + ~Ktt)

  log(kt) +  (tk)
   (t0)
	
:
Inserting the update of the previous update of kt this simplies to
tnk = exp

w>tnmk:t   1  log(kt) +  (tk)   (t0)
	
/ expw>tnmk:t   log(kt) +  (tk)   (t0)	:
The update for the parameter vector tn: is obtained by renormalizing (such that
jjtn:jj1 = 1).
Updating the global variables The standard Euclidean gradient of L with re-
spect to the mean and covariance parameters of q(ukv) is
@L
@kv
= kv  Bkv  K 1T^ T^kv;
@L
@kv
=  1
2
Ckv +
1
2
 1kv  
1
2
K 1
T^ T^
;
where
kv =
X
t;n
tnkwtnvK
 1
T^ T^
K T^ t
Bkv =
X
t;n
 1kt tnk exp
 
mkvt +
kvt + ~Ktt
2
!
K 1
T^ T^
K T^ t
Ckv =
X
t;n
 1kt tnk exp
 
mkvt +
kvt + ~Ktt
2
!
K 1
T^ T^
K T^ tKtT^K
 1
T^ T^
:
We now consider the Gaussian distributions q(ukv) in natural parametrization using

(1)
kv = S
 1
kv kv and 
(2)
kv =  12S 1kv . Applying Eq. 7.6, we obtain the natural gradient
w.r.t. natural parameters,
r^

(1)
kv
L = kv  Bkv  K 1T^ T^kv   2( 
1
2
Ckv +
1
2
 1kv  
1
2
K 1
T^ T^
)kv
= kv +Bkv  (mkv   1)  (1)kv
130
and
r^

(2)
kv
L =  1
2
Ckv   1
2
K 1
T^ T^
  (2)kv :
Note that mkv as a function of the natural parameters is
mkv = KtT^K
 1
T^ T^
kv =  
1
2
KtT^K
 1
T^ T^


(2)
kv
 1

(1)
kv :
E.3 Global td-idf score
To determine important words, we use an extension to the classic tf-idf scoring scheme.
The score of a word is
score(w) =
nw
M
log

D
ndw

;
where M is the total amount of terms in the corpus, D is the number of documents,
ndw is the frequency of word w in document d and nw =
P
d ndw.
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