More recently, the local well-posedness of the Cauchy problem of the Schrödinger flow of maps from R 2 to H 2 , the hyperbolic 2-space, was proved in [28] . In this paper, we display a blow-up result of solutions to such a Schrödinger flow. This shows a widely believed assertion that solutions to Schrödinger flows may blow up in finite time in general when the dimensions of starting manifolds are greater than 2 ([14]).
I. Introduction
The Heisenberg model for a continuous ferromagnetic spin system with classical spin vector u = (u 1 , u 2 , u 3 ) ∈ S 2 ֒→ R 3 (see, for example, [27] , [29] or [5] ), i.e., u t = u×∆ R n u, x ∈ R n , n = 1, 2, 3,
has been generalized to each Hermitian symmetric spaces (see for example [19] , [34] ). The followings are dual versions of Eq.(1) (see [28] and [22] ),
where s = (s 1 , s 2 , s 3 ) ∈ H 2 = {(s 1 , s 2 , s 3 )||s| 2 = s 2 1 + s 2 2 − s 2 3 = −1, s 3 < 0} ֒→ R 2+1 is a spin vector in a unit sphere of the Minkowski 3-space R 2+1 , and× denotes the pseudocross product in R 2+1 (see [9] ). When n = 1, Eq. (2) is called the Minkowski Heisenberg model in [9] and [10] . So, like the name, generalized Heisenberg models, for Eq.(1) with n ≥ 2, we will call Eq.(2) the generalized Minkowski Heisenberg models when n ≥ 2. We would like to point out that there are two components of the surface s When n = 1, Eq.(2) is integrable and it was proved in [9] that Eq.(2) with n = 1 is gauge equivalent to the nonlinear Schrödinger equation of repulsive type: q t + q xx − 2|q| 2 q = 0 which is an important equation in quantum dynamics and nonlinear optics (see [17] ). This is the dual result of the well-known statement in [38] , which says that the Heisenberg model (i.e., (1) with n = 1) is gauge equivalent to the nonlinear Schrödinger equation of attractive type: q t + q xx + 2|q| 2 q = 0. However, the nonlinear Schrödinger equation of attractive and repulsive types have some different dynamical properties (e.g., the nonlinear Schrödinger equation of attractive type has bright soliton solutions but no dark soliton solutions and, meanwhile, the nonlinear Schrödinger equation of repulsive type has dark soliton solutions but no bright soliton solutions (see [24] , [17] )). The above results indicate that the Heisenberg model and the Minkowski Heisenberg model also have some different dynamical behaviors. It is very interesting to display different dynamical behaviors between the generalized Heisenberg models (1) and the generalized Minkowski Heisenberg models (2) .
The generalized Heisenberg model (1) and Minkowski Heisenberg model (2) are special cases of the so-called Schrödinger flows ( [18] , [15] , [34] , [9] ) or Schrödinger maps ( [5] , [22] , [28] ) in geometry. Schrödinger flow of maps from a Riemannian manifold (M, g) to a symplectic manifold (N, ω) is defined to be the (infinite dimensional) Hamiltonian system of the Hamiltonian function being the energy function E(u) = M |∇u| 2 dv g on the mapping space C k (M, N) for some k > 0. More explicitly, the Schrödinger flow of map u : M → N is expressed as the following evolution system:
where J is an almost complex structure on N which is compatible with the symplectic form ω of N (in other words, h(·, ·) = ω(·, J·) is a Riemannian metric on N) and τ (u) is the tension field of the map u, in local coordinates,
where ∆ M denotes the Laplacian operator on (M, g) with the given metric g = (g αβ ), (g αβ ) is the inverse matrix of (g αβ ) and Γ i jk are the Charistoffel symbols of the target manifold (N, h). We are interested in the case that target manifolds are Kähler manifolds.
It is a straightforward verification that Schrödinger flow of maps from an Euclidean n-space R n to the 2-sphere S 2 ֒→ R 3 is the eq.(1) (for example see [5] , [15] ) and the Schrödinger flow of maps from an Euclidean n-space R n to the hyperbolic 2-space H 2 ֒→ R 2+1 is nothing else than Eq.(2) ( [9] ) for general n.
The main object in the study of Schrödinger flows is , of course, the solvability of the corresponding Cauchy or initial-boundary value problem and its solutions' behaviors. However, comparing to those of heat flows or wave maps [31] , this study is still at the beginning stage. In the case dimM = 1, the global existence of the Cauchy problem of the Schrödinger flow of maps from R 1 to S 2 was known in soliton theory. In 1999, Terng and Uhlenbeck showed the global of the Cauchy problem of the Schrödinger flow of maps from R 1 to a complex compact Grassmannian in [34] . Chang, Shatah and Uhlenbeck proved in [5] the global existence and uniqueness of smooth solution to the Cauchy problem of Schrödinger flow of maps from R 1 to a compact Riemainn surface. It is conjectured (see, for example, [14] ) that the Cauchy problem of Schrödinger flows exists globally and uniquely whenever dimM = 1 and the target manifold N is a compact Kähler manifold. In higher dimensional case (i.e., dimM ≥ 2), The local existence and uniqueness of a smooth solution to the Cauchy problem of the Schrödinger flow of maps from R n to S 2 ֒→ R 3 was proved by Sulem et al in [32] . W.Y. Ding and Wang proved in [16] the existence of local smooth or global weak solutions to the Cauchy problem of Schrödinger flow of maps from a compact Riemannian manifold or Euclidean space R n to a compact Kähler manifold. Sulem et al also indicated the global existence of the Cauchy problem of the Schrödinger flow of maps from R n → S 2 ֒→ R 3 with small initial data. Chang, Shatah and Uhlenbeck obtained in [5] the similar result in the case of radial Schrödinger flow of maps from R 2 to an arbitrary compact Riemann surface. Recently, Nahmod, Stefanov and Uhlenbeck proved the locally well-posed of the Cauchy problem of the Schrödinger flow of maps from R 2 to either the 2-sphere S 2 or the 2-dimensional hyperbolic space H 2 . However, it is widely believed that such a Schrödinger flow may develop singularities in finite time in general. For this fundamental problem in the study of Schrödinger flows, W.Y. Ding proposed it as the second unsolved question in [14] .
In this paper, we display the blow-up phenomenon for Eq.(2) in the case of n = 2, which also implies that solutions to the Schrödinger flow of maps from R n to H 2 develop singularities in finite time for n > 2 in general. Our method is different from those of heat flows [6] , [7] and wave maps [30] . More precisely, we first transfer the radial equation of Eq.(2) to its gauge equivalent nonlinear Schrödinger equation with an extra term by using the geometric concept of gauge equivalence for PDEs with given or prescribed curvature condition developed in [12] and [13] . Then, by characterizing its analytic properties under the circumstance of losing some conservational law, we show that, in the case of n = 2, solutions to the Cauchy problem of the nonlinear Schrödinger-like equation, and hence of the radial Eq.(2) with n = 2, blow up in finite time provided the initial data are suitably specified.
This paper is organized as follows. In the section 2 we shall transfer the radial Eq.(2) to its gauge equivalent nonlinear Schrödinger-like equation. In section 3, we prove the main blow-up result of the present paper.
II. Gauge Equivalence
In this section we shall apply the geometric concept of gauge equivalence to transfer the radial version of Eq.(2) into a nonlinear Schrödinger equation with an extra term (see below), which is called as a nonlinear Schrödinger-like equation. The zero curvature formulation in integrable theory is a main indication of integrability of a soliton equation. Zarkharov and Takhtajan introduced in [38] the geometric concept of gauge equivalence between two soliton equations which provides a useful tool in the study of integrable equations. In [12] and [13] the author and his collaborator found that the geometric concept of gauge equivalence can be generalized to differential equations with given or prescribed curvature and then displayed the gauge equivalent structures of the LandauLifshitz equation (which answers a question proposed in [2] ) and the modified nonlinear Schrödinger equation. Now we find that it is also applicable in the present situation, as we shall see below.
First of all let us explicitly write down the radial Eq.(2) as follows:
where r is the polar coordinate of R n (n ≥ 2). We convert it into the matrix form,
where
−is 3 with S 2 = −I (I denotes the unit matrix as usual). Set
and
where λ is a spectral parameter which is independent of r. d + A can be geometrically interpreted as defining a connection on the trivial SU(1, 1) principal bundle over R 2 (the space of the independent variables r and t). Then it is a straightforward computation that Eq.(4) is equivalent to holding the following prescribed curvature condition:
Next let us consider the following nonlinear Schrödinger-like equation:
Similarly, we set
where λ is the same spectral parameter as above, U = 00 , σ 3 = 1 0 0 −1 and
It is also direct to verify that Eq. (8) is equivalent to the following prescribed curvature condition:
It is well-known that, in the Yang-Mills gauge theory, there are gauge transformations
Theorem 1 The radial Minkowski Heisenberg model Eq.(3) or Eq.(4) is gauge equivalent to the nonlinear Schrödinger equation Eq.(8). Moreover, if we require that the gauge function G under consideration satisfies
G| r=t=0 = I. Then any C m -solution (m > 2
) to the radial Schrödinger flow (3) corresponds uniquely to a C m−1 -solution to the nonlinear Schrödinger equation (8) and vice versa.
Proof: First, we show that the nonlinear Schrödinger-like equation Eq. (8) is gauge equivalent to the radial Eq.(4). Let q be a solution to Eq. (8) . One may see that Eq. (8) is the integrability condition (i.e., equivalent to (11) at λ = 0) of the following linear system:
Let G(r, t) ∈ SU(1, 1) be a fundamental solution to (12) and we consider the following gauge transformation,
where A is the 1-form connection given in (9) with q being above. We want to show that the 1-form A defined by (13) is exactly the connection of Eq. (4) given in (5) with S being suitably determined below. In fact, substituting the coefficient iλS of dr of (5) into (13) and comparing the coefficients of λ of dr part in the both sides of (13), we obtain
The first equation of (14) is automatically satisfied because of the first equation in (12) . The second of (14) is regarded as defining S. Secondly, we should prove that the coefficient of dt of A defined above is the same coefficient of dt as that given in (5). Indeed, substituting the desired coefficient 2λ 2 S + iλSS r of dt of A into (13), we have
We see that the coefficients of λ 2 and the constant terms in both sides of the above equation are automatically fulfilled because of the definition of S given in (14) and the second equation of (12) respectively. So what we need to prove is that the coefficients of λ in the both sides of the equation are equal. From the first and second equation of (14) we may have
here we have used the fact: Uσ 3 = −σ 3 U which is verified directly. Consequently, we obtain that SS r = −2GUG −1 and hence the equality of the two coefficients of λ in the both sides of the above equation.
Finally, we should also verify that the curvature formula under the gauge transformation, i.e.,
is satisfied. In fact, it is straightforward to verify that
and hence the desired curvature formulation. This proves that S defined by the second equation (14) from the solution q to the nonlinear Schrödinger-like equation (8) satisfies the radial Schrödinger flow (3). Next we shall prove that the above gauge transformation from Eq. (8) to Eq.(3) or Eq.(4) is in fact reversible. For a matrix S satisfying Eq.(4), we come to choose a SU(1, 1)-matrix G(r, t) such that σ 3 = iG −1 SG and
for some complex function q(r, t). Indeed, by a direct computation, we see that the general solutions to σ 3 = iG −1 SG are of the forms:
with γ being a (complex) function of r and t. Now the requirement of holding (16) leads to
where c 0 is a (complex) function depending only on t. And hence q can be determined as
for some real function c = c(t) depending on t. Now, for the connection A given in (5) with S being above, we define a 1-form as follows
Since A satisfies the prescribed curvature condition:
S r ] dt ∧ dr, from gauge theory we see that A G must satisfies
From equation (21), we obtain,
The vanishing of the diagonal part of the constant term in the second equation of (22) and the first equation of (22) lead to
for some function α = α(t) depending only on t. Notice that the above restriction on the gauge G allows an arbitrariness in G of the form: G → Gdiag(β(t),β(t)) for arbitrary function β. If we require β(t) to satisfy
then G can be modified so that for the new G the third term on the right-hand side of (23) is 0. This indicates that G A is exactly the connection A expressed in (9) and the corresponding q satisfies the nonlinear Schrödinger-like equation (8) . This completes the proof of the gauge equivalence of the radial Schrödinger flow (3) and the nonlinear Schrödinger-like equation (8) .
Since G is a solution to the linear first-order differential system (12), it is well-known from linear theory of differential equations that such a G is unique when we proposed condition G| r=t=0 = I on G. Under this circumstance, we see that a solution q to Eq.(8) corresponds uniquely to a solution S to Eq.(4) by the gauge transformation and vice versa. Furthermore, because of the relation (15), the remainder part of the theorem is easily verified. 2 [5] or [8] to the present gauge transformation, the advantage here is to have the explicit relations (15) and (19) 
Remark 1 1. Comparing the (generalized) Hasimoto transformation applied in

III. Blow up
The local well-posedness of the Cauchy problem of the Schrödinger flow of maps from R 2 to H 2 ֒→ R 2+1 (i.e., Eq.(2) with n = 2):
is a given map, has been proved in [28] by Nahmod, Stefanov and Uhlenbeck more recently and they believe that the locally well-posed of the Cauchy problem is still true for general n > 2. In this section, we shall prove, by using its gauge equivalent nonlinear Schrödinger-like equation (8) displayed in the previous section, that solutions to the radial (25) blow up in finite time provided the initial data are specified.
In the sequel, we follow the basic conventional notations for spaces of complex-valued functions (e.g. Sobolev spaces W k,p (R n ) or spaces C k (R n ) of continuous differential functions up to order k) on R n for n ≥ 2 and norms (e.g., || · || W k,p (R n ) or || · || C k (R n ) ) used in [19] . From [28] , we see that there is a unique local radial smooth solution to the following Cauchy problem (i.e., the radial problem (25)):
) is a smooth radial map from R 2 to H 2 ֒→ R 2+1 . Consequently, we obtain that the Cauchy problem of the problem (8) has a unique, local classical solution q(r, t) provided the initial data q 0 (r) ∈ H ∞ (R 2 ) with q 0 (0) = 0, where H ∞ (R 2 ) denotes the space of rapidly decreasing functions on R 2 . In fact, this assertion can be proved directly from (8) .
Next, we turn to reveal the blow-up phenomenon of the above solutions when the initial data is suitably chosen. Before doing this, let briefly review some blow-up results of nonlinear Schrödinger equations since they will enlighten on our approaches.
There has been much interest and ground-breaking work within the decades in the study of nonlinear Schrödinger equations with general nonlinearities (see, for example, [3] , [4] , [26] and [33] ). The fact that solutions to the Cauchy problem of nonlinear Schrödinger equations of the forms
where σ is a positive constant, develop singularities in finite time has been known for a long time. When Ω = R n (n ≥ 2), for σ ≥ 1 + 4/n and the initial data
Glassey proved in [21] that there exists a finite time T > 0 such that lim t→T − ||∇q|| H 0 = ∞. For general n ≥ 2 and Ω = R n , though the behavior of e it∆ is not well known and much less is known about the local existence of solutions to the problem (27), Kavian displayed in [25] that, for σ ≥ 1 + 4/n and Ω is a starshaped, solutions to (27) (if exists) blow up in finite time if the initial data are specified. We would like to point out that, in all the proofs of the above mentioned blow-up results for nonlinear Schrödinger equations, the conservational law E(q) = E(q 0 ) plays a key role (refer to [21] , [25] [33] ). Comparing the nonlinear Schrödinger equation (27) with the equation (8), we find that there is an additional integral term in our present case. This extra term prevents us from getting the analogous conservational law as that of Eq.(27) mentioned above. Thus we will face much more difficulties than that of the nonlinear Schrödinger equations (27) in characterizing the blow-up structure of the present nonlinear Schrödinger-like equation (8) .
On the other hand, for the above Eq. (27) in the critical case σ = 4/n + 1, Weinstein constructed in [37] by using the conformal invariance of the equation (which is absent for σ = 4/n + 1) a singular solution with a solitonary wave profile. And he also proved the sharpness of a condition for global existence in [36] . However, we find surprisingly that the method in construction of a singular solution with a solitonary wave profile used by Weinstein is suitable to our present Eq.(8) with n = 2 and hence the radial equation (4) of Eq. (2), which we shall display in this section.
First of all, we recall that Eq.(27) with σ = 4/n + 1 and Ω = R n admits the following conformal invariance, q(x, t) → (Cq)(x, t) = e Heuristically and surprisingly, for our present Eq.(8) with n = 2, i.e.
we have the following
Lemma 1 The following conformal transformation of a solution q(r, t) to Eq.(28):
q(r, t) → q(r, t) = e Proof. It is obvious that if we set
where (r, θ) is the polar coordinates of a point x = (x 1 , x 2 ) in R 2 , then w satisfies
and, without loss of generality, assuming that a + bt > 0, we have
(a + bt) 3 w x j x j (X, T );
(a + bt) 3 ∆w(X, T );
By summing (32, 33, 34) together, we obtain
from Eq.(31). Furthermore, notice that Q is still of the form f (r, t)e iθ . Therefore, it is easy to see that the transformation:
is a conformal invariance of (28), i.e., q satisfies the same equation Eq.(28). 2
Remark 2 Combining the gauge equivalent structure of the radial equation (4) displayed in Theorem 1 and the conformal invariance of Eq.(28) in Lemma 1 above, we can obtain the conformal invariance of Eq.(4) in the case of n = 2. This conformal invariant property of Eq.(4) is called the partial conformal invariance of Eq.(1) with n = 2 in this paper since it is only proved for radial case. This is a new dynamical property of the generalized Heisenberg model.
It is well known that nonlinear Schrödinger equations (27) with σ = 4/n + 1 have localized finite energy solutions [1] which are called solitonary waves [37] . These are solutions of the form q(x; E 0 )e iE 0 t , where q(x; E 0 ) solves the semilinear elliptic problem ∆q − E 0 q + |q| σ−1 q = 0, q ∈ H 1 (R n ). For our present Eq.(28), the solutions of the form
where E is a real constant and ψ(r, t) solves the following problem:
for some p ≥ 2 are also called solitonary waves. We are interested in W 1,p (R 2 )-solitonary wave solutions for general p ≥ 2 because of the W 1,p (R 2 )-global existence of the Cauchy problem of the generalized Heisenberg models with small initial data in [5] for p = 4. In the following, we should show the existence of such nontrivial solutions to the following (elliptic) differential-integral equation:
Theorem 2 For any fixed constant E > 0, there exists a nontrivial smooth solutions q(r; E) to Eq. (37) such that q(r; E) ∈ W 1,p (R 2 ) and q(0; E) = 0, where p > 4 is a real constant.
Proof. We come to prove the lemma by the following steps.
Step 1. Notice that the linear part of Eq. (37):
is a Bessel-type equation. By using Bessel functions [35] , we have a smooth solution 
where C 
We would like to point out that
for any given p > 4, because of its asymptomatic expressions mentioned above.
Step 2. Making a scaling q(r; E) → q(r) = mq(r; E) for Eq. (37), where m is a constant, we see that q satisfies
If we set ε = 
In order to prove the existence of a desirable nontrivial smooth solution, let's make a perturbation around the regular V 1 (r) to Eq. (38) as follows. Setting q = V 1 (r) + εφ(r), we see that φ(r) must satisfy:
Step 3. In this step, we show that there exists a smooth solution φ to Eq.(42) with φ ∈ W 1,p (R 2 ) when ε is chosen suitably small. The method is standard by developing a convergence sequence {φ k (r)} k≥0 . First we set φ 0 (r) = 0 and let
It is easy to verify directly that the above φ 1 (r) solves the following linear ODE:
and φ 1 (0) = 0. Indeed, the above expression for φ 1 (r) is so obtained by substituting a standard formula in linear ODE theory. Next, if φ k (r) is known, then we similarly let
which solves the linear ODE
and φ k+1 (0) = 0. Using the asymptotic expressions for J 1 (r) and Y 1 (r) mentioned above, we see that det(X(r)) ∼ (1 + O(r −1 )) when r → +∞. From this and the property of uniformly continuous for det(X(r)), it is easy to see that there is a constant c = c(ǫ 0 ) such that det(X(r)) > cγ(r), where γ(r) = 1/r on (0, ǫ 0 ] ∪ [1/ǫ 0 , ∞) and 1 on (ǫ 0 , 1/ǫ 0 ) for a fixed small ǫ 0 with e −1 > ǫ 0 > 0, and
for some absolute constant C 0 = C 0 (ǫ 0 ) > 0. Combining these with some properties of triangular functions such as d sin r = cos rdr and d cos r = − sin rdr (and also the fact that
for some constant C. This implies that we can choose ǫ 0 small enough so that |φ 1 (r)| ≤ C 1 r 5 when r ∈ (0, ǫ 0 ) and |φ 1 (r)| ≤ C 2 r −3/2 when r ∈ (ǫ −1 0 , +∞) for some constants
/c + 1. From now on we fix such a required ǫ 0 . Multiplying a constant β > 0 on V 1 and V 2 , we see that βV 1 and βV 2 are still solutions to (38) and φ k+1 (r) = V 1 (r)
dτ . From this, (43) and (44) we see that
Now we first let 0 < ε < ǫ 0 and choose β so small that
Then, by induction and the fact that F is a 3-degree homogenous function in variables V 1 and φ k , we can easily obtain from (45) and (46) that, for any k ≥ 1,
Therefore the sequence {φ k (r)} k≥0 constructed above is uniformly bounded and belongs to W 1,p (R 2 ) (i.e., {φ k (r)} k≥0 ∈ W 1,p (R 2 )) for any p ≥ 2. Moreover, consequently from (47) it is easy to see that there exists a constant C > 0 which depends only on the above absolute constants and (polynomial in) ε such that
Therefore, if we choose ε so small that 0 < ε < ǫ 0 and Cε < 1, then, by contraction principle, the sequence {φ k (r)} k≥0 converges in W 1,p (R 2 ) to a smooth function φ(r) ∈ W 1,p (R 2 ) with φ(0) = 0, which solves φ rr + (2) with n = 2 which are gauge equivalent to those solitonary wave solutions. These solutions are, of course, called solitonary wave solutions to Eq.(2) with n = 2. As a direct consequence, from solitonary wave solutions, we can construct blow-up solutions as follows, which gives a positive answer to a widely believed concerned assertion (see [14] ). Proof. For any fixed E > 0, we have a nontrivial wave solution q(r; E) ∈ W 1,p (R 2 ) to Eq.(28) with q(0; E) = 0 and q r (0; E) = 0 by Lemma 2. Here p > 4 is a fixed real number.
Then, for an arbitrary a b c d ∈ SL 2 (R) with a = 0, we obtain that q(r, t) = e is also a smooth solution to Eq.(28) with the initial data q(r, 0) = q(r; E)e i br 2 −4cE 4a /a ∈ W 1,p (R 2 ) by Lemma 1. It is obvious that if ab < 0, then q r (r, t) blows up in finite time at the origin and so is the norm || q|| W 0,p (R 2 ) with p > 4. Now by Theorem 1 and Remark 2 that the unique smooth solution S(r, t) to the radial Eq.(4) or (26) of Eq.(2) which is gauge equivalent to q(r, t) has that S rr (r, t) blows up in finite time at the origin. Since we have the formula: S rr = 2iGU r σ 3 G −1 − G4iU 2 σ 3 G −1 by the relations (15) and hence S rr (0, t) = G(0, t)2U r (0, t)σ 3 G −1 (0, t). Furthermore, from the explicit relation (19) of the two gauge equivalent solutions, we have |q| ≤ 2(|(s 1 ) r | + |(s 2 ) r | + |(s 3 ) r |) and hence ||S r (r, t)|| W 0,p (R 2 ) ≥ 2 −p || q|| W 0,p (R 2 ) (p > 4), which implies that ||S(r, t)|| W 1,p (R 2 ) blows up in finite time too. This completes the proof of the theorem. 2 Finally, we would like to point out that the fact of existing blow-up solutions to the generalized Heisenberg model for n = 2 displayed above implies the blow-up phenomenon of the generalized Heisenberg models for general n > 2 (as long as we restrict the n variables to 2-variables). However, whether the original generalized Heisenberg models (2) themselves admit solutions blowing up in finite time for n > 2 is still unknown, since in this case we cannot establish the partial conformal invariant property for these equations.
Wether the generalized Heisenberg model (2) with n = 2 has a blow-up solution belongs to H 1 (R 2 ) is also still unknown.
