Laser-scanning microscopy
Images were recorded using a laser scanning confocal microscope (Zeiss LSM 510) equipped with a 37°C temperature-controlled hood and a 63× Plan-Apochromat NA 1.4 pH 3 oil objective. The CFP and YFP channels used 458 nm and 514 nm lines respectively of an argon laser for excitation and a phase contrast image was recorded simultaneously with the CFP channel. A 545 nm dichroic mirror was used to split the two emission channels, followed by a bandpass 475-525 nm filter for the CFP channel and a long pass 530 nm filter for the YFP channel. In each case the pinhole was set such that the optical slice was indicated as 3 µm by the LSM 510 software. For the FLAP method to work optimally, the two fluorophores should be excited together and imaged simultaneously but a satisfactory compromise is to switch the two excitation channels line-by-line during a single frame scan. Using multi-tracking mode at the highest scan rate (0.64 ms pixel -1 ), each image line was scanned alternately by the 514 nm laser line with the YFP channel detector active and by the 458 nm laser line with the CFP detector and the transmission phase-contrast detector active. An average of four alternating scans per line improved the signal-to-noise ratio. Laser power settings were adjusted by trial and error so that both fluorophores faded at the same rate.
Before starting a recording sequence, a rectangular image capture region and a much smaller bleach strip 2-4 µm wide were positioned on the selected cell. The gain and offset for each fluorescence channel were optimized so that the two images were closely matched without saturation. The time-lapse (bleach) mode of the Zeiss LSM510 was then used to collect sequential 12-bit images. Two or five frames were collected, then the 514 nm laser line was used at maximum power (measured as 1.32 mW) to scan the bleach region for 50 scans and the time-lapse sequence was resumed immediately afterwards.
Image processing
Smoothing of the CFP and YFP images (3×3 pixel averaging) was used to reduce noise in the FLAP images. The image of the absolute FLAP signal was obtained by subtracting the YFP image from the CFP image and dividing the result by the total CFP intensity of the cell in order to compensate for fading of the two fluorophores during an image sequence. Absolute FLAP values less than 2% of the maximum value were set to zero to reduce image noise. The FLAP ratio signal was obtained by subtracting the YFP/CFP ratio from 1. Before subtraction, the YFP/CFP ratio was set to 1 in cases where the CFP intensity was very low (a gray value of less than 50 in a 12-bit image) in order to avoid spurious signals or division by zero. Resulting FLAP ratio values of less than 0.02 were set to zero to further reduce image noise. All operations were carried out in Mathematica  . Images were displayed using DensityGraphics or ContourGraphics using a pseudocolor look-up table and the results were saved in the TIFF image format.
FLAP THEORY
FLAP is based on labeling a single molecular species with two separate fluorophores. In this example, we use CFP and YFP fused to separate actin molecules and thus the method relies on the statistical co-localization of CFP-actin and YFP-actin molecules. Before photobleaching, gains and offsets of the detector amplifiers are set so that the CFP and YFP images have matched total intensities inside the cell and background intensities of zero outside the cell. Because of co-localization, the intensity of a single pixel in the CFP image, I c , divided by the total CFP image intensity summed over all the pixels of the cell, ΣI c , gives the number of YFPactin molecules, n y , expected to occupy the pixel region expressed as a fraction of all the YFPactin molecules, N y , in the cell:
where the angled brackets denote expectation value. Eq. 1 holds true whether or not any of the YFP-actin molecules have been photobleached. When a number, n* y , of the YFP-actin molecules in the pixel region have been photobleached, the intensity of a single pixel in the YFP image, I y , is reduced accordingly:
Note that we are justified in continuing to use ΣI c as the divider in a sequence of images since laser power settings during imaging scans were adjusted so that both fluorophores fade at the same rate (Fig. S1 ). The absolute FLAP signal is calculated as Eq. 1 -Eq. 2:
It is thus the expected number of bleached YFP-actin molecules in the pixel compared to the total number of YFP-actin molecules in the cell. The FLAP ratio signal is calculated as 1 -Eq. 2/Eq. 1:
This is the ratio of the expected number of bleached YFP-actin molecules in the pixel to the expected number of all YFP-actin molecules (bleached and unbleached) in the pixel.
DIFFUSION AND TRANSPORT MODELS

CASE 1
In this case the CFP and YFP data were obtained from the experiment featured in Fig. 1 (main text) in which the front of the bleach zone was 17 µm behind the leading edge of the cell. Traces of CFP and YFP intensities along the y-axis of the cell were obtained by integrating pixel gray values across a narrow central band (gray lines in Fig. 1D ) from the respective images scanned 20 s before bleaching, immediately after bleaching and 20 s later. These traces were then used to calculate the FLAP ratio signals (Fig. S2 ). In this cell the front of the bleach zone was 17 µm behind the leading edge.
Model 1a -Pure G-actin diffusion
Diffusion along the y-axis of the above cell was modeled for 671,000 molecules each of CFPand YFP-actin using a random walk with reflection at boundaries. All modeling was implemented in Mathematica  using the Random and BinomialDistribution functions to decide the outcome of a random event. The diffusion space in the model approximated a y-z section of the diffusion space inside the cell based on the assumption that it was filled with freely diffusing actin and had a constant x-dimension. The estimate of diffusion space is not critical when the FLAP ratio signal is used. The diffusion space was divided into 385 voxels horizontally, corresponding to the y-dimension of the cell in pixels, and up to 4 voxels vertically. The model was initiated with a uniform random distribution of CFP-and YFP-actin molecules with a mean of 1,000 molecules of each in each voxel (Fig. S3A) . At each step of the random walk, each molecule moved ±1 voxel horizontally and ±1 voxel vertically with equal probabilities for each move. The number of steps per second required to model a diffusion coefficient of D is given by 2D/λ 2 , where λ is the step length. Here the step length was the voxel size of 0.167 µm and 428 steps per second were required to model a D value of 6.0 µm 2 /s. During the 4-s bleach period, each YFP-actin molecule in the bleach zone had a probability of 0.01 of being removed at each step of the random walk. Image scanning (from right to left) was simulated in a composite image by showing the state of the random walk at the appropriate time after end of bleaching as indicated on the horizontal axis (Fig. S3B, C) . Only the first 40 µm of the model is shown which corresponds to the height of the images in Fig. 1 (main text) . The simulated FLAP ratio signals fitted the real data quite nicely (Fig. S3) except that the real data showed a sharper peak in the bleach zone in the first scan after bleaching (Fig. S2B) . This indicates the presence of a small percentage of non-diffusing actin, probably polymerized Factin.
Model 1b -Includes non-diffusing F-actin
In Model 1b we simulated the presence of non-diffusing actin by randomly uniformly populating the diffusion space with a further 67,100 molecules each of CFP-and YFP-Factin. These additional molecules did not move during the random walk though the YFP-Factin molecules took part in the bleach process. It was found by trial and error that this number of F-actin molecules, corresponding to a F/G ratio of 0.1, gave an adequate simulation of the sharp peak in the real data (compare Fig S4B with Fig. S2B) . A residual problem with Model 1b was that the peak in the bleach zone persisted until the later scan, 20 s after bleaching, whereas there was no trace of this in the real data (compare Fig S4C with Fig. S2C ).
Model 1c -Includes depolymerization of F-actin
Model 1c took account of the decay in the F-actin by further assigning a transition probability of 0.000162 to the CFP-and YFP-F-actin molecules that they depolymerize (convert to Gactin) at each step. This probability corresponds to a half-life of F-actin of 20 s. It can be seen that this was just short enough to suppress the peak in the bleach zone in the later scan (compare Fig S5C with Fig. S2C ). This indicates that the half-life of F-actin was 20 s or less.
Fitting the diffusion coefficient using Model 1c
Here we ran Model 1c with different diffusion coefficients in the range 4.5 to 6.5 µm 2 /s in steps of 0.5. In each case, the best multiplier for fitting the resulting composite FLAP ratio signal to real data obtained during the first scan after bleaching was found by the least squares method using the FindMinimum routine. The resulting residual sum of squares in each case was plotted against the simulated diffusion coefficient in the graph (Fig 6) . The line shows the best fit parabola function and the minimum of this was found to occur at a diffusion coefficient of 5.65 µm 2 /s which is thus our best estimate for the diffusion of G-actin in cytoplasm in these cells.
CASE 2
In this case the CFP and YFP data were obtained from the experiment featured in Fig. 3A -G (main text) in which the front of the bleach zone was 12 µm behind the leading edge of the cell -an example of the furthest distance over which we observed rapid actin transport. Traces of CFP and YFP intensities were obtained, as in Case 1, by integrating pixel values across a narrow central band (gray lines in Fig. 3D , main text) and again used to calculate the FLAP ratio signals. In this case we concentrated only on the image scanned immediately after bleaching (Fig. S7A) . Here the FLAP ratio showed an accumulation of 40% labeled actin molecules at the leading edge 2 s after bleaching. The bleach time was 1.8 s during which 15.9% of the YFP molecules in the whole cell were bleached.
Model 2a -Pure G-actin diffusion
Model 2a used the same starting conditions as model 1a except that D was set to our best estimate value of 5.65 µm 2 /s. In this case it was clear that simple diffusion was totally inadequate to account for the redistribution of labeled actin (Fig. S7B) . In particular, the FLAP signal at the leading edge was less than 20%. We found that even increasing the diffusion coefficient would never make this much higher since, with only 15.9% of total molecules labeled, the edge signal never rose above 22% no matter how long the model was run.
Model 2b -Includes F-actin and its depolymerization
Model 2b incorporated non-diffusing F-actin with decay to G-actin, as in Model 1c, except that here D was 5.65 µm 2 /s and the F/G ratio was set much higher at 0.8 with a half-life of Factin of 4 s. A compensatory transition from G to F-actin maintained a constant F/G ratio. This choice of parameter values gave the best fit to the observed data behind the leading edge, and it simulated the persistent peak in the bleach zone quite well, though the model was even less able than Model 2a to account for the observed accumulation of labeled actin at the leading edge (Fig. S7C) . Fig. S8A shows the starting condition, before bleaching, of Model 2c. This model had the same parameter values as Model 2b but with the additional feature of protrusion of the leading edge. Protrusion was modeled by adding a new voxel to the leading edge of diffusion space every 69 steps or every 0.25 s. These new voxels were initially empty and could only be populated by diffusion of G-actin. Actin polymerization at the leading edge was modeled by converting all G-actin to F-actin within two voxels of the edge (0.4µm) at each step. This had the effect of temporarily "trapping" G-actin at the leading edge. Trapping led to a small increase in the FLAP ratio signal at the edge compared to the region immediately behind (Fig.  S8B) . However, trapping can only "freeze" the FLAP ratio at the leading edge. Unbiased diffusion alone can never give rise to a greater FLAP ratio at the edge than that due to pure Gactin diffusion in Model 2a.
Model 2c -Incorporates protrusion of the leading edge
Model 2d -Protrusion of the leading edge plus active transport of actin
Model 2d used the same starting conditions as model 2c except that a subpopulation of 6% of the G-actin (3.3% of total actin) was subjected to anisotropic diffusion with a biased probability of 0.554 that each molecule moved forwards at each step. This corresponds to a constant drift velocity of 6 µm/s superimposed on the random diffusion. As before, all G-actin within 0.4µm of the leading edge was converted to F-actin at each step. This model (Fig. S8C ) now accounts for the observed behaviour (Fig. S7A ) quite adequately.
FIGURES
Fig. S1
7UDFHV RI I c F\DQ I y (yellow) and the mean FLAP ratio signal (red) over the whole cell taken from a sequence of 35 image pairs recorded at 20 s intervals to show bleach-fading of the fluorophores during image acquisition. The cyan and yellow traces were normalized to the first CFP image. The red trace indicates that the ratio of bleached-to-total YFP molecules within the cell remained constant at about 17 % following bleaching. This experiment is featured in Fig. 1 (main text) and in Case 1 of the diffusion model. The cell was photobleached for 4 s and the time after the end of bleaching is indicated on the horizontal axis.
Fig. S2
Traces of CFP-and YFP-actin (cyan and yellow) and the FLAP ratio signal (red) 20s before bleaching (A), immediately after bleaching (B) and 20 s later (C). The left side of these graphs corresponds to the top of the cell images in Fig. 1 (main text) . The horizontal axes are calibrated for both distance (A) and time of scan progress after end of bleaching (B, C) and the vertical axis is calibrated for percent of bleached molecules in the FLAP ratio signal. Vertical parallel lines indicate the bleach zone and bleach time was 4 s.
Fig. S3
Simulating G-actin diffusion using Model 1a before bleaching (A), immediately after bleaching (B) and 20 s later (C). Other details are as in Fig. S2 . Fitting the diffusion coefficient using Model 1c. Vertical axis: residual sum of squares (÷1000). Horizontal axis: simulated diffusion coefficient in µm 2 /s.
Fig. S7
Case 2 (A), Model 2a (B) and Model 2b (C) all scanned immediately after bleaching.
Fig. S8
Starting condition, before bleaching, of Model 2c (A). Model 2c (B) and Model 2d (C) scanned immediately after bleaching.
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