We introduce positive cones on algebras with involution. These allow us to prove analogues of Artin's solution to Hilbert's 17th problem and the Artin-Schreier theorem characterizing formally real fields. We introduce the corresponding space of orderings of an algebra with involution and investigate its topological properties, showing in particular that it is a spectral space. As an application we solve the problem of the existence of positive involutions.
Introduction
In a series of papers [2] , [3] , [4] we initiated an investigation of central simple algebras with involution from a real algebraic point of view, inspired by the classical correspondences between signatures of quadratic forms over a field F, morphisms from the Witt ring W(F) into Z, prime ideals of W(F), and orderings on F, which form one of the foundations of real algebra.
More precisely, in [2] we defined signatures of hermitian forms over algebras with involution (A, σ), and in [3] we showed that these provide the desired natural correspondences with morphisms from the Witt group W(A, σ) into Z and with "prime ideals" of W(A, σ).
In the present paper we show that these correspondences can be extended to include a notion of (partial) orderings on algebras with involution, which we call positive cones (Definition 3.1). These are inspired by both positive semidefinite matrices and one-dimensional hermitian forms of maximal signature, and can be interpreted as those orderings on the base field that extend to the algebra (Proposition 3.7). In addition to the above correspondences, positive cones allow us to obtain analogues of the Artin-Schreier theorem on the characterization of formally real fields (Theorem 7.9) and Artin's solution of Hilbert's 17th problem (Theorem 7.14, Corollary 7.15). We also show that the space of all maximal positive cones is a spectral space (Theorem 8.17), whose topology is linked to the topology of the space of orderings of the base field (Proposition 8.14).
Finally, as an application, we answer the question of the existence of positive involutions (Theorem 6.8), a question that does not seem to have been treated before in full generality.
Preliminaries
We present the notation and main tools used in this paper and refer to the standard references [9] , [10] , [11] and [18] as well as to [2] , [3] and [4] for the details.
Let F be a field of characteristic different from 2. We denote by W(F) the Witt ring of F, by X F the space of orderings of F, and by F P a real closure of F at an ordering P ∈ X F . We allow for the possibility that F is not formally real, i.e. that X F = ∅. By an F-algebra with involution we mean a pair (A, σ) where A is a finite-dimensional simple F-algebra with centre a field K, equipped with an involution σ : A → A, such that F = K ∩ Sym(A, σ), where Sym(A, σ) := {a ∈ A | σ(a) = a}. Observe that dim F K 2. We say that σ is of the first kind if K = F and of the second kind (or of unitary type) otherwise. Involutions of the first kind can be further subdivided into those of orthogonal type and those of symplectic type, depending on the dimension of Sym(A, σ). We let ι = σ| K and note that ι = id F if σ is of the first kind.
If A is a division algebra, we call (A, σ) an F-division algebra with involution. We denote Brauer equivalence by ∼ and isomorphism by . Quadratic and hermitian forms are often just called forms. The notation ϕ ψ indicates that ϕ is a subform of ψ and ϕ ≃ ψ indicates that ϕ and ψ are isometric.
Let (A, σ) be an F-algebra with involution. We denote by W(A, σ) the Witt group of Witt equivalence classes of nonsingular hermitian forms over (A, σ), defined on finitely generated right A-modules. Note that W(A, σ) is a W(F)-module.
For a 1 , . . . , a k ∈ F the notation a 1 , . . . , a k stands for the quadratic form (x 1 , . . . ,
i ∈ F, as usual, whereas for a 1 , . . . , a k in Sym(A, σ) the notation a 1 , . . . , a k σ stands for the diagonal hermitian form (x 1 , . . . , x k ), (y 1 , . . . ,
σ(x i )a i y i ∈ A.
In each case, we call k the dimension of the form. Let h : M × M → A be a hermitian form over (A, σ). We sometimes write (M, h) instead of h. The rank of h, rank(h), is the rank of the A-module M. The set of elements represented by h is denoted by D (A,σ) (h) := {u ∈ Sym(A, σ) | ∃x ∈ M such that h(x, x) = u}.
We denote by Int(u) the inner automorphism determined by u ∈ A × , where Int(u)(x) := uxu −1 for x ∈ A. It follows from the structure theory of F-algebras with involution that A is isomorphic to a full matrix algebra M ℓ (D) for a unique ℓ ∈ N and an F-division algebra D (unique up to isomorphism) which is equipped with an involution ϑ of the same kind as σ, cf. Given an F-algebra with involution (B, τ) we denote by Herm ε (B, τ) the category of ε-hermitian forms over (B, τ) (possibly singular), cf. [9, p. 12] . We drop the subscript ε when ε = 1. The isomorphism f trivially induces an equivalence of categories f * : Herm(A, σ) −→ Herm(M ℓ (D), ad Φ ). Furthermore, the F-algebras with involution (A, σ) and (D, ϑ) are Morita equivalent, cf. [9, Chapter I, Theorem 9.3.5]. In this paper we make repeated use of a particular Morita equivalence between (A, σ) and (D, ϑ), following the approach in [13] (see also [2, §2.4] for the case of nonsingular forms and [2, Proposition 3.4] for a justification of why using this equivalence is as good as using any other equivalence for the purpose of computing signatures), namely: t BY for all X, Y ∈ M k,ℓ (D). Given an ordering P ∈ X F we defined a signature map sign η P : W(A, σ) → Z via scalar extension to F P and Morita theory in [2] . This map has many properties in common with the usual Sylvester signature sign P of quadratic forms (cf. [2] and [3, §2] ) and reduces to ± sign P when (A, σ) = (F, id F ). See also [4] for a concise presentation as well as for the notation that we will use in this paper. In particular, recall that η denotes a tuple of reference forms for (A, σ) and that a Morita equivalence between F-algebras with involution of the same type sends a tuple of reference forms to a tuple of reference forms, cf. the proof of [3, Theorem 4.2] . Furthermore Nil[A, σ] := {P ∈ X F | sign η P = 0} denotes the set of nil orderings for (A, σ), and depends only on the Brauer class of A and the type of σ. Finally, let
which does not indicate the dependence on (A, σ) in order to avoid cumbersome notation.
We denote the set of invertible elements in Sym(A, σ) by Sym(A, σ) × .
Lemma 2.2. Let h be a hermitian form of rank k over
Proof. Since f * and s preserve diagonal forms and isometries, we may assume that
Lemma 2.3. Let h be a nonsingular isotropic hermitian form over
Proof. By Morita theory g(s( f * (h))) is a nonsingular isotropic hermitian form over (D, ϑ), and thus there are
Using the same method as in the proof of Lemma 2.2 we obtain
and so
for some a ∈ Sym(A, σ) × and some form h ′ over (A, σ). Since a is invertible, we have −a, a σ ≃ −1, 1 σ and a standard argument shows that the hermitian form −1, 1 σ over (A, σ) is universal. The result follows. 
Lemma 2.4. Let a
∈ Sym(A, σ) \ {0}. Then ℓ × a σ represents an element in Sym(A, σ) × and ℓ × a, −a σ is universal. Proof. By Lemma 2.2, ℓ× a σ ≃ a 1 , . . . , a ℓ σ for some a 1 , . . . , a ℓ ∈ Sym(A, σ) × ∪ {0}. At least one a i , say a 1 , is nonzero since D (A,σ) (ℓ × a σ ) contains a 0. Also, a 1 , −a 1 σ ℓ × a,
Positive cones on algebras with involution
The objective of this section is to introduce a notion of ordering on algebras with involution that corresponds to non-zero signatures of hermitian forms. The precise statement of this correspondence will appear later in the paper, in Corollary 7.6.
For the remainder of the paper we fix some field F of characteristic not 2 and some F-algebra with involution (A, σ). Let (D, ϑ), ad Φ , ℓ and ε be as in Section 2. We make the convention that orderings in X F always contain 0. Definition 3.1. A positive cone P on (A, σ) is a subset P of Sym(A, σ) such that (P1) P ∅;
(P5) P ∩ −P = {0} (we say that P is proper).
We say that a positive cone P is over P ∈ X F if P F = P. Definition 3.2. We denote by Y (A,σ) the set of all positive cones on (A, σ), and by X (A,σ) the set of all maximal (with respect to inclusion) positive cones on (A, σ). We say that (A, σ) is formally real if it has at least one positive cone.
Observe that {0} is never a positive cone on (A, σ) by (P4). The following proposition justifies why we use the terminology "proper" for (P5). Proposition 3.3. Let P ⊆ Sym(A, σ) satisfy properties (P1) up to (P4) and assume that P does not satisfy (P5). Then P = Sym(A, σ).
Proof. By hypothesis there is a ∈ P \ {0} such that a, −a ∈ P. Therefore D (A,σ) (k × a, −a σ ) ⊆ P for every k ∈ N by (P2) and (P3). Since a 0, Lemma 2.4 tells us that ℓ × −a, a σ is universal and the conclusion follows. Lemma 3.4. Let P be a positive cone on (A, σ). Then P contains an invertible element.
Proof. Consider the hermitian form a σ , where a ∈ P \ {0}. By Lemma 2.4,
Proof. Let P be a positive cone on (A, σ). Suppose W(A, σ) is torsion and consider the hermitian form a σ , where a ∈ P is invertible (cf. Lemma 3.4). Then there exists k ∈ N such that k × a σ is hyperbolic. By Lemma 2.3 there exists r ∈ N such that r × a σ is universal. By (P2) and (P3), D (A,σ) (r × a σ ) ⊆ P, contradicting (P5).
The converse to the previous proposition also holds, as we will show in Proposition 7.11. Proof. If it is not possible to choose ϑ as indicated, then (D, ϑ, ε) = (F, id F , −1) by [4, Lemma 2.2]. Diagram (2.1) then induces an isomorphism of Witt groups between W(A, σ) and W −1 (F, id F ), the Witt group of skew-symmetric bilinear forms over F, which is well-known to be zero, contradicting Proposition 3.5.
Assumption for the remainder of the paper: In view of this corollary we may and will assume without loss of generality that the involution ϑ on D is chosen to be of the same type as σ (i.e. such that ε = 1) whenever (A, σ) is formally real.
We collect some simple, but useful, properties of positive cones in the following proposition.
Proposition 3.7. Let P be a positive cone on (A, σ).
(1) Assume that 1 ∈ P. Then P F = P ∩ F.
(2) We know that αP ⊆ P. It follows from (P3) that α −1 Pα −1 ⊆ P and so α −1 P ⊆ Pα = αP ⊆ P. The result follows.
Note that a characterization of the condition 1 ∈ P is given in Corollary 7.7.
Example 3.8. Let (A, σ) be an F-algebra with involution and let P ∈ X F . Let h be a hermitian form over (A, σ) such that ū ⊗ h is anisotropic for every finite tuplē u of elements of P. Then
is a positive cone on (A, σ). Also, if P is a positive cone on (A, σ) over P ∈ X F , then for any diagonal hermitian form h over (A, σ) with coefficients in P we have
for every finite tupleū of elements of P. In particular the hyperbolic plane is never a subform of ū ⊗ h. If h is in addition nonsingular, then h is strongly anisotropic by Lemma 2.3.
Most of the motivation behind the definition of positive cones comes from Examples 3.9 and 3.11 below.
Example 3.9. Let (A, σ) = (M n (F), t), where t denotes the transpose involution. Let P ∈ X F and let P consist of those matrices in M n (F) that are symmetric and positive semidefinite with respect to P. Then P is a positive cone on (M n (F), t) over P. Note that if M ∈ P, then there exists T ∈ GL n (F) such that T t MT is a diagonal matrix whose elements all belong to P. In particular, if M is invertible, M is positive definite, and therefore sign I n t P M t = n. (Note that I n t is a reference form for (M n (F), t)). We will observe later in Example 4.10 that P and −P are the only positive cones on (M n (F), t) over P. Definition 3.10. Let (A, σ) be an F-algebra with involution and let P ∈ X F . We define
(note that m P (A, σ) does not depend on the choice of η) and P . We will return to this observation later, cf. Section 8.1. Remark 3.13. The reason for requiring P F to be an ordering on F in (P4) instead of just a preordering is as follows: in case (A, σ) = (M n (F), t), we want the positive cone P on (M n (F), t) to be a subset of the set of positive definite (or negative definite) matrices (see Proposition 6.5 where we prove this result). Having this requirement while only asking that P F is a preordering forces F to be a SAP field (see [16, p. 66] for the definition) as we now explain.
We assume for the remainder of this remark that axiom (P4) only requires P F to be a preordering. Let q = a 1 , . . . , a n be a quadratic form over F that is strongly anisotropic. Let M ∈ M n (F) be the diagonal matrix with diagonal (a 1 , . . . , a n ). Then M ∈ Sym(M n (F), t). Let P be the smallest subset of M n (F) containing M, that is closed under (P2) and (P3). In other words, P consists of all the elements in M n (F) that are weakly represented by the hermitian form M t . Since M t is Morita equivalent to q (via the map g), M t is strongly anisotropic. It follows that P is a positive cone on (M n (F), t) with P F a preordering on F. If P is to only contain positive definite (or negative definite) matrices with respect to some P ∈ X F , all the a i must have the same sign at P and thus q must be definite at P. This shows that F must satisfy the Weak Hasse Principle, which is known to be equivalent to F being SAP, cf. [16, §9] .
Proof. Let α ∈ Q F . Assume that α P F . Then −α ∈ P F and thus αP = −P, cf. Proposition 3.7. Using that P ⊆ Q we also obtain αP ⊆ αQ ⊆ Q. So P, −P ⊆ Q, contradicting that Q is proper since P {0} (as observed after Definition 3.2). Therefore, Q F ⊆ P F and the equality follows since they are both orderings.
Definition 3.15. Let (A, σ) be an F-algebra with involution and let P ∈ X F . For a subset S of Sym(A, σ), we define
For a positive cone P on (A, σ) over P and a ∈ Sym(A, σ), we define
It is easy to see that both C P (S ) and P[a] are positive cones on (A, σ) over P if and only if they are proper.
Positive cones on (A, σ) only give rise to partial orderings on Sym(A, σ). The following result gives an approximation, for a maximal positive cone P, to the property F = P ∪ −P for any ordering P ∈ X F : Lemma 3.16. Let P be a positive cone on (A, σ) over P ∈ X F . If P is maximal and a ∈ Sym(A, σ)\P, there are k ∈ N, u 1 , . . . , u k ∈ P\{0} and x 1 , . . . ,
Proof. Assume for the sake of contradiction that the conclusion of the lemma does not hold, and consider P[a]. It is easy to check that P[a] satisfies axioms (P1) to (P4), and obviously it properly contains P since it contains a. We now check that P[a] is proper, thus reaching a contradiction. If P[a] were not proper, we would have
for some k, r ∈ N ∪ {0}, u i , v j ∈ P \ {0} and x i , y j ∈ A \ {0} (and where neither side is 0). Therefore
Several notions of orderings have previously been considered in the special case of division algebras with involution, most notably Baer orderings (see the survey [6] ). The essential difference between our notion of positive cone and (for instance) Baer orderings, is that our definition is designed to correspond to a pre-existing algebraic object: the notion of signature of hermitian forms (see in particular axiom (P4) which reflects the fact that the signature is a morphism of modules, cf. [3, Theorem 2.6(iii)] and Example 3.11).
In order to achieve this, it was necessary to accept that the ordering defined by a positive cone on the set of symmetric elements is in general only a partial ordering. It gives positive cones a behaviour similar to the set of positive semidefinite matrices in the algebra with involution (M n (F), t) (which provides, as seen above, one of the main examples of positive cones, cf. Example 3.9).
Positive cones under Morita equivalence
For a subset S of Sym(A, σ), we denote by Diag(S ) the set of all diagonal hermitian forms with coefficients in S . 
Proof. We first show that m * (P) is a positive cone over (B, τ). By definition, m * (P) satisfies properties (P1), (P2) and (P3). We now show (P5): Assume there is b ∈ m * (P) ∩ −m * (P) such that b 0. Then there are diagonal hermitian forms 
is also nonsingular and isotropic by Morita theory. By Lemma 2.3 there is
. This shows that ub ∈ m * (P) since u ⊗ h ∈ Diag(P) and thus P F ⊆ (m * (P)) F .
Assume now that P F (m * (P)) F , so that there is u ∈ −P F \ {0} such that u ∈ (m * (P)) F . Let b ∈ m * (P) \ {0}. Then by choice of u, ub ∈ m * (P), and since −u ∈ P F ⊆ (m * (P)) F we also obtain −ub ∈ m * (P). Since u 0 we have ub 0 and so obtain a contradiction to property (P5).
Finally, we show that m * is a bijection by showing that (m −1 ) * is a left inverse of m * . The invertibility of m * then follows by swapping m and m
, and there are a 1 , . . . , a s ∈ P such that
We can refine the description of the map m * :
. Then, with the same hypotheses and notation as in Theorem 4.1,
Proof. The inclusion from right to left is obvious. Let b ∈ m * (P). Then there
. . , c s , 0, . . . , 0 σ . It follows from this isometry that c 1 , . . . , c s ∈ P, and thus
since m preserves forms with constant value zero. This proves the other inclusion.
In addition to the general result, Theorem 4.1, we now give explicit descriptions of transferring positive cones between (A, σ) Proof. Properties (P1), (P2) and (P4) are clear. Let b ∈ P and let x ∈ A. Then (Int(a) • σ)(x)abx = aσ(x)a −1 abx = aσ(x)bx ∈ aP, which proves (P3). The fact that the map P → aP is a bijection, and preserves being proper as well as inclusions is clear.
In the remainder of this section we describe the going up and going down correspondences, which are reminiscent of the behaviour of positive semidefinite matrices.
Going up
Let P be a positive cone on (D, ϑ) over P ∈ X F . We define
The following result is straightforward, since any matrix in Sym(M ℓ (D), ϑ t ) is the matrix of a hermitian form over (D, ϑ) and thus can be diagonalized by congruences.
Lemma 4.4. For B ∈ Sym(M ℓ (D), ϑ t ) the following are equivalent:
t BG is diagonal, the diagonal elements are in P.
Lemma 4.5. PSD ℓ (P) is the closure of P · I ℓ under the operations
Proof. That PSD ℓ (P) is closed under these operations is clear. Let B ∈ PSD ℓ (P).
and the result follows using sums of matrices and permutation matrices in (iii).
Proposition 4.6. Let P be a positive cone on (D, ϑ) over P ∈ X F .
Proof.
(1) The properties (P1) to (P4) are easily verified. For (P5), we assume that
ℓ be such that ϑ(X) t BX 0 (such an X exists since we may assume that B is diagonal). Then ϑ(X) t BX ∈ P ∩ −P, contradicting that P is proper.
For (2) , assume that there is B ∈ Sym(M ℓ (D), ϑ t ) such that PSD ℓ (P) PSD ℓ (P) [B] and PSD ℓ (P) [B] is proper (cf. Definition 3.15 for the notation).
We claim that P[b 0 ] is proper, contradicting that P is maximal: otherwise we would have p
Going down
Let P be a positive cone over P on (M ℓ (D), ϑ t ). Denoting the matrix trace by tr, we define Tr ℓ (P) := {tr(B) | B ∈ P}.
Lemma 4.7. For d ∈ Sym(D, ϑ)
× the following are equivalent:
Proof. (1) ⇒ (2): Let d = tr(B) for some B = (b i j ) ∈ P and consider the matrix
t BX for some B ∈ P and X ∈ D ℓ . The matrix B is the matrix of a hermitian form h over (D, ϑ) and by hypothesis d is represented by h. Since D is a division algebra, there is a diagonalisation of h that has d as its first entry, i.e. there exist G ∈ GL ℓ (D) and
For future use we note the equality
trivially given by (1) ⇔ (2) in Lemma 4.7.
Proposition 4.8. Let P be a positive cone on (M ℓ (D), ϑ t ) over P.
(1) Tr ℓ (P) is a positive cone on (D, ϑ) over P.
(2) If P is maximal, then so is Tr ℓ (P).
(1) Axioms (P1) and (P2) are straightforward, while (P3) follows from (4.1). We check axiom (P5) and assume that Tr ℓ (P) is not proper, i.e. there is a ∈ D \ {0} such that a ∈ Tr ℓ (P) ∩ − Tr ℓ (P). By Lemma 4.7, diag(a, 0, . . . , 0) and diag(−a, 0, . . . , 0) are in P, contradicting that P is proper. Axiom (P4) now follows using (P5).
Tr ℓ (P) and Tr ℓ (P)
is proper, which will contradict the hypothesis that P is maximal, finishing the proof.
Up to multiplying all terms in the above equality on the left by ϑ(J) t and on the right by J for some well-chosen invertible matrix J, we can assume that the matrix
. . , ℓ} be such that the (k 0 , k 0 )-th coordinate of B 0 is non-zero, and let E ∈ D ℓ be the column vector with all coordinates 0 except for a 1 at coordinate k 0 . Then
where the left-hand side is non-zero by choice of E. Since both sides belong to Tr ℓ (P) [d] which is proper, we get a contradiction. 
are inverses of each other, and restrict to maps
Proof. By Propositions 4.6 and 4.8 we only need to show that these maps are inverses of each other. The equality Tr ℓ (PSD ℓ (P)) = P for P ∈ Y (D,ϑ) is straightforward using (4.1).
We now show that, given
. . , ℓ. Using (P3) with permutation matrices, followed by (P2) we obtain that diag(d 1 , . . . , d ℓ ) ∈ P and therefore B = Example 4.10. Let P ∈ X F . The only two positive cones on (F, id) over P are P and −P. Therefore, by Proposition 4.9, the only two positive cones on (M n (F), t) over P are the set of symmetric positive semidefinite matrices and the set of symmetric negative semidefinite matrices with respect to P.
Positive cones under field extension

Basic results on convex cones over ordered fields
In this section we fix some P ∈ X F and write P for the order relation defined by P. We recall some basic concepts from convex geometry.
We consider the usual euclidean inner product on F n ,
x; y := x 1 y 1 + · · · + x n y n , and the topology T P on F n that comes from the order topology on F. We say that a nonempty subset C of F n is a cone over P if it satisfies (C1) below and a convex cone over P if it satisfies (C1) and (C2).
(C1) For every a ∈ C and r ∈ P, ra ∈ C;
We say that a cone C over P is pointed if C ∩ −C = {0}, that it is closed if it is closed in the topology T P , and that it is full-dimensional if Span(C) = F n . We define the dual cone of C by
Observe that C * is always a closed convex cone over P. We say that a convex cone C over P is finitely generated if there are a 1 , . . . , a k ∈ F n such that
We recall the following well-known result, cf. [5] , as well as some immediate consequences: 
By definition of C * we have u; x P 0 and −u; x P 0 for every x ∈ C, so u; x = 0 for every
(2) ⇒ (1): Assume that C is not full-dimensional, so F n = Span(C) ⊥ W for some non-zero subspace W. Then W ⊆ C * and −W ⊆ C * , contradicting that C * is pointed.
Positive cones under field extensions
Let P ∈ X F and let dim F A = m. We identify A with F m as F-vector space, so that we can use coordinates in F. Let t ∈ N and let b 1 , . . . , b t : A × A → A be F-bilinear maps. We writeb = (b 1 , . . . , b t ) and define
In other words, C¯b is the convex cone in A over P generated by the elements b i (x, x) for i = 1, . . . , t and x ∈ A. 
which is finitely generated.
Lemma 5.6. Let a 1 , . . . , a s ∈ Sym(A, σ). Then C P (a 1 , . . . , a s ) is a finitely generated convex cone over P.
Proof. We have
The map b i is F-bilinear and
So by Lemma 5.5, the cone C P (a 1 , . . . , a s ) = C¯b is finitely generated.
Lemma 5.7. Let (L, Q) be an ordered field extension of (F, P). Let F be a set of F-linear forms on A such that f ∈F f −1 (P) is closed under x → σ(y)xy for every y ∈ A. Let a ∈ f ∈F f −1 (P). Then
The map q f : A → F, x → f (σ(x)ax) is a quadratic form over F, so there is an orthogonal basis {e 1 , . . . , e m } of A for q f . Therefore,
Since f (σ(e i )ae i ) ∈ P by choice of a, we obtain that ( f ⊗id)[(σ⊗id)(z)(a⊗1)z] ∈ Q, proving the result. Proposition 5.8. Let (L, Q) be an ordered field extension of (F, P) and let P be a positive cone on (A, σ) over P. Then P ⊗ 1 :
Proof. It suffices to show that C Q (P ⊗ 1) is a positive cone on (A ⊗ F L, σ ⊗ id) over Q, i.e. that it is proper. This is equivalent to showing that it is pointed as a convex cone, and for this it suffices to show that C Q ({a 1 ⊗ 1, . . . , a r ⊗ 1}) is pointed, for every a 1 , . . . , a r ∈ P and r ∈ N.
Since P is a positive cone over P, we know that C := C P ({a 1 , . . . , a r }) is pointed, therefore by Corollary 5.3 and Lemma 5.4, C * is full-dimensional. It follows that C * Q , the convex cone generated by {b ⊗ 1 | b ∈ C * } over Q is fulldimensional in A ⊗ F L, and thus, by Lemma 5.4 , that its dual (C * Q ) * is pointed. Claim:
* contains a i ⊗ 1 for i = 1, . . . , r; by a 1 ⊗ 1, . . . , a r ⊗ 1.
Proof of the claim: We first observe that
(1) By definition of C * we have, for every b ∈ C * , b; a i ∈ P, i.e. α :
* . (2) By Lemma 5.6 we know that C is a finitely generated convex cone over P, so by Corollary 5.3, (C * ) * = C, i.e.
where f b (x) := b; x . By Lemma 5.7 it follows that
* is a convex cone over Q, so is closed under sum and multiplication by elements of Q. Using the second item in the claim, it follows at once that it contains C Q ({a 1 ⊗ 1, . . . , a r ⊗ 1}). This finishes the proof of the Claim.
It follows from (3) that C Q ({a 1 ⊗ 1, . . . , a r ⊗ 1}) is pointed, which proves the result.
Existence of positive involutions
The notion of positive involution seems to go back to Albert, see for instance [1] , and Weil [19] and plays a central role in the paper [17] by Procesi and Schacher.
Denote the reduced trace of A by Trd A and let P ∈ X F . Recall from [17, Definition 1.1] that the involution σ is called positive at P whenever the form A × A → K, (x, y) → Trd A (σ(x)y) is positive semidefinite at P. For more details we refer to [4, Section 4] .
In this section we will show that for any given P ∈ X F there exists an involution on A that is positive at P, cf. Theorem 6.8.
Let P ∈ X F . If σ is an involution of the first kind, Z(A) = F and A ⊗ F F P is isomorphic to a matrix algebra over F P or (−1, −1) F P . If σ is of the second kind, Z(A) is a quadratic extension of F and A ⊗ F F P is isomorphic to a matrix algebra over F P ( √ −1), F P × F P or (−1, −1) F P × (−1, −1) F P , where the last two cases occur whenever Z(A) ⊗ F F P F P × F P , in which case A ⊗ F F P is semisimple. Hence there exists a unique integer n P such that
where
In light of this discussion we define the following subsets of X F :
Note that the value of n P is constant on each of these sets, since it only depends on dim F P D P by (6.1).
Lemma 6.1. Each of the five sets in (6.3) is a clopen subset of X F .
Proof. Since X F is the disjoint union of these five sets, it suffices to show that they are all open. We only do this for X rcf , the other cases are similar. Let P ∈ X rcf . Then there is a finite field extension L of F such that L ⊆ F P and A ⊗ F L M n P (L). Since an ordering Q ∈ X F extends to L if and only if sign Q (Tr * L/F 1 ) > 0 (see [18, Chapter 3, Theorem 4.4]), the set U := {Q ∈ X F | Q extends to L} is clopen in X F and contains P. Then for Q ∈ U we have L ⊆ F Q and thus
Remark 6.2. The algebra D P carries an involution ϑ P of the same kind as σ, and σ ⊗ id F P is adjoint to an ε P -hermitian form over (D P , ϑ P ) with ε P ∈ {−1, 1}. Note that σ and ϑ P have the same type if ε P = 1. Recall from [2, Section 3.2] that P ∈ Nil[A, σ] if we can choose ε P and ϑ P such that ε P = −1 and
and that P ∈ X F = X F \ Nil[A, σ] if we can choose ε P and ϑ P such that ε P = 1 and
Here denotes conjugation or quaternion conjugation and denotes the exchange involution.
Note that the list in [2, Section 3.2] is missing the double quaternion case, an omission corrected in [3, Section 2].
Positive cones in the almost split case
For convenience we record the following trivial fact: Fact 6.3. Let B = diag(b 1 , . . . , b n ) be a diagonal matrix in M n (F).
(1) Let π ∈ S n and let P π be the associated permutation matrix. Then
(2) Let i, j ∈ {1, . . . , n}. Then there is E ∈ M n (F) such that EBE t is the matrix with zeroes everywhere, except for b i at coordinates ( j, j).
Lemma 6.4. Let P ∈ X F and let S ∈ M n (F) be a diagonal matrix with at least two nonzero entries of different sign with respect to P. Letε
Proof. Without loss of generality (by Fact 6.3(1)) we may reorder the elements in ε such that its non-zero entries are ε 1 , . . . , ε k . For i = 1, . . . , k, by Fact 6.3(2) there are matrices E 1 , . . . , E k such that S i := E i S E t i has zeroes everywhere, except for an element of sign ε i at coordinates (i, i). Now take
The next result is a step towards the proof of Proposition 6.7 and shows that our definition of positive cone corresponds to positive semidefinite matrices (or negative semidefinite matrices) in all cases that are relevant.
Proposition 6.5. Let P ∈ X F . Let P be a positive cone on
, it is the matrix of some hermitian form over (D, ϑ), so there is G ∈ GL ℓ (D) such that ϑ(G) t CG is diagonal, and since P is a positive cone, this new matrix is also in P. Therefore, we can assume that C is diagonal, and thus has diagonal coefficients in F. Suppose for the sake of contradiction that C has two non-zero diagonal elements of different signs with respect to P. By Lemma 6.4, there are u, v ∈ P \ {0} such that the matrices diag(u, 0, . . . , 0) and diag(−v, 0, . . . , 0) belong to P. Since P is closed under products by elements of P, it follows that the matrices diag(1, 0, . . . , 0) and diag(−1, 0, . . . , 0) are both in P, contradicting that P is proper.
Assume now that we have two matrices B and C in P such that ϑ(G) t BG ∈ Diag(P) and ϑ(H) t CH ∈ Diag(−P) for some G, H ∈ GL ℓ (D). By the properties of P and Fact 6.3(1), we may assume that B and C are diagonal with non-zero first diagonal element. As above, it follows that there are u, v ∈ P \ {0} such that the matrices diag(u, 0, . . . , 0) and diag(−v, 0, . . . , 0) both belong to P, and thus that diag (1, 0, . . . , 0) and diag(−1, 0, . . . , 0) belong to P, contradiction.
Positive cones and positive involutions
Proposition 6.6. Let P ∈ X F . The following statements are equivalent:
(1) There is a positive cone on (A, σ) over P;
Proof. Proposition 6.7. Let P ∈ X F and let P be a positive cone on (A, σ) over P. Then there exists ε ∈ {−1, 1} such that
In particular, m P (A, σ) = n P for every P ∈ X F .
Proof. Observe that P ∈ X F by Proposition 6.6. By Proposition 5.8 there exists a positive cone Q on (A ⊗ F F P , σ ⊗ id) such that P ⊗ 1 ⊆ Q. Recall from (6.1) that there is an isomorphism f P : A ⊗ F F P → M n P (D P ). We now apply part of diagram (2.1) to (A ⊗ F F P , σ ⊗ id), adjusting the diagram mutatis mutandis:
Since Q is a positive cone on (A ⊗ F F P , σ ⊗ id), we may assume that ε P = 1 by Corollary 3.6, i.e. that ϑ t P (Φ P ) = Φ P . Thus the positive cone Q is transported to the positive cone Φ −1 P f P (Q) by Proposition 4.3. Since P ∈ X F , (D P , ϑ P ) is in the list (6.4). Thus, by Proposition 6.5, there exists ε ′ ∈ {−1, 1} such that ε ′ Φ −1 P f P (Q) only contains positive semidefinite matrices with respect to the ordering on F P .
In particular, every invertible element in Φ −1 P f P (Q) will have Sylvester signature ε ′ n P . Let a ∈ P be invertible (cf. Lemma 3.4). Then there exists δ ∈ {−1, 1}, depending only on η, such that
where the final equality follows from the fact that Φ −1
Finally, if P ∈ X F , there exists a positive cone on (A, σ) over P by Proposition 6.6 and thus, by the argument above, there is at least one element with signature n P .
The following result solves the question of the existence of positive involutions at a given ordering, a problem that seems not to have been treated as yet despite the appearance of positive involutions in the literature.
Theorem 6.8. Let P ∈ X F . The following statements are equivalent:
(1) There is an involution τ on A which is positive at P and of the same type as σ; 
Maximal positive cones
The following result is a reformulation of Proposition 6.7 for F-division algebras (D, ϑ) with involution of any kind and completely describes their maximal positive cones. 
, and we may assume that
, it is now easy to represent ϑ(G) t BG, and thus B, as an element of If Y ⊆ X F , then we say that u is η-maximal on Y if u is η-maximal at P for all P ∈ Y.
Observe that if u is invertible, u ns σ = u σ and thus u is η-maximal at P if and only if sign 
σ is maximal among all forms of rank k ⇔ u is η-maximal at P. Theorem 7.5. Let η be a tuple of reference forms for (A, σ) and let P be a positive cone on (A, σ) over P ∈ X F . Then
Proof. We only prove the second part of the theorem, since the first part follows from it. We start with the description of X (A,σ) . Let P be a maximal positive cone on (A, σ) over P. By Proposition 7.1, there are exactly two maximal positive cones in (D, ϑ) over P. Therefore, by Theorem 4.1, there are exactly two maximal positive cones in (A, σ) over P, necessarily P and −P. Thus we only need to show that
and using the scaling from Proposition 4.3, it suffices to show that
(D, ϑ)) by Lemma 7.2, which in turn is maximal by Proposition 7.1 and Proposition 4.9.
Finally, for P ∈ X (A,σ) , we show that P ∩ A × = εM η P (A, σ) \ {0} for some ε ∈ {−1, 1}. Only the left to right inclusion is not obvious. Let u ∈ P ∩ A × .
An immediate consequence of this theorem is the following result, corresponding to the classical bijection between orderings on F and signatures of quadratic forms with coefficients in F:
is a bijection (where ε ∈ {−1, 1} and P ∈ X F ).
As another consequence of Theorem 7.5, we can now clarify the hypothesis used in Proposition 3.7(1): Corollary 7.7. Let P ∈ X F . The following statements are equivalent:
(1) σ is positive at P;
(3) there exists a positive cone P on (A, σ) over P such that 1 ∈ P.
Proof. The first two statements are equivalent by [4, Corollary 4.6] and the last two statements are equivalent by Theorem 7.5.
Formally real algebras with involution
Lemma 7.8. The following statements are equivalent: (1) (A, σ) is formally real; (2) There is a ∈ Sym(A, σ)
× and P ∈ X F such that C P (a) ∩ −C P (a) = {0};
is clear, so we prove the equivalence of (1) and (3). By definition (A, σ) is formally real if and only if X (A,σ) ∅, which is equivalent to X F ∅, by Proposition 6.6.
(1) ⇒ (3): Let P ∈ X F , and let d ∈ Sym(D, ϑ) × such that sign
Since D is a division ring, we have σ(x 1 )dx 1 0 and thus k 2.
× . We obtain a contradiction by taking signatures on both sides, since d has maximal signature.
Therefore there is d ∈ Sym(D, ϑ)
× such that d ϑ is strongly anisotropic, and the result follows by Lemma 7.8 and diagram (2.1).
(3) ⇒ (1): Assume that (A, σ) is not formally real. Then X F = ∅ and by Pfister's local-global principle [12, Theorem 4.1], every hermitian form over (A, σ) is weakly hyperbolic, and in particular weakly isotropic, a contradiction. Remark 7.10. In Theorem 7.9, the element a in statement (2) obviously belongs to a positive cone on (A, σ). However, the element b from statement (3) may not belong to any positive cone, as the following example shows. Let (A, σ) = (M n (F), t) and let b ∈ Sym(M n (F), t)
× be such that b t is strongly anisotropic. Let q be the quadratic form over F with Gram matrix b. Assume that b belongs to some maximal positive cone P over P ∈ X F . Thus P = εC P (M η P (M n (F), t)) for some ε ∈ {−1, 1}, and sign
By definition of sign η P there exists δ ∈ {−1, 1} such that sign P q = sign η P b t = δn, i.e. q is definite at P. If this can be done for every b ∈ Sym(A, σ) × , i.e. for every nonsingular quadratic form over F, we obtain that every strongly anisotropic nonsingular quadratic form over F is definite, i.e. that F is a SAP field (cf. [7] and [15] ), but not every formally real field is SAP.
Note that the equivalence (1) ⇔ (3) in Theorem 7.9 is the positive cone analogue of the classical Artin-Schreier theorem for fields, stating that F is formally real if and only if 0 is not a nontrivial sum of squares. This analogy can be completed by the following result, again reminiscent of the field case: 
Intersections of maximal positive cones
In [4] we proved a general sums-of-hermitian squares version of one of the main results in the paper [17] by Procesi and Schacher, namely a noncommutative analogue of Artin's solution to Hilbert's 17th problem: 
Our proof uses signatures of hermitian forms and is in essence the same as the one in the field case based on Pfister's local-global principle and is straightforward when A is an F-division algebra. 
(2) ⇒ (1): Let P ∈ Y. By hypothesis a ∈ C P (M η P (A, σ)) and by (2) we have u ∈ C P (M η P (A, σ)), i.e. u is η-maximal at P by Lemma 7.4. We can now reformulate Theorem 7.12 in terms of intersections of positive cones. Observe that the element a in the next theorem plays the role of the element 1 in the field case. × be such that, for every P ∈ X (A,σ) with P F ∈ Y, a ∈ P ∪ −P. Then
if and only if for every Q ∈ X (A,σ) such that Q F ∈ Y, (u ∈ Q ⇔ a ∈ Q). Indeed, assume that (7.1) holds and let Q ∈ X (A,σ) be such that Q F ∈ Y. If u ∈ Q but a Q, then a ∈ −Q and thus u ∈ −Q, contradicting that Q is proper. If a ∈ Q then u ∈ Q by choice of u. The converse is immediate. Using this observation and Lemma 7.13, we obtain that u ∈ {P ∈ X (A,σ) | P F ∈ Y and a ∈ P} if and only if u is η-maximal on Y, and the result follows by Theorem 7.12.
Under stronger conditions, we obtain the following characterization of sums of hermitian squares in (A, σ), which reduces to Artin's theorem in the case of fields:
Corollary 7.15. Assume that for every P ∈ X (A,σ) , 1 ∈ P ∪ −P. Then 
Observe that if B(T ) contains ∅ and X, this subbasis can be replaced by the subbasis
which is actually a basis of T patch if B(T ) is in addition closed under finite unions and finite intersections. We define, for a 1 , . . . , a k ∈ Sym(A, σ),
We denote by T σ the topology on X (A,σ) generated by the sets H σ (a 1 , . . . , a k ), for a 1 , . . . , a k ∈ Sym(A, σ), and by T × σ the topology on X (A,σ) generated by the sets H σ (a 1 , . . . , a k ), for a 1 , . . . , a k ∈ Sym(A, σ)
× . We also denote the usual Harrison topology on X F or X F by T H .
One of the main objectives of this section is to show that T σ is a spectral topology. Spectral topologies were introduced by Hochster [8] in order to completely describe the topology on Spec(A) for any commutative ring A. We also refer to Marshall's book [14, Section 6.3] .
We first show that the topologies T σ and T × σ are equal. Lemma 8.1. (
. Then, using (P2) and (P3), we obtain
Therefore,
and the result follows. × , whichever is more convenient for the problem at hand.
Proof. Since the five clopen sets defined in (6.3) cover X F , it suffices to show that the map P → m P (A, σ) is continuous on each of them. Let U be one of these clopen sets. We know from Proposition 6.7 that m P (A, σ) = n P , and from the observation after (6.3) that the value of n P is constant on U. The map is then constant on U and therefore continuous.
Lemma 8.4. The map
is open.
Proof. Let a ∈ Sym(A, σ)
× . Then, using Theorem 7.5,
which is open since P → m P (A, σ) is continuous by Lemma 8.3 and since P → sign η P a σ is also continuous.
Comparing topologies on X F and X (A,σ)
By Theorem 7.5 we know that there are exactly two maximal positive cones over a given P ∈ X F , say P and −P. If we have a way to make a choice between P and −P, i.e. a map ξ : X F → X (A,σ) such that ξ(P) is a maximal positive cone over P, we will be able to compare the Harrison topology T H on X F and the topology T σ on Im ξ. (1) ξ(P) is a maximal positive cone over P for every P ∈ X F ; (2) ξ −1 (H σ (a)) is clopen in T H for every a ∈ Sym(A, σ) × (equivalently, for every a ∈ Sym(A, σ), cf. Proposition 8.2).
Note in particular that such a map ξ is continuous from T H to T σ . Before proceeding further, we give two explicit examples of choice maps for X (A,σ) .
A choice map obtained from Theorem 7.5
One way to make a choice between P and −P is to use their description in terms of signatures by defining
}, which is clopen since the map X F → Z, P → m P (A, σ) is continuous by Lemma 8.3 and the signature map is also continuous. 
Let P ∈ X F . By Theorem 7.5 there is a P ∈ Sym(A, σ) × such that sign η P a P σ = m P (A, σ), i.e. P ∈ H max (a P ). Therefore X F = a∈Sym(A,σ) × H max (a) and by compactness of X F we get X F = H max (a 1 ) ∪ · · · ∪ H max (a r ) for some a 1 , . . . , a r ∈ Sym(A, σ)
× . It follows from Theorem 7.5 that
Another way to define a map ξ is to use the tuple of reference elementsā = (a 1 , . . . , a k ) from Lemma 8.7: For P ∈ X F we define i P to be the least integer k such that one of the two maximal positive cones over P belongs to H σ (a k ). The choice between these two can now be expressed in terms of a map ξā : X F → X (A,σ) by defining ξā(P) to be the unique maximal positive cone over P containing a i P .
Lemma 8.8. The map i
Proof. We show by induction on r that i −1 ({r}) is clopen in X F for every r ∈ {1, . . . , k}: the set
is clopen since the signature map is continuous, as well as the map P → m P (A, σ).
is clopen since it is the difference of two clopen sets, etc.
Proof. The set ξ
is the set of all P in X F that satisfy the following conditions (i P = 1 and sign
which define a clopen set since the map P → i P is continuous by Lemma 8.8.
Comparing topologies using choice maps
Let ξ : X F → X (A,σ) be a choice map for X (A,σ) . We denote the image of ξ by X ξ (A,σ) . Using X ξ (A,σ) instead of X (A,σ) simply means that over each P ∈ X F , if P denotes one of the two maximal positive cones over P, we have made a choice between P and −P, namely ξ(P).
This map ξ allows us to compare the Harrison topology T H on X F (or more precisely ξ(T H ) on X ξ (A,σ) ) and the topology induced by T σ on X ξ (A,σ) , which we will denote by T ξ σ . We define, for a 1 , . . . , a k ∈ Sym(A, σ),
and note that these sets form a basis of T ξ σ , as do the sets H ξ σ (a 1 , . . . , a k ) with a 1 , . . . , a k ∈ Sym(A, σ)
× .
Lemma 8.10. We first show that (T ξ σ ) patch is Hausdorff: Let P Q ∈ X ξ (A,σ) . Then there exists an element a ∈ P \ Q (since both P and Q are maximal), so P ∈ H • It only remains to show that the clopen sets in (T Proof. Let ϕ 0 be a nonsingular diagonal hermitian form over (A, σ) such that sign η P ϕ 0 0 for every P ∈ X F , cf. [3, Proposition 3.2 and the remark following it]. Let k 1 , . . . , k s be the different values that sign η P ϕ 0 takes when P varies in X F , and let U i be the clopen set (in the Harrison topology) {P ∈ X F | sign η P ϕ 0 = k i } for i = 1, . . . , s. The result is obtained by induction on s, using the following fact.
The equality of the first three topologies follows from (8.1), (8.2) and (8.3) .
Finally, we show that T 1 is equal to T H . Let a ∈ Sym(A, σ) × and k ∈ N. Then (sign η a σ ) −1 (k) ∈ T H since the maps sign η a are continuous for the Harrison topology. Therefore T 1 ⊆ T H . Consider now a set H(α) for some α ∈ F × . Let h 0 be the hermitian form from Lemma 8.13, and let q 0 be a diagonal quadratic form over F such that sign q 0 is equal to 0 on H(α) and 2 r on X F \ H(α). Let q 0 ⊗ h 0 = a 1 , . . . , a t σ (which is diagonal since both q 0 and h 0 are). Then there is s 0 ∈ N such that sign η (q 0 ⊗ h 0 ) is equal to 0 on H(α) and s 0 on X F \ H(α). Let M ∈ N be such that −M sign We finish this paper with the following observation. 
Spectral topology on
