known as the Tricomi equation, is a classical example of a partial differential equation of mixed type. The equation is elliptic in the half-plane y > 0, parabolic along the x-axis, and hyperbolic in the half-plane y < 0.
Our aim is to determine fundamental solutions for the Tricomi equation (1.1) with pole at a variable point (a, 0) on the x-axis. These are solutions of the equation In this paper, we prove the following results. As far as we know, these two theorems are nowhere found in the extensive literature about the Tricomi operator. They show that, at the origin, as well as at any point along the x-axis, we have two distinct and remarkable fundamental solutions for the Tricomi operator. The first, denoted by F + , is the unique fundamental solution with support in D + and the second, denoted by F − , is the unique fundamental solution with support in D − . The fundamental solution F + is clearly influenced by the elliptic part of the operator while F − is influenced by the hyperbolic part.
As it is well known, any linear combination αF + + βF − , where α and β are constants such that α +β = 1, is still a fundamental solution of the Tricomi operator. This observation renders precise the statements by both S. Agmon [1, p. 55] and L. Bers [3, p. 87] and is relative to fundamental solutions of the Tricomi equation with pole at a point (a, 0).
It can be shown that the fundamental solution F + is a limit of fundamental solutions with poles at (0, b) on the positive y-axis, as b → +0. Similarly, F − is a limit of fundamental solutions with poles at (0, b) on the negative y-axis, as b → −0. These facts, which are not discussed in this paper, will be treated in a forthcoming publication.
The 
where p is an odd integer. Existence and properties of fundamental solutions for the Tricomi operator have been studied by several authors. Among others, they include P. Germain [6] and P. Germain and R. Bader [7] , [8] , in their work on the Tricomi and Frankl problems; J. Leray [10] , [11] in his papers on the Cauchy problem; and A. Weinstein [16] in his study on generalized potential theory. The bibliography at the end of this paper is sketchy and refers only to the topics here discussed. An excellent bibliographic source about the Tricomi equation and its applications can be found in the excellent monograph on the mathematical aspects of gas dynamics by L. Bers [3] .
Fundamental solutions are used to form integral equations to determine a Green function and thereby determine existence theorems. In the case of the Tricomi boundary value problem, since a fundamental solution was not available, other methods were used. Matching the conditions on the parabolic line drawn from the elliptic and hyperbolic sides was used by Gellerstedt [5] and Agmon [1] , and by Osher [13] for the Lawrentiev-Bitsadze case. The method of projection in Hilbert spaces with weighted norms was used for the Tricomi and Frankl problems by Friedrichs [4] and Morawetz [12] for both existence and uniqueness. All theorems to date have unnatural restrictions on the boundary, and we hope that the fundamental solutions found in this paper can be used to remove these restrictions. Perhaps they can also be used in the context of Payne's recent results [14] on the Tricomi equation.
Preliminaries.
In the hyperbolic region (y < 0), the characteristic equation for the Tricomi operator in (1.1) is y dy 2 + dx 2 = 0, whose solution gives us the two families of characteristic curves:
If we introduce the characteristic coordinates
then we can write the Tricomi equation in normal form:
We observe that m = 9x 2 + 4y 3 , and this is the expression that appears in the statement of both Theorems 1.1 and 1.2. As we see, the fundamental solutions F + and F − have algebraic singularities along the characteristics.
For a moment, we place ourselves in R n and consider an n-
When no confusion is possible, we use the notation d t x = t ·x to represent a d-dilation. The numbers d j are called dilation weights.
This means that, under the change of variables r = t 3 x, s = t 2 y, we have
Solutions of the Tricomi equation that are (3, 2)-homogeneous are of special interest in many applications. They can always be represented as follows:
where k is, in general, an arbitrary complex number. Clearly, k (x, y) is (3, 2)-homogeneous of degree 6k.
By applying the Tricomi operator to k , the end result is a (3, 2)-homogeneous function of degree 6k − 4. On the other hand, δ(x, y) in R 2 is (3, 2)-homogeneous of degree −5. Thus, in looking for a fundamental solution, we must choose k so that 6k − 4 = −5; that is, k = −1/6.
Substitution of k for u into equation (1.1) shows, after routine calculations, that F (ξ) is a solution of the second-order differential equation
which is a particular case of
where a = −k, b = −k + 1/2, and c = 5/6 − 2k. Equation (2.3), where a, b, and c are arbitrary complex numbers and ζ = ξ + iη is a complex variable, is called a hypergeometric equation.
In the case that interests us, k = −1/6, a = 1/6, b = 2/3, c = 7/6, and so equation (2.2) becomes
In the next section, we describe several properties of solutions of equation (2.3) and, in particular, solutions of equations (2.2) and (2.4).
On some properties of hypergeometric functions. The power series
where
and we assume that c = 0, −1, −2, . . . , is called a hypergeometric series.
It is clear from the expression (3.1) that if either a or b is a negative integer, then the series terminates. Also if c is a negative integer, the series (3.1) is meaningless because all terms after the (1 − c)th have zero as a denominator. In this case, it is possible to redefine (see [2] ) the series (3.1) so that it is still a solution of equation (2.3). We exclude all such possibilities from our consideration because, in the cases that interest us, a, b, and c are never negative integers.
The series (3.1), which is absolutely convergent when |ζ | < 1, is a solution of (2.3), regular at ζ = 0 (see [17] ). Moreover, ζ = 1 is a branch point of F (a,b,c; ζ ) and, if a cut is made from 1 to +∞ along the real axis, this function can be continued analytically and defines an analytic function throughout the cut plane. The analytic continuation of the series (3.1) is still denoted by F (a,b,c; ζ ) .
The following analytic continuation formulas (see [2] , [17] ) are needed later:
for all ζ such that |arg(−ζ )| < π;
for all ζ such that |arg ζ | < π. If c is not an integer, then
are two linearly independent solutions of equation (2.3). By applying these results to solutions of equation (2.2), we obtain that the (3, 2)-homogeneous solution k of the Tricomi equation (1.1), defined by (2.1), can be written as
where A and B are arbitrary constants. In particular, when k = −1/6, we have In the following sections, we analyze both U and V and show that it is only V that gives us the two fundamental solutions F + and F − described in the introduction.
Fundamental solutions. The function
is infinite of order 1/3 at the origin and infinite of order 1/6 along the characteristics of the Tricomi operator; hence it is locally integrable in R 2 . We recall, as defined in the introduction, that D + = {(x, y) ∈ R 2 : 9x 2 + 4y 3 > 0} and D − = {(x, y) ∈ R 2 : 9x 2 + 4y 3 < 0}. Since 9x 2 + 4y 3 is positive in D + and negative in D − , we define
Our aim is to prove Theorems 1.1 and 1.2. In both proofs, we use a Green formula for the Tricomi operator. It is a matter of verification that, if u and v are smooth functions, then the following relation holds:
Hence we obtain the formula
where R is a bounded domain in R 2 with smooth boundary C.
Proof of Theorem 1.1. It suffices to show that
. Since E + is locally integrable, the second bracket in the previous formula can be written as a double integral; we just have to prove that
, where in the last integral, R is the region shown in Figure  2 below. In that figure, C is the circumference of a disk centered at the origin and containing the support of ϕ; γ is a smooth curve in the upper half-plane to be specified later; B (resp., B ) is an arc along the characteristic = −3 (resp., = 3 ); and A (resp., A ) is an arc along the characteristic m = 3 (resp., m = −3 ).
Next we apply a Green formula to the region R with u = E + (x, y) and v = ϕ(x, y). In order to simplify notation, we set, from now on, E = E + (x, y). Since -E = 0 in R , ϕ vanishes on C , and E is identically zero in the region D − , it follows that the double integral under the limit sign in (4.1) becomes
We must now compute these integrals along the contours γ , A , and B .
The integrals over γ . Let
By virtue of the (3, 2)-homogeneity of E, we choose the curve γ as follows: Figure 2 where δ = (3 ) 1 As → 0, we get
2. The 1-forms yϕ x dy − ϕ y dx and yE x dy − E y dx in characteristic coordinates. Since the curves A , A , B , B are in the region where the Tricomi operator is hyperbolic, it is convenient to use the characteristic coordinates: = 3x + 2(−y) 3/2 , m = 3x − 2(−y) 3/2 . In these variables, we have
, we obtain
Thus,
Now, in the region D + , where the curves A and B are located, we have E = (9x 2 + 4y 3 ) −1/6 = ( m) −1/6 ; thus
where A = 1/2 2/3 . Next, we look at yE x dy − E y dx. In D + , E = ( m) −1/6 , so
Using the above expressions of y, dx, and dy in characteristic coordinates, we obtain
and, therefore,
where B = 1/3 · 2 5/3 .
The integrals along A and B .
We now go back to the expression (4.2) and use formulas (4.5) and (4.6) to rewrite the integrals along A and B , respectively. If we set σ = 3 , then along A , m = σ, dm = 0, and runs from σ to a, where a depends on the radius of C , that is, on the support of ϕ. We have
In a similar way, we write the integral along B , where = −σ, d = 0, and m runs from −a to −σ. We have 
Since B = A/6, we write
Now set = σ µ and obtain
As → 0 (and so σ = 3 → 0), we get 9) in view of the fact that
and that B = 1/3 · 2 5/3 . We now deal with the integral I B . Proceeding in the same manner as with I A , we obtain
and then
after the change of variables m = σ µ. Hence
Going back to (4.2) and taking into account formulas (4.4), (4.9), and (4.10), we obtain
which is (4.1), and the proof of Theorem 1.1 is complete.
We now prove Theorem 1.2, which gives us the fundamental solution for the Tricomi operator with support in the region D − .
Proof of Theorem 1.2.
The proof is similar to that of Theorem 1.1. We apply a Green formula to the case where u = E − (x, y) and v = ϕ ∈ Ꮿ ∞ c (R 2 ). For simplicity of notation, we set, in what follows, E = E − (x, y). Since -E = 0 in R , ϕ = 0 on C , and E is identically zero in the region D + , the analogous version of formula 
In a similar manner, the formula that corresponds to (4.6) is
Along A , m = −3 = −σ, dm = 0, and varies from a to σ. We thus have
(4.14)
Similarly, along B , = 3 = σ, d = 0, m varies from −σ to −a, and we have
Consider first the integral I A . Integrating the coefficient of A by parts in the expression (4.14), we get
Substituting into (4.14) and recalling that B = A/6, we obtain
Replacing by σ µ in the last integral yields
Hence
A similar calculation yields
hence,
Taking into account (4.16) and (4.17) and recalling that B = 1/3 · 2 5/3 , we return to (4.11) to get (4.18) where
A simple calculation shows that
and this completes the proof Theorem 1.2.
Analysis of U (x, y).
We now return to the function U (x, y) defined in (3.6). In order to simplify notation, write , we obtain
The result also follows, in this case, after analyzing the nature of the singularity of
The function U (x, y) defines a distribution in R 2 . Indeed, outside the origin, U (x, y) is locally integrable and Lemma 5.1 guarantees integrability in any neighborhood of the origin. 
Proof. In view of the local integrability of U (x, y), rewrite the left-hand side of (5.2) as follows: 
We consider the first integral in (5.6). Integration by parts gives us
Integration by parts in (5.5) yields at once
and so the second integral in (5.6) can be written as follows:
From (5.6), (5.7), and (5.8), we then get
because U (x, y) is a solution of the Tricomi equation whenever x = 0. Since I (x) is an odd function and, by assumption, φ (0) = 0, we conclude that the first limit on the right-hand side of (5.9) is equal to zero. To compute the second limit, another lemma is needed. Substituting (5.11) into (5.10) yields the desired result.
We can now complete the proof of the theorem. By using Lemma 5.2 and the fact that I (x) is an even function, we rewrite the second limit on the right-hand side of (5.9) as follows: for all ϕ ∈ Ꮿ ∞ c (R 2 ). Since V (x, y) = x −1/3 ξ −1/6 , it follows that BV = αF + + βF − , with α + β = 1.
