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Abstract—Optimal scheduling of hydrogen production in dy-
namic pricing power market can maximize the profit of hydrogen
producer; however, it highly depends on the accurate forecast of
hydrogen consumption. In this paper, we propose a deep leaning
based forecasting approach for predicting hydrogen consumption
of fuel cell vehicles in future taxi industry. The cost of hydrogen
production is minimized by utilizing the proposed forecasting
tool to reduce the hydrogen produced during high cost on-peak
hours and guide hydrogen producer to store sufficient hydrogen
during low cost off-peak hours.
Index Terms—dynamic pricing power market, fuel cell vehicle,
deep learning, hydrogen consumption forecasting.
I. INTRODUCTION
FUEL Cell Vehicle (FCV) powered by hydrogen is apromising transportation alternative in the future due to
the great advantages of being extremely clean [1], highly
efficient and scalable [2]. Hydrogen, one of the most abundant
elements in the earth, is regarded as the cleanest fuel that
has great potential to replace the carbon-based fuels. Con-
sequently, highly-economic production of hydrogen becomes
crucial to the hydrogen economy. At present, most hydrogen is
produced from steam reforming of fossil fuels (steam methane
reforming, SMR), which is a mature technique due to its
operational reliability and low cost of methane since the shale
gas revolution. However, the fossil fuels are not renewable.
Nevertheless the exhausts (e.g., CO2 and SO2) are threats to
the environment. Therefore it has to be acknowledged that
SMR is neither sustainable nor eco-friendly. Most importantly,
SMR has low cost-scaling factor of a conventional reformer,
so it is a relatively expensive option for distributed or small-
scale applications. Consequently, steam electrolysis is a viable
alternative to SMR in specific applications owing to its very
high cost scaling factors and clean products.
With the breakthrough in electrolyzer technology, effec-
tively producing hydrogen using distributed electrolyzer be-
comes feasible [3]. When electricity energy can steadily power
electrolyzer, FCV based transportation systems can signifi-
cantly reduce impact of human travel to environment.
However, power system generating electricity to electrolyzer
cannot always guarantee stable power supply. When total rated
power of electrical load plugged into the power grid of an area
reaches or exceeds the upper limit of power supply capacity
from utility, power quality metrics such as voltage or frequency
can be seriously affected. This trend can in turn affect the
performance of loads. In order to keep load demand within
the limit of power supply during peak hour when power
deficit is most likely to happen, utilities set high price of
electricity during peak hour and/or forcibly cut the power
supply to some users when power quality metrics further
deviate from expected value. Needless to say, excessively
consuming large amount of electricity power during peak time
can affect both power grid operation and backlash load itself.
Even the reaction from grid cause little damage to device, the
bill can be much larger than that charged to the same amount
of energy during off peak time.
Utilities take dynamic pricing strategy to encourage the
most efficient use of electricity and reduce the cost of electric-
ity. According to the statistical analysis of power system data,
regional power consumption demonstrates a spatiotemporal
characteristic. Based on this feature, one typical approach is to
divide the bill rate into two levels : on-peak bill rate and off-
peak rate [4]. During peak hours, consumption of electricity
power is billed at a high rate, i.e. more than ten cents per
kilowatt-hour due to the reason that the cost of procuring
electricity and managing grid-operation is much higher than
that in any other time of the day [5]. While during the off-peak
hours, the bill rate can be as low as only one cent. With this
invisible hand, utilities are able to encourage a shifting of a
considerable portion of peak time electricity usage to off-peak
hours [6].
Unplanned hydrogen production could lead to very high cost
due to the implementation of dynamic pricing. Therefore, it
is vital important to find an optimal scheduling approach that
can minimize the cost for electricity. Electrical water heaters
have been embedded with night mode, in which boiling hot
water is mainly performed during cheap off-peak time. This
strategy also works for products which can be stored before
selling them. Production of hydrogen happens to fall into this
category.
Currently, hydrogen production is still in a spontaneous
2Table I
CONSOLIDATED EDISON TIME-OF-USE BILL RATE FOR BUSINESS
CUSTOMERS
June 1 to Sept 30 27.61 cents/kWh 1.01 cents/kWh
All other months 13.60 cents/kWh 1.01 cents/kWh
mode. Hydrogen consumption forecasting is neglected due
to lack of forecasting method. This can either give rise to
producing too much hydrogen during high price period or
experiencing hydrogen shortage.
Deep Learning-based approaches have been reported to
achieve state-of-the-art performance for many big data tasks
such as object recognition [7], image classification [8], speech
recognition [9], medical applications [10], [11], etc. Since
power system engineers have started to analyze mass data
sampled from power system operation and gain incisive un-
derstanding of the operation status [12], [13], deep learning
technology is deemed as the one of the key factors for grid
modernization.
In this work, we propose a real-time deep learning-based
approach to estimate the total hydrogen consumption of FCV
taxi in a future urban area. The approach can contribute to the
goal of minimizing cost of hydrogen production by applying
an optimal production scheduling based on accurate and real-
time consumption forecasting.
II. BACKGROUND
We utilize a city model built with the transportation data of
New York City (NYC). These data are shared by NYC Taxi
& Limousine Commission (NYCTLC) [14] and [15] and has
already facilitated many research [16]–[18].
Taxi industry aggressively seeks fuel economy. Due to the
high Miles Per Gallon-equivalent (MPGe) of FCV, it has great
potential that in the near future FCV could be the best option
to undertake the transportation task in most cities of the world.
Besides the convenience of accessing New York Taxi data, the
most important reason of choosing NYC is the sharp difference
(20 times) of electricity prices between peak and off-peak
periods in the time-of-use program of Con-Edison (utility of
NYC). If the hydrogen production is not scheduled wisely, e.g.,
overproduction during peak hours, the average electricity cost
of hydrogen production could be very high, which weakens
the advantage of FCV. If most of the hydrogen sold during
a day is produced in off-peak hour, the profit of hydrogen
refueling station can soar, vice versa.
We use the transportation data from NYCTLC to model the
New York Taxi market and assume all of taxis in the studied
model are FCV. Based on the data, the real time hydrogen
consumption is predicted by using a well-trained deep learning
model, so that during off-peak hours electrolyzer can fill
the tank with hydrogen, while produce minimum required
hydrogen during peak hours.
In each economic optimization period, which is between
TK and Tk+1, the objective is to generate as much hydrogen
as possible and subject to
Hk +GEk −Wk ≤ Hmax, and (1)
Ek ≤ Emax
where Hk is the amount of hydrogen stored at the beginning
of this optimization cycle; G is the conversion rate between
hydrogen production and electric power Ek in each period; we
assume that G is constant for all value of Ek;Wk is the current
forecasting of hydrogen demand; Hmax is the maximum
allowed hydrogen storage; and Emax is the maximum allowed
electricity consumption during each optimization cycle.
Following the strategy of maximizing hydrogen production
during off-peak hours, the maximum electricity consumption
is given by
Ek = min(Emax,
Hmax +Wk −Hk
G
). (2)
During peak hours, the objective is to produce as less
hydrogen as possible while the hydrogen storage should never
be empty with the following constraint
Hk +GEk −Wk ≥ Hmin (3)
where Hmin is the required minimum level of hydrogen
storage and introduced to cater to an large unexpected increase
of hydrogen demand. The minimum amount of electricity
consumption during each optimization period is defined by
Ek = max(0,
Hmin +Wk −Hk
G
). (4)
As shown in Eqs. (2) and (4), the accurate forecasting
of hydrogen consumption plays a critical role in minimizing
hydrogen production cost. In this case, peak hours starts from 7
o’clock and ends at 20 o’clock. The minimum required storage
value is set at 10%. The conversion rate between power and
hydrogen is set as 55 kW/kg. Figure 1 shows the optimal
scheduling of hydrogen production according to the accurate
forecasting of hydrogen consumption. Figure 2 demonstrates
that, under this optimal control, hydrogen storage in tank can
be maintained above the preset minimum value.
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Figure 1. Optimal power consumption of electrolyzer based on accurate
demand forecasting.
In order to provide guidance for economic hydrogen produc-
tion, we initiate a study on applying deep learning to forecast
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Figure 2. Hydrogen storage change in accurate demand forecasting case.
hydrogen consumption of NYC in real-time. In this paper, we
aim at the first stage forecasting: precisely estimate the total
hydrogen consumption of all FCV taxis based on the analysis
on existing taxi driving data.
III. PROPOSED APPROACH
A. Overview
Accurate and real-time forecast of the hydrogen consump-
tion is the key to plan the production and lower the total cost
of electricity consumption. We utilize the NYC yellow taxi
dataset to train a deep learning model to forecast, in every 15
minutes, the pounds of hydrogen will be consumed next hour.
The consumption of hydrogen in the kth optimization period
is given by
Hk =
Dk
mpge
=
v¯k · nk
mpge
(5)
where the unit of Hk is pound, Dk denotes the total driving
distances of all taxis, v¯k is the average traffic speed, nk is the
number of taxis on road, and mpge is a constant and denotes
the average miles a taxi can travel using 1 pound hydrogen.
Let TDk be the total recorded trip distances in kth opti-
mization, and TTk be the corresponding trips hours; and the
average speed is defined by
v¯t =
TDk
TTk
(6)
where nk is not directly given by the data set and we assume
that it has the following linear relation with total number of
trips ntk
nk = f(ntk) = a · ntk + b, (7)
where a and b are estimation by using linear regression.
According to Eqs.(5)-(7), we know exactly how many
pounds of hydrogen are consumed if we have v¯k and nk;
however, in practice, v¯k and nk are not available, and con-
sequently, we cannot simply apply these equations to forecast
the future hydrogen consumption.
In the kth optimization period, two data sequences
(v¯0, v¯1, . . . , v¯k−1) and (n0, n1, . . . , nk−1) of the previous time
steps could be available; and our main idea is to forecast
the hydrogen consumption by training a deep neural network
using the historical sequential data. The flowchart of the newly
proposed approach is shown in Figure 3.
Figure 3. Flowchart of the proposed approach.
B. Data Cleaning and Grouping
We use the monthly reports and daily trips data of the yellow
taxis in New York City from January 2010 to June 2017. The
daily trip data recorded detail information of every trip, e.g.,
date, pick time, drop off time, distance, etc., but large amount
of dirty data. The 1.199 billion trip data records are cleaned
based on the three rules
tripDisi > 0(miles),
1
60
< rideT imei < 3(hours),
and 0 <
tripDisi
rideT imei
≤ 80(miles per hour)
In the three rules, tripDisi and rideT imei are the trip
distance and the ride time of the ith record, respectively.
The cleaning removes 22.8 million dirty records that accounts
for 1.9% of the original data. In the grouping step, all trip
data in a quarter is grouped together to generate one record
which contains the corresponding date, hour (0 - 23), quarter
indicator (1 - 4), sum of trip distances, sum of ride time, total
trip numbers.
C. Hydrogen Consumption Calculation
As shown in Eq. (5), to calculate the quarterly hydrogen
consumption, we should have the average speed, number of
operating taxis of that quarter hour. The average speed could
be calculated easily by using Eq. (6); because the number of
operating taxis are not available, we estimate it indirectly by
using the number of trips and monthly total operating hours
of all taxis from the monthly trip report. Suppose that a taxi
operating at operation period k will run the full corresponding
hour; and we can have the following relation based on Eq. (7)
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Figure 4. Monthly total number of trips and operation hours.
MOHm =
MD∑
d=1
24∑
h=1
nmd,h = a·
MD∑
d=1
24∑
h=1
ntmd,h+MD ·24·b. (8)
To simplify the equation, we set b1 = MD ·24 ·b, therefore,
we have
MOHm = a ·
MD∑
d=1
24∑
h=1
ntmd,h + b1. (9)
where MD is the number of days of the m month and take
integer values from [0, 90], nmd,h and nt
m
d,h are the number of
operating taxis and the number of total trips from h to h+ 1
oclock of the dth day of the mth month. With the values of a
and b1 , the hourly hydrogen demand could be computed by
using Eqs. (5)–(7).
D. Deep Recurrent Neural Network
The above section discussed the approach to calculate the
hydrogen demand by using the average speed and number
of operating taxis at time step k. In this section, we train
a deep learning model to forecast the hydrogen demand at
time step k + 1 by using historical data from time step 1 to
k. Let x1,x2,. . . ,xk be the input time series where xk denotes
the hydrogen demand between time k and k + 1; our task is
to forecast xk based on the observation of x1,x2,. . . ,xk − 1;
for clarity we will utilize y1, y2,. . . ,yk to denote the output
sequence. A recurrent neural network (RNN) is neural network
that models a dynamic system that has an input xk, ouput yk
and hidden state hk. Our preference of RNN for this work is
because 1) RNN is good at model the internal dependence of
data sequence; 2) RNN shares parameter at all time steps and
thus has much less parameters than other neural nets; and 3)
use feedback connections to introduce historical information.
Three are three design patterns of RNNs: 1) having recurrent
connections between hidden node; produces an output at
each time step; 2) only having recurrent connection from
the output at one time step to the hidden nodes at the next
time step; 3) reading entire sequence to produce on output.
In this paper we utilize and implement the second pattern of
RNN and the structure is shown is Figure 5(a). In Figure 5,
W is a weight matrix that defines the parameters of the
hidden-to-hidden connections, U is weight matrix of the input-
to-hidden connections, and V denotes the hidden-to-output
weight matrix. For the hidden unit, we specify the hyperbolic
tangent activation function. We apply the following equations
for each time step k between 1 and τ .
Figure 5. RNN and deep RNN.
hk = tanh(ak), (10)
ak = Whk + Uxk + c1, (11)
yˆk = V hk + c2. (12)
In Eqs.(11) and (12), c1 and c2 are bias vectors for input-
to-hidden and hidden-to-output connections, respectively. The
loss function is defined on the target sequence yk and the
forecasted sequence yˆk:
L(yk, yˆk) =
τ∑
t=1
d(yt, yˆk). (13)
where d defines the cross-entropy between two yk and yˆk.
Eqs.(10)–(13) define a typical shallow RNN; however, many
researchers have demonstrated that a deep, hierarchical RNN
could be much more efficient and generate better results,
which leads to increase the depth of RNN by employing
multiple nonlinear layers between the input and output layers.
In this work, we make the hidden-to-hidden layers deeper
by introducing more intermediate nonlinear hidden layers
between the hidden layer to the output layer because this
structure has the advantage of summarizing the history of
previous input efficiently. The structure of the deep RNN is
shown in Figure 5(b). The parameters W , U , b1, and c are
estimated by using the backpropagation algorithm during the
training step.
5IV. EXPERIMENTAL RESULTS
A. Dataset and Parameters
We utilize the Yellow-Taxi trip dataset of NYC from January
2010 to June 2017. It has 1.199 billion trip records. After the
data preprocessing step, a clean dataset with 262,848 entries
is generated, and each entry contains the month, day, day of
week, the number of trips, the number of cars and average
speed in one period of 15 minutes.
The MPGe is set to 30 miles per pound of hydrogen; the
parameters a and b1 are estimated in section III(c), respectively
0.247 and 2 × 106. The deep RNN has one input layer, one
output layer, and five hidden layers; and each hidden layer has
five hidden units. All the parameters, W , U , V , c1, and c2,
are estimated by using the training sets.
B. Hydrogen Consumption Calculation
The two parameters a and b1 in Eq. (9) are estimated
by using linear regression and the result is demonstrated in
Figure 6. An apparent outlier (in pink circle) exists in Figure 6,
and shows quite low total operating hours of the second month
of 2010. Acceding to the monthly report, this is caused by a
great shrink of the number of average operating yellow taxis
per day (2010.01: 12, 727 taxis, 2010.02: 10, 045 taxis) and
much less average operating days per taxi (2010.01: 29.7 days,
2010.02: 23.1 days). Figure 7 shows the monthly hydrogen
consumption of the yellow taxis calculated by using Eq. (9),
and demonstrated a steady downward trend after 2013. The
emerging travel options, e.g., Uber and Green Taxis (2013),
could be the major driving forces of the trend.
0.8 0.9 1 1.1 1.2 1.3 1.4 1.5 1.6
Number of Trips Per Month 107
3
3.5
4
4.5
5
5.5
6
To
ta
l O
pe
ra
tin
g 
Ho
ur
s 
Pe
r M
on
th
106
Operating Hours vs. Number of Trips
Fitting Result(a = 0.247, b1 = 2.001e+6)
Figure 6. Linear regression result.
C. Hydrogen Consumption Forecasting
To evaluate the performance of the proposed approach, we
randomly divide the dataset into training (70%), validation
(15%) and test (15%) sets; the training and validation sets
are applied to learn the best parameters of the deep nets;
and the training process lasts 8.5 hours with 271 iterations.
In Figure 8, the horizontal axis is the number of iterations,
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Figure 7. Monthly hydrogen demand.
and the vertical axis represents the mean square error (mse)
between the target and the forecasting; the red, green and blue
curves respectively demonstrate the model performances on
the training, validation and test sets. The best performance is
achieved at the 265th iteration.
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Figure 8. Performance evaluation..
V. CONCLUSION
In this work, we focus on reducing the cost of produc-
ing hydrogen by accurately forecasting the hourly hydrogen
consumption of NYCs´ yellow taxis. The proposed approach
follows a two-step strategy: data preprocessing and deep
RNN training and test. The data preprocessing step calculates
the average taxis speed, and estimates the total number of
operating taxis by utilizing linear regressing. In the second
step, a deep RNN is trained to forecast the hourly hydrogen
consumption in the future based on historical data.
The proposed deep RNN-based approach achieve accurate
and real-time forecast due to the following reasons: 1) the
linear regression accurately estimated the relationship between
6the total number of yellow taxis and the number of trip records;
and 2) the seven-layer deep RNN can learn complicated
internal relations among sequential data. In the future, we will
estimate the hydrogen consumption of different locations in
NYC, which could be very useful to plan hydrogen refueling
stations and their corresponding capacities.
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