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Abstract In this paper, a two-dimensional anomalous subdiffusion equation is consid-
ered. Two numerical schemes for solving this equation are presented. Their stability and
convergence are discussed. A new multivariate extrapolation is introduced to improve
the accuracy. Finally, a numerical example is given to demonstrate the effectiveness of
the numerical schemes and confirm the theoretical analysis.
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1 Introduction
In recent years, fractional differential equations have featured prominently in many
applications in physics ([1]-[3], [21], [24]-[27], [32], [34], [35]), chemistry ([18],[28]), and
other fields of science and engineering ([4], [11],[16]). Techniques to handle these equa-
tions have been developed, for example, in ([5]-[10], [14], [15], [20], [22], [23], [29]-[31],
[33]). However, up to now, numerical methods for higher-dimensional fractional par-
tial differential equations are still limited ([12], [17], [36]). In this paper, we consider















+ f(x, y, t), (1)
0 < t ≤ T, 0 < x, y < L,
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2with the initial-boundary conditions
u(x, y, 0) = w(x, y), 0 ≤ x, y ≤ L; (2)
u(0, y, t) = ϕ1(y, t), u(L, y, t) = ϕ2(y, t), 0 ≤ y ≤ L, 0 ≤ t ≤ T ; (3)
u(x, 0, t) = ψ1(x, t), u(x, L, t) = ψ2(x, t), 0 ≤ x ≤ L, 0 ≤ t ≤ T, (4)
where 0 < γ < 1. We assume that the diffusion coefficients satisfy κ1 > 0, κ2 > 0,
and the operator 0D
1−γ
t v(x, y, t) is the Riemann-Liouille fractional derivative of order
1− γ defined by
0D
1−γ










For the descretisation of the Riemann-Liouville fractional derivative, the Gru¨nwald-
Letnikov expansion has been exploited. This allows the use of the Riemann-Liouville
definition during problem formulation, and then the use of the Gru¨nwald-Letnikov
expansion for obtaining the numerical solution [13].
In this paper, we always suppose that u(x, y, t) ∈ U(R3) is the exact solution for
the problem (1)-(4), where















2 Two numerical schemes
We put xj = j∆x, j = 0, 1, . . . ,M1; yl = l∆y, l = 0, 1, . . . ,M2; and tk = k∆t, k =





















Firstly, we present the following numerical schemes for solving the initial-boundary
value problem of the 2D-ASDE (1)-(4):






















k = 1, 2, . . . , N, j = 1, 2, . . . ,M1 − 1, l = 1, 2, . . . ,M2 − 1;
u0j,l = w(xj , yl), j = 0, 1, . . . ,M1, l = 0, 1, . . . ,M2; (6)
uk0,l = ϕ1(yl, tk), u
k
M1,l = ϕ2(yl, tk), l = 0, 1, . . . ,M2, k = 1, 2, . . . , N ; (7)
ukj,0 = ψ1(xj , tk), u
k








, m = 0, 1, . . . , k; fkj,l ≡ f(xj , yl, tk).






















k = 0, 1, . . . , N − 1, j = 1, 2, . . . ,M1 − 1, l = 1, 2, . . . ,M2 − 1;
u0j,l = w(xj , yl), j = 0, 1, . . . ,M1, l = 0, 1, . . . ,M2; (10)
uk0,l = ϕ1(yl, tk), u
k
M1,l = ϕ2(yl, tk), l = 0, 1, . . . ,M2, k = 1, 2, . . . , N ; (11)
ukj,0 = ψ1(xj , tk), u
k
j,M2 = ψ2(xj , tk), j = 0, 1, . . . ,M1, k = 1, 2, . . . , N. (12)
In the scheme (5)-(8) the density u takes the values at the time steps k, (k = 1, 2, · · · , N),
while in the scheme (9)-(12) the density u takes the values at the time steps k+1, (k =
0, 1, · · · , N − 1).
3 Convergence of the numerical schemes
3.1 Convergence of the numerical scheme (5)-(8)






























−f(xj , yl, tk), (13)
k = 1, 2, . . . , N, j = 1, 2, . . . ,M1 − 1, l = 1, 2, . . . ,M2 − 1,






∂2u(xj , yl, tk−m)
∂x2






∂2u(xj , yl, tk−m)
∂y2
+O(∆2y), m = 0, 1, . . . , k. (15)
From [6], we know that
0D
1−γ





λmg(tk −m∆t) +O(∆t). (16)






























































































∂u(xj , yl, tk)
∂t
+O(∆t).
According to the above analysis, we have





k = 1, 2, . . . , N, j = 1, 2, . . . ,M1 − 1, l = 1, 2, . . . ,M2 − 1.
Since k, j, l are finite, there is a positive constant C1 for all k, j, l such that






Ekj,l = u(xj , yl, tk)− u
k
j,l,






1,2, . . . , E
k
1,M2−1
, . . . , EkM1−1,1, E
k
M1−1,2







1,2, . . . , R
k
1,M2−1
, . . . , RkM1−1,1, R
k
M1−1,2
, . . . , RkM1−1,M2−1
]T
.

















j,l +∆tf(xj , yl, tk)
+∆tR
k
j,l, k = 1, 2, . . . , N, j = 1, 2, . . . ,M1 − 1, l = 1, 2, . . . ,M2 − 1,
where µ1 = κ1
∆γt
∆2x
and µ2 = κ2
∆γt
∆2y




















5k = 1, 2, . . . , N, j = 1, 2, . . . ,M1 − 1, l = 1, 2, . . . ,M2 − 1.
For k = 0, 1, . . . , N, we define the following grid functions:
Ek(x, y) =
{
Ekj,l, when (x, y) ∈ I1;




Rkj,l, when (x, y) ∈ I1;




(x, y)| xj− 1
2










(x, y)| (x, y) ∈ I
(x)




























< y ≤ L
}
,
in which, j = 1, 2, . . . ,M1 − 1, l = 1, 2 . . . ,M2 − 1. Then E
k(x, y) and Rk(x, y) can be






































































k = 0, 1, . . . , N.






respectively, where σ1 = 2pil1/L, σ2 = 2pil2/L. Substituting the above expressions into
(18) gives
αk = αk−1 − µ
k∑
m=0
λmαk−m +∆tβk, k = 1, 2, . . . , N, (23)









Lemma 2 The coefficients λm (m = 0, 1, . . .) possess the following properties [15]:








Using Lemma 2, equation (23) can be written as
αk =










, k = 1, 2, . . . , N. (24)
Proposition 1 Let αk (k = 1, 2, . . . , N) be the solution of equation (24). Then there
exists a positive constant C2 such that
|αk| ≤ C2k∆t|β1|, k = 1, 2, . . . , N.
Proof From E0 = 0 and (19), we have
α0 ≡ α0(l1, l2) = 0. (25)
By the convergence of the series on the right-hand side of (20), there is a positive
constant C2 such that
|βk| ≡ |βk(l1, l2)| ≤ C2|β1| ≡ C2|β1(l1, l2)|, k = 1, 2, . . . , N. (26)





Since µ ≥ 0, (26) leads to
|α1| ≤ ∆t|β1| ≤ C2∆t|β1|.
We assume that
|αn| ≤ C2n∆t|β1|, n = 1, 2, . . . , k − 1.



























1+µ (k − 1) +
µ











1+µ (k − 1) +
µ













1+µ (k − 1) +
µ











This completes the proof of Proposition 1 via mathematical induction. ⊓⊔
Theorem 1 Let u(x, y, t) ∈ U(R3) be the exact solution for the problem (1)-(4). Then


















k = 1, 2, . . . , N.
In view of Proposition 1, (19), (20) and (27), we get
‖Ek‖2 ≤ C2k∆t‖R





because k∆t ≤ T. Hence





where C = C1C2TL. ⊓⊔























−f(xj , yl, tk), (28)
k = 0, 1, . . . , N − 1, j = 1, 2, . . . ,M1 − 1, l = 1, 2, . . . ,M2 − 1,






∂u(xj , yl, tk)
∂t
+O(∆t).
8Again from (14)-(16), it can be derived that





k = 0, 1, . . . , N − 1, j = 1, 2, . . . ,M1 − 1, l = 1, 2, . . . ,M2 − 1,





















k = 0, 1, . . . , N − 1, j = 1, 2, . . . ,M1 − 1, l = 1, 2, . . . ,M2 − 1,
where µ1 and µ2 are as defined in Section 3.1.




















k = 0, 1, . . . , N − 1, j = 1, 2, . . . ,M1 − 1, l = 1, 2, . . . ,M2 − 1.
It can be seen that (19), (20), (25) and (26) are still valid for the numerical scheme
(9)-(12).
Similarly, we also assume that Ekj,l and R
k
j,l are of the form (21) and (22), respec-
tively. Substituting (21) and (22) into (30) gives
αk+1 = αk − µ
k∑
m=0
λmαk−m +∆tβk+1, k = 0, 1, . . . , N − 1, (31)
where µ is as defined in Section 3.1.
Using Lemma 2, equation (31) can be rewritten as
αk+1 = (1− µ)αk − µ
k∑
m=1
λmαk−m +∆tβk+1, k = 0, 1, . . . , N − 1. (32)
Proposition 2 Let αk+1(k = 0, 1, . . . , N − 1) be the solutions of equations (32). If
µ1 + µ2 ≤
1
4 , then there is a positive constant C2 such that
|αk+1| ≤ C2k∆t|β1|, k = 0, 1, . . . , N − 1.
Proof When k = 0, from (32) and (25), we have
α1 = ∆tβ1.
By (26) we have
|α1| = ∆t|β1| ≤ C2∆t|β1|.
Suppose that
|αn| ≤ C2n∆t|β1|, n = 1, 2, . . . , k.
9Noting that µ1 + µ2 ≤
1
4 yields 0 ≤ µ ≤ 1, from Lemma 2 and (32), we have






(1− µ)k + µ
k∑
m=1























≤ [(1− µ)k + µk + 1]C2∆t|β1|
= C2(k + 1)∆t|β1|.
This proves Proposition 2 via mathematical induction. ⊓⊔














k = 0, 1, . . . , N − 1.
According to Proposition 2, (19), (20) and (33), we have
‖Ek+1‖2 ≤ C2(k + 1)∆t‖R





k = 0, 1, . . . , N − 1.
As (k + 1)∆t ≤ T, then




y), k = 0, 1, . . . , N − 1,
where C˜ = C2C3TL. This leads to
Theorem 2 Let u(x, y, t) ∈ U(R3) be the exact solution for the problem (1)-(4). If
µ1 + µ2 ≤
1






4 Stability of the numerical schemes
4.1 Stability of the numerical scheme (5)-(8)




















k = 1, 2, . . . , N, j = 1, 2, . . . ,M1 − 1, l = 1, 2, . . . ,M2 − 1,
where µ1 and µ2 are as defined in Section 3.1.













1,2, . . . , ρ
k



























k = 1, 2, . . . , N, j = 1, 2, . . . ,M1 − 1, l = 1, 2, . . . ,M2 − 1.
For k = 0, 1, . . . , N, we define the following grid function:
ρk(x, y) =
{
ρkj,l, when (x, y) ∈ I1;
0, when (x, y) ∈ I2,
where j = 1, 2, . . . ,M1 − 1, l = 1, 2 . . . ,M2 − 1, whereas I1 and I2 are as defined in





i2pi(l1x/L+l2y/L), k = 0, 1, . . . , N,




























k = 0, 1, . . . , N.
We now assume that the solution of equation (35) has the following form:
ρkj,l = ξke
i(σ1j∆x+σ2l∆y),
where σ1 and σ2 are as defined in Section 3.1. Substituting the above expression into
(35) gives
ξk = ξk−1 − µ
k∑
m=0
λmξk−m, k = 1, 2, . . . , N, (37)
where µ = 4(µ1 sin
2 σ1∆x
2 + µ2 sin
2 σ2∆y
2 ) ≥ 0. Using Lemma 2, equation (37) can be
written as
ξk =







λmξk−m, k = 1, 2, . . . , N. (38)
Proposition 3 Let ξk(k = 1, 2, . . . , N) be the solution of equation (38), then
|ξk| ≤ |ξ0|, k = 1, 2, . . . , N.
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Proof For k = 1, from (38), we have
ξ1 =
1 + (1− γ)µ
1 + µ
ξ0.
Noting that 0 < γ < 1 and µ ≥ 0 we get
|ξ1| ≤




|ξn| ≤ |ξ0|, n = 1, 2, . . . , k − 1.










































This completes the proof of Proposition 3 by mathematical induction. ⊓⊔
Using Proposition 3 and (36), it can be concluded that the solution of the roundoff
error equation (35) satisfies
‖ρk‖2 ≤ ‖ρ
0‖2, k = 1, 2, . . . , N.
Then, we have the following result:
Theorem 3 The numerical scheme (5)-(8) is unconditionally stable.
4.2 Stability of the numerical scheme (9)-(12)




















k = 0, 1, . . . , N − 1, j = 1, 2, . . . ,M1 − 1, l = 1, 2, . . . ,M2 − 1.
Similarly, it can be derived that the roundoff error equation of the numerical scheme


















k = 0, 1, . . . , N − 1, j = 1, 2, . . . ,M1 − 1, l = 1, 2, . . . ,M2 − 1.
12
Similar to the derivation in Section 4.1, we now also suppose that the solution of
the roundoff error equation (40) has the form
ρkj,l = ξke
i(σ1j∆x+σ2l∆y),
where σ1 and σ2 are as defined in Section 3.1. Substituting the above expression into
(40), we obtain











= ξk − µ
k∑
m=0
λmξk−m, k = 0, 1, . . . , N − 1, (41)
where µ is as defined in Section 4.1. Applying Lemma 2, equation (41) can be rewritten
as
ξk+1 = (1− µ)ξk − µ
k∑
m=1
λmξk−m, k = 0, 1, . . . , N − 1. (42)
Proposition 4 Let ξk+1(k = 0, 1, . . . , N − 1) be the solutions of equations (42). If
µ1 + µ2 ≤
1
4 , then
|ξk+1| ≤ |ξ0|, k = 0, 1, . . . , N − 1.
Proof When k = 0, from (42), we have
ξ1 = (1− µ)ξ0.
Since µ1 + µ2 ≤
1
4 yields 0 ≤ µ ≤ 1, then
|ξ1| ≤ (1− µ)|ξ0| ≤ |ξ0|.
Suppose that
|ξn| ≤ |ξ0|, n = 1, 2, . . . , k.
From (42) and Lemma 2, we obtain




















≤ (1− µ+ µ)|ξ0|
= |ξ0|.
The proof of Proposition 4 is completed via mathematical induction. ⊓⊔
Similar to the proof of Theorem 3, we also have the following result:
Theorem 4 If µ1 + µ2 ≤
1
4 , then the numerical scheme (9)-(12) is stable.
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5 Solvability of the numerical scheme (5)-(8)
Let
uk = [uk1,1, u
k
1,2, . . . , u
k








k = 0, 1, . . . , N.
Theorem 5 The numerical scheme (5)-(8) is uniquely solvable.
Proof It can be seen that the corresponding homogeneous linear algebraic equations


















k = 1, 2, . . . , N, j = 1, 2, . . . ,M1 − 1, l = 1, 2, . . . ,M2 − 1,
u0j,l = 0, j = 0, 1, . . . ,M1, l = 0, 1, . . . ,M2;
uk0,l = u
0
M1,l = 0, l = 1, 2, . . . ,M2 − 1, k = 1, 2, . . . , N ;
ukj,0 = u
k
j,M2 = 0, j = 1, 2, . . . ,M1 − 1, k = 1, 2, . . . , N.
Similar to the proof of Theorem 3, we also can derive that
‖uk‖2 ≤ ‖u
0‖2, k = 1, 2, . . . , N.
Using u0 = 0, we obtain
uk = 0, k = 1, 2, . . . , N.
⊓⊔
6 The multivariate extrapolation and its application
Theorem 6 Suppose that the error


















t + · · ·+ γn3∆
νn3
t , (43)
where αi, λi(i = 0, 1, · · ·n1); βi, µi(i = 0, 1, · · ·n2); γi, νi(i = 0, 1, · · ·n3) are constants
which are independent of ∆x, ∆y, ∆t, whereas
αi 6= 0, i = 0, 1, · · ·n1; βi 6= 0, i = 0, 1, · · ·n2; γi 6= 0, i = 0, 1, · · ·n3,
0 < λ0 < λ1 < · · · < λn1 ; 0 < µ0 < µ1 < · · · < µn2 ; 0 < ν0 < ν1 < · · · < νn3 .
Then





t ), m = 1, 2, · · · ,min{n1, n2, n3}, (44)
14
where




gm−1(ξ∆x, η∆y, ζ∆t)− ξ
λm−1gm−1(∆x, η∆y, ζ∆t)
+ξλm−1ηµm−1gm−1(∆x, ∆y, ζ∆t)− η
µm−1gm−1(ξ∆x, ∆y, ζ∆t)
+ξλm−1ζνm−1gm−1(∆x, η∆y, ∆t)− ζ
νm−1gm−1(ξ∆x, η∆y, ∆t)
+ηµm−1ζνm−1gm−1(ξ∆x, ∆y, ∆t)− ξ
λm−1ηµm−1ζνm−1
gm−1(∆x, ∆y, ∆t)] /[(1− ξ
λm−1)(1− ηµm−1)(1− ζνm−1)], (46)
m = 1, 2, · · · ,min{n1, n2, n3}.
The parameters ξ, η and ζ are selected so that 1− ξλm−1 , 1− ηµm−1 , 1− ζνm−1 6= 0.
Proof When m = 1, from (43) we have
g∗ − g(ξ∆x, ∆y, ∆t)
= α0ξ
λ0∆λ0x + α1ξ














t + · · ·+ γl∆
νl
t . (47)
By (47)− (43)× ξλ0 we obtain
g∗ −
g(ξ∆x, ∆y, ∆t)− ξ
λ0g(∆x, ∆y, ∆t)
1− ξλ0














Again from (48), we have
g∗ −
g(ξ∆x, η∆y, ∆t)− ξ
λ0g(∆x, η∆y, ∆t)
1− ξλ0
= O(∆λ1x ) + β0η
µ0∆µ0y + β1η






t + · · ·+ γl∆
νl
t , (49)
By (49)− (48)× ηµ0 we obtain
g∗ −
[














t + · · ·+ γl∆
νl
t . (50)
Again from (50), we obtain
g∗ −
[










y ) + γ0ζ
ν0∆ν0t + γ1ζ
ν1∆ν1t + · · ·+ γlζ
νl∆νlt . (51)
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Finally, by (51)− (50)× ηµ0 we obtain
g∗ −
[
g(ξ∆x, η∆y, ζ∆t)− ξ
λ0g(∆x, η∆y, ζ∆t) + ξ
λ0ηµ0g(∆x, ∆y, ζ∆t)
−ηµ0g(ξ∆x, ∆y, ζ∆t) + ξ
λ0ζν0g(∆x, η∆y, ∆t)− ζ
ν0g(ξ∆x, η∆y, ∆t)
+ηµ0ζν0g(ξ∆x, ∆y, ∆t)− ξ
λ0ηµ0ζν0g(∆x, ∆y, ∆t)
]





So, when m = 1, (44) holds. ⊓⊔
The multivariate extrapolation (45)-(46), which is suitable for multi-variables, is
an extension of the traditional Richardson extrapolation, which is only suitable for one
variable.
We notice that the spatial error of the numerical scheme (5)-(8) is of second order,
whereas the temporal error is of first order. Similar to (45)-(46), we can derive a
temporal extrapolation as follows:
gm(∆x, ∆y, ∆t) =




m = 1, 2, · · · , n3,
where g0(∆x, ∆y, ∆t) = g(∆x, ∆y, ∆t), ζ 6= 1.
Applying the extrapolation (52) (ζ = 1/2) to the numerical scheme (5)-(8), we
obtain the following algorithm:








− ukj,l(∆x, ∆y, ∆t), (53)
where ukj,l(∆x, ∆y, ∆t) represents the numerical solution at the point (xj , yl, tk) by the
spatial steps ∆x, ∆y and temporal step ∆t in the numerical scheme (5)-(8), whereas
uj,l,k1 (∆x, ∆y, ∆t) is the numerical solution at the point (xj , yl, tk) in the algorithm
(53).
Again applying the extrapolation (52) (ζ = 1/3) to the numerical scheme (5)-(8),
we obtain also the following algorithm:







− ukj,l(∆x, ∆y, ∆t)
2
, (54)
where ukj,l(∆x, ∆y, ∆t) is as defined in (53), whereas u˜
j,l,k
1 (∆x, ∆y, ∆t) represents the
numerical solution at the point (xj , yl, tk) in the algorithm (54).
7 Numerical results
In order to demonstrate our theoretical analysis, we solve the following initial-boundary

















Γ (2 + γ)
Γ (1 + 2γ)
]
, 0 < t ≤ 1, 0 < x, y < 1, (55)
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Table 1 The maximum error E∞of the numerical scheme (9)-(12)
∆t ∆x = ∆y γ = 0.7 γ = 0.8
1/400 1/4 1.0115× 10−2 7.3628× 10−4
1/4000 1/8 2.4627× 10−4 2.4657× 10−4
Table 2 The maximum error E∞of the numerical scheme (5)-(8)
γ ∆t = ∆2x = ∆
2





0.5 1.9352× 10−3 6.4532× 10−4
0.6 2.8525× 10−3 8.6152× 10−4
0.7 3.7660× 10−3 1.0722× 10−3
0.8 4.7275× 10−3 1.2942× 10−3
0.9 6.0864× 10−3 1.6072× 10−3
Table 3 The maximum error E∞ of the algorithm (53)
γ ∆t = ∆2x = ∆
2





0.5 1.1470× 10−3 2.9328× 10−4
0.6 1.1259× 10−3 2.8887× 10−4
0.7 1.1000× 10−3 2.8467× 10−4
0.8 1.0762× 10−3 2.8019× 10−4
0.9 1.0569× 10−3 2.7870× 10−4
u(x, y, 0) = 0, 0 ≤ x, y ≤ 1; (56)
u(0, y, t) = eyt1+γ , u(1, y, t) = e1+yt1+γ , 0 ≤ y ≤ 1, 0 < t ≤ 1; (57)
u(x, 0, t) = ext1+γ , u(x, 1, t) = e1+xt1+γ , 0 ≤ x ≤ 1, 0 < t ≤ 1. (58)
The exact solution of the problem (55)-(58) is








Table 1 shows the maximum error of the numerical solutions for the problem (55)-(58)
using the numerical scheme (9)-(12) for different ∆t, ∆x = ∆y and γ.
Table 2 shows the maximum error of the numerical solutions for the problem (55)-





Table 3 shows the maximum error of the numerical solutions of the problem (55)-





Table 4 shows the maximum error of the numerical solutions of the problem (55)-





Comparing Table 3 and Table 4 with Table 2, it can be seen that the accuracy of
the numerical results for the algorithms (53) and (54) are improved.
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Table 4 The maximum error E∞ of the algorithm (54)
γ ∆t = ∆2x = ∆
2





0.5 1.1299× 10−3 2.8964× 10−4
0.6 1.1112× 10−3 2.8650× 10−4
0.7 1.0905× 10−3 2.8413× 10−4
0.8 1.0716× 10−3 2.8172× 10−4
0.9 1.0552× 10−3 2.8079× 10−4
8 Conclusions
In this paper, two numerical schemes for solving the 2D-ASDE have been presented.
Their stability, convergence and solvability have been analyzed. A new multivariate
extrapolation and its application have also been introduced. The theoretical analyses
have been verified by some numerical results.
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