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1. Introduction
Fractional calculus is a very old concept dating back to 17th century; it involves fractional integration and differentiation.
In the last few decades, fractional differentiation and fractional integration have found many applications in various fields
of science and engineering. For details, see [1–4]. The existence theory for initial value problems involving fractional
derivatives has received considerable attention during recent decades [5–12]. However, quite recently, the theory of
boundary value problems for fractional differential equations has received attention from many researchers. The attention
drawn to the theory of the existence, multiplicity, and uniqueness of solutions to boundary value problems for fractional-
order differential equations is evident from the increased number of recent publications; see, for example, [13–21] and the
references therein. In [22], Su established sufficient conditions for the existence of solutions for a two-point boundary value
problem for a coupled system of fractional differential equations:
Dαu(t) = f (t, v(t),Dµv(t)), Dβv(t) = g(t, u(t),Dνu(t)), 0 < t < 1,
u(0) = u(1) = v(0) = v(1) = 0,
where 1 < α, β < 2,µ, ν > 0, α− ν ≥ 1, β −µ ≥ 1, f , g : [0, 1] ×R×R→ R are given functions, andD is the standard
Riemann–Liouville fractional derivative. Ahmad and Nieto [23] extended the results of [22] to a three-point boundary value
problem for the following coupled system of fractional differential equations:
Dαu(t) = f (t, v(t),Dpv(t)), Dβv(t) = g(t, u(t),Dqu(t)), 0 < t < 1,
u(0) = 0, u(1) = γ u(η), v(0) = 0, v(1) = γ u(η),
where 1 ≤ α, β < 2, p, q, γ > 0, 0 < η < 1, α − q ≥ 1, β − p ≥ 1, γ ηα−1 < 1, γ ηβ−1 < 1, D is the standard
Riemann-Liouville fractional derivative, and f , g : [0, 1] × R× R→ R are given continuous functions.
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In this note, we establish sufficient conditions for the existence of solutions tomore general higher-order boundary value
problems for a coupled system of fractional differential equations:
Dαx(t) = f (t, y(t),Dµ1y(t),Dµ2y(t), . . . ,Dµn−1y(t)), 0 < t < 1,
Dβy(t) = g(t, x(t),Dν1x(t),Dν2x(t), . . . ,Dνn−1x(t)), 0 < t < 1,
x(0) = 0, Dµix(0) = 0, Dµx(1)−
p−2
j=1
ajDµx(ξj) = x0, 1 ≤ i ≤ n− 2,
y(0) = 0, Dνiy(0) = 0, Dνy(1)−
q−2
j=1
bjDνy(ζj) = y0, 1 ≤ i ≤ n− 2,
(1.1)
where n− 1 < α, β ≤ n, n− l− 1 < α − µl, β − νl < n− l, for l = 1, 2, . . . , n− 2, α − νi ≥ 1, β − µi ≥ 1, α − µ ≥ 1,
β − ν ≥ 1, aj, bj ∈ R, ζj, ξj ∈ (0, 1), x0 ∈ R,∑p−2j=1 ajξα−µ−1j ≠ 1,∑q−2j=1 bjζ β−ν−1j ≠ 1, and f , g : [0, 1] × Rn → R are
given functions. The main features of this note are as follows. We study boundary value problems for a coupled system of
higher-order fractional differential equations. Compared to [22,23], we allow the boundary conditions to be multi-point.
The nonlinear terms and the boundary conditions involve the fractional derivatives of unknown functions. The arguments
are based upon a specially defined Banach space and the Schauder fixed point theorem.
The organization of this paper is as follows. In Section 2,weprovide somenecessary background. In Section 3,we establish
sufficient conditions for the existence of solutions to system (1.1) and provide an example to show the applicability of our
results.
2. Preliminaries
In this section, we present some notation, definitions, and preliminary facts that will be used in our main results.
Definition 2.1 ([3,4]). For a function h : (a,∞) → R, the Riemann–Liouville fractional integral of order α > 0 is defined
by
Iαa h(t) =
1
Γ (α)
∫ t
a
(t − s)α−1h(s)ds,
where a ∈ R and Γ is the gamma function.
Definition 2.2 ([3,4]). The standard Riemann–Liouville fractional derivative of order α > 0 of a function h : (a,∞) → R
is given byDαa h(t) = ( ddt )nIn−αa h(t), where a ∈ R, n = [s] + 1, provided that the right-hand side is pointwise defined on
(a,∞).
For simplicity, when a = 0, we will use the notation Iα and Dα for fractional integral and fractional derivative,
respectively.
Lemma 2.3 ([3]). If α > β > 0, then Dβa Iαa h(t) = Iα−βa h(t). In particular, if m is a positive integer and δ > m, then
dm
dtm (I
δ
ah(t)) = Iδ−ma h(t).
Lemma 2.4 ([3]). For α > 0, the fractional differential equationDαa h(t) = 0 has a general solution
h(t) =
n−
i=1
citα−i, where ci ∈ R, and n− 1 < α ≤ n.
Lemma 2.5 ([3]). Let α > 0. Then IαaD
α
a h(t) = h(t)+
∑n
i=1 citα−i, where ci ∈ R, i = 1, 2, . . . , n and n− 1 < α ≤ n.
Remark 2.6. The Riemann–Liouville fractional derivative of the power functionϕ(t) = tβ isDαϕ(t) = Γ (β+1)
Γ (β−α+1) t
β−α, β >
−1. In particular,Dα−jtα = 0, j = 1, 2, . . . , k, where k is the smallest integer greater than or equal to α.
3. Main results
Lemma 3.1. Let h ∈ C([0, 1]) and n − 1 < α, β ≤ n, with n − l − 1 < α − µl < n − l (l = 1, 2, . . . , n − 2), α − µ ≥ 1,
aj ∈ R and ξj ∈ (0, 1). Then x ∈ C([0, 1]) is a solution of the linear problem
Dαx(t) = h(t), 0 < t < 1,
x(0) = 0, Dµix(0) = 0, Dµx(1)−
p−2
j=1
ajDµx(ξj) = x0, 1 ≤ i ≤ n− 2, (3.1)
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if and only if x is a solution of the integral equation
x(t) = Iαh(t)+

p−2
j=1
ajIα−µh(ξj)− Iα−µh(1)+ x0

Ωα,µtα−1, whereΩα,µ := Γ (α − µ)
Γ (α)

1−
p−2∑
j=1
ajξ
α−µ−1
j
 . (3.2)
Proof. Let x ∈ C([0, 1]) be a solution of boundary value problem (3.1). In view of Lemma 2.5 and the fractional differential
equation in (3.1), we have
x(t) = Iαh(t)+
n−
i=1
citα−i, where ci ∈ R. (3.3)
The boundary condition x(0) = 0 implies that cn = 0. Using Lemma 2.3 and Remark 2.6, Eq. (3.3) reduces to
Dµix(t) = Iα−µi(t)+
n−1
i=1
ci
Γ (α − i+ 1)
Γ (α − i− µi + 1) t
α−i−µi . (3.4)
By the boundary conditionsDµix(0) = 0, i = 1, 2, . . . , n− 2 and Eq. (3.4), we have ci = 0 for i = 2, 3, . . . , n− 1, and the
boundary conditionsDµx(1)−∑p−2j=1 ajDµx(ξj) = x0, 1 ≤ i ≤ n− 2 together with Eq. (3.4) imply that
c1 = Γ (α − µ)
Γ (α)

1−
p−2∑
j=1
ajξ
α−µ−1
j
 p−2
j=1
ajIα−µh(ξj)− Iα−µh(1)+ x0

.
Hence, Eq. (3.3) reduces to
x(t) = Iαh(t)+

p−2
j=1
ajIα−µh(ξj)− Iα−µh(1)+ x0

Ωα,µtα−1. (3.5)
Conversely, let x ∈ C([0, 1]) be a solution of the integral equation (3.2). Using the relationDαIαh(t) = h(t) and Remark 2.6,
from (3.5) we obtain Dαx(t) = h(t). On the other hand, obviously, x(0) = 0. Furthermore, in view of Lemma 2.3 and
Remark 2.6, it follows from (3.2) thatDµix(0) = 0, for i = 1, 2, . . . , n− 2, and
Dµx(1) = Iα−µh(1)+ Γ (α)
Γ (α − µ)

p−2
j=1
ajIα−µh(ξj)− Iα−µh(1)+ x0

Ωα,µ,
p−2
j=1
ajDµx(ξi) =
p−2
j=1
ajIα−µh(ξj)+ Γ (α)Ωα,µ
Γ (α − µ)

p−2
j=1
ajIα−µh(ξj)− Iα−µh(1)+ x0

p−2
j=1
ajξ
α−µ−1
j
= Dµx(1)+ x0.
Therefore, x ∈ C[0, 1] is a solution of boundary value problem (3.1). 
Repeating arguments similar to that of Lemma 3.1, we can prove that the unique solution of the boundary value problem
Dβy(t) = ϕ(t), 0 < t < 1, y(0) = 0, Dνiy(0) = 0, Dνy(1)−∑q−2j=1 bjDνy(ζj) = y0, 1 ≤ i ≤ n− 2, is
y(t) = Iβϕ(t)+

q−2
j=1
bjIβ−νh(ζj)− Iβ−νh(1)+ x0

Ωβ,ν tβ−1, where Ωβ,ν = Γ (β − ν)
Γ (β)

1−
q−2∑
j=1
bjζ
β−ν−1
j
 .
DefineX = {x(t) : x(t) ∈ C(I) andDµix(t) ∈ C(I), i = 1, 2, . . . , n− 1, I := [0, 1]} equipped with the norm
‖x‖X = max
t∈I
|x(t)| +
n−1
i=1
max
t∈I
|Dνix(t)|. (3.6)
By the method in [22], one can show that the space (X, ‖.‖X) is a Banach space. Also, the space defined by Y = {y(t) :
y(t) ∈ C(I) andDµiy(t) ∈ C(I)} endowed with the norm
‖y‖Y = max
t∈I
|y(t)| +
n−1
i=1
max
t∈I
|Dµiy(t)| (3.7)
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is a Banach space. Then clearly the spaceX× Y endowed with the norm
‖(x, y)‖X×Y = max(‖x‖X, ‖y‖Y) (3.8)
is a Banach space. The norm we consider here is similar to that used in [24]. For simplicity, thought this paper, we denote
f (t, y(t),Dµ1y(t),Dµ2y(t), . . . ,Dµn−1y(t)) by f (t, yˆ(t)), and g(t, x(t),Dν1x(t),Dν2x(t), . . . ,Dνn−1x(t)) by g(t, xˆ(t)).
Consider the coupled system of integral equations
x(t) = Iα f (t, yˆ(t))+

p−2
j=1
ajIα−µf (ξj, yˆ(ξj))− Iα−µf (1, yˆ(1))+ x0

Ωα,µtα−1,
y(t) = Iβg(t, xˆ(t))+

q−2
j=1
bjIβ−νg(ζj, xˆ(ζj))− Iβ−νg(1, xˆ(1))+ y0

Ωβ,ν tβ−1.
(3.9)
By Lemma 3.1, (x, y) ∈ X × Y is a solution of boundary value problem (1.1) if and only if it is solution of the system of
integral equations (3.9).
For the forthcoming analysis we impose some growth conditions on the nonlinear functions f and g which allow us to
establish the existence results for system (1.1).
(H1) f , g : I × Rn → R are continuous.
(H2) there exist nonnegative functions φ(t), ψ(t) ∈ L(0, 1) such that
f (t, x1, x2, . . . , xn) ≤ φ(t)+∑ni=1 ci|xi|σi , where ci ≥ 0, 0 < σi < 1, i = 1, 2, . . . , n, and
g(t, x1, x2, . . . , xn) ≤ ψ(t)+∑ni=1 di|xi|δi , where di ≥ 0, 0 < δi < 1, i = 1, 2, . . . , n.
(H3) f (t, x1, x2, . . . , xn) ≤ φ(t)+∑ni=1 ci|xi|σi , where ci ≥ 0, σi > 1, i = 1, 2, . . . , n, and
g(t, x1, x2, . . . , xn) ≤ ψ(t)+∑ni=1 di|xi|δi , where di ≥ 0, δi > 1, i = 1, 2, . . . , n.
For convenience, we introduce the following notation.
K1α,µ = maxt∈I I
α|φ(t)| +
n−1
k=1
max
t∈I
Iα−µk |φ(t)| +

1+
n−1
k=1
|Ωα,µ|Γ (α)
Γ (α − µk)

×

p−2
j=1
ajIα−µ|φ(ξj)| + Iα−µ|φ(1)| + |x0|

,
K1β,ν = maxt∈I I
β |ψ(t)| +
n−1
k=1
max
t∈I
Iβ−νk |ψ(t)| +

1+
n−1
k=1
|Ωβ,ν |Γ (β)
Γ (β − νk)

×

q−2
j=1
ajIβ−ν |ψ(ζj)| + Iβ−ν |ψ(1)| + |y0|

,
K2α,µ =
1
Γ (1+ α) +
n−1
k=1
1
Γ (α − νk + 1) +
|Ωα,µ|
Γ (1+ α − µ)

1+
n−1
k=1
Γ (α)
Γ (α − νk + 1)

p−2
j=1
ajξ
α−µ
j + 1

,
K2β,ν =
1
Γ (1+ β) +
n−1
k=1
1
Γ (β − µk + 1) +
|Ωβ,ν |
Γ (1+ β − ν)

1+
n−1
k=1
Γ (β)
Γ (β − µk + 1)

p−2
j=1
ajξ
β−ν
j + 1

.
We can now prove the following existence result.
Theorem 3.2. Assume that (H1) and (H2) hold. Then the coupled system of boundary value problems (1.1) has a solution.
Proof. Define an operatorA : X× Y→ X× Y byA(x, y)(t) = (S(y)(t), T (x)(t)), where
Sy(t) = Iα f (t, yˆ(t))+

p−2
j=1
ajIα−µf (ξj, yˆ(ξj))− Iα−µf (1, yˆ(1))+ x0

Ωα,µtα−1, (3.10)
T x(t) = Iβg(t, xˆ(t))+

q−2
j=1
bjIβ−νg(ζj, xˆ(ζj))− Iβ−νg(1, xˆ(1))+ y0

Ωβ,ν tβ−1. (3.11)
Since f and g are continuous, it follows that A is continuous. Furthermore, by Lemma 3.1, (x, y) ∈ X × Y is a solution of
boundary value problem (1.1) if and only if x is a fixed point of the operatorA. Choose a constant
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R ≥ max

(n+ 1)K1α,µ, (n+ 1)K1β,ν,

n+ 1
n
ciK2α,µ
 1
1−σi
,

n+ 1
n
ciK2β,ν
 1
1−δi ; i = 1, 2, . . . , n

and define a ballM = {(x, y) : (x, y) ∈ X× Y, ‖(x, y)‖X×Y ≤ R, t ∈ I}. First, we prove thatA : M→ M. For (x, y) ∈ M,
we have
|Sy(t)| =
Iα f (t, yˆ(t))+

p−2
j=1
ajIα−µf (ξj, yˆ(ξj))− Iα−µf (1, yˆ(1))+ x0

Ωα,µtα−1

≤ Iα|φ(t)| + |Ωα,µ|

p−2
j=1
ajIα−µ|φ(ξj)| + Iα−µ|φ(1)| + |x0|

+
n−
i=1
ciRσi
∫ t
0
(t − s)α−1
Γ (α)
ds+ |Ωα,µ|

p−2
j=1
aj
∫ ξj
0
(ξj − s)α−µ−1
Γ (α − µ) ds+
∫ 1
0
(1− s)α−µ−1
Γ (α − µ) ds

≤ Iα|φ(t)| + |Ωα,µ|

p−2
j=1
ajIα−µ|φ(ξj)| + Iα−µ|φ(1)| + |x0|

+
n−
i=1
ciRσi

1
Γ (α + 1) +
|Ωα,µ|
Γ (α − µ+ 1)

p−2
j=1
ajξ
α−µ
j + 1

.
In view of Lemma 2.3, Remark 2.6, and Eq. (3.10), we have the following estimate:
|DνkSy(t)| =
Iα−νk f (t, yˆ(t))+ Ωα,µΓ (α)Γ (α − νk)

p−2
j=1
ajIα−µf (ξj, yˆ(ξj))− Iα−µf (1, yˆ(1))+ x0

tα−νk−1

≤ Iα−νk |φ(t)| + Ωα,µΓ (α)
Γ (α − νk)

p−2
j=1
ajIα−µ|φ(ξj)| + Iα−µ|φ(1)| + |x0|

+
n−
i=1
ciRσi
×
∫ t
0
(t − s)α−νk−1
Γ (α − νk) +
Ωα,µΓ (α)
Γ (α − νk)

p−2
j=1
aj
∫ ξj
0
(ξj − s)α−µ−1
Γ (α − µ) ds+
∫ 1
0
(1− s)α−µ−1
Γ (α − µ) ds

≤ Iα−νk |φ(t)| + Ωα,µΓ (α)
Γ (α − νk)

p−2
j=1
ajIα−µ|φ(ξj)| + Iα−µ|φ(1)| + |x0|

+
n∑
i=1
ciRσi
Γ (α − νk + 1)

1+ Ωα,µΓ (α)
Γ (α − µ+ 1)

p−2
j=1
ajξ
α−µ
j + 1

.
Hence,
‖Sy(t)‖X = max
t∈I
|Sy(t)| +
n−1
k=1
max
t∈I
|DνkSy(t)| ≤ K1α,µ +K2α,µ
n−
i=1
ciRσi ≤ Rn+ 1 +
nR
n+ 1 = R.
Similarly, ‖T x(t)‖X ≤ K1β,ν +K2β,ν
∑n
i=1 diRδi ≤ Rn+1 + nRn+1 = R. Therefore, we conclude that ‖A(x, y)‖X×Y ≤ R, for every
(x, y) ∈M. In view of the continuity of Sx(t),DµiSx(t), T y(t), andDνiT y(t), we haveA :M→M.
Next, we prove that A is a completely continuous operator. For this, set L1 = maxt∈I |f (t, xˆ(t))| and L2 = maxt∈I
|g(t, yˆ(t))|. Choose t1, t2 ∈ I such that t1 < t2. Therefore, for (x, y) ∈M, we have
|Sy(t2)− Sy(t1)| ≤ |Iα f (t2, yˆ(t2))− Iα f (t1, yˆ(t1))|
+

p−2
j=1
ajIα−µ|f (ξj, yˆ(ξj))| + Iα−µ|f (1, yˆ(1))| + |x0|

|Ωα,µ|(tα−12 − tα−11 )
≤ L1
∫ t2
0
(t2 − s)α−1
Γ (α)
ds−
∫ t1
0
(t1 − s)α−1
Γ (α)
ds

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+

p−2
j=1
L1aj
∫ ξj
0
(ξj − s)α−µ−1
Γ (α − µ) ds+ L1
∫ 1
0
(1− s)α−µ−1
Γ (α − µ) ds+ |x0|

|Ωα,µ|(tα−12 − tα−11 )
≤ L1(t
α
2 − tα1 )
Γ (α + 1) +

L1

p−2∑
j=1
ajξ
α−µ
j + 1

(α − µ)Γ (α − µ) + |x0|
 |Ωα,µ|(tα−12 − tα−11 ),
|DνkSy(t2)−DνkSy(t1)| ≤ |Iα−νk f (t2, yˆ(t2))− Iα−νk f (t1, yˆ(t1))| + Γ (α)|Ωα,µ|
Γ (α − νk)
×

p−2
j=1
ajIα−µ|f (ξj, yˆ(ξj))| + Iα−µ|f (1, yˆ(1))| + |x0|

(tα−νi−12 − tα−νi−11 )
≤ L1
∫ t2
0
(t2 − s)α−νk−1
Γ (α − νk) ds−
∫ t1
0
(t1 − s)α−νk−1
Γ (α − νk) ds

+ Γ (α)|Ωα,µ|
Γ (α − νk)

p−2
j=1
aj
∫ ξj
0
(ξj − s)α−µ−1
Γ (α − µ) ds
+
∫ 1
0
(1− s)α−µ−1
Γ (α − µ) ds+ |x0|

(tα−νk−12 − tα−νk−11 )
≤ L1(t
α−νk
2 − tα−νk1 )
(α − νk)Γ (α − νk) +

L1

p−2∑
j=1
ajξ
α−µ
j + 1

(α − µ)Γ (α − µ) + |x0|
 |Ωα,µ|(tα−νi−12 − tα−νi−11 ).
Hence,
‖Sy(t2)− Sy(t1)‖ ≤ L1(t
α
2 − tα1 )
Γ (α + 1) +
n−1
k=1

L1(t
α−νk
2 − tα−νk1 )
(α − µk)Γ (α − µk)

+ |Ωα,µ|

L1

p−2∑
j=1
ajξ
α−µ
j + 1

(α − µ)Γ (α − µ) + |x0|


n−1
k=1
(tα−νk−12 − tα−νk−11 )+ tα−12 − tα−11

.
Repeating arguments similar to those above, it can be proved that
‖T x(t2)− T x(t1)‖ ≤ L2(t
β
2 − tβ1 )
Γ (β + 1) +
n−1
k=1

L2(t
β−µk
2 − tβ−µk1 )
(β − µk)Γ (β − µk)

+ |Ωβ,ν |

L2

q−2∑
j=1
bjζ
β−ν
j + 1

(β − ν)Γ (β − ν) + |y0|


n−1
k=1
(tβ−µk−12 − tβ−µk−11 )+ tβ−12 − tβ−11

.
Since the functions tα−12 − tα−11 , tα−νk2 − tα−νk1 , tα−νk−12 − tα−νk−11 ; tβ−12 − tβ−11 , tβ−µk2 − tβ−µk1 , tβ−µk−12 − tβ−µk−11
(k = 1, 2, . . . , n − 1) are uniformly continuous on I , we conclude that AM is continuous. Also, AM ⊂ M, since AM
is uniformly bounded. By the Arzela–Ascoli theorem,A : M→ M is completely continuous. Hence, by the Schauder fixed
point theorem, the system of boundary value problems (1.1) has a solution inM. 
Theorem 3.3. Assume that (H1) and (H3) hold. Then boundary value problem (1.1) has a solution.
Proof. The proof is similar to that of Theorem 3.2. So it is omitted. 
Example 3.4. Consider the boundary value problems for the system of fractional differential equations
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Dαx(t) = λ1t
υe−π t√
1+ t2 +
λ2 cosπ t√
π + |y| |y|
σ0 + (1+ α)
Γ (α)(1+ |D 135 y(t)|)
4−
k=1

sin kπ t
2k(2k)!

|Dµky(t)|σk , 0 < t < 1,
Dβy(t) = ω1(1+ e
π t)t2
π + tet +
ω2t sinπ t√
π + |x| |x|
δ0 + (1+ β)(1+ 2 cos t)
Γ (β)(1+ |D 52 x(t)|)
4−
k=1

e−kπ t
2k(2k)!

|Dνkx(t)|δk , 0 < t < 1,
x(0) = 0, Dµix(0) = 0, D 52 x(1)−
4−
k=1

k!
2k

D
5
2 x

k
5

= 12π, i = 1, 2, 3,
y(0) = 0, Dνiy(0) = 0, D 72 y(1)−
5−
k=1

2k ln(k)
k!

D
7
2 y

k
6

= eπ , i = 1, 2, 3,
(3.12)
where α = 92 , β = 235 , µ = 52 , ν = 72 , µ1 = 92 , µ2 = 85 , µ3 = 165 , µ4 = 72 , ν1 = 12 , ν2 = 52 , ν3 = 195 , ν4 = 135 , and
υ, λi, ωi ∈ R+ (i = 1, 2). Choose ak = k!2k , bk = 2
k ln(k)
k! , ξk = k5 , ζk = k6 , p = 2, q = 3. Then
p−2
k=1
ajξ
α−µ−1
j =
4−
k=1
k2
25

k!
2k

≠ 1 and
q−2
k=1
bjζ
β−ν−1
j =
5−
k=1

2k ln(k)
k!

k
6
 1
10 ≠ 1.
For
f (t, yˆ) = λ1t
υe−π t√
1+ t2 +
λ2 cosπ t√
π + |y| |y|
σ0 + (1+ α)
Γ (α)(1+ |D 135 y(t)|)
4−
k=1

sin kπ t
2k(2k)!

|Dµky(t)|σk , 0 < t < 1,
we observe that
f (t, yˆ) ≤ φ(t)+ c0|y|σ0 +
4−
k=1
ck|Dµky(t)|σk , where φ(t) = λ1t
υe−π t√
1+ t2 , c0 =
λ2√
π
, ck = 1+ α
Γ (α)2k(2k)! .
Also, for
g(t, xˆ) = ω1(1+ e
π t)t2
π + tet +
ω2t sinπ t√
π + |x| |x|
δ0 + (1+ β)(1+ 2 cos t)
Γ (β)(1+ |D 52 x(t)|)
4−
k=1

e−kπ t
2k(2k)!

|Dνkx(t)|δk , 0 < t < 1,
we have the estimation
g(t, xˆ) ≤ ψ(t)+ d0|x|δ0 +
4−
k=1
dk|Dνkx(t)|δk , where ψ(t) = ω1(1+ e
π t)t2
π + tet , dk =
1+ β
Γ (β)2k(2k)! .
For 0 < σi, δi < 1 (i = 0, 1, . . . , 4), assumption (H2) holds, and, for σi, δi > 1, assumption (H3) holds. Therefore, by
Theorems 3.2 and 3.2, boundary value problem (3.12) has at least one solution.
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