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Abstract
Magnesium alloys are of great interest in the transportation sector for vehicle weight reduc-
tion and improved energy efficiency due to their high specific strength. However, Mg has
limited ductility at room temperature due to a high strength anisotropy (∼100:1). Thus,
forming is performed at ∼ 300◦C where the anisotropy is reduced to 4:1. In this work, we
investigate the effects of 63 substitutional solutes on basal and prismatic slip in Mg. Using
DFT and a flexible boundary condition method, we compute a-type basal and prismatic
dislocation core structures and use these geometries to efficiently model the interaction of
solutes with these cores based on solute interactions with stacking faults and strain. We show
that the calculated misfit parameters are highly correlated so that only a few parameters
are necessary to describe solute interactions in the dislocation cores. The geometric solute
interaction models are validated against calculation with direct substitution of solutes in the
cores. We predict basal solid-solution strengthening and prismatic solid-solution softening
parameters for all 63 solutes. We show that 25 of these solutes (alkali, alkaline earth, rare
earth metals, Zr and Hf) have the potential to increase prismatic slip and lower forming
temperatures of Mg. Optimal concentrations and reduced forming temperatures are shown
for these 25 solutes. Additionally, we study solute stacking fault misfits for the pyramidal
(11¯01) plane as a secondary slip system.
ii
To my parents and grandparents who brought me to science.
iii
Acknowledgments
My advisor, Dallas R. Trinkle, deserves many thanks for his patience, guidance and en-
couragement during this work. He always had useful comments, criticisms and words of
encouragement. This work would not have been possible without his help.
Thanks also goes to my thesis committee members: Professors David M. Ceperley, Pascal
Bellon and Steven M. Errede for their helpful mentorship and support. I give special thanks
to Professor Errede for his guidance and mentorship during my summer REU at UIUC in
2004 which helped cement my desire to attend graduate school.
A special thanks to my collaborator at General Motors, Louis G. Hector, Jr. He was always
willing to help and run simulations, give encouragement or help with physical interpretations
in papers. I would also like to thank my collaborators Thomas Nogaret and Professor William
Curtain at Brown University for helping with the validation of the EAM potential.
Also, I give special thanks to Henry Wu in the Trinkle group. His discussions and criticisms
always helped make talks, posters and papers better. I would also like to thank all of
my other colleagues in the Trinkle group: Maryam Ghazisaeidi, Min Yu, Pinchao Zhang,
Hadley Lawler, Emily Schiavone, Venkat Manga, Zebo Li, and Ah-Young Song for their
helpful discussions and feedback. Ian M. Robertson and the Robertson group provided
useful insight into experimental measurements of materials and their group meetings always
provided useful discussion.
I would also like to thank my various roommates and friends at UIUC over the years. They
have always provided insightful conversations on physics and other topics which were of great
value.
iv
Financial support for this work was provided through the NSF GOALI program, Grant
0825961, and with support from General Motors, LLC. Computational resources were pro-
vided by a grant from Intel; in part by the NSF through TeraGrid/XSEDE resources provided
by the NCSA and TACC; the Turing and Taub clusters maintained by the Computational
Science and Engineering Program at UIUC; and computational resources, networking, and
support provided by GM Information Systems and Services.
Finally, I would like to thank my family: my parents Joseph E. and Jeanne M., my brother
Thomas R. for their unconditional love, support and encouragement in science.
v
Table of Contents
List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii
List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix
List of Abbreviations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xii
List of Symbols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xiii
Chapter 1 Introduction and Background . . . . . . . . . . . . . . . . . . . 1
1.1 Why magnesium? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Deformation of magnesium . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Computational methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.4 Outline and scope . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
Chapter 2 Lattice Green functions for general crystals and the flexible
boundary condition method . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.1 The flexible boundary condition method . . . . . . . . . . . . . . . . . . . . 14
2.2 Harmonic Response . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.3 Calculating the LGF for general crystals . . . . . . . . . . . . . . . . . . . . 20
2.4 Square lattice model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.4.1 Single atom unit cell . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.4.2 Doubled unit cell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.4.3 Breaking single atom symmetry . . . . . . . . . . . . . . . . . . . . . 34
2.4.4 The simple square lattice in real space . . . . . . . . . . . . . . . . . 35
2.5 Summary and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
Chapter 3 Dislocation core structures in Mg . . . . . . . . . . . . . . . . . 39
3.1 Computing the dislocation geometries . . . . . . . . . . . . . . . . . . . . . . 39
3.2 Dislocation cores on the basal plane . . . . . . . . . . . . . . . . . . . . . . . 48
3.3 Dislocation cores on the prismatic plane . . . . . . . . . . . . . . . . . . . . 49
3.4 Summary and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
Chapter 4 Solute interactions with stacking faults and strain in Mg . . . 54
4.1 Computational methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.2 Definition of misfits . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
vi
4.3 Solute effects on stacking faults . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.4 Correlations in the solute interactions . . . . . . . . . . . . . . . . . . . . . . 65
Chapter 5 Basal slip in Mg alloys . . . . . . . . . . . . . . . . . . . . . . . 69
5.1 Direct calculation of solute interactions in the basal edge and screw . . . . . 69
5.2 Solute interactions from size and chemical misfits . . . . . . . . . . . . . . . 71
5.3 Solid solution strengthening on the basal plane . . . . . . . . . . . . . . . . . 78
Chapter 6 Prismatic slip in Mg . . . . . . . . . . . . . . . . . . . . . . . . . 87
6.1 Prismatic cross-slip in pure Mg by a double-kink mechanism . . . . . . . . . 87
6.2 Solute interactions with prismatic dislocations . . . . . . . . . . . . . . . . . 91
6.2.1 Direct solute substitution in the prismatic edge core . . . . . . . . . . 91
6.2.2 Solute interactions by direct substitution in the prismatic screw core 92
6.2.3 Solute interactions in the prismatic screw core by a geometric model . 93
6.3 Solute modifications to the prismatic cross-slip model . . . . . . . . . . . . . 101
6.3.1 Kink nucleation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
6.3.2 Kink migration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
6.3.3 Prediction of cross-slip stress with concentration and temperature . . 109
6.3.4 Predictions of reduced forming temperature . . . . . . . . . . . . . . 117
Chapter 7 Conclusion and future work . . . . . . . . . . . . . . . . . . . . 119
7.1 Summary of Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
7.2 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
Appendix A Short range order and solute-solute interactions . . . . . . . 123
A.1 Heat-bath Monte Carlo algorithm . . . . . . . . . . . . . . . . . . . . . . . . 123
A.2 Binary alloys . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
A.3 Ternary alloys . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
Appendix B Cutoffs and Pseudopotentials . . . . . . . . . . . . . . . . . . 130
B.1 USPP Solute Cutoffs and Pseudopotential Configurations . . . . . . . . . . . 130
B.2 PAW Solute Cutoffs and Pseudopotential Configurations . . . . . . . . . . . 132
Appendix C Pyramidal misfit periodic tables . . . . . . . . . . . . . . . . 134
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
vii
List of Tables
1.1 Mg elastic and lattice constants from DFT with USPP and PAW, Sun EAM
and experiment. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.2 Mg stacking fault energies from DFT with USPP, PAW and TMPP, Sun EAM
and experiment. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
3.1 Partial splitting distances for the Mg basal screw and edge dislocation geome-
tries. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.1 Size misfits and basal, prismatic and pyramidal stacking fault misfits for all
63 solutes in Mg. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
5.1 Al, Bi, Ca, and Li interaction energies and maximum forces in the Mg a-
type basal screw and edge dislocations from direct substitution and size and
stacking fault misfit approximations. . . . . . . . . . . . . . . . . . . . . . . 76
5.2 Size and basal stacking fault misfits, basal screw and edge maximum pinning
forces, basal strengthening potencies for 63 solutes in Mg and a comparison
to experiment when available. . . . . . . . . . . . . . . . . . . . . . . . . . . 84
6.1 Kink interaction energies at the 8 sites in the kink core computed from the
interaction model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
6.2 Mean and standard deviation of solute interaction energies from the basal to
prismatic screw dislocation cores, and unitless analytic softening parameters
parameters of Mg prismatic cross-slip. . . . . . . . . . . . . . . . . . . . . . . 113
A.1 Solute-solute interaction energies for Al, Ca, Y and Zn in Mg. . . . . . . . . 125
B.1 Substitutional solutes with pseudopotential valence configuration and energy
cutoff for USPP used. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
B.2 Substitutional solutes with pseudopotential valence configuration and energy
cutoff for PAW pseudopotentials used. . . . . . . . . . . . . . . . . . . . . . 132
viii
List of Figures
1.1 HCP crystal structure of Mg and the major slip systems. . . . . . . . . . . . 2
1.2 Experimental CRSS with temperature for basal, prismatic and pyramidal slip
in Mg. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 In situ TEM observations of a prismatic loop in Mg expanding at T = 300 K
[Couret et al., 1991]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 Phonon spectra of magnesium from first-principles, Sun EAM and experiment. 9
1.5 USPP and PAW basal (0001) stacking fault surfaces for Mg . . . . . . . . . 11
1.6 USPP and PAW prismatic (11¯00) stacking fault surfaces for Mg . . . . . . . 12
2.1 Flexible boundary condition method relaxation regions for a dislocation. . . 16
2.2 Schematic of a two atom basis square lattice nearest neighbor interaction model. 28
2.3 Contour plot of the Fourier transform of the lattice Green function for an
isotropic square lattice over the first Brillouin zone. . . . . . . . . . . . . . . 28
2.4 Contour plot of the Fourier transform of the lattice Green function for a
doubled isotropic square lattice over the first Brillouin zone. . . . . . . . . . 30
2.5 The directional dependence of the leading order divergent and discontinuous
terms of the lattice Green function for a doubled square lattice. . . . . . . . 32
2.6 Leading order divergent term corrections of the lattice Green function for a
doubled square lattice as a function of the scaled relative spring constants η
and ξ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.7 LGF in real space for an isotropic square lattice. . . . . . . . . . . . . . . . . 36
2.8 Change to the black atom LGF due to the ξ and η perturbations. . . . . . . 37
3.1 Fully relaxed Mg basal 1
3
〈112¯0〉 screw dislocation core simulation cell from
DFT USPP. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.2 Fully relaxed Mg prismatic 1
3
〈112¯0〉 screw dislocation core simulation cell from
DFT PAW. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.3 Fully relaxed Mg basal 1
3
〈112¯0〉 edge dislocation core simulation cell from
DFT USPP. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.4 Fully relaxed Mg prismatic 1
3
〈112¯0〉 edge dislocation core simulation cell from
DFT USPP. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.5 Fully relaxed Mg prismatic 〈0001〉 screw dislocation core simulation cell from
DFT USPP. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.6 Nye tensor densities and differential displacements for the basal edge 1
3
〈112¯0〉
dislocation in Mg from DFT USPP and the Sun EAM potential. . . . . . . . 46
ix
3.7 Nye tensor densities and differential displacements for the basal screw 1
3
〈112¯0〉
screw dislocation in Mg from DFT USPP, DFT PAW and the Sun EAM
potential. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.8 Nye tensor densities and differential displacements for the prismatic edge
1
3
〈112¯0〉 dislocation in Mg from DFT and the Sun EAM potential. . . . . . . 49
3.9 Nye tensor densities and differential displacements for the prismatic screw
1
3
〈112¯0〉 dislocation in Mg from DFT with PAW and the Sun EAM potential. 51
3.10 Nye tensor densities and differential displacements for the prismatic screw
〈0001〉 dislocation in Mg from DFT with USPP. . . . . . . . . . . . . . . . . 52
4.1 Mg stacking fault geometries for the easy and hard prismatic (11¯00), the basal
(0001) and the pyramidal (11¯01) planes. . . . . . . . . . . . . . . . . . . . . 55
4.2 Size and basal stacking fault misfits for 63 solutes in Mg computed from DFT
with PAW. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.3 Prismatic easy and hard stacking fault misfits for 63 solutes substituted at
sites 1 and 2 in the stacking faults. . . . . . . . . . . . . . . . . . . . . . . . 60
4.4 Pyramidal (11¯01) stacking fault misfits for 63 solutes substituted at sites 1
and 2 in the stacking faults. . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.5 Basal, prismatic, and pyramidal stacking fault, and size misfit correlation plot
for solutes in Mg. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.6 Projected electronic DOS for Mg in HCP, basal stacking fault, four different
prismatic stacking fault sites, and two different pyramidal stacking fault sites. 67
5.1 Solute binding energy maps of Al directly substituted into the Mg a-type
basal screw and edge dislocation cores. . . . . . . . . . . . . . . . . . . . . . 70
5.2 Projected DOS comparison for sites in the Mg a basal screw, bulk Mg and
Mg in basal stacking fault. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.3 Mg a-type basal screw dislocation core geometry with atomically resolved slip
energy and volumetric strain. . . . . . . . . . . . . . . . . . . . . . . . . . . 74
5.4 Mg a-type basal edge dislocation core geometry with atomically resolved slip
energy and volumetric strain. . . . . . . . . . . . . . . . . . . . . . . . . . . 75
5.5 Diagram of a dislocation line moving through a field of solutes in the Fleischer
pinning model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
5.6 Formulae for computation of maximum solute-dislocation interaction forces
from εb and εBSF for edge and screw dislocations. . . . . . . . . . . . . . . . 82
5.7 Solid-solution strengthening potency periodic table for 63 different solutes in
Mg. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
6.1 Mg prismatic kink geometry computed with the Sun potential. . . . . . . . . 88
6.2 Mg basal to prismatic cross-slip stress with temperature from experiment and
from a double-kink nucleation model using parameters from EAM. . . . . . . 89
6.3 Solute binding energy map for Al directly substituted into the Mg a-type
prismatic edge dislocation core. . . . . . . . . . . . . . . . . . . . . . . . . . 91
6.4 The relative energy of a K, Na, and Sc solute in an Mg prismatic screw
dislocation core compared with the same site in a basal screw dislocation core. 92
x
6.5 Differential displacement map of the relaxed Mg prismatic and basal screw
dislocation cores from DFT PAW and the corresponding interaction energy
parameters in meV. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
6.6 Projected electronic DOS for Mg in HCP in the four different prismatic stack-
ing fault sites, and four prismatic screw dislocation core sites. . . . . . . . . 96
6.7 Probability distributions for double-kink nucleation, thermally-activated kink
migration, and athermal kink migration for solutes K, Na and Sc substituted
in Mg. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
6.8 Prismatic cross-slip stress with concentration in Mg for solutes K, Na, Sc, Ca,
Y and Zr from 300–700 K. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
6.9 Analytic equivalent minimum temperature for different solute interaction pa-
rameters for prismatic cross-slip in Mg. . . . . . . . . . . . . . . . . . . . . . 112
6.10 Prismatic softening potency parameters (χ) from the geometric model for 63
substitutional solutes in the periodic table. . . . . . . . . . . . . . . . . . . . 115
6.11 Optimal concentrations and temperatures for the maximal reduction in form-
ing temperature by reducing the prismatic cross-slip stress for all 25 softening
solutes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
A.1 Kink nucleation and migration enthalpy distributions for Ca in Mg when
considering solute-solute repulsion. . . . . . . . . . . . . . . . . . . . . . . . 125
A.2 Kink nucleation and migration enthalpy distributions for Y in Mg when con-
sidering solute-solute repulsion. . . . . . . . . . . . . . . . . . . . . . . . . . 126
A.3 Prismatic cross-slip stress with temperature and concentration of Ca with and
without Ca-Ca solute pair interactions. . . . . . . . . . . . . . . . . . . . . . 127
A.4 Prismatic cross-slip stress with temperature and concentration of Y with and
without Y-Y solute pair interactions. . . . . . . . . . . . . . . . . . . . . . . 127
A.5 Prismatic cross-slip stress with temperature and concentration of Ca and Y
in Mg with 2.7 at% Al. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
A.6 Prismatic cross-slip stress with temperature and concentration of Ca and Y
in Mg with 0.37 at% Zn. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
C.1 Periodic table of the pyramidal stacking fault misfits in Mg at site 1. . . . . 135
C.2 Periodic table of the pyramidal stacking fault misfits in Mg at site 2. . . . . 135
xi
List of Abbreviations
BZ First Brillouin Zone
CRSS Critical Resolved Shear Stress
DD Differential Displacement
DFT Density Functional Theory
EAM Embedded Atom Method
FCC Face-Centered Cubic
FWHM Full Width at Half Maximum
GGA Generalized Gradient Approximation
HCP Hexagonal Close-Packed
LDA Local Density Approximation
LGF Lattice Green Function
PAW Projector Augmented Wave
PN Peierls-Nabarro Model
PW91 Perdew-Wang 91 GGA Exchange-Correlation
USPP Ultrasoft Pseudopotential
TMPP Trouiller-Martins Normal Conserving Pseudopotential
xii
List of Symbols
a HCP a lattice constant
c HCP c lattice constant
kB Boltzmann’s constant
T Temperature
cs Concentration of solute
c0s Optimal concentration of solute
γ Stacking fault energy
B Bulk modulus
Cmn Elastic stiffness constants
τ Applied stress
~t Dislocation line direction
~b Dislocation Burgers vector
b Magnitude of dislocation Burgers vector
εb Size misfit (Eqn. (4.1))
εBSF Basal chemical misfit (Eqn. (4.2))
εE1 Prismatic easy stacking fault misfit for site 1 (Eqn. (4.5))
εE2 Prismatic easy stacking fault misfit for site 2 (Eqn. (4.5))
εH1 Prismatic hard stacking fault misfit for site 1 (Eqn. (4.5))
εH2 Prismatic hard stacking fault misfit for site 2 (Eqn. (4.5))
εpyr1 Pyramidal stacking fault misfit for site 1 (Eqn. (4.6))
xiii
εpyr2 Pyramidal stacking fault misfit for site 2 (Eqn. (4.6))
Fmax Maximum solute pinning force (Eqn. (5.4))
θc Critical bowing angle (Eqn. (5.4))
E Dislocation line tension
L Mean distance between pinning solutes (Eqn. (5.12))
~d Differential displacement vector
Eslipi Slip energy from basal stacking fault at site i (Eqn. (5.2))
`kink Length of a prismatic kink segment
Ef Kink nucleation energy
αdk Kink nucleation enthalpy stress factor (Eqn. (6.17))
α0dk Kink nucleation enthalpy stress factor for pure Mg (Eqn. (6.18))
H0dk Double kink enthalpy barrier (Eqn. (6.4))
τath Athermal cross-slip stress (Eqn. (6.24))
τ ? Prismatic Peierls stress
Sc Number of sites in the prismatic dislocation core
S Number of sites in the kink
Pdk Prismatic double-kink nucleation softening parameter (Eqn. (6.22))
χ Prismatic softening potency (Eqn. (6.37))
xiv
Chapter 1
Introduction and Background
1.1 Why magnesium?
The transportation industry has great interest in developing Mg alloys due to its high specific
strength and low density. Mg is the lightest structural metal at 2/3 the density of Al.
Reducing the weight of vehicles can result in substantial cost savings by improving fuel
efficiency[1, 2]. For a car with a mass of 1,450 kg, it takes a mass reduction of 45 kg to
improve fuel efficiency by 0.6 miles-per-gallon[1]. Die-cast Mg alloys have recently been used
to replace an aluminum engine cradle for a 35% reduction in the weight of the part[1]. Using
Mg to replace low carbon steel parts in automobiles could result in substantial mass savings.
However, Mg has poor room-temperature formability due to high strength anisotropy[3]
caused by its HCP crystal structure making stamping and forming of parts from Mg sheets
difficult and costly. Additionally, Mg has poor corrosion resistance limiting its viability in
new applications[4]. For a review of Mg metallurgy see e.g. [5].
Direct experimental studies of alloying effects on the different slip systems is challenging
as it requires single-crystal samples oriented along the specific slip systems of interest as well
as investigation across many temperatures and concentrations due to the possibility of solid-
solution softening in limited concentration windows like in BCC alloys[6]. Computational
studies allow for systematic searches across temperature and concentration ranges which can
then be used to guide the experimental search window. Additionally, computational studies
can provide information about interaction parameters which are difficult to measure from
experiment. These interaction parameters can then be used in longer-length scale crystal
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Figure 1.1: HCP crystal structure of Mg and the major slip systems. The primary dislo-
cation type has Burgers vector ~b = ~a (1
3
〈112¯0〉) indicated by the blue arrow. Secondary
dislocations have ~b = ~c ([0001]) and ~b = ~c + ~a (1
3
〈112¯3〉) indicated by the blue and purple
arrows, respectively. Basal (0001)〈112¯0〉 slip (green) is the primary slip system. Prismatic
{11¯00}〈112¯0〉 and {11¯00}〈0001〉 (yellow), and pyramidal {11¯01}〈112¯0〉 and {11¯01¯}〈12¯13¯〉
(light red) slip are important secondary slip systems. Tension twinning along {101¯2} is also
important for generating new slip systems. Orange and blue atoms are on alternating basal
planes.
plasticity models[7], finite-element models or dislocation dynamics simulations for predicting
macroscopic material behavior from microscopic data.
The purpose of this project is to systematically and quantitatively study how substitu-
tional solutes affect deformation of magnesium. Knowledge of how different alloying elements
affect the strength and ductility of Mg is limited, and computational modeling studies can
reduce the cost and development time of new alloys by suggesting element concentration
ranges that have desirable properties while ruling out elements which adversely affect the
material.
1.2 Deformation of magnesium
Dislocations, the line defects responsible for plastic deformation in materials, move on slip
systems to accommodate plastic strain. Dislocations are defined by the direction of the defect
line (~t) and the direction of displacement around the line called the Burgers vector (~b). A slip
system is composed of a slip plane and a slip direction defined by ~t and ~b. For ~t parallel to
~b, the dislocation is of screw character and can slip on multiple planes. For ~t perpendicular
2
to ~b the dislocation is of “edge” character, and is confined to glide on a single plane with
plane normal ~t × ~b. As dislocations move through the material, they encounter obstacles
such as solutes in solid solution that resist their motion and cause strengthening. As the
displacement field of a dislocation is largest near the center of the dislocation line (known
as the core), interactions of obstacles with this region is most important for determining
strength. For a more complete description of dislocations see e.g. [8, 9].
Figure 1.1 shows the crystal structure and major slip systems in Mg. Mg has an hexagonal
close-packed (HCP) crystal structure with experimental lattice constants[10] a = 3.21A˚ and
c = 5.21A˚ giving a c/a ratio of 1.623 just below the ideal ratio of 1.633. It is this HCP
crystal structure that leads to the poor formability of Mg alloys[3]. The predominant mode
of deformation is basal slip involving a-type (a
3
[21¯1¯0]) dislocations. These dislocation cores
separate into partials and glide easily on the basal plane with a Peierls stress of 0.5 MPa[11]
for activation of slip on this plane. At room temperature, basal slip is the only active slip
system. However, in order to accommodate any arbitrary deformation, five independent slip
systems are required by the von Mises criterion[12]. Thus, slip on secondary slip systems
such as the prismatic and pyramidal planes or the activation of twinning modes which change
slip directions are required for sufficient ductility.
Figure 1.2 shows the experimental CRSS with temperature for basal[13] (0001)〈112¯0〉,
prismatic[14] {11¯00}〈112¯0〉 and pyramidal[15] {112¯2}〈112¯3〉 slip in Mg from single crystal
tension experiments. Basal slip is insensitive to temperature with a CRSS of 0.5 MPa. Pris-
matic and pyramidal slip are much stronger than basal slip at 300 K with anisotropies of
100:1 and 80:1, respectively. However, both of these slip systems are thermally-activated,
and the CRSS decreases with temperature at high temperatures. The temperature depen-
dence of prismatic slip matches a kink-pair mechanism, but the temperature dependence of
pyramidal slip is anomalous and had been attributed to thermally activated splitting into
edge partials[15].
Above room temperature, cross-slip of a-type dislocations on the prismatic plane becomes
3
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Figure 1.2: Experimental CRSS with temperature for basal[13] (0001)〈112¯0〉 (green),
prismatic[14] {11¯00}〈112¯0〉 (yellow) and pyramidal[15] {112¯2}〈112¯3〉 (red) slip in Mg. The
strength of basal slip is insensitive to temperature. However, the strength of prismatic and
pyramidal slip are strongly temperature dependent.
Figure 1.3: In situ TEM observations[16] of a prismatic dislocation loop in Mg expanding
at T = 300 K [Couret et al., 1991]. Screw dislocation segments are marked by α, β, and x
on the images. The dislocation loop expands smoothly, suggesting a kink-pair mechanism.
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active though a kink-pair mechanism as observed in the in situ experiments of Couret and
Caillard[16–18]. A TEM micrograph of this mechanism at T = 300 K is shown in Figure 1.3.
This mechanism is consistent with the macroscopic single crystal experiments of Ward Flynn
et al.[11]. However, below room temperature, the kink-pair mechanism is not observed.
Instead, a Friedel-Escaig mechanism[19, 20] where a dislocation segment fully constricts and
bows in the prismatic plane at high stresses is observed. Since we are interested in the
behavior of Mg at high temperatures, this work will study the thermally-activated kink-pair
mechanism. Rare earth solutes are well known to improve ductility in Mg[21]; however, they
are heavy and expensive. Thus, a systematic study which includes possible replacement
elements is warranted.
Prismatic and basal slip only provide four of the necessary five independent slip systems
to satisfy the von Mises criterion[12]. To handle deformation along the c axis, non-a-type
dislocations such as c and c+a type dislocations (c.f. Figure 1.1) on prismatic and pyramidal
planes or twinning modes need to be active. Thus, for a complete picture of Mg ductility,
the effects of solutes on many different slip systems is required. This work concentrates
on prismatic and basal slip with preliminary studies of solute effects on the pyramidal slip
system.
Several experimental studies of the effects of solutes on basal slip have been performed.
Careful mechanical tests of single crystal Mg-X alloys across different temperature and con-
centration ranges exist for Al[22], Bi[22], Cd[23], In[22], Li[24], Pb[22], Sn[25], Tl[26] and
Zn[13] showing a wide range of basal hardening rates consistent with a Fleischer hardening
mechanism[27] (CRSS ∝ √cs) in the dilute limit. Deviations from this power law occur at
higher concentrations where short range order, precipitation or changes in crystal structure
affect the strengthening mechanism. More recent experiments looked at nano-indentation
hardness for polycrystalline Mg-0.3 at.% X alloys[28] for Li, Al, Zn, Y and Ca which is domi-
nated by basal slip with indentation hardening parameters of 8.7 MPa, 14.1 MPa, 40.9 MPa,
61.4 MPa and 64.9 MPa, respectively. The trend is consistent with the predictions of basal
5
hardening presented in Chapter 5. However, our predictions consistently underestimate the
experimental values due to the activation of non-basal slip in the polycrystalline samples.
There are a few experimental studies of the effects of solutes on prismatic slip in Mg alloys.
Single crystal tension tests of Mg-Li alloys have been studied most frequently with softening
of prismatic slip shown for concentrations above 7 at.% Li.[29–31]. Li is a weak softener that
requires high concentrations of solute in order to show softening. Additionally, single crystal
tension experiments for Mg-Al and Mg-Zn alloys were studied for temperatures between
78 K and 423 K at concentrations below 0.5 at.%[14]. The weak softening behavior of Li
and prismatic hardening behavior of Al and Zn above room temperature are consistent with
the predictions in Chapter 6. Recent experimental studies[32] of Mg-Y alloys show increased
non-basal slip activity with the addition of Y alloying for increased ductility consistent with
our prediction. Mg-0.6 at.%Y and Mg-0.16 at.%Gd have also been shown to reduce the
brittle-ductile transition temperature of Mg[21]. There are few experiments which directly
study the effects of solutes on prismatic slip. However, these recent experiments do suggest
increased non-basal slip activity in the presence solutes.
Very few studies of HCP dislocations specifically targeting Mg have been performed to
date. Previously, the ‘na56’ Mg-like pair potential[33] was used to study a-type basal and
prismatic dislocations, c + a dislocations[34–36] and twinning dislocations on the prismatic
plane[37]. A Finnis-Sinclair EAM potential was also fit to Mg properties[38] and used to
study screw dislocations on basal and prismatic planes[39]. These potentials are able to in-
vestigate dislocation core structures, and dislocation-boundary interactions under an applied
stress. The activation stresses for dislocations on different slip systems were calculated in
these potentials, and they get the right trends (easy basal slip and hard non-basal slip). How-
ever, the predicted stresses are not quantitatively accurate as the classical potentials severely
underestimate the basal I2 stacking fault energy (10 mJ/m2 for ‘na56’ versus ∼30 mJ/m2
from experiment[40] and DFT[41–44]). Additionally, classical potentials cannot readily treat
chemistry as the electronic degrees of freedom are integrated out. Every solute studied stud-
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ied requires an empirically fit alloying potential. We treat chemical interactions with defects
by directly treating the electronic structure with DFT. This enables us to make quantitative
predictions of solute strengthening effects on slip in Mg.
Longer length-scale crystal plasticity simulations have been used to study polycrystalline
deformation of Mg and the activity of non-basal slip[3, 7]. These slip system strengthening
parameters are empirically fit in the crystal plasticity models making it difficult to system-
atically adjust the interaction parameters for different alloys without doing a large number
of experiments. Current polycrystalline simulations of Mg tend to predict different slip sys-
tem strengths than those determined from direct Mg single-crystal studies[7]. Recently, a
new technique was developed by Raeisinia and Agnew for systematically determining the
slip system hardening parameters for solid-solution strengthening information[7]. However,
there is not much data on solid-solution effects on different slip systems in Mg. This work
aims to provide this data for use in polycrystalline models of Mg alloys.
1.3 Computational methods
The primary computational method of this work is density functional theory (DFT), an
efficient electronic structure method. This provides a general way for calculating interactions
with arbitrary elements in the periodic table at the atomic scale because the only inputs
are atoms positions and atomic numbers. Fitting to materials properties is not required as
in empirical potentials. For a review of DFT see e.g. [45–47]. DFT is presently limited to
systems on the order of at most 1000 atoms on current computers due to the O(N3) scaling
of the algorithm in the number of bands.
Due to the large computational cost of DFT, clever techniques are necessary to re-
duce the computational demands for defect calculations. Novel flexible boundary condition
method[48–51] allow accurate calculation of defect geometries with less atoms than a fixed
boundary condition method. The development of this technique, where the defect simulation
7
Table 1.1: Mg elastic and lattice constants from DFT with USPP and PAW, Sun EAM[52]
and experiment. DFT compares favorably with experimental values with < 0.9% error
in lattice constants and < 5% error in elastic constants calculated from the direct strain
method.
lattice constants [A˚] elastic constants [GPa]
a c C11 C33 C12 C13 C44
DFT USPP PW91 3.19 5.18 60 61 21 20 18
DFT PAW PW91 3.19 5.18 61 62 21 21 19
Sun EAM 3.18 5.18 68 70 26 16 13
Experiment[10] 3.21 5.21 – – – – –
Experiment[53] – – 60 62 26 22 16
cell is elastically coupled to infinite bulk through the LGF significantly reduces the size of the
simulation cell required to calculate an accurate defect geometry. With this technique, the
calculation of dislocation core geometries with DFT is tractable. In Chapter 2, we develop
a technique for computing the LGF for an arbitrary crystal so that defects in HCP Mg can
be computed accurately.
Table 1.1 shows the lattice and elastic constants and stacking fault energies calculated
using a Vanderbilt USPP[56, 57] and PAW[58] pseudopotentials and PW91 GGA exchange-
correlation[59] with valence configuration ([Ne]3s2) using VASP[60, 61], a plane-wave DFT
code. Lattice and elastic constants are also shown for the Sun EAM[52] classical potential.
Both pseudopotentials accurately reproduce experimental lattice constants from synchrotron
x-ray scattering[10] (less than 0.9% error) and elastic constants from the modified ultrasonic
pulse-echo method[53] (less than 5% error) of bulk Mg. The stable intrinsic basal stacking
fault energy is also in good agreement with recent experiment[40]. To ensure an energy
accuracy of 5 meV, we used a Γ-centered k-point mesh of 34× 34× 18, a plane-wave cut-off
energy of 138 eV for USPP and 273 eV for PAW, and Methfessel-Paxton smearing[62] of
0.2 eV. These cut-off energies and smearing values are used for all of our pure Mg calculations
with k-point meshes varying based on geometry.
Figure 1.4 shows the phonon spectra of Mg calculated using the direct displacement
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Figure 1.4: Phonon spectra of magnesium from first-principles, Sun EAM and experiment.
These describe response of the lattice to small displacements, and elastic deformation. Den-
sity functional theory is able to accurately reproduce the vibrational spectra from experi-
mental measurements: Neutron scattering data from [54], and a Born-von Karman fit to the
data from [55]. DFT Phonons are with 3% of the experimental values. Sun EAM reproduces
acoustic phonons accurately.
method from DFT using the USPP. We calculated the phonon spectra using a 288 atom
6× 6× 4 HCP supercell of pure Mg and a 6× 6× 4 Γ-centered k-point mesh. We displaced
an Mg atom by 25 mA˚ along the a
3
[21¯1¯0] and c[0001] separately and calculated the forces for
each displacement. We then calculated the force constant matrix and phonon spectra from
these forces using PHON[63]. Calculated phonon frequencies are in agreement with neutron
scattering experimental data[54, 55] for bulk Mg (less than 3% error).
Table 1.2 gives a comparison of stacking fault energies on the basal and prismatic plane for
this work with previous electronic structure calculations and experimental data where avail-
able. Our DFT calculations (34 mJ/m2) are in agreement with other DFT calculations using
Troullier-Martins pseudopotentials[64] (36 mJ/m2[43], 44 mJ/m2[41], and 32 mJ/m2[42]) and
with recent measurements of the basal stacking fault energy (∼30 mJ/m2[40]). Additionally,
the calculations of the prismatic stacking fault energies are in agreement between the DFT
methods. Since DFT accurately reproduces the stacking fault energies, we expect it to work
well for computing dislocation geometries.
Figure 1.5 shows the generalized stacking fault surfaces for the basal plane for both the
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Table 1.2: Mg stacking fault energies from DFT with USPP, PAW and TMPP, Sun EAM[52]
and experiment. DFT compares favorably with recent experimental measurements[40] of the
basal I2 stacking fault.
stacking faults [mJ/m2]
γI2 γ(11¯00)
DFT USPP PW91 34 218
DFT PAW PW91 34 218
Sun EAM 44 170
DFT TMPP PBE [43] 36 265
DFT TMPP LDA [41] 44 –
DFT TMPP PW91 [42] 32 255
Experiment[40] ∼30 –
Experiment[18] < 50 –
USPP and PAW. This corresponds to the response of Mg to slip in the basal plane. Experi-
mental calculations of the generalized stacking fault surface are unavailable. However, mea-
surements at stable points are available. The stable value of 34 mJ/m2 is in agreement with
recent experimental measurements of the basal I2 stacking fault energy (∼30 mJ/m2)[40].
Additionally, the γI2 energy agrees well with other DFT calculations of the same value[41, 43].
We calculated the basal generalized stacking fault surfaces using a 1 × 1 × 9 (18 layer) pe-
riodic supercell with a 34 × 34 × 1 k-point mesh and relaxed perpendicular to the basal
plane. A periodic array of basal faults is created by displacing the periodic images by a
linear combination of a
3
[112¯0] and a[11¯00]. The gamma surface value at the displacement is
the energy difference between the displaced configuration and the undisplaced configuration
divided by the basal plane area (
√
3a2/2).
Figure 1.6 shows the generalized stacking fault surfaces for the prismatic plane for both
USPP and PAW. This corresponds to the response of Mg to slip in the prismatic plane.
The unstable prismatic stacking fault energy of 218 mJ/m2 is in agreement with other DFT
calculations[41, 43]. We calculated the prismatic generalized stacking fault surfaces using
a 1 × 1 × 5 (10 layer) periodic supercell with a 34 × 18 × 1 k-point mesh and relaxed
perpendicular to the prismatic plane. A periodic array of prismatic faults is created by
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Figure 1.5: USPP (left) and PAW (right) basal (0001) stacking fault surfaces for Mg. The
generalized stacking fault surface describes the response of the lattice to slip in the basal
plane. A single plane of Mg is displaced in the basal plane by a linear combination of
a
3
[112¯0] and a[11¯00]; the defected geometry is allowed to relax in the [0001] directions, and
the energy per area for the defect is the generalized stacking fault energy. The magenta
circles at a
3
[101¯0] are the metastable configuration known as the intrinsic I2 stacking fault.
The γI2 energy (34 mJ/m
2) agrees well with other DFT calculations of the same[41] and
with recent experimental measurements (∼30 mJ/m2)[40].
displacing the periodic images by a linear combination of a
3
[112¯0] and c[0001]. The gamma
surface value at the displacement is the energy difference between the displaced configuration
and the undisplaced configuration divided by the prismatic plane area (ac).
Interestingly, the PAW generalized stacking fault surface contains a metastable point at
a
6
[112¯0] + 0.065c[0001] that does not exist in the USPP calculation. The existence of this
metastable stacking fault point is important for the correct description of a-type prismatic
screw dislocations. Without this metastable point, the prismatic screw dislocations are
unstable and collapse back to the basal plane. Due to this, we calculated the prismatic
screw geometry with PAW.
1.4 Outline and scope
The following chapters develop a framework for a systematic study of deformation in the
presence of solid solution across the periodic table in Mg. Chapter 2 presents a new nu-
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Figure 1.6: USPP (left) and PAW (right) prismatic (11¯00) stacking fault surfaces for Mg. The
generalized stacking fault surface describes the response of the lattice to slip in the prismatic
plane. A single plane of Mg is displaced in the prismatic plane by a linear combination of
a
3
[112¯0] and c[0001]; the defected geometry is allowed to relax in the [11¯00] direction, and
the energy per area for the defect is the generalized stacking fault energy. The USPP and
PAW surfaces have an unstable prismatic stacking fault energy of 218 mJ/m2 circled in
magenta. The PAW surface has a metastable point at a
6
[112¯0] + 0.065c[0001] with energy
216 mJ/m2 circled in red. The US surface does not have a metastable point leading to
an unstable prismatic screw core. The black shaded regions are uncalculated due to close
atomic neighbor distances.
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merical procedure for calculating the lattice Green function (LGF) for arbitrary crystals for
use with the flexible boundary condition method. Chapter 3 applies the flexible boundary
condition method for calculating dislocation cores for basal and prismatic slip systems in
Mg from DFT and compares them with dislocation cores using the Sun EAM potential[52].
Chapter 4 describes how solutes interact with stacking fault defects and volumetric strain
in Mg and how these interactions are correlated. Chapter 5 presents a model of solid solu-
tion strengthening of basal slip in Mg from the solute interactions calculated in Chapter 4
and compares them with direct solute substitution and experimental data. Chapter 6 takes
the solute interactions calculated in Chapter 4 and builds a model of prismatic cross-slip
by kink-pair nucleation to predict solid-solution softening of slip on the prismatic plane.
Chapter 7 summarizes, discusses and concludes the results on deformation on all slip sys-
tems. Additionally, preliminary results of the effects of short-range order on prismatic slip,
and ternary alloys are shown in Appendix A. The DFT pseudopotential parameters for the
solutes are presented in Appendix B. For comparison with the basal and prismatic solute
strengthening and softening results, periodic tables of the pyramidal stacking fault misfits
are shown in Appendix C.
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Chapter 2
Lattice Green functions for general
crystals and the flexible boundary
condition method
2.1 The flexible boundary condition method
For many defects, especially dislocations, the long-range strain field is incompatible with
periodic boundary conditions. To efficiently model these defects, Sinclair et al. devel-
oped a flexible boundary condition method based on the lattice Green function (LGF) [48].
The technique was extended for crack propagation[65, 66] using empirical potentials and
recently applied to isolated dislocations with density functional theory (DFT)[49] and em-
pirical potentials[67, 68]. Prior to this method, dislocation calculations were limited to fixed
boundary condition techniques[37, 39], or dipole[69, 70] and quadrupole[71, 72] geometries
due to the long-range strain field of an isolated dislocation.
Conventionally, isolated dislocation core geometries were computed in a large simulation
cell with fixed boundary conditions to isolate the dislocation core from the surface region.
Fixed boundary conditions at the surface is equivalent to embedding the simulation cell
in a medium of infinite stiffness, and free boundary conditions with vacuum is equivalent
to embedding the cell in a medium of zero stiffness. To prevent he dislocation core from
interacting with the surrounding static lattice as the cell relaxes, a large simulation cell of
∼104 atoms is required since the atoms in the fixed region do not move in response to the
relaxing atoms. A cell of this size is not computationally feasible with current electronic
structure methods. However, it can be used for molecular statics calculations with empirical
potentials, but empirical potentials do not treat electronic structure making simulations
which investigate the effects of chemistry difficult.
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Dislocation dipole[69, 70] and quadrupole methods[71, 72] have also been used to reduce
the effect of the long-range stress field by introducing dislocations of opposite Burgers vector
which cancel each other. However, extended dislocation cores can be sensitive to to the image
stresses introduced in the dipole and quadrupole geometries[49]. Additionally, Peierls stress
calculations with dipole and quadrupole geometries are sensitive to dislocation-dislocation
interactions under applied stress. A calculation with an isolated dislocation geometry avoids
these interactions.
We require a method for calculating isolated dislocation core geometries with a number
of atoms that is computationally feasible within electronic structure techniques such as
DFT. The flexible boundary condition method couples the simulation cell to infinite bulk
by treating an intermediate region away from the defect core as harmonic and relaxing
these forces with an LGF. The simulation cell is effectively embedded in a medium with the
harmonic response of the bulk material. The infinite harmonic crystal is well known from
classical and quantum theory[73, 74]. Since the boundary responds like the bulk material,
a much smaller simulation cell is necessary than with fixed or free boundary conditions. In
practice, the flexible boundary condition method can require simulation cells with as few
as 168[75] and as many as 806[44] atoms. Cells of that size are accessible with current
computational resources within DFT.
Figure 2.1 shows the division of the simulation cell into three regions for the flexible
boundary condition method. Region I is near the defect where the atomic displacements
diverge from the elastic solution. The initial forces in this region are large and non-harmonic
due to this deviation. We choose the size of region I by estimating the partial dislocation
splitting width of the dislocation from the Peierls-Nabarro model[76], and the decay of the
dislocation stress field from elasticity. In the Peierls-Nabarro model, the partial splitting
width (d) is due to a competition between lowering the elastic energy of the dislocation and
an increase in energy due to stacking fault created between the partials. The partial splitting
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Figure 2.1: Flexible boundary condition method relaxation regions for a dislocation. Region
I (blue atoms) is relaxed by a standard force minimization algorithm such as conjugate
gradient or quasi-Newton relaxation. The forces in region II (red atoms) are relaxed by
displacing all other atoms corresponding to the lattice Green function as if the cell was
embedded in infinite harmonic bulk. The forces in region III (gray atoms) are ignored as a
buffer region from vacuum or periodic images.
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width is
d =
1
2piγ
~b1 ·K ·~b2, (2.1)
where γ is the stacking fault energy on the plane of separation, ~b1 and ~b2 are the partial
dislocation Burgers vectors and K is the dislocation elastic energy prefactor tensor[9]. The
width of region I is chosen so that the partial dislocations do not spread into region II and so
that the forces in region II are harmonic. The magnitude of the stress field of the dislocation
from elasticity is
σ =
Kb
2pir
, (2.2)
where σ is the stress, K is the magnitude of the dislocation elastic energy prefactor, and r is
the distance from the center of the dislocation. This decays to harmonic response in around
2− 3b. Region II is the intermediate region where the initial forces are small and harmonic.
The size of region II is chosen so that the continuum elastic Green function[73] (scales as
R−1 in 3D, − ln(R) +R0 in 2D and R in 1D) matches the LGF over the width of region II.
This also occurs at a width of around 2− 3b. Region III exists to prevent the interface from
interacting with regions I and II. The size of region III is chosen so that the fictitious forces
introduced by the interface drop to zero before reaching region II. We calculate the distance
it takes for the forces to decay to zero from a simulation of a free surface to estimate this
size.
The forces in region I are relaxed using a standard numerical force minimization technique
such as conjugate gradient (c.f. [77]) or quasi-Newton[78] relaxation. In region II, the forces
are relaxed by displacing each atom in the simulation cell by ~u(~R) according to the LGF
(G(~R, ~R′)) multiplied by the forces in region II (~f(~R′)):
~u(~R) = −
∑
~R′∈II
G(~R, ~R′)~f(~R′). (2.3)
The initial forces in region III would be zero if the outer vacuum or domain boundary from
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truncating the simulation cell did not exist due to the validity of the elastic solution at this
distance. Since the forces in this region are introduced due to the boundary, they are ignored
and region III atoms are only displaced in response to forces in region II. This procedure
is iterated until forces in regions I and II drop below a threshold value. The regions have
been sized correctly if the initial forces in region II are near zero, the dislocation core does
not spread into region II while relaxing, and the LGF relaxes the forces in region II to zero
within a few iterations.
To and effectively perform this relaxation, an efficient numerical calculation method for
the LGF is necessary for the crystal structure of interest. Techniques for numerical calcula-
tion of the LGF for point defects in cubic lattices is well known[79–81]. A recent automated
technique for calculating the lattice Green function with arbitrary atomic interactions was
only applicable to Bravais lattices[50] making it unsuitable for materials with more than
one atom in the crystal basis such as HCP (e.g. Mg and Ti). We have extended this nu-
merical technique to general crystals with arbitrary numbers of atoms in the crystal basis.
Section 2.2 contains a description of harmonic response in a multiatom basis and the general
symmetries of the dynamical matrix and LGF. A general numerical technique for calculating
the LGF for an arbitrary crystal follows in Section 2.3. We investigate the additional terms
created by a multiple-atom basis for a doubled square lattice in Section 2.4. We summarize
and discuss the algorithm in Section 2.5.
2.2 Harmonic Response
For a crystal with N atoms in the basis, the 3N × 3N force-constant matrix Diα,jβ(~R −
~R′) determines the force on basis atom i at lattice site ~R in Cartesian direction α from a
displacement of a basis atom j at lattice site ~R′ in Cartesian direction β
Diα,jβ(~R− ~R′) =
∂2U total
∂uiα(~R)∂ujβ(~R′)
∣∣∣∣
~u=0
. (2.4)
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Note: we use underlines and tildes to represent matrices in real and reciprocal space, re-
spectively. Due to independence of differentiation order and the inversion symmetry of all
Bravais lattices, the force-constant matrix obeys Diα,jβ(~R) = Djβ,iα(−~R). Unlike a Bra-
vais lattice, a general crystal does not necessarily have inversion symmetry. Therefore,
Djβ,iα(−~R) = Djβ,iα(~R) is not guaranteed. The force-constant matrix obeys a sum rule,
∑
~R,j
Diα,jβ(~R) = 0, ∀i, α, β (2.5)
due the absence of forces under a uniform translation of the crystal. Under a uniform strain,
there is no net force on the unit cell. Hence, the force-constant matrix obeys
∑
~R,i,j,β
Diα,jβ(~R)(~R + ~xi − ~xj)β = 0, ∀α (2.6)
where the ~xi are the positions of the atoms within the unit cell. Since there is no torque
under a uniform rotation, the force-constant matrix also obeys
∑
~R,j
(
Diα,jβ(~R)(~R + ~xi − ~xj)γ −Diα,jγ(~R)(~R + ~xi − ~xj)β
)
= 0, ∀i, α, β, γ. (2.7)
In the harmonic limit, the LGF Giα,jβ(~R− ~R′) gives displacements (uiα) in response to forces
(fjβ),
uiα(~R) = −
∑
~R′,j,β
Giα,jβ(~R− ~R′)fjβ(~R′) (2.8)
where α and β index Cartesian directions, i and j index atoms in the crystal basis, and ~R
and ~R′ are lattice vectors. The LGF is the pseudoinverse of the force-constant matrix,
∑
~R′′,l,γ
Diα,lγ(~R− ~R′′)Glγ,jβ(~R′′ − ~R′) = δijδαβδ(~R− ~R′), ∀i, j, α, β, ~R, ~R′. (2.9)
19
The sum rule (Eq. (2.5)) guarantees that Diα,jβ(~R) has three zero modes (uniform transla-
tion), and therefore Diα,jβ(~R) is singular.
2.3 Calculating the LGF for general crystals
For computational efficiency and control of numerical errors, we compute the LGF by invert-
ing the dynamical matrix in reciprocal space. First, we Fourier transform the force-constant
matrix to the dynamical matrix. We then invert the dynamical matrix using a block parti-
tioning scheme by separating the dynamical matrix into acoustic and optical modes in order
to isolate the poles and discontinuities. The inverse contains first- and second-order poles
and a discontinuity in reciprocal space. For numerical efficiency and stability, we perform
the inverse Fourier transform to real space analytically for the poles and discontinuities, and
numerically for the smooth semi-continuum correction. Finally, to get the real space LGF,
we rotate back into the crystal coordinate system to complete the calculation.
Computing the LGF is more tractable in reciprocal space, where the Fourier transforms
of the LGF (similarly for the force constant matrix and dynamical matrix) are,
G˜iα,jβ(~k) =
∑
~R
ei
~k·(~R+~xi−~xj)Giα,jβ(~R), Giα,jβ(~R) = V
∫∫∫
BZ
d3k
(2pi)3
e−i
~k·(~R+~xi−~xj)G˜iα,jβ(~k),
(2.10)
for unit cell volume V . Note that we choose the Fourier phase factor to correspond to the
crystal vector between two atoms. In reciprocal space, Eq. (2.9) becomes
∑
l,γ
G˜iα,lγ(~k)D˜lγ,jβ(~k) = δijδαβ, ∀~k. (2.11)
The sum rule (Eq. (2.5)) means that for ~k = 0, D˜iα,jβ(0) has three zero eigenvalues corre-
sponding to the three uniform translation modes. In addition, for small ~k, three modes of
D˜iα,jβ(~k) will go as k
2; this creates a singularity in G˜iα,jβ(~k) at k = 0, corresponding to both
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second- and first-order poles. In addition to these poles, the order k0 term in G˜iα,jβ(~k) has a
dependence on the direction of ~k leading to a discontinuity as k → 0. Hence, we will expand
the lattice Green function around ~k = 0 and solve for the individual terms in the expansion
from the expansion of the dynamical matrix around ~k = 0.
To isolate the second-order pole in the elastic Green function due to translational sym-
metry, we choose a basis for atomic displacements and forces in the unit cell to separate the
acoustic and optical modes at k = 0. This involves the eigenvectors of D˜iα,jβ(k = 0),
∑
j,β
D˜iα,jβ(0)e
µ
iα = λ
µeµjβ; (2.12)
we identify the first three µ = 1 . . . 3 eigenvalues λµ = 0 as the acoustic modes, and the
remaining 3N − 3 as optical modes with positive eigenvalues. The acoustic eigenvectors are
eµjβ = δµβ/
√
N for µ = 1 . . . 3, and the full set of eigenvectors provide an orthonormal basis.
In this new basis, the dynamical matrix is
D˜σσ′,µν(~k) =
∑
~R,j,γ,l,λ
(
1 + (i~k · (~R + ~xj − ~xl))− (
~k · (~R + ~xj − ~xl))2
2!
+ · · ·
)
eµjγDjγ,lλ(
~R)eνlλ
(2.13)
where σ = A for µ = 1 . . . 3, and σ = O otherwise, with a similar relation between σ′ and ν.
For the acoustic-acoustic projection (σ = σ′ = A), the zeroth order term is zero due to the
sum rule Eq. (2.5),
1
N
∑
~R,j,γ,l,λ
δµγDjγ,lλ(~R)δνλ =
1
N
∑
l
∑
~R,j
Djµ,lν(~R) = 0. (2.14)
The remaining odd-order contributions in ~k to the acoustic-acoustic quadrant are zero due
to inversion symmetry of a Bravais lattice (~R→ −~R). Thus, the AA term expands as
D˜AA,µν(~k) =
∑
~R,j,l
(
−(
~k · (~R + ~xj − ~xl))2
2!
+
(~k · (~R + ~xj − ~xl))4
4!
+ · · ·
)
Djµ,lν(~R). (2.15)
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Since the leading order term of the acoustic subspace of the dynamical matrix is second
order in k, the acoustic-acoustic (AA) projection of the LGF will have a second-order pole
in k. Similarly, the sum rule also requires the zeroth order term of the acoustic-optical (AO)
and optical-acoustic (OA) projections of the dynamical matrix to be zero. The AO and OA
projections have first-order poles, and the optical-optical (OO) projection does not have a
pole. In the rotated basis, we can perform a block inversion of the dynamical matrix
G˜ROT =
 G˜AA G˜AO
G˜OA G˜OO
 =
 D˜AA D˜AO
D˜†AO D˜OO

−1
=

(
D˜AA − D˜AOD˜−1OOD˜†AO
)−1
−
(
D˜AA − D˜AOD˜−1OOD˜†AO
)−1
D˜AOD˜
−1
OO
−D˜−1OOD˜†AO
(
D˜AA − D˜AOD˜−1OOD˜†AO
)−1 (
D˜OO − D˜†AOD˜−1AAD˜AO
)−1

(2.16)
where the roman indexes A and O correspond to the projection onto the acoustic and
optical bases respectively. This ensures that the k−2 divergence as k → 0 is contained in
the acoustic-acoustic quadrant of the matrix. Divergences of order ik−1 can also appear
at leading order in the acoustic-optical and optical-acoustic quadrants for crystals without
inversion symmetry. For crystals with inversion symmetry, only the even order terms in
the acoustic-acoustic quadrant and the odd order terms in the acoustic-optical and optical-
acoustic quadrants of the dynamical matrix remain (Eq. (2.13)). We write our expansion of
the dynamical matrix and LGF in power series,
D˜σσ′,µν(~k) =
∞∑
n=0
D˜
(n)
σσ′,µν(kˆ)(ik)
n, G˜σσ′,µν(~k) =
∞∑
n=−2
G˜
(n)
σσ′,µν(kˆ)(ik)
n, (2.17)
where σ and σ′ can be basis A or O, and D˜(n)σσ′ and G˜
(n)
σσ′ are the nth coefficients of the power
series. We compute the power series coefficients for the dynamical matrix by calculating the
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nth term of the expansion in Eq. (2.13),
D˜
(n)
σσ′,µν(kˆ) =
∑
~R,j,γ,l,λ
(kˆ · (~R + ~xj − ~xl))n
n!
eµjγDjγ,lλ(
~R)eνlλ. (2.18)
As stated previously, D˜
(0)
AA = D˜
(1)
AA = 0, D˜
(0)
AO = D˜
(0)
OA = 0, G˜
(−2)
OO = G˜
(−1)
OO = 0, and G˜
(−2)
AO =
G˜
(−2)
OA = 0.
In terms of these power series coefficients, the divergent and discontinuous terms of the
LGF are
G˜
(−2)
AA = Λ
(2)−1
G˜
(−1)
AA = Λ
(2)−1Λ(3)Λ(2)−1
G˜
(0)
AA = Λ
(2)−1Λ(4)Λ(2)−1 − Λ(2)−1Λ(3)Λ(2)−1Λ(3)Λ(2)−1
G˜
(−1)
OA = G˜
(−1)†
AO = −D˜(0)−1OO D˜(1)†AO Λ(2)−1
G˜
(0)
OA = G˜
(0)†
AO = D˜
(0)−1
OO D˜
(2)†
AO Λ
(2)−1 − D˜(0)−1OO D˜(1)OOD˜(0)−1OO D˜(1)†AO Λ(2)−1
+ D˜
(0)−1
OO D˜
(1)†
AO Λ
(2)−1Λ(3)Λ(2)−1
G˜
(0)
OO =
(
D˜
(0)
OO − D˜(1)†AO D˜(2)−1AA D˜(1)AO
)−1
(2.19)
where,
Λ(2) = −D˜(2)AA + D˜(1)AOD˜(0)−1OO D˜(1)†AO
Λ(3) = −D˜(1)AOD˜(0)−1OO D˜(2)†AO − D˜(2)AOD˜(0)−1OO D˜(1)†AO + D˜(1)AOD˜(0)−1OO D˜(1)OOD˜(0)−1OO D˜(1)†AO
Λ(4) = −D˜(1)AO
(
D˜
(0)−1
OO D˜
(2)
OOD˜
(0)−1
OO − D˜(0)−1OO D˜(1)OOD˜(0)−1OO D˜(1)OOD˜(0)−1OO
)
D˜
(1)†
AO
+ D˜
(2)
AOD˜
(0)−1
OO D˜
(2)†
AO + D˜
(1)
AOD˜
(0)−1
OO D˜
(3)†
AO + D˜
(3)
AOD˜
(0)−1
OO D˜
(1)†
AO
− D˜(2)AOD˜(0)−1OO D˜(1)OOD˜(0)−1OO D˜(1)†AO − D˜(1)AOD˜(0)−1OO D˜(1)OOD˜(0)−1OO D˜(2)†AO − D˜(4)AA
(2.20)
For crystals with inversion symmetry, the relations for some of the terms are considerably
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simplified
G˜
(0)
OA = G˜
(0)†
AO = D˜
(0)−1
OO D˜
(1)†
AO Λ
(2)−1Λ(3)Λ(2)−1
Λ(3) = D˜
(1)
AOD˜
(0)−1
OO D˜
(1)
OOD˜
(0)−1
OO D˜
(1)†
AO
Λ(4) = D˜
(1)
AOD˜
(0)−1
OO D˜
(3)†
AO + D˜
(3)
AOD˜
(0)−1
OO D˜
(1)†
AO − D˜(4)AA
(2.21)
The inverse Fourier transform of the divergent terms converges slowly. To efficiently
calculate the LGF in real space, we integrate these divergent terms analytically and integrate
the remaining continuous terms numerically. To facilitate analytic integration, we expand
the divergent terms in spherical harmonics for a 3D LGF and in a Fourier series for a 2D
LGF. We apply a smooth spherical cut-off function to the divergent terms so that they
and their derivatives are zero at the Brillouin zone edge. We define the cut-off function
fcut(k/kmax) as
fcut(x) =

1 : 0 ≤ x < α,
3
(
1−x
1−α
)2 − 2 ( 1−x
1−α
)3
: α ≤ x < 1,
0 : 1 ≤ x,
(2.22)
where kmax is the radius of a sphere inscribed in the Brillouin zone. The LGF semicontinuum
correction is defined as the term remaining after subtracting the divergent and discontinuous
terms,
G˜scAA(
~k) = G˜AA(~k)−
(
−k−2G˜(−2)AA (kˆ)− ik−1G˜(−1)AA (kˆ) + G˜(0)AA(kˆ)
)
fcut(k/kmax)
G˜sc†OA(~k) = G˜
sc
AO(
~k) = G˜AO(~k)−
(
−ik−1G˜(−1)AO (kˆ) + G˜(0)AO(kˆ)
)
fcut(k/kmax)
G˜scOO(
~k) = G˜OO(~k)−
(
G˜
(0)
OO(kˆ)
)
fcut(k/kmax)
(2.23)
where we treat the semicontinuum terms through numerical inversion and subtraction of the
divergent and discontinuous terms from Eq. (2.19). For small values of k (k < kmax/10),
numerical truncation error in the divergent terms dominates the calculation. Instead of
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direct subtraction of the divergent and discontinuous terms at small k, we define the leading
order terms of the quadrants, Ξ(~k), as
Ξ(~k) =
 −k−2G˜(−2)AA −ik−1G˜(−1)AO
−ik−1G˜(−1)OA G˜(0)OO
 . (2.24)
We then calculate the semicontinuum correction for small k as
G˜sc(~k) =
[(
1− Ξ−1(~k)D˜(~k)
)−1
− 1
]
Ξ−1(~k) + ik−1
 G˜(−1)AA 0
0 0
−
 G˜(0)AA G˜(0)AO
G˜
(0)
OA 0
 .
(2.25)
In 3D, a spherical harmonic expansion represents the angular variation in the Green
function power series. The spherical harmonic coefficients are
G˜
(n)
σσ′(kˆ) =
Lmax∑
l=0
l∑
m=−l
G˜
(n)
σσ′;lmYlm(kˆ) (2.26)
where the series is truncated for l > Lmax, and Lmax is chosen such that the lm components
above Lmax are less than 10
−12 of the largest lm component below Lmax, and Ylm(kˆ) are
the normalized real spherical harmonics for kˆ = (sin(θ) cos(φ), sin(θ) sin(φ), cos(θ)). Due to
inversion symmetry reciprocal space for n even, only the even l terms are nonzero and for
n odd, only the odd l terms are nonzero. The spherical harmonic components are found
numerically by integrating over a uniform grid in φ and with Gaussian quadrature in θ[50].
Rotating back with the eigenvectors eµjβ, and taking the inverse Fourier transform of the
divergent and discontinuous terms gives the real space form[50]
G
(n)
iα,jβ(
~R) =
Lmax∑
l=0
l∑
m=−l
G˜
(n)
iα,jβ;lmYlm
(
~R + ~xi − ~xj
|~R + ~xi − ~xj|
)
(−1)l/2
× i
nV
2pi2
∫ kmax
0
dk k2+nfcut(k/kmax)jl(k|~R + ~xi − ~xj|),
(2.27)
25
where jl(x) is the l
th spherical Bessel function of the first kind, and V is the volume of
the unit cell. The radial integrals are calculated numerically using adaptive Gauss-Kronrod
integration[82, 83]. Finally, the semicontinuum term is inverse Fourier transformed using
a uniform k-point mesh to a tolerance of 10−7. The error in the numerical inverse Fourier
transform scales as N
4/d
k for dimensionality d[84].
For a 2D LGF such as one used to relax an infinite, straight line defect, we expand in a
Fourier series. The plane of the 2D LGF is normal to the threading vector ~t of the defect; ~t
defines the periodicity of the defect. By summing along ~t, the Fourier transform of the LGF
reduces to 2D in the Brillouin zone normal to ~t. The Fourier coefficients are
G˜
(n)
σσ′(kˆ) =
Mmax∑
m=0
G˜
(n)
σσ′;me
imθ (2.28)
where kˆ = (cos(θ), sin(θ)), and the Fourier series is truncated at Mmax so that components
above Mmax are less than 10
−12 of the largest component below Mmax. Due to inversion
symmetry in k space, the coefficients for even (odd) n are only nonzero for even (odd) m.
Rotating back with the eigenvectors eµjβ, and taking the inverse Fourier transform of the
divergent and discontinuous terms of the 2D LGF gives the real space form[50]
G
(n)
iα,jβ(
~R) =
Mmax∑
m=0
G˜
(n)
iα,jβ;me
imφ~R+~xi−~xj (−1)m/2 i
nA
2pi
∫ kmax
0
dk k1+nfcut(k/kmax)Jm(k|~R+~xi−~xj|),
(2.29)
where Jm(x) is the m
th Bessel function of the first kind, and A = V/|~t| is the area of the 2D
unit cell. We then evaluate these Bessel integrals numerically using adaptive Gauss-Kronrod
integration[82, 83]. Finally, the semicontinuum term is inverse Fourier transformed using a
uniform k-point mesh to a tolerance of 10−7.
In summary, we: (1) Determine the acoustic/optical basis by calculating the eigenvectors
eµjβ of the dynamical matrix at
~k = 0. (2) Fourier transform the force-constant matrix and
rotate the dynamical matrix into the acoustic/optical basis (Eq. (2.13)). (3) Determine the
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power series coefficients of the dynamical matrix D˜
(n)
σσ′,µν(kˆ) (Eq. (2.18)) on an angular grid
for analytic block inversion of the divergent and discontinuous terms of the LGF G˜
(n)
σσ′,µν(kˆ)
(Eq. 2.19 and Eq. 2.20). (4) Determine the 2D Fourier coefficients G˜
(n)
σσ′,m (Eq. (2.28)) or 3D
spherical harmonic coefficients G˜
(n)
σσ′,lm (Eq. (2.26)). (5) Calculate the semi-continuum term
G˜sc(~k) on a regular grid in reciprocal space by interpolating the Fourier or spherical harmonic
expansion onto the grid and subtracting from the block inverse of the dynamical matrix
(Eq. (2.23) and Eq. (2.25)). (6) Inverse Fourier transform the divergent and discontinuity
terms into real space analytically (Eq. (2.29) or (2.27)), numerically inverse Fourier transform
the semi-continuum terms. (7) Add all contributions and rotate back to the original atomic
basis to get the LGF in real space. This automated algorithm directly calculates the LGF
from the force constant matrix with controllable numerical errors for a general crystal with
any number of atoms in the crystal basis. The numerical error scales with the number of
k-points Nk as N
4/d
k , where d is the dimension of the system[84]. Our implementation of
this algorithm is hosted by the NSF MatForce project[85]. In the next section, we determine
leading order corrections to the lattice Green function in terms of force-constant symmetry
breaking.
2.4 Square lattice model
2.4.1 Single atom unit cell
Figure 2.2 is a schematic of the doubled, elastically isotropic square lattice with first- and
second-nearest-neighbor radial springs of spring constants 1 and 1/2 (ξ = η = 0) that
illustrates the additional terms added by a multiple-atom basis. The single atom lattice
with lattice vectors ~a1 = (a, 0) and ~a2 = (0, a) has elastic constants
C11 = C22 =
3
2
, C12 = C21 =
1
2
, C66 =
1
2
. (2.30)
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Figure 2.2: Schematic of the two atom basis square lattice nearest neighbor interaction
model. Spring constant perturbations ξ and η are labeled. The unit cell is shaded in gray.
Two different asymmetries are considered: η describes the asymmetry between the white-
white and black-black atom interactions (along y), and ξ describes the asymmetry between
the white-black unit cell spring and the white-black neighboring cell interactions—a left-
right asymmetry. The diagonal second neighbor “bond-bending” springs of strength 1/2 are
shown in red; these springs stabilize the lattice and produce isotropic elastic response when
η = ξ = 0.


Figure 2.3: Contour plot of the Fourier transform of the lattice Green function for an isotropic
square lattice (ξ = η = 0) over the first Brillouin zone (BZ). The LGF is Hermitian, thus the
bottom-left is the Hermitian conjugate of the upper-right. All components show a second-
order pole at k = 0; c.f. Figure 2.5.
28
This material is elastically isotropic (2C66 = C11 − C12) with radial interactions for Cauchy
symmetry (C12 = C66); or 2D Poisson ratio of 1/3, Young’s modulus of 4/3, and shear
modulus of 1/2. The Fourier transform of the LGF for the single atom case is shown in
Figure 2.3. The divergent and discontinuous terms in the LGF for the single atom square
lattice are
G˜(−2)(~k) =
2
3k2a2
2− cos 2θ − sin 2θ
− sin 2θ 2 + cos 2θ

G˜(0)(~k) =
1
72
7− 4 cos 2θ + cos 4θ 0
0 7 + 4 cos 2θ + cos 4θ

(2.31)
2.4.2 Doubled unit cell
Figure 2.2 shows the doubled square lattice with lattice vectors ~a1 = (2a, 0) and ~a2 = (0, a)
and crystal basis: ~xb = (0, 0) and ~xw = (a, 0) (for “black” and “white” atoms). We consider
the same interactions as in the single atom case. The Fourier transform of the two atom LGF
is shown in Figure 2.4. The acoustic-acoustic quadrant, which corresponds to the summed
interactions of the black and white atoms, is the same as the LGF for the single atom case
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

Figure 2.4: Contour plot of the Fourier transform of the lattice Green function for a dou-
bled isotropic square lattice (ξ = η = 0) over the first Brillouin zone (BZ) in the acous-
tic(A)/optical(O) rotated basis. The BZ is cut in half along the kx direction due to the
doubling of the lattice along the x direction. Doubling the cell also results in the appearance
of optical quadrants in the LGF. The LGF is Hermitian, thus the bottom-left triangle is
the Hermitian conjugate of the upper-right triangle. The acoustic-acoustic quadrant, which
corresponds to the collective motion of all the atoms, corresponds to the single atom unit
cell LGF, and has a second-order pole at k = 0; c.f. Figure 2.5.
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except for the halved Brillouin zone. The divergent and discontinuous terms in the LGF are
G˜
(−2)
AA =
2
3k2a2
2− cos 2θ − sin 2θ
− sin 2θ 2 + cos 2θ

G˜
(−1)
OA = G˜
(−1)†
AO = 0
G˜
(0)
AA =
1
72
7− 4 cos 2θ + cos 4θ 0
0 7 + 4 cos 2θ + cos 4θ

G˜
(0)
OO =
1
6
1 0
0 3

(2.32)
with all other quadrants zero, and the same elastic constants as the single atom case.
Figure 2.5 shows polar plots of the divergent and discontinuous LGF terms. Inversion
symmetry requires the acoustic-optical quadrant to be purely imaginary; since this is a
doubled single atom system, the acoustic-optical quadrants are zero. The acoustic-optical
quadrants correspond to the response of the internal degrees of freedom of the system to
elastic strain. The doubled system behaves just as the single atom system; thus, there is no
internal relaxation. The second-order pole and the discontinuity correction in the acoustic-
acoustic quadrant are the same as the single atom case. This is because both cases describe
the long range elastic behavior summed over all atoms. The leading order optical-optical
constants correspond to the inverse of the optical phonon frequencies at the Γ point and are
not discontinuous. Since the cell is doubled along xˆ, the doubled system is stiffer along the
xx mode than the yy mode because the xx mode involves both bond-stretching and -bending
springs, but the yy mode only involves bond-bending springs.
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1(ka)2
×


+ (ka)0 ×


Figure 2.5: The directional dependence of the leading order divergent and discontinuous
terms of the lattice Green function for a doubled square lattice. The elastic Green function
corresponds to the 1/k2 term. The optical-optical quadrant is not discontinuous because the
leading order corresponds to the inverse of the optical modes at k = 0. The magnitude along
kˆ in the polar plots is the multiplier for the LGF for direction kˆ; dashed lines correspond to
negative multipliers.
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iξ
ka
×


+ η(ka)0 ×


Figure 2.6: Leading order divergent term corrections of the lattice Green function for a dou-
bled square lattice as a function of the scaled relative spring constants η (black-black/white-
white coupling) and ξ (black-white/white-black coupling). The magnitude along kˆ in the
polar plots is the multiplier for the LGF for direction kˆ; dashed lines correspond to negative
multipliers.
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2.4.3 Breaking single atom symmetry
We introduce small perturbations which break the single-atom symmetry of the doubled
lattice to produce changes in the LGF. We break the symmetry of the black/white atoms by
changing the black-black spring constant to (1 + η) and the white-white spring constant to
(1− η) as in Figure 2.2. This has no effect on long range elastic behavior, and so the poles
of the LGF are unmodified by this perturbation. To leading order in η, the interaction adds
a discontinuity correction in the acoustic-optical mode,
G˜
(0)
OA = G˜
(0)T
AO =
η
12
 0 0
2 sin 2θ − sin 4θ −3 + 4 cos 2θ + cos 4θ
+O(η2). (2.33)
The acoustic-acoustic discontinuity term is modified at second order in η. Figure 2.6 shows
polar plots of these perturbations. The acoustic-optical quadrants of the LGF correspond
to the response of internal modes to collective motion. However, breaking the black/white
atom symmetry alone is not enough to generate internal relaxation in response to long range
elastic waves as there is no adjustment to the 1/k2 or i/k poles of the LGF. The leading order
adjustment occurs in the discontinuity correction which only depends upon the direction of kˆ.
Thus, there is an angular-dependent change due to the different stiffnesses of the black-black
and white-white interactions.
To break symmetry and introduce internal relaxation, we set the in-cell black-white
spring constant to (1 + ξ) and the white-black spring constant to neighboring cells to (1− ξ)
as shown in Figure 2.2; this is a left-right asymmetry. This spring constant change causes a
change in the long range elastic behavior of the model. The C11 elastic constant becomes, to
second order, 3/2− ξ2/12 due to internal relaxation of the atoms in the unit cell in response
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to strain, while C22 remains 3/2. Linear order in ξ introduces the acoustic-optical i/k pole
G˜
(−1)
OA = G˜
(−1)†
AO =
2ξi cos θ
9ak
−2 + cos 2θ sin 2θ
0 0
+O(ξ2). (2.34)
At second order in ξ, there are changes in the acoustic-acoustic second-order pole and
discontinuity correction, and the optical-optical discontinuity correction. Figure 2.6 shows
polar plots of the first-order perturbations. By breaking the in-cell symmetry, an imaginary
term now appears in the acoustic-optical quadrants of the LGF. This i/k pole comes from
internal relaxation of atoms in the unit cell due to a long-wavelength elastic wave. Breaking
the internal symmetry causes the black and white atoms to respond differently to a long
range strain and shift from their strained simple square lattice sites in response. This term
is important for describing the internal response of a multi-atom basis crystal and does not
appear in the single atom Bravais lattice case.
2.4.4 The simple square lattice in real space
Figure 2.7 shows the real space LGF for the single and doubled unit cells in crystal space by
taking the inverse Fourier transform. Without interaction perturbations, both are identical
to 10−7 for a 40× 80 k-point mesh for the doubled cell and a 80× 80 k-point mesh for the
single cell. Since both have the same interactions, both methods yield the same harmonic
response in a different basis. The LGF plot shows the linear relationship between force
and displacement for atoms separated by ~R + ~xi − ~xj. The elastic LGF is logarithmic in
|~R + ~xi − ~xj| and dominated by the inverse transform of the k−2 pole at long range.
To first order, neither the η or ξ perturbations modify the k−2 pole of the LGF. Therefore,
at long range in real space, the LGF is still dominated by the original isotropic elastic be-
havior. Considering the inverse transforms of the perturbed interactions, the η perturbation
results in opposite yy response for the black/black and white/white interactions as expected
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Figure 2.7: LGF in real space for an isotropic square lattice (ξ = η = 0). The LGF is
only defined at crystal sites. Red (thin lines) and blue (thick lines) coloring respectively
correspond to negative and positive values of the LGF at those crystal sites. The two atom
LGF is identical to the single atom LGF at the crystal sites to 10−7 for a 80× 80 (40× 80)
k point mesh for the single (double) atom cell.
since it is a change in the yy spring strengths. The ξ perturbation results in opposite xx
response for the black/white and white/black interactions. The effects of ξ are seen in the
ik−1 pole, and only visible at short to intermediate range with a decay of 1/R, while η first
appears in k0 component of the LGF, and is only seen at short range since it decays as 1/R2.
Figure 2.8 shows the first-order real-space response to ξ and η perturbations.
2.5 Summary and discussion
The direct, automated algorithm can efficiently and accurately calculate the lattice Green
function for general crystals with more than one atom in the unit cell basis and arbitrary
interactions. Additional terms describing the response of internal degrees of freedom of
the system corresponding to optical modes appear in this formalism that did not appear
in a treatment for a Bravais lattice. Including the additional optical terms of the lat-
tice Green function extends the previous automated calculation of the LGF for long-range
interactions[50] to general crystals. This technique efficiently calculates defect structures
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Figure 2.8: Change to the black atom LGF due to the ξ (black-white/white-black coupling)
and η (black-black/white-white coupling) perturbations. The LGF is only defined at crystal
sites, with red (thin lines) and blue (thick lines) coloring respectively corresponding to
negative and positive values. The change in LGF for white atoms is opposite to the change
for black atoms.
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in HCP metals such as Mg[44], Ti[86], as well as semiconductors and intermetallics using
flexible boundary condition methods[49]. In particular, reducing the number of atoms re-
quired for accurate calculation of isolated dislocation core geometries provides efficient use
of density functional theory.
In Chapter 3, we use this automated technique for calculating the LGF to calculate
isolated dislocation core geometries in Mg on the basal and prismatic slip planes. This
numerically stable method allows for the calculation of isolated dislocation cores within DFT
by reducing the number of atoms required for the calculation. With the flexible boundary
condition technique, dislocation geometries on the basal and prismatic planes are calculable
with less than 1,000 atoms which is computationally feasible on current supercomputers.
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Chapter 3
Dislocation core structures in Mg
The motion of dislocations in a material are responsible for plastic deformation. The long
range strain field of a dislocation is readily described by anisotropic elasticity theory[9].
However, elasticity is not valid near the dislocation core where the displacements are large.
An accurate atomistic description of the core region is necessary to properly describe the
dominant effects on dislocation motion since slip and volumetric strain are largest in the
dislocation core.
The structure of the core of the dislocation where the elastic solution diverges requires an
accurate description to predict how other defects such as solutes interact with dislocations
and harden (or potentially soften) the material. The flexible boundary condition technique
described in Chapter 2 allows for accurate calculation of the core geometry with DFT.
A discussion of the accuracy of DFT for Mg with regards to small displacements, elastic
deformation and slip is available in Section 1.3. In the following sections, we calculate
dislocation core structures within DFT and compare them to dislocation cores calculated
with the Sun EAM[52] empirical potential in order to validate that potential for larger length-
scale calculations of dislocations in Mg. We calculate a-type edge and screw dislocations on
the basal and prismatic planes as well as a c-type screw dislocation on the prismatic plane.
3.1 Computing the dislocation geometries
The simulation cells for calculating isolated dislocation cores in DFT using the LGF method
require careful construction. We use periodic boundary conditions along the dislocation
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Figure 3.1: Fully relaxed Mg basal 1
3
〈112¯0〉 screw dislocation core simulation cell from DFT
USPP. The cell is separated into regions I (blue), II (red), and III (gray) and identified
direct substitutional solute sites (green, also region I). The periodic simulation box is drawn
in black with box dimensions 69.14 × 54.42 × 3.19 A˚3. The initial screw geometry has
displacements coming out of the page; relaxation creates additional displacements in the
cores of the partial dislocations. The periodic edges of the cell form domain boundaries.
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Figure 3.2: Fully relaxed Mg prismatic 1
3
〈112¯0〉 screw dislocation core simulation cell from
DFT PAW. The cell is separated into regions I (blue), II (red), and III (gray). The periodic
simulation box is drawn in black with box dimensions 54.42 × 69.12 × 3.19 A˚3. The initial
screw geometry has displacements coming out of the page. The periodic edges of the cell
form domain boundaries.
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Figure 3.3: Fully relaxed Mg basal 1
3
〈112¯0〉 edge dislocation core simulation cell from DFT
USPP. The cell is separated into regions I (blue), II (red), and III (gray) and identified direct
substitutional solute sites (green, also region I). The periodic simulation box is drawn in black
with box dimensions 84.92×72.57×5.53 A˚3. The initial edge geometry has displacements in
the plane of the page; relaxation creates additional displacements in the cores of the partial
dislocations.
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Figure 3.4: Fully relaxed Mg prismatic 1
3
〈112¯0〉 edge dislocation core simulation cell from
DFT USPP. The cell is separated into regions I (blue), II (red), and III (gray) and identi-
fied direct substitutional solute sites (green, also region I). The periodic simulation box is
drawn in black with box dimensions 63.87× 63.87× 5.18 A˚3. The initial edge geometry has
displacements in the plane of the page.
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Figure 3.5: Fully relaxed Mg prismatic 〈0001〉 screw dislocation core simulation cell from
DFT USPP. The cell is separated into regions I (blue), II (red), and III (gray). The hexagonal
periodic simulation box is drawn in black with box dimensions 29.81× 29.81× 5.18 A˚3. The
initial screw geometry has displacements coming out of the page. The periodic edges of the
cell form domain boundaries.
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line with 16 k-points along the line for the basal a-type screw, prismatic a-type and c-
type screw, and the prismatic a-type edge, and 12 k-points along the dislocation line for
the basal a-type edge. We use a Methfessel-Paxton smearing width of 0.5 eV to give an
accurate representation of the electronic density of states. The basal and prismatic a-type
screw dislocation relaxations require 525 atoms (flexible boundary condition regions: I: 54,
II: 164, III: 307, c.f. Figures 3.3 and 3.2) with a domain boundary between periodic cells
corresponding to basal stacking fault. The basal a-type edge dislocation requires 806 atoms
(I: 130, II: 247, III: 429, c.f. Figure 3.3) and is embedded in vacuum. The prismatic a-type
edge requires 465 atoms (I: 57, II: 118, III: 290, c.f. Figure 3.4). The prismatic c-type screw
dislocation requires 513 atoms (I: 60, II: 132, III: 321, c.f. Figure 3.5), also with a domain
boundary between periodic cells. The sizes of the regions are set based on the amount of
core spreading expected from a Peierls-Nabarro model[87] (see Table 3.1) as discussed in
Chapter 2.
To form the dislocation cells, we displace the atoms corresponding to the integral formu-
lation of the anisotropic elastic displacement field[88] with an internal relaxation correction
for a perfect dislocation and then relax. Since the prismatic a-type screw is metastable and
the perfect a-type screw relaxes to the basal plane, it is introduced by placing two b/2 screw
partials separated by c in the prismatic plane and relaxing this structure. We relax these
initial geometries using the flexible boundary condition technique. We calculate the LGF
from the force constants used to calculate the phonon spectra as described in Chapter 2.
The internal relaxation correction is necessary for non-centrosymmetric crystal structures
with more than one atom in the basis where the dislocation strain field breaks the underlying
symmetry of the lattice. For HCP Mg, there are two atoms in the basis. Shear strains
(xx 6= yy, xy and yx) in the basal plane result in non-zero forces of opposite sign on the
two atoms causing internal relaxation. To correct for this, we apply internal displacements
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Figure 3.6: Nye tensor densities and differential displacements for the basal edge 1
3
〈112¯0〉
dislocation in Mg from DFT USPP and the Sun EAM potential. Arrows correspond to
DD between neighboring atoms modulo b/2 along the edge direction for the left figures and
modulo b/2
√
3 along the screw direction for the right figures. In this (011¯0) plane view of
the edge dislocation, the two atoms immediately to the left and right of an atom are nearest-
neighbors in the basal plane. The differential displacements for the atoms two spaces away
appear as lines across the circles in the figure. The color map corresponds to the Nye tensor
density for the edge (left) and screw (right) components.
from the third rank η tensor[89],
ureli =
∑
j,k
ηijkjk, (3.1)
where ureli is the internal displacement along direction i, and jk is the strain tensor. Dis-
placements of opposite sign are applied to the two atoms in the basis. We calculate the η
tensor by applying a uniform strain, jk, to HCP Mg and relaxing only the internal atom
positions to get ηijk = u
rel
i /jk. For HCP the only non-zero components that are linear in the
strain are ηxyx = ηxxy = ηyxx = −ηyyy. The values are −0.533 A˚ for DFT USPP, −0.117 A˚
for DFT PAW and 0.266 A˚ for Sun EAM. This correction is most important when calculat-
ing the Peierls stress as a large uniform strain in region III introduces forces of alternating
sign on atoms in that region.
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Figure 3.7: Nye tensor densities and differential displacements for the basal screw 1
3
〈112¯0〉
dislocation in Mg from DFT USPP, DFT PAW and the Sun EAM potential. Arrows corre-
spond to DD between neighboring atoms modulo b/2 along the screw direction for the left
figures and the edge direction for the right figures. The color map corresponds to the Nye
tensor density for the screw (left) and edge (right) components.
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Table 3.1: Partial splitting distances for the Mg basal screw and edge dislocation geometries.
The splitting is measured from four different metrics: the separation of the extrema in the
Nye tensor edge (dedgeNye ) and screw (d
screw
Nye ) components, the distance between the edge (d
edge
DD )
and screw (dscrewDD ) DD triads in units of the Burgers vector (b). We also show the splitting
estimates from the elastic constants and stacking fault energies using the Peierls-Nabarro
model (PN).
core dedgeNye d
edge
DD d
screw
Nye d
screw
DD PN
USPP Edge 5.7b 6.2b 5.3b 6.2b 7.3b
Sun Edge 4.5b 6.1b 4.5b 6.1b 5.7b
USPP Screw 2.1b 3.0b 2.1b 3.9b 3.7b
PAW Screw 2.1b 3.4b 2.1b 3.0b 3.8b
Sun Screw 2.0b 3.0b 2.0b 3.6b 2.3b
3.2 Dislocation cores on the basal plane
Figures 3.6 and 3.7 show the differential displacement maps and linearly interpolated Nye
tensor densities[90] for the a-type basal edge and screw dislocations calculated[44] from DFT
using USPP and from the Sun EAM potential, and the basal screw dislocation for DFT
PAW. The arrows on the left figures show the displacement between neighboring atoms
relative to the perfect crystal along the [112¯0] direction modulo b/2 with the arrow wrapped
between −b/4 and b/4. The arrows are scaled so that an arrow of length a corresponds to
a displacement of b/4. For the right figures, we show the displacement between neighboring
atoms along [11¯00] modulo b/2
√
3 to show the screw (edge) component of the Shockley
partials for the edge (screw) geometry. The Shockley partials are clearly visible in both
figures as Burgers circuit triads and extrema in the Nye tensor density.
Table 3.1 tabulates the partial splitting distances for each of the basal cores as computed
from the Nye tensor densities and the differential displacements for both the edge and screw
components. Since the Nye tensor density is only defined at lattice sites, and the differ-
ential displacement vectors are defined between lattice sites, these measures of the partial
separation are only accurate to 1b and provide bounds for the partial separation distance.
We compute dedgeNye and d
screw
Nye from the distance between the extrema in the edge and screw
48
Figure 3.8: Nye tensor densities and differential displacements for the prismatic edge 1
3
〈112¯0〉
dislocation in Mg from DFT and the Sun EAM potential. Arrows correspond to DD between
neighboring atoms modulo b along the edge direction. The color map corresponds to the
Nye tensor density for the edge components.
components of the Nye tensor densities and dedgeDD and d
screw
DD from the distance between the
triad centers for the edge and screw DD maps. For these metrics, the partial separation
distances of the edge dislocation are about twice that of the screw dislocation, which is con-
sistent with the values from a Peierls-Nabarro model[76] (7.3b for edge and 3.7b for screw).
For both core geometries, the DFT USPP, DFT PAW and Sun potential core structures are
in good agreement suggesting that the Sun potential is reasonable for describing the basal
a-type dislocation cores structure in pure Mg.
3.3 Dislocation cores on the prismatic plane
Figure 3.8 shows the Nye tensor density and differential displacement maps modulo b for
the prismatic a-type edge dislocation core for DFT with USPP and the Sun EAM potential.
The core structures for DFT and the Sun EAM potential are similar. Both dislocation cores
are compact with no splitting on the prismatic plane and almost zero screw component.
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Both methods predict a core spreading of 1.9b from FWHM of the Nye tensor densities. The
compact core suggests limited mobility of prismatic edge dislocations which is consistent
with experiment.
Figure 3.9 shows the Nye tensor density and differential displacement maps modulo
b for the prismatic a-type screw dislocation core for DFT with PAW and the Sun EAM
potential. Since the DFT USPP has no metastable prismatic stacking fault, the prismatic
screw dislocation is unstable and relaxes to the basal screw core. However, DFT PAW does
have a metastable prismatic stacking fault which yields a metastable prismatic a-type screw
core. The Sun EAM prismatic a-type screw core is similar to the DFT PAW core. They are
both compact with no splitting into partials with spreading widths of 0.7b. The fact that
these cores are compact, metastable and higher energy than the basal a-type screw cores is
consistent with the relative ease of basal glide in Mg and difficulty of prismatic glide.
Figure 3.10 shows the screw and edge components of the Nye tensor density and differ-
ential displacement maps modulo b for the prismatic c-type screw dislocation core for DFT
with USPP. The core is highly symmetric and compact with a spreading width of 1.5b from
the FWHM of the Nye tensor density. The edge components are substantially smaller than
the screw components. The highly compact core suggests a high Peierls stress to move the
c-type prismatic screw.
3.4 Summary and discussion
We have calculated dislocation core geometries within DFT and for the Sun EAM potential
for these dislocation characters: a-type basal screw and edge, a-type prismatic screw and
edge, and c-type screw. The dislocation core structures from the Sun EAM potential are
consistent with the structures calculated from the more accurate DFT method suggesting
that EAM potential can be used for longer length scale calculations of dislocations in pure
Mg. Additionally, DFT USPP and DFT PAW give consistent core structures for the a-
50
−2a 0
−c
0
c
−0.06
−0.03
0
0.03
0.06
−c
0
c
−0.06
−0.03
0
0.03
0.06
[1120] component Prism Screw
[1100]
[00
01
]
PAW
Sun
Figure 3.9: Nye tensor densities and differential displacements for the prismatic screw
1
3
〈112¯0〉 dislocation in Mg from DFT with PAW and the Sun EAM potential. Arrows
correspond to DD between neighboring atoms modulo b along the screw direction. The
color map corresponds to the Nye tensor density for the screw components.
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Figure 3.10: Nye tensor densities and differential displacements for the prismatic screw
〈0001〉 dislocation in Mg from DFT with USPP. Arrows correspond to DD between neigh-
boring atoms modulo b along the screw (edge) direction for the top (bottom) figure. The
color map corresponds to the Nye tensor density for the screw (edge) component.
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type basal screw dislocation, but DFT USPP does not find a stable a-type prismatic screw
dislocation. Thus, we must use PAW for calculating screw dislocations on the prismatic
plane. Also, the basal dislocations dissociate into Shockley partials while the prismatic
dislocation geometries are compact. This is consistent with experimental results which give
low Peierls stresses on the basal plane and high Peierls stresses on the prismatic plane.
Since we have accurate dislocation core structures for different slip systems in Mg, we can
use these geometries to investigate the effects of solutes on the motion of these dislocations.
The following chapters will discuss the interactions of solutes with these dislocations.
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Chapter 4
Solute interactions with stacking
faults and strain in Mg
Edge dislocations produce a long-range volumetric strain field which interacts with solutes
of different size from Mg. In addition, volumetric strain is produced near the core of screw
dislocations as well. When dislocations split into partials, they are separated by a region of
stacking fault which competes with the reduction in elastic energy caused by splitting. Solute
interactions with volumetric strain and stacking faults in Mg can act as a proxy for solute
interactions in dislocation cores. The following sections describe the geometries of basal,
prismatic and pyramidal stacking faults and the effect of solutes on them. Additionally, we
look at the response of solutes to volumetric strain. We use these size and stacking fault
“misfits” in Chapter 5 and Chapter 6 to calculate solute-dislocation core interaction energies.
Pyramidal plane stacking fault misfits are calculated and expected to be correlated with
the strength of pyramidal dislocation motion. However, we currently have no description of
how pyramidal stacking fault misfits correspond to interaction energies in pyramidal dislo-
cation cores since they have not been computed with DFT. They have been computed with
Sun EAM[91], and the pyramidal stacking fault surfaces from Sun EAM compared favorably
with those calculated from DFT[91]. We present the pyramidal stacking fault misfits as a
potential proxy for the trends in solute interactions with pyramidal slip.
Figure 4.1 describes the stacking fault geometries on the prismatic, basal and pyramidal
planes. The prismatic plane is corrugated; therefore, there are two possible fault cuts on the
prismatic plane along the a
3
[21¯1¯0] direction: an easy (a) fault and a hard (c) fault relative to
bulk (b). The easy fault has an unrelaxed planar separation of a√
3
compared to a
2
√
3
for the
hard fault with corresponding fault energies of 218 mJ/m2 for the easy fault and 472 mJ/m2
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Figure 4.1: Mg stacking fault geometries for the (a) easy and (c) hard prismatic (11¯00), the
(d) basal (0001) and the (e) pyramidal (11¯01) planes. The planes’ positions in the unit cells
with the corresponding axes are shown next to the faults in light red. The numbers labeling
the atoms correspond to different substitutional solute sites in the stacking fault geometry.
The green arrows correspond to the amount and direction of slip for the fault projected into
the plane of view. Note: the plane normal for the pyramidal fault is the normal assuming
an ideal c/a ratio.
for the hard fault computed with PAW. The stable basal stacking fault geometry (d) is
the relaxed I2 stacking fault with energy 34 mJ/m2 from PAW. This fault is created by
changing the ...ABABABAB... stacking of HCP to ...ABABCACA.... This creates a locally
FCC-like layer. The pyramidal (11¯01) fault (e) is displaced by 1
3
[12¯13¯], which represents the
displacements seen in a pyramidal c+ a dislocation. The pyramidal unstable stacking fault
energy at this displacement is 261 mJ/m2 from DFT PAW. For the prismatic and pyramidal
faults, solutes are substituted at sites labeled 1 and 2 in the faults because the stacking fault
energy is spread across two planes near the fault. Thus, in order to characterize the effect
of solutes on the stacking fault energies, we consider both substitutional sites near the fault
planes.
4.1 Computational methods
We calculated stacking fault and size misfits with PAW in DFT by doubling the pure Mg
stacking fault cells in each direction in the plane of the fault. A solute is substituted at
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either site 1 or 2 in the faulted and unfaulted version of the geometry for the pyramidal and
prismatic faults. For the basal faults, a solute is only substituted at site 1 in the faulted and
unfaulted geometries. Atoms are allowed to relaxed perpendicular to the stacking fault. We
used a 2×2×5 (80 atoms) periodic supercell with a 16×10×1 k-point mesh for the prismatic
faults, a 2× 2× 9 (72 atoms) periodic supercell for the basal fault with a 16× 16× 1 k-point
mesh for the basal faults, and a 1× 2× 10 (80 atoms) periodic supercell for the pyramidal
fault with a 9 × 8 × 1 k-point mesh. We compute size misfits by substituting 1 solute in a
2× 2× 2 Mg supercell with a k-point mesh of 16× 16× 10 at five different volumes based on
the equilibrium Mg volume V0: 1.16V0, 1.05V0, 1.00V0, 0.95V0, 0.86V0. The atomic positions
in each supercell were relaxed until all forces were less than 5 meV/A˚. For the rare earths
Pm, Gd and Tm, electronic relaxation was difficult due to charge sloshing. These solutes
needed to be treated with slow linear mixing, and forces were relaxed to less than 15 meV/A˚.
The cutoff energies and pseudopotential core configurations for these solutes are presented
in Appendix B.
4.2 Definition of misfits
Solute misfits quantify the relative change in the lattice from the dilute substitution of a
solute. We define these as the logarithmic derivative of the observed quantity with solute
concentration in the dilute limit. Hence, size misfit is defined as:
εb =
d ln b
dcs
∣∣∣∣
cs=0
=
1
b
db
dcs
∣∣∣∣
cs=0
, (4.1)
and the stacking fault misfits are defined as:
εBSF =
d ln γ
dcs
∣∣∣∣
cs=0
=
1
γ
dγ
dcs
∣∣∣∣
cs=0
. (4.2)
To compute these misfits, we define them in terms of the interaction energies of the
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supercells. For the size misfits, the change in energy is given by the differences in supercell
energies Esolute supercell(eV )−Esolute supercell(0)−15Ebulk Mg(eV )+15Ebulk Mg(0) and varies with
the volumetric strain eV = V/V0− 1 for each supercell. The raw data is fit to a quadratic in
strain E ′soluteeV + E
′′
solutee
2
V , and the slope E
′ is used to determine the size misfit
εb = − E
′
3BV0
, (4.3)
where B is the bulk modulus.
The basal stacking fault misfit is calculated from our supercell energies as
εBSF =
1
γI2
· Edisplaced(solute)− Eundisplaced(solute)− 2
√
3a2γI2√
3a2/2
, (4.4)
where the “displaced” and “undisplaced” geometries correspond to the layered structure
with and without an I2 intrinsic stacking fault, and
√
3a2/2 is the basal plane area. Since
the basal stacking fault energy is contained to one plane, we substitute a solute at one site
in the basal stacking fault. The fault is also (meta)stable, so we impose no constraints on
relaxation when calculating the energy of the faulted structure with a solute.
The prismatic stacking fault misfits are more complicated as the stacking fault energy
contains contributions from the atomic energy of two planes of Mg atoms near the fault.
Thus, the energies of the substituted Mg atoms must be known to correctly calculate the
misfits. To estimate the atomic energies of these solutes, we use the atomic energy values
from the Sun EAM potential that we validated against the DFT dislocation core geometries
in Chapter 3. The energy change for a magnesium atom in the easy fault is EMg-prismE1 =
74 meV for the first plane and EMg-prismE2 = 54 meV for the second compared to bulk; while
for the hard fault, the magnesium atom energy is EMg-prismH1 = 205 meV for the first plane
and EMg-prismH2 = 23 meV for the second compared to bulk. This energy is not known from
DFT, only the total fault energy. The prismatic misfit for solute X in fault f = (E,H) in
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plane p = (1, 2) as
εfp(X) =
Efp(Mg79X1)− Ebulk(Mg79X1)− 4caγf + EMg-prismfp
caγf
(4.5)
for lattice constants a and c and fault energy γf .
The pyramidal misfits (εpyrp(X)) are defined similarly to the prismatic stacking fault
misfits, with the pyramidal misfit for solute X in plane p = (1, 2) defined as
εpyrp(X) =
Epyrp(Mg79X1)− Ebulk(Mg79X1)− 2a2
[
3 + 4
(
c
a
)2]1/2
γpyr + E
Mg-pyr
p
a2
[
3 + 4
(
c
a
)2]1/2
γpyr
, (4.6)
where Epyrp(Mg79X1) is the energy of the fault with X substituted in plane p, Ebulk(Mg79X1)
is the energy of bulk Mg with X substituted for one Mg, a2
[
3 + 4
(
c
a
)2]1/2
is the area of the
pyramidal plane, and γpyr is the pyramidal stacking fault energy. As in the prismatic fault,
we estimate the energy of substituted Mg atoms from Sun EAM potential calculations of the
pyramidal stacking fault. The energy change for an Mg atom in plane 1 is EMg-pyr1 = 259 meV,
and the energy change for an Mg atom in plane 2 is EMg-pyr2 = 177 meV. As in the prismatic
case, the stacking fault energy of the pyramidal fault is spread over two atomic planes, and
both must be considered to capture the interaction with the fault.
4.3 Solute effects on stacking faults
Figure 4.2 contains the size and basal stacking fault misfits for 63 solutes in Mg. The
size and basal stacking fault misfits describe interactions with the basal dislocation core
geometries[92] as discussed in Chapter 5. The largest variation in misfit parameters occurs
in the s-band metals which are near valency to Mg. Very little variation occurs with atomic
period for the transition metals likely due to localized d-orbitals not participating in bonding.
Figure 4.3 shows the prismatic stacking fault misfits for solutes substituted at two sites in
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Figure 4.2: Size (top) misfit, and basal (0001) stacking fault misfits (bottom) for 63 solutes
in Mg. Color and symbol indicate the corresponding period of the periodic table for the
misfit.
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in the easy fault (2nd from top), site 1 in the hard fault (3rd from top) and site 2 in the
hard fault (bottom). Color and symbol indicate which period of the periodic table the misfit
corresponds to.
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Figure 4.4: Pyramidal (11¯01) stacking fault misfits for sites 1 (top) and 2 (bottom). Color
and symbol indicate which period of the periodic table the misfit corresponds to.
both the easy and hard prismatic stacking fault geometries which we use to predict prismatic
screw dislocation interaction energies[93]. Similarly to the basal and size misfits, the largest
variation with period occurs for the s-band metals with little variation in the transition
metals.
Figure 4.4 shows the misfits for solutes substituted at two sites in the pyramidal (11¯01)
stacking fault. There is currently no pyramidal solute-dislocation interaction model based
upon these misfits. However, softening should correlate with negative misfits which allow
for the dislocation core to spread. Again, the largest variation occurs in the s-metals with
little variation with period in the transition metals. The pyramidal misfits are also provided
in Appendix C for easy comparison with the basal and prismatic parameters.
Misfits on all three stacking fault planes show similar trends in variation with period in
the periodic table. None of the misfits show large variation with period across the transition
metals but do show large variation with period in the s-metals. Since the d electrons are
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localized across the transition series, it is only the valence s electrons that are participating
in bonding with Mg in the fault and the misfits depend mostly on d filling. Since there is
no angular depending bonding with s electrons, the misfits show similar trends across the
transition series for all of the stacking fault misfits. The s metals have large variation in
atomic radii with period, and thus show large variation in size misfit as well as stacking fault
misfit as the atomic volume at the faulted site is different from bulk. We also see a decrease
in size misfit with increasing atomic number for the lanthanides because of the well known
size contraction[21] across the lanthanide series. The misfits are highly correlated which can
be explained by similar changes in the bonding environment near the Fermi energy as shown
in the stacking fault DOS.
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Table 4.1: Size (εb) misfits and basal (εBSF), prismatic (εE1, εE2, εH1, and εH2) and pyramidal
(εpyr1 and εpyr2) stacking fault misfits for all 63 solutes in Mg.
εb εBSF εE1 εE2 εH1 εH2 εpyr1 εpyr2
Ag –0.170 1.934 1.172 –0.223 0.184 0.211 –0.309 0.309
Al –0.120 –1.252 0.843 –0.187 0.165 0.043 –0.184 0.181
As –0.149 –3.599 0.415 –1.325 –0.697 –0.099 –0.593 0.108
Au –0.234 1.865 1.275 –0.580 0.028 0.206 –0.456 0.409
Ba 0.605 –7.029 –2.780 0.002 –0.025 –0.772 0.258 –0.837
Be –0.235 1.333 1.137 –0.647 0.032 0.124 –0.507 0.352
Bi 0.135 –4.452 0.014 –0.701 –0.416 –0.102 –0.136 –0.197
Ca 0.334 –1.394 –1.554 0.633 0.711 –0.304 0.311 –0.393
Cd –0.055 –0.062 0.771 –0.121 0.130 0.100 –0.176 0.088
Ce 0.439 –3.832 –2.059 1.018 1.135 –0.443 0.784 –0.264
Co –0.342 3.854 1.652 –0.106 0.745 0.407 –0.396 0.728
Cr –0.273 0.891 1.404 1.031 1.396 0.354 0.049 0.753
Cs 0.569 –8.964 –2.359 –0.939 –0.993 –0.782 0.002 –1.025
Cu –0.238 2.188 1.161 –0.502 0.131 0.197 –0.480 0.369
Dy 0.281 –1.923 –1.546 1.242 1.335 –0.258 0.488 –0.184
Er 0.251 –1.751 –1.395 1.252 1.347 –0.224 0.480 –0.157
Eu 0.333 –3.500 –1.985 0.805 0.746 –0.350 0.557 –0.408
Fe –0.336 3.140 1.745 0.310 1.013 0.423 –0.257 0.810
Ga –0.119 –1.093 0.733 –0.426 –0.006 0.012 –0.281 0.170
Gd 0.319 –3.252 –1.652 1.073 1.170 –0.442 0.341 –0.499
Ge –0.140 –2.037 0.753 –0.740 –0.230 0.002 –0.367 0.206
Hf 0.013 –0.341 –0.216 1.721 1.783 0.077 0.501 0.285
Hg –0.084 –0.180 0.793 –0.408 –0.063 0.062 –0.280 0.125
Ho 0.266 –1.548 –1.470 1.249 1.343 –0.240 0.485 –0.170
In 0.012 –1.582 0.408 –0.257 0.021 –0.017 –0.109 –0.020
Ir –0.403 4.329 2.324 0.096 0.914 0.544 –0.335 0.981
K 0.430 –3.379 –1.717 –0.207 –0.195 –0.474 0.104 –0.649
La 0.462 –3.998 –2.385 0.845 0.928 –0.531 0.454 –0.450
Li –0.044 1.885 0.422 0.209 0.408 0.107 –0.105 0.093
Mn –0.315 2.121 1.683 0.720 1.241 0.415 –0.102 0.813
Mo –0.270 0.879 1.531 1.639 1.910 0.477 0.320 0.885
Na 0.132 0.294 –0.371 0.156 0.253 –0.074 0.034 –0.192
Nb –0.143 –0.429 0.626 1.802 1.916 0.288 0.456 0.641
Nd 0.393 –4.037 –2.065 1.065 1.151 –0.406 0.611 –0.299
Ni –0.317 3.721 1.434 –0.459 0.392 0.337 –0.501 0.541
Os –0.409 3.715 2.588 0.809 1.475 0.623 –0.070 1.110
Pb 0.103 –3.000 0.033 –0.446 –0.177 –0.069 –0.079 –0.144
Pd –0.298 3.749 1.596 –0.283 0.404 0.374 –0.413 0.569
Pm 0.320 –3.438 –2.208 0.752 0.895 –0.355 0.374 –0.519
Continued on next page
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Table 4.1: (continued)
εb εBSF εE1 εE2 εH1 εH2 εpyr1 εpyr2
Pr 0.337 –3.825 –1.994 1.018 1.146 –0.428 0.646 –0.264
Pt –0.351 3.391 1.704 –0.508 0.336 0.378 –0.508 0.675
Rb 0.534 –6.079 –2.139 –0.534 –0.572 –0.655 0.066 –0.857
Re –0.374 2.049 2.376 1.403 1.829 0.604 0.177 1.081
Rh –0.359 4.582 1.991 0.043 0.859 0.518 –0.320 0.839
Ru –0.364 3.917 2.280 0.708 1.379 0.595 –0.091 0.996
Sb 0.021 –4.652 0.329 –0.845 –0.498 –0.110 –0.257 –0.067
Sc 0.081 –1.196 –0.510 1.278 1.343 –0.038 0.378 0.081
Si –0.197 –2.027 0.825 –0.903 –0.276 –0.002 –0.463 0.279
Sm 0.321 –3.552 –2.032 0.940 1.028 –0.428 0.401 –0.501
Sn 0.014 –3.081 0.372 –0.485 –0.164 –0.052 –0.136 –0.020
Sr 0.496 –3.404 –2.310 0.400 0.430 –0.554 0.313 –0.624
Ta –0.171 –1.038 0.822 1.851 1.960 0.303 0.463 0.667
Tb 0.297 –2.057 –1.625 1.229 1.321 –0.278 0.491 –0.199
Tc –0.336 2.622 2.083 1.250 1.728 0.575 0.133 0.997
Ti –0.092 –0.811 0.355 1.412 1.495 0.141 0.309 0.424
Tl 0.056 –1.611 0.201 –0.359 –0.109 –0.048 –0.129 –0.097
Tm 0.255 –2.193 –1.229 0.786 0.746 –0.317 0.288 –0.469
V –0.204 –0.058 0.988 1.302 1.491 0.267 0.190 0.635
W –0.300 0.983 1.778 1.788 1.989 0.502 0.355 0.935
Y 0.295 –1.695 –1.596 1.240 1.332 –0.262 0.489 –0.189
Yb 0.314 –2.217 –1.525 0.602 0.683 –0.330 0.309 –0.398
Zn –0.150 0.317 0.910 –0.354 0.061 0.079 –0.344 0.211
Zr 0.049 –1.267 –0.444 1.709 1.777 0.052 0.525 0.280
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4.4 Correlations in the solute interactions
To characterize the correlations in the misfits, we compute the scaled, uncentered covariance
matrix 〈εxεx′〉/
√〈ε2x〉〈ε2x′〉:
εb εBSF εE1 εE2 εH1 εH2 εpyr1 εpyr2
εb 1 −0.860 −0.984 0.093 −0.183 −0.967 0.617 −0.948
εBSF −0.860 1 0.834 0.075 0.344 0.898 −0.450 0.864
εE1 −0.984 0.834 1 −0.153 0.112 0.960 −0.650 0.927
εE2 0.093 0.075 −0.153 1 0.950 0.097 0.823 0.179
εH1 −0.183 0.344 0.112 0.950 1 0.361 0.631 0.446
εH2 −0.967 0.898 0.960 0.097 0.361 1 −0.449 0.981
εpyr1 0.617 −0.450 −0.650 0.823 0.631 −0.449 1 −0.369
εpyr2 −0.948 0.863 0.927 0.179 0.446 0.981 −0.369 1
(4.7)
Figure 4.5 contains the data in the lower triangle of this matrix. The correlation in this
data is important for describing the interactions on the prismatic plane. As sites in the
prismatic a-type screw dislocation core will have combinations of the different prismatic
stacking fault types, the strong correlations in the misfits allow for the development of an
interaction model based on the geometry and prismatic stacking fault misfits. We see strong
correlation between εE1 and εH2, εE2 and εH1, εE1 and εpyr2, εH2 and εpyr2, εE2 and εpyr1, εH2
and εBSF, strong anti-correlations between εb and εBSF, εE1 and εb, εH2 and εb, εpyr2 and εb.
The eigenvalues of the scaled, uncentered covariance matrix are 2.22, 1.62, 0.57, 0.33, 0.13,
0.13, 0.07, and 0.06. The eigenvalues have dropped by a factor of 7 by the 4th eigenvalue and
17 by the 5th eigenvalue. This rapid decrease in the eigenvalues due to the strong correlation
means that the effective number of degrees of freedom contained in the solute interaction
data for the basal, prismatic and pyramidal planes are reduced from 8 to between 3 and 4.
The strong correlation between different misfits for a range of solutes is also reflected in
the local changes in electronic structure for Mg without solute substitution. We computed
the projected electronic density of states (DOS) for Mg atoms in the HCP crystal structure,
in the basal stack fault, in two sites each in the easy and hard prismatic stacking faults,
and in two sites in the pyramidal stacking fault. For Mg, only s and p contributions arise;
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Figure 4.5: Basal, prismatic and pyramidal stacking fault and size misfits correlation plot
for solutes in Mg. The misfits show strong correlation (green boxes) between εBSF and εE1,
εBSF and εH2, εBSF and εpyr2, εE1 and εH2, εE1 and εpyr2, εE2 and εH1, εE2 and εpyr1, εH2 and
εpyr2, and strong anti-correlation (blue boxes) between εb and εBSF, εb and εE1, εb and εH2,
εb and εpyr2. Symbols and colors for the elements correspond to the same symbols in the
misfit plots of Figure 4.2. The presence of strong correlation among two pairs of misfits in
the solute data suggests that for the solutes considered here, only three degrees of freedom
are contained in the misfit data.
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Figure 4.6: Projected electronic DOS for Mg in HCP, basal stacking fault (BSF), four
different prismatic stacking fault sites (E1 and H2, E2 and H1), and two different pyramidal
stacking fault sites (pyr1 and pyr2). Figure 4.1 shows the location of the sites in the stacking
fault geometries. The dashed lines show the HCP site DOS for comparison with the defect
sites. The prismatic faults are grouped based on the strongest correlation to show the
similarity between the electronic structure in the different defect sites; this similarity is
mirrored in the solute misfits.
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Figure 4.6 shows that most of the changes occur near the Fermi energy EF. To quantitatively
compare each of the possible solute substitutional sites, we compute the overlap of two DOS
differences from the bulk: Let n0(E) be the DOS for the HCP sites, and n1(E) and n2(E)
DOS for two different sites. Then, the scaled DOS overlap Nij is
Nij =
∫ EF
−∞
(
ni(E)− n0(E)
)(
nj(E)− n0(E)
)
dE[∫ EF
−∞
(
ni(E)− n0(E)
)2
dE · ∫ EF−∞ (nj(E)− n0(E))2dE]1/2
(4.8)
Eqn. (4.8) is computed for s and p densities separately, and shows a very similar structure
to Eqn. (4.7):
N (s) =
BSF E1 E2 H1 H2 pyr1 pyr2
BSF 1 0.833 0.576 0.261 0.874 0.111 0.579
E1 0.833 1 0.618 0.519 0.866 −0.037 0.859
E2 0.576 0.618 1 0.866 0.798 0.612 0.691
H1 0.261 0.519 0.866 1 0.628 0.401 0.784
H2 0.874 0.866 0.798 0.628 1 0.255 0.802
pyr1 0.111 −0.037 0.612 0.401 0.255 1 −0.089
pyr2 0.579 0.859 0.691 0.784 0.802 −0.089 1
(4.9)
N (p) =
BSF E1 E2 H1 H2 pyr1 pyr2
BSF 1 0.353 0.791 0.713 0.371 0.431 0.533
E1 0.353 1 −0.128 −0.084 0.916 −0.640 0.791
E2 0.791 −0.128 1 0.974 0.001 0.796 0.345
H1 0.713 −0.084 0.974 1 0.063 0.717 0.452
H2 0.371 0.916 0.001 0.063 1 −0.481 0.786
pyr1 0.431 −0.640 0.796 0.717 −0.481 1 −0.267
pyr2 0.533 0.791 0.345 0.452 0.786 −0.267 1
(4.10)
with the strongest similarity in the changes in p density of states. This is not surprising;
the main differences then in the electronic structure of the stacking fault regions is in the
distortion of p-type angular bonding. This also clearly connects the different responses of
solutes to the bonding environment before solutes are even introduced into the calculation.
In Chapter 5 and Chapter 6 we discuss modeling basal and prismatic dislocation-solute
interactions from these misfit parameters.
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Chapter 5
Basal slip in Mg alloys
In the following chapter, we will investigate the interaction of solutes with basal disloca-
tions in Mg. Since basal slip is the easiest slip system to activate with a Peierls stress of
0.5 MPa at room temperature, and there have been relatively few studies of solid solution
strengthening on the basal plane in Mg, a study of solid solution strengthening of basal slip
is warranted. We will discuss calculations of solute interactions in the basal dislocation cores
computed in Chapter 3. We will investigate solute interactions by direct substitution in the
dislocation cores. To efficiently compute dislocation-solute interactions for a large number
of solutes, we build a geometric model of solute interactions from the size and basal stacking
fault misfits computed in Chapter 4. The geometric model is validated against the direct
substitution calculations. We build a solid solution strengthening model based on the Fleis-
cher pinning model[27], but modified to use the dislocation-solute interactions computed
from our geometric model. From this solid solution strengthening model, we compute basal
strengthening potencies for 63 different solutes in Mg and validate the model by comparing
to available single crystal experimental data.
5.1 Direct calculation of solute interactions in the
basal edge and screw
Figure 5.1 shows the interaction energy for Al substituted into the Mg basal edge and screw
dislocation cores computed by direct substitution at different sites in the dislocation cores.
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Figure 5.1: Solute binding energy maps of Al directly substituted into the Mg a-type basal
screw (top) and edge (bottom) dislocation cores. The site of maximum binding energy is
marked by a cyan dot (99 meV edge, 60 meV screw) while the site of maximum gradient in
binding energy is marked by a magenta dot (12.2 meV/A˚ edge, 11.4 meV/A˚ screw). Solutes
were substituted at the black, magenta and cyan circles.
For each substitution, we relax the entire region I until the forces were less than 5 meV/A˚.
This defines the relative energies for Al in each site (18 for the screw, 30 for the edge).
To define a zero energy reference point for the solute interaction, we reference the average
energy of Al at one plane above and below the stacking fault region in the center of the core.
We find the strongest interaction (99 meV edge, 60 meV screw) at the site of maximum
compression near the center of the partial dislocation cores for both the edge and screw
geometries. This is expected as Al is smaller than Mg and is affected by the size changes in
the cores. The interaction force (the derivative of the interaction energy in the slip direction)
is largest between the partial cores and the stacking fault for both dislocations with nearly
equal magnitudes for edge and screw (12.2 meV/A˚ edge, 11.4 meV/A˚ screw). The similar
values for the screw and edge forces are surprising as elasticity theory predicts a very weak
far-field interaction for the screw dislocation[8]. If we apply anisotropic elasticity theory
at a distance of c/4 from the slip plane (where c/2 is the distance between parallel basal
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slip planes) to the screw and edge dislocations separated into mixed partials (a
3
[11¯00] and
a
3
[101¯0]), anisotropic elasticity theory predicts maximum or minimum volumetric strains in
the partial cores of ±7.2% (screw) and ±12.7% (edge). This is significantly different from
our atomic-scale values of −2.7%, +4.6% (screw) and −4.9%, +5.3% (edge). Moreover,
elasticity theory predicts the maximum interaction forces for solutes to be the maximum
interaction energy divided by 2 A˚, and that the solute-screw interaction force will be 58% of
the solute-edge interaction force. All of the elasticity predictions contradict our atomic-scale
calculations: equal solute-screw and solute-edge interaction forces, energy to force ratios of
6–8 A˚, and smaller and unbalanced maximum and minimum volumetric strains. All of these
differences highlight the sensitivity of the solute-dislocation interaction to the partial core
geometries and the need for a first-principles approach to compute stress-free atomic-scale
dislocation core geometries.
Direct substitution introduces a finite size error in the interaction along the dislocation
line due to the periodic repetition of substituted solutes. For the screw dislocation geometry,
there is one Al atom every 3.19 A˚ along the dislocation line (~t = a
3
[21¯1¯0]), and for the edge
dislocation, every 5.53 A˚ (~t = a[011¯0]). To characterize the amount of error introduced
due to the periodic repetition, we double the periodicity of the screw dislocation geometry
(6.38 A˚) and substitute a single Al atom for one Mg atom. The calculated Al solute-screw-
dislocation interaction energy was 8.4 meV higher than that extracted from the original
geometry. We expect this to be an upper limit on the finite-size error as it is (a) for the
shortest Al-Al repeat distance, and (b) for the largest change in local geometry.
5.2 Solute interactions from size and chemical misfits
To more efficiently calculate the solute-dislocation interactions for a large number of solutes
across the periodic table, we develop a fully atomic-scale approach based on the size and basal
stacking fault misfits of Chapter 4. The long-range strain and stress fields of a dislocation
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Figure 5.2: Projected DOS comparison for sites in the Mg a basal screw, bulk Mg and Mg
in basal stacking fault. The upper-left inset zooms in on the DOS near the Fermi level.
The a-type basal screw core geometry with the projected DOS sites labeled is inset in the
lower-right. The green shading is the basal stacking fault energy and the arrows are the
differential displacement between neighbors modulo b/2. Far away from the dislocation core
(red site) the projected DOS is close to the bulk Mg value. The sites in the dislocation core
(blue) and stacking fault region (purple) are different from the bulk DOS near the Fermi
level. Instead, they are closer to the DOS for basal stacking fault in Mg suggesting a stacking
fault energy contribution.
are known from anisotropic elasticity[88], and so the change in local volume around a solute
controls the solute-dislocation interaction[19]. This approximation is the largest contribution
to the interaction energy; the next largest contribution is from the slip in the partial cores
and the stacking fault.
Figure 5.2 shows the projected DOS for bulk Mg, Mg in basal stacking fault and for three
sites in the Mg a-type basal dislocation geometry. The red site in the dislocation is far from
the dislocation core. The DOS at this site is bulk-like because there is little strain or slip.
In contrast, the DOS for the purple site in the stacking fault region and the blue site in the
partial dislocation core are similar to the basal stacking fault DOS. This suggests that the
sites in the dislocation core are similar to the basal stacking fault and solutes effects on the
basal stacking fault energy will similarly effect the sites in the basal dislocation core.
Thus, to compute the interaction of any solute with the Mg dislocations, we analyzed
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each dislocation geometry in terms of local volumetric strain and slip. The local volumetric
strain at each atomic site in the final relaxed dislocation geometry is defined from the
nearest-neighbor positions as[90]
eVi =
(
det(
∑
j ~xji~x
T
ji)
det(
∑
j ~pj~p
T
j )
)1/2
− 1, (5.1)
where eVi is the volumetric strain at site i, ~xij is the vector from atom i to nearest-neighbor
j in the dislocation geometry, and ~pj is the vector to neighbor j in the perfect HCP lattice.
The slip interaction energy (Eslipi ) is calculated at each atomic site i as
Eslipi =
√
3a2/2
6
∑
j
γ(0001)(~dji ), (5.2)
where j are the nearest-neighbors of site i in the adjacent basal planes, γ(0001) is the gener-
alized basal stacking fault energy for differential displacement ~dji = ~xji − ~pj between sites
i and j, and the factor of 1
6
is from assigning half the bond energy for the 3 out-of-plane
neighbors. The vector ~pj is the corresponding nearest-neighbor vector between sites i and j
in the undislocated slab. The interaction energy (Einti ) for a solute at site i is then a sum of
two contributions:
Einti = −3BV0εbeVi + εBSFEslipi (5.3)
the size interaction (−3BV0εbeVi ) and slip interaction (εBSFEslipi ) where εb and εBSF are the
misfits from Chapter 4, B = 33.55 GPa is the bulk modulus, and V0 = 22.89 A˚ is the
volume per atom for pure HCP Mg. This misfit approximation requires significantly less
computational resources to determine compared with direct calculations.
Figure 5.3 and Figure 5.4 show the first-principles equilibrium a-type basal screw and edge
dislocation core geometries calculated in Chapter 3 analyzed in terms of size and slip at each
atomic site. The screw dislocation has displacements (slip) parallel to the line direction (out
of the page) and the edge dislocation has slip perpendicular to the line direction representing
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Figure 5.3: Mg a-type basal screw dislocation core geometry with atomically resolved slip
energy (top) and volumetric strain (bottom). The equilibrium geometry is found using
first-principles flexible boundary condition methods. The circles show positions of atomic
rows repeated out of the page (the [21¯1¯0] direction), while the magnitude of arrows be-
tween neighboring sites represent the relative displacement of the neighboring rows out of
the page. The arrow magnitude is maximum for the partial slip. The dislocation splits into
two partials—whose cores are centered on a closed circuit of arrows—with screw components
(displacements out of the page) of 0.5a, and edge components (displacements in the hori-
zontal slip plane) of 0.289a, separated by 3.9a. The slip energy is computed from the atomic
geometry based on the relative displacements of neighbors, and has a maximum value of
20 meV at the light green sites. The volumetric strain is computed from the average change
in nearest neighbor distances, and has a maximum tensile value of +4.6% at the cyan sites
and maximum compressive value of −2.7% at the magenta sites.
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Figure 5.4: Mg a-type basal edge dislocation core geometry with atomically resolved slip
energy (top) and volumetric strain (bottom). The equilibrium geometry is found using first-
principles flexible boundary condition methods. The circles show positions of atomic rows
repeated out of the page (the [011¯0] direction), while the magnitude of arrows between neigh-
boring sites represent the relative displacement of the neighboring rows along the horizontal
slip plane. The arrow magnitude is maximum for the partial slip. The dislocation splits into
two partials—whose cores are centered on a closed circuit of arrows—with edge components
(displacements in the horizontal slip plane) of 0.5a, and screw components (displacements
out of the page) of 0.289a, separated by 6.7a. The slip energy is computed from the atomic
geometry based on the relative displacements of neighbors, and has a maximum value of
25 meV at the light green sites. The volumetric strain is computed from the average change
in nearest neighbor distances, and has a maximum tensile value of +5.3% at the cyan sites
and maximum compressive value of −4.9% at the magenta sites.
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Table 5.1: Al, Bi, Ca, and Li interaction energies and maximum forces in the Mg a-type
basal screw and edge dislocations from direct substitution (for Al c.f. Figure 5.1) and
size and stacking fault misfit approximations. The maximum binding energy (meV) and
maximum interaction force (meV/A˚) determine the attraction of solutes to dislocations and
solid-solution strengthening. The misfit approximation uses two misfits with the atomic-
scale dislocation geometry: change in local volume, and bond-bending from slip to compute
interaction energies for solute with the dislocation core. For both dislocation geometries, the
misfit approximation correctly captures the interaction energies and forces compared with
the more computationally intensive direct calculation.
Al Bi Ca Li
screw Ebinding Fmax Ebinding Fmax Ebinding Fmax Ebinding Fmax
direct 60 11.4 174 21.7 252 36.0 0.8 7.0
misfit: volume 46 12.6 90 14.1 222 34.8 17 4.6
misfit: volume + slip 65 11.2 177 22.2 259 35.6 0.3 7.6
edge Ebinding Fmax Ebinding Fmax Ebinding Fmax Ebinding Fmax
direct 99 12.2 233 21.0 289 33.9 4.0 8.6
misfit: volume 81 11.6 103 13.7 255 33.7 31 4.5
misfit: volume + slip 105 11.5 231 20.7 295 34.3 2.8 8.3
the two limiting cases for basal dislocation geometries. The equilibrium screw dislocation
geometry dissociates into a
3
[101¯0] and a
3
[011¯0] partial dislocations separated by 3.9a (using
the screw DD measure from Chapter 3) of I2 stacking fault which can be seen by the green
shading of stacking fault between the partial cores. The equilibrium edge dislocation also
dissociates into partial dislocations separated by 6.7a (using the edge DD measure from
Chapter 3) of I2 stacking fault. The “cores” of the partials have the largest change in
local geometry from bond-stretching and bond-bending. For a screw dislocation, there is
no far-field volumetric strain. However, we find a large volumetric strain in the partial
cores. The strain is comparable to that in the edge dislocation core which does have a
far-field volumetric strain. We quantify the bond-bending using the slip energy (Eslipi ) from
Eqn. (5.2). This energy is localized to the partial cores and the stacking fault separating
them. A solute’s binding energy will change in the dislocations due to the different local
geometry. As described before, since the cores show the greatest change in local environment
from bulk, we expect solutes to provide the strongest interactions from sites within the
dislocation cores.
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Table 5.1 compares the solute-dislocation interaction for Al, Bi, Ca and Li computed us-
ing direct substitution into the dislocation cores with our combined size- and basal stacking
fault-misfit approach. The response of the solute to changes in local volume and slip cap-
ture most of the interaction energy and forces in the dislocation core. Moreover, the strain
and slip energies are taken directly from the equilibrium core geometries, and the size- and
basal stacking fault-misfit calculations include the local response of Mg atoms neighboring
the solute. The size-misfit approximation is expected to be accurate in the far-field, and is
accurate even in the partial cores where the interaction is the strongest. The slip energy
is needed to represent the stacking fault region between the partials, and the center of the
partial cores themselves. The maximum interaction forces from the misfit calculation are
accurate to within 5% of the direct calculations for both screw and edge geometries, with
deviations of only 7 meV for the interaction energies. Thus, we can predict the interaction
energies of other solutes by using the size- and basal stacking fault-misfits combined with the
equilibrium dislocation core geometries. This permits us to use much simpler and computa-
tionally efficient first-principles calculations of misfits with our first-principles calculation of
pure Mg dislocation cores.
We use the size and basal stacking fault misfits from Chapter 4 to calculate the solute
interaction with the slip and volumetric strain fields from the geometry for 63 different
solutes. In the dislocation core, the interaction energy is largest, but it is no longer described
by elasticity. Despite this, we can use the size misfit in the partial cores by computing
the change in local volume for each atomic site from our atomically resolved dislocation
geometries. This size effect is the largest contribution to the interaction energy. Additionally,
an interaction with the slip in the partial cores and the stacking fault is the next largest
contribution. Using the slip energy from the dislocation cores in Figures 5.3 and 5.4, we
find the change in the response to slip from solutes through the basal stacking fault misfits
(c.f. Figure 4.2). The basal stacking fault misfits determine how the atomically-resolved
slip energy changes with the addition of a solute. Adding this contribution to the size misfit
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Figure 5.5: Diagram of a dislocation line moving through a field of solutes in the Fleischer
pinning model[27]. L ∝ c−1/2s is the mean pinning distance. Fmax is the maximum force from
a pinning solute which is balanced by twice the line tension (E) at the critical bowing angle
(θc).
produces an accurate approximation of the solute-dislocation interaction energy using the
dislocation core geometry.
5.3 Solid solution strengthening on the basal plane
To predict solid-solution strengthening for basal slip in Mg, we use our first-principles
atomic-scale solute-dislocation interaction calculation as input to a dilute-concentration,
weak-obstacle model for solid-solution strengthening from Fleischer[27]. As the dislocation
moves in the slip plane under stress, it encounters randomly placed immobile solute atoms
each of which provides a “pinning” force up to the maximum solute-dislocation interaction
force Fmax. The nearly straight dislocation bows at the solute until it reaches a critical
bowing angle θc and the line tension E pulls the dislocation past the solute. At the critical
angle θc,
Fmax = 2E sin((pi − θc)/2). (5.4)
Figure 5.5 gives a schematic description of this pinning model for solid-solution strengthen-
ing.
For weak obstacles, the dislocation is nearly straight, and the critical bowing angle is
only slightly smaller than pi, hence
pi − θc ≈ Fmax/E  1. (5.5)
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The mean distance between pinning points, L, is the average distance between nearest
randomly placed solutes in a circular wedge of angle α = (pi − θc)/2. The density of solutes
in the slip plane is
ρs = 2cs/Aslip, (5.6)
where cs is the atomic concentration of solute and Aslip is area of the slip plane per atom
assuming that the solute can appear either above or below the slip plane. If the solute
distribution is uniform, the probability that a solute appears in area dA is ρsdA. The
probability of having a solute between r and r + dr in the circular wedge of angle α is
ρsαrdr. The probability of the closest neighboring solute is between r and r + dr is the
probability of finding no solute between 0 and r times the probability of finding one between
r and r + dr:
P (r)dr =
[
1−
∫ r
0
P (r′)dr′
]
ρsαrdr. (5.7)
To convert the integral equation to a differential equation, we divide both sides by ρsαrdr
and differentiate:
1
ρsαr
dP (r)
dr
− P (r)
ρsαr2
= −P (r)
dP (r)
dr
= P (r)
(
r−1 − ρsαr
) (5.8)
The differential equation is separable so we integrate
∫ P (r)
P (a)
dP ′
P ′
=
∫ r
a
(
r−1 − ρsαr
)
dr
ln (P (r)/P (a)) = ln(r/a)− 1
2
ρsα
(
r2 − a2)
P (r) =
P (a)
a
exp
(
1
2
ρsαa
2
)
r exp
(
−1
2
ρsαr
2
)
P (r) = P0r exp
(
−1
2
ρsαr
2
)
(5.9)
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with normalization constant P0 =
P (a)
a
exp
(
1
2
ρsαa
2
)
. Normalizing the distribution gives:
1 = P0
∫ ∞
0
r exp
(
−1
2
ρsαr
2
)
=
P0
2
∫ ∞
0
exp
(
−1
2
ρsαr
2
)
d(r2) =
P0
αρs
P0 = αρs.
(5.10)
The mean pinning distance between solutes, L, is then:
L = αρs
∫ ∞
0
r2 exp
(
−1
2
ρsαr
2
)
dr =
∫ ∞
0
exp
(
−1
2
ρsαr
2
)
dr =
√
pi
2ρsα
(5.11)
from integration by parts and the Gaussian integral. For basal slip in Mg, Aslip =
√
3b2/2;
hence, ρs = 4cs/(
√
3b2). The mean solute pinning distance is
L =
(
pi
ρs(pi − θc)
)1/2
=
(
pi
√
3b2
4(pi − θc)cs
)1/2
=
(3pi2)1/4b
2
( E
Fmax
)1/2
c−1/2s (5.12)
where we substituted in Eqn. (5.5) for the critical pinning angle.
Therefore, the distance between pinning points increases with decreasing solute con-
centration cs and with decreasing interaction force. Given the mean solute spacing, the
strengthening (increase in critical-resolved shear stress in the basal plane necessary to over-
come the solute restraining force) is:
∆τCRSS(0001) =
Fmax
bL
=
2Fmax
(3pi2)1/4b2
(
E
Fmax
)1/2
c
−1/2
s
=
2
(3pi2)1/4
E
b2
(
Fmax
E
)3/2√
cs,
which scales as F
3/2
max and
√
cs. This is the change in CRSS for a (nearly) straight dislocation
line of a given character ranging from edge to screw; the interaction energy and line tension
correspond to the particular line orientation. The strengthening of an average dislocation
loop—which continuously ranges from edge to screw orientations—is weighted by the line
tension. The shape of a basal loop can be estimated as an ellipse with axial ratio α = Ke/Ks,
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where Ke = 25.6 GPa and Ks = 18.6 GPa are the edge and screw line energy prefactors[9]
as determined from the first-principles elastic constants Cij. For Mg, this gives a weight of
0.539 for the screw dislocation and 0.461 for the edge. The screw and edge line tensions
are Es = 12Ksb2 = 591 meV/A˚ and Ee = 12Keb2 = 817 meV/A˚; so, the dislocation loop
weighted-average strengthening for each solute is
∆τCRSS(0001) =
[
0.30
(
F screwmax
)3/2
+ 0.22
(
F edgemax
)3/2]
· c1/2s , (5.13)
where ∆τCRSS(0001) is in MPa and the interaction forces are in meV/A˚.
Hence, we need to consider the contributions to strength from both edge and screw
dislocations for all solutes in our modified-Fleischer model. The concentration-independent
prefactor in Eqn. (5.13) is the solute “strengthening potency.” The solubility of a solute
controls the maximum possible
√
cs, and therefore, the maximum possible strengthening of
a solute in solid solution. As this model ignores thermally activated processes to overcome
solute obstacles, it is appropriate at temperatures without appreciable diffusion, but the
fundamental interaction data is usable for high temperature strengthening models as well.
All of the material information that enters Eqn. (5.13) comes completely from first principles:
crystal structure, lattice and elastic constants, dislocation core geometries, and solute misfits.
Figure 5.6 provides the formulae for the maximum solute-dislocation interaction force
in terms of misfits. The interaction force from the first-principles solute binding energy is
Fmax = max |mˆ · ∇Ebinding| where mˆ is the dislocation slip direction ([11¯00] for screw and
[112¯0] for edge), and Ebinding is the sum of the solute slip and size interaction energies.
The gradients of the solute size and slip interactions are calculated as a centered difference
in the slip direction for sites near the partial dislocation cores where the gradient is the
largest. The gradients were scaled by the size and chemical misfits for each solute and
summed to determine the maximum interaction force. For example, Al has εb = −0.120 and
εBSF = −1.252; then, for the edge dislocation, the interaction force is given by the formula
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Figure 5.6: Formulae for computation of maximum solute-dislocation interaction forces from
εb and εBSF for edge (top) and screw (bottom) dislocations. Each solute substitutional site
in the screw or edge dislocation has a local volumetric strain and slip energy; we use the
size and chemical misfits to approximate the solute-dislocation interaction energy by linearly
scaling those energies. The derivative of the solute-dislocation interaction energy along the
slip direction gives the interaction force, and the maximum interaction force appears as input
in our strengthening model. The particular site that produces the largest interaction force
changes depending on the magnitudes of the misfits εb and εBSF, leading to different regimes.
The slopes of the lines separating the different regimes are indicated in red.
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Figure 5.7: Solid-solution strengthening potency periodic table for 63 different solutes in
Mg. Cyan solutes are better strengtheners, and yellow solutes are weaker strengtheners.
The strongest strengtheners are the alkali, alkaline earth and rare earths as well as transition
metals near half-d filling.
in the southwest corner |71.3εb+2.62εBSF| = 11.8 meV/A˚, and for the screw dislocation, the
interaction force is given by the formula in the narrow southwest wedge |102εb−0.370εBSF| =
11.8 meV/A˚. For Zn, εb = −0.150 and εBSF = +0.317, so the edge dislocation interaction
force is given by the formula in the south section |101εb − 0.412εBSF| = 15.3 meV/A˚ and
for the screw dislocation, the interaction force is given by the formula in the south section
|104εb − 0.599εBSF| = 15.9 meV/A˚.
Figure 5.7 combines the first-principles data for size- and chemical-misfits with the sim-
ple solid-solution strengthening model of Eqn. (5.13) into a periodic table of strengthening
potencies for 63 different solutes. We use the size and basal chemical misfits from Chapter 4
to predict the dislocation interaction energies for both the screw and edge dislocations. We
combined the screw and edge dislocation maximum interaction forces from each solutes’
misfits (c.f. Figure 5.6) to predict the change in critical resolved shear stress for basal slip
from Eqn. (5.13). This periodic table provides a rational method to select equipotent solutes
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to replace less “desirable” elements based high mass, cost, or other processing concerns.
Table 5.2: Size and basal stacking fault misfits, basal screw and edge maximum pinning
forces, basal strengthening potencies for 63 solutes in Mg and a comparison to experiment
when available. Interaction forces are computed from the misfits using the formulae in
Figure 5.6, and the strengthening potencies are computed from Eqn. (5.13). We compare
these to available single crystal experimental values extrapolated to zero temperature.
misfits Fmax [meV/A˚] potency [MPa]
εb εBSF edge screw Eqn. (5.13) exper.
Ag –0.170 1.934 19.5 19.1 43.7
Al –0.120 –1.252 11.8 11.8 20.9 21.2 [22]
As –0.149 –3.599 20.1 17.4 41.2
Au –0.234 1.865 25.4 25.5 66.2
Ba 0.605 –7.029 69.6 68.6 295.8
Be –0.235 1.333 24.5 25.3 64.4
Bi 0.135 –4.452 20.7 22.2 51.7 > 25.0 [22]
Ca 0.334 –1.394 34.3 35.6 107.1
Cd –0.055 –0.062 5.6 5.7 7.0 6.0 [23]
Ce 0.439 –3.832 48.3 48.1 172.4
Co –0.342 3.854 39.2 38.5 124.6
Cr –0.273 0.891 28.0 29.0 78.7
Cs 0.569 –8.964 69.7 70.1 301.5
Cu –0.238 2.188 26.4 26.2 69.4
Dy 0.281 –1.923 30.0 30.5 86.0
Er 0.251 –1.751 26.8 27.2 72.5
Eu 0.333 –3.500 37.7 36.9 117.3
Fe –0.336 3.140 37.3 36.9 116.5
Ga –0.119 –1.093 11.6 11.8 20.7
Gd 0.319 –3.252 35.9 35.2 109.1
Ge –0.140 –2.037 15.3 13.6 28.0
Hf 0.013 –0.341 1.9 1.9 1.4
Hg –0.084 –0.180 8.4 8.6 12.8
Ho 0.266 –1.548 27.9 28.7 77.8
In 0.012 –1.582 4.7 4.8 5.3 9.0 [22]
Ir –0.403 4.329 45.8 44.9 156.9
K 0.430 –3.379 46.6 46.9 165.1
La 0.462 –3.998 50.7 50.6 185.7
Li –0.044 1.885 7.6 8.3 11.7 11.2 [24]
Mn –0.315 2.121 33.5 34.1 101.5
Mo –0.270 0.879 27.7 28.7 77.5
Na 0.133 0.294 13.3 13.6 25.6
Nb –0.143 –0.429 14.3 14.7 28.5
Continued on next page
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Table 5.2: (continued)
misfits Fmax [meV/A˚] potency [MPa]
εb εBSF edge screw Eqn. (5.13) exper.
Nd 0.393 –4.037 44.3 43.4 149.5
Ni –0.317 3.721 36.5 36.0 112.5
Os –0.409 3.715 45.3 44.9 156.1
Pb 0.103 –3.000 15.1 16.0 31.8 > 14.0 [22]
Pd –0.297 3.749 34.8 34.4 104.8
Pm 0.320 –3.438 36.3 35.6 111.0
Pr 0.337 –3.825 38.7 38.0 122.2
Pt –0.351 3.391 39.2 38.6 124.9
Rb 0.534 –6.079 61.2 60.3 243.8
Re –0.374 2.049 38.9 40.2 128.8
Rh –0.359 4.582 42.0 41.7 139.5
Ru –0.364 3.917 41.3 40.5 134.7
Sb 0.021 –4.652 12.8 12.8 23.7
Sc 0.081 –1.196 9.8 9.8 15.8
Si –0.197 –2.027 19.4 19.4 44.1
Sm 0.321 –3.552 36.6 36.0 112.5
Sn 0.014 –3.081 8.5 8.5 12.8 24.3 [25]
Sr 0.496 –3.404 52.9 53.8 201.3
Ta –0.171 –1.038 16.9 17.3 36.5
Tb 0.297 –2.057 31.7 32.2 93.4
Tc –0.336 2.622 36.4 36.6 113.7
Ti –0.092 –0.811 9.0 9.1 14.1
Tl 0.056 –1.611 8.1 8.6 12.6 8.2 [26]
Tm 0.255 –2.193 28.0 27.9 76.2
V –0.204 –0.058 20.6 21.3 49.6
W –0.300 0.983 30.8 31.9 90.8
Y 0.295 –1.695 30.8 31.8 90.6
Yb 0.314 –2.217 33.6 34.1 101.8
Zn –0.150 0.317 15.3 15.9 31.9 31 [13]
Zr 0.049 –1.267 6.9 7.2 9.8
Table 5.2 provides a list of the size and basal stacking fault misfits for 63 solutes, the
Fmax for basal edge and screw dislocations using these misfits and the formulae in Figure 5.6,
and the computed basal strengthening potencies using Eqn. (5.13). We compare the basal
strengthening potencies to available experimental data (for Al, Bi, Cd, In, Li, Pb, Sn, Tl,
and Zn). For example, the available experimental data for potencies of common solutes
Al and Zn in Mg extrapolated to 0K[13, 22] give 21.2 MPa and 31 MPa, versus our first-
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principles prediction of 20.9 MPa and 31.9 MPa—validating our computation and modeling
approach. The largest deviations occur for Bi and Pb which are extrapolated from only two
concentration measurements at high concentration each. Thus, since basal strengthening
becomes weaker than the
√
cs power law at higher concentrations, those extrapolations should
be considered a lower bound on the experimentally observed solid-solution strengthening for
those elements.
The basal strengthening model accurately predicts solid-solution strengthening on the
basal plane when compared to available experimental data. However, to improve ductility,
dislocation motion on secondary slip systems must be active as well. In Chapter 6, we will
extend the ideas of solute interaction with basal cores to thermally-activated motion on the
prismatic plane.
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Chapter 6
Prismatic slip in Mg
Prismatic slip in Mg is about 100 times stronger than basal slip at 300 K and about 4 times
stronger at 600 K. Due to this high strength anisotropy, prismatic slip is not active at 300 K,
and Mg exhibits poor ductility. In this chapter, we discuss prismatic slip via a double-kink
nucleation mechanism that reproduces the experimental cross-slip stress over the 300–700 K
temperature range. Using the Sun EAM potential to model the starting kink geometry
combined with first-principles modelling of the changes in solute interaction energy from
basal to prismatic dislocation cores, we investigate the effects of solutes on prismatic slip,
and the potential for solid-solution softening by increased nucleation rates of cross-slip onto
the prismatic plane.
6.1 Prismatic cross-slip in pure Mg by a double-kink
mechanism
Couret and Caillard in situ experimental measurements[17, 18] found that at high (above
room) temperatures, cross-slip in magnesium is the result of a double-kink nucleation (also
called “jog-pair”[24]) mechanism. A basal screw dislocation constricts into kinks of height
c and spreads on two neighboring basal planes[16]. At low (below room) temperatures,
cross-slip instead occurs by constriction and bowing of a screw dislocation—the Friedel-
Escaig mechanism[19, 20]. We are interested in the problem of forming near 300◦C, so we
only consider the double-kink nucleation mechanism. We model double-kink nucleation by
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Figure 6.1: Mg prismatic kink geometry computed with the Sun potential. The atom colors
indicates changes in atomic energy relative to bulk Mg.
computing the geometry and formation energy of a single basal-to-prismatic kink with the
Sun EAM potential[52] that we previously validated against Mg DFT dislocation cores[44]
as presented in Chapter 3. Together with the Peierls stress, we accurately reproduce the
experimental cross-slip stress over the 300K–700K temperature range.
Figure 6.1 shows the relaxed kink geometry of height c computed from the Sun EAM
potential[52]. The geometry of a ~b = a
3
[21¯1¯0] kink of height c is computed from a periodic
cylinder with axis N a
3
[21¯1¯0] + c[0001]; this produces a periodic array of kinks with density
N−1. The inner cylinder radius is 22b plus an outer layer of 5b fixed to the initial posi-
tions from anisotropic elasticity for a mixed dislocation. The initial geometry relaxes to a
metastable mixed dislocation configuration. To produce a kink, we (1) apply a small Escaig
shear strain of −0.006 between the a
3
[21¯1¯0] and a[011¯0] directions to promote basal spread-
ing, (2) relax, (3) reverse the strain, and (4) relax. The energy of the configurations varies
as a linear function of N : constant kink energy plus the line energy with N . The energies
of the core cylinder at N = 60, 80, 100, 120 go as (0.515 + 0.910N) eV, and we identify the
single kink formation energy Ef = 0.515 eV. The core cylinder—where the total energy
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Figure 6.2: Mg basal to prismatic cross-slip stress with temperature from experiment[11] and
from a double-kink nucleation model (Eqn. (6.3)) using parameters from EAM. The single
kink formation energy and prismatic Peierls stress are computed directly from the Mg EAM
potential; the Orowan equation determines a cross-slip stress for a given dislocation density
and plastic strain rate. There is a single unknown parameter νdk which is determined by a
least-squares fit to the experimental data; the attempt rate should be within a few orders of
magnitude of the Debye frequency (8 THz) as found in our fit.
becomes linear in radius—is 12.5b; if instead the sum is carried out to 22b, the formation
energy is 0.510 eV. We compute the Peierls stress to cause an infinite, straight a-type basal
screw dislocation to move onto the prismatic plane by applying a shear strain to the relaxed
basal screw dislocation geometry and relaxing until the dislocation constricts and moves on
the prismatic plane. This occurs at a stress of 140 MPa for the Sun EAM potential.
Figure 6.2 compares the experimentally determined cross-slip stress for pure Mg[11] with
the calculated double-kink nucleation enthalpy. In a manner similar to Kocks et al.[94], we
expect the double-kink nucleation enthalpy (Hdk(τ)) to follow
Hdk(τ) = 2Ef
{
1−
( τ
τ ?
)1/2}
(6.1)
where Ef is the formation energy of a single kink, and τ
? is the prismatic Peierls stress; the
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exponent of 1/2 corresponds to the elastic interaction of two well-separated kinks[95]. To
validate this expression, we use the Orowan equation to relate the enthalpy to the plastic
strain rate ε˙ for prismatic shear
ε˙ =
( c
a
)
b2ρ⊥νdke−Hdk(τ)/kBT (6.2)
where ρ⊥ is the dislocation density (taken as 108 cm−2), and νdk is the double-kink nucleation
attempt frequency. The attempt frequency is difficult to compute accurately; therefore, we
fit this parameter to the experimental data in the 300–700 K range. A single parameter
fit with the experimental strain rate ε˙ = 1.66 × 10−4s−1 gives νdk = 15.4 GHz which is
within a few orders of magnitude of the Debye frequency (8 THz) so it is reasonable. With
this one parameter, we are able to reproduce the experimental cross-slip stress from room
temperature up to ∼400◦C, for our dislocation density and strain rate. Together with the
Peierls stress, we accurately reproduce the experimental cross-slip stress over the 300K–700K
temperature range (c.f. Figure 6.2). The model for pure cross-slip gives
τ(T ) = τ ?
(
1− kBT
H0dk
)2
(6.3)
where
H0dk =
2Ef
ln(caρ⊥νdk)− ln ε˙ = 62.5meV. (6.4)
and τ ? = 140 MPa.
As prismatic slip occurs via a double-kink nucleation mechanism, we need to know how
solutes interact with the prismatic kink geometry and which portion of the kink that is
prismatic screw to make use of solute interaction energies with the prismatic core. Since a
kink steps from the basal to the prismatic plane, the sites in the kink have their energies
changed by the energy difference between a prismatic and basal core containing a solute.
The kink has a height of c, and takes 30b to step from one basal plane to a neighboring basal
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Figure 6.3: Solute binding energy map of Al directly substituted into the Mg a-type pris-
matic edge dislocation core. The site of maximum binding energy is marked by a cyan dot
(240 meV).
plane. Over that length, 15b is a prismatic core. For `kink = 15, we have S = Sc`kink = 120
sites which can be occupied by solute atoms with an energy change equal to the difference
in the basal and prismatic screw dislocation-solute interactions.
6.2 Solute interactions with prismatic dislocations
6.2.1 Direct solute substitution in the prismatic edge core
To investigate the effects of solutes on dislocations in the prismatic plane, we calculated
solute binding energies in the a-type prismatic edge core with DFT using USPP. Figure 6.3
shows the interaction energy map for Al substituted in the a-type prismatic edge. The
prismatic edge is compact and significantly less mobile than the basal dislocation cores.
In addition, the maximum binding energy for Al in the prismatic edge (240 meV) is more
than twice the maximum binding energy in the basal edge (99 meV). This suggests the
prismatic edge cores will remain immobile, and be strongly pinned by solutes. Thus, to
see softening, we need to look at the a-type prismatic screw which is involved in slip via a
thermally-activated process.
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Figure 6.4: The relative energy of a K, Na, and Sc solute in an Mg prismatic dislocation
core compared with the same site in a basal dislocation core. The change in energy can
promote (negative energies) or prevent (positive energies) the formation of a double-kink.
The interaction energy of a single solute with a single dislocation enters into the distribu-
tion of double-kink formation energies, kink-migration barrier energies, and athermal kink
migration stress.
6.2.2 Solute interactions by direct substitution in the prismatic
screw core
We calculated the interaction energies with the prismatic a-type screw dislocation core by
direct substitution of solutes at Mg sites in the dislocation core. Since the prismatic screw
dislocation is metastable, substitution of solutes into the core can easily destabilize the
core and cause it to relax onto the basal plane. Thus, we are limited to computing direct
interaction energies for solutes which significantly lower the prismatic screw dislocation core
energy. We substitute with K, Na, and Sc because they strongly lower the prismatic E1
stacking fault energy (c.f. Figure 4.3) which we expect to be dominant.
Figure 6.4 shows the difference in energy for solutes substituted at sites in a prismatic
dislocation core relative to substitution in a basal dislocation core. Three solutes decrease
the prismatic stacking fault energy in Mg and produce attractive dislocation interactions:
K, Na, and Sc. Note that repulsive interactions are still possible as the same site in the basal
dislocation core can be more attractive than in the prismatic dislocation core. Of these three
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solutes, K has the strongest interaction in both dislocation cores due to the large size misfit
and change in stacking fault energies ([92], Chapters 4 and 5). Due to the large negative
interaction energies for these three solutes, we expect them to soften prismatic slip in Mg.
6.2.3 Solute interactions in the prismatic screw core by a
geometric model
Since direct substitution into the prismatic screw core is computationally expensive and
problematic due to the instability of the prismatic screw core, a geometric model based on
the prismatic stacking fault misfits analogous to the basal dislocation geometry model of
Chapter 5 is desirable. We build and justify a geometric model[93] by fitting the solute
interaction data from direct substitution into the prismatic screw core to the prismatic
stacking fault misfits.
Figure 6.5 shows differential displacement maps of both the basal and prismatic a-type
screw dislocation cores in Mg. The interaction parameters yi are discussed later. The black
arrows appear in the prismatic easy stacking fault, the white arrows appear in the prismatic
hard stacking fault and the gray arrows appear in both. The differential displacements
are largest for eight core sites corresponding to two partials: one leading (`) and the other
trailing (t) relative to the transformation from a basal dislocation core. Numbering the
sites based on their distance from the center, the 1 and 3 sites have large easy-prismatic
displacements relative to their nearest neighbors (corresponding to εE1) while 2 and 4 sites
have large hard-prismatic displacements relative to their nearest neighbors (corresponding to
εH1). Each 1 site neighbors a 2 site across the fault plane, and each 3 site neighbors a 4 site
across the fault plane; hence, the 1 and 3 sites are in the second plane for a hard fault (εH2),
and the 2 and 4 sites in the second plane for an easy fault (εE2). We require information
about both planes in both faults and due to the strong correlation between fault misfits as
discussed in Chapter 4, we expect to be able to predictively model interaction energies with
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2` –7.77 87.62 11.13 12.63 4.005 –133.9
1` 107.6 –145.0 75.35 –19.19 4.072 8.91
1t 107.6 –145.0 75.35 –19.19 15.55 –73.50
2t –7.77 87.62 11.13 12.63 16.74 190.8
3t 114.9 –209.4 68.86 –27.53 15.64 –76.42
4t 11.74 61.28 26.33 7.19 16.81 189.7
Figure 6.5: Differential displacement map of the relaxed Mg prismatic (left) and basal (right)
screw dislocation cores from DFT PAW and the corresponding interaction energy parameters
(yi) in meV. Arrows between two rows shows the differential displacement along the
a
3
[21¯1¯0]
screw axis, up to a displacement of b/2. For the prismatic core, the color of arrow identifies
if the displacement is specific to an easy (black) or hard (white) fault, or both faults (gray);
c.f. Figure 4.1. For the basal core, the green differential displacements are for the basal
stacking fault and the background color shows atomic volumetric strain that is compressive
(red) or tensile (blue). The solute interaction is computed at the eight labeled sites as the
basal core transforms into the prismatic core; 1–4 go from the center of the prismatic core
outward, with ` for the leading prismatic partial and t for the trailing prismatic partial. The
leading and trailing partial sites are equal by symmetry. In the basal core, sites 1t and 3t
are identical, as are 2t and 4t. The optimized interaction parameters yi for each site i reflect
this; in addition, the prismatic interaction is weaker further from the core, and the basal
interactions are weaker at the leading sites (away from the basal core) than the trailing sites
(in the basal core).
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the available data. Unfortunately, due to the complexity of the local displacements, the most
accurate approach is to parametrize an interaction model based on direct interaction data
from Figure 6.4. For the basal screw dislocation core, the largest differential displacements
correspond to basal slip with volumetric strain near the cores. The interaction energy is
calculated from basal stacking fault misfits εBSF and size misfits εb as describe in Section 5.2.
The site interaction energies for the prismatic and basal screw dislocation core are included
in Figure 6.5, given by Eqn. (6.8), Eqn. (6.9), and Eqn. (6.11) derived below.
Figure 6.6 shows the local projected density of states for Mg in HCP in different prismatic
stacking fault sites as well as in the four different dislocation core environments. From the
geometry, we expect information from the different fault configurations to be useful, but in
addition, we can quantify the correlation from changes in DOS at the different core sites
to the different prismatic stacking faults. From the geometry, we expect sites 1 and 3 to
correlate with E1 and H2 faults, and 2 and 4 to correlate with E2 and H1. The DOS overlaps
of Eqn. (4.8) for the core sites are:
N (s) =
E1 E2 H1 H2
core 1 0.907 0.678 0.520 0.930
core 2 0.282 0.894 0.707 0.626
core 3 0.963 0.684 0.529 0.918
core 4 0.763 0.950 0.763 0.906
(6.5)
N (p) =
E1 E2 H1 H2
core 1 0.984 −0.011 0.011 0.915
core 2 −0.406 0.950 0.895 −0.259
core 3 0.962 0.087 0.098 0.896
core 4 0.160 0.939 0.897 0.255
(6.6)
The correlation of changes in density of states is also reflected in the interaction model that
we fit; these responses—before the substitution of solutes—provides a physical basis for our
geometric interaction model.
The direct interaction energy data for solutes substituted into prismatic screw dislocation
cores is used to fit a site energy model that is a linear combination of solute misfit data. Of
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Figure 6.6: Projected electronic DOS for Mg in HCP in the four different prismatic stacking
fault sites (E1 and H2, E2 and H1; c.f. Figure 4.1) and four prismatic screw dislocation
core sites (1 and 3, 2 and 4; c.f. Figure 6.5). The dashed lines show the HCP site DOS
for comparison with the defect sites. The common sites are grouped based on the strongest
correlation to show the similarity between the electronic structure in the different defect
sites; this similarity is mirrored in the geometry and solute interactions.
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the solutes that lead to a decrease in easy prismatic stacking fault energy, we choose four—
Ca, K, Na, and Sc—that do not destabilize the metastable prismatic screw dislocation core
when substituted into the core. The prismatic core is only stable for Ca at sites 1, 3, and 4,
and Sc at sites 1, 2, and 3. The direct interaction energies are Eprismi (X) for X=Ca, K, Na,
and Sc. The lack of other stable prismatic cores with solutes does not mean, however, that
other solutes cannot lead to softening. Rather, it is the energy difference between a solute
site in the prismatic screw dislocation core and the basal core that affects the double-kink
nucleation energy.
To compute the energy of a solute at a site in the prismatic core, we fit a model for the site
energies that is linear in two misfits. As Figure 4.5 shows, there is a strong correlation among
the misfits, and so only two misfits should be needed for a predictive fit. We considered all
six possible pairings, and found that a fit of the energy for solute X to Eprismi (X) gives RMS
errors (in meV) for pairs of parameters
χRMS =
E1 E2 H1 H2
E1 − 11.6 10.8 9.5
E2 11.6 − 38.3 12.8
H1 10.8 38.3 − 11.6
H2 9.5 12.8 11.6 −
. (6.7)
We find that the fit based on εE1 and εH2
Epr1i (X) = y
pr1.E1
i εE1(X) + y
pr1.H2
i εH2(X) (6.8)
had the lowest RMS error (9.5 meV), while a fit of the energy from εE1 and εH1
Epr2i (X) = y
pr2.E1
i εE1(X) + y
pr2.H1
i εH1(X) (6.9)
has the second lowest RMS error (10.8 meV). The fit to the energy from εE2 and εH1 has the
highest RMS error (38.3 meV). This is not surprising as neither εE1 nor εH2 are present in
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the fit, and they have the largest overlap with the dislocation core densities of state. Note
that while εE1 appears in both best fits, the parameters describing the interaction y
pr1.E1
i
and ypr2.E1i in the two fits are different. The performance of the first fit is initially surprising
as εE1 and εH2 are highly correlated, but the fit takes advantage of the correlation between
εH2 and εH1. While the two possible linear fits are able to accurately reproduce the direct
interaction data, the difference in Eqn. (6.8) and Eqn. (6.9) for the 25 solutes not in the fit
was significantly larger than the RMS error of 10 meV. To alleviate this shortcoming, we
construct a robust fit : a simultaneous fit of Eqn. (6.8) and Eqn. (6.9) constrained to produce
similar prediction variability for all solutes—those included in the fit, and those not.
Figure 6.5 lists the interaction energy data ypr1i and y
pr2
i for the robust fit of the prismatic
screw dislocation core sites and ybasali for the basal screw dislocation core sites. We use linear
least squares optimization of Eqn. (6.8) and Eqn. (6.9) simultaneously with an additional
penalty function to minimize the discrepancy between the model predictions for solutes not
in the fit. This gives a mean-squared error χ2error to minimize against fit data E
prism
i (X)
χ2error =
∑
i,X∈fit
(
Eprismi (X)− Epr1i (X)
)2
+
∑
i,X∈fit
(
Eprismi (X)− Epr2i (X)
)2
+ λ
∑
i,X∈all
(
Epr1i (X)− Epr2i (X)
)2
(6.10)
where λ is a parameter to be determined. The first two terms are the fit errors for Eqn. (6.8)
and Eqn. (6.9), while the last term is the prediction error for all solutes estimated as the
difference between the two models. For any value of λ, the optimal pairs of ypr1.E1i and y
pr1.H2
i ,
and ypr2.E1i and y
pr2.H1
i can be found. We select λ such that the RMS prediction errors match
the RMS fit errors ; overall, this gives us an RMS error of 14 meV for all solutes. The site
energies—the average of Eqn. (6.8) and Eqn. (6.9)—can then be used for each solute to
predict changes in the basal-to-prismatic kink energy after subtracting the basal interaction
98
energy from Chapter 5.
Ebasali (X) = y
basal.SFE
i εBSF(X) + y
basal.b
i εb(X) (6.11)
and hence, the change in kink formation energy for a solute X at site i is
∆Ei(X) =
1
2
(
Epr1i (X) + E
pr2
i (X)
)− Ebasali (X) (6.12)
with parameters in Figure 6.5, and an expected error of 14 meV. The site energies for all 63
solutes are shown in Table 6.1.
Table 6.1: Kink interaction energies at the 8 sites in the kink core computed from the
interaction model (Eqn. (6.12)). Direct substitution data for solutes marked with a * are
used to fit the geometric interaction model. Solutes marked with a # are used to determine
the robust fit (Eqn. (6.10)) from the stacking fault parameters.
interaction [meV]
4` 3` 2` 1` 1t 2t 3t 4t
Ag# 28.8 75.3 –9.6 83.2 52.3 0.2 44.7 17.0
Al# 23.6 70.5 –0.7 78.2 86.4 39.6 84.5 53.2
As# 14.0 62.1 –6.1 67.3 101.0 70.0 107.3 80.5
Au 31.7 86.0 –15.7 95.1 61.7 8.0 54.8 27.0
Ba –74.3 –146.1 40.1 –172.8 –61.0 6.9 –35.4 –30.2
Be# 27.9 83.0 –17.5 90.6 63.2 13.2 59.0 31.0
Bi# 2.8 29.9 22.1 30.0 88.1 51.3 93.8 54.5
Ca* –40.8 –110.3 22.0 –123.1 –89.9 –27.9 –83.0 –52.5
Cd# 19.6 57.4 2.1 62.6 60.4 14.1 56.9 25.8
Ce –49.9 –140.7 36.4 –154.0 –87.4 –3.9 –77.6 –36.3
Co 45.5 83.3 –18.8 100.7 38.9 1.6 22.3 22.3
Cr 46.8 64.7 0.3 87.2 63.0 44.3 45.7 59.9
Cs –64.8 –89.8 39.0 -116.2 16.0 37.7 46.2 10.8
Cu 29.0 74.4 -17.3 83.1 45.7 3.2 38.7 20.1
Dy –34.5 –123.1 25.8 –129.3 –92.7 –6.8 –89.9 –33.6
Er –30.3 –114.0 24.4 –118.6 –85.5 –4.2 –83.9 –28.9
Eu –45.4 –141.3 28.0 –151.0 –93.6 4.9 –85.4 –26.5
Fe 50.3 88.0 –12.8 108.3 54.9 15.4 36.9 36.9
Ga# 19.5 65.7 –3.9 71.4 77.8 34.2 77.6 46.8
Ge# 21.4 73.1 –3.7 80.0 96.1 50.7 97.2 64.4
Hf 5.1 –51.5 16.8 –41.1 –36.5 18.4 –46.5 8.8
Continued on next page
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Table 6.1: (continued)
interaction [meV]
4` 3` 2` 1` 1t 2t 3t 4t
Hg# 19.1 65.7 –2.6 69.8 67.6 16.6 66.0 29.7
Ho –33.0 –119.2 24.0 –125.1 –93.6 –10.3 –91.5 –36.0
In# 10.7 42.6 7.4 44.8 63.6 25.1 64.4 32.5
Ir# 63.4 126.0 -17.6 149.0 78.6 9.1 57.1 39.2
K* –50.0 –88.7 24.7 –109.4 –48.5 –19.6 –32.0 –42.1
La –59.7 –157.6 33.2 –174.8 –105.2 –9.5 –91.7 –45.8
Li# 9.5 17.1 –3.3 19.5 –4.4 –18.3 –9.7 –13.6
Mn# 51.5 82.6 –6.0 105.1 64.5 30.8 45.9 50.8
Mo 54.8 56.5 9.4 85.1 61.1 53.0 37.8 67.8
Na* –12.1 –27.4 7.6 –32.9 –29.4 –23.0 –28.0 –29.1
Nb 31.9 –1.4 15.5 20.5 18.1 50.0 0.8 51.8
Nd –47.3 –145.8 35.1 –156.2 –89.7 6.7 –81.1 –26.4
Ni 37.7 76.2 –21.8 89.6 30.5 –4.9 17.7 14.0
Os 74.4 135.3 –8.2 164.5 100.8 27.6 74.6 59.7
Pb# 2.4 21.2 16.6 21.3 61.1 33.8 64.5 36.1
Pd# 41.5 87.4 –18.3 101.4 43.0 –5.6 29.0 15.6
Pr –45.8 –138.6 28.7 –148.6 –87.4 9.0 –78.2 –22.6
Pt# 45.4 97.4 –21.4 113.4 56.4 6.6 42.6 29.8
Rb –61.1 –95.5 33.1 –120.9 –23.6 2.2 0.5 –24.0
Re 74.1 117.2 2.5 149.7 107.0 52.2 80.0 80.1
Rh 54.5 99.3 –16.9 119.6 48.6 –2.4 28.0 22.4
Ru# 65.9 111.8 –7.5 138.2 74.5 16.4 49.5 43.9
Sb# 11.3 58.6 13.0 61.7 116.2 68.0 122.4 76.8
Sc* –5.2 –57.1 17.5 –52.4 –34.5 16.3 –38.8 4.4
Si# 23.8 79.5 –8.8 87.6 100.7 57.0 102.1 72.1
Sm –47.2 –141.5 25.4 –152.0 –94.7 5.5 –85.1 –26.4
Sn# 11.7 48.6 10.8 51.9 88.0 47.2 90.8 55.0
Sr –62.9 –141.9 29.7 –164.2 –99.6 –27.6 –83.2 –61.0
Ta 38.3 15.1 16.9 39.6 42.7 64.8 24.9 69.7
Tb –36.8 –127.4 26.5 –134.4 –95.5 –7.6 –92.0 –35.4
Tc 65.1 94.4 1.0 123.4 76.0 35.7 50.3 59.2
Ti# 20.4 –3.2 11.8 11.6 16.2 40.8 5.5 41.0
Tl# 4.4 29.6 8.7 29.2 50.5 17.9 52.9 22.4
V 37.1 37.7 5.9 58.0 48.2 48.1 33.4 57.5
W 61.0 74.6 8.5 104.8 78.1 56.9 53.7 75.4
Y# –36.4 –127.5 25.7 –134.6 –99.9 –12.5 –97.0 –40.1
Yb –38.7 –103.3 22.5 –114.8 –73.2 –13.1 –65.3 –36.7
Zn# 22.7 70.5 –8.5 76.5 65.1 18.0 62.4 32.4
Zr# 1.3 –66.9 21.9 –56.5 –39.4 28.1 –48.4 15.0
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6.3 Solute modifications to the prismatic cross-slip
model
The cross-slip activation barriers are modified by the presence of solutes. The nucleation
barrier to form the kinks is locally modified by solutes interacting differently with the basal
and prismatic dislocation cores. Additionally, solutes create a non-uniform energy barrier
for kink motion which results in thermally-activated kink pinning. The roughening of the
energy landscape due to the presence of solutes and its effect on kink migration must be
considered as a competing barrier to the reduction in kink nucleation energy. Also, single
solutes will act to athermally pin the kinks similar to the Fleischer model from Chapter 5.
Kinks are constrained to move along the line, so they exhibit a 1D pinning behavior which
scales linearly with cs as opposed to the
√
cs behavior of the 2D basal bowing. Solute changes
to kink nucleation and migration are investigated in the next sections.
Each nucleated pair of kinks in a solute field requires a total energy equal to the formation
energies plus the change due to the presence of solutes in the kink; the distribution can be
computed numerically. Each kink has S = 120 sites in the prismatic core of the kink that
may be occupied by solute atoms; we assume that the total energy change for the kink is the
sum of all the individual energy changes which are given by the site occupancy (either 0 or
1) multiplied by the energy of that site. We also assume translational invariance down the
length of the kink, so that there are only Sc = 8 unique site energies to consider labeled ∆Ei
for i = 1 . . . Sc—these are the site energy changes in Figure 6.4 and Table 6.1. Then, in the
kink core, each row of sites has ni solutes (between 0 and `kink = 15), which contribute energy
ni∆Ei; the total occupancy of the S core sites is n =
∑
i ni and the energy is E =
∑
i ni∆Ei.
Hence, we can write the number of possible configurations involving n0 out of S kink core
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sites occupied with energy change E0 as
g(E0, n0) =
`kink∑
n1=0
· · ·
`kink∑
nSc=0
δn,n0δ(E0 − E)
∏
i
(
`kink
ni
)
(6.13)
where δ(E0−E) is the Dirac delta function, δn,n0 is the Kronecker delta, and the final term
accounts for the multiplicity of occupancies along each row. For numerical convenience, we
approximate the delta function with a smoothed Gaussian with width 10 meV.
6.3.1 Kink nucleation
The potential for solid-solution softening occurs because solutes can act to reduce the
double-kink nucleation barrier. From the solute-kink interaction distribution calculated in
Eqn. (6.13), the fraction of double-kinks that can form with energy 2Ef + E for a random
solute distribution concentration cs is
Gdk(2Ef + E, cs) =
S∑
n=0
S∑
m=0
cn+ms (1− cs)2S−n−m
∫ ∞
−∞
dE ′g(E ′, n)g(E − E ′,m). (6.14)
Figure 6.7 shows the numerical double-kink nucleation energy distributions for several con-
centrations. The average nucleation rate for double-kinks at stress τ and temperature T
is
t−1dk = νdk
∫ ∞
−∞
dEGdk(2Ef + E, cs) exp
[
−2Ef + E
kBT
{
1−
( τ
τ ?
)1/2}]
(6.15)
assuming Gdk(2Ef + E, cs) ≈ 0 for E < −2Ef; otherwise the integral must be split at
E = −2Ef.
An analytic approximation can be derived for the distribution of energies and the average
nucleation time. Eqn. (6.13) (and hence, Eqn. (6.14)) can be alternately viewed as the
distribution of the sum of n random variables, where each variable is the site energy. From the
central limit theorem, this distribution will be normal with mean value of n∆E and standard
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Figure 6.7: Probability distributions for double-kink nucleation, thermally-activated kink
migration, and athermal kink migration for solutes K, Na and Sc substituted in Mg. The
probability distributions are determined numerically from the solute interaction energies as-
suming random solute distributions. For “large” solute cs (compared to the inverse of the
number of available kink size S−1), the distributions become close to normal, and approxi-
mate analytic expressions can be derived.
103
deviation
√
nδE (for average interaction ∆E and standard deviation δE; c.f. Table 6.2),
Gdkapp(2Ef + E, cs) =
2S∑
n=0
(
2S
n
)
cns (1− cs)2S−n
1√
2pinδE
exp
[
−(E − n∆E)
2
2nδE2
]
(6.16)
This form matches the appearance of distributions in Figure 6.7. For notational convenience,
we introduce the parameter αdk as
αdk = 1−
( τ
τ ?
)1/2
; (6.17)
for pure Mg,
α0dk = kBT/H
0
dk (6.18)
from Eqn. (6.3). The analytic expression of Eqn. (6.16) can integrated in Eqn. (6.15), using
β = (kBT )
−1
t−1dk ≈ νdk
2S∑
n=0
(
2S
n
)
cns (1− cs)2S−n
∫ ∞
−∞
dE
exp
[
−βαdk(2Ef + E)− (E−n∆E)22nδE2
]
√
2pinδE
= νdke
−βαdk2Ef
2S∑
n=0
(
2S
n
)
cns (1− cs)2S−n
[
e−βαdk∆Ee(βαdkδE)
2/2
]n
= νdke
−βαdk2Ef
{
1− cs + cse−βαdk∆Ee(βαdkδE)2/2
}2S
(6.19)
where the first term is the nucleation rate in the absence of solutes, and the term in braces
is the change in rate due to solutes.
The analytic rate equation can be simplified to give the softening stress with concentra-
tion in the low concentration limit. The change in cross-slip stress can be understood as a
change in the stress necessary to have the same nucleation rate at a given temperature in
the absence of solutes; that is, the cross-slip stress τ has a corresponding αdk such that
e−βα
0
dk2Ef = e−βαdk2Ef
{
1− cs + cse−βαdk∆Ee(βαdkδE)2/2
}2S
. (6.20)
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For small cs, dαdk/dcs is
eβ(αdk−α
0
dk)2Ef/(2S) = 1− cs + cse−βαdk∆Ee(βαdkδE)2/2
1 +
β2Ef
2S
(αdk − α0dk) ≈ 1− cs + cse−βα
0
dk∆Ee(βα
0
dkδE)
2/2
dαdk
dcs
≈ 2S
β2Ef
[
exp
(
−∆E
H0dk
+
1
2
(
δE
H0dk
)2)
− 1
] (6.21)
Finally, as τ = τ ?(1− αdk)2, the change in cross-slip stress is
dτ
dcs
= −τ ?2(1− αdk)dαdk
dcs
= −τ ?(1− α0dk)α0dk ·
(
H0dk
2Ef
4S
)[
exp
(
−∆E
H0dk
+
1
2
(
δE
H0dk
)2)
− 1
]
≡ −τ ?(1− α0dk)α0dk · Pdk
(6.22)
where Pdk is the unitless double-kink nucleation softening parameter (c.f. Table 6.2). Note
that Pdk > 0 requires ∆E <
1
2
H0dk(δE/H
0
dk)
2, so that solutes with repulsive interactions can
soften cross-slip provided sufficient attractive sites are available.
6.3.2 Kink migration
Solutes “roughen” the energy landscape for kinks and provide two barriers to the motion of
kinks: a minimum (athermal) stress required for kinks to migrate preferentially down the
dislocation line, and the energy barrier over the length of a kink[96]. Solutes provide local
changes in energy as a kink moves over a single Burgers vector; a minimum stress—τ a(cs)—
is necessary to overcome this short-range change in energy. This is given by the average
roughness of the energy landscape: the energy changes as Sc sites with solutes “leave” the
kink and another Sc sites “enter” the kink; the energy change for solutes entering is +∆Ei,
and is −∆Ei for those leaving. If the width of the solute interaction is approximated as a
Gaussian with area 4b2, the stress to overcome should go as
√
2/e · (energy difference)/4b3.
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Analytically, we consider a distribution of energy differences as the sum of n random variables
for the energies; however, both ±∆Ei are equally likely so the mean is 0 and standard
deviation
(
δE2 + ∆E
2
)1/2
. The average energy difference is symmetric around n = Sc;
hence, the standard deviation of our normal distribution for n = 0..Sc is
√
n
(
δE2 +∆E
2
)1/2
and for n = Sc..2Sc it is
√
2Sc − n
(
δE2 + ∆E
2
)1/2
. From this, we can approximate the
average absolute energy change |∆E| as the kink moves by one lattice spacing,
|∆E| =
[
Sc∑
n=0
(
2Sc
n
)
cns (1− cs)2Sc−n
√
n
+
2Sc∑
n=Sc+1
(
2Sc
n
)
cns (1− cs)2Sc−n
√
2S − n
]√
2
pi
(
δE2 + ∆E
2
)1/2
≈
√
2
pi
(2Sc)cs
(
δE2 + ∆E
2
)1/2
(6.23)
and then the athermal stress is
τ a(cs) =
√
2
e
|∆E|
4b3
≈ 2√
epi
2Sc
4b3
(
δE2 + ∆E
2
)1/2
cs ≡ τathcs (6.24)
where the last expression is a simple analytic model in the limit of low concentration. The
numerical distribution of energies is the athermal distribution in Figure 6.7.
In addition to this athermal stress, there are energy barriers as a kink moves by its length
`kink due to solute occupancy changes. For a random distribution of solutes at concentration
cs, the fraction of energy barriers E is
Gkm(E, cs) =
S∑
n=0
S∑
m=0
cn+ms (1− cs)2S−n−m
∫ ∞
−∞
dE ′g(E ′, n)g(E + E ′,m). (6.25)
Note the sign change for g(E + E ′,m) compared with Eqn. (6.14). The enthalpy barrier to
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escape an energy well E > 0 is (assuming a Gaussian of width 2`kinkb and kink height h = c)
E
[
1− 2`kinkb
2h√
2/e
τ − τ a(cs)
E
]3/2
(6.26)
for τ > τ a(cs), from [96]. Define
Eτ = (τ − τ a(cs))2`kinkb
2√
2/e
(6.27)
then the time needed to overcome all barriers along the dislocation line is
tkm = ν
−1
dk
{∫ Eτ
−∞
dEGkm(E, cs) +
∫ ∞
Eτ
dEGkm(E, cs) exp
(
E
kBT
[
1− Eτ
E
]3/2)}
(6.28)
Note that tkm is finite only when τ > τ
a(cs).
There is a minimum solute concentration—and hence, athermal stress—necessary for
thermally-activated kink migration to affect the cross-slip stress. Eqn. (6.25) is a distribution
of the sum of n random energies; however, as solutes enter and leave the kink, our possible
energies are ±∆Ei for a distribution with mean 0 and standard deviation
(
δE2 + ∆E
2
)1/2
as with the athermal barrier. Due to symmetry around n = S, the standard deviation
of our normal distribution for n0 = 0..S is
√
n
(
δE2 + ∆E
2
)1/2
and for n = S..2S it is
√
2S − n
(
δE2 + ∆E
2
)1/2
. From this, we approximate Gkm(E, cs) as normal with mean 0
and variance
〈E2〉km =
[
S∑
n=0
(
2S
n
)
cns (1− cs)2S−nn+
2S∑
n=S+1
(
2S
n
)
cns (1− cs)2S−n(2S − n)
](
δE2 + ∆E
2
)
≈(2S)cs
(
δE2 + ∆E
2
)
(6.29)
where the approximation has less than 1% error for cs . 45% with S = 120. Hence, the
standard deviation is ≈ √2S
(
δE2 + ∆E
2
)1/2
c
1/2
s . With this approximation, the stress
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necessary for thermally activated kink migration to require a larger stress than athermal
kink migration is when t−1km at τ = τ
a(cs) is slower than required by the Orowan equation:
ε˙ > caρ⊥t−1km (c.f. Eqn. (6.2)). At the athermal stress, there is no reduction in enthalpy for
E > 0, and so
tkmνdk =
1
2
+
∫ ∞
0
dEGkm(E, cs)e
βE
≈ 1
2
+
∫ ∞
0
dE
exp {βE − E2/ [2〈E2〉km]}√
2pi〈E2〉km
≈ exp
[
1
2
β2(2S)
(
δE2 + ∆E
2
)
cs
] (6.30)
where the first approximation is the use of a normal distribution and the second is valid when
the exponential term is larger than 1. Then, the minimum concentration cmins is such that
ε˙ = caρ⊥t−1km; above this concentration, thermally activated kink migration will be required.
Then
1
2
β2(2S)
(
δE2 + ∆E
2
)
cmins = ln
(caρ⊥νdk
ε˙
)
cmins =
(kBT )
2(
δE2 + ∆E
2
) 2Ef
H0dkS
.
(6.31)
We rewrite this in terms of the minimum value of athermal stress, as τ a(cs) ≈ τathcs,
τ amin ≈ τathcmins =
(kBT )
2
(
δE2 + ∆E
2
)−1/2
√
epib3`kink
2Ef
H0dk
. (6.32)
If τ a(cs) < τ
a
min, then thermally activated kink-migration will lead to further strengthening.
For the solutes we consider here (c.f. Table 6.2 and Figure 6.8), τ amin is & 15MPa at 300 K
and & 40MPa at 600 K; hence, thermally-activated kink-migration only limits softening
outside of the stress and temperature range of interest. Above cmins , thermally-activated
kink-migration controls cross-slip. The integral in Eqn. (6.28) can be computed in closed
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form with the approximation
Gkm(E, cs) ≈ exp(−E2/(2〈E2〉km))/
√
2pi〈E2〉km
from Eqn. (6.29) and with
(
1− Eτ
E
)3/2
≈

(2−√3)
(
E−Eτ
Eτ
)
: Eτ < E < (3 +
√
3)Eτ/2
1− 3
2
Eτ
E
: E > (3 +
√
3)Eτ/2
(6.33)
6.3.3 Prediction of cross-slip stress with concentration and
temperature
Figure 6.8 shows the predicted cross-slip stress with concentration and temperature predicted
by our numerical solution of the Orowan equation, and analytic approximations for softening
and athermal hardening for the solutes K, Na, Sc, Ca, Y and Zr. The Orowan equation,
Eqn. (6.2), is modified for the two thermally-activated cross-slip processes as
ε˙ =
( c
a
)
b2ρ⊥
(
t−1dk + t
−1
km
)−1
. (6.34)
This relates the plastic strain rate to the time to nucleate a pair of double-kinks and migrate
the length of the dislocation line. The analytic curves are for double-kink nucleation and
athermal hardening, both of which are approximately linear. For all solutes, the analytic
approximations are reasonable at lower cs, with more significant deviations at higher con-
centrations. All six solutes show softening for low concentrations which becomes hardening
at higher concentrations; the range of solute concentration that leads to softening decreases
at higher temperatures. These predictions suggest possible alloying concentrations that
can lead to lower stress for thermally-activated cross-slip, and hence decrease the plastic
anisotropy. At 600K, the cross-slip stress is 4.1 MPa from our model; that cross-slip stress
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Figure 6.8: Prismatic cross-slip stress with concentration in Mg for K, Na, Sc, Ca, Y and Zr
from 300–700 K. Increasing temperature lowers the pure Mg cross-slip stress; small additions
of these attractive solutes increase the double-kink nucleation rate leading to softening. The
lower bound on all these curves is the athermal stress τ a(cs). The dashed lines show the
linear softening analytic approximation, and the dashed-dotted curves are the linear analytic
approximation to the athermal stress. All of these cases show a minimum cross-slip stress
for a given temperature. The solutes use the geometric interaction model and compare well
to the direct substitution interaction model.
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occurs at 533 K for Mg-0.4at.%K, 560 K for Mg-1.0at.%Na, 562 K for Mg-0.9at.%Sc, 513 K
for Mg-0.3at.%Ca, 487 K for Mg-0.3at.%Y and 565 K for Mg-0.7at.%Zr when using the
interaction data from Table 6.2. These values are the concentration and temperature where
the nucleation softening curve intersects the athermal hardening curve at 4.1 MPa. Using
the interaction data from Section 6.2.2 that cross-slip stress occurs at 545K for Mg-0.4at.%K,
560K for Mg-0.6at.%Na, and 565K for Mg-0.7at.%Sc which are similar to the predictions of
the geometric model.
We derive approximate analytic expressions for the dilute concentration limit for alloy
design. The optimal solute concentration c0s occurs when the minimum stress for double-kink
nucleation matches the athermal stress; hence,
τ ?(1− α0dk)(1− α0dk − α0dkPdkc0s ) = τathc0s
(1− α0dk)2 − (1− α0dk)α0dkPdkc0s =
τath
τ ?
c0s
(1− α0dk)2
(1− α0dk)α0dkPdk + τath/τ ?
= c0s
(6.35)
and then the cross-slip stress is τathc
0
s . Finally, the cross-slip stress for pure Mg at one
temperature can now be achieved at a minimum “equivalent temperature” in an alloy. The
pure Mg forming temperature Tform is written as α
0
dk = kBTform/H
0
dk, and the minimum
equivalent temperature Tminimum as αdk = kBTminimum/H
0
dk; then,
τ ?(1− α0dk)2 =
(1− αdk)2τath
(1− αdk)αdkPdk + τath/τ ?[(
1− αdk
1− α0dk
)2
− 1
]
=
Pdk
τath/τ ?
(1− αdk)αdk.
(6.36)
Define
χ = Pdk/(τath/τ
?), (6.37)
the unitless ratio of double-kink nucleation softening to athermal hardening; the higher this
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Figure 6.9: Analytic equivalent minimum temperature for different solute interaction pa-
rameters χ = Pdk/(τath/τ
?) for prismatic cross-slip in Mg. Contours for each χ are shown,
increasing logarithmically. In the analytic approximation, the ratio of double-kink softening
to athermal hardening determines how effective a solute can be at reducing the cross-slip
stress for a Mg alloy. The forming temperature for pure Mg defines the necessary cross-slip
stress; the minimum temperature that a solute can give the same cross-slip stress is plotted
against that forming temperature for a range of parameters. The inset shows the decrease
in forming temperature relative to 600 K. Note: the thermally-activated cross-slip model is
only valid for temperatures above room temperature, and the analytic approximations are
accurate for cs . 2%.
parameter, the more the forming temperature of the alloy can be lowered. The solution to
the quadratic formula is
1− αdk =
1
2
χ(1− α0dk)2 +
√
1
4
(χ(1− α0dk)2)2 + (1− α0dk)2 + χ(1− α0dk)4
1 + χ(1− α0dk)2
(6.38)
This is plotted in Figure 6.9 for a variety of χ values. Comparing to our numerical values,
the analytic approximation gives equivalent 600 K forming temperatures of 530 K for Mg-K,
543K for Mg-Na, and 560 K for Mg-Sc. Note that for Tform = 600 K and Tminimum = 300 K
(room temperature forming) requires χ = 43.3, which would be an attractive interaction to
a kink of at least ∼4H0dk = 250 meV.
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Table 6.2: Mean and standard deviation of solute interaction energies from basal to prismatic
screw dislocation cores, and unitless analytic softening parameters of Mg prismatic cross-
slip. The analytic softening and hardening depend on the distribution of solute energies
around a kink; from these, the (unitless) double-kink nucleation softening parameter Pdk
and (unitless) athermal slip prefactor τath/τ
? are derived. The ratio of the two factors, the
“softening potency” (χ), determines the maximal amount of softening that is possible in a
given alloy; larger χ values indicates more potential softening (c.f. Figure 6.9). The linear
analytic approximations are reasonable for cs . 2% (c.f. Figure 6.8). Solutes that soften are
shown in bold.
interaction [meV] strength parameters
∆E δE
(
δE2 + ∆E
2
)1/2
Pdk τath/τ
? χ
Ag 37.4 30.3 48.1 –11.1 4.6 –2.4
Al 54.9 29.5 62.4 –15.6 6.0 –2.6
As 62.7 38.5 73.6 –16.2 7.1 –2.3
Au 43.6 35.5 56.2 –12.1 5.4 –2.2
Ba –59.1 67.4 89.6 105.0 8.7 12.1
Be 45.2 34.8 57.1 –12.6 5.5 –2.3
Bi 45.5 31.7 55.5 –13.1 5.4 –2.5
Ca –64.1 45.0 78.3 76.2 7.6 10.1
Cd 37.5 22.5 43.8 –12.1 4.2 –2.9
Ce –64.2 60.6 88.3 101.0 8.5 11.9
Co 37.0 37.2 52.5 –9.9 5.1 –2.0
Cr 51.5 23.4 56.6 –15.4 5.5 –2.8
Cs –15.1 60.6 62.5 30.3 6.0 5.0
Cu 34.6 31.6 46.9 –10.1 4.5 –2.2
Dy –60.5 52.7 80.3 80.4 7.7 10.4
Er –55.1 49.3 74.0 66.9 7.1 9.4
Eu –63.8 61.1 88.3 101.2 8.5 11.9
Fe 47.2 35.9 59.3 –13.0 5.7 –2.3
Ga 49.2 28.2 56.7 –14.5 5.5 –2.6
Gd –48.2 46.6 67.0 54.0 6.5 8.3
Ge 60.6 33.9 69.4 –16.3 6.7 –2.4
Hf –15.8 28.6 32.7 12.5 3.2 4.0
Hg 41.8 26.6 49.5 –12.8 4.8 –2.7
Ho –60.6 50.8 79.1 77.8 7.6 10.2
In 36.1 20.9 41.7 –11.8 4.0 –2.9
Ir 65.5 53.4 84.5 –14.4 8.2 –1.8
K –47.8 44.0 64.9 51.0 6.3 8.1
La –76.4 66.2 101.1 144.1 9.8 14.8
Li –0.0 12.3 12.3 0.6 1.2 0.5
Mn 55.3 37.3 66.7 -14.8 6.4 –2.3
Continued on next page
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Table 6.2: (continued)
interaction [meV] strength parameters
∆E δE
(
δE2 + ∆E
2
)1/2
Pdk τath/τ
? χ
Mo 53.2 20.8 57.1 –16.0 5.5 –2.9
Na –22.3 15.0 26.9 13.7 2.6 5.3
Nb 23.4 18.7 30.0 –8.2 2.9 –2.8
Nd –63.1 63.9 89.8 105.7 8.7 12.2
Ni 29.9 35.4 46.4 –7.9 4.5 –1.8
Os 78.6 52.0 94.2 –17.4 9.1 –1.9
Pb 31.2 22.5 38.5 –10.3 3.7 –2.8
Pd 38.5 39.4 55.1 –9.9 5.3 –1.9
Pm –65.1 62.4 90.2 106.8 8.7 12.3
Pr –60.5 60.6 85.6 93.4 8.3 11.3
Pt 48.4 43.5 65.0 –12.0 6.3 –1.9
Rb –36.2 49.0 60.9 41.5 5.9 7.1
Re 82.9 41.4 92.6 –19.5 8.9 –2.2
Rh 44.1 44.0 62.3 –10.7 6.0 –1.8
Ru 63.9 47.0 79.3 –15.2 7.7 –2.0
Sb 65.6 38.4 76.0 –16.8 7.3 –2.3
Sc –18.5 29.3 34.6 14.6 3.3 4.4
Si 65.3 38.1 75.5 –16.8 7.3 –2.3
Sm –64.5 60.9 88.7 102.3 8.6 11.9
Sn 50.1 28.1 57.5 –14.7 5.5 –2.6
Sr –76.3 57.7 95.7 122.2 9.2 13.2
Ta 39.0 19.0 43.4 –12.8 4.2 –3.1
Tb –62.8 54.4 83.1 87.1 8.0 10.9
Tc 63.1 34.6 72.0 –16.8 6.9 –2.4
Ti 19.2 24.3 31.0 –6.0 3.0 –2.0
Tl 26.8 17.0 31.7 –9.4 3.1 –3.1
Tm –51.7 43.7 67.7 56.0 6.5 8.6
V 40.7 15.7 43.7 –13.5 4.2 –3.2
W 64.1 25.9 69.1 –17.8 6.7 –2.7
Y –65.7 53.5 84.7 91.0 8.2 11.1
Yb –52.8 42.8 68.0 56.6 6.6 8.6
Zn 43.2 28.2 51.6 –13.0 5.0 –2.6
Zr –17.2 40.4 43.9 18.2 4.2 4.3
Table 6.2 shows the interaction statistics for 63 different substitutional solutes in Mg from
the geometric interaction model. The solute interactions are computed by combining the
solute data from Figure 4.3 with the interaction parameters yi in Figure 6.5 and Eqn. (6.12).
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Figure 6.10: Prismatic softening potency parameters (χ) from the geometric model for 63
substitutional solutes in the periodic table. Positive potencies correspond to higher potential
reduction in forming temperature through reduced prismatic cross-slip stress.
The average and standard deviation over the eight core sites are used to compute strength
parameters for the simplified analytic model. The softening potency, χ, is also plotted as
a periodic table in Figure 6.10. The parameters that enter the analytic strengthening and
softening equations are the mean value of interaction ∆E, the standard deviation δE, and
the root mean squared interaction,
(
δE2 + ∆E
2
)1/2
. These are used to compute Pdk using
Eqn. (6.22), and the athermal hardening τath/τ
? from Equations 6.31 and 6.32. The unitless
ratio of these two values, χ, is the prismatic softening potency which gives the equivalent
minimum forming temperature in the presence of solutes shown in Figure 6.9.
Figure 6.10 shows the prismatic softening potencies, χ, plotted across the periodic table.
Positive potency values correspond to solutes which can soften prismatic slip. This occurs
for 25 solutes (not including Li). All solutes which softening prismatic slip in Mg are near
valency to Mg. They are the alkali, alkaline earth, and rare earth metals as well as Zr and
Hf with the strongest softeners (χ > 10) occurring in the lanthanides, Y and alkaline earth
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metals. This is consistent with the knowledge that the lanthanides, Y and Ca are well known
solutes for ductility enhancers in Mg[5]. Unfortunately, we’ve shown that most of the metals
do not soften prismatic slip in Mg, yet many of these, such as Mn, Al and Zn, are used in
commercial Mg alloys. Thus, the effects of multiple solutes in ternary alloys is important
for studying the combined effects of solutes which soften and harden prismatic slip.
A special case occurs for alloying Mg with Li. This is difficult to capture accurately
with our model due to the weak interaction but is consistent with experimental data on
softening[29]. The average interaction energy predicted is nearly zero, and the standard
deviation is 13 meV; unfortunately, this is the same size as the prediction error. Li has
the weakest interaction, and is also unusual in that it can produce softening of cross-slip
without reducing the prismatic stacking fault energy. In this case, it increases the basal
stacking fault energy significantly more, and so can still reduce the kink formation energy.
The predicted Pdk = 0.7 would be higher if the site energies are more attractive. We
can estimate a range of possible Pdk (and τath/τ
?) by assuming that the errors in four
unique site energies are independent and normally distributed with width 14 meV. If the
average site energy was lowered to –14 meV (from 0 meV) and the standard deviation
increased to (13.22+142) = 19.2 meV, then the softening potency is Pdk = 9.1. Experimental
measurements of Mg-7.9at.%Li show a reduction in cross-slip stress that is roughly one-half
of the pure Mg cross-slip stress[29]; this corresponds, in the analytic model, to Pdk = 8.9.
So while our model is not accurate enough to predict the exact softening potency of Li, our
calculations do not contradict the known softening of Li. It is worth noting that cs = 0.079 is
a “high” concentration for the analytic softening model, and the numerical softening curves
in Figure 6.8 bend down, suggesting that a weaker interaction energy might still give the
requisite softening. The subject of Mg-Li interactions remains a worthy problem for future
study to predict cross-slip stress for Mg-Li alloys.
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Figure 6.11: Optimal concentrations (top) and temperatures (bottom) for the maximal re-
duction in forming temperature by reducing the prismatic cross-slip stress for all 25 softening
solutes.
6.3.4 Predictions of reduced forming temperature
Figure 6.11 shows the optimal solute concentrations and reduced forming temperatures pre-
dicted from prismatic cross-slip model. The largest optimal concentration is for Na at just
over 1 at%. All other solutes are at less than 1 at% concentration. The largest decrease in
forming temperature is predicted to be La with a reduction to 400 K from 600 K. As many of
these elements have low solubility in Mg[5], softening at low concentrations is fortuitous for
the manufacture of these alloys. Mg-La, Mg-Ce, Mg-Pr and Mg-Nd are known to increase
elongation to failure with increasing concentration for low concentration of solute[97]. Mg-
0.6at% Y and Mg-0.16at% Gd are known to reduce the brittle-ductile transition temperature
of Mg to near 450–500 K which is consistent with our predictions. The rare earths consis-
tently soften prismatic slip and allow for lower formation temperatures at low concentrations.
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Cheaper and lighter replacements for these rare earths is of interest to the automotive in-
dustry. From our results, we’ve shown that the alkali earth metals show similar softening
behavior to the rare earths.
Finally, note that several solutes have negative misfits while εE1 > 0, and do produce
attractive site energies, but not of sufficient magnitude to induce softening. Figure 4.3 and
Table 4.1 include many solutes with negative εE2, εH1, or εH2 while εE1 remains positive.
Of these, As, Bi, Ge, Pb, Sb, Si and Tl are attractive to a prismatic screw dislocation core
at sites 2t and 2`, and Bi and Pb are attractive at 4t and 4`. However, these attractive
interactions do not lead to softening due to the simultaneous attractive interaction at the
basal screw dislocation core site; hence, the overall interaction is positive. In addition, the
other prismatic core sites remain repulsive. This further supports the general conclusion that
εE1 is the most important interaction to cause softening, possibly combined with a repulsive
interaction for the basal screw dislocation core.
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Chapter 7
Conclusion and future work
The goal of this work was to improve understanding of substitutional solute effects on dif-
ferent slip systems in Mg for the purposes of improved formability. Accurate quantitative
computational models for alloying effects in Mg give experimental groups data that can re-
duce their search space for new Mg alloying compositions. For effects such as solid-solution
softening which are thermally-activated and where competing effects cause softening to occur
in limited concentration windows, the reduction of this search space can be substantial. Also,
DFT calculations can provide information about interactions which is not readily measur-
able from experiment. This information can be used in larger length-scale crystal plasticity
models[7] for predictions of polycrystalline behavior.
This work developed new geometric solute interaction models for dislocation cores in Mg
which are generalizable to other materials and crystal structures. The idea of calculating
dislocation interaction energies from size misfits was originally developed by Friedel[19], and
chemical misfits by changes in stacking fault parameters was developed by Suzuki[98]. This
work expanded these idea by using these parameters in conjunction with atomically-resolved
dislocation core geometries to extract the interaction energy data. The techniques developed
here could be used to build geometric interaction models for dislocation geometries in many
other materials, especially other FCC and HCP metals. In particular, the technique could
be used to reanalyze previous calculations of Al dislocation core geometries[99] in terms of
size and stacking fault misfits for rapid calculation of solute interaction energies for a wide
range of solutes.
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7.1 Summary of Results
We extended a computational approach for numerically computing the LGF for Bravais
lattices[50] to general crystals from arbitrary force constants. We used this method to cal-
culate LGFs for a-type Mg edge and screw dislocations on the basal and prismatic planes as
well as a c-type screw dislocation on the prismatic plane. We relaxed these isolated dislo-
cation core geometries in DFT using the LGFs and a flexible boundary condition technique
for reduced computational cell size. We then compared the DFT dislocation core geometries
to those calculated from an EAM classical potential to validate the potential for larger scale
calculations of Mg dislocations. We found that dislocations separate into partials on the
basal plane which is consistent with experimental evidence for easy glide on the basal plane.
In contrast, the cores on the prismatic plane are compact which is consistent with difficult
glide on the prismatic plane.
We computed solute interactions with basal, pyramidal, and prismatic stacking faults
for 63 substitutional solutes in Mg. We also computed size misfits for the same 63 solutes.
These solute misfits are correlated with the strength of slip on the different slip systems in
Mg. Using these misfit interactions and the computed dislocation core geometries, we can
compute solute effects on different slip systems in Mg.
We built a model of basal solid-solution strengthening from the basal dislocation core
geometries. The model, based on Fleischer pinning, is valid in the dilute concentration
limit. To efficiently compute the interactions of solutes with the basal dislocation cores,
we built a geometric interaction model based on size and basal stacking fault misfits. The
geometries are composed of a volumetric strain field and basal stacking fault between two
partial dislocation cores. The combination of these two interactions agrees with energies
computed via direct substitution of solutes within 5%. We found that the volumetric strain
is the dominant interaction in the dislocation cores. However, basal stacking fault misfit
is required to get the full interaction energy. Additionally, solute interactions with screw
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dislocations are of similar size as the interactions with edge dislocations despite the fact that
the screw has no long-range volumetric strain but the edge dislocation does. The volumetric
strain in the atomically-resolved dislocation core is essential for properly calculating solute
interactions with the dislocation cores. The calculated basal strengthening parameters are
in good agreement with available single crystal experimental data.
We also investigated the effects of solutes on prismatic cross-slip in Mg. Prismatic cross-
slip is a thermally activated process driven by double-kink nucleation. Solutes can act to
reduce this double-kink nucleation barrier which would soften slip on the prismatic plane
allowing for improved formability. We developed a geometric model for solute interactions
with the prismatic dislocation cores from prismatic stacking fault misfits. This allowed us
to efficiently compute prismatic softening potencies for 63 substitutional solutes in Mg. Of
these 63 solutes, we found that 25 have the potential to soften prismatic cross-slip at dilute
concentrations.
7.2 Future work
The current model of basal slip is only valid at T = 0 K. To develop a clear picture
of formability with temperature and concentration in Mg, a thermally-activated model of
solid-solution strengthening must be used as has recently for Mg-Al[100]. Formability is not
just improved by increasing prismatic cross-slip. Strengthening basal dislocation also acts to
reduce the strength anisotropy. Thus, a clear picture of strength on all planes is necessary
for a complete picture of ductility in Mg.
The work on solute interactions with pyramidal slip and twinning is currently limited.
The slip of a-type dislocations in Mg does not accommodate compression along the c-axis
requiring dislocation motion on secondary slip systems such as the pyramidal plane for
increased ductility. We have already computed pyramidal stacking fault misfits for 63 solutes
in Mg, but a geometric interaction model for pyramidal solute-dislocation interaction is not
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yet developed due to a lack of pyramidal dislocation core geometries computed from DFT.
Therefore, there is no quantitative model that describes how the pyramidal stacking fault
misfits affect pyramidal slip. Additionally, twinning is important in Mg to generate more
possible slip systems, and the effects of solutes on twinning nucleation would be helpful for
understanding deformation in Mg.
The interaction models in this paper are only valid at dilute solute concentrations. As
concentrations increase, solute-solute interactions become important and can impose short-
range order rather than a completely random alloy. These effects must be considered when
looking at strength at higher concentrations. Additionally, solute-solute interactions may
be important in ternary alloys as different solute types may attract or repel each other. A
preliminary investigation into this problem is presented in Appendix A.
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Appendix A
Short range order and solute-solute
interactions
Attraction and repulsion of solutes within Mg can lead to solute clustering or anti-clustering
rather than an uncorrelated distribution of solutes. Thus, to accurately treat solutes above
the dilute limit, solute-solute interactions must be considered. The initial statistical model
for computing prismatic cross-slip assumes long columns of identical sites that do not inter-
act. This technique must be modified to include interacting solutes or solutes of different
character. A direct calculation of these solute enthalpy distributions is no longer feasible
for this case because the number of combinations of geometries is quite large. Thus, to
efficiently compute these distributions, we use heat-bath Monte Carlo to generate a set of
solute configurations.
A.1 Heat-bath Monte Carlo algorithm
For heat-bath Monte Carlo with binary alloys, we generate solute configurations on the kinks
by sampling a random distribution. Each kink is `kink = 15 layers long and there are Sc = 8
sites in a layer of the kink. Thus, there are S = `kinkSc = 120 total sites in the kink, and
2S = 240 total sites in the double-kink configuration. For a binary alloy Mg-X, each site
can by occupied by either Mg or solute X. We start with an initial geometry of all Mg, and
run the algorithm until the equilibrium concentration is reached.
For Mg-Ca and Mg-Y, the solute-solute repulsion is several times kBT , therefore these
solutes are unlikely to neighbor themselves. Therefore, we can make the approximation
that the solutes never neighbor themselves. This gives three possible site types in the kink-
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geometry: (1) an Mg site with no solute neighbors, (2) an Mg site with solute neighbors or
(3) a solute site which we keep track of in lists.
Heat-bath Monte Carlo proceeds as follows: since the repulsion is so high, the probability
of occupying an Mg site that has solute neighbors is near zero. Thus, the only possible
moves in the Monte Carlo algorithm are: (1) substitute a solute in an Mg site with no
solute neighbors, or (2) replace a solute in an Mg atom. For each Monte Carlo step, the
probabilities of attempting events 1 (pMg→X) or 2 (pX→Mg) are
pMg→X = N freeMg as/Z,
pX→Mg = NXa−1s /Z,
Z = N freeMg aX +NXa
−1
s ,
(A.1)
where N freeMg are the number of Mg sites with no solute neighbors, NX are the number of sites
with solute X, the probability of occupying a site with a solute is given by the activity, as,
and Z is the event partition function. The activity controls the concentration of solutes. In
the new configuration, we compute the new event partition function, Z ′ = N
′free
Mg aX +N
′
Xa
−1
s
where N
′free
Mg and N
′
X are the occupancies in the new configuration. The event is accepted
with probability max(1, Z/Z ′). For a simulation cell with Nsites sites, independent samples
are generated by running 2×Nsites Monte Carlo steps between selecting samples because the
autocorrelation time was 1.5×Nsites. Two periodic supercells of size 17×12×6 were used to
model the double-kink geometry to sufficiently buffer the sites in the kink from the periodic
images. The energy of the inner 15× 4× 2 sites of each kink are calculated as in Chapter 6
for each configuration. By generating 15,000 solute configurations from this technique and
calculating the mean, variance and skewness of the energy distributions, we can calculate
new nucleation and migration enthalpies while including the effect of solute repulsion.
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Table A.1: Solute-solute interaction energies for Al, Ca, Y and Zn in Mg. Interactions are
given for neighbors in the basal plane, and non-basal neighbors.
Solute-solute inter. [meV]
basal non-basal
Al Ca Y Zn Al Ca Y Zn
Al 27.2 –106.9 –117.1 27.0 29.0 –102.7 –151.5 33.1
Ca –106.9 263.6 292.3 –99.3 –102.7 200.7 235.1 –95.8
Y –117.1 292.3 252.6 –86.3 –151.5 235.1 225.9 –95.5
Zn 27.0 –99.3 –86.3 8.4 33.1 –95.8 –95.5 19.1
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Figure A.1: Kink nucleation (left) and migration (right) enthalpy distributions for Ca in
Mg when considering solute-solute repulsion. The nucleation enthalpy distributions are
assumed to be skew normal, and the migration enthalpy distributions are assumed to be
normal. The solid lines are the enthalpies when solute repulsion is considered. The dash-
dot-dot lines the same distributions without considering solute repulsion. The dashed lines
are the distributions without solute repulsion calculated directly as in Chapter 6.
A.2 Binary alloys
The solutes Al, Ca, Y and Zn all repel themselves. We computed the interaction energies
of these solutes by placing two solutes as neighbors in the basal plane, non-basal neighbors
and far apart in 3 × 3 × 3 HCP Mg supercells with DFT and PAW pseudopotentials. The
difference in energy between adjacent and separated solutes is the solute interaction energy.
For these four solutes, the computed interaction parameters are given in Table A.1.
Figure A.1 and Figure A.2 shows formation and migration enthalpy distributions for Ca-
Ca and Y-Y solute interactions compared to the case without interacting solutes. It is mostly
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Figure A.2: Kink nucleation (left) and migration (right) enthalpy distributions for Y in Mg
when considering solute-solute repulsion. The nucleation enthalpy distributions are assumed
to be skew normal, and the migration enthalpy distributions are assumed to be normal.
The solid lines are the enthalpies when solute repulsion is considered. The dash-dot-dot
lines the same distributions without considering solute repulsion. The dashed lines are the
distributions without solute repulsion calculated directly as in Chapter 6.
at higher concentrations where the distribution including solute-solute repulsion (solid line)
is different from the distribution that ignores it (dash-dot-dot line). As the distributions at
higher concentration are broader, the difference between these two curves has an effect over
a larger range of energies and becomes more significant in predicting cross-slip stress.
Figure A.3 and Figure A.4 show modified cross-slip stress curves for Ca and Y in Mg
when considering solute-solute repulsion. At dilute concentrations, the effect of solute-solute
repulsion is negligible and the two curves match. At higher concentrations, the effect of
solute-solute repulsion can be seen as the athermal migration stress is weaker when solute
repulsion is included.
A.3 Ternary alloys
Figure A.5 and Figure A.6 are calculated prismatic cross-slip stress curves for ternary alloys
MgAlCa, MgAlY, MgZnCa, and MgZnY. The softeners Ca and Y are able to mitigate some
of the hardening from the Al and Zn solutes. Solute-solute interactions are not considered
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Figure A.3: Prismatic cross-slip stress with temperature and concentration of Ca with and
without Ca-Ca solute pair interactions. Solid lines include the pair correction, and dashed
lines do not. The nucleation enthalpy distributions are assumed to be skew normal, and the
migration enthalpy distributions are assumed to be normal.
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Figure A.4: Prismatic cross-slip stress with temperature and concentration of Y with and
without Y-Y solute pair interactions. Solid lines include the pair correction, and dashed
lines do not. The nucleation enthalpy distributions are assumed to be skew normal, and the
migration enthalpy distributions are assumed to be normal.
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Figure A.5: Prismatic cross-slip stress with temperature and concentration of Ca (left) and
Y (right) in Mg with 2.7 at% Al. Solid lines are the cross-slip stress with 2.7 at% Al, and
the dashed lines are binary alloys with only Mg and Ca or Y. Solute-solute interactions are
not considered for these plots. Notice that even though Al hardens Mg, the addition of Ca
and Y are able to mitigate some of the hardening and allow softening of the alloy.
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Figure A.6: Prismatic cross-slip stress with temperature and concentration of Ca (left) and
Y (right) in Mg with 0.37 at% Zn. Solid lines are the cross-slip stress with 0.37 at% Zn, and
the dashed lines are binary alloys with only Mg and Ca or Y. Solute-solute interactions are
not considered for these plots. Notice that even though Zn hardens Mg, the addition of Ca
and Y are able to mitigate some of the hardening and allow softening of the alloy.
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in these plots as the solute distributions are taken to be random. More investigation where
the attraction of the softeners to the hardeners is included is necessary to see the full effect
of ternary alloys.
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Appendix B
Cutoffs and Pseudopotentials
This appendix contains a list of the cutoff energies and valence configurations of the pseu-
dopotentials used to calculate solute misfits.
B.1 USPP Solute Cutoffs and Pseudopotential
Configurations
Table B.1: Substitutional solutes with pseudopotential valence configuration and energy
cutoff for USPP used.
Valence Configuration cutoff [eV]
Ag [Kr]4d105s1 235
Al [Ne]3s23p1 168
As ([Ar]3d10)4s24p3 188
Be [He]2s2 327
Bi ([Xe]4f 145d10)6s26p3 138
Ca [Ar]4s2 138
Cd [Kr]4d105s2 218
Ga ([Ar]3d10)4s24p1 169
Ge ([Ar]3d10)4s24p2 181
Hg ([Xe]4f 14)5d106s2 207
In ([Kr]4d10)5s25p1 138
Ir ([Xe]4f 14)5d76s1 258
K [Ar]4s1 138
Li [He]2s1 138
Mn [Ar]3d64s1 295
Na [Ne]3s1 138
Pb ([Xe]4f 145d10)6s26p2 138
Pd [Kr]4d95s1 259
Continued on next page
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Table B.1: (continued)
Valence Configuration cutoff [eV]
Pt ([Xe]4f 14)5d96s1 249
Ru [Kr]4d75s1 138
Sb ([Kr]4d10)5s25p3 139
Sc [Ar]3d24s1 195
Si [Ne]3s23p2 196
Sn ([Kr]4d10)5s25p2 138
Ti [Ar]3d34s1 236
Tl ([Xe]4f 14)5d106s26p1 231
Y [Kr]4d25s1 155
Zn [Ar]4s23d10 272
Zr [Kr]4d35s1 195
Table B.1 lists the valence configurations and cutoff energies taken for substitutional solutes
used when calculating size and stacking fault misfits with USPP. We initially calculated the
basal and size misfits with the USPP due to the lower computational cost due to the reduced
cutoff energies required. However, USPP were not suitable for the prismatic misfits because
the Mg USPP does not have a metastable prismatic stacking fault. Also, USPP are not
available for the lanthanides; studying these elements necessitated the use of PAW.
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B.2 PAW Solute Cutoffs and Pseudopotential
Configurations
Table B.2: Substitutional solutes with pseudopotential valence configuration and energy
cutoff for PAW pseudopotentials used.
Valence Configuration cutoff [eV]
Ag [Kr]4d105s1 325
Al [Ne]3s23p1 313
As ([Ar]3d10)4s24p3 273
Au ([Xe]4f 14)5d106s1 299
Ba ([Kr]4d10)5s25p66s2 273
Be [He]2s2 390
Bi ([Xe]4f 145d10)6s26p3 273
Ca [Ar]4s2 273
Cd [Kr]4d105s2 357
Ce ([Kr]4d10)4f 15s25p65d16s2 390
Co ([Ar]3d74s2 348
Cr ([Ar]3d54s1 295
Cs ([Kr]4d10)5s25p66s1 286
Cu ([Ar]3d104s1 355
Dy ([Cd]4f 9)5p65d16s2 273
Er ([Cd]4f 11)5p65d16s2 273
Eu ([Kr]4d10)4f 75s25p66s2 325
Fe [Ar]3d64s2 348
Ga ([Ar]3d10)4s24p1 273
Gd ([Kr]4d10)4f 75s25p65d16s2 334
Ge ([Ar]3d10)4s24p2 273
Hf ([Xe]4f 14)5d26s2 286
Hg ([Xe]4f 14)5d106s2 303
Ho ([Cd]4f 10)5p65d16s2 273
In ([Kr]4d10)5s25p1 273
Ir ([Xe]4f 14)5d86s1 274
K [Mg]3p64s1 273
La ([Kr]4d10)5s25p65d16s2 285
Li [He]2s1 273
Mn [Ar]3d64s1 351
Mo [Kr]4d55s1 292
Na [Ne]3s1 273
Nb [Zn]4p64d45s1 273
Continued on next page
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Table B.2: (continued)
Valence Configuration cutoff [eV]
Nd ([Kr]4d10)4f 45s25p66s2 329
Ni [Ar]3d84s2 350
Os ([Xe]4f 14)5d66s2 296
Pb ([Xe]4f 145d10)6s26p2 273
Pd [Kr]4d95s1 326
Pm ([Kr]4d10)4f 55s25p66s2 336
Pr ([Kr]4d10)4f 35s25p66s2 328
Pt ([Xe]4f 14)5d96s1 299
Rb [Zn]4p65s1 273
Re ([Xe]4f 14)5d56s2 294
Rh [Kr]4d85s1 298
Ru [Kr]4d75s1 277
Sb ([Kr]4d10)5s25p3 273
Sc [Ar]3d24s1 273
Si [Ne]3s23p2 319
Sm ([Kr]4d10)4f 65s25p66s2 332
Sn ([Kr]4d10)5s25p2 273
Sr ([Ar]3d10)4s24p65s2 294
Ta ([Xe]4f 14)5d36s2 291
Tb ([Cd]4f 8)5p65d16s2 273
Tc [Kr]4d55s2 297
Ti [Ar]3d34s1 273
Tl ([Xe]4f 145d10)6s26p1 273
Tm ([Kr]4d10)4f 135s25p66s2 335
V [Ar]3d34s2 273
W ([Xe]4f 14)5d46s2 290
Y ([Ar]3d10)4s24p64d15s2 275
Yb ([Cd]4f 14)5p66s2 273
Zn [Ar]3d104s2 360
Zr [Kr]4d35s1 273
Table B.2 lists the valence configurations and cutoff energies taken for substitutional solutes
used when calculating size and stacking fault misfits with PAW. Since USPP does not have
a metastable prismatic stacking fault, and thus no stable a-type screw dislocation core, we
ran substitutional solute calculations for all 63 elements with PAW including the original 29
studied with USPP.
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Appendix C
Pyramidal misfit periodic tables
Figures C.1 and C.2 show periodic tables of all 63 solutes substituted into the pyramidal
stacking faults. These plots are similar to those provided in Chapters 5 and 6 for basal and
prismatic slip. Though we currently do not have a model for calculating pyramidal strength
from these misfit parameters, pyramidal slip should be correlated with the stacking fault
misfits. Thus, we provide the pyramidal misfits in similar form to the basal and prismatic
strengthening parameters for easy comparison.
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Figure C.1: Periodic table of the pyramidal stacking fault misfits in Mg at site 1. Cyan
means reduced pyramidal stacking fault energy. This is provided for easy comparison with
prismatic softening and basal hardening.
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Figure C.2: Periodic table of the pyramidal stacking fault misfits in Mg at site 2. Cyan
means reduced pyramidal stacking fault energy. This is provided for easy comparison with
prismatic softening and basal hardening.
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