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Abstract
The purpose of this paper is to extend the electrostatic interpretation of Stieltjes to the zeros of a larger class of important
polynomials. To keep things simple I consider polynomials that are obtained from those considered by Stieltjes by means
of the so-called Darboux process applied to the di7erence operator featuring in their three term recursion relation. It will
turn out that some of the beauty in the results of Stieltjes is preserved in this process. It would be interesting to interpret
the Darboux process at the electrostatic level and this paper gives “experimental data” that might help in this direction.
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1. Introduction and statement of results
It is a classical result of Stieltjes [20], see also Szego˝ [21], that the zeros of orthogonal polynomials
like those of Jacobi, Laguerre and Hermite allow for a nice electrostatic interpretation in terms of a
logarithmic potential. This work of Stieltjes resulted from his e7orts to clarify and complete earlier
results of Heine [14]; the electrostatic interpretation however, originates with Stieltjes. One of the
beauties of Stieltjes result is its simplicity: for instance in the case of the Legendre polynomials, the
free charges are all of unit strength and the Exed charges at the end points of the interval [− 1; 1]
have strength 12 . Thus, the values of the charges are all nice numbers and the equilibrium positions
are given by the zeros of important sets of polynomials.
If one is willing to abandon simplicity then one can give an electrostatic interpretation to many
arbitrary sets of points. One can see for instance that if you Ex unit charges at +1 and −1 and
pick N points on the real line symmetrically around the origin then there is a unique symmetric
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assignment of charges that makes these points into the corresponding equilibrium conEguration for
N even. When N is odd (and thus one of the points is at x = 0) the charge at this point can be
given arbitrarily.
For example for N = 4 we have for the charges at x1; x2; x3 =−x2; x4 =−x1 the values
q1 = q4 =−4x
2
1(x
2
2 − x21)(x42 + 3x21x22 − 5x22 + x21)
(x21 − 1)(x22 − 1)(x42 + 14x21x22 + x41)
;
q2 = q3 =
4x22(x
2
2 − x21)(3x21x22 + x22 + x41 − 5x21)
(x21 − 1)(x22 − 1)(x42 + 14x21x22 + x41)
while for N = 5 we get for the charges at x1; x2; x3 = 0, x4 =−x2, x5 =−x1 the values
q1 = q5 =−2(x
2
2 − x21)(x22 + 3x21)q3
x42 + 14x21x22 + x41
−4x
2
1(x
2
2 − x21)(x42 + 3x21x22 − 5x22 + x21)
(x21 − 1)(x22 − 1)(x42 + 14x21x22 + x41)
;
q2 = q4 =
2(x22 − x21)(3x22 + x21)q3
x42 + 14x21x22 + x41
+
4x22(x
2
2 − x21)(3x21x22 + x22 + x41 − 5x21)
(x21 − 1)(x22 − 1)(x42 + 14x21x22 + x41)
:
These formulas are very general: the points can be placed quite freely and the corresponding charges
can take quite an assortment of values. However these expressions look pretty unattractive. We
display them here to contrast with the beauty and simplicity of the results of Stieltjes.
The purpose of this paper is to extend the electrostatic interpretation of Stieltjes to the zeros
of a larger class of important polynomials. To keep things simple I consider polynomials that are
obtained from those considered by Stieltjes by means of the so-called Darboux process applied to
the di7erence operator featuring in their three term recursion relation. It will turn out that some of
the beauty in the results of Stieltjes is preserved in this process. It would be interesting to interpret
the Darboux process at the electrostatic level and this paper gives “experimental data” that might
help in this direction.
2. The Darboux process
The Darboux process consists in factoring the second-order di7erence operator that appears in
an “original” three-term recursion relation as a product of two Erst-order di7erence operators. One
then changes the order of these two factors and obtains a new three-term recursion relation. The
factorization in question depends on a free parameter and this has the e7ect that one goes from an
“original case” to a one-parameter family of “new cases”.
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The idea of a Darboux transformation was introduced Erst for second-order di7erential operators.
Applications of the idea go all the way back to Darboux [4] (or even earlier according to Darboux
himself). It was discovered independently by Schroedinger too, see [18]. In the context of poly-
nomials, or more generally doubly inEnite tridiagonal matrices it appears that the Erst results are
due to Matveev [17]. See also [11]. Many instances of the use of this process in connection with the
so-called bispectral problem can be seen in [6,9–11,13,1,2]. As explained in [8] the so-called Krall
polynomials result from one application of the process, except in the case of the Krall–Legendre
polynomials that result from two successive applications of the process. The polynomials named
after Krall satisfy higher-order di7erential equations in the spectral parameter x.
I have been interested in an electrostatic interpretation of the zeros of the Krall–Legendre polyno-
mials for a while. The fact that the di7erential equation they satisfy is of order higher than two may
suggest using an interaction that goes beyond a sum of pairwise ones. I was thus very pleased when
I found a simple way to modify Stieltjes construction to handle these new cases within the frame
of pairwise interactions. The idea was explained in [7] in the case of the so-called Koornwinder
polynomials. In this case the weight function is the ordinary Jacobi weight in the interval [−1; 1] to
which one adds two point masses at the ends of the interval. Important issues like the unicity of the
equilibrium conEguration were not addressed in [7] but have been settled, among several interesting
results in [5].
Further applications of the Darboux process starting from those of Krall take one away from the
class of orthogonal polynomials. In fact the “orthogonality measure” becomes a distribution which
includes in general derivatives of Dirac’s distribution. This has been discussed in detail in [12] in
the case of Laguerre’s polynomials.
We show here that even after repeated applications of the Darboux process a simple electrostatic
interpretation can be given. As in the classical case, one needs to Ex certain charges to prevent the
free ones from Rying o7. The value of these Exed charges are still simple numbers and it is only their
location and signs that become more complicated than in the case of Stieltjes. This goes as follows:
the smooth part of the orthogonality distribution brings in two Exed charges at the end points of
the interval. This is what Stieltjes already had. If the singular part is still a measure, as in the case
of the Koornwinder polynomials discussed in [7], then one needs to add Exed charges inside the
interval. As soon as we have an orthogonality functional that includes derivatives of Dirac’s delta,
we will see that some of the extra charges needed to create an external Eeld and conEne the free
ones may have to be placed outside of the interval [− 1; 1]. In fact, these Exed charges may have
to be placed o7 the real line. This is already at variance with Stieltjes, and we will still End one
more di7erence from the classical case.
In this “external” Eeld the remaining free unit charges are free to move in the complex plane and
the “electrostatic equilibrium position” that they assume in the resulting total Eeld is given by the
zeros of the polynomials in question. The extra novelty here is that these polynomials may indeed
have some complex zeros.
For simplicity we discuss a few suggestive examples. We will be dealing mainly with a three-
parameter family of polynomials resulting from six successive applications of the Darboux process.
This may appear as the wrong count, since any application of the process introduces a new free
parameter: in our case at each even order step we use the same value of the parameter introduced
in the previous odd step. This brings in some extra symmetry that makes the formulas look less
horrible than they would otherwise. For a well-known example of this simpliEcation one should
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compare the Krall–Legendre polynomials and the Koornwinder polynomials. These last ones depend
on two free parameters, while the Krall–Legendre ones depend on one free parameter.
3. The new polynomials
For the reader who is familiar with the Darboux process we note that the polynomials in question
will be obtained by starting with those corresponding to the Jacobi weight function
(1− x2)3;
in the interval [−1; 1], and performing six steps of the process. In the interest of brevity we describe
the resulting polynomials in two ways that avoid the need to describe the process in detail:
(a) they satisfy the three term recursion relation
pn(x) = xpn−1(x)− an−1pn−2(x)
with p−1(x) = 0, p0(x) = 1 and
an = n2=(4n2 − 1)S(n− 1)S(n+ 1)=S2(n)
and S(n) = R(n− 1)R(n). Here R(n) is given by
(n− 4)(n− 3)(n− 2)2(n− 1)2n3(n+ 1)3(n+ 2)3(n+ 2)2(n+ 3)2(n+ 4)
(n+ 5)t33=2211840 + (n− 2)(n− 1)n2(n+ 1)2(n+ 2)(n+ 3)
(3n4 + 6n3 − 43n2 − 46n+ 140)t23=3840
+
(n− 2)(n− 1)n2(n+ 1)2(n+ 2)(n+ 3)(n2 + n− 8)t2t3
384
− (n− 2)(n− 1)n
2(n+ 1)2(n+ 2)(n+ 3)t1t3
96
− (n− 1)n(n+ 1)(n+ 2)(n
2 + n− 4)t3
8
+
(n− 2)(n− 1)n2(n+ 1)2(n+ 2)(n+ 3)t22
192
− (n− 1)n(n+ 1)(n+ 2)t2
4
− n(n+ 1)t1
2
− 1:
(b) they could be obtained by “orthogonalizing” the usual powers with respect to the “inner
product”
(f; g) =
∫ 1
−1
fg dx + t1(fg(1) + fg(−1)) + t2((fg)′(1)
− (fg)′(−1)) + t3((fg)′′(1) + (fg)′′(−1)):
We now give explicitly the Erst few polynomials.
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We have p0(x) = 1, p1(x) = x
p2(x) = x2 − 6t3 + 6t2 + 3t1 + 13t1 + 3 ;
p3(x) = x3 − (180t3 + 60t2 + 15t1 + 3)x30t3 + 30t2 + 15t1 + 5 ;
p4(x) = x4 − (1890t23 + (2520t2 − 1260t1 − 2016)t3 + 630t22 − 336t2 − 48t1
− 6)x2=(315t23 + (630t2 − 630t1 − 840)t3 + 315t22 − 210t2 − 42t1 − 7)
+
33075t23 + (9450t2 − 3150t1 − 2160)t3 + 1575t22 − 270t2 − 30t1 − 3
1575t23 + (3150t2 − 3150t1 − 4200)t3 + 1575t22 − 1050t2 − 210t1 − 35
:
If we set here t1 = t2 = t3 = 0 we get the Legendre polynomials; the case t2 = t3 = 0 gives the
Krall–Legendre situation for which an electrostatic interpretation was described in [7].
We feel that the cases discussed below will convince “any reasonable person” that the interpretation
put forward here is quite general and can be extended both to higher-order cases as well as to
situations with less symmetry than that present here. One could have started with other Jacobi
instances or with some Laguerre or Hermite case. In fact in the case discussed in [7] we start with
the Jacobi weight
(1− x)a+1(1 + x)b+1
and carry out two steps of the Darboux process.
I should mention that in [3,15,16] there is an electrostatic interpretation for zeros of orthogonal
polynomials satisfying a di7erential equation as (4.1) below. Our papers are quite independent of
each other, and the examples considered here are not quite orthogonal polynomials. I am thankful
to M. Ismail for sending me his preprints.
4. The basic dierential equation
The polynomials resulting from repeated applications of the Darboux process turn out to satisfy
a di7erential equation of the form
A(n; x)(d=dx)2pn(x) + B(n; x)(d=dx)pn(x) + C(n; x)pn(x) = 0: (4.1)
This is of a type very similar to that discussed by Stieltjes, where as in [7], we have coeScients
that depend on n, in contrast with the case of Stieltjes where only C(n; x) depends on n.
A method of arriving at a second-order equation as above may go back to Shohat [19], although
many people must have discovered it independently. In the case of orthogonal polynomials these
equations can be obtained under fairly general conditions as explained in [3]. One could apply those
results with some modiEcations, but we will describe another way of seeing that an equation as in
(4.1) is valid here too.
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What makes our situation special is that the coeScients A(n; x), B(n; x) above will turn out to be
particularly simple as explained below, after we describe a method that can be used to derive Eq.
(4.1) in our case.
Assume Erst that all t1; t2; t3 are nonzero, i.e. the generic case.
One can see that the polynomials pn(x) given above can be expressed in terms of the Jacobi
polynomials
P3;3n (x)
as follows:
pn(x) = (v2; nx4 + v1; nx2 + v0; n)P3;3n (x) + x(w2; nx
4 + w1; nx2 + w0; n)P
3;3
n−1(x):
Here v2; n; v1; n; v0; n; w2; n; w1; n; w0; n are constants.
This expression has simpler versions when we are not in the generic case. For instance for t3 =0,
we get an expression involving coeScients of degrees 2 and 3, instead of 4 and 5, and we get to
replace
P3;3n (x)byP
2;2
n (x):
Return now to the generic case, and use the expressions above and the fact that both
(1− x2) d
dx
P3;3n (x) and (1− x2)
d
dx
P3;3n−1(x)
are expressible as linear combinations of P3;3n (x) and P
3;3
n−1(x) with polynomial coeScients to see that
each one of the three expressions
(1− x2)j(d=dx)jpn(x); j = 0; 1; 2
is expressible as a linear combination of P3;3n (x) and P
3;3
n−1(x) with polynomial coeScients. The
corresponding system of three linear equations can only have a nontrivial solution if certain linear
relation holds among the derivatives
pn(x); (d=dx)pn(x) and (d=dx)2pn(x):
This is exactly Eq. (4.1) we were looking for.
In our case things are very special:
A(n; x) = (x − 1)(x + 1)(x − an)(x + an)(x − bn)(x + bn)(x − cn)(x + cn)
and the all-important ratio B(n; x)=A(n; x) will be given by
4=(x + 1) + 4=(x − 1)− 1=(x − an)− 1=(x + an)
−1=(x − bn)− 1=(x + bn)− 1=(x − cn)− 1=(x + cn): (4.2)
The values of an; bn; cn, will depend on t1; t2; t3.
We see that A(n; x) is a polynomial of degree eight, B(n; x) one of degree seven and it turns out
that C(n; x) is a polynomial of degree six.
If we assume that t3 = 0 then these degrees are lowered and the value 4 in (4.2) is replaced by
3, while the last two terms, involving cn disappear. If t2 vanishes too then the value 4 is replaced
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by 2 and the terms involving bn disappear too. If t1 is also zero then the value 4 is replaced by 1
and we have only two terms, yielding the result of Stieltjes for the Legendre polynomials.
It turns out that for j = 6; 7; 8; : : : there is only one di7erential equation of this form satisEed by
pj(x). The cases with j¡ 6 require separate consideration.
5. The electrostatic interpretation
From the observations above we see that we can use the basic formulation described in [20] as
slightly extended in [7]. A very good guide to the work of Stieltjes is given in [22,23]. We review
the results of [20] below.
With Heine and Stieltjes consider polynomial solutions P(x) of the equation
(A(x)D2 + B(x)D + C(x))P(x) = 0; D = d=dx:
Here A(x) is a polynomial of degree p+1, A= (x− s1)(x− s2) · · · (x− sp+1). B(x) is a polynomial
of degree p such that
B=A= 2(1=(x − s1) + 2=(x − s2) + · · ·+ p+1=(x − sp+1)):
Bring in a simple but crucial property of polynomials with simple zeros. Namely, if
P(x) = (x − x1)(x − x2) · · · (x − xn)
then at any root xk of P we have
P′′(xk) = 2P′(xk)
∑
j =k
1
xk − xj :
Using this property we observe that if P(x) solves the di7erential equation above it follows that
at each xk we have
∑
j =k
1=(xk − xj) +
p+1∑
i=1
(i=(xk − si) = 0: ∗ ∗∗ (5.3)
Applying this to our case given by (4.2) above, we see that this is exactly the “electrostatic equilib-
rium condition” described earlier as long as we put Exed charges of strength 2 at x=1;−1 and Exed
charges of strength − 12 at the locations an;−an; bn;−bn; cn;−cn and allow the n “moving” charges of
strength 1 to be at the zeros of the polynomial
pn(x):
From the comments above, if t3 = 0 the charges at x= 1;−1 have strength 32 , if t2 is also zero then
these charges have value 1, and if t1 is also zero these charges are 12 reproducing what Stieltjes had.
Warning. Since it will turn out that some of the locations xj as well as si will be complex numbers
it is important to realize that the force between charges qi and qj at locations zi and zj is given not
by
qiqj=(zi − zj)
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but by the complex conjugate of this expression. Since the charges are all real, it is clear that
condition (5.3) expresses the vanishing of the (conjugate of) the total force acting on a charge at
location xk .
6. Some illustrative cases
In the cases below we have
t1 = 1; t2 = 12 ; t3 =
1
3 :
We give the polynomial pj(x) followed by its corresponding A(j; x). Then we give the roots of this
polynomial except for x = 1;−1. We then give the roots of pj(x) itself. In the Egures given below
the larger “blobs” denote the Exed charges of value 2 at ±1, the smallest “blobs” the Exed charges
of value − 12 . The remaining mid-size “blobs” denote the moveable charges of value 1. To avoid
cluttering the plots their charges are not displayed. The plots are only qualitatively correct, and not
to scale. For the cases j¡ 6 there is some degree of freedom in choosing the polynomial A(j; x).
j = 6;
p6(x) =
10122651x6 − 29004885x4 + 26299945x2 − 6613935
10122651
;
A(6; x) = (x2 − 1)
(
x6 − 84454863715x
4
29064851169
+
714349702891x2
261583660521
− 68581655731
87194553507
)
:
Nontrivial roots of A6
x =±0:74;
x =±1:09± 0:10i:
Roots of p6
x =±0:64;
x =±1:12± 0:13i:
j = 13;
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p13(x) = (42721717445981175x13 − 164035287113968634x11
+ 243575966823294105x9 − 174102093025892460x7
+ 60379714745254905x5 − 8911247983247610x3
+ 371268270235863x)=42721717445981175;
A(13; x) = (x2 − 1)
(
x6 − 4263755553744086986660x
4
1421351877008474285727
+
12790271682052859491381x2
4264055631025422857181
− 473672755721247991782
473783959002824761909
)
:
Nontrivial roots of A13
x=±0:994;
x=±1:003± 0:005i:
Roots of p13
x=0; x =±0:26;
x=±0:5; x =±0:72;
x=±0:992;
x=±1:0004± 0:007i:
j = 20;
p20(x) = (1117968198153618310276112235x20 − 596247985641190348872633150x18
+ 1350618644769541208059712175x16 − 1692045334215411715107354600x14
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+1279102057693655745146401350x12 − 597280833811244902127788980x10
+ 169371162539721279596809350x8 − 27502864600607573597620200x6
+ 2259659540774649511793295x4 − 71699480629652700094270x2
+ 373433907029612769483)=111796819815361831027112235;
A(20; x) = (x2 − 1)
(
x6 − 10418209774169095761698637342497x
4
3472744201263552669614694938961
+
93763673536030337568074568087599x2
31254697811371974026532254450649
− 10418161051917693494310050956181
104182322603790658008844084816883
)
:
Nontrivial roots of A20
x=±0:9990;
x=±1:0005± 0:0008i:
Roots of p20
x=±0:08;
x=±0:24;
x=±0:39;
x=±0:53;
x=±0:66;
x=±0:78;
x=±0:88;
x=±1:006± 0:001i:
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7. The critical values of t2
Consider as an example the case of p12(x) when t3 = 0. We have
p12(x) = (1004921832915t22 − 2900207310t2 − 44618574t1 − 676039)x12
+ (−3233226766770t22 + 8838357528t2 + 131915784t1 + 1939938)x10
+ (3888610570845t22 − 10039179150t2 − 145495350t1 − 2078505)x8
+ (−2143220018940t22 + 5219454240t2 + 73513440t1 + 1021020)x6
+ (529582578525t22 − 1216665450t2 − 16666650t1 − 225225)x4
+ (−47344547250t22 + 102702600t2 + 1369368t1 + 18018)x2
+ 676350675t22 − 1387386t2 − 18018t1 − 231:
We End for A(12; x) the expression
(x2 − 1)(x2 − 12)(x2 − 12)
with 12 = a212 and 12 = b
2
12 and for the ratio B(12; x)=A(12; x) we End
− 2x
x2 − 12 −
2x
x2 − 12 +
3
x + 1
+
3
x − 1 :
The values of 12 and 12 are given as the roots of the following equation in z:
(1486485t22 − 4290t2 − 66t1 − 1)(5465460t22 − 8190t2 − 91t1 − 1)z2
− 2(3t2(33033t2(81981900t22 − 350623t2 − 4732t1 + 291) + 308308t1
+ 4055) + 6006t21 + 156t1 + 1)z + (2774772t
2
2 − 5852t2 − 77t1 − 1)
(2727925t22 − 6006t2 − 78t1 − 1):
The discriminant of this quadratic equation can be seen to be
−4(3003t2 − 1)3(t2(3t2(7214407200t22 − 38647609t2 − 1023022t1 − 8213)
− 27027t21 − 626t1 − 8) + t21):
This suggests, for instance, that as t2 crosses the value 1=3003 we may expect an interesting change
in the location of some of the Exed charges of value − 12 which have to be added to those of value
3
2 at +1 and −1.
We show below the corresponding discriminant for p11(x) and p10(x). In the Erst case we have
−4(2145t2 − 1)3(t2(3t2(2576574000t22 − 19585995t2 − 616330t1 − 5893)
− 19305t21 − 530t1 − 8) + t21)
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and in the second we have
−4(1485t2 − 1)3(t2(t2(2497294800t22 − 27915525t2 − 1062270t1 − 12311)
− 13365t21 − 442t1 − 8) + t21):
In general we see that as t2 takes the value
8=((j − 1)j(j + 1)(j + 2));
the polynomial pj(x) is expected to show a special behavior as far as the location of some of its
“Exed” charges. For t2 as above one can see that pj(x) becomes
(x2 − 1)p2;2j−2(x);
where the second factor is a Jacobi polynomial.
This critical behavior can be seen from an expression (given below) for the polynomials pn(x) in
terms of Jacobi polynomials which is di7erent from an expression that was given earlier and used
to derive the di7erential equation (4.1).
One can see that, when t3 = 0, we have for all values t1; t2
pn(x) = z0np2;2n (x) + (z1nx
2 + z2n)p
2;2
n−2(x)
and that when t2 takes the values indicated above, we have
z0n = 0 and z1n =−z2n:
We illustrate below the situation around one of these “critical values” of t2.
Take j = 8, so that t2 = 1630 will be a critical value for pj(x).
7.1. Below the critical value for p8(x)
We Erst consider t2 = 1640 , i.e. just below a critical value and look at the values of ±a12;±b12 as
well as the zeros corresponding to the polynomials
p7(x); p8(x); p9(x):
For simplicity we only list a12; b12 and the nonnegative zeros of the polynomials.
For p9(x) we have
a12 = 1:00038;
b12 = 1:00107
and the zeros are
x=0:0;
x=0:3316;
x=0:6273
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x=0:8553
x=1:0005:
For p8(x) we have
a12 = 0:999977 + 0:000002i;
b12 = 0:999977− 0:000002i
and the zeros are
x=0:18868;
x=0:54060;
x=0:81985;
x=0:99998:
For p7(x) we have
a12 = 0:9993 + 0:0003i;
b12 = 0:9993− 0:0003i
and the zeros are
x=0:0;
x=0:42083;
x=0:76930;
x=0:99900:
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7.2. Above the critical value for p8(x)
We take t2 = 1620 and record the values once again.
For p9(x) we have
a12 = 1:0004;
b12 = 1:00129
and the zeros are
x=0:0;
x=0:3316;
x=0:6273;
x=0:8553;
x=1:0006:
For p8(x) we have
a12 = 1:000022;
b12 = 1:000026
and the zeros are
x=0:1887;
x=0:5406;
x=0:8198;
x=1:000023:
For p7(x) we have
a12 = 0:9993 + 0:0003i;
b12 = 0:9993− 0:0003i
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and the zeros are
x=0:0;
x=0:4208;
x=0:7693;
x=0:9990:
The “experimental” results presented above are only a sample. They give rise to a number of
questions that should be pursued. Maybe the most challenging one can be phrased as “Is there a
purely electrostatic interpretation of the Darboux process?”
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