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Crevasse Formation and the Dynamics of Calving Glaciers: A 
Study at Breiðamerkurjökull 
Abstract 
A new model proposed by Benn et al. (2006, 2007) explains the dynamics of calving glaciers 
based on a new sliding law and a calving criterion modified from a crevasse depth model. In 
this thesis three key elements of this model are tested:  
1) the role of longitudinal stretching as a result of velocity gradients, which pre-conditions 
ice at the glacier terminus for calving failure;  
2) the accurate prediction of crevasse depths from strain rates, for inclusion within a 
calving model as a calving criterion;  
3) the role of dynamically induced thinning (as a result of longitudinal stretching at an 
accelerating glacier) in causing further acceleration and calving retreat and the onset of 
a dynamic thinning feedback through reduced basal pressure.  
Field results show that longitudinal strain rates are important controls on calving glaciers, 
controlling both dynamic thinning and crevasse depths. Crevasse-depth models proposed by 
Van der Veen (1998a, 1998b) and Nye (1957) work well in predicting crevasse depths based on 
measured strain rates. The latter in particular is suitable for inclusion as a calving criterion when 
modified with a yield criterion. The importance of water in enhancing propagation of crevasses 
is demonstrated through modelling studies, and is implicitly included in the calving model. 
 
 Measured rates of dynamic thinning at Breiðamerkurjökull, a glacier in South East Iceland, 
confirm the importance of this process within a calving model and results from a simple 1-D 
model show that the new sliding law not only predicts velocities effectively, but can also predict 
the position of a calving terminus based on strain rates and the calving criterion. Suggestions are 
made for further more detailed modelling, including time evolution and longitudinal stress 
gradients, to apply the model to a range of glaciers and to predict the response of calving 
glaciers to climatic and environmental changes.   
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Crevasse Formation and the Dynamics of Calving Glaciers: A 
Study at Breiðamerkurjökull 
1. Introduction 
'And now there came both mist and snow, 
And it grew wondrous cold:  
And ice, mast-high, came floating by, 
As green as emerald.’ 
‘The Rime of The Ancient Mariner (Coleridge, 1798) 
 
Glaciers are one of Earth’s most spectacular and interesting natural phenomena. Covering 
around 10% of the surface of the Earth, they comprise around 33 million km3 of frozen fresh 
water (Paterson, 1994). Throughout the Quaternary, Earth’s ice sheets have waxed and waned to 
orbital rhythms; glaciers and ice sheets have moulded our landscapes, influenced and changed 
our climate and with their large scale dynamics fascinated casual visitors and scientific 
observers alike. This thesis considers only one aspect of the cryosphere: the problem of calving 
processes and how glacier flow dynamics affect them.  
1.1 Thesis Outline  
Calving, which is the mechanical loss of ice from glacier margins or ice shelves, is an important 
component of the mass budget of many glacier systems worldwide, accounting for around 50% 
of the total annual mass lost to the oceans each year (Jacobs et al., 1992). It is not a single 
process, but a family of related processes occurring in environments as varied as large Antarctic 
ice shelves, small lacustrine calving glaciers and Alaskan tidewater glaciers with a high mass 
flux directly to the ocean (e.g. Brown et al., 1982, Warren et al., 1991). It accounts for most of 
the mass loss from the Antarctic Ice Sheet, and contributes substantially to losses from the 
Greenland Ice Sheet (Jacobs et al., 1992; Velicogna et al., 2006; Rignot and Kanagaratnam, 
2006). Recently a number of calving outlets of the Greenland Ice Sheet have accelerated, and 
retreated, significantly changing the total mass balance of the Greenland Ice Sheet (Rignot and 
Kanagaratnam, 2006, Howat et al., 2005). Understanding what is driving these changes and 
what the controls on glacier dynamics are is crucial in being able to understand the potential 
impacts on sea level.  
 
 In addition, calving is thought to have exerted a major control on the dynamics of the 
Pleistocene ice sheets, large portions of which terminated in water (Hughes, 2002). The 
importance of calving during Quaternary glaciations is illustrated by the Heinrich layers in the 
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ocean sediments of the North Atlantic, which record multiple large calving events (Bond et al., 
1999). An understanding of calving processes is therefore also essential to understanding past 
ice-sheet dynamics and reconstructing past climatic changes.  
 
 In spite of the importance of calving processes, current calving models are poorly resolved, and 
rarely incorporated in large-scale ice-sheet models. This is in part due to the poor understanding 
of calving processes but also due to lack of field data against which to test calving models 
(IPCC, 2007, p.17). A new model has recently been proposed (Benn et al., 2007a, 2007b) which 
explains the dynamics of calving glaciers with respect to longitudinal strain rates. There are two 
parts to the model: a new sliding law that includes both lateral and basal stresses, and a calving 
criterion based on a crevasse depth model. The calving criterion assumes that once a crevasse 
propagates to the waterline, it will fill with water and continue to propagate to the bed, and so 
calving occurs.  In the model, acceleration near the terminus triggers an important feedback 
mechanism of stretching and dynamic thinning, which reduces effective pressure at the glacier 
bed, causing further acceleration, further stretching and further crevasse propagation. Evidence 
to test and support this model and the approach used to explain and predict the behaviour of 
calving glaciers is presented in this thesis. 
1.2 Thesis Aims  
The model by Benn et al. (2007a, 2007b) identifies three key processes that control calving.  
This thesis will quantitatively assess these processes from newly acquired field data from 
Breiðamerkurjökull and remote-sensing data from Greenlandic outlet glaciers. The three main 
aims of this thesis are summarised below: 
 
1) Gradients in velocity as a glacier accelerates cause longitudinal stretching, which pre-
conditions glacier ice for calving failure through crevasse formation and dynamically 
induced thinning. The first aim is to measure velocities and longitudinal strain rates, 
assess their importance on calving processes and compare them with modelled strain 
rates based on the Benn et al. (2007a) sliding law.  
 
2) The accurate prediction of crevasse depth is extremely important for the calving 
criterion to be able to predict the position of a glacier terminus. 
The second aim is to test and distinguish between three different models of crevasse 
formation and propagation by comparing modelled and measured crevasse patterns.  
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3) Thinning of a glacier caused by longitudinal stretching may induce a feedback leading 
to acceleration of the terminus, further thinning, rapid retreat and so on. 
The third aim is to measure rates of dynamic thickness change, compare them to 
calculated rates based on continuity analysis and to determine the importance of 
dynamically induced thinning at an accelerating glacier. 
 
It is first necessary to set the context by delving into the existing research.  This is the subject of 
the literature review in the following chapter.  
 
2. Literature Review 
I woke up from loud cracking in the ice. As such that was not remarkable, we had it all the time day and night, but it 
did not end, and soon another tone appeared, never heard before. It was like soughing and hissing and whizzing 
apparently coming from the whole glacier front and it was lasting. And into this eerie, though by no means 
deafening sound the rumble of falling blocks of ice was mixed beside and even behind the tent, landwards. Any trace 
of sleepiness was gone and it was immediately clear: now the glacier calved and we were in danger! … in the sea an 
ice wall grew upward, higher and higher, thundering and hissing and glittering in the moon shine, a fascinating 
vision! It was the iceberg that had broken off on the south side and which turned around after calving and heaved up 
its water dripping side high into the air. Our ice block was continuously in wavy motion... the never stopping 
scrunching and slivering at its margins and the continuation of this hell’s orchestra. 
(Diary of Alfred Wegener, 1st October, 1912, Greenland Expedition 1912/1913) 
 
2.1 Crevasses and Calving Glaciers 
 This review is intended to portray the current state of the science of calving glaciers with 
particular reference to the role fracture propagation has in determining calving rates. The review 
considers and describes different types of calving margins and restates relevant basic principles 
of glacier modelling. Numerical modelling of calving glaciers is considered, and leads into a 
description and discussion of the new Benn et al. (2007a,b) calving model, in which crevasse 
formation is of key importance in determining terminus position. This leads naturally on to a 
review of current models of crevasse formation and the importance of crevasses in glaciology. 
Finally the field site in Iceland is discussed and compared with Greenlandic outlet glaciers, for 
which remotely sensed data is also available and used in this thesis.  
2.1.1 Calving Margins 
 ‘Calving is the most efficient process by which glaciers lose mass’ (Van der Veen, 1996). 
Jacobs et al. (1992), estimated that around 50% of the total annual loss of glacier mass is lost 
through calving into the oceans. The relative importance of calving to the mass budget varies 
around the world, for example, in Antarctica the loss due to all forms of calving is about 70%, 
whereas in Greenland this figure is closer to 50% (Jacobs et al. 1992). Recent observed 
acceleration of outlet glaciers in both Greenland and on the Antarctic Peninsula may have 
increased these fluxes. However, the feedbacks and controls in the calving process are still 
poorly understood, and although many of the parameters which affect the calving rate have been 
identified, for example, meltwater production, local climate, ice flow velocity and bed 
topography, the relative importance of these is not known and probably varies from locality to 
locality.  
 
 The importance of calving as a proportion of mass lost is significant now, but during the last 
glacial stadial geomorphic evidence shows that there were many more calving margins from the 
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North American and European Ice sheets (Denton and Hughes, 1981). Indeed Hughes (1986) 
suggests that at the end of the Last Glacial stadial, the break up of these ice sheets was rapid 
precisely because so many of the outlet glaciers were calving margins. Evidence for the past 
discharge of large amounts of icebergs has been found in the ocean sediment cores, the ‘so-
called Heinrich layers’. These indicate massive discharges of icebergs, with associated ice rafted 
debris, into the North Atlantic at various times during the late glacial period and these have been 
correlated with climate changes observed in Greenland ice cores (Bond et al., 1999). Yet the 
Heinrich evidence is open to different interpretations; indicating either a large glacial advance, 
pushing icebergs further south, or a catastrophic retreat, in the course of which many more 
icebergs than usual were produced. With both these valid interpretations it is important to 
quantify the effect of climate on the glacial dynamics of calving margins. 
 
 
Figure 2.1 A LANDSAT (NASA/USGS, 2003) view of Jakobshavn Isbrae with retreat stages marked.  
The glacier doubled its speed between 1997 and 2003 to about 12.6 km/year, following the rapid break 
up in 2003 of the previously stable ice tongue in the area between the 1953 and 2003 end positions.  
 
 Modern calving glaciers such as Columbia Glacier in Alaska (Meier and Post, 1987) and 
Jakobshavn Isbrae in Greenland show that calving margins behave in dramatic and unstable 
ways probably due to their internal dynamics (see Figure 2.1). Predicting their response to 
climate change is therefore not straightforward. However, understanding glacial responses in 
relation to changes in sea level and climate is important in the present day context when trying 
to measure and predict the effects of both natural and anthropogenic climate change on the 
glacial system. Mercer (1961) hypothesised that climatic warming could trigger complex 
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feedback mechanisms resulting in catastrophic glacial retreat of the Antarctic and Greenland ice 
sheets through calving margins and subsequent dramatic sea level rise with very negative 
consequences for the human population. Some researchers (for example,  Alley et al., 2005) 
argue that evidence for such a feedback process may now be appearing in the polar regions, in 
the form of dramatic accelerations of tidewater glaciers on both the east and west coasts of 
Greenland. Certainly, recent work by Rignot and Kanagaratnam (2006) showing the dramatic 
increase in velocity of many of the large tidewater outlets of Greenland suggests that the 
dynamics of these systems have important consequences for the drainage and thinning of large 
ice sheets, possibly in response to climate change. On the Antarctic peninsula, the break up of 
ice shelves Larsen A (in 1995) and Larsen B (in 1999) and the consequent increases in velocity 
of outlet glaciers feeding these ice shelves has also been used to argue that the marine margins 
of the large ice sheets may be inherently unstable and liable to rapid break up with consequent 
sea level rise.  
 
 Further important aspects to the understanding of calving margins, are the hazards calving and 
icebergs pose to human activities. For example, in areas around Newfoundland in Canada and 
Prince William Sound in Alaska, calved icebergs may impact significantly on offshore oil 
installations and transport (Tangborn and Post, 1998; Gagnon and Gammon, 1995), 
necessitating greater understanding of these processes to reduce and prepare for such hazards. 
Calving glaciers have certainly limited oil and gas exploration in the Barents sea (Glazovsky et 
al., 2006). On the other hand, calving glaciers such as Breiðamerkurjökull in Iceland and the 
Perito Moreno and Grey glaciers in Patagonia are major tourist attractions, and thus it could be 
argued a positive economic benefit. Other research through the archives also shows that both 
Charles Darwin (whilst sailing on the Beagle around Tierra del Fuego) (Fitzroy, 1839), and 
Alfred Wegener  (whilst on expedition in Greenland) (Jacoby, personal communication, 2005), 
had narrow escapes from hazardous calving activity. It is interesting, although beyond the scope 
of this thesis, to speculate how different science would be today without contributions from both 
of these scientists had they been killed early on in their careers, as a result of calving activity.  
 
2.1.2 Types of Calving Margin 
 Calving margins are found in just about every glacial environment, they may be relatively 
small sections of the terminus perhaps only a few tens of metres in length, or they may be large 
outlet glaciers several kilometres across at the margin of an ice sheet (Warren, 1992). They also 
include the large polar ice shelves, particularly around the Antarctic continent. It is common to 
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classify calving termini in terms of the environment in which they occur, however it is 
important to note that while a calving terminus may be characterised by one particular type of 
calving mechanism, different mechanisms may be present at the same terminus and all termini 
usually show more than one type of calving activity. 
 
2.1.2aTidewater Glaciers  
 Tidewater glaciers are widespread throughout temperate and polar latitudes, but are particularly 
common around the margins of the Greenland ice sheet for example,  Jakobshavn Isbrae (see 
Figure 2.1) and Helheim glacier (Figure 2.2.) and in southeast Alaska, where they calve directly 
into the ocean. Although the name implies marine calving, tidewater type glaciers also occur in 
deep freshwater lakes, for example,  Nef glacier in Patagonia and Breiðamerkurjökull in 
Iceland. They are distinguished from other types of calving glaciers by the relatively high ice 
flow speeds of the glacier and the high frequency and typically high magnitude of calving 
activity, related to the glacier dynamics.  
 
 
Figure 2.2 A photograph of the calving cliff at Helheim glacier, (Stearns, personal communication, 
2005). This is a tidewater outlet of the Greenland ice sheet. Note the intensely crevassed glacier terminus 
and large amount of icebergs in a range of sizes in front of the calving cliff. 
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 Tidewater glaciers form where the advancing glacier reaches deep water; the characteristic 
dynamic calving is induced by the forces acting on the ice front and, as calving is an extremely 
efficient form of ablation, further advance and the formation of a floating terminus is prevented 
(Van der Veen 1996; Meier and Post, 1987). If some important variable, such as mass 
accumulation, changes then further advance or retreat of the glacier terminus may be possible. 
Tidewater glaciers are usually grounded glaciers within deep fjords and the terminus position 
may be very stable if it coincides with a topographic ‘pinning point’, that is a natural 
constriction in a fjord, or the end of a fjord, where deeper water in front requires a much larger 
mass input to drive further terminus advance (Mercer, 1961). Although tidewater glaciers are 
typically permanently grounded, they may approach buoyancy or even have temporarily 
buoyant margins on timescales of days to months. The velocity of a tidewater glacier close to 
the calving cliff is typically high, for example velocities at the Columbia glacier are of the order 
of 12.2 km year-1, at Jakobshavn Isbrae, 12 km year-1 (Van der Veen, 1995) and at 
Breiðamerkurjökull, which is a smaller tidewater glacier, velocities at the front approach 350 m 
year-1 (own data). These characteristics mean that dynamically induced calving is common at 
tidewater termini, additionally these termini are heavily crevassed due to high longitudinal 
stress gradients. Where a tidewater glacier does terminate in a fresh water lake, the calving rate 
has been found to be an order of magnitude smaller than marine glaciers (Pelto and Warren, 
1991) due probably to differences in temperature and salinity, which alter the density of the 
water (Van der Veen, 1996). 
 
2.1.2b Lacustrine Termini 
 Some calving termini may be lacustrine in that they calve into freshwater lakes, but at the same 
time demonstrate features more in common with fast tidewater calving glaciers. In most cases 
however, the term lacustrine terminus refers to small-scale systems in which the lake margin 
may be small and relatively slow. These lakes may be marginal to the main glacier or they may 
form as small terminal lakes (see Figure 2.3). Calving mechanisms are generally dominated not 
by the dynamics of the glacier system, but by thermodynamics, that is rates of melting (see 
Section 2.1.3 below), which undermine ice cliffs leading to infrequent and generally small 
calving events. On glaciers such as the Tasman glacier in New Zealand, these events may be as 
few as one or two per year (Röhl, 2006) but as the glacier is slow moving and almost stagnant, 
little change in terminus position is seen.  
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Figure 2.3 Photograph of a lacustrine type calving glacier at the lake Breiðárlon. This is a smaller lake on 
the western side of the Breiðamerkurjökull terminus.  
 
2.1.2c Dry Calving 
 Dry calving is a related process to calving in water, occurring  most often at icefalls, where a 
serac forms and detaches due to local stress concentrations. Pralong et al., (2003; 2005) 
modelled this process using the idea of damage accumulation. Small dry calving cliffs have 
been observed around the world and many glaciers may exhibit such behaviour at parts of the 
margins or terminus, and also at the surface of the glacier (see Figure 2.4) but outside parts of 
the polar regions, particularly in Antarctica, it is not a significant mass balance process. Dry 
calving cliffs have not been widely studied in general, although Hughes and Nakagawa (1989) 
and Kenneally and Hughes (2002) base their general calving models on a dry calving terminus 
at Deception Island. Their bending shear model has also been applied to tidewater termini and is 
discussed in detail in Section 2.3.4.  
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Figure 2.4 Photographs illustrating the process of dry calving on the surface of Breiðamerkurjökull. The 
red lines pick out the same fracture line in both images, ice which has fallen off the front surface 
previously is clearly shown in the crevasse in image B.  
 
2.1.2d Ice Shelves 
 Ice shelves are only found in the polar regions as, although temperate glaciers may also become 
temporarily buoyant, the brittle strength of ice is lower at higher temperatures, and these often 
calve very soon after forming (Mercer, 1961). They may be classified in two sub-types; the 
large ice shelves around Antarctica, which may be hundreds of kilometres wide and long and 
several hundred metres deep, for example the Ross Ice Shelf is around 487,000 km2; and 
smaller shelves such as the Larsen B ice shelf on the Antarctic peninsula for example, which 
before the major break up in 2002 was about 3250 km2 (Vaughan and Doake, 1996; MacAyeal 
et al. 2003). The large ice shelves are very stable features and calve infrequently, albeit 
spectacularly, when large tabular icebergs, often several kilometres to hundreds of kilometres 
long break off at the margin of the shelf (see Figure 2.5). These margins, are probably largely 
maintained in such a stable configuration of one position by confining fjord ice or ice rises (Van 
der Veen, 1996). The ice shelves are characterised by large rift systems (Kehle, 1964; Reeh, 
1968), which are frequently filled with water and brash ice. Calving of large tabular icebergs 
occurs when rift systems interconnect to separate large bergs. These events may be related to 
tidal flexure (for example,  Reeh et al., 2002) or storm systems (for example, MacAyeal et al., 
A B 
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2006) or simply to the local fracture mechanics of the system (Bassis et al., 2005; Larour et al., 
2004a,b).  
 
 Smaller ice shelves are more dependent on topographic buttressing and are more prone to 
catastrophic break up as a result of climatic and/or oceanic warming (Payne et al., 2004). The 
break up of the Larsen ice shelf appears to be a response to climatic warming around the 
Antarctic peninsula, Mercer (1961) has suggested that there may be a climatic threshold of 
about –5 oC around which ice shelves lose their stability and retreat rapidly. Following the high 
profile break-ups of the Larsen Ice shelf, a consequent speed up of glaciers feeding the ice shelf 
has been observed, possibly due to the release of backpressure on the contributing ice streams 
(De Angelis and Skvarca, 2003).  
 
 
 
Figure 2.5 A MODIS satellite image of the western portion of the Ross Ice Shelf (National Snow and Ice 
Data Centre, 2003), taken on 27th January 2003.  
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2.1.3 Calving Mechanisms 
 Calving of an individual iceberg can occur in any one of many different ways, and the process 
driving the propagation of a fracture to cause calving may be directly controlled by glacier 
mechanics or may be a secondary effect. Based on observations at grounded glacier margins, 
four separate basic mechanisms may be identified to explain observed differences in types of 
calving (see Figure 2.6). These may be classified into first, second and third order effects, on the 
basis of what controls the calving rate of the ice cliff as a whole; ice dynamics (first order); 
thermal effects superimposed on to the ice cliff (second order); or a combination of both of 
these with other effects such as for example buoyancy or wave action (third order). The 
cumulative effect of each calving event together with ice velocity determines the terminus 
position. Any general calving model must be able to apply general principles to understand the 
controls on terminus position, without necessarily having to identify exactly when each 
individual calving event will occur.  
 
 
Figure 2.6 Diagram illustrating four different processes of iceberg calving (Syvitski et al., 1987 cited in 
Benn and Evans, 1998). The pictures depict: 1. Calving due to local stress concentrations (a first order 
process) 2. Calving due to the formation of a meltwater notch (a second order process). 3. Submarine 
calving, where an ice foot becomes unstable due to buoyancy forces (a third order process). 4. Buoyant 
tabular calving, where the unstable force balance at the terminus causes large tabular bergs to form (a 
second order process). 
2.1.3a Local Stress Concentrations 
Small calving events are a frequent occurrence at most cliffs and these spalls of relatively small 
icebergs are the product of local stress concentrations leading to the propagation of a fracture 
and calving (see Figure 2.7). The dynamic fracture propagation leading to these calving events 
can for the most part be explained by fracture mechanics, although relatively few models have 
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been created to specifically explain these events. Work by Iken (1977) and Fastook and Schmidt 
(1982) are notable exceptions in which finite element models were employed to explain 
propagation of a single fracture through an ice block. Events occurring through this mechanism 
may be very small (<<1m3 of ice lost) but very frequent, or somewhat larger (a few tens of 
cubic metres) but much less frequent, and as both are hard to measure it is consequently rather 
difficult to quantify what effect individual fracture propagation has on the absolute terminus 
position of any glacier. 
 
 
Figure 2.7 Photograph of the ice cliff at the calving terminus of Paulabreen, Svalbard. Arrows point to 
new fractures propagating towards the water line.  
2.1.3b Buoyant Calving 
 Buoyant calving is a second order process producing large tabular icebergs (see Figure 2.8) 
when a crevasse distant from the front propagates to the bed. The propagation is a result of 
longitudinal stress gradients and torque induced forces close to the grounding line as a result of 
the front of the glacier approaching buoyancy (Benn et al. 2007). The icebergs thus produced 
can be very large, but calving is usually a fairly infrequent process compared to the more rapid 
rates of calving by first order processes. The calving rate by this mechanism depends on the 
velocity of the ice front and the magnitude of longitudinal strain rates, which control the 
absolute depth of crevasses. It is also likely that meltwater draining into crevasses plays a role in 
deepening and extending crevasses making calving more likely. A common characteristic of 
margins where buoyant calving occurs is the presence of tilted meltwater notches, where 
Fractures forming 
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thermo-erosional processes cause a deep groove to form which becomes lifted above the 
waterline and tilted when calving of other parts of the margin occurs. 
 
 
 
Figure 2.8 Photograph of a tabular iceberg at Jokulsárlon, in front of the Breiðamerkurjökull calving 
cliff.  
2.1.3c Formation of Meltwater Notches  
 At tidewater termini most calving is controlled by glacier dynamics. However superimposed 
upon this is a process of thermal erosion at the water line. This is a particularly significant 
process at slower termini and lacustrine calving glaciers in particular. At some, such as the 
Tasman glacier, it is the predominant control on calving rate and terminus position (Röhl, 
2006). The waterline of the glacier melts a deep notch under the calving cliff, and a crevasse 
propagates down behind the cliff eventually intersecting with the notch and calving occurs (see 
Figure 2.9). Laboratory and field studies (for example,  Eijpen et al. 2003; Haresign and 
Warren, 2005) indicate that fundamental controls on this type of calving activity are the 
temperature and salinity of the frontal water body. The presence of convection currents bringing 
in a fresh supply of warmer (and/or more saline) water is also important in controlling how fast 
calving events occur. 
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Figure 2.9 Photograph showing a meltwater notch undercutting a tongue of ice at the edge of the calving 
front of Breiðamerkurjökull at Jokulsárlon.  
2.1.3d Submarine Calving Processes 
A further calving process is that originally suggested by Wright (1892 cited in Hunter and 
Powell, 1998) but more recently described by Kirkbride and Warren (1997), Hunter and Powell 
(1998) and Motyka et al. (2003) where a large submarine foot develops due to subaerial calving 
of blocks above, as shown in Figure 2.6(3). The opening of bottom crevasses and associated 
buoyancy forces then force the calving of this submarine foot, which can be extremely large 
(>100m3). These have been observed suddenly calving up to the surface, sometimes hundreds of 
metres in front of the terminus, the result of buoyant forces inducing a torque and opening a 
basal crevasse, which propagates to the top of the ice foot. This process is commonly ignored in 
calving studies as the ice feet are usually invisible below the waterline and extremely difficult to 
measure, consequently rates of this type of calving are difficult to quantify.   
2.1.3e Ice Shelf Rifting Processes 
 As previously observed, ice shelf calving can be divided up into at least 2 different categories; 
rapid ice shelf break up, and low frequency high magnitude events where, in the memorable 
phrase of Joughin and MacAyeal (2004), ‘Massachusetts-sized icebergs calve off Texas-sized 
ice shelves’. The precise controls on processes leading to rapid break up such as at the Larsen 
Ice Shelf is unclear but MacAyeal et al. (2003) and Vaughan and Doake (1996) have suggested 
that increased meltwater on the surface of the ice ponds and then causes crevasses to penetrate 
to the bottom of the shelf, thus causing large fractures to appear. The ice blocks formed by this 
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mechanism capsize and the turning moment thus generated forces the rapid break up of the 
shelf. Large icebergs are suspected to be formed either by bottom crevasses penetrating up or 
surface crevasses penetrating down through the weaker and thinner ice. Vaughan and Doake 
(1996) also suggest that in some cases, as ice velocities change, ice rises which formerly 
stabilised the shelf may start to prevent ice flow. In effect these ice rises act as wedges, further 
increasing internal stresses and weakening the structure of the ice shelf. Other authors (Mercer, 
1961; Payne et al. 2005) have emphasised the importance of a mass balance deficit leading to 
thinning and lower strain rate thresholds in pre-conditioning collapse. 
 
 The icebergs released by ice shelves are typically extremely large tabular islands (for example,  
see above in Figure 2.5) and are usually an infrequent occurrence. First put forward by Reeh 
(1968), following work by Weertman (1957), one model of ice shelf calving is based on 
differing hydrostatic and cryostatic stress regimes and suggests a mechanism for calving based 
on the theory of bending elastic beams a type of model developed for use by construction 
engineers. This model was later modified to a visco-elastic beam model (Reeh et al., 2002) to 
determine the stresses and deflections of a model ice shelf. The magnitude and frequency of 
iceberg calving at Nioghalvfjerdsfjorden glacier in Greenland was compared with the model and 
found to be a good match. The model was also found to explain the tidal deflection of the 
glacier (Reeh, 2003). This is important as tidal flexure may considerably complicate the 
interpretation of remotely sensed data over ice shelves (for example,  Fricker and Padman, 
2006) if not taken into account. Tidal flexure may sometimes act as a trigger to large calving 
events (Holdsworth, 1977). More recently, work by MacAyeal et al. (2006) suggests that storms 
in the temperate latitudes can also have a significant influence on triggering calving events. 
Other models of ice shelves have also been produced by Lingle et al. (1981) and Holdsworth 
(1977), based on similar principles but with differing values of the elastic modulus to explain 
flexure. However, more recently the principles of fracture mechanics (see Section 2.5) have 
been applied to ice shelves to explain the formation of large rifts (Larour et al., 2004, Bassis et 
al., 2005). When these rifts intersect with each other and the margin, large icebergs are released. 
2.2 Principles of Ice Flow and Glacier Dynamics 
 Having introduced the different types and processes associated with calving glaciers, it is 
helpful to restate a few basic principles of glaciology. It is not the intention in this section to 
review the full glacial literature here, as various textbooks do this very well (for example,  
Paterson, 1994, Hooke, 2005, Bamber and Payne, 2004). However it is useful to define a few 
key terms used in this thesis.  
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 In most glaciological discussions, a rectangular co-ordinate system is used, where the x-axis is 
horizontal, or sub-horizontal in the direction of flow, the y-axis is horizontal and transverse to 
flow and the z-axis is normal to the other two and refers to the depth of the ice. This practice 
will continue through the rest of this thesis. Other useful notation relates to velocity, as with 
common practice in the glaciology literature and following normal conventions, u refers to 
velocity in the x direction (that is in the direction of flow), v refers to velocity in the y-direction 
and w to velocity in the z-direction, although for convenience this term is mainly neglected by 
assuming that there is zero velocity in the z direction. This is the so-called ‘shallow ice 
approximation’, which is commonly used in glaciology as the depth of a glacier is commonly 
much less than the lateral extent (Paterson, 1994, pp. 260-2). As the data for Breiðamerkurjökull 
shows (see chapter 4), this is probably a valid assumption at this field site due to the relative 
shallowness of the glacier.   
2.2.1 Principal Stresses  
 Stress is a generalisation of pressure, a force per unit area, with SI unit pascal (Pa) or newton 
per square metre (N/m2). Stresses have both magnitude and direction, so they are vector 
quantities and therefore commonly defined using matrix mathematics. A normal stress is 
directed normal to the surface on which it is acting and a pure shear stress acts parallel to a 
surface. The σ (sigma) symbol is commonly used to denote a stress, and the subscripts refer to 
the plane and direction in which the stress acts, thus a stress σxy acts on the plane orthogonal to 
the x-axis in the y-direction. Tensile stresses are usually considered positive, whilst 
compression is given a negative sign. In some notation, the symbol τ is used to denote a shear 
stress.  
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Figure 2.10 Diagram illustrating the stress tensor, acting on an infinitesimally small particle of ice 
represented as a cube. This shows the stresses in three dimensions.  
 
 In a three-dimensional body, stress vectors can be represented on three faces of a cube to 
represent the forces within a body at any particular infinitesimal point. In a Newtonian frame of 
reference (that is, one in which all forces in a body are balanced and which is not accelerating), 
stresses on any given face are regarded as constant and uniformly distributed, and there are nine 
components acting on the cube as shown in Figure 2.10. These are commonly represented in a 
matrix: 
 
zzzyzx
yzyyyx
xzxyxx
σσσ
σσσ
σσσ
 
(2.1) 
 A first rank tensor such as a vector requires components along three co-ordinate axes to 
describe it; the assemblage of nine components in equation 2.1 is known as a second rank tensor 
and has nine components. In glaciology, it is generally assumed that flow is steady, non-
accelerating and uniform. Therefore, to avoid rotation of the cube, we must assume that σxy=σyx 
, σxz=σzx and σyz=σzy. This means that the stress tensor is symmetric and in notation σxy may be 
used where σyx may be strictly more correct, equally, the abbreviation σx may be used instead of 
σxx. In glaciology, the z-axis is conventionally the vertical, the x-axis is usually oriented parallel 
to flow and the y-axis transverse to flow. 
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2.2.2 Strain Rates 
 In practice it is rarely possible to measure stresses directly. Instead strain rates are measured 
and converted to stresses using the flow law (see Section 2.2.5). Strain is defined as ‘the 
deformation induced on a deformable medium by an applied stress’ (Hooke, 2005) and the 
symbol ε is commonly used to represent the relative change in length. The rate at which strain 
occurs, is represented by ε& , where the dot superscript denotes a time derivative. As nine 
separate stress components are required to fully describe stress at a point, nine strain rates are 
also required to fully describe strain at a point, and it is likewise considered to be a symmetric 
second rank tensor such that εxy=εyx and ε& xy=ε& yx  and so on. 
 
 Ice is considered to be incompressible (which is at least true once snow has undergone the 
transition from snow to firn to ice in the upper layers), so it follows that:  
0=++ zzyyxx εεε &&&     (2.2) 
In Equation 2.2 
xxε&  is the strain rate in the direction of ice flow, yyε& is the strain rate in the 
direction transverse to ice flow while 
zzε& is the vertical strain rate at a point on the glacier 
surface.  
 
 As it is impossible to measure strains, or velocities over infinitesimal distances, logarithmic 
strain is used. Nye (1955, 1959a) defined this as the change in distance between two points of 
length l, in a time interval ∆t (Equation 2.3), where l0 is the initial length and l is the second 
measured length.  
 
0
ln
1
l
l
t∆
=ε&
 
(2.3) 
 A more general way to calculate total strain rate, 
ijε&  is to use the velocity gradient method 
(equation 2.4), which is mathematically exactly equivalent (for example,  Meier et al., 1956). 
1
2
ji
ij
j i
UU U
x x x
ε
 ∂∂ ∂
= + =  ∂ ∂ ∂ 
&  
(2.4) 
In this equation, xi represents the coordinate system on the glacier surface (i,j = x,y,z) and Ui 
represents the velocity vector components parallel to the xi axis and in the direction of the xj axis 
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as shown in Figure 2.10, thus when i=j equations 2.3 and 2.4 are equivalent. Note also that U
x
∂
∂
 
is the most commonly used expression for strain rate in this notation, and that it means exactly 
the same as 
ijε& . This technique is often used on a large scale when using remote sensing 
techniques to characterise strain rates across a whole glacier (Harper, 1998), whereas the 
logarithmic form (equation 2.3) is more commonly used in small areas (Hambrey and Muller, 
1978) where direct strain measurement using stake networks have been made. 
 
2.2.3 Deviatoric Stresses 
 Ice deforms in response to hydrostatic pressure (also sometimes called cryostatic pressure) ρgz, 
the pressure resulting from a column of ice of density ρ and height z. However, it also deforms 
in response to deviatoric stresses (σ ′ ij),  which arise from differences in stress resulting from 
differences in surface slope. Deviatoric stresses (or stress deviators) are defined in equation 2.5 
as the normal stress, 
xxσ minus the hydrostatic pressure, P. 
 
Pxxxx −=′ σσ  
(2.5) 
The hydrostatic pressure, P, is calculated from the sum of the normal stresses at a point as 
defined in equation 2.6. 
)(
3
1
zzyyxxP σσσ ++=
 
(2.6) 
Deviatoric shear stresses are the same as non-deviatoric shear stresses, and are important in 
glaciology as many models of glacier flow use only deviatoric stresses when modelling or 
analysing strain rates. The deviatoric approach is considerably simpler than including a full 
stress analysis within an ice flow model. However, in this thesis the force balance approach is 
used which includes hydrostatic stress so deviatoric stresses are generally not referred to. 
2.2.4 Effective and Principal Stresses and Strain Rates 
 Strain rate in a given direction of the ice depends not only on the stress in that direction, but 
also all the other stresses acting on the medium (Hooke, 2005), that is both the hydrostatic and 
deviatoric stresses. Therefore the effective shear stress, σe, and effective strain rate, ε& e, must be 
used when calculating flow in all but the most simple glacier models. These are defined (for 
example, Hooke, 2005) as: 
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(2.8) 
At the surface of the glacier, the shear strain terms in z are assumed to be 0, so equation (2.8) 
reduces to (2.9). 
1
2 2 2 2 2
1
( 2 )
2
e xx yy zz xyε ε ε ε ε= + + +& & & & &     (2.9) 
Sometimes,  the effective shear stress is written as simply σ and the effective strain rate is 
likewise simply written ε& , so care must be taken when interpreting written equations.  
 
2.2.5 The Flow Law 
 A material can be classified according to how it deforms to a given applied stress. These 
classifications are illustrated in Figure 2.11 and include: plastic, where the material deforms 
permanently in response to a large enough applied stress; elastic deformation, where the body 
returns to its original rest shape after an applied stress; brittle where fracture occurs at a given 
yield stress; viscous deformation, where a material flows like a liquid, but with some internal 
resistance to flow. 
  
 
Figure 2.11 Diagram illustrating the response of different types of materials to an applied stress. Ice may 
be modelled as any one of these, but the visco-elastic curve is the most commonly used rheology.  
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In practice glacier ice, like most continuum materials, exhibits all these different kinds of 
deformation depending on the magnitude of applied stress and rheology, which is in turn 
affected by past strain history and other variables such as temperature and the presence of 
impurities. However, to simplify models ice is usually modelled in glaciology as a visco-elastic 
non-Newtonian fluid (Paterson, 1994, Van der Veen, 1999), which blurs the boundaries 
somewhat between its solid and fluid properties. The response of a visco-elastic material to a 
force in general varies according to the magnitude of the applied force in a very non-linear 
manner and also reflects past applied forces (Paterson, 1994). This means that a form of 
constitutive relation, known in glaciology as Glen’s flow law (Glen, 1955) can be used to define 
how ice will deform at a given effective stress. It may be written as: 
n
e
e
B





=
σ
ε&
 
(2.10) 
where B is a viscosity parameter that increases as the ice becomes stiffer and n is an empirically 
determined constant. It is usually given a value of ~3, but there is some evidence (Alley, 1992) 
that it may →1 at low stresses, or be as high as 4 under other conditions, depending on factors 
such as temperature and ice rheology  (Van der Veen, 1999b, p28). These uncertainties, caused 
by the inherent non-linearity of ice flow, are more of a problem on the small scale of a few 
metres or smaller, than on the length scale of a typical glacier, and as an approximation on a 
larger scale Glen’s flow law has been shown to give reasonable results (Van der Veen, 1999b, 
p.28). Alternatively the flow law may be written as equation 2.11. 
n
e e
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A
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(2.11) 
When calculating effective stress eσ , from effective strain rate eε& ,the form (2.12) is used. 
1
n
e
e
A
ε
σ  = 
 
&
     (2.12) 
 
 In 2.11 and 2.12, A, the Arrhenius relation, determines viscosity based on temperature 
variance. A has been calculated on the basis of field measurements, but it can also be estimated 
using (2.13) (Paterson, 1994), where T is the ice temperature in Kelvin, R is the universal gas 
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constant 8.314 J mol-1 K-1, Q is the activation energy for creep and A0 depends on the 
hydrostatic pressure 
0 exp
Q
A A
RT
− =  
 
    (2.13) 
 
Hooke (2005, p.16) shows that if the principal axes of stress and strain coincide, as they are 
normally assumed to do, the flow law can also be written as equation 2.14. 
ijn
n
e
ij
B
σ
σ
ε ′=
−1
&
 
(2.14) 
As strain rates are easier to measure than stresses, the form of the flow law in equation 2.15 may 
also be used. 
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(2.15) 
 The flow law (or constitutive relation in materials science terminology) is a useful ‘law’ to have 
in mind as it enables us to convert strain rates to stresses, and is also used to parameterize ice 
flow within glacier models, however there are problems in this conversion which may lead to 
errors in interpreting results. Specifically, although the flow law does take into account 
temperature, there are many other potential sources of error in the flow law, such as ice crystal 
structure, loading rate, sediment and solute content and deformation history of the ice. All of 
which may in addition affect the strain rate in response to an applied stress.  
 
2.2.6 Driving Stress and Basal Shear Stress 
 A glacier could be imagined as a cold, very slow flowing river of ice, flowing from areas of 
snow accumulation to areas of ice ablation. The flow of ice through creep is driven purely by 
the gravitational driving stress. That is, stress induced by the action of gravity, which can be 
quantified as ρgH tan α where α is the angle of surface slope, assumed here to be parallel to the 
slope of the bed, ρ refers to the ice density, g, to the gravitational acceleration and H is the 
thickness of the ice (see Figure 2.12).  
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Figure 2.12 Diagram of a cross section through a typical glacier illustrating the components used to 
calculate the driving stress, where H is the ice thickness at a point and (alpha) the surface slope of the 
ice. 
 
The driving stress, τd is balanced in the main by basal shear stress or basal drag, usually written 
σb or τb (Hooke, 2004) as in equation 2.16. 
tanb gHτ ρ α=     (2.16)  
Where the basal and surface slopes are relatively small it can be shown (Paterson, 1994, p.241) 
that the surface slope of the glacier determines the shear stress at the bed, even where the bed 
slopes in the opposite direction to the surface slope. The surface slope is often therefore used in 
simple models to calculate the driving stress and velocity. 
2.2.7 Resistive Stresses and Strain Rates 
Given the driving stress alone, glaciers would continue to accelerate forever; the main forces 
balancing the gravitational driving stress are known as the resistive stresses. They are basal 
drag, lateral drag, longitudinal stress gradients and in some cases backpressure exerted by an ice 
shelf.  
Basal drag is the most simple, being simply the force resisting flow at the bed of the glacier, in 
effect, friction. This term may be modified by the addition of a water pressure term, Pw, as basal 
drag will be significantly reduced by the presence of a high basal water pressure balancing the 
downward forcing ice pressure, Pi, to give the effective pressure, Pe, as in (2.17)  
 
e i w
i i
P P P
where
P gHρ
= −
=
     (2.17)  
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H 
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 Lateral drag is the resistance that valley sides or slower moving ice has to flow and is a major 
control on the flow of ice streams and ice shelves. It is controlled by the ice thickness and by the 
half width of the glacier, with wider glaciers experiencing less control on speed than narrower 
glaciers.  
 The longitudinal stress gradient describes the balance of forces along the flow line of the 
glacier. It is usually calculated using the flow law from measured strain rates or from measured 
velocities, and can be thought of as the pushes and pulls down the flow of the glacier which 
result from the ice transmitting stresses as a result of flow variability, that is when compressive 
flow up-glacier is larger or smaller than compressive flow down-glacier, or vice versa. The 
terms for these resistive stresses are described in Section 2.2.8 and shown in Figure 2.13 
 
 
Figure 2.13 Diagram showing the main resistive stresses opposing driving stress. These include 
longitudinal stress gradients, basal drag and lateral drag (taken from Van der Veen, 1999b, p. 36). 
 
 Where stress describes an applied force, strain describes the material response. In the case of 
longitudinal strain rate it describes the type of deformation a glacier is undergoing down its 
length as a result of a combination of the driving stress and the resistive stresses. Ice flow may 
be extending, characterised by the opening of transverse crevasses perpendicular to the flow 
direction, or compressive, characterised by longitudinal crevasses in or close to the direction of 
flow. Longitudinal strain rates vary according to mass balance changes, ice thickness changes, 
and basal and lateral topography. Longitudinal strain rates also vary with depth because velocity 
due to creep varies with depth, in the most extreme case being 0 at the bed, where the glacier is 
frozen to the bed. 
Direction of 
flow 
Lateral drag 
Basal drag 
Compression  
or 
tension 
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2.2.8 The Force Balance Approach 
 Pioneering work by Van der Veen (1989) and Van der Veen and Whillans (1989a,b; 1990), led 
to the development of the force balance approach to modelling glacier systems. This is a 
standard technique in physics, rendered simpler by the advent of more powerful desktop 
computers. The idea behind force balance (also called force budget) is that all forces acting on a 
section of a glacier must sum to zero, with accelerations and change in mass assumed to be 
negligible. Van der Veen (1999b) emphasises the use of lithostatic or hydrostatic and resistive 
stresses rather than deviatoric stresses. Lithostatic stress, L, like cryostatic stress is defined as 
the weight of ice above a certain level (equation 2.18), h-z, where h is the ice thickness. 
 ( )L g h zρ= − −  (2.18) 
 Resistive stresses (that is, the stress not explained by the lithostatic head) can be caused by 
basal drag, lateral drag and back-pressure. They can be defined in terms of the deviatoric 
stresses (equation 2.19). 
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 In Van der Veen’s formulation (1989a and b; 1999b), the balance equation can be reduced in 
the x-direction to equation 2.20 where the term on the left-hand side is the driving stress, the 
first term on the right-hand side is the basal drag, the second term is the difference between the 
normal forces acting on the left and right faces of an ice column and the third term represents 
lateral drag.  
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x h H h H
R dz R dz
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τ τ
− −
∂ ∂
= − −
∂ ∂∫ ∫  
(2.20) 
A similar expression can be derived for the force balance in the y- and z-directions (see Van der 
Veen, 1999b). Both notations will be used here. 
2.2.9 Basal Sliding 
 Glacier flow from areas of high balance to low results from a combination of internal 
deformation of ice, basal sliding and in some cases bed deformation. Basal sliding is 
particularly important in temperate glaciers where basal ice has reached the melting point and 
water acts as a lubricating layer, although the exact mechanism of basal sliding is poorly 
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understood and rarely incorporated into simple ice sheet models. Basal sliding differs from 
deformation in that a column of ice moving down glacier by sliding remains vertical, in other 
words there is no vertical shear in ice velocity and the controlling variables are conditions at the 
bed (Van der Veen and Payne, 2004, p.173). The importance of basal sliding is due to the way 
that it helps to explain different types of glaciers which all move at higher speeds, including 
tidewater glaciers, surging glaciers and ice streams. As these glaciers move at high speeds and 
accelerate down-glacier, crevasses open due to the higher strain rates and longitudinal stress 
gradients. On tidewater glaciers, these crevasses reach the water line and calve icebergs.  
 
 The first theory of sliding was put forward by Weertman (1957); subsequently Nye (1969, 
1970), Kamb (1970) and Budd et al. (1979) developed this work further with different and more 
realistic bed models. The aim was to develop a ‘sliding law’, which relates basal velocity, shear 
stress, water pressure and bed type and topography. This is of the type shown in equation 2.21 
(Budd et al., 1979; Paterson, 1994). 
p qu k Nτ −=      (2.21) 
Here, u is the sliding velocity, τ is the basal drag, N is the basal water pressure and p and q are 
empirically derived constants having the value q = 1 and p = 2 or 3.  The quantity k depends on 
the mechanical and thermal properties of ice and the bed characteristics (Paterson, 1994).  
 
 A crucial control on the rate of basal sliding is subglacial water pressure, for example velocity 
has been observed to increase when ablation increases or after large rainfall events (Brown et 
al., 1982; O’Neel et al., 2001). This suggests that calving activity may also be controlled by 
subglacial water pressure and velocity. Subglacial water pressure, Pw, is controlled close to the 
terminus by the depth of water in front of the terminus and can be defined using  equation 2.22. 
w wP gdρ=        (2.22) 
 In 2.22, d is the depth of the water at the calving terminus, ρw is the density of water and g is 
gravitational acceleration. Pw is also an important parameter in several calving models, 
including those of Van der Veen (2002) and Vieli et al. (2000; 2002). Characterising the 
velocity of calving glaciers and in particular longitudinal strain rates as a result of velocity 
gradients is an important challenge for the calving model presented in Section 2.4. 
2.3 Numerical Models of Calving Behaviour 
 
 As interest in the dynamics of calving glaciers has grown, particularly due to the potential 
impacts of climatic change on the cryosphere, models incorporating calving behaviour have 
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become increasingly numerous and sophisticated (Squeak, 1987). This section briefly outlines 
some of the different approaches to understanding the controls on calving glaciers.  
 
 There are three main approaches that have been used. Firstly, and most simply, empirical data 
is analysed with the aim of finding a “calving law” (for example,  Brown et al., 1982; Pelto and 
Warren, 1991) defined as ‘a relation between calving speed (the volume of icebergs discharged 
per unit time per unit vertical area of the terminus) and ice thickness, water depth, and other 
factors that may control it’ (Paterson, 1994). Secondly, numerical models that explain the 
terminus position as a result of variations in calving rate and ice speed have been used, based on 
first principles rather than empirically determined relationships (for example,  Van der Veen, 
1996, 2002; Vieli et al. 2000, 2001). The third approach to modelling calving concentrates on 
the actual process by which an iceberg calves off the calving cliff (for example, Hughes et al., 
1989, 2002; Iken, 1977; Fastook and Schmidt, 1983; Hanson and Hooke, 2000, 2003; Kenneally 
and Hughes 2002). These can be used to determine how individual blocks may eventually fail 
however they have yet to be applied to a model predicting the location of a terminus or how a 
terminus may respond to environmental changes. In the following section these approaches are 
outlined more fully, followed by a description of a new approach to calving. 
2.3.1 Models of Calving Glaciers: A Hierarchy 
 Attempts to describe and model the processes controlling calving glaciers define calving rate, 
Uc, as the change in terminus position, ∂l, over time, ∂t, multiplied by the ice velocity at the 
front, Ui, as shown in equation 2.23.  
 c i
l
U U
t
∂
=
∂  (2.23) 
 Initial attempts to explain calving rates focused on correlating Uc, as defined in equation 2.23, 
with other measured variables including water depth, Dw, basal water pressure, Pw longitudinal 
strain rates and ice velocity. Brown et al. (1982) pioneered this approach and found water depth 
correlated well with rate of mass loss particularly over annual timescales at the Columbia and 
other Alaskan tidewater glaciers. This work was extended to cover areas including Svalbard, 
New Zealand and Patagonia by Pelto and Warren (1991).  
1 170 8.33c wU ma a D
− −   = +    .   (2.24) 
They show that based on water depth, Dw, at the terminus, calving rate can be described by 
equation 2.24 where the constants 70 and 8.33 were derived from linear regression analysis of a 
broad data set. More recently these constants have been shown to vary not just from region to 
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region but also from glacier to glacier (Haresign, 2004). This is a rather unsatisfactory solution 
because of the regional and local variability in the empirically derived constants, which makes it 
difficult to apply, but also due to the lack of a physical basis. Furthermore, as Van der Veen 
(1996) points out, on short time scales the correlation breaks down and it has to be calculated on 
the basis of annual data. During rapid retreat of Columbia glacier, which has one of the longest 
datasets in the world of terminus position and ice velocity measurements, the relationship also 
seems to break down with retreat apparently accelerating as the glacier moved back into 
shallower water (Hanson and Hooke, 2000).  
 
 Given these uncertainties, it is not unlikely that the water depth correlation in particular and 
other empirical relations in general are correlating two variables which are affected by a third, 
or indeed that during the different stages of glaciation the controlling variables may change 
(Van der Veen, 1996, 2002; Hanson and Hooke, 2000, 2003). It therefore would seem that a 
‘calving law’ based on simple interactions between the environment and the ice mass, which 
explains and predicts the behaviour of all calving glaciers may be out of reach due to the wide 
range of different topographic, basal and climatic variations between calving glaciers (Van der 
Veen, 1996). Even more importantly, as Van der Veen (2002) points out, given that l
t
∂
∂
is 
usually much smaller than Ui the correlation exhibited is more likely to be between ice speed 
and calving rate which, with some smoothing, is convincingly demonstrated using data from 
multiple sources by Van der Veen (2002).  
 
 The terminus position of any calving glacier is a function of both ice velocity Ui and calving 
rate, Uc. Van der Veen (1996, 2002) used the same Columbia dataset as Brown et al. (1982), to 
develop a model which, instead of explaining calving rate by reference to external variables, 
treats calving rate as a slave to terminus position, ice speed and local geometric factors. This 
was modelled further and extended by Vieli et al. (2000, 2001, 2002, 2005). 
  
2.3.2 Height Above Buoyancy Models 
 In turning around the proposition that calving rate was controlled by changes in terminus 
position and geometry, Van der Veen (1996, 2002) was able to develop a new idea about the 
controls on calving processes, namely that local geometric factors and the terminus were master 
and the calving process is the slave.  
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 In the first height above buoyancy model (Van der Veen, 1996), the terminus position 
l
t
∂
∂
controls the calving speed, Uc, based on the geometry of the glacier terminus. Each time the 
terminus starts to approach flotation, due to thinning or bed topography, buoyant forces cause 
calving to occur. In each case the terminus retreats to a position where the total ice thickness 
exceeds flotation height by an amount, H0. Van der Veen (1996, 2002) used a value of 50m for 
H0 at the Columbia Glacier as the calving cliff has commonly been this high during the period 
of observations.  
0
w
c
i
H D H
ρ
ρ
= +     (2.25) 
 The critical ice thickness, Hc, is expressed in equation 2.25 where D is the water depth and ρi 
and ρW are the ice and freshwater densities respectively. While Van der Veen’s model does not 
explicitly include the processes of calving, it does quite successfully reproduce the behaviour of 
tidewater termini, as further work by Vieli et al. (2001, 2002) show, based on observations at 
Hansbreen in Svalbard.  
 
 Vieli et al (2001, 2002) used a time dependent model to calculate surface evolution and 2D 
velocity and stress field for a longitudinal section of the glacier. Calving was implemented in 
the model in two forms, including both a critical ice thickness criterion similar to Van der 
Veen’s (1996) and in addition a seasonal calving scheme based on second order processes 
controlled by melt rates, and therefore affected both by sea ice coverage and temperature 
variations. Their modified calving criterion (2.26) is similar to Van der Veen’s but they replace 
the fixed height above flotation with a fraction, q, of the flotation thickness at the terminus. 
( )1wC
i
H q D
ρ
ρ
= +     (2.26)  
 They found that the bed topography is important in controlling the rate of calving: in this case a 
large bed depression apparently caused the rapid retreat of Hansbreen during 1990/1991, due to 
the flotation criterion being exceeded. However Vieli et al. (2002) note that, although the long-
term trigger may be thinning of the glacier due to negative mass balance, the physical basis to 
this model is still unclear and requires further investigation. Again, calving in Vieli et al.’s 
model is an imposed parameter and is not fully explained in the context of calving mechanisms 
described above, which also means that they cannot therefore explain the occurrence of ice 
shelves, a common problem of both these models. 
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2.3.3 Sediment Cycling Models 
 Although height above buoyancy models show a lot of promise it has recently been challenged 
by work by Nick and Oerlemans (2006) reviving past work on a sediment cycling model, 
combined with a water depth model.  
 
 Sediment cycling was invoked to describe controls on terminus position (Syvitski, 1989; Hallet 
et al., 1996) where a cycle of slow advance and rapid retreat is seen. At a stable terminus a large 
terminal shoal builds up in front of the calving cliff due to the large amount of sediment 
typically transported by tidewater glaciers. This is successively moved forward by glacier and 
water motion, enabling the slow advance of the calving front, as shown in Figure 2.14. The 
large shoal is a stable position, since it provides buttressing and a steady grounding line for the 
calving cliff.  However, if sufficiently perturbed, for example, by enhanced ablation and 
thinning, the front may dramatically collapse and retreat back rapidly into deeper water away 
from the shoal. In deeper water buoyant forces enhance calving activity and encourage further 
retreat to a position much further back. From this position a glacier may well start to advance 
again to the moraine shoal. This leads to a cycle of slow advance and rapid retreat and appears 
to be complexly related to climatic inputs. Although this shows promise, further work is needed 
to determine if this approach is valid; in particular, the reliance of the model on poorly-defined 
sliding parameters makes it difficult to easily apply on a wider scale.  
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Figure 2.14 Diagram illustrating sediment cycling at a calving front, modified from Van der Veen (1999, 
p.319). The glacier is stable at position (a), but retreats rapidly (b) to a new retracted position (c) where it 
is stable, leaving a terminal shoal behind. In (d) a new terminal shoal is building up and the glacier is 
starting its slow advance. 
2.3.4 Calving Process Models 
 The technique of finite element modelling is a potentially useful one in describing the 
distribution of stresses at the calving front and even early numerical models of the calving 
process have made use of these techniques.  
 
a) Iken’s Lamellar Calving Model 
 One of the early researchers to mathematically define the process of grounded glacier calving 
was Iken (1977) whose approach describes in detail  the calving of a serac as a result of stress 
concentrations across the ice front (as shown in Figures 2.8 and 2.6). Iken assumed that a pre-
existing fracture close to the calving front would be the starting place for calving of an ice 
block. Oversteepening of the ice front due to faster flow on the surface than at the base causes 
the fracture to propagate and the ice block to calve through a bending moment. Using a finite 
element analysis she assumes that the initial fracture propagates through the ice to a depth 
where the normal stress (σxx) is zero and forms an overhanging ice mass. Ice flow further 
increases the tensile stress at the point of the fracture, which then forces the propagation of the 
fracture further down into the ice mass. Eventually, when the centre of gravity of the 
(taken from Van der Veen, 1999, p.319) 
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overhanging mass has moved past the supporting bedrock, the block will detach and calve into 
the proglacial lake. This is usually applied to grounded margins where buoyancy forces are 
considered to be small and Iken uses Glen’s Flow Law (see equation 2.10) to calculate ice 
velocities. This is a neat and elegant solution to lamellar calving processes and the field data she 
cites from Grubengletscher apparently confirms the approach within the bounds of uncertainty.  
 
b) Floating Margin Process Models 
 Fastook and Schmidt (1982) used a finite element analysis to model the propagation of cracks 
and the calving of blocks from the front of floating margins. They found that meltwater was 
needed to penetrate and keep open the surface crevasses which are formed in areas of maximum 
tension as a result of flexure of the ice shelf in response to a previous calving event, a similar 
result to the mechanism favoured by MacAyeal et al. (2004) for the break up of large ice 
shelves. This also emphasises the importance of crevasse propagation below the water line.  
 
 More recent modelling work by Bassis et al. (2005) and Larour et al. (2004) has pursued a 
similar line, using fracture mechanics models to understand the propagation of large scale rifts, 
which cause the low frequency but high magnitude events which characterise large ice shelf 
calving events. 
 
c) Hanson and Hooke’s Stress Distribution Model 
 Hanson and Hooke (2000, 2003) consider that calving is a multivariate problem, thus they 
incorporate water depth, longitudinal strain rate and temperature as controlling factors within 
their finite element model of the stress distribution of the calving front. They suggest that the 
water depth relationship is simply hiding another relation and seek a physical explanation. 
 
 Of particular interest in their conclusions, is a region of high velocity in the model, just below 
the waterline at the calving front which they argue leads to the development of an overhang and 
calving. They also clearly demonstrate high tensile stresses just back from the ice cliff, which 
explains the intense crevassing seen at calving termini, and they suggest that at the bed high 
tensile stresses will lead to basal crevasse formation and calving. It is clear from the literature, 
that the distribution of stresses has been largely neglected in considering calving and Hanson 
and Hooke’s work is among the first to really try and incorporate a full analysis within a calving 
model.  
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d) Hughes’ Bending Shear Models 
 Papers by Hughes (1986, 1992, 2002) dominate much of the calving literature, particularly 
when it comes to explaining calving processes. Hughes (1992) and Hughes and Nakagawa 
(1989) used the theory of bending beams to suggest a model of bending creep and ultimately 
fracture along pre-existing slip planes in the ice to explain how calving occurs. These slip 
planes are visualised as occurring like the pages of a book bent around its spine, or as if a pack 
of cards had been pushed over (see Figure 2.16, taken from Hughes, 2002). This work was 
superseded somewhat by later papers (Hughes, 2002; Kenneally and Hughes, 2002), where 
fracture mechanics are used to describe the calving of an iceberg from the propagation of a 
crevasse immediately behind the ice front. The mechanism of slab calving proposed by Hughes 
(2002) describes the calving of slabs above the waterline to form ice ledges below the waterline, 
or from grounded glaciers on land. It relies on elastic bending of slabs due to a higher forward 
velocity at the top of the calving front, where there is a force imbalance than lower down, where 
the ice cliff is opposed by the water body. This causes bands of shear within the ice mass that 
are predisposed to calve slabs (see Figure 2.16), through the ‘crushing stress’ at the base of the 
individual ice column. On this basis, calving always occurs along the line of the transverse 
crevasse closest to the calving front, and the controlling variable is the stress at the base, not 
necessarily the angle of bending shear. 
 
 
Figure 2.15 Diagram illustrating the model of calving by ‘bending shear’, taken from Hughes (2002). 
Diagram A shows the slip along shear bands where the cliff is bending forwards due to a vertical velocity 
gradient. Diagram B illustrates how calving due to this mechanism may lead to a submarine foot or ‘ice 
ledge’ forming. 
A 
B 
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 Kenneally and Hughes (2002) separate out two calving mechanisms, one for narrow slabs of 
ice where there is an extending strain rate that increases rapidly close to the front, and secondly, 
calving along ‘concentric arcuate crevasses’ releasing wide tabular icebergs, as a result of a 
constant strain rate opening up crevasses. In the latter case the assumption is made that the first 
crevasse to form is the one on which ultimate failure will occur since it will penetrate to the bed 
first. This allows a simple fracture mechanics model to be used to calculate the time of 
propagation. When considering the calving of ice slabs, Kenneally and Hughes (2002) and 
Hughes (2000) revert to the bending shear mechanism and use the forces and moments acting 
on the slab to calculate the rate of calving on a slab. Finally, Hughes (2002) suggests that 
multiple ice slabs calving will lead to the development of an ice foot which buoyant forces will 
lead to calve by opening up a basal crevasse.  
 
 Earlier work by Hughes (1986) proposed the ‘Jakobshavn Effect’ where calving of large 
icebergs from a floating tongue causes the remaining glacier ice to stretch, accelerate and calve 
back, ‘down-drawing’ ice from the centre of the ice sheet and causing rapid ice sheet collapse. 
There is however little evidence that this occurs, although glacier surges were observed 
following the break-up of Larsen B (de Angelis and Svarca, 2005). These surges are probably 
due to the lack of buttressing after the removal of the ice shelves. In Hughes (1986) formulation, 
the role of other resistive stresses in modulating ice flow are largely ignored, limiting the value 
of the so-called Jakobshavn effect to glacier models. 
 
 Although these are undoubtedly worthy contributions to the calving literature, much of the 
mathematics is unsolvable which leads to the models being both unusable and impossible to test 
against field measurements. Nevertheless, the use of fracture mechanics to determine calving 
rates is a worthwhile contribution because, as Meier (1997) stated ‘iceberg calving is largely a 
problem in fracture mechanics coupled to ice dynamics’. 
2.4 The Crevasse-Depth Calving Model 
2.4.1 Outline of the model  
 Given the work described in the previous section, there is a clear need to develop a model of 
calving processes that is easy to include in a large scale ice sheet model. A successful calving 
model must accurately represent the physical processes and  incorporate them into a dynamic 
ice flow model including the fracture processes leading to calving. This section describes the 
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crevasse depth calving model of Benn et al. (2007a,b), which uses a sliding function 
incorporating both lateral and basal drag terms in combination with a crevasse depth model as a 
calving criterion, to predict the rate of terminus advance or retreat. 
2.4.2 Ice Flow 
 Glacier velocity is of crucial importance in calving models as it controls the rate at which ice is 
delivered to the calving front, and is therefore a primary control on calving rate. Furthermore, 
the gradient in ice velocity, the longitudinal strain rate, is a fundamental control on both 
crevasse depths and dynamic thickness changes along the flow line, since the assumption of 
incompressibility means that extension (or compression) in one direction must be balanced by 
contraction or extension in the other. As Section 2.3 makes clear, ice flow in glaciers is driven 
by gravity and opposed by three different sources of resistive stress: basal drag, lateral drag and 
longitudinal stress gradients. Since incorporating all three resistance terms in a standard ice-
flow model results in considerable complexity, many modelling studies assume that one or two 
resistance terms can be neglected. For example, sheet-flow models usually assume that all 
resistance is provided by basal drag (Budd et al., 1979), which in effect makes the driving stress 
equal to the basal shear stress term:  
 B D i
H
gH
dx
τ τ ρ
∂
= =      (2.27) 
Here τB is the basal shear stress, τD the driving stress, H the ice thickness, g, gravitational 
acceleration, ρi the density of ice and ∂H/∂x, the rate of ice thickness change along the flow-
line, in effect the same as tan α in equation (2.15). Under this assumption, basal sliding can be 
expressed as a function of the driving stress and the basal effective pressure, Pe = Pi - Pw, which 
is the basis of the Budd-type sliding law shown in equation 2.28 (Budd et al., 1979).  
P Q
B D eU k Pτ
−=       (2.28)  
In equation 2.28 k, P and Q are empirically determined tuning parameters, values were 
determined by Nick (2006) for the Columbia glacier, and have been further applied in the 
models presented in Sections 4.6 and 4.7. 
 
 Alternatively, some ice-shelf models assume that lateral drag is the only important control on 
velocity since there is no drag at the bed and longitudinal stress gradients are typically small 
(for example, Whillans and Van der Veen, 1997). Van der Veen (1999b) derived a lateral 
resistance term from which equation 2.29 is modified:   
τ S =
W
H
τD
     (2.29) 
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Here, the shear stress at the margins, τs, is equivalent to the driving stress, τD, but modified 
according to channel geometry by the terms for channel half width, W, and ice thickness, H.  
This term can be applied to a sliding model and used to calculate velocity as in equation 2.30, 
where UB is the basal velocity at the centre line and the parameters A and n are derived from the 
flow law (see Section 2.3).  
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 Benn et al. (2007a,b) argue that, for calving glaciers, both basal and lateral drag are important 
in controlling ice flow and propose a new blended sliding law incorporating both basal 
resistance and lateral resistance: 
UB =
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 A similar function was previously derived by Van der Veen and Whillans (1996) and by 
Raymond (1996). However, Benn et al. (2007a) propose a new function for the basal resistance 
term: 
1
C
i
B D
w
P
P
τ τ
 
= − 
 
    (2.32) 
 
where Pi is the ice overburden pressure, Pw is the basal water pressure, and the exponent C can 
be used to invoke different material properties of the ice, but it is probably best thought of as a 
tuning parameter. The basal water pressure is a function of the depth of the glacier bed below 
water level, ZB, and an additional component, φ, associated with the storage and transport of 
basal water. 
W W bP gZρ φ= +      (2.33) 
 
 This model, like most glacier models, only approximates the important processes which affect 
ice flow. In this case two of the three important resistance terms identified in Section 2.27 are 
included, basal and lateral resistance. The third, longitudinal stress gradients, are not included, 
and in fact are frequently excluded from glacier and ice sheet models as the equations 
determining the stress gradients are expensive in processor time. Since these gradients act as a 
buffer to smooth acceleration and deceleration, the sliding law presented here, while mimicking 
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the processes of ice flow, does not allow for gradual increases or decreases in speed and this 
model is likely to show sudden and high magnitude increases or decreases in velocity based on 
relatively small changes in model input parameters, such as the topographic controls. 
Nevertheless, the model is a useful starting point for exploring important calving processes. 
2.4.3 Dynamic Thickness Changes 
 Ice is approximated as an incompressible continuum material in glacial modelling and 
therefore, when there are gradients in velocity, there will be dynamically induced variations in 
ice thickness, which can be calculated by the continuity equation.  
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    (2.34) 
 
 In the continuity equation (2.34), the change in thickness in a column of ice, H
t
∂
∂
, is determined 
by U, the longitudinal velocity, V, the transverse velocity component (in the y-direction) H, the 
ice thickness, M, the accumulation rate and Mb, the basal melting term (Van der Veen, 1999b, 
p.154). An important implication of the continuity equation is the possibility of a feedback, 
induced by changes in basal effective pressure, known as the dynamic thinning feedback 
(Rignot and Kanagaratnam, 2006; Krabill et al., 2000). An initial acceleration leads to 
stretching and induced thinning, which further reduces the effective pressure at the bed and 
causes further acceleration and thinning (see Figure 2.17 below). Dynamic thinning is also 
likely to promote calving by reducing the distance fractures need to propagate to the waterline 
and also, at some termini, by bringing the ice thickness closer to buoyancy (promoting buoyant 
calving). The increase in velocity gradient also causes surface crevasses to propagate deeper, 
promoting calving failure. This feedback may be an important factor in the rapid retreats of 
tidewater glaciers observed in Greenland and Alaska (see Section 2.6). 
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Figure 2.17 Diagram illustrating the dynamic thinning feedback. In A an initial perturbation causes a 
reduction in effective pressure and an increase in velocity. This causes further dynamically induced 
thinning, as shown in B. The horizontal arrows reflect the velocity profile through the glacier and at the 
bed, the vertical arrows indicate thinning. The dashed line indicates the maximum depth of crevasses 
behind the calving front, note how increased velocity gradients (strain rate) have caused these to 
propagate further in B, and at the same time the calving cliff has reduced in absolute height above the 
water line due to thinning. This makes the cliff more prone to calving events. 
 
 Benn et al. (2007a, 2007b) test three versions of the models, one based purely on lateral drag, 
one on basal drag and the merged form given in equation 2.31 based on published values of the 
Columbia dataset. The results of these show that incorporating both sources of resistance gives a 
much more realistic velocity gradient. The basal drag model demonstrates the importance of 
lowered basal resistance to enhancing dynamically induced thinning of a terminus. Initial 
(perhaps climatically induced) thinning leads to a reduction in basal ice pressure, and an 
increase in velocity which leads to further thinning and further velocity increase; a runaway 
retreat and collapse of the calving terminus is expected. 
 
 By contrast the lateral drag model is much more stable and runaway thinning is not induced 
unless accompanied by a steep increase in surface slope gradient. This lateral model therefore 
allows floating ice shelves to build up as high longitudinal stress gradients are not present in the 
model suggesting that crevasses will not penetrate to the bed. However where channel widening 
occurs, flow velocities do increase sharply, leading to high strain rates and presumably deep 
crevassing and calving failure. This is a particularly neat solution as it explains the persistence 
of glacial termini at the mouths of fjords and ‘pinning points’ (Mercer, 1961). 
 
A 
B 
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The blended model shows relative sensitivities to both ice thickness relative to water depth and 
channel width, with varying possibilities depending on channel geometries. When compared 
with the Columbia Glacier velocities, the model is better even than a Budd-type sliding law at 
predicting velocities. The model thus implies that water-terminating margins are unstable if 
basal drag provides most of the resistance to flow, but stable if lateral drag supports the 
resistance to flow. 
2.4.4 The Crevasse Depth Calving Criterion  
 The physical processes of each individual calving event are difficult and would be time 
consuming to model, but they can be approximated using a calving criterion which generalises 
the processes across a wider area to determine terminus position and rate of retreat or advance. 
Benn et al. (2007a) introduce a calving criterion based on the idea that calving occurs when a 
crevasse propagates through the entire thickness of the glacier. Since water-filled crevasses can 
propagate without limit once a threshold water depth is reached (Van der Veen, 1998b, 2007), 
this is assumed to occur when surface crevasses propagate to a depth equal to the local water 
level (sea or lake level). The position of the calving margin is therefore determined by the 
criterion that crevasse depth, d, is equal to the ice height above the water line, h. Thus when a 
crevasse opens up to a critical depth, calving occurs and the terminus position is determined. As 
Warren (1992) observes,  ‘Crevasses are weak links in the frontal zone that facilitate structural 
failure and calving’. Three functions have been proposed in the literature for predicting crevasse 
depth from longitudinal strain rate or stress, any of which may be coupled to the sliding laws to 
determine the position of the calving front. Crevasse depth functions are explored in detail in 
Section 2.5, but a brief summary is given here. 
  
 The three models, proposed by Nye (1955, 1957), Weertman (1973) and Van der Veen (1998b, 
1999a) are based on the assumption that equilibrium crevasse depths are determined by the 
condition that the forces tending to open a crevasse (the principal tensile stress) are equal to 
those opposing opening (cryostatic pressure, ice fracture toughness) at the crevasse tip. Since 
the principal tensile stress is closely related to the longitudinal strain rate, all models use the 
velocity gradient on the glacier as a primary input variable. Longitudinal stretching, due to the 
increasing velocity, results in the opening of crevasses transverse to flow. Acceleration leads to 
deeper crevasses, thus the feedbacks in the sliding law can be shown to control terminus 
position physically. Benn et al. (2007a,b) use the model of Nye (1955, 1957) to predict the 
position of calving margins, where crevasse depth, d, is equal to a function of the strain rateε& xx 
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converted to stress using the flow law values for A and n, balanced by the cryostatic pressure 
which acts to close up a crevasse (equation 2.35). 
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 This function may also be modified to account for a water fill, of depth dW, and density, ρW, 
within the crevasse, as shown in equation 2.36, which acts to balance the cryostatic pressure 
closing the crevasse and thus enhances crevasse propagation. 
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 Benn et al. (2007a) present results of simple model tests including the Nye function (equations 
2.35 and 2.36) as a calving criterion but do not provide any evidence that it provides a realistic 
means of predicting crevasse depth and calving margin position. Testing the applicability of 
alternative approaches to determining crevasse depth provides the principal focus of this thesis. 
It is to modelling of fracture that the review now turns. 
2.5 Crevassing and Fracture 
 Perhaps the most definitive features of any glacier, and certainly the most immediately obvious 
and hazardous, are the fractures in its surface. Crevasses are an outward sign of the internal 
strain rates occurring in all ice masses. They can be used as markers to measure ice velocity, as 
indicators of basal topography and they are also important in glacier hydrology as pathways for 
englacial drainage. They also receive much attention from mountaineers and glacier travellers as 
a result of the difficulties and dangers they pose.  As Van der Veen (1999a) observes: 
‘Crevasses, imposing chasms cutting through the surface of most glaciers, have long inspired tragic tales 
of travellers who unsuspectedly disappeared into their great depths, some only to be found centuries later 
. . . [Furthermore] . . . The photogenic appeal of crevasses, with the light blue hue as sunlight is reflected 
off the icy walls to produce an almost surrealistic feel of claustrophobia, has made crevasses a mainstay 
in pictorial books about glaciers’.  
Models of glaciers as a visco-elastic continuum material work well without considering brittle 
failure and consequently crevasse research has been largely neglected until recent renewed 
interest in calving. Van der Veen (1999a) gives a good overview of much of the early 
crevassing literature. 
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 Crevasses are formed when tensile or compressive stresses exceed the fracture strength of the 
ice and its ability to deform plastically in response. They are often therefore seen in areas of 
bedrock steepening or obstruction and may also mark acceleration of the ice mass. They are 
oriented at right angles to the principle tensile stress direction at formation, but may be rotated 
from their original position by changes in glacier flow, which will eventually close up crevasses 
and open up others perpendicular to the now prevailing flow direction (Paterson, 1994; Van der 
Veen, 1999a). 
 
 The first comprehensive model was put forward by Nye (1955, 1957). Much of his work was 
largely based on work by the nineteenth century geologist, William Hopkins (1844), who 
developed the model of crevasse formation still used now. More recent work on crevasses has 
been intermittent and looked at one of several fundamental problems, either looking at how 
fractures form initially and propagate downwards (Van der Veen, 1998a,b, 1999a; Holdsworth, 
1969), or how to calculate and measure the absolute depth of crevasses (Meier, 1956, 1958). 
Other studies have focused on stress and strain rates either around an individual crevasse (for 
example,  Weertman, 1973; Jarvis, 1974), or around a group of crevasses to identify how the 
strain rate varies around each one (for example,  Hambrey and Muller, 1978). Fountain et al. 
(2005) recently showed that crevasses may be important meltwater pathways within glaciers 
leading to accelerated flow through lubrication of the bed by meltwater, with a possible 
consequent impact on the dynamics of large tidewater glaciers around Greenland such as 
Jakobshavn Isbrae (Zwally et al, 2002; Alley et al., 2005). Other work on crevasses (Kenneally 
and Hughes, 2002; Iken, 1977) has focused on the role of crevassing in controlling the rate and 
size of calving events on water terminating glaciers. 
2.5.1 Crevasse types 
 Crevasses can be classified in a number of different ways, as shown in Figure 2.18, in plan 
view crevasses were classified by Nye (1952) as transverse, splaying or longitudinal.  
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Figure 2.18 Diagram illustrating typical crevasse patterns and the associated stresses (taken from 
Paterson, 1994, p.189) that cause them to form. The first square in each diagram shows the normal  
a) Typical crevasse patterns caused by shear stress exerted from the valley sides only. It is assumed 
that all principal stresses are zero apart from the shear stress σxy. As the tension decreases towards 
the centre, crevasses will also tend to die out towards the centre of the glacier. 
b) The transverse crevasses shown are a result of extending flow, velocity increases with distance down 
glacier away from the valley head. On the centre line the shear stress is zero and the tensile principal 
stress is σxx. 
c) Crevasse pattern for a compressive normal stress, the velocity decreases away from the head of the 
glacier.  
 
 Transverse crevasses (Figure 2.18b) are formed by extending flow on the centre line where 
shear stresses are zero, or close to zero and the tensile principle stress is σxx thus the crevasses 
trend at right angles to the principal stress (in the y-direction). At the edge of the glacier, shear 
stresses are exerted by the valley walls and in combination with σxx cause the crevasses to make 
an angle of more than 45° with the side of the glacier. These transverse crevasses are common 
behind the calving front of tidewater glaciers. When transverse crevasses do link up  
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 all the way across the front they form arcuate crevasse patterns also often seen behind calving 
margins.  
 
 Splaying crevasses (Figure 2.18a) form as a result of the shear stresses exerted by the valley 
walls only. Since the tensile principal stress is close to zero towards the centre line the crevasses 
do not reach the centre and form a typical splaying pattern.  
 
 Longitudinal crevasses (Figure 2.18c) are formed by compressive flow in combination with 
some shear stress from the margins. Crevasses open up more or less perpendicular to the 
principal tensile stress, which in this case is close to σyy. Close to the margins, the direction 
becomes more transverse to flow and crevasses make an angle of less than 450 with the margin. 
These are also commonly seen on glacier lobes where diverging flow is caused by geometry 
changes from a restricted topography to one much less constricted, for example on piedmont 
lobes. 
 
 Work by Herzfeld et al. (2001, 2004) used a different scheme, involving automated image 
classification on two different glaciers, the fast moving Jakobshavn Isbrae and the surge type 
Bering Glacier in Alaska. They picked out and classified 8 different terrains based on the 
crevasse patterns exposed, illustrated in Figure 2.19.  
 
 45 
 
 
Figure 2.19 Crevasse patterns as classified by Herzfeld et al. (2001, 2004), from images of the Bering 
glacier. Most of these patterns, with the exception of class 1, were observed at Breiðamerkurjökull 
during fieldwork for this study. Pictures are taken from Herzfeld et al., 2004.  
 
 This schema was developed to allow the automated derivation of deformation characteristics 
from images of fast-moving glaciers. It is certainly a useful tool for these purposes and 
demonstrates the intriguing variety of forms that crevasses can take. Although these categories 
can all be explained with reference to the stress patterns described by Nye (1957), with the 
exception of class1, work by Prescott et al. (1998) suggests that in areas of very complex 
crevasse patterns, non-linear strain theory may be required to determine the stress tensor.  
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2.5.2 Fracture of Ice 
 Crevassing and calving of ice are variants of ice fracture, which can be approached in much the 
same way as fracture in other materials is studied (Lawn, 1993). The problem of ice fracture on 
glaciers is, as with many areas of glaciology, bound up in issues summarised below:  
• What stress conditions determine the onset of fracture? 
• What determines the depth of a fracture? 
• What causes continuing propagation of a fracture?  
• What is the effect of water-fills within cracks?  
• Which other variables may affect fracture onset and propagation?  
• How quickly do fractures react to changes in stress distribution?  
 
 There have been limited field studies of crevasses on glaciers, hampered by difficulties of 
accessibility, and much of the work on crevasses has been carried out remotely, where crevasses 
have found a useful role in determining ice velocity and strain rates (for example,  Vornberger 
and Whillans, 1990), or numerically (for example,  Sassolas et al., 1996; Van der Veen, 
1998a,b; Rist et al., 1999, 1996). Where models of ice fracture have been developed, they have 
concentrated on fracture mechanics modelling of individual fractures (Iken, 1977; Fastook and 
Schmidt, 1982) or on characterising the conditions under which fracture will occur (Van der 
Veen, 1998, 1999) and how deep crevasses will penetrate (Nye, 1955; Weertman, 1974). 
Laboratory studies have also been used to determine the mechanical properties of ice (Nixon 
and Schulson, 1987; Rist et al., 1994). 
 
2.5.3 Principles of Fracture Mechanics 
 Although ice is generally modelled as a visco-elastic medium (Bamber and Payne, 2004), it 
also behaves as a brittle solid (see Section 2.2.5) when crevasses form. Consequently, the 
principles of fracture mechanics can be used to elucidate crevasse opening. Linear Elastic 
Fracture Mechanics (LEFM) was developed by Griffith (1924) and Irwin (1958) to describe the 
initiation and propagation of fractures in linear elastic materials. The growth of large fractures is 
as a result of smaller pre-existing micro-cracks and flaws growing when a stress applied to the 
material reaches a threshold. The small crack propagates due to a concentration of stress at the 
tip of the crack described by the stress intensity factor, a function of the length or depth of the 
crack and the net longitudinal stress acting on the material. When the stress intensity factor 
exceeds the fracture toughness of the material, unstable crack growth occurs, where the energy 
required to continue propagating is much less than the energy required to close the crack. The 
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fracture will propagate to a depth at which the energy required to continue fracture propagation 
is balanced by the energy consumed in resisting crack closure. As such there are two problems 
in LEFM, that of crack initiation and that of crack propagation (Lawn, 1993; Petrenko and 
Whitworth, 1999).    
 
 In addition, fracture mechanics allows for three different modes of fracture: Mode-I represents 
simple opening; Mode-II describes sliding and is analogous to strike slip faulting; Mode-III is a 
tearing mode (see Figure 2.20). These modes may occur simultaneously, called mixed mode 
fracture, although it seems likely that Mode III is very uncommon in the context of crevasse 
opening on glaciers. 
 
 
Figure 2.20 Diagram illustrating the three fracture modes considered in linear elastic fracture mechanics.  
Arrows illustrate the direction of applied forces. 
 
 Smith (1976, 1978) was the first to apply an LEFM approach to the problem of crevasse 
formation. More recently Van der Veen (1998a, 1998b, 1999a) has updated this work and 
produced models that describe both the 1D and 2D propagation of crevasses in terms of the 
critical stress intensity at the crack tip. Sassolas et al. (1996) use LEFM to assess the effects of 
crevasses on their neighbours and the importance of fracture spacing, concluding that effects 
from one crevasse cease to be significant at a distance three to four times greater than the depth 
of the crevasse. Nemat-Nasser et al. (1979) also consider factors related to spacing of crevasses, 
while Rist and Murrell (1994) and Rist et al. (1996, 1999) have contributed to both the study of 
mechanical fracture toughness and to applications of LEFM to crevassing in Antarctica..   
Mode I (Opening) Mode II (Sliding) Mode III (Tearing) 
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2.5.4 Fracture Criteria  
 Initiation of fracture is a difficult problem in fracture mechanics in general, and where 
exhaustive studies have been carried out, a bewildering number of factors or effects causing 
micro-cracks and flaws in brittle materials to form have been identified. These include (Lawn, 
1993) small applied stresses, the presence of impurities and exposure to thermal, chemical or 
electromagnetic radiation; clearly it is not difficult to create small flaws. However, unstable 
fracture propagation requires a tensile or compressive stress beyond the fracture strength of the 
material.  
 
 The search for fracture criteria for ice has mainly been carried out in the lab, where studies by 
Nixon and Schulson (1987), Weber and Nixon (1996a, 1996b) and Rist et al. (1994, 1996, 
1999) and others have been summarised by Petrovic (2003). These studies indicate that the 
tensile fracture strength, that is the point at which propagation of a fracture occurs in ice under 
tensile stress, varies between 80 kPa and 140 kPa at 0 °C and 100 kPa and 130 kPa at –50 °C, 
by contrast the presence of impurities such as soil (Haynes and Jack, 1977) may bring the 
fracture toughness down to less than 10 kPa for temperatures between 0 and -50°C. Other 
studies have implicated the loading rate and grain size (Nixon and Schulson, 1987) as being of 
fundamental importance when determining fracture toughness, with increasing grain size 
reducing ice strength. The compressive fracture strength is considerably higher but also much 
more variable at ~5 MPa to ~30 MPa between 0 °C and –40 °C.  
 
 Unfortunately few of these studies have used glacier ice, and those that did (Rist et al., 
1996,1999; Fischer et al., 1995), used ice from deep cold Antarctic ice cores with limited 
applicability to other glacial areas. There have been a few attempts to estimate a fracture 
criterion usually based on field measurements of strain rate. As Van der Veen (1999a) points 
out, the failure of a material is due to an applied stress  and fracture criteria should therefore 
correctly be expressed in terms of stress rather than strain rate if it is to be applicable in all 
areas. Unfortunately much of the literature cites strain rates only, since these are much easier to 
measure. Strain rate does convert to stress using a temperature (and other factors, usually 
ignored) dependant rate factor in the flow law equation. The prevalence of strain rate derived 
fracture criteria in the literature makes it difficult to make direct comparisons between datasets.  
 
 Early fieldwork by Meier (1956, 1958) indicated a critical strain rate of around 0.01 year-1 in 
Greenland, while Nye (1959a, 1959b) working at Austerdalsbreen in Norway found the 
evidence too inconclusive to state a critical strain rate for fracture. Hambrey and Muller (1978) 
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recorded crevasses occurring in areas with the comparatively low strain rate of 0.004 year-1, but 
not in areas with the comparatively much higher strain rate of 0.163 year-1 on the White Glacier 
in the Canadian Northwest Territories. Holdsworth (1969) made an early attempt to define a 
critical failure strength for ice based on strain rate. On the temperate Kaskawulsh glacier he 
found a value of 1.28x10-2 year-1, whilst on the polar Meserve glacier he calculated a value of 
2.19x10-3 year-1. Evidence from Kehle (1964) supports Hambrey and Muller’s (1978) view, that 
the second principal stress is also important in initiating crevasses. Kehle proposes a two-
dimensional yield ellipse to describe stress. Vaughan’s (1993) survey and reanalysis of field 
measured strain rates in the crevasse literature, concluded that the fracture criterion is between 
90 kPa and 320 kPa, when converted from strain rate to stress using the flow law, a variability 
that Van der Veen (1998) ascribes to differences in temperature and spacing of crevasses in 
fields. A numerical modelling study by Van der Veen (1998b) estimated that a stress of between 
30 and 80kPa was needed for a single crevasse to form, with larger tensile stresses required for a 
field to open, depending on crevasse spacing.  
 
2.5.5 Nye’s Model of Crevasse Formation  
 There are currently several models of crevasse formation in which depth is predicted with 
reference to a measured or assumed strain rate or stress, but the first was that by Nye (1955, 
1957), based on the work of Hopkins (1844). Nye (1955, 1957) used the flow law (2.11) 
calculated by Glen (1955) based on measurements of ice flow in laboratory conditions, to 
calculate the velocity of an idealised glacier at the base and on the surface. Equation (2.37) can 
be used to calculate the maximum depth, d, of a crevasse using the flow law (see equation 2.11) 
to convert the strain rate ε& xx to stress. 
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 Equation 2.37 was first derived (Nye, 1955) without the 2 in the first term, but was later 
corrected by Nye (1957) to apply to extending glacier flow. As this formulation uses a bulk 
strain rate, it is more realistic when applied to a field of closely spaced crevasses, such that the 
tip of each crevasse is assumed to be around the same depth. When this is calculated with what 
may be considered ‘realistic’ values for strain rate, a maximum depth of a few tens of metres is 
found (Nye, 1959). The figure of 30 metres is widely quoted in the literature as a theoretical 
maximum, and has equally been disputed by mountaineers and some researchers who suggest 
much larger crevasses may be found (for example, Nye, 1955) but there have been few 
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empirical studies to determine crevasse depths, particularly in areas with high strain rates. There 
appears to be no reason why crevasses should not exceed this theoretical maximum depth given 
high enough tensile stresses, which may be found on steep ice falls for example. This perhaps 
also explains evidence cited by Hambrey and Muller (1978) and Van der Veen (1999a) showing 
crevasse traces appearing in the ablation zone from depths greater than 30m. Nye (1955) used a 
perfectly plastic assumption in formulating the depth equation, which means that at any tensile 
stress a crevasse should start to form, however a yield criterion can be incorporated into (2.37) 
by replacing ε& xx with ε& *, which is found from ε& xx minus the threshold strain rate, ε& yield, 
required for crevasse initiation. The value for the yield strain rate is however uncertain and 
certainly variable by temperature, microstructure, sediment content etc. 
 
 Meier (1958) found reasonable agreement between measured crevasse depths and those 
predicted using (2.33), but with a generally consistent over-estimate of crevasse depth compared 
with measured depths. Because he used the earlier incorrect version of this derivation which 
does not incorporate the 2 in the first term on the right side of (2.37), reanalysis of Meier’s data 
by Holdsworth (1969) found a closer fit, although the model still tends to over-estimate crevasse 
depth. 
2.5.6  Weertman’s Model 
 Weertman (1973), based his model of crevasse depth on that of Nye (1955), however the 
fracture geometry is taken into account in this formulation, with the effects of stress 
concentration at the tip of the crevasse incorporated. Consequently, where the Nye model is 
most suitable for a field of closely spaced crevasses, Weertman’s is more suited to determining 
the depth of an individual crevasse.  
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 The model suggests that in the case of a lone crevasse, the depth could be a factor of pi/2 greater 
than when using the Nye model, due to the effect of stress concentrations around the crack tip, 
however a significant problem in Weertman’s research, is his use of comparison with the Nye 
(1955) model. This model is based on an assumption of plug flow, that is the glacier is flowing 
like a slab and there is only a stress in one direction. Except in some very exceptional 
circumstances, this is a rather unrealistic representation, as Nye (1957) acknowledges, when he 
derived the crevasse model in the form it appears in (2.37). For this reason, Weertman’s 
analysis is also wrong, and should be represented as (2.39), which is the form used in this thesis.  
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2.5.7 Van der Veen’s LEFM crevasse model 
 Linear Elastic Fracture Mechanics (LEFM) was first applied to crevasse formation on glaciers 
by Smith (1976) who was inspired by Weertman’s (1973) work. More recently Van der Veen 
(1998a, 1998b, 1999a) was moved to re-examine the LEFM approach to crevasse formation, the 
models are described in detail in Section 3.6. Van der Veen (1998a, 1998b) develops a model to 
calculate the stress intensity factor (SIF), K, which describes the stress conditions at the tip of a 
sharp crack. The basis of this approach is that stress fields always have the same geometry, but 
the magnitude is controlled by the crack length, applied stress and geometry of the loaded body. 
Smith (1976) defines the function to calculate the stress intensity factor, K, which is modified to 
equation 2.40 by Van der Veen (1998a). 
 K dβσ pi=  
(2.40) 
Here σ is the applied stress, β is a dimensionless factor dependent on crevasse geometry (ratio 
of depth to ice thickness, relative spacing etc), and d is the crack length. Van der Veen (1998) 
expands this model using numerically derived polynomials (Benthem and Koiter, 1973, cited in 
Van der Veen, 1998b) to account for the effects of hydrostatic closure, water fill within the 
crevasse, spacing in a crevasse field and the effect of density variation with depth in the glacier 
(for example, where firn is present) on crevasse depth.  All of these modifications apply to 
mode I opening only and they can be summed to give a single value for the stress intensity 
factor. When the SIF is equal to the fracture toughness, the crevasse attains its maximum depth. 
Using this analysis, Van der Veen determines that crevasses form when the tensile stress is 
greater than 30 – 80 kPa, depending on the fracture toughness of ice, which in turn depends on 
other factors such as temperature, fabric and debris inclusions. 
 
 The model was further extended in a later paper (Van der Veen, 1999a) to include shear 
stresses suggesting that crevasse opening is better characterised by mixed-mode fracturing, an 
equivalent to strike slip faulting, as shown by the results of Kehle (1964). This would also 
account for deeper crevasses than those predicted by the Nye and Weertman models, as the 
shearing motion would occur over a greater depth below the surface, without necessarily 
physically separating the crevasse walls. However, given the uncertainties in determining 
stresses across crevasses as well as measuring crevasse spacing and water fills within crevasses, 
it seems unlikely that extending the predictions of the models to include mixed-mode fracturing 
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will lead to any great improvements in the predictive power of the models. In fact there has been 
no field testing of the Van der Veen or any other crevasse model with measured depths.  
 
2.5.8 Water-Filled Crevasses 
 First suggested and modelled by Weertman (1973) and Robin (1974), the importance of water 
in opening crevasses to the glacial system is only now being considered important enough to 
research actively, due to the break up of ice shelves such as the Larsen A and B. By balancing 
the cryostatic pressure of the surrounding ice, water fill in a crevasse enhances propagation to 
greater depths. Where the tensile stresses are strong enough and the water depth deep enough, a 
crevasse will penetrate to the bed (Fastook and Schmidt, 1982), a possible mechanism to 
explain the rapid break up of the Antarctic ice shelves, observed by Vaughan and Doake (1996) 
and MacAyeal et al. (2003). This process is important not only on calving glaciers, but more 
especially on the Greenland Ice Sheet, where meltwater draining from the surface to the bed has 
been implicated in enhanced flow velocities of outlet glaciers (Zwally et al., 2002; Fountain et 
al., 2005).  
 
 Weertman (1973) calculated that a single crevasse is filled to at least 97.4% of its total depth 
before it propagates to the bed. However, work by Van der Veen (1998a, 1998b) on an 
improved LEFM model shows that it is not a simple relation, and he suggests that the tensile 
stress must be above 150kPa and the water level within the crevasse must be a minimum of 15m 
or less below the surface of the glacier for propagation to the bed to occur. The complexities in 
the model are difficult to reconcile with real life behaviour of crevasses and more work is 
necessary to resolve this. Nye’s model can also be adapted to include a water level as shown in 
Equation 2.41 (Benn et al., 2007a, 2007b), where in addition to the inputs shown in equation 
2.37, the density of water, ρw, and the depth of water within the crevasse, dw, are also taken into 
account.  
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2.5.9 Crevasse Orientation 
 Most recent work has focused on using crevasses as markers for velocity and strain rate 
measurements (for example, Vornberger and Whillans, 1990), where orientation of crevasses in 
a field is assumed perpendicular to the principal strain rate. The direction of the principal strain 
 53 
 
rate axis is assumed to be the same for the principal stress axis. Where direct strain 
measurements are available, it is possible to calculate the orientation of the stress/strain axes 
using equation 2.42. 
2
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=      (2.42) 
 This equation was derived by Hopkins (1844) and Nye (1959b), where φ is the angle between 
the direction of the greatest normal tensile stress and the along flow axis, τxy is the shear stress 
and σxx is the principal normal stress. Using this relation most field measurements have found 
that crevasses are not perfectly aligned with the stress axes (Kehle, 1964; Ambach, 1968; 
Whillans et al. 1993). Hambrey and Muller (1978) suggest that this is due to the role of the 
shear strain rate in opening up crevasses, and Van der Veen (1999a) lists multiple other 
examples from the literature of shear strain displacement analogous to Mode II, or strike-slip 
fracture superimposed on Mode I opening fracture. One difficulty in determining exact 
relationships is the advection of crevasses down flow of areas they were formed in and 
subsequent rotation, which is not always clearly accounted for when measuring strain rates 
relative to crevasses. 
2.5.10 Other Studies of Ice Fracture  
 This study focuses on the three models of crevasse depth described above, however it is also 
worth briefly mentioning other models of ice fracture and some of their applications in the 
literature. Each crevasse influences the stress field, strain rates and deformation around it and 
various studies have tried to determine and measure factors which influence the spacing of 
crevasses (Holdsworth, 1969; Sassolas et al., 1996; Nemat-Nasser et al., 1979). For example, 
Nemat-Nasser et al. (1979) established that the minimum fracture spacing on a glacier is a 
consequence of the stability of the system, and they give a minimum fracture spacing of 6-8 m 
on a glacier where the fracture strength of the material is assumed to be non-zero. They suggest 
that in order to maintain a critical SIF, that is to allow fractures to continue to propagate, a 
spacing of only 0.3 m is necessary. The larger spacing commonly observed on glaciers probably 
results since it is the most stable configuration of intersecting cracks possible on a glacier 
without total collapse occurring. Nemat-Nasser et al. (1979) also indicate broad agreement of 
total crevasse depth with Nye’s (1955, 1957) crevasse depth model when crevasses are closely 
spaced.     
 
 Rist et al. (1999) use a two-dimensional fracture mechanics criterion and apply it to the 
Filchner-Ronne ice shelf. Their modelling, built on previous work aimed at characterising the 
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fracture strength of Antarctic ice (Rist and Murrell, 1994; Rist et al., 1996), requires an initial 
flaw of between 5 and 50 cm but reproduces areas of crevassing convincingly well when 
compared with satellite imagery. Rist et al. (1999) emphasise the importance of using a sound 
fracture criteria and base their work on ice recovered from Antarctic ice cores. It remains to be 
seen how applicable this fracture criterion is when used in other locations.  
 
 Another more recent crevasse modelling study was carried out by Pralong et al. (2003, 2005). 
They incorporated continuum damage mechanics to realistically describe the fracture process, as 
an alternative to fracture mechanics, to characterise the development of crevasses and the 
subsequent calving of ice blocks from the Mönch and Eiger glaciers. Results were very 
promising in that crevasse occurrence and geometry were similar and that the model evolved 
fracture geometry through time, however the complexity of the model makes it difficult to 
integrate these techniques into ice dynamic models for the purposes of a calving criterion. 
2.5.11 Field Studies of Strain Rate and Crevassing 
 Modelling studies as described above have produced some very interesting results but there has 
generally been very little validation, particularly of depth models. Some of the earliest fieldwork 
done on crevasses resulted from Nye’s study of the formation of ogives on Austerdalsbreen in 
Norway. Nye (1959a,b) used an orthogonal grid of stakes to determine strain rates using 
equation 2.43.  
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 In this equation, based on the change of length of a line between two stakes over a period of 
time, l1 and l2 are the first and second measurements respectively, to calculate the strain rate,ε& , 
over time period t∆ . Other workers who have followed this technique include Kehle (1964) 
whose work in the Bay of Whales, Antarctica, was intended to shed light on the deformation of 
rocks through geological time. Among the interesting findings was the identification of strike-
slip faulting in the initiation of crevasses. In an early attempt to define a fracture criterion, 
Holdsworth (1969) repeated a similar experiment to that of Nye (1959) using an array of 
markers across both the Meserve glacier in Antarctica and the Kaskawulsh Glacier in Alaska. 
Hambrey and Muller (1978) also deployed this technique on the White Glacier in Canada. Like 
Nye (1959), the original intention was not to study crevasses but to look at other structures 
within a glacier. However, some interesting insights came out of this work including the 
observation that crevassing could occur in areas with strain rates as low as 0.004 year-1, but not 
in other areas where the strain rate was as high as 0.163 year-1. They also suggest that in terms 
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of calculating crevasse depth, all principal stresses and strain rates are likely to be important in 
terms of both depth and orientation of crevasses. 
  
 Meier (1958, 1956) carried out research on crevasse formation on the Saskatchewan Glacier in 
Canada and the Blue Ice Area of the Greenland ice sheet almost concurrent with that of Nye 
(1959a, b). However, Meier (1958) used the velocity gradient technique  shown in equation 
2.44, where Vi represents the velocity components parallel to the xi axis and εij represents a 
strain rate component in the direction of the j-axis on a plane perpendicular to the i-axis.  
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Meier (1958) also found that the principal strain rate axes are not exactly orthogonal with 
crevasse orientation. Observations of jerky crevasse opening, although decreasing with depth, 
he attributed to the build up of extensional strain before the crevasse opens. Meier (1958) also 
attempted to formulate a fracture criterion for glacier ice (see Section 2.5.4), which he defined 
as being a maximum principal strain rate of or above +0.01 year-1. However Meier also notes 
that this is likely to be different in temperate ice (where it is lower) than in cold firn due to the 
effect of temperature on viscosity. Vaughan (1993) summarised other field studies of strain rate 
and crevassing. He used published strain rate and crevasse data to test different fracture 
processes leading to the formation of crevasses.  
 
 The conclusions from all these field workers have tended to be rather uncertain and indicative 
of the complexity of the relationship between strain rates and crevassing. It is likely that many 
of the contradictory results regarding crevassing and orientation with principal strain axes is 
derived from measuring relict crevasses, the depth and orientation of which is derived from 
active areas of strain higher up the glacier flow line. The very nature of actively crevassing 
areas makes them hard to study and difficult to access directly. Once a crevasse has formed it is 
unlikely to close immediately, the stress across it lessens and, as Hambrey and Muller (1978) 
point out, rotation of a crevasse as it moves along the flow line will inevitably change its 
alignment relative to the principal strain axes. 
 
 More recently, observations by O’Neel et al. (2006) using seismic techniques at the Columbia 
glacier suggest that opening of crevasses is a rapid and common occurrence characterised by 
impulsive onsets, short duration (0.1-1s) and a high frequency ~100Hz. The large quantity of 
data collected using seismic recorders to monitor calving and crevassing shows that this 
technique has great promise in elucidating the process of fracture initiation and propagation, as 
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well as frequency and perhaps most promisingly, the relationship between crevasse opening and 
calving events. 
2.5.12 Remote Sensing of Crevasses 
 Remote sensing techniques use surface crevasses as a means of measuring the surface velocity 
of the glacier by repeat sensing over a short period of time and matching the same surface 
features (for example,  Harper et al. 1998; Abdalati and Krabill, 1999; Howat et al., 2005; 
Prescott et al., 2003; Rignot and Kanagaratnam, 2006). These techniques include aerial 
photogrammetry (for example,  Brecher, 1986; Whillans et al. 1993), feature tracking and 
interferometry. The use of remote sensing as an important technique in the study of crevasses 
was shown by Whillans et al. (1993) who discovered the currently inactive ice stream B in 
Antarctica where the crevasse traces in the shear zone were a clear if buried indication of fast 
flow in this region in the past.  In another pioneering study, Jezek and Bentley (1983) used 
airborne radar to identify zones of basal crevasses on the Ross Ice Shelf, long posited (for 
example, Weertman, 1980), but not previously identified in the field. 
 
 From velocity measurements it is possible to calculate the surface strain rates for the glacier 
using the velocity gradient method (Meier, 1958). Harper et al. (1998), used the velocity 
gradient method to calculate the strain rate tensor, which can be used to calculate the magnitude 
and direction of the principal strain rate axes and the degree of rotation of ice through the study 
area. They found that, in agreement with Nye’s (1952) model, crevasses were generally normal 
to the greatest principle strain rate axes and they explained splaying crevasses as occurring 
where the ice flow is compressive and transverse crevasses where the flow is tensile.  
 
 A similar study by Prescott et al. (2003) related crevassing to non-linear strain on the floating 
part of Jakobshavn Isbrae in Greenland, where velocity was calculated from a combination of 
aerial survey and ground fixing points. By comparing the computed linear and non-linear strain 
rates they found that in areas of heavy crevassing the linear equations for calculating strain rate 
break down, indicating that to get the best agreement between local and regional strain rates, 
both linear and non-linear strain theory must be combined. 
 
 Remotely sensed evidence from Whillans et al. (1993) shows a less than straightforward 
correlation between the direction of strain and crevasse orientation. Whillans et al. (1993) 
explain the differences between measured and predicted orientations because crevasses take 
some time to open and may persist on the surface for even longer after the original stresses 
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which caused their opening have dissipated or changed, before closing. Evidence such as this 
suggests that crevasses and crevasse orientations may not be the result of simple force 
interactions, and potentially casts doubt on studies which have used crevasses to draw 
fundamental conclusions about an ice mass and its dynamics. 
 
 More recently, the development of LIDAR (LIght Detection And Ranging) has brought the 
possibility of very high resolution sensing, up to about 0.5 – 0.3m in horizontal and vertical 
position, of glaciers and glacial landforms. These can therefore give very accurate 
measurements of velocity and by calculation strain rates and principal stresses. Fricker et al.  
(2005a, 2005b), for example have used these new techniques to examine flow regimes and rift 
structures within the Amery Ice Shelf. 
 
2.6 Study Sites 
2.6.1 Testing the model 
 Important modelling studies based on empirical data, have been carried out on many different 
calving glaciers, for example, Hansbreen in Svalbard (Vieli et al., 2000, 2002, 2005), Columbia 
(Van der Veen, 2002) and LeConte glaciers in Alaska ( O’Neel et al., 2001), and glaciers Nef 
and San Rafael in Patagonia (Venteris, 1999) amongst others. However, as a field site 
Breiðamerkurjökull, the second largest outlet glacier of the Vatnajökull ice cap in Iceland, is 
ideal as it has been mapped and studied consistently over the last fifty years (for example, 
Howarth and Price, 1969; Price, 1982; 1971, Björnsson, 1996; Björnsson et al., 2001; Evans 
and Twigg, 2002) and a radio echo sounding study (Björnsson et al., 1992) means that basal 
topography and water depth in lake Jokulsárlon are well constrained. It is also an accessible 
field site that exhibits common calving glacier behaviour.  
 
 Apart from the data gathered at Breiðamerkurjökull, data from five Greenlandic glaciers is used 
in this study as an independent test of the calving model. Data for these glaciers was provided 
by Leigh Stearns and Gordon Hamilton (personal communication, 2006). The field sites are 
introduced in more detail below.   
2.6.2 Introduction to Breiðamerkurjökull 
 Iceland is an island of 103,000 km2 in the middle of the Atlantic Ocean, lying between the 
latitudes of  63°N and 67°N and the longitudes of 13°W and 25°W. Geologically young, the 
oldest rocks in Iceland are only around 14 Million years old (Thordarson and Hosskuldsson, 
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2002). Iceland’s location between the warm North Atlantic Current and the cold Arctic air 
masses produces high precipitation, with the south coast being generally milder, wetter and 
windier than the north of Iceland. The prevailing climate is for cool summers and mild winters, 
with the mean and maximum air temperatures in Reykjavik in January being 1.9 °C and –3.0 °C 
and in July 13.3 °C and 8.3 °C respectively (Veðurstofa Íslands, 2007).  
 
 The northerly position of the island, makes it prone to glaciation with the most recent 
maximum, during the Younger Dryas stadial, dated to ~12 ka when around 90% of the landmass 
was covered with glaciers. Figure 2.21 shows remnants of this large glaciation, including the 
Vatnajökull ice cap in the south east of Iceland, the largest of Iceland’s five ice caps. 
Vatnajökull covers an area of ~8100 km2, with a maximum depth of >1000 m (Aðalgeirsdottir 
et al., 2000). It has a number of large outlet glaciers, of which the most southern is 
Breiðamerkurjökull, which extends ~30 km from the centre of the ice cap to the terminus. To 
the southwest, Breiðamerkurjökull is bounded by Öraefajökull, a large volcano and the highest 
point in Iceland at 2119m, and to the east is a smaller group of hills, Fellsfjall and Fauski at a 
maximum height of 1001m. Between the two, the wide sandur (known as the 
Breiðamerkursandur), which Breiðamerkurjökull occupies, is ~15 km wide and composed 
mainly of fluvio-glacial deposits dating to the retreat of the Little Ice Age glacier. The earliest 
full maps of the area including the glacier, were drawn in 1903 by the Danish Geodetic Survey, 
although it is also mentioned in one of the earliest examples of the glaciological literature, 
Pálsson’s inventory of Icelandic glaciers (1791-1797, cited in Evans and Twigg, 2002).  
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Figure 2.21 A topographic diagram of Iceland showing the current ice extent (in white). The labels 
indicate the main ice caps and the box shows the location of Breiðamerkurjökull, (modified from 
Landmælinger Íslands, 2007). 
2.6.3 Terminus Change at Breiðamerkurjökull  
 Breiðamerkurjökull is first noted as an advancing glacier in 1753 when local farms, on what 
had previously been very fertile farmland, were overrun by the advancing margin (Thorarinsson, 
1943), as a result of the Little Ice Age (LIA) cool period. The Little Ice Age advance of 
Breiðamerkurjökull was accompanied by periods of surging behaviour with surges of up to 1 
km in as little as 4 months occurring roughly every 5 years between 1794 and 1820 (Pálsson, 
1791; Thorarinsson, 1943). Maps produced by the Danish Geodetic Institute in 1903 indicate 
the glacier close to its maximum extent, which Thorarinsson (1943) puts at around 1890 – 1896, 
when the glacier was close to, but not quite at the coast. During the LIA advance the glacier 
excavated a deep trench up to 300 m in depth below sea level and extending 20 km up glacier. 
As the front retreated from the maximum position, the glacial lagoon of Jokulsárlon was 
formed, first appearing around 1934, and first mapped in 1945 (Björnsson, 1996). The calving 
margin displays the full range of calving processes, but the position of the main central part of 
the terminus is controlled largely by ice dynamic processes, leading to the discharge of large 
tabular icebergs into the lagoon, due mainly to the relatively fast moving central ice stream 
feeding directly into the lagoon. Thermodynamically controlled processes are also in evidence 
with large meltwater notches forming overhanging blocks (see Section 4.1).  
 
Drangajökull  
Vatnajökull 
Mýrdalsjökull  Eyjafjallajökull 
Langjökull  
Hofsjökull  
Breiðamerkurjökull 
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Figure 2.22 Schematic map showing the local context of Breiðamerkurjökull. The three main ice streams 
are shown along with the Esjufjöll nunataks and the lakes of Jokulsárlon and Breiðárlon (modified from 
Evans and Twigg, 2002). 
 
The field site is shown in schematic form in Figure 2.22 with significant features marked. The 
glacier has an area of around 900 km2 and three distinct branches, the eastern, western and 
central parts, each draining from a different part of the ice cap. This study is mainly concerned 
with the largest eastern branch which drains predominantly from the Breiðabunga ice dome 
(Björnsson, 1996) to the calving terminus at Jokulsárlon, with some comparisons made with the 
land based part of the terminus to the west of the lagoon (see Figure 2.22 for the context). The 
range of environments make Breiðamerkurjökull a good place to compare dynamic responses to 
changing climatic conditions and an analogue for the large tidewater outlets found in Greenland 
and Alaska, while its size and accessibility make field studies comparatively straightforward. 
 
 Other studies at Breiðamerkurjökull include those by Reijmer et al. (1999) and Oerlemans et al. 
(1999) which closely examined the surface mass balance of the glacier as part of a general 
meteorological investigation of Vatnajökull, together with the energy balance of the lake, to 
estimate iceberg melt rates. More famously, field measurements made in a tunnel under the 
glacier were used by Boulton and Hindmarsh (1987) to estimate till deformation and its 
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importance to the basal motion of glaciers. This work has been followed up more recently by 
Boulton et al. (2001), using data collected in 1988-1989 during a small surge of the glacier, the 
results of which may explain some of the surging behaviour seen at Breiðamerkurjökull.   
2.6.4 Greenland Calving Glaciers 
 Much of the recent work on calving glaciers has been stimulated by remote sensing results 
from some of the outlet glaciers of the Greenland ice sheet, showing a recent increase in 
velocity, concurrent with thinning and retreat of the calving termini (Rignot and Kanagaratnam, 
2006; Howat et al., 2005;Luckman and Murray, 2005). Results from NASA’s GRACE (Gravity 
Recovery And Climate Experiment) mission also confirms that since the mid 1990s, when the 
ice sheet was thought to be in balance, the total mass balance of the ice sheet is now negative 
(Luthcke et al., 2006; Chen et al., 2006; Velicogna et al., 2006). At the same time ice sheet 
models generally ignore the dynamics of calving outlet glaciers and their contribution to mass 
balance. The most recent IPCC report (IPCC, 2007, p.17) for example, does not include the 
potential impact of ice dynamic changes in calculating sea level change. All of these changes 
make Greenland an important place globally and of interest in particular to glaciologists.  
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Figure 2.23 A map of Greenland showing the glaciers in the south and east which form part of the focus 
of this study (GEUS, 2007). The panels in Figure 2.24 below show these areas in more detail.   
 
 Glaciers in southeast Greenland (see Figure 2.23 above) have been particularly noted as 
experiencing acceleration, retreat and thinning in studies by Rignot et al. (2004), Luckman and 
Murray (2005), and Howat et al. (2005). More recently, evidence from GRACE presented by 
Luthcke et al. (2006) suggests that while the entire low elevation section of the Greenland ice 
sheet is losing mass, the loss is concentrated in this area, with both low (<200 m) and high 
(>2000 m) elevation areas of southeast Greenland losing around 71 Gton year-1 ± 10 Gtons year-
1, which is around 50% of the total mass loss of the whole ice sheet over the two years, 2004 
and 2005 that this experiment was run for. The increase in mass loss has been consistently 
measured since 1996, and is also consistent with the increasingly negative surface mass balance 
in this area (Hanna et al., 2005). Nevertheless, there is in the whole of Greenland a lack of data 
over a long time series, and it is impossible to be sure that the effects seen in the last decade are 
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not part of some long term climatic cycle, or simply part of the natural variability inherent in the 
system, rather than an initial response to anthropogenic climate change.  
 
 In the southeast of Greenland the glaciers of particular interest are Helheim and 
Kangerdlugssuaq, both of which have accelerated and retreated recently; by contrast the 
Daugaard–Jensen glacier further to the north (see Figure 2.24) has so far remained stable 
(Rignot et al., 2004). Work on these glaciers forms part of this thesis and for this reason they are 
illustrated in detail in Figure 2.24.  
 
Figure 2.24 shows InSAR velocity maps of A) Daugaard-Jensen, B) Kangerdlugssuaq and C) Helheim 
overlaid on ERS-1 radar images, taken from Rignot et al. (2004). Ice velocity is colour coded from 
brown to yellow, blue and red on a logarithmic scale. The graphs on each image depict velocity (V, in 
black) and ice thickness (H, in red) along the black line on each image that represents an ice-radar 
profile, used for the purposes of estimating ice flux. A) shows Daugaard-Jensen glacier, one of the 
glaciers in this area which has not shown a recent acceleration or retreat. 
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Figure 2.24B InSAR velocity map of Kangerdlussuaq, taken from Rignot et al. (2004). Ice velocity is 
colour coded from brown to yellow, blue and red on a logarithmic scale. The graphs on each image 
depict velocity (V, in black) and ice thickness (H, in red) along the black line on each image that 
represents an ice-radar profile, used for the purposes of estimating ice flux. 
 
 
Figure 2.24C InSAR velocity map of Helheim, taken from Rignot et al. (2004) Ice velocity is colour 
coded from brown to yellow, blue and red on a logarithmic scale. The graphs on each image depict 
velocity (V, in black) and ice thickness (H, in red) along the black line on each image that represents an 
ice-radar profile, used for the purposes of estimating ice flux. 
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 Data from these outlet glaciers provides an excellent opportunity to test and support a new 
calving model, which will provide insights into the dynamic response of these glaciers, and 
could be incorporated into ice sheet models. The following chapter deals more fully with the 
aims of this thesis and the methodological approaches adopted.  
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3. Methods 
‘Through cruel hardships they vainly strove 
Their ships on mountains of ice was drove 
Only the Eskimo with his skin canoe 
Was the only one that ever came through’ 
Lady Franklin’s Lament (1855) 
3.1 Aims 
The purpose of this thesis is to develop a quantitative understanding and a working model of 
calving processes incorporating a realistic approach to ice fracture. The three aims developed 
below summarise the main focus of this thesis: 
1. The first aim is to determine whether longitudinal stretching is an important control on 
calving processes by observing and measuring both the longitudinal strain rates at the 
glacier terminus and the effects of longitudinal strain rates on the propagation of 
crevasses. 
2. Different crevasse models can be used to predict crevasse depths, and these can be 
incorporated into a calving model as a fracture criterion. The second aim is to test 
alternative models of crevasse depth to determine which is best suited to inclusion in a 
calving model 
3. The dynamic thinning feedback is an important dynamic component in explaining the 
retreat of calving glaciers. The third aim is to measure glacier velocity and elevation 
changes and relate these to mass balance changes and dynamic processes, in order to 
assess the importance of dynamic thinning in controlling the retreat of tidewater 
glaciers. 
 To address these aims, a range of field, remote sensing and computational techniques were 
needed, which are described in detail in this chapter. Field work was carried out during three 
visits; 4 weeks during August 2004, 1 week in March 2005 and over 6 weeks during July and 
August 2005.  
3.2 Field Observations at the Calving Front 
 Calving processes follow a distinct hierarchy with the dominant process at a cliff dependant on 
the balance between ice dynamics and thermodynamics. Analysing calving processes at a cliff 
therefore indicates the relative importance of ice dynamics and velocity to the calving flux in 
controlling the position of the terminus and in predicting the future evolution of the glacier. 
Field observations of the calving front allow us to determine the existence and importance of 
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longitudinal strain rates at the terminus, as well as estimating the relative importance of 
different calving processes.  
3.2.1 Terminus Surveying Techniques 
 To characterise the calving processes at Breiðamerkurjökull, a series of surveys of the terminus 
were carried out remotely, using a Leica theodolite. The aim was to map the ice cliff in detail 
and to determine the impact of different calving processes on the morphology of it. Two 
positions were selected for the repeat surveys, one of which was over a fixed survey marker and 
both of which had their locations measured using DGPS, enabling the surveys to be linked to all 
the other DGPS surveys and to each other. Repeat surveys were carried out from both of these 
points during both the 2004 and 2005 field seasons for comparison purposes.  
 
 As we can assume the lake was a flat surface there was no need to triangulate all surveys and a 
simple trigonometric calculation was sufficient to determine the distance and height of the 
calving front and other detailed features on it, based on the horizontal azimuth, angle of dip and 
(known) height above the waterline. The tidal nature of Jokulsárlon meant that a repeat 
waterline survey of a sample of ten points was necessary at the start and end of each survey to 
calibrate the distance/height measurements. Each survey started by taking the position of the 
waterline and cliff height at the furthest extension of the ice cliff closest to the point from which 
the survey was being taken. Each survey worked along the ice cliff from the first point, taking a 
repeat waterline position and in most instances positions up the ice cliff, marking out in 
particular water line notches and the top of the ice cliff. Notes were made describing each point 
and what was being measured. Care was taken at the start of each survey to position the 
instrument exactly over the marker (a marker was placed for these purposes on the east side of 
the lake) and to keep the instrument level during the survey. The data was processed and 
analysed to create a map of the position of the calving front. 
3.2.2 Processing: Some Basic Trigonometry 
 The following steps were used to process the surveys (refer to diagrams in Figures 3.1 and 3.2):  
1. The distance, Dist, to the waterline was measured, using the Leica electronic distance 
measuring function to a prism placed on the water line, in ten different places, and the 
height calculated using the sine of the angle of dip, θ, and the measured distance as in 
equation 3.1.  
sin istH Dθ=      (3.1) 
The mean height was then calculated from these and used in subsequent calculations.  
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2. Positional data for a series of points was collected in the format of azimuth, Hz, or 
horizontal bearing and dip, V, or vertical bearing, both in degrees, minutes and seconds. 
These were first converted into decimal degrees by multiplication and then converted to 
radians.  
For example,  
Point 1a Hz = 700 53’ 45” V= 900 23’ 15” 
Hz = (70 + 53/60 + 45/3600) = 70.8960 = 1.237 rad 
V = (90-90 + 23/60 + 15/3600) = 0.38750 = 0.007 rad 
 
3. Using the calculated height above the water line, Hwl, (see Figure 3.2) the distance to the 
calving front, D, was calculated from the tangent of the dip, V. 
tan
wlHD
V
=
      (3.2) 
 
4. X and Y coordinates were calculated for each waterline position along the calving 
margin using equation 3.3 where D is the distance calculated using equation 3.2 and Hz 
is the measured azimuth in radians. 
sin
cos
X D Hz
Y D Hz
=
=      (3.3) 
 
5. The dip data for all points above each waterline measurement was converted into a 
height, Hp, using equation 3.4 where Vp is the measured dip and D is the distance from 
the measurement marker to the calving cliff at the water line. As these are vertical 
distances from the theodolite to the feature (see Figure 3.2) they were then converted to 
measure relative heights using equation 3.5. 
0
tanp p
wl p
H D V
H H H
=
= −      (3.4) 
(3.5) 
In (3.5) Hwl is the height of the theodolite above the waterline, and H0 is the height 
relative to 0, the waterline. This is the waterline for the first measurement at every point 
and increases positively upwards from 0. 
 
This initial processing of the data quantifies distances to the front and the relative heights of 
significant features on the calving face, as well as the height of the cliff along its length.  
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Figure 3.1 The diagram illustrates the measured variables used to calculate the height of theodolite and is 
referred to in the text. θ is the angle of dip to the waterline, Hwl, is the height above waterline from 
which, given that water is a flat surface on the scale of interest here, the distance, Dist, and height, H0, of 
the calving front can be calculated. 
 
 
 
 
 
Figure 3.2 The diagram illustrates the variables used to calculate the height above the waterline, Hwl, 
and is referred to in the text. H0 is the total height and D is the distance to the calving front. V is the 
measured dip to the waterline, Vp is the measured angle of dip to features on the calving cliff and Hp is 
the height of features on the calving cliff which is calculated as described in Section 3.2.2. 
3.2.3 Calving Front Analysis 
 The results of this analysis were used in an attempt to quantify the relative importance of 
different calving processes to the rate of mass loss of the calving cliff. Much of the calving cliff 
of Breiðamerkurjökull has multiple notches etched in it (see Figure 3.3). These are formed by 
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melting at the waterline. The existence of up to four notches at different heights on the same 
column of ice in the cliff suggests that the front is at least partially buoyant. Each notch appears 
tilted relative to the others visible in the ice column above and below suggesting that, as calving 
has proceeded, the end of the glacier has risen in the water causing a new notch to form. This is 
of particular interest given the role of large tabular calving events in determining the position of 
the terminus and these features were noted and measured during the surveys of the calving cliff.  
 
 After input and processing of the data as described above, the tilt on the notches was calculated, 
again using simple trigonometry. The height of each end of a notch was calculated as described 
in Section 3.2.2, and the lower subtracted from the higher. The vertical distance between the 
two ends of the notch was calculated from the x and y coordinates and the arctangent of height 
divided by the distance gives the angle of tilt. This angle was calculated for all measured 
notches and integrated into the description of the calving front. The occurrence of meltwater 
notches along the front was also presented in graphical form to examine the importance of 
buoyant calving to total calving flux. 
 
 
Figure 3.3 A photograph showing part of the calving cliff with successive meltwater notches clearly 
visible and indicated by the arrows. 
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3.3 Field Observations At the Glacier Surface 
 The three main aims of the thesis require field observations on the glacier, for which purpose 
eight different field sites were set up at different locations on the glacier surface. At each site 
different variables were measured, including crevasse depth, planform, ice velocity, strain rates 
and ablation rates. Sites were accessed by walking in from the glacier margin and crossing the 
medial moraine visible in Figure 3.4, consequently access time to the field site was a restricting 
factor in choosing site locations and in the amount of work that could be carried out at each site. 
In order to calculate the strain regime at each site we used a method pioneered by Nye (1959a, 
1959b) using a network of stakes at each field site. Two sites were chosen during August 2004 
and six sites in July and August 2005, all but one being close to the zone of fast moving ice 
present behind the calving front of Breiðamerkurjökull. Measurements were made on a regular 
basis and post-processing to calculate strain rates and stresses carried out using Excel® and 
MATLAB®. 
3.3.1 Strain Networks 
 Strain nets were set up on the surface of Breiðamerkurjökull during the two summer field 
seasons and resurveyed weekly or fortnightly. In total, eight field sites were selected to reflect a 
variety of different crevasse patterns and thus strain regimes. Figure 3.4 shows the position of 
the eight different strain nets and the attributes of each one are described in detail in Section 4.2, 
sites seven and eight were the two sites measured in 2004; sites 1-6 were studied in 2005. A 
custom made ice drill constructed at Dundee University Engineering Department was used to 
install plastic stakes. Each stake was 2 m long and 1.5 cm in diameter. Due to high ablation 
rates, re-drilling each stake position on a weekly basis in the 2004 field season was necessary, 
so a longer drill was developed for the 2005 field season, which allowed for up to two weeks of 
measurement before re-drilling was necessary (see Figure 3.5).  
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Figure 3.4 shows the location of the field sites. Diagram A) shows the location of Breiðamerkurjökull in 
Iceland. B) is an ASTER satellite image (NASA/EOS, 2004) taken on the 28th August 2004, the black 
box shows the area magnified in picture C. C) shows the area immediately behind the calving terminus 
of Breiðamerkurjökull. The location of the eight field sites are marked in red, the site numbers refer to 
the order in which they were set up. Sites 7 and 8 were the two field sites surveyed in 2004, the other six 
were set up in 2005. The obvious black streaks on the satellite images are surface medial moraines.  
 
 The pattern of each network was broadly rectangular, with a basically triangular shape for the 
internal stakes (see Section 4.2 and Figure 3.5). However, the position of crevasses at each site 
was the main determinant of position and as all of the strain networks, except 05BR6 (Site 6), 
were in heavily crevassed terrain, in practice most of the networks were far from regular in 
shape. The actual number of stakes was restricted, largely by the time available to drill them 
given the time taken to access each field site (which ranged from 2 to 4 hours each way). In 
order to be able to calculate strain rates, ε& xx, directly applicable to a crevasse, two pairs of 
stakes were placed on either side of each crevasse within each field area, which in effect meant 
that there were four stakes positioned in a rectangular pattern around each crevasse. As Figure 
3.5 shows, at site 6 (05BR6) the stakes were positioned in a diamond pattern which enabled 
easy data manipulation (Nye 1959a,b), but for the other networks data analysis was more 
complex and required further manipulations.  
 
N 
N 
 A 
B C 
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Figure 3.5 Diagrams showing the layout of stakes at each of the eight field sites. In each diagram the 
purple dots represent the stakes, black lines the location of crevasses. Each diagram is to scale and the 
layout was constructed from survey data, note that the scale varies between diagrams due to the different 
sizes of the networks. The arrow shows the direction of ice flow and the label indicates the field site.   
 
 At each field site the length and orientation of crevasses was also mapped using reflector 
surveys along the length of each of the crevasses. These were processed according to the 
methods described in Section 3.4 and a graphed distribution of the middle and end points of 
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each crevasse drawn up. Many of the crevasse systems within the strain networks were 
discontinuous and/or changed direction over their lengths, hence the requirement to use multiple 
points to mark out the position and shape of each one relative to the positions of the stakes. The 
orientation of each crevasse relative to the direction of flow and the measured strain rate, was 
calculated using the two end points of the crevasse to give a generalised direction. The flow 
direction was calculated using the bearing between the two successive DGPS points measured at 
the site (see Section 3.5). This bearing relates the flow of the glacier relative to the local 
Icelandic grid north based on the Hjörsey 1955 datum, and was also used to calculate the 
direction of principal strain rate (see Section 3.5 for more details on conversions between 
different coordinate systems). The orientation of the crevasses relative to flow direction and 
principal strain rate was then plotted on the same map describing the planform of each field site. 
3.3.2 Mapping Fracture Patterns 
 Colour aerial photographs from August 2003 covering the terminus of the glacier were 
obtained from Loftmyndir, an Icelandic aerial photography company. These were scanned in 
high resolution and the crevasses across the glacier were mapped. The pattern is generalised as 
in some areas of the glacier there are so many crevasses present it is difficult to show them in 
any detail. The fracture patterns were then analysed qualitatively to determine areas of interest 
for further study. 
3.3.3 Measuring Ablation 
 As vertical elevation change at each of the field sites is an important prediction of the calving 
model, it was important to measure the elevation change and to be able to exclude surface 
lowering due to ablation. The field area is close to sea level and faces south east so ablation is 
an important and more or less constant process, even during mild periods in the winter. Surface 
lowering due to ablation was monitored at each stake position by marking stakes with tape when 
they were placed in the drilled holes, then measuring the difference between the first and second 
marks and dividing by the number of hours to get an average value for ablation. This can then 
be deducted from vertical elevation changes, to get an indication of how much elevation change 
is dynamic or geometric and how much is mass balance driven (Section 3.5). 
3.3.4 Measuring Crevasse Depths 
 Measuring crevasse depths is not a straightforward task as it is both difficult and, in some 
cases, potentially dangerous (see Figure 3.6). In order to facilitate our field measurements, a 30 
m length of strong twine was measured out and marked at 1 m and 5 m intervals, using bright 
coloured tape. A small weight was attached to the end and lowered down the crevasse, until it 
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went slack and was assumed to have reached the bottom, the coloured tabs marking lengths of 
the line were counted as the weight was pulled up, the chief advantage of this technique is the 
simplicity of the set-up. There are some problems with this method, the main one being that the 
bottom was frequently not visible and especially over the longer depths it was not always easy 
to feel if the weight had reached the bottom. There was some evidence of water in some of the 
crevasses and this again was a complicating factor in assessing depths. In addition, pinpointing 
the exact ‘top surface’ against which to measure was also not straightforward, especially as one 
side was frequently much higher than the other, probably due to ablation differences. To resolve 
this difficulty the top surface was assumed to be the lowest of the two sides, since this is likely 
to be the limit of significant cryostatic closure, and all depths are quoted to the nearest metre.  
 
 
 
 
Figure 3.6 Photographs illustrating three aspects of fieldwork; A) Measuring crevasse depths at site 5 in 
2005; B) Drilling a stake at site 8 in 2004. C) Surveying with the Leica  total station. 
 
A B 
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 At each survey the depths of a crevasse between two stakes was measured at least three times to 
ensure that a consistent depth was measured, and to track how depth varied over the course of 
the study. The depth measured at the end of the field season is the one used to compare with 
modelled depths based on measured strain rates. Depth was also sampled along the line of each 
crevasse and compared to see how depth varies with length. The error in measured depth is 
estimated to be ±1 m, at each point since, when measuring the same point repeatedly each depth 
was found to be within at most a metre of the others. All the same, due to the difficulty in 
identifying the bottom of crevasses it is expected that the error in depth measurements is likely 
to be highest for the deeper crevasses (depth >10 m). 
3.4 Analysis of Crevasse Surveys 
 Field observations of strain rate required some processing to analyse stress and strain patterns 
and in order to be used as input to crevasse models. At each network, velocity was calculated at 
two different stake positions using location measurements from a Leica Geosystems GX1230 
DGPS system. Static differential GPS on two channels was used to get fixes for each position 
down to ± 1 cm, with an uncertainty of ± 2 cm in the vertical direction. The use of the DGPS 
meant we could also accurately fix in space the position of each stake network, and orient the 
deformation of each network absolutely. Further details on the set up and use of DGPS 
equipment are given in Section 3.5. 
 
 The distance, bearing and azimuth to each stake from the measurement station was surveyed 
using a Leica Total station with electronic distance measure, taking measurements from a 
reflector pole held at each stake position (see Figure 3.6). The estimated accuracy of each 
measured position was ±1 cm, with the largest source of error probably being in holding the 
reflector still. Care was taken to use clear days, as wind free as possible to ensure that the 
theodolite was not shaken. A further problem was the melting of ice underneath the theodolite. 
This was rapid enough to give constant levelling errors as the different legs were being moved 
at different rates, so surveys were completed as quickly as possible in one go to minimise such 
errors. The time was noted for each survey measurement and at the start and end of each survey 
in order to be able to calculate strain rates as accurately as possible. Errors were estimated 
following the procedure in Section 3.4.3.  
 
 Simple calculations, described in full below, are required to convert field measurements to 
strain rates and then a stress tensor for each stake system. The object of the analysis was both to 
provide realistic strain rates and stresses to be used as inputs to the crevasse models, but also to 
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calculate the amount of dynamic thinning expected as a result of longitudinal strain rates (see 
Section 3.5). 
3.4.1 Point Transformations 
Initial data transformations were required to ensure that the surveys were directly comparable. 
The procedure was as follows: 
1) Position data for each stake was given in the form of azimuth, Hz, (angle around the 
tripod) and dip in arc degrees (in the horizontal) and distance, D, in metres. The azimuth 
and dip were first converted to decimal degrees and then radians. Using the sine and 
cosine rules (Equation 3.6) the azimuth, Hz, and the distance, D, were used to calculate 
the X and Y coordinates for each stake in the survey.  
sin( )
cos( )
X D Hz
Y D Hz
=
=  
(3.6) 
For example, 
Hz (azimuth) = 216o 30’ 10”    
V(dip) = 98o 30’ 55”  
Distance = 35.529m  
Bearing = 216.5028o (3.7787 Radians) 
Distance = 35.529m   
X1 = -21.135   
Y1 = -28.559  
 
2) As the position of the theodolite was always slightly different, the central stake was 
used as origin and all X and Y coordinates were related to the central point (X1, Y1, Z1) 
by subtraction (Equation 3.7) 
Xi = Xi – X1 
Yi = Yi – Y1 
(3.7) 
For example,  
X1 = -21.135, Y1 = -28.559  
X2 = -27.122, Y2 = -29.663  
Rotated: X1 = 0.000, Y1 = 0.000,  
Rotated: X2 = 5.987, Y2 = 1.104 
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3) Using Pythagoras’ rule, the distance, Dstake, was calculated from the central stake to 
every other stake in the network (Equation 3.8). 
( ) ( )( )2 21 1stake i iD X X Y Y= − + −
 
(3.8) 
 
4) The sine rule was then used to give a bearing, θ, to each stake from the central stake, in 
radians and then converted to degrees.  
i
stake
Y
ARCSIN
D
θ
 
=  
      (3.9) 
 
If the X coordinate was greater than zero, the bearing was subtracted from 90º, and if it 
was less than zero (a negative number), the bearing was added to 270º. This ensured 
that all bearings in the survey were in the same coordinate system. 
 
5) As the bearings for each survey were related to a different zero point, each survey of 
each network had to be rotated to match up with each other. In order to do this, the 
DGPS positions taken at 2 points in each network were used to define a direction of 
flow and of any rotation of the network.  
 
6) After rotation, the bearing and distance for each stake within the survey are converted 
back into X Y Z coordinates using Pythagoras as in stage 1 above. The points were then 
plotted on the same graph to confirm the surveys had been rendered into the same 
coordinate system for each network. 
3.4.2 Strain Rate Calculations and Stress Analysis 
 After these transformations, following the work of Nye (1959a), the strain rates were 
calculated. This is a simple procedure, where the X and Y coordinates of each stake are used to 
calculate lengths between the stakes, using Pythagoras’ theorem:  
( ) ( )( )212212 yyxxlength −+−=  
(3.10) 
The following equation (Equation 3.11, Nye, 1959a) is then used to calculate strain based on the 
change in length, where l1 is the first measured length and l2 is the second measured length. 
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2ln
1
l
l
t∆
=ε&
 
(3.11) 
The logarithmic strain rate is used as strain occurs exponentially through the period of time, ∆t. 
The lengths and strain rates between each stake and every other stake in the network were 
calculated in order to better analyse the small scale strain patterns within the strain networks, 
however for calculating crevasse depths, only the strain rate between stakes on either side of the 
crevasse in question were used as input to crevasse models. In some cases, the strain rates were 
negative, indicating a compressive stress (and implying the crevasse was closing). In all these 
cases the strain rate could not be used as an input into the models and therefore both strain rate 
and crevasse depths were excluded from the final comparison between modelled and measured 
crevasse depths. 
 
 Additional analysis of the stake networks was carried out using the velocity gradient technique 
based on work done by Meier (1958), which is mathematically exactly equivalent to the Nye 
approach outlined above. This technique solves the following equation. 
1
2
ji
ij
j i
UU
x x
ε
 ∂∂
= +  ∂ ∂ 
&
     (3.12) 
In equation 3.12 Ui represents the velocity components parallel to the xi axis and Uj the velocity 
components parallel to the xj axis. εij represents a strain rate component in the direction of the j-
axis on a plane perpendicular to the i-axis. For convenience a program written in Matlab© (see 
appendix B3) was used to automate the calculations. 
 
 The analysis was initially performed for three stakes, such that the results applied to the centre 
of a triangle formed by the stakes. Experiments were also performed using these equations for 
all of the stakes in a network. The following procedure was used:  
 
1) The velocity, U , in the x direction and V , in the y direction are calculated from: 
,
x
U
t
y
V
t
∆
=
∆
∆
=
∆      (3.13) 
In order to do this the transformed X and Y coordinates for two surveys at three stake 
positions, X1, Y1, X2, Y2, and X3, Y3 are used to calculate 
U
x
∂
∂ , the gradient in velocity in the 
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x direction and 
U
y
∂
∂ , the gradient in velocity in the y direction at the stake network, ∆t is the 
time period in days for each survey.   
.
1
1 1
2
2 2
3
3 3
X U U
X Y
t x y
X U U
X Y
t x y
X U U
X Y
t x y
∆ ∂ ∂
= +
∆ ∂ ∂
∆ ∂ ∂
= +
∆ ∂ ∂
∆ ∂ ∂
= +
∆ ∂ ∂
    (3.14) 
A similar set of equations substituting ∆Y were solved to give strain in the transverse 
direction, ∂V/∂y. 
2) The values for the strain rates xxε&  and yyε& were calculated using equation 3.15 where xn 
and yn represent the x and y coordinate matrices. 
 
n n
xx
n n
yy
x y
U
x y
V
ε
ε
=
=
&
&
     (3.15) 
 
On the principle that all strains must sum to zero, zzε& the vertical strain rate was 
calculated using equation 3.16. 
( )zz xx yyε ε ε= − +& & &   
(3.16) 
 and the shear strain rate xyε& was calculated using equation 3.17. 
 
( )1
2xy xx yy
ε ε ε= +& & &
    (3.17) 
 
3) The values for xxε& , yyε& , zzε&  and xyε& are converted to principal strain rates 1ε& , 2ε&  and 3ε&  
where 1ε& and  3ε& are transverse and longitudinal strains and 2ε& is the vertical strain rate 
(as in equations 3.18, 3.19, 3.20, taken from Nye, 1959a,b). 
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( ) ( )2 21 1 12 4xx yy xx yy xyε ε ε ε ε ε
 = + − − + 
 
& & & & & &
   (3.18) 
 
( ) ( )2 23 1 12 4xx yy xx yy xyε ε ε ε ε ε
 = + + − + 
 
& & & & & &
   (3.19) 
 
2 1 3ε ε ε= − +& & &      (3.20) 
 
4) The principal strain rates are used to calculate the effective strain rate, εe:  
 
2
1
222222222 )(
2
1
xzzxyzzyyxxyzzyyxxe εεεεεεεεεε &&&&&&&&&& ++++++++=
 (3.21) 
In this thesis we assume that strain occurs only in two dimensions since we assume that 
the strain rate in the z-direction is 0, this reduces equation 3.21 to equation 3.22 as 
shown by Nye (1959a,b).  
1
2 2 2 2
1
( 2 )
2
e xx yy xyε ε ε ε= + +& & & &
    (3.22) 
The effective strain rate is used with the flow law (see Section 2.2.5) to calculate the 
effective shear stress, τe, using equation 3.23. 
1
n
e
e
A
ε
τ  =  
 
&
    (3.23) 
 
5) From these values the deviatoric stresses, σ’n (equation 3.24) and the principal stresses, 
σn, are calculated (equation 3.25). The assumption is made that principal stress axes 
coincide with those of the principal strain rates. 
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(3.25)  
6) Once the strain rates and stresses have been determined for each set of stakes in a 
network it is also important to define the direction in which these are acting using 
equation 3.26 (Nye, 1959a,b): 
2
2 xy
xx yy
Tan
ε
φ
ε ε
=
−
&
& &     (3.26) 
 
The principal strain rate axes are assumed to be orthogonal where φ is the angle 
between the principal strain rate axis and the y coordinate axis. The principal axis is 1ε& -
when xxε& > yyε&  and 3ε& when xxε& < yyε& . Once the principal axes were calculated they 
were compared to the crevasse orientations and average velocity direction by overlaying 
the axes on a graph oriented towards the north for each strain network. 
 
 A Matlab© script file to analyse the full field stresses for sets of stakes within a network vastly 
simplified and speeded up the process of describing and analysing the effect of strain rates on 
crevasse formation and propagation, allowing many different analyses to be carried out for each 
network. Multiple analyses for each network gives not only a very detailed description of the 
stresses at each site, but also allows us to infer how the crevasses result from, and modify, these 
stress patterns and what implications local stresses might have when trying to predict large-scale 
strain rates from velocity gradients measured using remote sensing techniques.  
3.4.3 Estimating Errors 
 Estimating the errors associated with field measurements is an extremely important, but often 
neglected part of field based science. A typical error estimating survey, where multiple 
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measurements are made of the same point in order to estimate measurement precision was 
impossible to carry out due to the time restrictions and the practical difficulties of using survey 
equipment on the surface of a glacier. Nevertheless the different sources of measurement 
uncertainty can be estimated based on both the known tolerances of the surveying instruments 
and estimates of other sources of error during surveying. The uncertainty associated with each 
measurement of position is then included in the calculations described in Section 3.4.2 in order 
to estimate the precision of both lengths between stakes and strain rates.  
 
 The sources of error associated with the surveyed positions are summarised in Table 3.1. The 
surveying equipment used in the field was the extremely precise Leica Industrial TM5100A 
theodolite, with a GPH1P prism. The precision of this set up is well constrained by the 
manufacturer, as detailed in Table 3.1, and the given errors are extremely small. The other two 
main sources of error are harder to determine and likely to be an order of magnitude different. 
These were firstly, the movement of the theodolite while surveying and secondly the difficulties 
in holding the prism upright and directly over the stake hole. The latter problem is slightly 
easier to constrain as the reflector pole fitted easily into the stake hole for each surveyed point 
and had an integral spirit level to ensure that it was held straight and steady, with a given 
tolerance of ± 2 mm. It is likely that this is an over optimistic assessment of the error due to the 
difficult environment, so this error estimate has been rounded up to ± 1 cm in Table 3.1.  
 
 In the case of the other source of error, theodolite shifting during surveying, this has been 
estimated as a possible source of error of ± 1 cm. The error associated with this will be highly 
variable both temporally and spatially and dependent largely on the weather conditions at the 
time of each survey. Movement was due either to wind, or, more commonly, to melting out of 
the feet of the theodolite causing it to come out of level. The theodolite cannot make 
measurements during movement, and the internal levelling of the instrument automatically 
warned of any tilt or movement of ~ 0.5 cm during the surveying. This was corrected 
immediately when it occurred during surveys, but it is still possible that some of the 
measurements have uncertainties as a result of this. The sophisticated levelling of the theodolite 
was checked at the beginning and end of each survey to ensure it was correctduring the survey, 
and an uncertainty of ± 1 cm has been estimated in Table 3.1.  
 
The error in the time measurement is ignored as it is insignificant (a few minutes with respect to 
tens of days) for our purposes.  
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Error source Given error 
(mm) 
Source of 
Estimate 
Mitigative measures 
Prism ± 0.3 mm Manufacturer  Correct orientation 
Theodolite  point 
measurement 
± 0.1 mm Manufacturer  Correct operation 
Measurement 
position of  
reflector 
± 10 mm 
 
Repeat 
measurement 
 
Reflector held fast within stake 
hole, spirit level used, surveys only 
on calm weather days  
Level Theodolite ± 10 mm Estimated Legs were dug into glacier surface 
and surveys carried out as fast as 
possible 
TOTAL ERROR ± 20.4 mm ( = ± 0.0204 m) 
Table 3.1 This table summarises the different sources of error in estimating each stake position. The 
second two columns give details of how the error was estimated and ways in which the error was reduced 
during surveys. The total error was applied to  both the x and y coordinates of each stake position and 
used to calculate the lengths between each stake and all the others at each survey. 
 
 The estimated uncertainty for each position, summarised in Table 3.1, must be used to calculate 
the error on both the lengths between stakes and the calculated strain rates. There are a number 
of ways to calculate how errors propagate through calculations (Taylor, 1997) but the most 
commonly used is the root mean square method. The important assumptions with this method 
are that the initial errors are random, variable and small relative to the measurement. In the case 
of the positioning error, these assumptions are likely to be fulfilled. The root mean square 
method applies equation 3.27, where q is the function of two or more variables, x and y, to find 
the partial derivative of q with respect to the different variables. 
 
22
q q
q x y
x y
δ δ δ
 ∂ ∂ = + +   ∂ ∂   
K     (3.27) 
In equation  3.27, xδ and yδ are the uncertainties in the measurements and qδ is the estimated 
error of the function. In the context of this study this equation is applied twice, firstly, to find 
the estimated error on the lengths between each stake, and secondly to find the error on the 
calculated strain rates.  
 
  The distance between the stakes is calculated using equation 3.8. In calculating the estimated 
error, lδ , of the lengths between each stake, equation 3.28 is applied (Taylor, 1997, p.46-59) to 
equation 3.8:   
( ) ( )( )2 21 2 1 2
2 2 2 2
1 2 1 2
1 2 1 2
l x x y y
l l l l
l x x y y
x x y y
δ δ δ δ δ
= − + −
       ∂ ∂ ∂ ∂
= + + +       ∂ ∂ ∂ ∂       
  (3.28) 
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The partial derivative for all values in equation 3.28 gives equation 3.29 where x1, x2, y1 and y2 
are the measured coordinates for two different stakes and the δ terms the uncertainty in each as 
given in Table 3.1. 
( )
( ) ( ) ( )
2 2 2 2
2 1 2 2 1 1 2 2 1
1 2 1 2
2
2 2 2
1 2 1 22
x x x x y y y y
l x x y y
l l l l
x
l x x y y
l
δ δ δ δ δ
δ
δ
− − − −       = + + +       
       
   = − + −    
 (3.29) 
As the value for uncertainty in position is the same for all x and y coordinates, it follows that  
1 2 1 2, , ,x x y yδ δ δ δ can be written as xδ , which Table 3.1 shows is estimated to be ± 2.4cm in 
this study. Equation 3.29 therefore can be reduced to: 
( )
2
2 2 2
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2 2
2
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l l x
l
l x
δ
δ δ
δ δ
= =
=     (3.30) 
Equation 3.30 shows that the error for the calculated lengths between each stake and all others 
in the network is exactly the same amount, but this is not the case for the calculated strain rate. 
Equation 3.31 is used to calculate strain from the natural logarithm of the quotient of two 
lengths, l1 and l2, measured on different surveys. In this case the partial derivative of the strain 
with respect to two variables, l1 and l2, the measured lengths between two stakes for two 
successive surveys, is found. 
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∂
       
= + − = +       
       
  (3.31) 
Simple calculus reduces equation 3.31 to the form given in equation 3.32, where the term for  
2l xδ δ= given in equation 3.30 can be substituted in: 
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δε δ
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    (3.32) 
Finally the uncertainty in the strain needs to be scaled by time, to give a strain rate. Since the 
uncertainty in time is insignificant on the scale of the study here, this simply requires that δε is 
multiplied by the term for measured time, 1
t∆
, which gives:  
1
t
δε δε=
∆
&      (3.33) 
In equation 3.33, δε is the uncertainty determine for the change in lengths between two surveys, 
given in equation 3.32 and δε& is the absolute uncertainty calculated for the strain rate between 
two stakes.  
 
 This analysis was applied to all stakes in all networks and the errors quoted alongside the 
relevant strain rates. The calculated uncertainty for each of the lengths in this analysis is well 
below the measured change in length in virtually all cases. This is important as it demonstrates 
that this technique does have value when applied to measuring strain rates at the surface of a 
glacier. 
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3.5 Measurement and Analysis of Ice Velocity and Elevation  
 Ice velocity is an important variable in the calving model for a few reasons. Firstly, velocity 
gradients are used to calculate strain rates which in turn are used to determine dynamic thinning 
and crevasse depths. Secondly, measured velocities can be used to check modelled velocities as 
described in Section 3.7. Thirdly, the comparison of measured velocities with past datasets can 
indicate acceleration of the glacier which may indicate that the dynamic thinning feedback is 
important for the glacier. Elevation is likewise important for determining short and long term 
rates of dynamic thickness change. Both variables are easily measurable with Differential GPS 
in combination with other datasets, and a GIS (Geographical Information System) analysis can 
provide very clear evidence of long term dynamic changes which have affected the retreat of 
Breiðamerkurjökull.  
 
 Differential GPS allows the more accurate pinpointing of position compared with ‘ordinary’ 
GPS, to within ~5 mm horizontal according to the manufacturers. While this means that both 
velocity and elevation change can be measured very easily, the precision of the instrument is 
likely to be optimistic at best, as there are a number of factors which can affect the accuracy of 
any measurements made using DGPS. These are discussed more below. Differential GPS was 
used for a number of different purposes in the course of this study, including measuring 
positions in order to calculate ice thickness and ice velocity, as well as mapping (using both 
static and real time kinematic measurements) the terminus position and the surface slope. The 
principles of DGPS are explored first and then the uses to which it was put are described in 
more detail.  
3.5.1 Principles of Using Differential GPS 
 Differential GPS relies on a constellation of satellites (in this case exclusively US military GPS 
satellites) which constantly broadcast a time signal. This signal is received using a base or rover 
unit and the time for a signal to be sent and received is measured to allow the ground receiver to 
calculate its own position. For enhanced accuracy, the base unit is left in one place for many 
hours, to enable it to get a very accurate position fix, and to measure the positions of the 
satellites to work out how much difference there is between their predicted and actual positions. 
This is then used to correct the position data of a roving receiver, either (in static mode) during 
post-processing or (in real time mode) while the roving receiver is measuring and recording a 
position. At Breiðamerkurjökull additional precision was gained from previous work, where 
comprehensive geomorphological maps and surveys on the foreland of the glacier by Evans and 
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Twigg (2000), and earlier work by Howarth and Price (1969) meant that the base station could 
be placed in a known position over a survey marker about 5km from the present front of the 
glacier on a stable moraine ridge. A Leica GS1200 system was used for both field seasons; a 
newer antenna was used in 2005 and this is expected to have improved the overall accuracy and 
precision of the system very slightly which is taken into account in the estimates of positioning 
error. Post-processing was undertaken using the Leica SKI-Pro/Geoffice software provided with 
the Geophysical Equipment Facility (GEF) equipment.  
3.5.2 DGPS Set-Up and Data Processing 
 Errors in calculating position can come from a number of sources including:  
• Atmospheric interference (from ionospheric or meteorological activity) 
• Topographic shading 
• Low satellite azimuths 
• Human error in instrument settings and physical placement 
• Long baselines 
• Multipath error due to reflections from wet glacier surface. 
In order to eliminate these sources of error, we considered the following:  
 
1. No ionospheric interference caused by auroral activity was recorded and we deliberately 
avoided data collection during heavy rain to avoid the possibility of multiple reflectors 
causing interference. 
 
2. Breiðamerkurjökull is a 15 km wide glacier lobe that terminates in a series of lakes and 
tidal lagoons in a broad flat plain. There are ~1 km high peaks on either side of the glacier 
but as these are between 8 and 12 kilometres from both the base station and the two field 
sites, shading by topography is unlikely to be a significant source of error. 
 
3. 15o was set as the angle of cut-off for satellite azimuth to avoid excessive atmospheric 
interference affecting precision of received signals. This did reduce the number of 
satellites, but there were never fewer than 8 at any one time when taking positions at the 
field sites. More seriously, satellites were frequently grouped round the southern half of 
the sky, probably due to the relatively high latitude of the field site, combined with the 
presence of the ice cap in the north west. This may, on some occasions, have affected the 
precision of each position, particularly when measuring elevation, however the recorded 
General Dilution Of Precision (an indication of the precision of the measurement based 
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mainly on satellite geometry and calculated internally by the system) at each point 
suggests that this was not a significant source of error. 
  
4. The base antenna was positioned over a survey marker on a bedrock position on the 
glacier foreland. Alignment was carefully checked at the beginning and end of each 
session, which on average lasted 8-9 hours. The survey marker was originally placed by 
Howarth and Price in 1957, and has been surveyed in to the Icelandic national grid. 
Absolute geodetic coordinates for the base station were obtained from D. Twigg 
(Loughborough University, personal communication) and applied to the surveys during 
the post-processing of the data. Static position data were gathered in the field for at least 
20 minutes at each of the 4 survey markers. These consisted of stakes drilled into the ice, 
allowing us to position the DGPS antenna over exactly the same point on the ice on each 
occasion. Unfortunately on three occasions, twice at site 8 and once at site 7, the wrong 
antenna settings were used in the field. The mistake was only discovered during post-
processing and meant that data were received and recorded for one channel only. Data 
from these surveys must therefore be used with caution and accordingly there is a larger 
margin of error applied to these results in Section 4.4. This did not affect the first and 
final surveys of site 7, which gave an internal check for consistency between the correct 
and incorrect settings, and confirm that at site 7 at least the error introduced appears 
remarkably small given the circumstances. Results for site 8 however must be treated with 
more caution as the initial survey at this site was affected by the error in positioning due 
to a single channel only being received. 
 
5. The baseline between the station and the rover during each deployment varied between 
7 and 8.5km. This is well within the range of the instrument settings and is not expected 
to be a significant source of error in this case. 
 
6. We were careful to position the rover on high points away from surface meltwater 
ponds and the large quantity of tephra at the surface of the glacier significantly reduced 
the reflectivity of the ice and therefore the possibility of multipath echoes. 
 
 The quality of positions indicated in the software is likely to be extremely optimistic given all 
these sources of error. In working with the output data, the margin of error was determined to be 
at least three times that listed in the Leica SKI-Pro/Geoffice software, which, rounded up to the 
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nearest centimetre gave us a working estimate of error. In most cases this approach led to a 
cumulative velocity error of around ± 1 cm. 
 
 Position data collected by the instrument is given in the conventional WGS84 geoid, however 
much of the earlier data gathered at Breiðamerkurjökull is given using a different local 
coordinate system. Therefore, collected data was converted to this using a free program 
provided by Landmaelingar Islands (the Icelandic land survey), called cocodati (Landmaelingar 
Islands, 2004, accessed in 2004, 2005,). The transformation parameters for this were also input 
to the GEOffice software, allowing an automatic conversion prior to export. The local 
coordinate system uses the International 1924 ellipsoid and the UTM 28N projection and for 
elevations, the Hjörsey 1955 datum.  
3.5.3 Measuring Ice Velocity 
 Ice velocity data was needed for the purposes of estimating both strain rates and surface 
elevation change due to strain, as well as to compare with past data and predict future prospects 
for Breiðamerkurjökull. DGPS was used to collect static 3D position data for two stakes at each 
strain network during each survey of the network. The main central stake was always one of the 
points and the other was either the location of the theodolite (sites 7 and 8), marked with a 
separate stake from which surveys were conducted or one other stake in the network (sites 1-6). 
The main reason for taking two positions was to calculate any rotation occurring to the network 
as a whole, however it was also useful as a check for consistency of velocity across the network.   
 
 The number of surveys varied at each site depending on access difficulties, and the velocity 
was calculated during post-processing using Geoffice to determine the bearing and distance 
between two points. The velocity was calculated by dividing the distance by the time (in hours 
and minutes) between the two surveys, for most purposes the first and last surveys only were 
used, however it was also calculated for surveys in between in order to examine short term 
variations in velocity.  
 
 Variability in velocity was examined in further detail when the rover was left on the ice at sites 
1 and 3 on different occasions, for a period of 48 hours. The unit was pre-programmed to 
automatically take a 20 minute static position every hour and then switch off. The unit’s antenna 
was attached as usual to the antenna pole and drilled into the glacier. Both the DGPS unit and 
antenna were moored using ice screws to hold the equipment upright and the whole set up was 
powered with a 2.5 Volt battery (see Figure 3.7). Power restrictions and the high ablation rate at 
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the surface of the glacier meant the measurement periods had to be limited to 48 hours only. 
Results from the Rutford ice stream (G. Aðalgeirsdóttir, personal communication) suggests that 
long term monitoring of ice flow variability may be a promising avenue for future research into 
the calving of fast moving ice streams, so the measurements on Breiðamerkurjökull were a first 
attempt to replicate these measurements on a temperate glacier system. Overall the experiment 
worked well, however a period around 1-3am (GMT) suffered on both occasions from a loss of 
satellites due to low azimuth with consequent inaccuracies in position and therefore velocity. 
Position data was used to calculate velocity both between each measurement and to give a mean 
value for different periods of each 48 hours. 
 
 
Figure 3.7 Photograph showing the DGPS set up at site 3 to record position over a 48 hour period.  
  
3.5.4 Long and Short Term Measurements of Elevation 
 One of the important fundamental feedbacks in the calving model is that invoked by mass 
balance change, for example an increase in ablation, which leads to thinning and reduction of 
effective pressure at the bed. This leads to an increase in velocity close to the calving margin, 
which leads to higher longitudinal strain rates and therefore dynamically induced thinning of the 
glacier. This further reduces effective pressure at the bed, further increasing velocity close to the 
calving margin, and leading to even more dynamic thinning (see Figure 3.8). Dynamic thinning 
is the result of the incompressibility condition of ice, which as it stretches in one direction must 
thin in another (Hooke, 2005).Two approaches were taken in this study to examining and 
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measuring this effect at Breiðamerkurjökull, that of measuring the effect using DGPS, and 
secondly, that of predicting the amount of thinning that should occur based on measured strain 
rates.  
 
 
Figure 3.8 Diagram illustrating the dynamic thinning feedback. This feedback occurs when velocity, Ub, 
increases behind the calving front. This acceleration causes stretching of the glacier which leads to 
thinning as a result of the condition of continuity that extension in one dimension leads to thinning in 
another. The thinning reduces the effective pressure, Pe, at the bed of the glacier, which causes a further 
increase in velocity. Note that as a result of both the thinning and the higher gradient in velocity in 
diagram B, crevasses have penetrated to well below the water line, indicating that the calving rate is 
likely to be much higher. 
 
 
 DGPS was used to measure elevation of the ice surface at each of the field sites. This data was 
converted into the same coordinate system as data collected using airborne radio echo sounding 
by Björnsson et al. (1992) and both datasets were then imported into a GIS program. The 
Björnsson et al (1992) dataset contains both ice surface elevation and basal topographic data, 
interpolated from a number of flight lines, allowing an estimate of ice thickness at each location 
to be made. The estimated ice thickness at each field site in the present study was compared 
with the ice thickness at the same equivalent locations on the glacier surface estimated by the 
Björnsson study to estimate thinning between the two studies, that is the long-term thinning 
rate.  
Ice thins 
 
Effective pressure, Pe, decreases 
 
 
Velocity, Ub, increases 
 
Strain rates increase 
 
 
Leads to dynamic thinning 
 
 
Ub 
Ub 
A 
B 
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 Over the course of this study, changes in elevation at the field site were calculated using DGPS 
measured elevation data from successive surveys. Elevation change, at a fixed point on the 
glacier can be due to a combination of factors including mass balance (ablation or 
accumulation), advection of thicker/thinner ice, and dynamic thinning or thickening from 
longitudinal or transverse (converging or diverging flow) strain rates. The measurements at the 
field sites were made at stakes fixed into the ice, so the effects of advection can be ignored. The 
mass balance component,  in this case only ablation, was measured at each stake location and 
subtracted from the total measured elevation change. A flat basal topography is assumed at each 
field site but the resolution of the basal topography is unfortunately not high enough to be sure 
that this is the case. However, the basal topographic data from the Björnsson study does show 
only a very shallow gradient of the bed in the field site locations (see Figure 4.3), and the total 
distance moved for each site is on the order of a few tens of metres at most, which does suggest 
that all other elevation change between the surveys is due to dynamic processes only. The 
measured elevation change was compared with elevation change predicted using equation 3.31 
given below based on strain rates. 
 
 As dynamic thinning is an important part of the model, it is important to be able to predict the 
magnitude of it based on the continuity equation:  
H U V
M H H
t x y
∂ ∂ ∂
= − −
∂ ∂ ∂     (3.31) 
In equation 3.27 
U
x
∂
∂ is the strain rate in the longitudinal direction x, and 
V
y
∂
∂ the strain rate in y, 
the transverse direction, H is the ice thickness, and M is the mass balance. In order to determine 
if strain rates can be used to predict rates of dynamic thinning, equation 3.27 was used to 
calculate the rate of ice thickness change, 
H
t
∂
∂ . Values measured in this study were used as 
inputs for strain rate and mass balance and ice thickness was calculated based on basal 
topography from the study by Björnsson et al. (1992) and elevation measured in this study. 
Again a flat basal topography was assumed. Following steps 1-3 described in Section 3.4.1, the 
x and y coordinates of 3 different stakes were input into MATLAB and the vertical strain rate 
was calculated for each field site. The calculated surface lowering was compared with the 
measured lowering at each site. Initially the stakes forming a triangle with the central stake at 
the centre were chosen, however as it became obvious that the strain patterns within the network 
were not straightforward, multiple stakes of differing combinations were used and the predicted 
surface lowering of each combination noted.  
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3.5.5 Measuring Surface Slope  
 To approximate the surface slope of the glacier, extra DGPS measurements were taken of 
position and elevation at intermediate points between site 3 and site 1 plus one extra 
measurement above site 3. These positions and that of site 1 were input to the Leica Geoffice© 
program for processing. Although not directly in line with each other, they are relatively close 
(± 200 m) and allow the estimation of the surface slope with a reasonable margin of error. The 
software calculates the distance between each point and the change in elevation using simple 
trigonometry; the arc tangent of the elevation change divided by the distance gives the surface 
slope angle. The surface slope was calculated between each of the points and for the first and 
last only, giving a general idea as to how slope varies spatially along the flow line. This was 
used in the construction of the Breiðamerkurjökull model described in Section 3.7. 
3.5.6 Mapping the Terminus 
  In order to compare the terminus extent with the most recent map of Breiðamerkurjökull 
(Evans and Twigg, 1998) we used Real Time Kinematic Differential GPS to map the line of the 
maximum extent of the terminus, both the part terminating on land and the calving terminus in 
Jokulsárlon. A line was also taken over the glacier surface along the extent of the medial 
moraine, a significant supraglacial feature. This allowed us to determine the surface slope on the 
slower moving land-terminating part of the ice as well as the fast moving ice stream. The set up 
required the use of four different base stations on the glacier foreland, in order to get a good 
radio signal across the whole front of the terminus. For this purpose, survey markers used by 
Howarth and Price (1969) and Evans and Twigg (2002) were used as base points. These have 
known absolute positions in the Icelandic grid, the coordinates for which were provided by D. 
Twigg (personal communication, 2005). For part of the terminus however it was not possible to 
get a reliable radio signal and an extra station had to be set up by taking a Real Time Kinematic 
position fix from the base station and then using these coordinates for an extra base station 
point. Given the uncertainties of plotting the terminus using this technique, the small extra error 
introduced by this process is likely to be insignificant. The Leica Geosystems 1200 rover and 
base station set-up with a Pacific PDL radio link was used in Real Time Kinematic mode with a 
position recorded for every 5 metres of position change. Most of the terminus was mapped on 
foot, but the calving part of the margin on Jokulsárlon, was measured by boat along the ice 
front, with positions being recorded every 5 metres. For reasons of safety and practicality, the 
estimated horizontal accuracy of the terminus is ± 10 m (particularly for the calving part), 
although for much of the terminus it is probably less than ± 5 m. The data were processed in 
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Leica Geoffice© and corrected to the known base positions and then imported into ArcGIS for 
further processing and analysis. 
3.5.7 GIS Analysis 
 The ESRI Arc Geographical Information System (GIS) was used to analyse much of the data 
collected in this study, including both the Björnsson et al. (1992) data set, and field collected 
DGPS data. These were separately input and overlaid and used to gain insights into the field 
data, to estimate ice thickness and to produce maps of the area illustrating key findings. The 
same package was also used to select appropriate data from the Greenland datasets provided by 
L. Stearns and G. Hamilton (personal communication, 2006) prior to modelling analysis 
described in Section 3.7.  
3.5.8 Analysis of past data sets 
 The basal topographic dataset of Björnsson et al. (1992) was only available in paper format, so 
the data first required scanning, georeferencing and digitising. Two maps were processed, one 
showing basal topography (Figure 3.9) and a second showing ice surface elevation (Figure 
3.10). Georeference points, which are in the Icelandic coordinate system using the Hjörsey 1955 
datum, were assigned taken from map gridlines on the same sheets, and the surface features 
were auto digitised maps in ArcGIS. The two sheets were treated as separate layers and then 
overlaid to check that obvious shared features, such as the lake shoreline and nunataks 
coincided following digitisation. These were in fact found to be a very good match, giving 
additional confidence in the initial pre-processing.  
 
 Following this preparation, the DGPS positions measured at each of the field sites in this study 
were converted into the same local coordinate system and placed in a separate layer over the 
two maps. As an additional check on accuracy, the positions of other bedrock or built features 
on the glacier foreland were measured by DGPS and identified on the Björnsson et al. (1992) 
map of the area (for example, the bridge pylons at the Jokulsá river). The measured locations of 
these were also converted and added as a layer to compare with the digitised map layers. These 
also matched very closely.  
 
 The positions of the field site marker stakes on the glacier surface were used to estimate the 
basal elevation and surface elevation in 1991 from which ice thickness was calculated for 
2004/2005 and 1991 at each location. The locations from the first and last surveys during the 
field seasons were also used to check that a significant basal slope was not present at any of the 
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locations, thus validating the assumption of a flat bed. The DGPS points collected along the 
terminus were also converted to the local coordinate system and imported into ArcGIS, marking 
the 2005 terminus position.  
 
 
97
 
 
 
F
ig
ur
e 
3.
9 
S
ca
n 
of
 m
ap
 s
ho
w
in
g 
su
rf
ac
e 
to
po
gr
ap
hy
 o
f 
B
re
ið
am
er
ku
rj
ök
ul
l, 
ta
ke
n 
fr
om
 B
jö
rn
ss
on
 e
t 
a
l. 
(1
99
2)
 a
ft
er
 d
ig
it
is
in
g 
an
d 
an
al
ys
is
 i
n 
A
rc
G
IS
. 
T
he
 
di
gi
ti
se
d 
su
rf
ac
e 
co
nt
ou
rs
 a
re
 s
ho
w
n 
in
 g
re
en
 l
in
es
 i
n 
50
 m
 i
nt
er
va
l. 
T
he
 t
hi
ck
 b
la
ck
 l
in
e 
sh
ow
s 
th
e 
m
ea
su
re
d 
te
rm
in
us
 i
n 
20
05
 a
nd
 t
he
 t
ri
an
gl
es
 i
nd
ic
at
e 
th
e 
lo
ca
ti
on
 o
f 
th
e 
fi
el
d 
si
te
s.
 T
he
 b
as
e 
m
ap
 f
ro
m
 w
hi
ch
 s
ur
fa
ce
 d
at
a 
w
as
 t
ak
en
 i
s 
sh
ow
n 
as
 t
he
 b
as
e 
la
ye
r 
of
 t
he
 i
m
ag
e.
 T
he
 m
ap
 i
s 
pr
oj
ec
te
d 
in
 U
T
M
 2
8N
 
co
or
di
na
te
s 
an
d 
se
a 
le
ve
l i
n 
th
e 
H
jö
rs
ey
 1
95
5 
da
tu
m
.  
 
98
 
 
 
F
ig
ur
e 
3.
10
 S
ca
n 
of
 m
ap
 s
ho
w
in
g 
be
d 
to
po
gr
ap
hy
 o
f 
B
re
ið
am
er
ku
rj
ök
ul
l, 
ta
ke
n 
fr
om
 B
jö
rn
ss
on
 e
t 
a
l. 
(1
99
2)
 a
ft
er
 d
ig
it
is
in
g 
an
d 
an
al
ys
is
 i
n 
A
rc
G
IS
. 
T
he
 d
ig
it
is
ed
 b
ed
 
co
nt
ou
rs
 a
re
 s
ho
w
n 
by
 th
e 
co
lo
ur
ed
 l
in
es
, t
he
 th
ic
k 
bl
ac
k 
li
ne
 s
ho
w
s 
th
e 
m
ea
su
re
d 
te
rm
in
us
 i
n 
20
05
 a
nd
 t
he
 b
la
ck
 tr
ia
ng
le
s 
in
di
ca
te
 t
he
 l
oc
at
io
n 
of
 th
e 
fi
el
d 
si
te
s.
 T
he
 b
as
e 
m
ap
 f
ro
m
 w
hi
ch
 s
ur
fa
ce
 d
at
a 
w
as
 t
ak
en
 i
s 
sh
ow
n 
as
 t
he
 b
as
e 
la
ye
r 
of
 t
he
 i
m
ag
e.
 T
he
 m
ap
 i
s 
pr
oj
ec
te
d 
in
 t
he
 U
T
M
 2
8N
 c
oo
rd
in
at
e 
sy
st
em
, 
to
 w
hi
ch
 t
he
 g
ra
ti
cu
le
 
co
or
di
na
te
s 
re
fe
r,
 th
e 
se
a 
le
ve
l 
is
 th
e 
H
jö
rs
ey
 1
99
5 
da
tu
m
. 
 99 
 
3.6 Crevasse Modelling Studies 
 Previous sections have described field observational techniques; one of the core aims of this 
project is to use field observations to test different crevasse models with the aim of 
incorporating one of them into a calving model as a simple and easy to integrate method of 
predicting crevasse depth. Three different models were used, those of Nye (1955, 1957), 
Weertman (1973) and Van der Veen (1998b, 1999). These represent different ways of 
understanding the fracture of glaciers, but they all use the first derivative of velocity, the 
longitudinal strain rate, an easily observed and important variable. For the model to be widely 
and broadly applicable across a range of situations and glaciers, the inputs need to be as simple 
as possible and therefore easy to implement in an ice sheet scale model. The Linear Elastic 
Fracture Mechanics (Van der Veen) model also requires ice thickness and crevasse spacing. 
Various experiments were carried out to determine sensitivity to inputs and starting values, and 
to assess the variability within the models. All modelling was carried out with MATLAB® 
software. Table 3.2 summarises the values used in the experiments described in this section and 
the values, determined by this analysis, that were used as input variables for the analysis and 
modelling of the Breiðamerkurjökull and Greenland datasets.  
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3.6.1 Experiments With Model Input Parameters  
 This section describes some of the generic inputs used in all models and the results of 
sensitivity experiments testing them. It is a well known problem in glaciology that the 
conversion of the easily measured strain rate to stress is problematic due to uncertainties in the 
flow law (Alley, 1992). All models require strain rates converting to stress as a first step in 
predicting crevasse depth (see equation 3.32), and, since the flow law is highly temperature 
dependent and sensitive to other variables such as fabric development, pressure, sediment and 
water content (see discussion in Section 2.2.5), some time was spent analysing the sensitivity of 
the models to different flow law input parameters.  
1
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    (3.32) 
Equation 3.32 shows the derivation of the flow law as described in Section 2.2.5, where eε& , is 
the effective strain rate, eσ , is the effective stress and A, B, and n are flow law parameters.  
 
 Temperature is perhaps the most important and also the most empirically quantified of the 
variables affecting the flow law and Figure 3.11 illustrates the impact temperature variability 
has on flow law parameters A and B. Figure 3.11 was plotted using Hooke’s (1981) 
modification of the Arrhenius equation (Van der Veen, p.16, 1999b):   
( )0
3
exp
k
r
Q C
A A
RT T T
 
= − + 
 −      (3.33) 
In Equation 3.33, A0 = 9.302x10
7 kPa-3 year-1, Q is the activation energy for creep and has a 
value of 78.8 kJ/mol, R = 8.321 J/mol K (the gas constant), C=0.16612 Kk, Tr = 273.39 K and k 
= 1.17. These values are based on measurements taken from several different locations and are 
given in Van der Veen (1999b, p.16). Equations 3.33 allows us to calculate different values for 
A depending on temperature, and equation 3.32 shows how this can be converted to give values 
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for B. Figure 3.11 shows how temperature controls these values and in turn how the viscosity of 
ice changes as a result. 
 
 
 
Figure 3.11. Plots of (A) the rate factor A against temperature and (B) the rate factor B against 
temperature. This plot illustrates the range of variability of the two rate factors A and B at different 
temperatures, note the logarithmic scale on graph A but not on graph B. These rate factors are used to 
determine the creep rate of ice. The variability in values for A and B is particularly high in temperate ice.  
  
 Since temperature is such a crucial control on ice viscosity, it is important to bear in mind the 
variability illustrated in Figure 3.11 as all three models depend on a known value of A. Note 
that the variability in the value of A is greatest between 0 and –5°C, which is confirmed by field 
measurements cited by Paterson (1994) and Van der Veen (1999). However, 
Breiðamerkurjökull is a temperate glacier, with surface ice at or close to zero for much of the 
year, the most appropriate values for this context are, according to the calculations above, A = 
3.484028 x10-7 kPa-3 yr-1 which is equivalent to 3.484028 x10-16 Pa-3 yr-1 and B = 1.398770 x102 
kPa yr1/3. Different values of A can have a very strong effect on the conversion of strain rate to 
stress. 
 
A B 
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 Figure 3.12 illustrates how the variability of A affects the calculated stresses in practice. Each 
of the values of A presented in the graph are well within the known variability of the parameter. 
Note that as the magnitude of the measured strain rate increases, the range of values for the 
stress increases, depending on the chosen value of A, a direct result of the non-linearity of the 
flow law.  
 
Figure 3.12 is a graph of stress against strain rate where stress is calculated for a given strain rate using 
one of a range of different values for A. This shows how the extent to which stress varies for a given 
strain rate depends also on the magnitude of the strain rate. The chosen values for strain rate would be 
typical for a temperate fast flowing glacier such as Breiðamerkurjökull while the chosen values for A are 
valid in a temperature range from 0 ºC (A = 0.4x10-6 kPa-3 year-1) to –25 ºC (A = 0.15x10-6 kPa-3 year-
1). 
 
 Closure of crevasses by cryostatic pressure is a difficult problem in crevasse fields, and fracture 
spacing is likely to have a big impact on the effective bulk density of the field of crevasses. This 
is because cryostatic pressure calculations assume that each crevasse is surrounded by solid ice, 
however the presence of other crevasses, in effect voids, around any individual crevasse reduces 
the cryostatic pressure, which is equivalent to reducing the density of the ice. Additional 
experiments were run using different values for ice density with each of the different models, in 
an attempt to quantify the impact of a reduced bulk density because of a large number of voids. 
The values given for ice density by Paterson (1994, p.9) range between 400 – 830 kg m-3 for firn 
and 830 – 917 kg m-3 for glacier ice. In closely spaced crevasse fields at the surface the effective 
bulk density is unlikely to be this high and closure due to cryostatic pressure, particularly close 
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to the surface, will be correspondingly reduced. Consequently, crevasses in highly fractured 
glaciers are unlikely to close completely once opened, even under reduced stress regimes which 
would ordinarily lead to closure. 
3.6.2 Nye Model Experiments 
 Nye (1955, 1957) following earlier work by Hopkins (1844) formulated a model that describes 
crevasse depth based on the flow law and the strain rate, xxε&  and values for density, ρ and 
gravitational acceleration, g, as well as the flow law parameters A and n (equation 3.30). This 
formulation does not include the effects of stress concentration at the tips of a fracture, so, as 
Nye acknowledged, it assumes a field of closely spaced crevasses where the effects of such 
stress concentrations can be assumed negligible.  
1
2 nxxd
g A
ε
ρ
 =  
 
&
    (3.34) 
Experiments were carried out to show how the depth varies according to variations in the input 
variable of strain rate and ice density, and to the flow law variables, A and n. Strain rates were 
assumed to be between 0.001 and 2 year-1, the lower end was chosen by referring to Nye 
(1959a, 1959b) and the higher to Vaughan (1993). Values for n were chosen between 1 and 4 
following Hooke (2005, p.66-67) and for A between 0.15x10-6 and 0.4x10-7 (kPa-3 year-1) based 
on values given in Paterson (1994, p.97) for temperatures between 0 and –25oC. The depth was 
calculated based on these varying values to determine the sensitivity to different variables of the 
model. These are shown in the figures in this section.  
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Figure 3.13 A graph showing how predicted crevasse depths vary for different values of A, where A is 
given in kPa-3 yr-1. Note how the range of predicted depths increases as strain rate increases.  
 
Figure 3.13 reiterates the importance of rate factor A in determining the magnitude of crevasse 
depth. For example, at higher strain rates a range of up to 4m in predicted depths is shown. This 
is due to the power function which increases with higher strain rates.  
 
 The factor n is also very significant in calculating crevasse depth as Figure 3.14 demonstrates. 
Since the flow law is a power function, the value of the exponent has a very large effect on the 
creep rate, particularly at higher stresses. While a range of values from 1 even to 4 have been 
suggested for the value (Alley, 1992; Van der Veen, 199b), these have generally arisen under 
very different ice flow configurations to the relatively fast flowing and temperate ice of 
Breiðamerkurjökull.  
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Figure 3.14 A graph of predicted crevasse depths for a given strain rate with different values of the flow 
law parameter n. Note the logarithmic scale on the y-axis. The value of 3 is conventionally given to n, 
however values as low as 1 and as high as 4 have also been determined for different contexts, since the 
parameter is an exponent it has a very large impact on crevasse depth.  
 
There is good certainty (Van der Veen, 1999a) around the value of 3 given to parameter n at the 
kinds of stress values expected on a glacier like Breiðamerkurjökull, so it does not make a big 
difference to the interpretation of results here. Following these experiments values of A = 
3.484x10-16 Pa-3 year-1 (3.484x10-7 kPa-3 year-1) and n = 3 were used in the model, to be 
consistent with temperatures found at temperate latitude tidewater glaciers such as those in 
Iceland and Alaska. 
 
 More important in controlling crevasse depth is the chosen value for ice density, as Figure 3.15 
shows. Note how, as the value for density is reduced, the predicted crevasse depth for a given 
strain rate increases.  
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Figure 3.15 A graph showing how predicted crevasse depths for a given strain rate vary according to the 
value given for ice density, ρ. Paterson (1994, p.9) gives values of 400 – 830 kg m-3 for firn and 830 – 
917 kg m-3 for glacier ice.  
 
 Nye’s model assumes that ice is homogenous for the whole depth of the crevasse, which is 
certainly not true in areas with a distinctive firn layer, but in a bulk sense is also not true in 
closely spaced crevasse fields. It is extremely difficult to measure, or even estimate, bulk 
density across an area and this must be borne in mind when interpreting field results. Ice at the 
surface of a glacier is usually considered to be at a density of about 900 kg m-3, new firn or old 
snow is usually assigned a value of  600 kg  m-3 while 700 to 800 kg m-3 would be equivalent to 
old firn or relatively uncompressed glacier ice (Paterson, 1994). In the area of study on 
Breiðamerkurjökull there was no evidence of firn at the surface, so the standard value of 900 kg 
m-3 was used, however the bulk density of ice over a heavily crevassed area such as those found 
in the study areas might be considerably lower than the 900 kg m-3 .  
 
 The Nye model assumes that ice is a plastic material and as such deformation occurs at any 
applied stress. However, laboratory experiments suggest that in fact ice at low stresses is more 
like a visco-elastic material and therefore using a yield factor to predict fracture may be 
appropriate. This can be incorporated into the Nye model as in equation 3.35:  
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*2 nd
g A
ε
ρ
 =  
 
&
      (3.35) 
 
Equation 3.31 substitutes *ε& for xxε&  where *ε& = xxε& - critε& , and critε& is the critical value of strain 
rate below which no deformation occurs. This is likely to vary according to temperature, crystal 
structure, strain history and other factors much as the flow law variables do, so experiments to 
find the correct value for Breiðamerkurjökull were required. 
 
 Figure 3.16 illustrates the effect of assuming that a threshold stress must be reached before 
deformation takes place. The yield stresses were chosen with reference to those determined in 
the literature and discussed in Section 3.6.5 below and converted to a strain rate, critε&  . Note that 
as the strain rate increases, the difference between the predicted crevasse depths decreases, 
however at low strain rates, crevasses fail to form at all.  
 
 
Figure 3.16 Graph showing crevasse depths predicted for given strain rates using differing yield criteria. 
Each yield stress listed in the legend is converted to strain rate, critε&  and then used as an input to the Nye 
model (equation 3.31). Note how as the strain rate increases the difference  
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3.6.3 Weertman Model Experiments 
 Weertman (1973) based his analysis on Nye’s initial plug flow formulation but took into 
account the effect of stress concentration at the tip of a fracture with the term 
2
pi
 . He assumed a 
single crevasse with no others nearby. As equation 3.36 shows, Weertman again converts to the 
principal tensile stress, σxx, from the strain rate, xxε& .  
1
2
n
xxd
g A
pi ε
ρ
 =  
 
&
 
(3.36) 
 However, based on the analysis of Nye (1957), Weertman’s model should also be altered to 
take into account the principle of a significant gradient in longitudinal stress down a glacier that 
is not flowing in extending flow. Thus equation 3.36 is adapted into equation 3.37. As with 
Nye’s model, the factor 2 has to be added to take into account the fact that the stress is being 
exerted on both sides of the crevasse, there is in effect a pull from up-glacier and also from 
down glacier, as a result of the gradient in longitudinal stress.  
1
2
2
n
xxd
g A
pi ε
ρ
 =  
 
&
 
(3.37) 
 It is in the form of equation 3.37 that the Weertman model is applied in this study. The same 
values for flow law factors A and n were also applied to the Weertman model. Using this 
conversion, a series of experiments were run in which the same strain rates as were used for the 
Nye model were converted to stresses and the equivalent depth of crevasse plotted according to 
equation 3.37. Figures 3.17 and 3.18 illustrate the effects that uncertainty within the flow law 
has on the Weertman model. As before, the largest uncertainties within the model predictions 
are those related to the conversion of strain rate to stress. As would be expected, given the 
similarities between the Weertman and Nye models the rate of change in crevasse depth with A 
is similar to those shown in Figure 3.12. 
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Figure 3.17. Graph of crevasse depth for a given strain rate with varying values of rate factor A in kPa-3 
year-1, as calculated using Weertman’s model. Note the similar pattern but overall higher values of 
crevasse depth when compared with the results using the Nye model shown in Figure 3.2. 
 
 One consequence of Weertman’s approach is that it is applicable to single crevasses rather than 
fields, since the model explicitly takes into account the effect of stress concentrations at the 
crack tip. In Nye’s model, the assumption is made that these are negligible due to the effects of 
adjacent crevasses blunting the concentration of stress at the tip of each fracture. This means 
that depths calculated using Weertman’s model are systematically larger than those calculated 
using Nye, but both models predictions vary according to density. Figure 3.18 below shows the 
same variability with differing ice densities as Figure 3.14 but again the total magnitudes are 
different between the two models.  
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Figure 3.18. Graph of predicted crevasse depths for a given strain rate with different values given for ice 
density, ρ, in the Weertman model. Paterson (1994, p.9) gives values of 400 – 830 kg m-3 for firn and 
830 – 917 kg m-3 for glacier ice. As expected this shows the same variability as the Nye model depths, 
but the magnitude of the predicted depths is higher. 
 
 Given that the crevasses in this study, and indeed on all calving glaciers, are present in fields 
rather than singly, the results from the Weertman model are included only for comparative 
purposes. 
3.6.4 Van der Veen (LEFM) Model  
 Linear Elastic Fracture Mechanics models of crevasse propagation have been produced and 
used by Smith (1976) and Kenneally (2003) among others, but the most recent and generally 
applicable was formulated by Van der Veen (1998a,b; 1999a; 2007). The basic model has two 
parts and for each a stress intensity factor (SIF) has to be calculated. These two SIFs are then 
summed to calculate the net stress intensity factor. The net SIF is calculated iteratively for 
different depths until it is equal to the specified fracture toughness, which signals the end of 
possible fracture propagation.  
The first part of the model is the KI
(1) value, which describes the SIF for the opening of a single 
(equation 3.38) crevasse or a field of crevasses (equation 3.36) as a result of an applied stress.  
( )(1)I xxK F R dλ pi=     (3.38)  
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As equation 3.38 makes clear, the stress intensity factor is calculated from the function F(λ) 
(shown in equation 3.39), the applied stress, Rxx and the depth of the crack, d.  
 
2 3 4( ) 1.12 0.23 10.55 21.72 30.39F λ λ λ λ λ= − + − +      (3.39)  
 
Equation 3.39 is a polynomial function, where λ is equal to d/H, where d is the crevasse depth 
and H is the total ice thickness. This empirical relationship, derived by numerical curve fitting 
by Benthem and Koiter (1973, cited in Van der Veen, 1998b), describes how the stress intensity 
factor varies according to the length of the crack relative to the total thickness of the material. 
 
 The model in equation 3.38 is only appropriate for a single crevasse, as discussed previously, 
the presence of other crevasses nearby blunts the magnitude of the stress intensity factor, with 
the exact impact of other fractures being related both to their depth and the spacing between 
them. In the case of a field of fractures, as seen at most calving fronts, equation 3.40 is more 
appropriate for determining the stress intensity factor in response to an applied stress, Rxx. 
(1) ( )I xxK D S R dSpi=      (3.40) 
KI
(1f), the stress intensity factor for a field of fractures, is a function of applied stress, fracture 
depth, d and fracture spacing, and the polynomial function D(S), described in equation 3.41.   
 
2 3 4 5 6
7 8 9 10
1 1 3 5 35 63 231
( ) [1 ]
2 8 16 128 256 1024
... 22.501 63.502 58.045 17.577
D S S S S S S S
S S S S
pi
= + + + + + +
+ ⋅ − ⋅ + ⋅ − ⋅  
(3.41) 
In equations 3.40 and 3.41, S is given by: 
1
1
W
S
dW d
W
= =
+ +
      (3.42)  
where W is half the spacing between crevasses and d the crevasse depth. The function D(S) in 
equation 3.41 is also empirically derived by curve fitting given by Benthem and Koiter (1973, 
cited in Van der Veen, 1998b). It is important to account for the effect of blunting at the crack 
tip which is the effect of closely spaced fractures. However, Van der Veen (1998) also suggests 
that where crevasse depth is much smaller than ice thickness, that is d<<H, and/or crevasses are 
widely spaced, that is spacing W, is much greater than d, W>>d, both of these can be 
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approximated by equation 3.43. Assessing the importance of fracture spacing was one set of 
experiments performed using this model. 
(1) 1.12I xxK R dpi=     (3.43) 
 In the second part of the model, the effect of cryostatic pressure in closing up a fracture is 
considered by calculating KI
(2)
, the stress intensity factor for cryostatic pressure. As this 
balances the opening SIF, when KI
(1)= KI
(2)
 the fracture has reached the maximum depth. Van 
der Veen (1998b) points out that  the density of ice will vary through the ice column, 
particularly where there is a firn layer. For this reason, based on a polynomial describing surface 
density variation given by Rist et al. (1996), Van der Veen (1998b) uses equation 3.44 to 
account for this:  
 
( )(2)
0
2
1 ( , )
d
Cbi i s
I
i
g
K b e G db
Cd
ρ ρ ρ
γ λ
ρpi
− −= − + − 
 
∫
 
(3.44) 
In equation 3.40, the stress intensity factor, KI
(2), is a function of the crack length, d, and the 
cryostatic pressure, where ρi is the density of ice, 917 kg m-3, g, gravitational acceleration, and 
an integral describing variability in density due to surface firn, where the pressure ρs is the 
surface density, and C is an empirical constant to describe density variability in the upper layers 
of the firn, which is given as 0.02 m-1 by Paterson (1994, p.14). The function G (γ, λ) is again 
based on a polynomial curve fitted to a numerically derived solution (Van der Veen,1998b):  
( )
3 1
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 −   
(3.45) 
The function in equation 3.41 is integrated over b, where b is the depth of the crevasse from the 
surface, b=0, to the end of the fracture, b=d, γ = b/d and λ = d/H.  This formulation means that 
the model is very heavily parameterised, but while other numerical solutions to the problem of 
fracture propagation are available, the relative simplicity of this one made it most useful for 
comparative purposes. In order to test that the model had been set up correctly, the experiments 
carried out by Van der Veen (1998b) were repeated and shown to match the results he presents. 
 
 In the final stage of the model calculations, the two SIFs are added together to produce the net 
stress intensity factor, KI 
NET. In the model the fracture depth is given when the net stress 
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intensity factor equals the fracture toughness, KIC, so the chosen value for the fracture toughness 
is an important part of the fracture mechanics approach. In the literature it has been given values 
between 30kPa and 150kPa (Petrovic, 2003; Vaughan, 1993), so this was an important area for 
experimentation and sensitivity analysis. Multiple iterations of each model are used within a 
MATLAB® program to find the expected crevasse depth for a given set of values of fracture 
spacing, ice thickness and applied stress.  
3.6.5 Van der Veen’s Model Experiments 
 As the Van der Veen model is considerably more complex, more experiments were performed 
to extend the previous work and consider the sensitivity of the model to the different input 
parameters. These are summarised in Table 3.2 which also shows the varying and invariant 
input parameters used in these experiments and in the application of the model. These 
experiments include using density profile to take into account the lower density of ice close to 
the surface, varying crevasse spacings, choosing different fracture toughness values and again 
examining the effect of using different values for the rate factor A when converting strain rates 
to stresses. Figures 3.19 – 3.22 show how varying each of these factors across a range of values 
alters the total calculated crevasse depth.  
 
Figure 3.19 shows the calculated net stress intensity factor (SIF), KI
(NET) at different depths for a range of 
different values of A. When the calculated value for KI
(NET) exceeds the assumed value for the fracture 
toughness, KIC, the crevasse will start to propagate until the SIF drops below this value and the crevasse 
depth can be predicted. Ice thickness, H, is assumed to be 500m, and a uniform crevasse spacing, W, of 
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500m is adopted, values of A are indicated in the legend in (kPa-3 yr-1). The dashed lines show the 
crevasse depth achieved for an applied stress, Rxx, of 100 kPa, assuming that the fracture toughness, KIC 
is 100kPa m-1/2.  
 
As this model requires stress as an input rather than strain rate, an initial sensitivity to the value 
of A may be expected. This is shown in Figures 3.19 and 3.20, where the former shows the 
impact of A on the calculation of Knet and the latter shows how this translates into variability in 
crevasse depths.   
 
 
Figure 3.20 A plot of longitudinal strain rate and crevasse depth calculated using the Van der Veen 
model with different values for flow law rate factor A. This graph shows how the uncertainty in 
converting from strain rates to stresses using the flow law can give widely differing results particularly at 
higher strain rates. The pattern and spread of results is similar to those shown in Figure 3.12 and 3.17, as 
the rate factor affects the conversion from strain rate to stress, this would be expected.  
 
 As expected given the Nye and Weertman results, the larger the strain rate the larger the 
difference between predicted crevasse depths, with a difference of as much as 20m between the 
smallest and largest estimates at a moderately high strain rate of 1 year-1 in the Van der Veen 
model.  
 
 Van der Veen (1998b) was the first to explicitly deal with the problem of density variability in 
a glacier when related to crevasse propagation through snow and firn. In his model the density is 
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assumed to change linearly from a lower value to a high value, it is then integrated over the 
whole depth of the crevasse. In this experiment, a range of values for the surface density were 
chosen (Paterson, 1994) to illustrate the significance of density variability in Figure 3.21, 
including the density of snow (350 - 500 kg m-3), firn (800 kg m-3) and glacier ice (917 kg m-3).   
 
 
Figure 3.21 Graph of Knet with depth plotted for a range of different surface densities. A value of 100kPa 
m-1/2 is used for the fracture toughness. The values for the density in the surface layers were chosen to 
correspond with the density of snow (350 – 500 kg m3), firn (800 kg m3) and old glacier ice (917 kg m3). 
The presence of a large number of voids at the surface may also reduce the bulk density over a larger 
distance. Density is assumed to vary linearly from the surface downwards.  
 
 At Breiðamerkurjökull, there was no firn or snow evident at the glacier surface in the area of 
study, but it is certainly significant at other glaciers and, as Figure 3.21 shows, can significantly 
affect the absolute predicted depth. Furthermore, the presence of voids in a glacier due to a 
crevasse field will affect the bulk density of a glacier, although this is very difficult to quantify 
meaningfully. This experiment does show that incorporating and integrating density variability 
will be important in accurately determining crevasse depths when generalising a crevasse depth 
model into a calving model. 
 
 Perhaps the most important factor in assessing and predicting crevasse depths using the fracture 
mechanics approach is the chosen value for fracture toughness, KIC. The literature contains a 
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range of values, determined in the laboratory and in the field (see Section 2.5.4), and results 
from experiments to quantify how this range of values affects predicted depths are shown in 
Figure 3.22.  
 
Figure 3.22. A graph of strain rate and calculated crevasse depth for differing values of the fracture 
toughness, KIC. The difference between values is largest at low tensile stresses with results converging at 
higher tensile stresses. The fracture toughness ranges from 10 kPa m-1/2,, to 100 kPa m-1/2, these values 
were chosen with reference to values cited in the literature and determined by laboratory measurements 
(Petrovic, 2003; Rist et al., 1996).  
 
 In Figure 3.22 the values for fracture toughness, KIC, are at the lower end of values cited in the 
literature, but experiments with field data showed that when higher values, also cited in the 
literature, are used with the strain rates measured at Breiðamerkurjökull it is difficult to initiate 
crevasses that are observed to be actively opening. This may be due to the high sediment 
content of the ice at Breiðamerkurjökull, which Petrovic (2003) shows significantly reduces the 
tensile strength of ice. In the analysis of field data a low value of 30 kPa m-1/2 for the fracture 
toughness is used to predict crevasse depths at Breiðamerkurjökull, but a uniform 100 kPa m-1/2 
is used in the experiments presented in this section.  
 
 The blunting effects at the fracture tip due to adjacent crevasses are well known from the work 
of Nye and Weertman. Van der Veen (1998; 1999) explicitly includes a function within his 
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model to account for this by using crevasse spacing. In this study field measurements of 
crevasse spacing were available, but for a generalised calving model this is unlikely to be the 
case, which could make the model harder to apply as a calving criterion. It is therefore 
important to assess how sensitive the Van der Veen model is to crevasse spacing.  
 
Figure 3.23 is a graph showing the value of KI
(net) with depth below the surface, assuming different 
fracture spacing. A tensile stress of 100 kPa is used and for consistency with other experiments, the 
fracture toughness is assumed to be 100kPa m-1/2. The vertical dashed lines indicate the predicted 
crevasse depth for the given crevasse spacing. 
 
 Figure 3.23 explores how KI
(net) is altered by crevasse spacing according to the model, and 
confirms that the significance of crevasse spacing is greatest with small spacing (tens of metres) 
but at larger distances (hundreds of metres) the effect is much reduced. This has some important 
implications, particularly with regard to applying this model as the plot in figure 3.24 
emphasises. 
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Figure 3.24 A graph of tensile stress and resulting crevasse depths, calculated for different fracture 
spacing. This indicates that the largest difference between predicted crevasse depths is at high tensile 
stresses and small fracture spacing.  
 
 Figure 3.24 indicates that the biggest difference between predicted depths is at high strain rates 
and where spacing between crevasses is small (> 50 m). Field results indicate that in the area 
behind the calving front, crevasses are closely spaced, between 20 and 50m. This makes it 
important to include crevasse spacing in the model when predicting crevasse depth. In the case 
where measured crevasse spacing is not available a generalised version of the model has to be 
used, with an assumed constant spacing. This is likely to affect the accuracy of predictions made 
with Van der Veen’s model and is an avenue where further research is needed to predict average 
fracture spacing.  
 
 The Van der Veen model also takes into account glacier thickness, however experiments have 
not been carried out on the effect of varying ice thickness since it is well constrained at the field 
site. Results from Van der Veen (1998b) indicate that while ice thickness can be important in 
determining crevasse depth, it is at the scale of thousands of metres rather than hundreds that it 
starts to become important. The ice thickness at the different field sites varied only between 200 
to 400m and is therefore not significant. 
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3.6.6 Two Dimensional Crevasse Models 
 The Nye and Weertman models assume only a 1 dimensional crevasse. However, as depth can 
be estimated using the equations described above, the same principles of LEFM can be applied 
to estimating the lateral extent of a crevasse. Van der Veen (1999a) uses equations 3.46 and 
3.47 to estimate the stress intensity factor at the crevasse tips, KI
(B):  
( ) 1.1 ( ) PLATEI IK B F Kλ λ=     (3.46) 
where 
1.12PLATEIK Rxx lpi=      (3.47) 
Equation 3.46 indicates that the SIF at the fracture tip is a function of, KI
PLATE, a SIF which is 
determined by the tensile stress, Rxx, and the half length of the crevasse, l, and the function F(λ), 
given in equation 3.48. In this model, the function F(λ) is slightly different to that presented 
above, although both are heavily dependent on empirically derived constants:  
 
[ ] 11.65 21.13 0.09( ) 1 1.464
1.12
F
λ
λ λ
−
 = +   
(3.48) 
 Equation 3.48 shows the modified function given by Broek (1986, p.10, cited in Van der Veen, 
1999a), where λ is d/l, the ratio of depth, d, and the half length, l, of the crevasse. The solution 
for the length of the crevasse is then found when the SIF, KI
(B), is equal to the fracture 
toughness, KIC. As before this model was programmed in MATLAB® and solved  using 
multiple iterations comparing the outcome of the stress intensity factor with the fracture 
toughness.  Since much of the model is similar to the 1D model, the only experiment necessary 
was to investigate how sensitive this model is to the chosen value of fracture toughness. 
Without the balancing cryostatic pressure SIF, the fracture toughness is the predominant control 
on fracture propagation. 
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Figure 3.25 shows the predicted half lengths of crevasses for a given tensile stress. Note that these are 
half lengths in kilometres, not metres. Clearly the model is over-estimating crevasse lengths very 
substantially and is very sensitive to the exact value chosen for KIC, the fracture toughness. When a value 
of 100 kPa m-1/2 is used, the crevasse does not propagate laterally at all.  
 
 Figure 3.25 shows that the lateral propagation of crevasses is in fact very sensitive to the 
particular fracture toughness chosen (which both initiates and ends propagation). Clearly the 
lengths illustrated above are very high; and in comparison to Breiðamerkurjökull for example, 
much larger than the total length of the glacier. Better results may be obtained by choosing a 
higher value for the fracture toughness, but as Section 4.3 shows, a higher value for fracture 
toughness prevents fractures from propagating downwards at the strain rates measured in this 
study. Clearly much more work needs to be done on this model before it can be used in a 
calving model. 
3.6.7 Water Filled Crevasses 
 The presence of water in a crevasse balances the cryostatic pressure allowing deeper 
penetration of fractures. Although Weertman (1973) was the first to consider the presence of 
water in crevasses and how this may enhance fracture growth, his model has not been 
considered here as it is work largely superseded by that of Van der Veen (1998a,b).  
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 Equation 3.49 is a function that allows the effect of water level in a crevasse to be taken into 
account, where a is the depth of the water level below the surface of the glacier and not the total 
depth of water in the crevasse, d is the total depth of the crevasse, b is the depth of the crevasse 
below the waterline, and G (γ,λ) is the same function as expressed in equation 3.45, but in this 
equation is evaluated only over the depth b-a, where the water pressure, ρwg, balances cryostatic 
pressure. The output, KI
(3), is simply summed with the calculated values for KI
(1) and KI
 (2) to give 
the net stress intensity factor. Melt water is commonly present in the ablation zone where there 
is usually no firn, however equation 3.45 can also be combined with equation 3.49, to take into 
account density variation if required (Van der Veen, 1998b).  
 
 This part of the model is considerably more complex than the other parts of KI
net, so more time 
was taken to run experiments to assess the importance of different variables to the crevasse 
depth, including:  
• Fracture toughness 
• Fracture spacing (in the field model) 
• Water level in crevasse  
• Ice density profile 
 
 One of the important considerations of this model to bear in mind is that it assumes a constant 
water level no matter how deep the crevasse. The water line is measured from the surface of the 
glacier down to the waterline, rather than from the bottom of the crevasse up. Thus, a smaller 
number indicates more water in a crevasse than a larger number. In effect the model assumes 
that water will continue to fill up the crevasse as long as it continues to propagate. This may not 
be a valid assumption at some or even many field sites.  
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Figure 3.26 a plot showing the value of the stress intensity factor KI
(net) with depth. This is plotted for a 
single dry crevasse and a single crevasse filled with water from a level 8m below the surface of the 
glacier to the bottom. Note how the addition of water causes the value of KI
(net) to continue to increase 
with depth. 
 
 Results presented in Figure 3.26 use the Van der Veen model to calculate the value for the net 
stress intensity factor with depth, the solid line shows the depth of a dry single crevasse and the 
dashed line a crevasse with water in it. In this case, it is 8m from the surface of the glacier down 
to the water line. The experiment suggests that where there is a single crevasse filled with water, 
with a waterline only 8 m from the glacier surface, it will continue to propagate indefinitely. 
This diagram suggests that water may be a powerful driver of calving activity.  
 
 However, the importance of fracture spacing in controlling fracture depth should not be 
underestimated, as Figure 3.27 shows, where the behaviour of a single crevasse (not in itself a 
realistic representation of the situation at a calving margin) is contrasted with a field of 
crevasses. Here, the model assumes that all crevasses are equally spaced 30 m apart, equally 
deep and equally filled with water (waterline is 8m below the surface of the glacier).  
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Figure 3.27 shows Knet with depth for a single crevasse with water, a field of water filled crevasses with a 
spacing of only 30m and a field of dry crevasses with the same spacing. The applied tensile stress and 
fracture toughness are as before. This illustrates that both crevasse spacing and water fill are important 
for determining crevasse depth.  
 
As Figure 3.27 shows, accounting for the effect of a crevasse field has a big impact on model 
crevasse depths in contrast with a single crevasse. Figure 3.28 illustrates this in more detail, as 
the spacing gets bigger the value of Knet for a given depth gets smaller increasing the depth of 
crevasse propagation. As with dry crevasses, the impact of spacing is greatest where the 
distance between fractures is smallest.  
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Figure 3.28 shows the value of Knet for a given depth below the surface, assuming that evenly spaced 
crevasses have a water fill with the waterline 8 m below the surface. Each stress intensity factor is 
calculated for a different crevasse spacing. Note that the effect of spacing is most significant where 
crevasse spacing is smallest.  
 
 Figure 3.28 shows the importance of taking fracture spacing into account when calculating 
crevasse depths. However, there are some problems with the assumptions of this model, not 
least whether it is realistic to expect all crevasses in an area to be equally deep, equally spaced 
and equally filled with water. Field observations in fact suggest that only one or two crevasses 
in a local area have any water in them, and these are very difficult to measure the depth of 
accurately. Field data also suggest that there is a great deal of variation in a field of crevasses 
both of fracture spacing and fracture depth. These points are raised and discussed in more detail 
in chapter 5. 
 
 Van der Veen’s model also suggests that the value chosen for the water level is very important 
in determining crevasse depth and this is shown in Figure 3.29, where a is the level of the top of 
the water line and a = 0 is the glacier surface.  
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Figure 3.29 is a graph of KI
(net) with depth from the surface and shows the effect of varying waterline 
within a field of crevasses on the stress intensity factor. The dashed horizontal line marks the fracture 
toughness, KIC, is 100 kPa m
-1/2, and the dashed vertical lines show what crevasse depths would be 
reached in each of three cases. The applied stress is 100 kPa. Note that the result for an 8 m water  level 
is different from Figure 3.26 as in this model a field of crevasse spaced 50 m apart is assumed, rather 
than a single crevasse in the previous figure. 
 
 Figure 3.29 suggests that, when the water fill in a crevasse is between 4 and 6 m from the top of 
the glacier surface, unstable propagation will continue until the fracture penetrates to the bed of 
the glacier. Where the water fill is less, the value for the stress intensity factor falls below the 
value for the fracture toughness and the crevasse will stop propagating earlier. This figure is 
only valid where fracture spacing is 50 m or more and the tensile stress is 100 kPa or more, so 
the threshold value will vary according to these different inputs.  
 
 The effect of strain rate on crevasse depth is plotted in Figure 3.30 for a range of water depths, 
but again assuming a uniform crevasse spacing of 50 m. The chosen values for strain rate are 
considered to be a realistic range for calving margins and are first converted to tensile stress 
before being applied to the Van der Veen model.  
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Figure 3.30 Crevasse depth calculated using Van der Veen model for a given strain rate and a given 
water fill. The value a, refers to the height of the water line in the crevasse from the surface (a = 0 m). 
Note that the lines showing a =25m and a =20m are identical, this is because, at the strain rates shown 
here, neither crevasse gets deep enough to show a substantial water fill. At higher strain rates the 
difference will become pronounced.  
 
  In the Benn et al. (2007a) model, the calving criterion requires the crevasse to propagate only 
to the waterline. Brown et al. (1982) suggest that at many calving fronts the cliff is only 50 to 
60 m high above the waterline. This suggests that a water fill of around 10 m may be sufficient 
to cause calving to occur although this is also dependent on crevasse spacing and strain rate.  
 
 Nye’s model can also be modified to include a water-depth criterion (equation 3.46) where ρw 
and dw are the density of water and the depth of water respectively (Benn et al., 2007a) 
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 It is difficult to directly compare the two models as water depth in the Nye model is measured 
from the bottom of the crevasse, so the higher the value for dw the more water there is within the 
crevasse. The Nye model assumes that the crevasse is instantaneously filled with water as soon 
as the fracture penetrates to the depth of the waterline, but there is then no further water added 
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to the crevasse, in other words a ten metre crevasse will instantaneously fill to a ten metre water 
line but there will then be no further input of water as the crevasse propagates. This model, like 
the Van der Veen model, also has some problematic assumptions. 
 
 
Figure 3.31 Crevasse depth calculated for a given strain rate with different water depths. Unlike the Van 
der Veen model, here the indicated water depths are total depths within the crevasse, thus a 25 m water 
fill is volumetrically more water than a 5 m water level . The model assumes an instantaneous fill and 
depth penetration. The dashed line picks out as an example the expected crevasse depths for a strain rate 
of 0.6 yr-1 and varying water fill. 
 
 Some general observations are possible when comparing the two models. The no water 
condition gives us similar values in both models. In the Nye model, the increase in depth is a 
simple offset by a fixed amount of water in each crevasse. However, the Van der Veen model, 
includes a fixed waterline, implying that as the fracture penetrates deeper more and more water 
is added to it, this explains the much deeper penetration of the 5m waterline crevasse. Both 
models imply that a large and constant supply of water is necessary for very deep fracture 
propagation and this and other important implications are discussed in more detail in chapter 5. 
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3.7 Using and Applying the Model 
 The purpose of the thesis is to develop further a model of calving processes incorporating a 
realistic fracture model. Development of a time evolving version of the Benn et al. (2007a) 
model was beyond the scope of this thesis, and not available at the time of writing (Benn and 
Nick, in preparation). However, useful insights can be obtained using a simple static model to 
analyse velocities, strain rates and predicted crevasse depths for specified glacier geometries. A 
simplified spreadsheet model of the flow line of a glacier was applied, using data from 
Breiðamerkurjökull as boundary conditions to predict the velocity of the glacier using the 
modified sliding law, with a crevasse criterion to predict terminus position. The predicted 
velocities, dynamic thinning and crevasse depths were then compared with field observations. 
  
 Much of the data currently available to glaciologists is remotely sensed, the possible 
application of the model to remotely sensed data is therefore likely to be important and, to test 
whether it is possible to get meaningful results, a modified form of the simple model was also 
applied to topographic data from Helheim glacier in Greenland, again to calculate velocities and 
crevasse depths based on strain rates. A crevasse model was also applied to data from other 
outlet glaciers in Greenland to forecast crevasse depths and infer the likely stability or otherwise 
of the calving termini of these glaciers, some of which have, in the past ten years, both 
accelerated and retreated (Rignot and Kanagaratnam, 2006), possibly as a result of warming 
temperatures in the region. 
3.7.1 Applying the Model to Breiðamerkurjökull  
 To test and apply the model further at Breiðamerkurjökull, a simple flow line model was 
constructed. The basal topography and ice surface were used to constrain the boundary 
conditions and a range of sliding laws were used to calculate velocity and from this, strain rates 
and crevasse depths. The model used a simple flow line geometry consisting of a grid of points, 
where x+xi = 250m. Basal elevation data from 1991 (Björnsson et al., 1992) and ice elevation 
data from 2005 were used to calculate the ice thickness and basal ice pressure, Pi. Two different 
models were used (equations 3.51, 3.52) to calculate basal water pressure, Pw.  
( )1w w bP gZρ= −     (3.51) 
 In the first model, basal water pressure, Pw1, is simply a function of water depth below sea 
level, Zb, creating essentially a flat piezometric surface which is equal to the water line at the 
front of the glacier, ρw is the density of water and g is the gravitational acceleration. In the 
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second model an additional function is used to model a piezometric surface, Pz, which adds a 
hydraulic head to the first water pressure function given by equation 3.51.  
( ) ( )2w w b WP gZ gPzρ ρ= − +     (3.52) 
where 
( )0 i
d
Pz x x
dx
φ
= −      (3.53) 
 In equation 3.52, all terms are the same as in equation 3.51, except the term Pz, which is 
defined by equation 3.53. The piezometric function, Pz, in equation 3.53, mimics a type of 
Darcian flow (Paterson, 1994, p.159), with the function
d
dx
φ
, where φ represents permeability and 
is given a nominal value of 0.25 based on laboratory analysis of till from Iceland by Boulton 
and Dent (1974, cited in Paterson, 1994, p.159-161). The second term in the equation, (x0-xi), 
refers to the slope of the surface which follows the surface slope of the glacier.  
 
 The effective pressure, Pe, is the difference between the ice pressure, Pi, and the basal water 
pressure Pw:  
 e i wP P P= −       (3.54) 
As Section 2.4 indicates, in the Benn et al. (2007a) calving model the effective pressure may be 
a crucial part of the feedback which controls the velocity, strain rate and thus stability of 
tidewater glaciers. It is also used as an explicit part of the Budd sliding law which is described 
in detail below in equation 3.56. In the simple model, the driving stress, τd, was calculated using 
equation 3.55:  
d i
dh
P
dx
τ =
      (3.55) 
Here, h
x
∂
∂
is the surface slope of the glacier, the change in ice elevation along the flow line, and 
Pi, the ice pressure, ρigH.  
 
 The basal shear stress, τb, which resists the driving stress was calculated twice according to the 
two different water pressure models.  
1
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τ τ
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= − 
       (3.56) 
In the first model (equation 3.56), the basal shear stress, τb1, is a function of the driving stress, 
τd, ice pressure, Pi, and basal water pressure, Pw1 , as calculated using equation 3.51, and a 
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constant, C, which may be used as a tuning parameter and is based on values used in Benn et al. 
(2007a). 
 
 In the second model, equation 3.57, the basal shear stress, τb2, is calculated in the same way but 
using the basal water pressure, PW2, calculated using the second model, equation 3.52. 
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The two models give two different velocity calculations, U1, and U2.  
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In the first instance (equation 3.58), velocity, U1, is calculated using the flow law rate factors, A 
and n, the total ice thickness, H, and the calculated driving stress, τd, and basal shear stress, τb1. 
In the second model, the calculation is similar but uses a different value, τb2, for the basal shear 
stress: 
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These two alternative models were also compared with velocity given by the Budd sliding law:  
P Q
budd d eU k Pτ=      (3.60)  
 In equation 3.60, the velocity, Ubudd, is a function of the driving stress, τd, the effective pressure, 
Pe, and three empirically derived constants, k, P and Q. The values chosen for these constants 
are, k = 9.2x1006 m year-1 Pa1/2, P = 3 and Q = 3.5, are based on work from Nick (2006) at the 
Columbia glacier. 
 
 Once the velocity is calculated, the strain rate is derived simply from the gradient in velocity, 
U
x
∂
∂ , for each of the 3 different velocity models, and these were used as inputs to the Nye 
crevasse model, assuming that once crevasses reach a given depth, calving will occur.  
 
 Strain rates also allow the estimation of dynamic thinning (equation 3.61), where the principle 
of continuity is used:   
h U H
H U
t x x
∂ ∂ ∂
= +
∂ ∂ ∂      (3.61) 
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In equation 3.61, h
t
∂
∂
, the change in ice thickness through time is derived from H, the ice 
thickness at each point, x, along the flow line and U, the calculated velocity. As the model is 
only a flow line model, lateral spreading is ignored in this analysis, which will likely lead to an 
overestimation of the magnitude of the dynamic thickness change, and potentially the sign, if 
ice flow is converging into the trough. 
 
 If the predicted velocities are wrong then the model will also fail to reconstruct both crevasses 
and dynamic thinning correctly. A test of the modelled velocities can be made with reference to 
the 2005 DGPS data, as velocities and thickness changes were measured at the field sites, some 
of which were close the centre flow line of the glacier.  
 
 Only three of the field site measurements of elevation and velocity were close enough to being 
in direct line along an ice flow vector to be used for the purposes of testing the modelled 
velocities. These were sites 7, 8 and 3. As the maps in Figures 3.9 and 3.10 show, site 7 is 2567 
m from site 8 and site 3 is 1337 m from site 8. The velocity and elevation change at each of the 
measured points were compared with those calculated using the different models in order to 
assess which of the models gave a closer match. 
3.7.2 Modelling Velocities and Crevasse Depths at Helheim Glacier 
 The availability of data for bed and surface topography and velocities along a flow line at 
Helheim glacier (Howat et al., 2005), (see Figure 3.32), meant that a very similar modelling 
exercise to that at Breiðamerkurjökull could be undertaken for Helheim glacier. The two 
significant differences in the Helheim glacier model were firstly the requirement to smooth the 
ice surface slope and secondly, the variable width along the length of the glacier was accounted 
for, rather than using a single average value.  
 
 In such a simple model a reverse slope or flat area at the surface leads to a reverse in the ice 
thickness gradient; this reduces both the basal shear stress and the driving stress to zero giving a 
very unrealistic velocity profile. The ice thickness was therefore smoothed over a distance of 
2500m metres, or between two and three times the ice thickness, this is a fairly standard practice 
in ice modelling, but even so, only 2001 data was used, as other years show much more 
variability in ice surface shape. 
 
 The width of the glacier is a very important variable in the calving model as wider streams 
support less drag and therefore flow significantly faster than narrower streams. As Figure 3.32 
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shows, the width of Helheim varies along the fjord and data from Stearns (2005) were used to 
measure the width at varying intervals using GIS in order to refine the velocities.  
 
 Velocities were calculated for the same models as at Breiðamerkurjökull and as before, strain 
rates and crevasse depths were also calculated. Measured velocities from Howat et al. (2005), as 
shown in Figure 3.32, and from Stearns (2005) were compared against each other and against 
the calculated velocities to assess the success of the model. One problem with the data is the 
mismatch between the basal and surface topography and as Figure 3.32 shows, the two were 
actually taken from different profiles along the surface of the glacier. This may have had a 
significant impact on the calculated velocities compared with the measured ones. The results of 
the modelling exercise are given in Section 4.6, and the spreadsheet with the model set up is in 
Appendix A. 
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Figure 3.32 Graphs taken from Howat et al. (2005) illustrating the following: A) the location of flight 
lines used to measure bed topography (dashed) and velocity (solid line). Note that although these are 
close, they are not the same, possibly introducing some error into the model and making it difficult to 
compare modelled and measured velocities. B) Bed topography and surface elevation. C) Measured 
velocities at Helheim over a number of years, note the increasing acceleration through time.  
 
3.7.3 Large-Scale Strain Rates and Crevasse Analysis in Greenland 
 Conventionally, different datasets should be used to build a model and then to test it (Van der 
Veen, 1999a, p.215), but it is common in glaciology to lack sufficient data to do this. However, 
using velocity data supplied by Stearns and Hamilton (Stearns, 2006, personal communication) 
the predictions of the crevasse models could be applied to four glaciers in Greenland (see Figure 
3.33), including Helheim glacier, to demonstrate how the crevasse criterion can be used in 
B 
C 
A 
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practice. The aim of this part of the work was to calculate strain rates with which to predict 
crevasse depths and to estimate the depths required for calving to occur at each of these glaciers.  
 
Figure 3.33. A diagram of Greenland, showing the location of the four study glaciers on the east coast of 
Greenland (modified from GEUS, 2007). The dark grey indicates ice-free land, the pale blue-grey in the 
centre of the island indicates the continental ice sheet. The picture emphasises the large number of fjord 
systems around the island and the number of outlet glaciers which are channelled through narrow fjords. 
Note that F. Graae glacier is also called Graah glacier in the glaciological literature.  
 
 There are data available for the Kangerdlugssuaq glacier from 3 different dates, 2001, 2003 and 
2005. Over the course of this period, the glacier not only retreated almost 8 km, but also 
experienced a substantial increase in velocity, a dramatic change which ought to be seen in the 
calculated strain rates and associated crevasse depths (see Figure 3.34). The velocities, strain 
rates and calculated crevasse depths were compared against each other to determine if the 
changes predicted by the calving model were observed at Kangerdlugssuaq. 
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Figure 3.34 Satellite image of Kangerdlugssuaq outlet glacier, East Greenland. The yellow line shows 
the position of the terminus in 2005, the blue lines indicate contours of ice velocity in 2001, derived from 
feature tracking of remotely sensed data. The red dots indicate the location of DGPS receivers placed on 
the ice by Stearns and Hamilton in 2005 to record velocity, the white line connecting four of these points 
is the velocity profile shown in the graph in the top right corner (Stearns and Hamilton, 2006). 
3.7.4 Analysing Greenland Data 
 Data from feature tracking of satellite imagery was supplied by Stearns (personal 
communication, 2006) as a grid of polar stereographic x and y coordinates and a velocity 
associated with each position. These were input to ArcGIS software and a filter applied to show 
the velocity field of the glacier.  A main flow line was identified from each dataset and a buffer 
of 100m applied around it. All points within this zone were included within the analysis.  
Velocity gradients were calculated using the same procedure described in 3.4.1, where the 
distance between each point was calculated using Pythagoras theorem from the coordinates, and 
then finding the difference between each velocity measurement to give the strain rate. In the 
case of Kangerdlugssuaq data, the 2001 terminus was chosen as the base end point for all 
surveys, so that the analysed data from each year can be compared on the same axis.  
 
 Once the strain rate at each point had been calculated, it was input to the Nye model to give an 
estimated crevasse depth at each position. Experiments were also carried out, to see how adding 
a water fill of 5m would alter crevasse depths, and thus potentially the stability of the terminus. 
This procedure was applied to data from all four of the glaciers but in addition at Helheim and 
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Kangerdlugssuaq, the strain rates were used as inputs to a LEFM model in order to compare the 
predicted crevasse depths. Experiments were also run with water fills using Van der Veen’s 
(1998b) model for these two glaciers and the results compared with the Nye model. 
 
 For simplicity, a uniform density profile was assumed, and in the Nye results no yield criterion 
was included. Values for rate factor A were taken from Paterson (1994) as the temperature at 
these glaciers is likely to be significantly colder than at Breiðamerkurjökull and as results in 
Section 3.2 show, the rate factor is one of the most significant variables in all of the models.  
 
 A significant problem in analysing this data was the problem of feature tracking coverage on 
fractured glacier surfaces. In particular at Kangerdlugssuaq in the 2003 and 2005 data, the grid 
of velocity points is very patchy and broken, probably as a result of the increase in velocity 
which is likely to have increased crevassing and which it is correspondingly harder for feature 
matching algorithms to track. Similarly the chosen flow lines from each dataset also differ 
slightly as there are large data gaps, particularly in the 2003 and 2005 datasets. Although the 
flow lines may not exactly match (especially the 2005 and 2001 flow lines), the velocity field 
indicates that the flow lines are connecting areas of similar velocity. 
 
 This chapter has given a description of the methods used in this study. The results are presented 
in the following chapter. 
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4. Results 
“Ac ne forte roges quo me duce, quo lare tuter, 
nullius addictus iurare in verba magistri, 
quo me cumque rapit tempestas, deferor hospes” 
"And lest by chance you ask by which leader, by which school of thought I am sheltered, 
 I, bound to swear into the words of no master,  
am carried off as a guest, whithersoever the storm takes me." 
Horace (Epistle1, lines 13-15) 
 
 The results of two field seasons and analysis of numerical models are presented in this chapter, 
the aim of which is to present observations of calving and crevassing in order to assess the value 
of the crevasse depth calving model and to demonstrate some applications of the model.  
 
 The field site is described in detail to give the context of the fieldwork in Section 4.1. Calving 
observations show the range of calving processes operating at Breiðamerkurjökull and indicate 
the importance of crevasses as a pre-conditioning factor. The highly fractured ice surface is 
mapped and shows that both high strain rates and high tensile stresses are present, both of which 
suggest that the dynamic thinning feedback is important. This is pursued in the second section 
of this chapter where the results of a strain and stress analysis at the glacier surface are 
presented and show how important it is to fully understand local processes to explain crevasse 
patterns. Strain rates are also used to estimate dynamic thickness changes at the field sites which 
are compared with measured thickness changes in Section 4.4. Crevasse depths were measured 
as part of the field work and these are compared in Section 4.3 with modelled depths in order to 
test different crevasse models and incorporate the best fit into a calving model. Results from a 
simple version of the calving model are shown in the fifth part of the chapter, where data from 
Breiðamerkurjökull is used as a boundary condition, the results are presented here showing how 
the crevasse depth calving model can be applied to gain meaningful results which compare well 
with measurements made at the field site. This approach is further extended in the final section 
to illustrate how even a simple version of the model can be applied to areas where the only data 
available is remotely sensed, in this case, using a Greenlandic data set provided by Stearns and  
Hamilton (2006).  
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4.1 Field Site Observations  
4.1.1 Breiðamerkurjökull: Glacier Characteristics  
 Breiðamerkurjökull is an outlet glacier of the Vatnajökull ice cap in South East Iceland as 
described in Sections 2.6 and 3.2. Field work focused on the calving cliff, where observations of 
calving processes were made, and on selected parts of the glacier surface for the purposes of 
testing crevasse models and analysing strain rates and stresses (Figure 4.1). 
 
 
Figure 4.1 Aster 2004 image of the surface of Breiðamerkurjökull, significant geomorphological features 
are pointed out by the arrows in image A. The red box shows the location of image B, where field sites 
are marked with red dots, numbering refers to the field sites described in the text. Sites 7 and 8 were 
surveyed in 2004 and sites 1 to 6 in 2005.  
 
 Breiðamerkurjökull has been mapped extensively in the past, including sub-glacially, using 
airborne radio echo sounding in 1991 (Björnsson et al. 1992); its topography, bed, lake 
shorelines and the 2005 ice front are shown in Figures 4.2 and 4.3 and are modified from 
Björnsson et al. (1992). There are three distinct lobes (Björnsson et al., 2001) but for the 
purpose of this thesis, only the larger, eastern lobe is considered. The subglacial topography of 
this eastern lobe is characterised by a large and deep trough, > 250 m below mean sea level at 
its maximum depth, which coincides with a fast flowing ice stream-like feature. The trough 
extends in front of the current glacier front and is filled with a lake, Jokulsárlon, where there is a 
wide calving cliff (~4km long). The fast flowing ice is flanked on either side by slower moving 
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ice, with a large shear zone on either side visible from the fracture patterns associated. The 
fracture patterns and their implications for glacier flow are discussed further in Section 4.1.3. 
Other parts of the terminus of Breiðamerkurjökull are predominantly land based with a second 
water-terminating calving cliff at Breiðárlon. Eight field sites were set up behind the terminus to 
measure and analyse strain rates and fracture patterns in detail and are marked on Figures 4.2 
and 4.3 as small black triangles. 
 
 Evidence cited by Björnsson et al. (1996) shows that the trough beneath Breiðamerkurjökull 
was excavated during the Little Ice Age advance when the glacier reached its maximum extent 
around 1896, close to the current Atlantic shoreline. The lake is first identified in maps from 
1945, and shortly after this calving activity started to become significant (Evans and Twigg, 
2002). The retreat history is considered in more detail in Section 4.4.  
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 The subglacial topography is undoubtedly significant for the current glacial processes occurring 
at Breiðamerkurjökull; note for example in Figure 4.3 that the 2005 front is very close to the 
maximum depth of the trough and suggests that the terminus may be close to buoyancy in the 
centre, thus promoting tabular calving. At the margins however, both the actual depth and the 
gradient in lake depth is relatively shallow, and as the hierarchy of calving processes in Section 
2.1 suggests, other calving processes such as waterline melting are likely to be more significant 
to the calving flux.  
 
 The numbers in Figure 4.3 refer to the 8 field sites on the glacier where measurements of strain 
rate and crevasse depth were made. As the figure shows, these sites are predominantly above the 
trough, but only site 7 is located above the deepest part of the trough. Site 6 is fully outside the 
topographic depression and behind the land based terminus for comparative purposes. The other 
sites are generally to the side of the ice stream, in the area where the fracture patterns suggest 
shearing due to the transverse velocity gradient, is an important process. The fracture patterns 
on the surface of the glacier are shown in Figures 4.15 to 4.20 and observed fracture patterns 
and their significance to calving are discussed in Section 4.1.3 below.  
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4.1.2 Calving Observations at Breiðamerkurjökull 
 As the literature makes clear (Section 2.1), there are a wide range of calving processes which 
affect the rate of calving and the position of the terminus. On fast-moving tidewater glaciers, the 
calving model emphasises the role of first order effects, those caused by longitudinal stretching 
and high velocity gradients, as the key control on terminus position, with second and third order 
effects superimposed on top of this base calving rate. The relative importance and rate of these 
first, second and third order effects controls the position of the terminus and the rate of advance 
or retreat. At Breiðamerkurjökull, a range of calving processes were observed and although it is 
difficult to determine the exact mix of different processes occurring, generalisations of the 
importance of different calving processes can be drawn based on successive surveys carried out 
at the glacier terminus. Data from the surveys is presented in full in Appendix B and this section 
presents some selected data from the theodolite surveys and qualitative observations. 
 
 The entire terminus was surveyed (as described in Section 3.2) from two positions on the 
shoreline, as shown in Figure 4.2. The diagram in Figure 4.4 shows the plan view of the 
terminus, as taken from a survey made on the 12th August, 2005 from the eastern side of 
Jokulsárlon. The data collected from this side was generally better as there were fewer icebergs 
obscuring the view of the calving cliff and as the survey point was also closer to the terminus 
ice front features could be identified with greater confidence. Only data from the east surveys is 
presented here, but data from the western surveys is given in Appendix B. Even so there are a 
few points where icebergs blocked the cliff or, because of the angle of the terminus, survey 
points could not be made, hence the gaps between some of the adjacent points on the map 
below. The obvious protruding part of the terminus, which obscured part of the cliff from view, 
corresponds to the part of the terminus where large tabular icebergs were observed detaching in 
a calving event on the 1st September 2005. 
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Figure 4.4 A map view of the terminus calculated from the survey data gathered from the east survey 
point. Each blue point represents a surveyed point. The data gap indicated is a result of the shape of the 
terminus obscuring part of the calving cliff from the survey position. Note the labels indicating the east 
and west side of the terminus.  
 
 During the processing of the data shown in figure 4.4, the horizontal distance between each 
survey point was calculated in order to plot the position of significant features such as waterline 
grooves and cliff heights along the calving front. In the following figures, the distance along the 
front thus refers to the total length of the calving cliff rather than the straight distance from one 
side to the other. The straight distance between two points at either end of the calving cliff was 
measured to be 4.6km using RTK-DGPS measurements (see Sections 3.5 and 4.4).  
 
 The height of the cliff was measured all the way along using survey techniques and this is 
plotted against the absolute length of the calving cliff in Figure 4.5 below.  
West 
Data gap 
East 
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Figure 4.5 A graph showing the height of the calving cliff. Note the highest parts of the cliff are found in 
the centre of the cliff, with the margins being much lower, possibly due to buoyant effects. 
 
 The distinctive saw-tooth shape of the cliff top is due to the presence of inter-crevasse ridges 
outcropping on the cliff and forming distinctive pinnacles (see Figure 4.6). The highest part of 
the cliff is 52m above the waterline, in line with evidence from the literature which suggests that 
calving cliffs are rarely more than 60m above the waterline (Van der Veen, 1996). The highest 
part of the calving cliff is in the centre of the calving front, coinciding with the deepest part of 
the trough and suggesting that the increase in height in this part is due to buoyancy. 
 
 
Figure 4.6 A photograph showing the ice front, taken from the western side of Jokulsárlon. Note the ice 
pinnacles at the front coinciding with ridges between crevasses.   
Ice pinnacles 
East West 
Data 
Gap 
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4.1.2a Buoyant Calving  
 Buoyant calving producing tabular icebergs of tens of metres in length and width is well 
represented at Breiðamerkurjökull (see Figure 4.7). 
 
 
Figure 4.7 Photographs showing buoyant calving occurring at Breiðamerkurjökull, Note the large tabular 
icebergs in the middle of picture B; picture A shows the fracturing process in more detail. Tabular bergs 
were commonly observed among the icebergs on Jokulsárlon; this break up event, where a large piece of 
ice broke away from the terminus and is in the process of breaking into four smaller icebergs was 
observed in early September 2005. Note that the fractures between the icebergs are filled with a melange 
of ice and water, similar to that observed in Antarctic ice shelf rifts. The red D in the picture refers to 
fractures shown in Figure 4.15 and 4.17. 
 
Tabular calving events may not be very frequent; however, the sheer size of the icebergs shown 
in Figure 4.7 illustrates that they remove a large amount of mass from the front of the glacier in 
each event. This calving event occurred in the area of transverse crevassing behind the calving 
front, in the area where ice velocities are highest and the line of detachment of the iceberg is 
parallel to the crevasse patterns, suggesting that fracture occurred along a pre-existing crevasse. 
 
 The extent of the terminus close to buoyancy can be estimated based on the presence of 
waterline notches (Figures 4.8 - 4.10). These may result from changes in the water level in the 
lagoon, possibly due to either tidal or run-off fluctuations. However, where multiple notches 
exist and can be shown to have a pronounced tilt across their lengths, then their existence can be 
unambiguously attributed to buoyant forces. There is a gap in the observations in all of the 
graphs presented here, due to the angle of the calving front. Part of this gap in the observations 
D 
A B 
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is shown in the photograph in Figure 4.6, where the notches are clearly visible, from which we 
can infer that a substantial part of the terminus is dominated by buoyant calving processes. 
 
Figure 4.8 Photographs (2005) showing 2 tilted waterline notches (picked out with red dotted lines). 
Note the angle tends to increase as each new one forms at the base of the ice cliff. This ice block was still 
attached to the ice front when the photo was taken but later became detached in the tabular calving event 
depicted in Figure 4.7. 
 
 The position and tilt of waterline notches are plotted in Figures 4.9 and 4.10. Waterline notches 
may also exist in areas not close to buoyancy, so Figure 4.10 includes only those locations 
where several notches, at different heights above the waterline, were visible on the ice block. 
The total amount of the terminus showing tilted waterline notches gives an indication of how 
much of the terminus is buoyant or close to buoyancy, and thus how much of the terminus is 
likely to be controlled by tabular calving events.  
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Figure 4.9 Distribution of tilted notches along the front of Breiðamerkurjökull. Note that this survey 
started on the west side and continued to the east. The shape of the cliff obstructed the view of the 
terminus between 3500 and 5000 metres, an area shown in the photo in Figure 4.8. Where multiple 
notches are present in one column of ice, notch one refers to the first notch above the waterline, in many 
cases, this notch is in fact visible on the waterline; the notches are then counted successively upwards.  
 
 Figure 4.9 shows the distribution of waterline notches along the calving front and this includes 
the current waterline groove (notch 1) which in some cases has been enlarged vertically to 
almost a metre above the surveyed waterline. This is due either to the length of time the ice has 
been at the calving front or to variations in water level. The time taken to form a waterline notch 
depends to a large extent on the temperature and circulation pattern of the water body (Eijpen, 
2003; Haresign, 2004, 2005). In the case of Breiðamerkurjökull this information is not 
available, however the presence of very deep notches at some parts of the calving cliff suggest 
that waterline melting is an active and/or long-lived process here. 
 
 Raised and tilted waterline notches, as shown in Figure 4.8, are easily observable in the field 
where observations indicate that multiple events are occurring at intervals along the calving 
front. With each calving event, the cliff floats higher in the water and a new notch starts to form, 
with the older notches tending to having a steeper angle of tilt. This pattern of multiple notches 
with a steadily increasing tilt is illustrated in Figure 4.10 where selected notches are shown in 
their location along the calving front. The legend below lists the surveyed length, the angle of 
the notch with the waterline, θ, and the location of the start of the notch along the calving front.  
West 
East 
Missing observations 
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Figure 4.10 Graph showing waterline notches and their relative tilt, θ, and length in metres. Note that 
some notches appear on the same blocks where up to four notches can be recorded at different heights, 
the same notches can often be traced in continuous lines for tens of metres across different ice blocks. 
 
 The graph in Figure 4.9 indicates that around 4 km of the total length of the calving cliff is 
likely to be buoyant or close to buoyancy, the remaining 2km is more likely to be dominated by 
other calving processes. For flotation to occur ice must thin to a critical thickness and be 
grounded in water of a critical depth; Van der Veen (1996) suggests that the ice must be at least 
20% thicker than the water in which it is grounded to remain grounded. The presence of 
buoyancy at Breiðamerkurjökull indicates that as the glacier retreated into deeper water, it has 
also thinned over the course of its retreat. Dynamic thinning is an important feature of the 
crevasse depth calving model and is also obvious in the record of the past 100 years at 
Breiðamerkurjökull. It is pursued in more depth in Section 4.4. 
 
Missing 
observations 
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4.1.2b Observations of Other Calving Processes 
 The total length of the calving cliff as presented in Figures 4.5, 4.8 and 4.10 is slightly 
misleading as the completely straight width of the front is only 4.6 km (see Figure 4.11); the 
greater part of the length is actually the circumference of the protruding part of the calving cliff 
pointed out in Figure 4.7 and Figure 4.11. While the length of this circumference emphasises 
how important buoyant calving is as a mass loss process, on either side of this area, the evidence 
to distinguish different calving processes is more equivocal.   
 
Figure 4.11 Enlargement of part of Figure 4.3 showing the basal topographic contours. The 2005 calving 
front is marked by the black line and was plotted using Real-Time Kinematic DGPS. The red letters refer 
to different parts of the calving cliff described in the text. Area P is the protruding, buoyant part of the 
calving cliff, area Q is the area of predominantly first order calving controlled by highly fractured blocks, 
area R is the location of the melt-driven calving shown in Figure 4.13. The two locations marked with a 
dot indicate the locations on the east, E, and west, W, side of Jokulsárlon, from which surveys of the ice 
front were taken.  
 
The area to the west of the buoyant front, marked with a Q in Figure 4.11 is characterised by 
high and fresh-looking cliffs, with a small waterline notch at the bottom, but no evidence of 
raised notches. The ice appears to be grounded and the freshness of the surface suggests that it is 
actively calving. This area on the western side of the cliff coincides with a highly fractured part 
of the calving front, where the inner part of the margin of the ice stream meets the lake. It seems 
P Q 
R 
 .W 
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likely that calving here is mainly driven by first order processes (see Figure 4.12). Note that in 
the photographs below, one of the crevasses is clearly filled with water and also the presence of 
fresh calved faces on the lower parts of the cliff. 
 
Figure 4.12 Photographs from area Q of the calving terminus with the complex fracture patterns behind 
the calving cliff clearly visible. There is evidence of water fill in at least one crevasse in image A, and 
image B shows a distinctive fresh calved face. Image C shows the area in the context of the calving cliff 
as a whole.   
 
 Given the observations in Figure 4.12, the calving processes in area Q are likely to be a 
combination. The lack of significant waterline notches suggests that first order processes, and 
perhaps submarine calving, are the most significant. The presence of highly fractured surface in 
the area behind the cliff strongly suggests that the presence of old crevasses may control the rate 
of calving. 
 
 At location R by contrast, successive photographs, (Figure 4.13) taken in August 2004 and July 
and August 2005 indicate that the process of waterline melting dominates. The process of 
waterline melting may be very slow but it does eventually lead to calving. The first calving 
event occurred some time between the 20th and 24th of July 2005.  
C 
A B 
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Figure 4.13 A sequence of three photos from the same location. Calving triggered by the formation of a 
water line notch is shown in the first and second pictures. The calving event occurred some time between 
the 20th and 24th July 2005. In the third picture, the local stress gradient was too high to maintain the 
calving face, and a subaerial serac is calved very shortly after the first event. Note that at both fracture 
locations, the trace of a former crevasse filled with debris and picked out with the dashed red line, is 
clearly visible, indicating a pre-existing line of weakness.  
 
 Once the first piece had calved, the stress gradients across the remaining block were so high 
that the second calving event occurred very soon after the first, again exploiting a pre-existing 
crevasse trace. Figure 4.13 illustrates the importance of pre-existing crevasses and crevasse 
traces in calving events, where the calving process at this location is driven by waterline 
melting. The two calving events occurred close to the western shore of Jokulsárlon where the 
ice is grounded in shallow water and covered in a thick layer of debris from the medial moraine 
which sweeps down from the Esjufjöll nunataks. As the dates on the photos indicate, calving 
driven by waterline melting can be a very slow process, since the energy balance at the 
waterline is the most important control on melt rates.  
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 It has long been suspected that water accumulation in crevasses is a significant factor in calving 
processes (see Section 2.1.3), especially in causing ice shelf break-up, for example (Vaughan 
and Doake, 1996). Aerial views over Breiðamerkurjökull show that water is accumulating in 
some crevasses close to the calving margin (Figure 4.14) and this may be an important factor in 
enhancing the propagation of fractures, a process modelled and explored further in Section 4.3.  
 
 
Figure 4.14 Oblique aerial photographs taken in September 2005 showing evidence of water filling 
crevasses close to the calving margin of Breiðamerkurjökull. 
 
 These observations imply that although a full range of calving processes do occur at 
Breiðamerkurjökull, the mass flux appears dominated by second order processes, particularly 
buoyant calving. In all cases pre-existing crevasses, or crevasse traces are demonstrably 
important as pre-conditioning for calving, and the idea of strain rates being the primary control 
on calving behaviour is validated, suggesting that, as crevasses are important in calving 
processes, the Benn et al. (2007a,b) calving model will provide a good approximation of the 
position of the margin.  
4.1.3 Fracture Patterns on the Glacier Surface 
 The observations of calving processes presented in Section 4.1.2 show how important crevasses 
are as pre-existing lines of weakness and as a control on calving rate. Crevasses open up in 
response to internal stresses within an ice mass, are external markers of strain (Van der Veen, 
1999) and a map of the fracture patterns across the whole glacier not only indicates lines of 
weakness which may be exploited by calving processes in the future, but also indicates patterns 
of strain rate, velocity and small and large-scale stresses, thus providing insight into ice 
dynamics. 
 
Water fill in crevasses 
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 Figure 4.15 presents a map of crevasses, drawn from aerial photos taken in 2003, showing the 
general trends of the fracture patterns behind the calving front. For reasons of clarity some 
crevasses were omitted but the general pattern not only gives an idea of the forces active within 
the ice mass, they also allow us to compare the mapped crevasse patterns at each of the field 
sites (shown in Section 4.2) with the larger scale fracture patterns to give an idea as to how 
representative the results presented in this thesis are compared with the glacier as a whole. The 
obvious pattern visible in the crevasses in Figure 4.15 is of crevasses sharply angled away from 
either margin of the glacier, sweeping up-glacier from the direction of flow. In the middle of the 
front of the glacier, the orientation is more or less parallel to the calving front. 
 
 
Figure 4.15 Map of crevasse patterns on Breiðamerkurjökull drawn from aerial photos taken in 2003. 
The blue lines shows the lake shoreline and major rivers in the field area, the solid black line shows the 
extent of the glacier margin, short lines represent crevasses. Note that for reasons of clarity not all 
crevasses are drawn in. Red letters are explained in the text.  
 
 The red letters in Figure 4.15 refer to areas of particular interest and are described below. 
A 
B 
C 
B 
D 
E 
F 
G 
H 
Shoreline 
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A refers to the distinctive central section of the glacier where transverse crevasses dominate, as 
shown also in the photos in Figures 4.17 and 4.18. This type of crevassing indicates intense 
stretching with little lateral drag, probably resulting from acceleration of the glacier as it 
approaches the water body. Such regular and intense crevassing implies that dynamic thinning 
is a significant process here due to the longitudinal stretching. The fractures are parallel to the 
water body and are thus well aligned to cause calving events in the future. Only site 7 is in this 
zone, as access was very difficult; however, sites 3 and 8 are in areas close to it and with a 
similar fracture orientation. 
 
 The presence of regular deep fractures behind the front is in sharp contrast to those in the areas 
marked with a B (see also Figure 4.20), where fractures, if there are any, are largely 
longitudinal, and in some cases have been deepened and extended by meltwater forming 
runnels, a process particularly marked in the area marked with an E. Note that while these 
crevasses appear to be chevron crevasses formed as a result of valley side drag, the lines show 
that many of these are long, and aligned perpendicular to the ice margin in this area. This is 
another example of meltwater exploiting a pre-existing fracture pattern. The ice in these areas 
appears almost stagnant with very few fracture patterns, as the almost complete absence of 
crevasses suggest. Field observations indicate that the runoff channels can reach depths of 
several metres, suggesting these are long-lived features on the surface of a stable ice mass. Site 
6 is located in an area with these characteristics, close to the B marked on the west side of the 
map.   
 
 The crevasses at the very front part of the glacier terminus, indicated with the letter C, show a 
very characteristic splaying pattern, seen at several calving termini, sometimes leading to a 
calving embayment forming (Hughes, 2002). It is possible that these form as a result of 
localised buoyancy, and these fractures certainly represent active lines of weakness that will 
lead to the break up of a section of the front, possibly as a result of calving activity on either 
side of the front forming a prominent nose which sticks out of the calving front with little lateral 
support.  
 
 The area marked with a D shows the large tabular icebergs also shown in Figures 4.7 and 4.17. 
The area immediately behind the D appears to be rather stable, and coincides with the locations 
of sites 1 and 2. Although there are obvious deep crevasses in this area, they are not as 
chaotically fractured as the shear zone or indeed as in areas A and C. However, there is clearly 
some active calving occurring, which is apparently also partially destabilising the buoyant part 
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at the calving front. To the west, the glacier front has fewer crevasses and appears to be stable 
and probably grounded in relatively shallow water. 
 
 The blank area indicated with the letter F on the map is an area that field observations 
confirmed has remarkably few crevasses, but which is followed immediately down stream by an 
area of very intense crevassing, also visible on the fracture map. When viewed obliquely, there 
is a pronounced concave hollow on the glacier surface, with a small reverse slope on the calving 
front side. This dip on the ice surface may be related to bed topography as Figure 4.3 suggests it 
is in the area of maximum depth in the trough. This area of weak crevassing also coincides with 
the onset of the surface concavity and suggests that the ice accelerates further at this point, with 
a corresponding onset of transverse crevasses and dynamic thinning down stream. This area is 
illustrated in Figure 4.16 and is close to sites 3 and 8, where both sites were outside the main 
zone of transverse crevassing but still in the zone of fast moving ice.  
 
 On either side of the central, transverse crevassed zone, indicated by letters G and H in Figure 
4.15, the crevasses are angled away in a typical chevron shape (Nye, 1952), indicating lateral 
drag from the trough sides and slower moving ice on either side of the main ice stream. The 
shear zone on both sides is an area of chaotic fracture patterns, difficult to navigate and complex 
to map from photos. This is particularly true on the eastern side in area G, where a steep change 
in elevation is obvious from field observations, coinciding with the zone of complex fracture on 
the map, and a steep gradient in bedrock topography shown in Figure 4.3. Field sites 4 and 5 
were located in the shear zone. Site 5 in particular was in an area much affected by lateral 
velocity gradients, with complex fracture patterns. Site 4 was higher up the glacier close to site 
3 but well within the zone of chevron crevasses. To illustrate how these fracture patterns look in 
the field, oblique photographs taken from the air are presented in Figures 4.16 4.20 to illustrate 
the complexity of crevasses on the surface of the ice mass.  
 
 Figure 4.16 shows a wide view of the accelerating front of the glacier and Figures 4.17 and 
4.18 show the transverse crevasses directly behind the calving front. Figure 4.19 shows the area 
of the western shear margin between the very fast moving ice and the slower moving medial 
moraine; note the very complex fracture patterns. Figure 4.20 is an area in the more or less 
stagnant ice outside of the ice stream. There is a striking difference between the areas shown in 
these photographs, but most importantly they all illustrate the natural complexity of crevasse 
patterns. Such complexity is a marked contrast to the simple assumptions of the crevasse 
models, but evidence presented in Sections 4.2 and 4.3 shows that in spite of the considerable 
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complexity in crevasse patterns, simple analysis can explain these and make good predictions of 
the local strain rates and stresses . This is explored further in chapter 5. 
 
 
Figure 4.16 An oblique aerial view down glacier showing fracture patterns in areas A, F and G from 
Figure 4.15. Note that the relatively sparse crevasses in area F are followed by many more immediately 
down stream, and in contrast to the extensive fracturing in the foreground and in area A.  
 
 
 
Figure 4.17 An aerial photograph showing the area of transverse crevassing behind the calving front; the 
black lines perpendicular to the calving front are tephra bands. Note the area of chaotic blocks to the left 
of the main flow line. The large tabular bergs marked with a D are the same as those shown in Figure 
4.7. 
 
Blocks Tephra band 
A 
G 
D 
A 
F 
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Figure 4.18 An aerial view over the transverse crevasses behind calving front in location A. Note the en 
echelon structures of successive crevasses, indicated with the dashed red lines, which are very common 
structures on the surface of the glacier. Also, note that the spacing is extraordinarily regular between 
crevasses and although systems of crevasses occur, they do not always connect directly with one another 
along a line. The crevasses are broadly parallel, but not exactly, probably a reflection of uneven local 
stress patterns. Estimated spacing between crevasses in this zone varied between about 20m and 50m.  
  
~50m 
A 
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Figure 4.19 This oblique aerial photograph shows the transition from the zone of transverse crevassing to 
the slow moving ice at the margin. The shear zone is clearly picked out by the more chaotic crevasse 
patterns caused by the frictional drag against the slower ice, marked as area H on the photo. This area of 
complex crevasse patterns made accessing the central ice stream very difficult. The black area at the top 
of the image is a large medial moraine. 
 
 
 
Figure 4.20 An aerial view over the slow moving ice outside the area of the ice stream; this part of the 
glacier is between the two medial moraines shown in Figure 4.1. The black arrow indicates direction of 
ice flow. Note the absence of large crevasses. The linear features parallel to flow are small longitudinal 
crevasses and meltwater rills and channels. In the foreground crevasse traces can also be clearly seen. 
Crevasse traces 
H 
B 
E 
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4.2 Strain Networks  
 This section presents in detail field data from each of the eight sites where measurements were 
made. Strain rates were measured both to determine if models linking strain and crevasse depth 
can be used as a calving criterion, and to calculate rates of dynamic elevation change. The 
problem of relating local strain rates to local stresses and crevasse patterns has been little 
studied. Those studies that do appear in the literature are somewhat contradictory and 
problematic, but strain rates calculated from remote data are nevertheless important within the 
field of glaciology generally and also for the crevasse depth calving model. The two field sites 
in 2004 and six in 2005 were all chosen with consideration for crevasse geometry, patterns 
representative of the glacier as a whole and ease of access. Velocity and strain rates varied 
widely between the field sites giving a representative sample of the structures and processes 
found on the glacier.  
 
 The sections below have the same format and include a scale diagram showing the position of 
stakes and crevasses relative to each other at each field site followed by a description of the 
strain rates. A table showing calculated strain rates and the associated uncertainty per year is 
given for all sites at the end of this section (Tables 4.9 to 4.15). For each field site the number 
of days over which survey measurements were taken is listed, as is the average velocity and 
measured surface lowering in m day-1 (which includes both ablation and dynamic thickness 
changes) and the location in WGS84 co-ordinates for the position of the stake network, 
measured using differential GPS. Also listed is the height, which refers to the elevation of the 
surface of the glacier at the start of the survey. This measurement is corrected from DGPS 
measured elevations using the Hjörsey (1955) datum and a local survey pillar, which represents 
a height above mean sea level as described in Section 3.5.  Uncertainties in the conversion 
mean that absolute height is known to decimetre values only.  The open arrow on each diagram 
indicates the direction and speed of ice flow. In each diagram, the positions of the stakes are 
shown by purple dots and crevasses are represented by black lines. Note that in all cases the 
crevasses were considerably wider than portrayed by the diagrams and stake positions were 
determined largely by what was possible. The closed arrows on each diagram indicate the 
large-scale patterns of tensile or compressive strain rates, the detail of which is given in Tables 
4.9 to 4.15. Note that the small scale detailed strain rates portray a more complex picture than 
the larger scale, and the description below each diagram describes and interprets the significant 
characteristics of each site.  
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 In considering these strain diagrams it may be helpful to imagine that each field site is like a 
square rubber sheet under tension, where additional stretching in one direction causes 
compression in the other, however the applied stress may not be evenly distributed across the 
square, causing stretching and compression to vary internally within the square. Generally 
strain rates across field sites reflect the velocities and crevasse patterns with longitudinal 
stretching in the direction of flow and compression transverse to flow, with two notable 
exceptions. However, within each strain network apparent anomalies in sign and magnitude of 
strain rate show that stress is expressed unevenly across the network. This is important when 
making inferences about general strain rates and suggests it is important to use a larger scale 
when calculating strain rates. 
 
4.2.1 Site 1 
 
 
Figure 4.21 Diagram of field site 1 from surveyed positions. The purple dots indicate the location of the 
stakes, the black lines show the orientation of the crevasses, also identified from surveyed positions. The 
single arrow indicates the direction of flow and the north arrow orientates the whole network with 
respect to the grid north. The arrows represent the direction and magnitude of  the strain rates within the 
network. The numbers refer to the stakes within the network, strain rates between each stake and all the 
others are given in Table 4.9. The scale is shown at the bottom.  
 
 Site 1 was located approximately 1.9 km from the calving cliff in an area close to the 
transverse crevasses of the ice stream but still influenced by the shear of the ice stream margin. 
Stakes were placed on ridges between crevasses that ran continuously across the glacier but 
crossing these crevasses was very difficult as they were wide with few bridges between them.  
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 Strain rates at site 1 are extensional down one side and compressive down the other. This 
pattern at site 1 is the only field site to deviate from that which would be expected given the 
measured velocity and crevasse patterns. It is hard to explain in contrast to the measured strain 
rates at other sites but it is possible that lateral drag is having an effect on the direction of strain 
at this network. Closer inspection reveals that the strain rate between stakes 5 and 1 is in fact 
only tensile between stakes 6 and 1, but compressive between 6 and 5. Given that the eastern 
side of the network is closer to the ice stream, the opposite pattern of compression and tension 
would actually be expected. The diagonal strain rates are closer to predicted, with positive 
extensional strain between diagonally opposite corners, which suggests that the front part of the 
network is stretching away from the back, as would be expected in an accelerating part of the 
ice front, and the ice stream side is accelerating faster than the side closer to the slow moving 
margin. The transverse strain rates are mainly compressive, which does not appear to be 
consistent with longitudinal contraction and thinning, suggesting that there may have been a 
simple surveying error with one or perhaps more of the stakes.  
4.2.2 Site 2 
 
 
Figure 4.22 Diagram of field site 2 from surveyed positions. The purple dots indicate the location of the 
stakes, the black lines show the orientation of the crevasses, also identified from surveyed positions. The 
single arrow indicates the direction of flow and the north arrow orientates the whole network with 
respect to the grid north. The numbers refer to the stakes within the network, strain rates between each 
stake and all the others are given in Table 4.10. The arrows represent the direction and magnitude of  the 
strain rates within the network. The scale is shown at the top. 
 
 Site 2 was located approximately 0.8 km from the calving cliff in an area of shear crevasses 
and relatively slow-moving ice. The crevasses appeared old with rounded edges and rounded 
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ridges in between. The site was close to site 1 and the crevasses and ridges in between are 
continuations of those at site 1. This area is closer to the medial moraine, which marks the 
margin of the ice stream, than site 1 and consequently site 2 was well inside the zone of shear. 
A surveying error at this site meant that figures from site 8 have been omitted from Table 4.10 
as the strain rates relative to it are unknown.  
 
 The strain rates displayed over the whole strain network are consistent with stretching in the 
direction of ice flow (between 1 and 5 and 2 and 7), being balanced by contraction in the 
directions perpendicular to it (in this case between 1 and 2 and 5 and 7) transverse to ice flow. 
The slightly higher tensile strain between 6 and 1 is thus balanced by a compressive strain 
between 5 and 2. The reason for this diagonal imbalance may be due to the position of the field 
site, where the right side of the diagram (stakes 1 and 5) is closer to the faster moving ice 
stream than the left and the pattern of strain is thus reflecting the effects of lateral drag. The 
small scale patterns within the network are mainly consistent with this pattern, except for 
between stakes 6 and 7 where the measured strain rate is negative, implying that the crevasse 
between the two is closing. Most of the tensile strain between stakes 1 and 6 is therefore taken 
up between 1 and 7. Similarly the compressive strain rate between stakes 4 and 5 reflects the 
compressive stress between stakes 5 and 2 and 5 and 7, rather than the tensile stress between 5 
and 1. 
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4.2.3 Site 3 
 
Figure 4.23 Diagram of field site 3 from surveyed positions. The purple dots indicate the location of the 
stakes, the black lines show the orientation of the crevasses, also identified from surveyed positions. The 
single arrow indicates the direction of flow and the north arrow orientates the whole network with 
respect to the grid north. The numbers refer to the stakes within the network, strain rates between each 
stake and all the others are given in Table 4.11. The paired arrows represent the direction and magnitude 
of the strain rates within the network. The scale is shown at the top. 
 
 Site 3 was located approximately 4.4 km up-glacier from the calving cliff in an area of mainly 
transverse crevassing, many of which appeared freshly initiated, with relatively sharp edges 
and little of the large rounded whaleback ridges between crevasses characteristic of older 
crevassed areas observed at site 2. There was a good deal of surface water at this site and 
crevasses C , E and D all contained pools of water. There was also a moulin with water 
constantly pouring down it at the point where crevasses A and D met each other.  
 
 The overall pattern of strain rates at site 3 are as would be expected for a site close to the 
central flow line of the glacier, the strain rate is tensile in the direction of flow, with consequent 
compression measured transverse to flow. On a smaller scale though, site 3 demonstrates the 
same complexity characteristic of all the sites. For example, between stakes 3 and 6 the overall 
pattern is stretching but between 6 and 2 the strain is compressive, and between 2 and 3 it is 
tensile. This pattern makes sense if we consider that the ice is moving downstream at variable 
rates, and within site 3, stakes 6 and 3 are moving faster than stake 2. Likewise, stakes 1 and 4 
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are moving faster than stake 5, giving a stretch between the former, but compression between 4 
and 5, and the magnitude of this means a compressive strain rate is measured between stakes 1 
and 4. In effect the larger scale pattern is unevenly distributed across the surface of the glacier, 
with some crevasses or blocks taking up the strain more than others.  
 
4.2.4 Site 4 
 
 
Figure 4.24 Diagram of field site 4 from surveyed positions. The purple dots indicate the location of the 
stakes, the black lines show the orientation of the crevasses, also identified from surveyed positions. The 
single arrow indicates the direction of flow and the north arrow orientates the whole network with 
respect to the grid north. The numbers refer to the stakes within the network, strain rates between each 
stake and all the others are given in Table 4.12. The paired arrows represent the direction and magnitude 
of  the strain rates within the network. The scale is shown at the top. 
 
 Site 4 was also located approximately 4.4 km from the calving cliff, close to site 3 but in the 
area of shearing to the west of the ice stream. Although crevasses here appeared less fresh than 
at site 3, they still appeared newer than crevasses closer to the ice front, with relatively well 
defined sharp edges, but also the large rounded whaleback ridges between crevasses 
characteristic of the shear margin. As with sites 1 and 2 these were part of the same system of 
crevasses which made up site 3 but closer in to the margin and the shear zone. Note that due to 
a survey error, the strain rates relative to stake 4 are unknown, and are omitted from this 
analysis and Table 4.12. 
 
 The pattern of strain rates measured at site 4 are straightforward and similar to those at site 3, 
where there is a clear stretching downstream, as would be expected, with a consequent 
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compressive strain rate transverse to flow. Once again, between individual stakes the pattern is 
less clear, thus, between stakes 5 and 6 and 5 and 7, the measured strain rate is positive, 
whereas between 6 and 7 it is negative. Similarly between 1 and 2 and 1 and 3 it is positive, but 
between stakes 2 and 3, the measured strain rate is negative. The diagonal strain pattern, where 
stretching is shown between 3 and 8 and compression occurs in the opposite direction, is 
probably a sign of lateral drag at the site. The stakes on the left in the diagram are closer to the 
ice stream and therefore likely to be under a higher tensile stress than on the right side. 
 
4.2.5 Site 5 
 
Figure 4.25 Diagram of field site 5 from surveyed positions. The purple dots indicate the location of the 
stakes, the black lines show the orientation of the crevasses, also identified from surveyed positions. The 
single arrow indicates the direction of flow and the north arrow orientates the whole network with 
respect to the grid north. The numbers refer to the stakes within the network, strain rates between each 
stake and all the others are given in Table 4.13. The arrows represent the direction and magnitude of the 
strain rates within the network. The scale is shown at the top. 
 
 Site 5 was located approximately 2.3 km from the calving cliff in an area of intense shearing 
with extremely large crevasses and rather narrow ridges between; many of these crevasses 
appeared to be highly active. The small cluster of stakes on the left of the diagram were drilled 
experimentally in an area which appeared to be about to open up, with obvious lines of 
unopened fractures. Over the course of the 2 weeks of measurements some of these did open 
up, although slowly and were not especially deep, and given that the measured strain rates were 
largely negative, except for between stakes 10, 11 and 12, it is possible that the widening of 
fractures was due in part to ablation. This area was the limit of access, beyond which it was 
impossible to safely cross into the central ice stream during the 2005 field season. 
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 The main cluster of stakes in the network show a similar pattern to sites 3 and 4, with 
consistent longitudinal stretching and transverse compression, Again there are some small 
variations within the network, particularly between stakes 5, 6 and 7. Interestingly there is less 
‘anomalous’ compression on the ice stream side, suggesting that the left side of the network in 
the diagram is stretching faster than the right side of the network, possibly as a result of lateral 
drag influencing the right more than the left. The group of stakes 10 – 13 and stake 1 are much 
closer together and it is consequently harder to make generalisations, however the measured 
strain rates suggest that stake 11 is moving away from the others in this group as a result of 
stretching. There is also a tensile strain between stakes 1 and 12, but not between 1 and 13 or 
12 and 13. This area is in a very complex and chaotic zone as a result of the rotational shear 
due to the lateral drag, and it seems likely that the main network is largely responding to the 
forward velocity of the ice stream, whereas the small sub-network is influenced as much by 
lateral shear stresses.  Given that results from other sites show that measurement over a larger 
area is necessary to smooth out irregularities in taking up an imposed stress, it is also likely 
these stakes are simply too close together to make generalisations about the strain rate tensor in 
this area. 
4.2.6 Site 6 
 
Figure 4.26 Diagram of field site 6 from surveyed positions. The purple dots indicate the location of the 
stakes, the black lines show the orientation of the crevasses, also identified from surveyed positions. The 
single arrow indicates the direction of flow and the north arrow orientates the whole network with 
respect to the grid north. The numbers refer to the stakes within the network, strain rates between each 
stake and all the others are given in Table 4.14. The arrows represent the direction and magnitude of  the 
strain rates within the network. The scale is shown at the top. 
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 Site 6 was located approximately 1.7 km from the terminus, behind the grounded part of the 
margin, and adjacent to the western edge of the main medial moraine. The ice in this area is 
slow moving and crevasses are shallow and mainly longitudinal to ice flow, indicating 
compressive stresses and lateral spreading. In this area the ice is decelerating, leading to the 
classic longitudinal crevasses as predicted by Nye’s (1952) examination of principal stresses 
(see Section 2.5). Deceleration leads in principle to dynamically induced thickening of the ice 
mass, which in turn leads to lateral spreading, and opening of crevasses oriented longitudinally. 
 
 There was a good deal of water running off the surface of the glacier and a series of three 
moulins, which had probably been sequentially occupied, were observed in the middle of the 
site between crevasses B and H, only one of which had water running in it during the field 
work period. Crevasse D also had a moulin in the middle close to one of the stakes and water 
followed the course of the crevasse to it. The extensive tephra deposits on the surface included 
layers which appear to be crevasse traces melting out and which led to an extensive tephra 
deposit across much of the surface as a result. This is a very different site to the others located 
within the ice stream, and the strain rates reflect this. The measured strain rates at site 6 are 
negative in the direction of flow, except for the transverse axis, where tensile strain rates 
between stakes 1, 4 and 5 are recorded. This very clearly indicates that the main stress 
dominating this area is compressive, as a result of ice deceleration, and consequent lateral 
spreading.  
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4.2.7 Site 7  
 
Figure 4.27. Diagram of field site 7 from surveyed positions. The purple dots indicate the location of the 
stakes, the black lines show the orientation of the crevasses, also identified from surveyed positions. The 
single arrow indicates the direction of flow and the north arrow orientates the whole network with 
respect to the grid north. The numbers refer to the stakes within the network, strain rates between each 
stake and all the others are given in Table 4.15. The arrows represent the direction and magnitude of the 
strain rates within the network. The scale is shown at the top. 
 
 Site 7 was the first site set up in August 2004. It was located approximately 1.3 km from the 
calving cliff in an area of transverse crevassing characteristic of the fast moving ice stream 
centre, with relatively deep and evenly spaced crevasses with broad flat ridges between them. 
The velocity at this site was the highest measured at any site and this combined with high 
ablation rates meant considerable difficulties were encountered accessing the site, which 
required crossing an area of highly deformed and shearing ice, typical of an ice stream margin, 
and leading to a relatively short measurement period. Given the patterns of crevassing observed 
about this field site, the strain rates prove to be remarkably consistent, with longitudinal 
stretching and transverse compression. There is also relatively little internal variation with all 
of the stakes on the left side of the network taking up the tension, and on the right side only 
stake pairs 4 and 8 and 5 and 6 showing any longitudinal compression. Interestingly stake pair 
4 and 5 show tension, suggesting that the stretch has been taken up within the block rather than 
across a crevasse in this area. This is significant as it shows that fractures do not necessarily 
occur even at relatively high strain rates and therefore crevasses are not the only means of 
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relieving tension. This result also confirms other field studies (for example, Hambrey and 
Muller, 1978) where crevasses were found in areas with relatively low strain rates, whereas 
areas with higher strain rates were found to be uncrevassed. On the other hand, it also indicates 
that the system probably exhibits hysteresis, with much higher strain rates required to initiate 
crevassing than to continue crevasse propagation, this is undoubtedly a significant challenge to 
crevasse modelling. 
4.2.8 Site 8 
 
Figure 4.28 Diagram of field site 8 from surveyed positions. The purple dots indicate the location of the 
stakes, the black lines show the orientation of the crevasses, also identified from surveyed positions. The 
single arrow indicates the direction of flow and the north arrow orientates the whole network with 
respect to the grid north. The numbers refer to the stakes within the network, strain rates between each 
stake and all the others are given in Table 4.16. The arrows represent the direction and magnitude of  the 
strain rates within the network. The scale is shown at the top. 
 
Site 8 was the second 2004 field site measured and was located approximately 4.1 km from the 
calving cliff in an area of mainly transverse crevassing downstream from site 3. Crevasses were 
relatively shallow but still actively opening with a fresh crevasse opening up through the stake 
6 placement during the course of the measurement period. The same pattern of longitudinal 
tensile strain rates with transverse compressive strain rates is measured at site 8, and like sites 3 
and 7 it is close to the fast-flowing section of the glacier but also close to the shear zone. 
Unusually, there is no internal variation within this pattern, even where stake pairs are 
separated by a block rather than a crevasse. This suggests that the whole area is undergoing 
more or less uniform stress and possibly related to the onset zone for the transverse crevasses 
behind the calving front. 
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4.2.9 Strain Pattern Overview 
 The previous sections have given a descriptive overview of the measured strain rates and some 
of the obvious characteristics of the 8 field sites at Breiðamerkurjökull. The most striking 
observation here is how frequently the larger scale patterns match what would be expected 
given the known velocity and crevasse patterns. The observation that strain rates vary quite 
substantially on a small scale has several implications. Firstly, it demonstrates that when 
measuring strain rates for input to a model, they must be measured on a larger spatial scale than 
just one or two crevasse depths apart. Crevasses in a field are part of a dynamic system and 
strain may also be taken up within an inter-crevasse block. This finding also confirms other 
work by other researchers (for example, Hambrey and Muller, 1978) where crevasses have 
been found in areas with smaller strain rates than in other areas with larger strain rates and no 
crevasses, and may indicate that the system exhibits hysteresis in its response to applied 
stresses (Cole, 2003).  
 
 Secondly, it implies that the system of fractures is not in equilibrium, and that as strain rates 
change constantly so, in all likelihood, do crevasse depths. The crevasse depths however do not 
respond immediately. For example, in spite of negative strain rates measured between some 
stakes, crevasses were found to persist. This is likely to be a source of error in crevasse models 
which assume that crevasses adjust instantaneously to a given strain rate.  
 
 The two major challenges for the calving model are the prediction of dynamic thickness 
changes, and the accurate prediction of crevasse depths both based on strain rates. This section 
has shown that local strain rates do generally reflect the velocities and patterns of fracture 
shown at the surface. Stresses and dynamic elevation change are the topics of the following 
section. 
 
4.2.10 Stress Analysis and Dynamic Thinning 
 The calving model predicts dynamically induced thinning to occur as a result of glacier 
acceleration. The dynamic thinning feedback helps to explain the retreat or advance of a 
calving glacier. The intense crevassing and measured acceleration of Breiðamerkurjökull as it 
approaches the waterline suggests that dynamic thinning is likely to be an important process on 
this glacier.  
h U V B
M H H
t x y x
∂ ∂ ∂ ∂
= − − +
∂ ∂ ∂ ∂
    (4.1) 
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The standard continuity equation (4.1) (see Section 3.4) is used in glacier dynamic models to 
predict the magnitude and sign of thickness changes resulting from mass balance, M, bed 
topography, B
x
∂
∂
 , and dynamic thickness changes caused by velocity gradients longitudinally, 
U
x
∂
∂
, or transversely V
y
∂
∂
. The form used to calculate thickness change here is a Lagrangian form 
of the continuity equation and describes the change in thickness of a column of ice as it is 
transported down glacier. In this case, thickness change was calculated from the principal strain 
rate 3ε&  and the residual of the other two principal strain rates 1ε&  and 2ε& . In combination these 
principal strain rates describe the total strain acting at a point in the centre of the stake network 
called the effective strain rate 
eε& . Field measurements are compared with the predicted 
dynamic thinning, in Section 4.4.  
 
 Figures 4.29 to 4.36 show how the measured strain rates resolve into the principal strain rates 
and stress tensor at each field site. The scale diagrams are plan views of each field site and the 
associated tables (4.1 to 4.8) list the principal strain rates and stresses calculated using the 
method described in Section 3.4. For each field site the dynamic thickness change is given, 
indicating how much thinning (or thickening) would be expected in a year given that the 
measured strain rates remain constant over that time. Theta describes the orientation of the 
principal strain rate, and is the angle between the y-axis and the largest principal strain axis 
which is 2ε& , if xxε& > yyε& and 1ε& , if xxε& < yyε& . Note that it is the larger of the two strain rates 
algebraically, not mathematically. The principal strain rate axis is listed on the diagram, along 
with the calculated value for theta. It is assumed that the principal strain axes are orthogonal to 
each other and that the principal stresses are also oriented on the same axes (Nye, 1959a,b).  
 
 The arrows on each diagram indicate the orientation and sign of principal strain rates and 
stresses. The size of the arrows indicate the mathematically larger of 1ε&  or 2ε& , where positive 
strain rates are tensile and negative are compressive. Each diagram is drawn to scale and 
oriented on the same x and y axes for easy comparison with the strain diagrams (Figures 4.21-
4.28). The table below each diagram gives the results of the analysis for the strain rates, 
xxε& , yyε& zzε& , principal strains, 1 2 3, ,ε ε ε& & & , effective strain rate, eε& , effective stress, σe, and the first 
and second principal stresses σ1 and σ2. 
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4.2.11 Site 1 Stress Analysis 
 
Figure 4.29 Diagram of field site 1 from surveyed positions. The purple dots indicate the location of the 
stakes, the black lines show the orientation of the crevasses, also identified from surveyed positions. The 
single arrow indicates the direction of flow and the north arrow orientates the whole network with 
respect to the grid north. The numbers refer to the stakes within the network. The solid black arrows on 
the x and y-axes represent the orientation and magnitude of the principal strain rates and stresses within 
the network. The scale is shown at the top. 
 
Site 1 Data Calculated strains and stresses Units 
xxε&  1.80E-01 year
-1 
yyε&  1.20E-01 year
-1 
xyε&  4.53E-02 year
-1 
1ε&  2.05E-01 year
-1 
2ε&  9.56E-02 year
-1 
3ε&  -3.00E-01 year
-1 
σ1 2.44E+02 kPa 
σ2 1.91E+02 kPa 
σe 1.45E+02 kPa 
eε&  1.60E-01 year
-1 
Table 4.1 Summary of main stresses and strain rates at site 1. Data from all stakes within the network 
was used for the calculations so these figures apply to the centre of the network.   
 
 At Site 1 the principal strain rates are oriented in a similar direction to the measured diagonal 
strain rates. The relatively high tensile stress and strain in this location means that it has the 
highest predicted thinning of any field site and the only compressive strain (or stress) is the 
vertical component, 3ε& . This is consistent with a deeply crevassed site close to the ice front, 
however the possibility of an error as discussed in Section 4.2.1 above means that this result 
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must be interpreted cautiously. The rate of dynamic thinning is very high and probably an 
overestimate. 
 
4.2.12 Site 2 Stress Analysis 
 
Figure 4.30 Diagram of field site 2 from surveyed positions. The purple dots indicate the location of the 
stakes, the black lines show the orientation of the crevasses, also identified from surveyed positions. The 
single arrow indicates the direction of flow and the north arrow orientates the whole network with 
respect to the grid north. The numbers refer to the stakes within the network. The solid black arrows on 
the x and y-axes represent the orientation and magnitude of the principal strain rates and stresses within 
the network. The scale is shown at the top. 
 
Site 2 Data Calculated strains and stresses Units 
xxε&  -6.76E-02 year
-1 
yyε&  -1.29E-01 year
-1 
xyε&  4.55E-02 year
-1 
1ε&  -4.35E-02 year
-1 
2ε&  -1.54E-01 year
-1 
3ε&  1.97E-01 year
-1 
σ1 -1.46E+02 kPa 
σ2 -2.13E+02 kPa 
σe -1.20E+02 kPa 
eε&  1.13E-01 year
-1 
Table 4.2 Summary of main stresses and strain rates at site 2. Data from all stakes within the network 
was used for the calculations so these figures apply to the centre of the network.   
 
 The compressive strain rates and stresses at site 2 are in complete contrast to site 1, but 
although this site is close to the front, it is on a slow moving part of the glacier near the eastern 
side of the medial moraine where the lake is fairly shallow. It is also well inside the shearing 
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zone of the ice stream and both these factors are likely to cause deceleration and consequent 
compression at this particular point. To balance the compressive strains, the full analysis 
predicts an actual dynamic thickening at the site in response. The shear strain rate 
xyε& is 
positive however, as is the effective strain rate, suggesting that although the site is subject to 
compressional stresses, the straining response is tensile due to the strong element of shear. The 
orientation of the principal strain and stress axes makes this the most likely interpretation. 
 
4.2.13 Site 3 Stress Analysis 
 
Figure 4.31 Diagram of field site 3 from surveyed positions. The purple dots indicate the location of the 
stakes, the black lines show the orientation of the crevasses, also identified from surveyed positions. The 
single arrow indicates the direction of flow and the north arrow orientates the whole network with 
respect to the grid north. The numbers refer to the stakes within the network. The solid black arrows on 
the x and y-axes represent the orientation and magnitude of the principal strain rates and stresses within 
the network. The scale is shown at the top. 
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Site 3 Data Calculated strains and stresses Units 
xxε&  -1.87E-02 year
-1 
yyε&  -6.48E-03 year
-1 
xyε&  1.90E-02 year
-1 
1ε&  7.39E-03 year
-1 
2ε&  -3.25E-02 year
-1 
3ε&  2.51E-02 year
-1 
σ1 -3.07E+01 kPa 
σ2 -9.97E+01 kPa 
σe -4.34E+01 kPa 
eε&  2.36E-02 year
-1 
Table 4.3 Summary of main stresses and strain rates at site 3. Data from all stakes within the network 
was used for the calculations so these figures apply to the centre of the network.   
 
 Given the measured strain rates at site 3, the orientation of the principal strain rates is hardly 
surprising, with positive strain in the direction of ice flow and compressive strain perpendicular 
to it. However, the large magnitude of the compression is a little unexpected and suggests that 
bed topography is playing an important role in forcing ice into the trough from the slower 
moving ice at the sides. The result of these compressive lateral stresses is a predicted dynamic 
thickening at this site. 
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4.2.14 Site 4 Stress Analysis 
 
 
Figure 4.32 Diagram of field site 4 from surveyed positions. The purple dots indicate the location of the 
stakes, the black lines show the orientation of the crevasses, also identified from surveyed positions. The 
single arrow indicates the direction of flow and the north arrow orientates the whole network with 
respect to the grid north. The numbers refer to the stakes within the network. The solid black arrows on 
the x and y axes represent the orientation and magnitude of the principal strain rates and stresses within 
the network. The scale is shown at the top. 
 
Site 4 Data Calculated strains and stresses Units 
xxε&  8.51E-04 year
-1 
yyε&  -9.97E-02 year
-1 
xyε&  6.92E-03 year
-1 
1ε&  1.32E-03 year
-1 
2ε&  -1.00E-01 year
-1 
3ε&  9.88E-02 year
-1 
σ1 -8.09E+01 kPa 
σ2 -1.65E+02 kPa 
σe -8.20E+01 kPa 
eε&  7.08E-02 year
-1 
Table 4.4 Summary of main stresses and strain rates at site 4. Data from all stakes within the network 
was used for the calculations so these figures apply to the centre of the network.   
 
 Site 4 has a very similar pattern to site 3 with principal strains positive in the direction of flow, 
but much more strongly negative laterally, contributing to an overall substantial predicted 
dynamic thickening. In this case, the transverse component more clearly results from the shear 
zone and the effects of lateral drag  due to the site location.   
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4.2.15 Site 5 Stress Analysis 
 
Figure 4.33 Diagram of field site 5 from surveyed positions. The purple dots indicate the location of the 
stakes, the black lines show the orientation of the crevasses, also identified from surveyed positions. The 
single arrow indicates the direction of flow and the north arrow orientates the whole network with 
respect to the grid north. The numbers refer to the stakes within the network. The solid black arrows on 
the x and y axes represent the orientation and magnitude of the principal strain rates and stresses within 
the network. The scale is shown at the top. 
 
Site 5 Data Calculated strains and stresses Units 
xxε&  7.45E-02 year
-1 
yyε&  2.30E-02 year
-1 
xyε&  1.84E-01 year
-1 
1ε&  2.34E-01 year
-1 
2ε&  -1.37E-01 year
-1 
3ε&  -9.75E-02 year
-1 
σ1 1.42E+02 kPa 
σ2 -1.67E+01 kPa 
σe 4.17E+01 kPa 
eε&  1.92E-01 year
-1 
Figure 4.5 Summary of main stresses and strain rates at site 5. Data from all stakes within the network 
was used for the calculations so these figures apply to the centre of the network.   
 
 The principal strain rates and stresses at site 5 show clearly the same pattern as that inferred 
from measured strain rates, and also present at sites 3 and 4, with extension in the direction of 
flow and compression laterally. Surprisingly, given the site appears to be a highly active and 
strongly shearing part of the glacier, the compressive stresses are not as large relative to sites 3 
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and 4. This is probably because site 5 is further down glacier, and the flow of ice into the deep 
trough appears to be more marked higher up the glacier. Section 4.1 discussed that site 3 is just 
above the concave depression on the surface, whereas site 5 is on the side of it. The stress 
analysis here indicates that the site is accelerating towards the calving front, and as a result 
clear dynamic thinning is predicted at this point. 
4.2.16 Site 6 Stress Analysis 
 
Figure 4.34 Diagram of field site 6 from surveyed positions. The purple dots indicate the location of the 
stakes, the black lines show the orientation of the crevasses, also identified from surveyed positions. The 
single arrow indicates the direction of flow and the north arrow orientates the whole network with 
respect to the grid north. The numbers refer to the stakes within the network. The solid black arrows on 
the x and y axes represent the orientation and magnitude of the principal strain rates and stresses within 
the network. The scale is shown at the top. 
 
Site 6 Data Calculated strains and stresses Units 
xxε&  2.81E-02 year
-1 
yyε&  1.84E-02 year
-1 
xyε&  3.91E-02 year
-1 
1ε&  6.27E-02 year
-1 
2ε&  -1.61E-02 year
-1 
3ε&  -4.66E-02 year
-1 
σ1 1.21E+02 kPa 
σ2 3.39E+01 kPa 
σe 5.17E+01 kPa 
eε&  4.57E-02 year
-1 
Table 4.6 Summary of main stresses and strain rates at site 6. Data from all stakes within the network 
was used for the calculations so these figures apply to the centre of the network.   
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 At site 6 the stress orientations are very much as would be expected given the measured strain 
rates. The pattern of stresses and principal strain rates confirm the inferred lateral spreading due 
to decelerating ice flow. The tensile stresses and strain rate due to spreading are enough to 
cause a small amount of dynamic thinning at this site, which is somewhat unexpected. 
However in this calculation there is no limit to lateral spreading, whereas in reality this is likely 
to be restricted by the buttressing of ice on either side. Section 4.2.19 examines the 
implications of the dynamic thinning calculations further. 
4.2.17 Site 7 Stress Analysis 
 
Figure 4.35 Diagram of field site 7 from surveyed positions. The purple dots indicate the location of the 
stakes, the black lines show the orientation of the crevasses, also identified from surveyed positions. The 
single arrow indicates the direction of flow and the north arrow orientates the whole network with 
respect to the grid north. The numbers refer to the stakes within the network. The solid black arrows on 
the x and y axes represent the orientation and magnitude of the principal strain rates and stresses within 
the network. The scale is shown at the top. 
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Site 7 Data Calculated strains and stresses Units 
xxε&  9.57E-02 year
-1 
yyε&  -2.59E-01 year
-1 
xyε&  -1.45E-02 year
-1 
1ε&  9.63E-02 year
-1 
2ε&  -2.59E-01 year
-1 
3ε&  1.63E-01 year
-1 
σ1 -2.82E+01 kPa 
σ2 -1.78E+02 kPa 
σe -6.88E+01 kPa 
eε&  1.96E-01 year
-1 
Table 4.7 Summary of main stresses and strain rates at site 7. Data from all stakes within the network 
was used for the calculations so these figures apply to the centre of the network.   
 
 The local stress pattern at site 7 is different to the measured strain rates given above. A 
variability which reflects the strength of the transverse compressive strain terms (probably 
topographically controlled), in comparison to the longitudinal tensile strain rates resulting from 
extensional flow. The total stress occurring at the centre of the network thus reflects the 
strongest force, which in this case appears to be the transverse terms. The accelerating flow 
towards the calving front is still important however, and the angle that the principal stresses 
and strain rates makes suggest that simple shear is occurring due to the lateral compressive 
stresses.  
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4.2.18 Site 8 Stress Analysis 
 
Figure 4.36 Diagram of field site 8 from surveyed positions. The purple dots indicate the location of the 
stakes, the black lines show the orientation of the crevasses, also identified from surveyed positions. The 
single arrow indicates the direction of flow and the north arrow orientates the whole network with 
respect to the grid north. The numbers refer to the stakes within the network. The solid black arrows on 
the x and y axes represent the orientation and magnitude of the principal strain rates and stresses within 
the network. The scale is shown at the top. 
 
Site 8 Data Calculated strains and stresses Units 
xxε&  2.54E-02 year
-1 
yyε&  -4.16E-02 year
-1 
xyε&  -3.04E-02 year
-1 
1ε&  3.71E-02 year
-1 
2ε&  -5.33E-02 year
-1 
3ε&  1.62E-02 year
-1 
σ1 2.32E+01 kPa 
σ2 -7.70E+01 kPa 
σe -1.80E+01 kPa 
eε&  4.59E-02 year
-1 
Table 4.8 Summary of main stresses and strain rates at site 8. Data from all stakes within the network 
was used for the calculations so these figures apply to the centre of the network.   
 
 The direction and sign of the principal strain rates at site 8 is surprising, because it is 
apparently the complete opposite to the measured strain rates illustrated in Figure 4.28 above, 
with compressive strain and stress in the direction of flow and stretching laterally. However, 
this pattern almost certainly reflects the high strain rates measured diagonally across the 
network, in particular there are high magnitude extensional strain rates between stakes in the 
top right side and the bottom left. The strong negative strain rates across the network also 
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account for the strongly compressive stresses. Given that the crevasses are not oriented 
perpendicular to these stresses, it is unclear whether this is a local variation in stresses or an 
indication that the pattern of crevasse opening is out of equilibrium with the prevailing stress 
conditions. Bearing in mind that fresh crevasses were observed to open over the course of field 
work at this site, it seems likely that this is the case.  
4.2.19 Summary of Stress Analysis 
 At most of the field sites, the analysis of stress and principal strain rate has supported the 
inferences made by looking at the measured strain rates between stakes. Some general trends 
have become clear, but this analysis has also illuminated some of the important dynamical 
aspects of the glacier. Firstly, although a longitudinal stretching tendency is identifiable, the 
strongly compressive lateral stresses indicate an influx of ice into the centre of the ice stream 
which is likely due to bed topography, ice thickness and the high velocity of the ice. The large 
surface concavity identified in Section 4.1 almost certainly results from these processes in 
combination with the deep bedrock trough. Interestingly, the feature itself is identifiable on 
earlier maps of ice surface including the maps produced by Björnsson et al. (1992), indicating 
that it is probably a long lived process. The influx of ice from the margins to the ice stream is 
important in supporting it as without such material the ice stream would cause a rapid collapse 
of the glacier.  
 
 The second interesting trend is in the prediction of  dynamic thinning or in some cases 
thickening. Only sites 1, 5, 6 and 7 actually have thinning predicted for them on the basis of 
this analysis. This does not support the importance of dynamic thinning within the model. 
However, it should be emphasised that these results are really only valid for a very small area, 
covering the networks of stakes. Evidence from measurements and past data (see Section 4.4) 
suggest that dynamic thinning is actually occurring at all sites except site 6, consequently, the 
mixed results for predicted thinning presented here may not be valid when extrapolated over a 
larger area. This is supported by the results of analysis of selected stakes given below.  
 
 Finally, at some sites, particularly sites 7 and 8, there was an indication that the crevasses 
patterns did not exactly match the calculated stresses, particularly the orientations of these 
stresses. There are a number of possible reasons for this: 1) fracture patterns could reflect the 
pattern of stresses when the crevasses were initiated; 2) the brittle failure of ice is at least in 
part determined by the development of microcracks and fabrics in the ice which cause failure to 
occur in a preferred orientation; 3) the stress pattern illustrated in each diagram is only 
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applicable to a location in the middle of the field site and this may be anomalous, or out of 
equilibrium with other parts of the glacier, even nearby within the same network; 4) the process 
of strain exhibits hysteresis, as fractures will propagate more easily once formed; and 5) the 
assumptions of linear strain theory may break down on a small scale. There is evidence in fact 
that linear strain theory is inadequate in explaining stresses on a very small scale (Harper et al., 
1998; Prescott et al., 2003). This is discussed in more detail is Section 5.2. 
4.2.20 Local Stress Complexities 
 The full site strain and stress analyses presented above show that reasonable values for the 
magnitude and orientation of principal stresses can be calculated using measured strain rates at 
the surface of a glacier. However, more detailed analysis using triplets of individual stakes at 
different sites suggests that this must be done with care as the predicted strain patterns and 
dynamic thinning may be highly variable and inconsistent within a very small area. This is 
illustrated in Figures 4.37 – 4.40 where site 7 data is presented as an example, although the 
findings are the same for all field sites as data presented in Appendix B shows. 
 
 Note that the layout of the stakes at site 7 allows very similar positions to be analysed, but 
show how variable the stress tensor and predicted associated thinning can be even in spite of 
this. The graphs show a different rate, and sign of thickness change, as well as a different stress 
tensor depending on the stakes used for the analysis. The figures below are presented in the 
same way as those given for the full site above, but the red circles indicate which of the stakes 
are included in the analysis. 
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Figure 4.37 Diagram of field site 7, illustrating the strain rate tensor calculated from three stakes. The 
purple dots indicate the location of all the stakes, the red dots highlight the stakes used for this analysis 
of strain rates and stresses, the black lines show the orientation of the crevasses and the numbers refer to 
the stakes within the network. The solid black arrows on the xy-axes represent the orientation and 
magnitude of the principal strain rates and stresses within the network as calculated using the stakes 
highlighted in red, in this case stakes 6, 7 and 8. The scale is shown at the top. 
 
The full analysis for site 7 indicates a stretching trend close to the direction of flow, with a 
compressive transverse trend. When stakes 6, 7 and 8 are used the result is quite different with 
compression on all sides being the result. Compare this result with Figure 4.38 where similar 
stake positions give something similar to the results from the full site analysis, although the 
strain rates and dynamic thinning are smaller than predicted. 
 
Figure 4.38 Diagram of field site 7, illustrating the strain rate tensor calculated from three stakes. The 
purple dots indicate the location of all the stakes, the red dots highlight the stakes used for this analysis 
of strain rates and stresses, the black lines show the orientation of the crevasses and the numbers refer to 
the stakes within the network. The solid black arrows on the x and y axes represent the orientation and 
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magnitude of the principal strain rates and stresses within the network as calculated using the stakes 
highlighted in red, in this diagram stakes 6,7 and 9. Compared with figure 4.37, note the change in sign 
of predicted thinning using different stakes, in similar positions. 
 
 The stakes used in Figure 4.39 are spread over a much wider area and would be expected to 
give a more similar result to the full site analysis as the local variations should be smoothed out 
over a wider area. Although the pattern is closer, the orientation is slightly different, with the 
direction of positive strain rate being more diagonal within the network than in the direction of 
flow. In fact the orientation of the stresses in 4.38 is closer to the full site analysis in that sense, 
although none of the orientations are very different in this section from that shown in Figure 
4.35. 
 
Figure 4.39 Diagram of field site 7, illustrating the strain rate tensor calculated from three stakes. The 
purple dots indicate the location of all the stakes, the red dots highlight the stakes used for this analysis 
of strain rates and stresses, the black lines show the orientation of the crevasses and the numbers refer to 
the stakes within the network. The solid black arrows on the x and y axes represent the orientation and 
magnitude of the principal strain rates and stresses within the network as calculated using the stakes 
highlighted in red, in this diagram stakes 6,7 and 12.  
 
ε1 = 0.08797 year
-1
 
ε2 = -0.212795 year
-1
 
Dynamic change = +1.54m 
Theta = 0.59º 
Axis = ε1 
x x 
y 
y 
 
0       10        20       30       40       50  
metres 
 
 188 
 
 
Figure 4.40 Diagram of field site 7, illustrating the strain rate tensor calculated from three stakes. The 
purple dots indicate the location of all the stakes, the red dots highlight the stakes used for this analysis 
of strain rates and stresses, the black lines show the orientation of the crevasses and the numbers refer to 
the stakes within the network. The solid black arrows on the x and y axes represent the orientation and 
magnitude of the principal strain rates and stresses within the network as calculated using the stakes 
highlighted in red, in this diagram stakes 2, 5 and 9. Although very different stakes were used the pattern 
of strain rates is very similar to that shown in figure 4.37. 
 
 A similar pattern of very different results depending on which stakes were chosen is seen at all 
field sites (data is listed in Appendix B). This clearly shows that on a small scale stress patterns 
and strain rates can respond to very local changes. This point is discussed further in Section 
5.2. The variability shown in predicted dynamic elevation change between all of the examples 
here is large. Clearly the value of the predicted thinning is quite sensitive to the measured 
strain rates of different stakes. This makes it very difficult to extrapolate the amount of 
dynamic thinning that will occur across a wider area from one or two strain rate measurements. 
 
 This section of chapter 4 has placed the fieldwork in the context of the glacier as a whole, the 
next two sections will discuss the result of modelling work and how the field measurements 
made at the sites described above were used to test the crevasse models. 
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4.3 Crevasse Measurements 
 A key part of this project is testing different crevasse models to determine which is best at 
predicting crevasse depths from observed strain rates. Experiments performed with models are a 
useful way of examining the behaviour of the glacial system, but in order to ascertain whether 
any of these models can usefully be applied as a calving criterion, it is first necessary to test the 
ability of the models to predict crevasse depth based on simple field measurements. This section 
gives the field measurements of strain rate and crevasse depth and compares them with the 
modelled results.  
4.3.1 Crevasse Depth Measurements 
At each field site, crevasse depth was measured between two stakes on successive surveys (see 
Section 3.3). The range of measured crevasse depths varied between less than one metre and up 
to 20 metres, as shown in Figure 4.41.  
 
0
2
4
6
8
10
12
14
16
18
0-2 3-4 5-6 7-8 9-10 11-12 13-14 15-16 17-18 19-20
Measured Depths (metres)
N
u
m
b
e
r 
o
f 
M
e
a
s
u
re
m
e
n
ts
All surveys
Survey 1
Survey 2
Survey 3
 
Figure 4.41 Frequency distribution of crevasse depths measured in the field. These are displayed by 
survey and also as a total of all measurements. Not all field sites had more than one survey where 
crevasse depths were measured, due to the difficulties of accessing the field sites. Note that overall the 
most common crevasse depth was between 5 and 6 metres, however crevasses less than 2 metres deep 
and up to 20 metres in depth were also measured. It is likely that due to the difficulties of access, the 
sample presented here is skewed to areas of smaller strain rates and therefore shallower crevasses. 
 
Crevasse depth was measured in the same place on successive surveys at some of the field sites, 
but on each occasion there were differences between the measurements. This variability in 
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successive measurements is shown in Figure 4.42. There could be several reasons for the 
variability shown, but the most likely are either measurement error or the depth of the fracture is 
adjusting to changing stresses gradually and is therefore out of equilibrium with prevailing 
conditions. Note that the variability is generally much less than a few metres. The order of 
magnitude is thus about the same between surveys. A full table of measured depths is given in 
Appendix B. 
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Figure 4.42 A graph showing crevasse depths measured at different sites and on successive surveys (the 
original data is presented in Appendix A). This figure gives an idea of the spread and variability in 
crevasse depths between surveys. The point codes are in the format 05S1-3/4, where the first figures are 
the year (2004 or 2005), S1 refers to the site number and the final two figures refer to the stake pair in 
the network between which each measurement was made. Note that the two field sites surveyed in 2004 
are here given the codes 04S1 and 04S2 and these correspond to sites 7 and 8 in other parts of this thesis. 
The original codes are used here to determine if there was a systematic error between the two field 
seasons.  
 
 All the crevasse models determine depth based on a function of principal tensile stress, 
converted from strain rate using the flow law. It is therefore interesting to compare measured 
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crevasse depths with measured strain rates as in Figure 4.42, and with tensile stress as shown in 
Figure 4.43. 
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Figure 4.43. A graph of measured crevasse depths and measured strain rates, showing the trend line. 
Note that some of the strain rates are actually negative (compressive), implying that some of the 
crevasses are actually relict features. The R2 value shows no correlation probably due to the wide scatter 
of results. Crevasses with negative measured strain rates are excluded from the comparisons below.   
 
 The depth measurement was made at a point between two stakes where strain rate was also 
measured so they should be directly comparable, but as the figure shows, there is a wide range 
of results and no clear pattern or correlation between the two. Note that in several cases, the 
measured strain rate is compressive (implying the crevasse is closing), suggesting that some of 
the crevasses may be relict features and no longer in equilibrium with prevailing stresses. As 
Van der Veen (1999b) points out, although in much of the literature crevasses are correlated 
with strain rate, crevasses form in response to an applied stress, so the correlation with crevasse 
depth should actually be with applied stress. Figure 4.44 compares depth and stress and a 
stronger (though still small) correlation is found between the two quantities. 
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Figure 4.44 A graph of applied stress, converted from measured strain rates, and measured crevasse 
depths. Note that eleven of the measured points had a negative (compressive) strain rate and have 
therefore been excluded from this graph and the following analysis. 
 
 It is clear, when examining Figures 4.43 and 4.44, that there is unlikely to be a close match 
between measured crevasse depths and modelled crevasse depths with any of the models. 
However it does indicate that the models are likely to indicate broadly correct crevasse depths, 
within the right order of magnitude.  
4.3.2 Nye Model Comparison 
 Figure 4.45 is a graph plotting the measured crevasse depths against those predicted by Nye’s 
model (equation 4.2, see Section 3.6), using measured strain rates at each site.  
1
2 nxxd
g A
ε
ρ
 =  
 
&
    (4.2) 
As the graph shows, there is no obvious correlation between measured and predicted crevasse 
depths, and in eleven cases, no prediction could be made as a negative strain rate (indicating 
compression) was measured. 
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Figure 4.45 A graph of Nye’s modelled depths compared with measured depths in the field, the dotted 
line indicates where a perfect fit between modelled and observed depths would lie. Results are presented 
by field site and although there is a weak trend, there is no obvious pattern visible in the plot, this model 
appears to overestimate all measured depths. 
 
 There is no discernible statistically significant correlation in the overall results or by field site 
and as the line of a perfect correlation indicates, the calculated depths are all larger than the 
measured depths, indicating either a systematic measurement error or a systematic problem with 
the Nye model. However, the modelled depths are the right order of magnitude when compared 
with the measured depths and follow the pattern of high predicted depths for crevasses which 
have high measured depths. Given the uncertainties in measuring crevasse depth it is also 
possible that the modelled depths are in fact closer to the actual depths of the crevasses than the 
measured depths. 
4.3.3 Nye’s Model With a Yield Criterion 
 The Nye model clearly overestimates crevasse depths compared with the measured depths, so 
experiments that include a yield criterion in the Nye model were carried out. This means that 
until strain rate reaches a given magnitude, critε& , the model assumes no deformation is 
occurring (see Section 3.6), as equation 4.3 shows.  
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 Figure 4.46 compares results from the model using several different yield criteria, which are 
laid out separately for ease of comparison. The yield criteria were chosen with reference to the 
yield stresses suggested by Van der Veen (1998) and then converted to strain rates using the 
flow law. In the following figures the diamonds indicate modelled depths with a yield strength 
taken into account and the squares modelled depths without a yield criterion. In all cases, the 
dashed line indicates the trend-line for the yield stress experiments, and the dotted line indicates 
a perfect correlation between the two.  
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Figure 4.46a Graph of measured depths compared with modelled depths in which a yield strain rate has 
been included. In this graph a small fixed yield stress of 10 kPa, converted to strain rate, has been used. 
There has been virtually no change in modelled crevasse depth compared with the zero yield stress 
model. In these graphs, the dotted line indicates the perfect fit line and the dashed line the trend for the 
model comparison. The R2 value is the same as the model without a yield stress. 
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R
2
 = 0.1182
0
5
10
15
20
25
30
35
-5 0 5 10 15 20 25 30 35
Modelled Depths (m)
M
e
a
s
u
re
d
 d
e
p
th
s
 (
m
)
yield stress = 30kPa
No yield stress
Perfect Fit
 
Figure 4.46b Graph of measured depths compared with modelled depths in which a yield stress of 30 
kPa, converted to strain rate, has been used. There has been a small reduction in modelled crevasse depth 
compared with the standard model in which yield strain rate is not assumed. The dotted line indicates the 
perfect fit line and the dashed line the trend for the model comparison. When the modelled depth is 
negative the fracture has not initiated. The R2 value in this case is smaller than the previous experiment 
indicating a poorer fit than the zero yield stress model.  
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Figure 4.46c Graph of measured depths compared with modelled depths in which a yield stress of 50 
kPa, converted to strain rate, has been used. There has been a small reduction in modelled crevasse depth 
compared with the standard model in which yield strain rate is not assumed. The dotted line indicates the 
perfect fit line and the dashed line the trend for the model comparison. When the modelled depth is 
negative the fracture has not initiated. The R2 value in this case indicates that this yield stress gives a 
better match than the others when compared with the best fit line. 
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Nye Model Yield Stress Experiment 4
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Figure 4.46d Graph of measured depths compared with modelled depths in which a yield stress of 60 
kPa, converted to strain rate, has been used. There has been a reduction in modelled crevasse depth 
compared with the standard model in which yield strain rate is not assumed. The dotted line indicates the 
perfect fit line and the dashed line the trend for the model comparison. When the modelled depth is 
negative the fracture has not initiated. The R2 value indicates that this yield stress gives a better match 
than the others when compared with the best fit line but many more crevasses fail to initiate. 
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Nye Model Yield Stress Experiment 5
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Figure 4.46e Graph of measured depths compared with modelled depths in which a yield stress of 100 
kPa, converted to strain rate, has been used. The dotted line indicates the perfect fit line and the dashed 
line the trend for the model comparison. When the modelled depth is negative the fracture has not 
initiated. There has been a much larger reduction in modelled crevasse depth compared with the standard 
model in which yield strain rate is not assumed. For most of the measured strain rates crevasses have not 
initiated indicating that this is much too high. 
 
 
 Incorporating a yield criterion into the model moves the trend lines for predicted depths closer 
to the line of best fit. A stress of 60 kPa, which converts to a yield strain rate of 0.075 year-1, 
gives the best result for this dataset with a calculated correlation coefficient of 0.412. However, 
it also increases the chance of missing some crevasses in application, since at ever higher yield 
stresses fewer crevasses actually initiate.  
 
 Table 4.17 below summarises these results and compares some statistical correlations. The 
Pearson Product Moment Correlation Coefficient (PPMCC), r, is listed for each model. This is a 
measure of how well the observed depths correlate with the predicted depths, which can be 
compared with tables of critical values listed in various statistical texts (for example, Shaw and 
Wheeler, 1997), to determine if the correlation is statistically significant. These are listed in the 
final column with the significance level. A significance level of 0.05 means that the correlation 
has a 5% chance of being false, while a significance level of 0.01 means that there is a 1% 
probability of the correlation arising by chance. The test is one tailed as r is expected to vary in 
one direction (positively) only. The R2 coefficient is also given, this is equivalent to squaring r, 
the correlation coefficient, and describes how variation in one dataset (the measured depths) can 
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describe variation in the other (the modelled depths). A perfect correlation of 1 indicates a 
complete match, whereas a value of 0 indicates no match at all.  
 
Yield Stress  
(Strain rate) 
R
2
 values Crevasses 
failing to 
initiate 
Pearson’s Product 
Moment Correlation 
Coefficient, r  
PPMCC 
critical values 
(significance 
level) n = 28 
10 kPa  
( 3.48x10-4 year-1) 
0.1297 0 0.36  
30 kPa  
(9.41x10-3 year-1) 
0.1182 1 0.34 (0.05) 0.317 
50k kPa 
(4.36x10-2 year-1) 
0.1519 6 0.39 (0.025) 0.374 
60 kPa 
(7.53x10-2 year-1) 
0.1694 11 0.41 (0.01) 0.437 
100 kPa 
(3.48x10-1 year-1) 
0.1546 28 0.39  
No yield stress 0.1297 0 0.36  
Table 4.17 A table summarising statistical correlations of the different versions of the Nye model with 
the measured values of crevasse depth. The models used different values for a yield stress, converted to 
strain rate and listed in the first column. The second column contains the values obtained for the 
correlation coefficient, R2, the third shows the number of crevasses failing to initiate in each model. The 
fourth lists the Pearson’s correlation coefficient, this figure should be compared with the critical values 
for n = 28 (the number of pairs of measured and modelled depths in each correlation), given in the last 
column for a significance level of 0.01 and 0.05 for a one tailed test (Shaw and Wheeler, 1997, p.348). 
 
 The correlation coefficient, r, suggests that all the versions of the Nye model correlate with the 
measured results, to at least the 95% significance level. The Nye models with 50, 60 and 100 
kPa yield stresses, all have an improved correlation coefficient, above the 0.025 significance 
level, with the 60 kPa yield stress scoring highest in both the r and R2 values. This suggests that 
the 60 kPa yield stress model will give the best predicted depths for the Breiðamerkurjökull 
dataset. It is likely that this value will vary for other glaciers due to temperature, crystal 
structure, sediment content as the Arrhenius parameter in the flow law also changes.  
4.3.4 Weertman Model Comparison  
 Given the similarities between the Nye and Weertman models described in Section 3.6.3, the 
main difference expected between the two model results is magnitude of crevasse depth. 
Weertman’s model is explicitly an individual crevasse model, with no blunting effects of 
adjacent fractures at the crack tip and therefore a substantial overestimation of predicted depths 
compared to Nye’s model is expected.  
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Figure 4.47 A graph comparing the measured crevasse depths with those predicted by Weertman’s 
model. Results are presented by field site and the trend line (dashed) is compared with the line of best fit 
(dotted).  
 
 The comparison between measured crevasse depths and those calculated using Weertman’s 
formulation is shown in Figure 4.47. Comparing Figures 4.45 and 4.47 shows a constant offset 
between the two models predictions of crevasse depth as would be expected given the 
formulation of the models. As with the Nye model there is no obvious correlation visible in the 
plot, the R2 value in both is the same, indicating no significant correlation but, note the gradient 
term in the equation of the trend line. This suggests a much smaller relationship between the 
predicted and measured depths than in the Nye model. Although the Nye model appears to 
overestimate crevasse depths (see discussion in chapter 5), the Weertman model overestimates 
depths considerably more, by almost an order of magnitude compared with the Nye model. 
Given the scale of the overestimation, and the fact that this model is explicitly for single 
crevasses and not crevasse fields, further experiments with the Weertman model were not 
carried out. 
4.3.5 Van der Veen Model Comparison. 
 Figure 4.48 shows the comparison between modelled and measured crevasse depths, using the 
Van der Veen model (Section 3.6.4).  In all cases the measured crevasse spacing and calculated 
ice thickness for each field site was used as inputs in the model calculation. The results show 
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that Van der Veen’s predictions work very well in some places but not in others. In particular 
the reliance on the fracture toughness to initiate and halt the propagation of fractures means that 
in areas where low strain rates were measured, the model fails to initiate a crevasse leading to a 
zero depth prediction. In general, the model does well in predicting crevasses of the right order 
of magnitude and it does not over-estimate depth to the same extent as the Nye, and especially 
Weertman, models.  
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Figure 4.48 A comparison between predicted and measured depths based on the Van der Veen model and 
presented by field site, the dashed line shows the trend for all field sites, the dotted line is the perfect fit 
line. Modelled depths were determined with a spacing and ice thickness varied according to site 
measurements. Note that where low strain rates were measured crevasses do not initiate using this model. 
The dashed line is the trend line and the dotted line shows the line of best fit. 
 
 The best fit line (dotted line), is closer to the trend line in Figure 4.48 than in Figures 4.45 or 
4.47, suggesting that the Van der Veen model is a better estimator of depth when used as a 
calving criterion than the Nye model. As the crevasse criterion will be applied in areas where 
detailed information regarding crevasse spacing and ice thickness is not known, experiments 
were carried out using measured strain rates applied to a simpler version of the Van der Veen 
model, where a single fracture spacing and ice thickness is specified. Figure 4.49a to f presents 
results predicting crevasse depths using the measured strain rates, but where the same values for 
crevasse spacing, glacier thickness and fracture toughness were used for all field site data. Six 
different experiments were chosen; a low tensile strength (30 kPa m-1/2) and a high one (100 kPa 
m-1/2); the addition of a lower density surface layer; and crevasse spacing of 30 m, 50 m and 500 
m, the latter being equivalent to a single crevasse model rather than a field model. The results 
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are shown in Figure 4.49 and summarised in Table 4.18 where the same measured depths were 
compared with four different models.  
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Figure 4.49a) Graph of Van der Veen’s modelled depths compared with measured depths with a range of 
modifications to the model. In this graph the diamonds indicate modelled depths calculated with a 
standard crevasse spacing of 30 m and glacier thickness of 300 m and a fracture toughness of 30 kPa m-
1/2. The dashed line shows the trend of the data and the equation and R2 value indicate the closeness of 
the correlation. The dotted line is the line of perfect fit. 
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Figure 4.49 b) Graph of Van der Veen’s modelled depths compared with measured depths with a range 
of modifications to the model. In this graph the diamonds indicate modelled depths calculated with a 
standard crevasse spacing of 30 m, an ice thickness of 500 m and a fracture toughness 100 kPa m-1/2. The 
dashed line shows the trend of the data and the equation and R2 value indicate the closeness of the 
correlation. The dotted line is the line of perfect fit. 
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Figure 4.49 c) Graph of Van der Veen’s modelled depths compared with measured depths with a range 
of modifications to the model. In this graph the diamonds indicate modelled depths calculated with a 
standard crevasse spacing of 50 m and glacier thickness of 500 m and a fracture toughness of 30 kPa m-
1/2. The dashed line shows the trend of the data and the equation and R2 value indicate the closeness of 
the correlation. The dotted line is the line of perfect fit. 
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Figure 4.49 d) Graph of Van der Veen’s modelled depths compared with measured depths with a range 
of modifications to the model. In this graph the diamonds indicate modelled depths calculated with a 
standard crevasse spacing of 30 m and glacier thickness of 300 m and a fracture toughness of 30 kPa m-
1/2. This model also includes a low density layer of 350 kg m-3 overlaying glacier ice of density of 917 kg 
m-3, to mimic effects of lower bulk density due to large number of crevasses in a field. The dashed line 
shows the trend of the data and the equation and R2 value indicate the closeness of the correlation. The 
dotted line is the line of perfect fit. 
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Figure 4.49 e) Graph of Van der Veen’s modelled depths compared with measured depths with a range 
of modifications to the model. In this graph the diamonds indicate modelled depths calculated with a 
standard crevasse spacing of 500 m, equivalent to using a single crevasse model, glacier thickness is 
assumed to be 300 m and fracture toughness 30 kPa m-1/2. The dashed line shows the trend of the data 
and the equation and R2 value indicate the closeness of the correlation. The dotted line is the line of 
perfect fit, in this case the model generally overestimates the crevasse depths significantly. 
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Figure 4.49 f) Graph showing the results of the standard Van der Veen model, with individual 
measurements of crevasse spacing and ice thickness compared with the measured depths. This graph is 
given here for comparison with the generalised models above. A standard fracture toughness of 3 0kPa 
m-1/2 and a single density model (i.e., no firn or snow cover on the glacier surface) was used to calculate 
the modelled depths. 
 
 None of the generalised models are exact matches with either the measured depths or the 
detailed field based model shown in figure 4.49f, and given the previously discussed 
uncertainties this was not expected. However, some general points can be made. The low tensile 
strength (30 kPa m-1/2) is necessary to ensure that crevasses initiate in areas where we find them 
at Breiðamerkurjökull and at 100 kPa m-1/2, the model fails to initiate many crevasses. A large 
fracture spacing (W = 500 m) effectively mimics the single crevasse model, which tends to 
overestimate crevasse depths, as would be expected since there is no blunting effect present. 
The 50 m fracture spacing matches slightly better than the 30 m spacing model; this is 
surprising as the average measured spacing at the field sites is much less than 30 m, it is 
possible that although the density of crevasses is high, most are rather shallow and a fracture 
which is slightly deeper than those on either side will in fact propagate further, taking up the 
strain across a larger area, where the scale is around 50 m between such deeper crevasses. This 
point is explored further in Chapter 5. Adding a low density layer (350 kg m-3) at the surface 
does not make a significant difference to the fit of the model, but does deepen model depths, to 
the extent that the modelled depths are overestimates compared to measured depths. Table 4.18 
summarises the model results and compares statistical correlations, r, and R2, with the values for 
the modelled depths obtained using field determined values. 
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Fracture 
Toughness  
 
Ice 
thickness 
Fracture 
spacing 
Surface 
Density 
R
2 
values 
Pearson’s 
Product 
Moment 
Correlation 
Coefficient 
r  
PPMCC 
critical 
values 
(significance 
level) n = 28 
30 kPa m-1/2 
 
300 m 30 m  
 
– 0.1267 0.38 (0.05)  
0.317 
100 kPa m-1/2 
 
500 m 30 m 
 
– 0.2342 0.5 (0.025) 
0.374 
30 kPa m-1/2 
 
300 m 50 m 
 
– 0.1432 0.398 (0.01)  
0.437 
30 kPa m-1/2 
 
300 m 30 m 
 
350 kg m3 0.1429 0.38  
30 kPa m-1/2 
 
300 m 500 m 
 
– 0.1732 0.44  
30 kPa m-1/2 Field 
calculated 
Field 
measured 
– 0.2018 0.47  
Table 4.18 Table summarising the differences between the generalised Van der Veen models and the 
resulting effect of the correlation of the modelled and measured depths. The high scoring PPMC, r, and 
R
2 values for the 100 kPa m-1/2 model looks superficially very positive, however, this is undermined by 
the number of crevasses which fail to form, a factor that the one-tailed PPMC test cannot take into 
account.  
 
 Table 4.18 emphasises that the Van der Veen model gives the best fit when individual 
measurements of crevasse spacing and ice thickness can be used in the model. In the absence of 
such measurements a generalised rule can be used to estimate crevasse depth, with a 
corresponding small loss in accuracy. The choice of crevasse spacing and ice thickness must 
rely on what is known about the glacier being modelled, but the relative success of the 50 m 
crevasse spacing compared to the 30 m spacing, which would have been the normal choice, and 
is based on the average spacing at the field sites, suggests that this may be some kind of 
threshold minimum spacing for deeper crevasses. At this field site at least, the difference 
between the 300 m and 500 m ice thickness made very little difference. As discussed in Section 
3.6.5, the value chosen for the fracture toughness is more significant in affecting modelled 
depths and it is also more difficult to define and use a single value for multiple different 
glaciers. 
4.3.6 Comparison of Crevasse Depth Models. 
Figure 4.50 shows the results from all the models, plotted on the same graph, for ease of 
comparison.  
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Figure 4.50 A graph comparing the predictive performance of the three different models with the 
measured depths. Trend lines, equations and R2 values, plus a line indicating perfect fit between 
modelled and measured depths, have been added to make a direct comparison between the models. 
 
 In Figure 4.50 the Weertman model performs less well than either the Nye or Van der Veen 
models and persistently overestimates crevasse depth. Te Van der Veen model appears to be 
clearly the best choice as calving criterion, but it is computationally intensive, and requires 
inputs such as fracture spacing which may not be known for many glaciers, especially where 
remotely sensed data is used to calculate a strain rate. A fairer comparison is made between a 
generalised Van der Veen model and the Nye model with a yield criterion, which as Section 
4.3.3 above shows, gives a better fit to observed crevasse depths. This is plotted in Figure 4.51, 
which compares the results of the tuned version of the Nye model, incorporating a yield 
criterion, with the generalised Van der Veen model. 
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Figure 4.51 Graph showing the generalised Van der Veen and Nye model depths compared with 
measured depths. Note the areas at lower strain rates where LEFM predicts depths better than Nye, but 
also, there are some low strain areas, where both models fails to initiate crevassing. The correlation 
coefficient suggests that the Nye model is slightly better than the generalised Van der Veen model but 
both models have a tendency to over-estimate the model depths compared with the measured depths. 
 
 The spread of results in Figure 4.51 is still highly variable, and both models tend to 
overestimate depths but, given the difficulties in actually measuring crevasse depths, the 
overestimate by the models may be much smaller than implied by these results. The addition of 
a yield criterion to the Nye model significantly improves the performance, but both models have 
problems initiating crevasses at low strain rates, and this is especially true of the Nye model in 
this analysis.  
 
 To better appreciate and compare the results for all the models discussed in this section, some 
statistical analysis is presented in Table 4.19 below. The Pearson Product Moment Correlation 
Coefficient (PPMCC), r, is listed for each model. As stated in Section 4.3.3, this is a measure of 
how well the observed depths correlate with the predicted depths. This can be compared with 
tables of critical values listed in various statistical texts (for example, Shaw and Wheeler, 1997) 
to determine if the correlation is statistically significant and these are listed in the final column 
of the table with the significance level in brackets. A significance level of 0.05 means that the 
correlation has a 5% chance of being false, while a significance level of 0.01 means that there is 
a 1% probability of the correlation arising by chance. The test is one tailed as r is expected to 
vary in one direction (positively) only.  
  
Crevasse 
does not 
initiate 
Both models over estimate 
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Statistical 
Comparison 
Nye 
model 
Nye 
model 
60kPa 
yield 
Van 
der 
Veen 
Model 
Van der 
Veen 
Generalised 
Model 
Weertman 
Model 
PPMCC 
critical values 
(significance 
level) n = 28 
PPMCC
*
 r 0.360 0.397 0.449 0.386 0.360 
R
2 0.1297 0.1575 0.2011 0.1487 0.1297 
(0.05) 0.317 
(0.025) 0.374 
(0.01) 0.437 
 
*Pearson Product Moment Correlation Coefficient 
Table 4.19 A statistical comparison of the predicted depths using the different forms of the models with 
the measured depths. In the last column the critical values for n = 28 (the number of pairs of measured 
and modelled depths in each correlation) are given for a significance level of 0.01 and 0.05 for a one 
tailed test (Shaw and Wheeler, 1997, p.348) 
 
 The R2 coefficient is displayed on all the graphs and listed here for reference; this is equivalent 
to squaring r, the PPMCC, and describes how variation in one dataset (the measured depths) can 
describe variation in the other (the modelled depths). A perfect correlation of 1 indicates a 
complete match, whereas a value of 0 indicates no match at all.  
 
 The low values of R2 for all models, as shown in table 4.19 are not entirely surprising as it is 
based on a linear regression, and there is a clear non-linear relationship between strain rate and 
crevasse depth, as there is between strain rate and stress, which is a conversion performed in all 
models. The correlation coefficient is a much more interesting result, suggesting that all models 
correlate, to at least the 95% significance level, with the measured results. Note that the Nye and 
Weertman models have the same coefficients because the model depths differ by a constant 
amount and in this respect the linear relationship between model depths and measured depths is 
the same although the slope of the relationship differs as the trend lines on Figure 4.50 shows. 
The Van der Veen model is the only one which has a correlation significant at the 99% 
significance level, and this is a specific model with individual inputs for spacing, as opposed to 
the generalised model where the correlation coefficient is reduced to a similar value as the Nye 
and Weertman models. The modified Nye model with a 60 kPa yield stress has an improved 
correlation coefficient, which, although not quite as good as the Van der Veen model, is still 
above the 0.025 significance level, suggesting that using the modified Nye model as a calving 
criterion is the best compromise between availability of data, computing time and accuracy 
predicted depths. 
 
 To summarise, Figures 4.50, 4.51 and Table 4.19 indicate that when detailed information 
characterising an area is available, the Van der Veen model is the best choice for a calving 
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criterion. However, when such detailed information is not available, and spacing and ice 
thickness are simply averaged across the full range of data, then the accuracy of the model is 
weaker. In this case, and given limitations on computing resources, this analysis shows that the 
Nye model, especially when modified with a yield criterion, may be used with the same level of 
confidence. The data presented here show that current models of crevasse depth are capable of 
predicting the depth of a crevasse based on measured strain rate to the right order of magnitude 
although they may not predict the depth of a crevasse precisely. The differences between the 
measured and predicted depths and the reasons behind these are discussed more fully in chapter 
5. 
 
4.4 Ice Velocity and Dynamics 
 The aims developed in chapter 3 imply that the calving model can be used to describe the post 
Little Ice Age retreat of Breiðamerkurjökull with the important roles of basal and lateral drag 
and the dynamic thinning feedback described in Section 2.4 able to explain the rate of retreat. 
Section 4.2 presents the strain rates measured at the field sites and the results of calculations 
used to predict the amount of dynamic thinning expected at the surface at each strain net 
location. This section describes the velocities and amount of dynamic thinning and ablation 
losses measured at the field sites.   
 
 Differential GPS was deployed to measure velocities, elevation and elevation changes, on the 
glacier at the field sites (see Section 3.5). DGPS position data was also used to calculate ice 
thickness at the field sites and to measure change in elevation between surveys and between 
studies carried out on the glacier previously. Retreat and downwasting of the glacier through 
time was determined from past data, with the aim of characterising the retreat over the past 100 
years in terms of strain rates, basal shear stress and dynamic thinning. The measured elevation 
change at each site is compared with that calculated and presented in Section 4.2.  
4.4.1 Flow Patterns and Velocity Variability 
 Velocity is an important variable in the calving model, as velocity gradients are used to 
calculate strain rates and from these both dynamic thinning and crevasse depths are determined. 
At Breiðamerkurjökull, the velocity calculated using an ice flow model could be tested directly, 
as DGPS was used to measure velocities on the glacier surface. This method also provides a 
good opportunity to assess variability in velocity and to measure vertical elevation changes. 
Annual cycles in glacier velocity are well known at many glaciers, where velocities are 
generally higher in the late Spring, Summer and early Autumn than in the rest of the year, a 
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Spring ‘start-up’ event may also be observed where velocity suddenly increases, and is often 
accompanied by rapid vertical position changes (for example, Willis, 1995).  Such a time series 
of data was not available at Breiðamerkurjökull but diurnal changes are also well known at both 
tidewater and land-terminating glaciers (for example, Krimmel and Vaughn, 1987) and the 
implications for a calving glacier like Breiðamerkurjökull are quite interesting. These changes 
in velocity appear to be triggered by both changing hydrological conditions and possibly also by 
tidal influences. At tidewater glaciers there is also some rather equivocal evidence that calving 
events may be triggered following weather events such as rain storms (O’Neel et al, 2001). The 
most likely reason for this velocity variability is that it is due to changes in glacier hydrology. 
However, before the variability can be assessed it is necessary to first establish a baseline. Table 
4.20 lists the measured velocities, elevation change and associated errors at each site on the 
glacier.  
 
Position Period of 
monitoring 
(days) 
Average 
Velocity 
(m day
-1
) 
Horizontal 
Velocity Error 
Estimate (± m) 
Total 
elevation 
change 
(±m) 
Elevation 
Change Error  
Estimate (± m) 
Site 1 25 0.59 0.01 -1.88 0.01 
Site 2 25 0.23 0.01 -1.97 0.01 
Site 3 33 0.67 0.01 -3.04 0.01 
Site 3 
Stake 
33 0.67 0.01 -3.19 0.01 
Site 4 33 0.61 0.01 -2.67 0.01 
Site 5 14 0.63 0.01 -1.18 0.01 
Site 6 25 0.10 0.01 -1.34 0.01 
Site 6 
Stake 
10 0.09 0.01 -0.49 0.01 
Site 7  15  1.18  0.08 -1.68  0.10 
Site 7 Stake 15 1.19  0.08 -1.31  0.10 
Site 8  19  0.70  0.08 -2.09  0.10 
Site 8 Stake 19  0.72  0.08 -1.24  0.10 
Table 4.20 Table listing the velocities, elevation change and associated position errors measured at all 
field sites. Note that some sites had a second stake where static DGPS measurements were made, as well 
as the central stake. Error is estimated based on measured error and instrument tolerances given in the 
Leica GeoOffice software used for processing the positions, in all cases except those for sites 7 and 8 the 
measured error for elevation and position changes determined by the DGPS was less than 1 cm but has 
been rounded up to ± 1 cm precision. Measurements at sites 7 and 8 were affected by a DGPS set-up 
problem which means that these measurements were less precise than the others, reflected in the error 
estimates. Velocities were calculated per minute from two position estimates and converted back into m 
day-1 
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 The values for velocity and elevation change were found by measuring the distance moved 
between surveys of a point fixed at the glacier surface and dividing by the number of minutes 
between surveys. The table also indicates the errors on these numbers. The elevation change in 
Table 4.20 includes the amount of surface lowering due to ablation losses and potentially due to 
bed slope as well to dynamic changes. At all sites, measurements were made at the central stake 
and at some, velocity was also measured at a secondary stake as indicated. Note that there were 
errors in the data collection at sites 7 and 8 which make the measured positions more uncertain 
as indicated in the error estimates. The range of velocities illustrates the diverse nature of the 
different field sites, with the lowest velocity being outside the ice stream and to the west of the 
medial moraine at site 6. The highest velocities as expected were recorded in the area behind the 
calving front in the ice stream at site 7 and further back at site 3. Note the relatively low velocity 
at site 2 which was close to the calving front, but in the zone of shear between the ice stream 
and the slower moving ice at the side.  
 
 As diurnal variability in velocity has been measured at many glaciers, two field sites had 
velocity measured over a 48 hour period to determine if this was also occurring at 
Breiðamerkurjökull. The results from the 48 hour datasets are presented in Figures 4.52 and 
4.53, although there were some problems with the measurements. Data is taken from sites 1 and 
3, note that at both sites problems with signal reception meant that only 36 hour periods are 
really satisfactorily covered. Velocity during these periods appears remarkably consistent, with 
no obvious diurnal pattern discernible, probably due to the glacier hydrology being well 
developed by this point in the melt season.   
 216 
 
 
-0.20
-0.10
0.00
0.10
0.20
0.30
0.40
0.50
0.60
0.70
0.80
0.90
1.00
1.10
1.20
1.30
1.40
1.50
15
:3
1
17
:0
2
18
:3
1
20
:0
1
21
:3
1
23
:0
2
0:
31
2:
01
3:
31
5:
01
6:
31
8:
01
9:
31
11
:0
1
12
:3
2
14
:0
1
15
:3
1
17
:0
1
18
:3
1
20
:0
1
21
:3
1
23
:0
2
0:
32
Time
V
e
lo
c
it
y
 (
m
e
tr
e
s
/h
o
u
r)
2 point smoothed velocity
3 point smoothed velocity
 
Figure 4.52 Graph illustrating velocity data gathered over 36 hours at Site 3 by a static DPGS 
functioning for 15 minutes every 45 minutes. The large jumps are due to errors in signal reception. The 
two lines show smoothed velocity, which is calculated by taking the average velocity of two or three 
consecutive points. 
 
 In Figure 4.52, the velocity measured over a 36 hour period was smoothed over two or three 
points to illustrate how constant the velocity appears to be. The large jumps in velocity are an 
artefact from periods when signal reception was affected by a loss of satellites above the 
horizon, as the error bars indicate. They do not seem to be actual velocity increases. With these 
points removed, the velocity does show some variability, but this is very close to the precision 
of the equipment. Figure 4.53 does not show an obvious pattern to this variability and certainly 
no obvious diurnal cycle.   
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Figure 4.53 Graph of velocity through time at Site 3 with the poor quality data points removed. 
 
 A similar procedure was followed with the velocity data from Site 1, where a 48 hour period 
was also recorded. Again loss of satellites caused some difficulties in the record and Figure 4.54 
shows the period with the large error data points removed. There is no evidence of a diurnal 
cycle, which would cause cyclical patterns of velocity, although the record here is rather short. 
The DGPS equipment was deployed during a notably stormy, cold and wet, high with rainfall 
period. Under such conditions meltwater production may have been reduced as ablation losses 
were correspondingly smaller. Evidence from the LeConte glacier (O’Neel et al., 2001) 
indicates that tidewater glaciers may respond to heavy rainfall events with increased calving 
activity, but that this may be delayed by several days, perhaps due to storage of water within the 
glacier. It is therefore possible that any diurnal cycle in velocity due to water pressure variation 
was reduced in effectiveness due to poor weather. Given that velocity is related strongly to basal 
meltwater pressure, and by this point in the melt season we would expect a well developed 
drainage network, it is not surprising that there is no diurnal pattern discernible in velocity. 
Cycles in velocity may be expected to manifest in cycles of calving activity, but this question 
could also not be resolved over the course of this study. A longer period of monitoring is 
necessary to resolve this question. 
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Site 1 Velocity Data
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Figure 4.54 Graph showing the velocity over a 36 hour period for site 1 with the poor quality data points 
removed. 
4.4.2 Long Term Surface Slope Changes 
 An important prediction of the calving model is the role of ice thickness and effective pressure 
at the bed in controlling the retreat of a calving front. The calving model predicts that an initial 
climatic perturbation can drive retreat as thinning and a reduction in basal effective pressure 
lead to accelerating ice flow and high velocity gradients. In turn these cause dynamic thinning 
and calving also increases as a result. To determine if Breiðamerkurjökull follows this pattern, 
data from this study was amalgamated with data from previous studies to describe the retreat of 
the glacier since the end of the Little Ice Age (Evans and Twigg, 2002; Björnsson et al., 2001). 
Two transects perpendicular to the terminus are compared in terms of retreat and elevation 
change over the course of the last hundred years during post-Little Ice Age warming.  
 
 If climate is the only important variable in controlling retreat the two transects should show a 
similar pattern. However if calving dynamics are important then the transect behind the calving 
front should show retreat preceded by thinning of the terminus. Given the nature of calving 
events, the retreat will be punctuated with periods of stability followed by periods of rapid 
retreat.  
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 On the land-based transect retreat will be more gradual, although periods of more rapid retreat 
and even small advances may occur depending on climatic variability. The results are presented 
in Figures 4.56 and 4.57 which compare retreat and downwasting at two points, a transect 
through the calving front on the line A-B and a transect to the west on the land based part of the 
terminus on the line C-D, as marked in Figure 4.55. 
 
 
 
Figure 4.55 Sketch showing location of transect points represented in Figures 4.56 and 4.57. At points A 
and C there are large moraines from the maximum extent of the Little Ice Age that were clearly observed 
during the 1903 Danish geodetic expedition to Iceland. 
 
 The transect from A to B in Figure 4.55 shows the progressive retreat of the calving front from 
the LIA maximum close to the sea to the point 4.5 km back where the terminus was mapped in 
2005. Note that the bed topography demonstrates a classic glacial overdeepening, but as the 
transect does not follow the flow line, the reducing depth of the bed closest to point B is due to 
the side of the trough being encountered, not the far end of it.  
 
 Although the Little Ice Age ended in Iceland around the middle of the 19th century, between 
1903 and 1945 there was little change in the maximum extent of the glacier. Field observations 
and maps indicate that there was a small lake at the front of the glacier in 1945, but the larger 
expanse of Jokulsárlon does not appear until the mid 1950’s. Between 1945 and 1965 the 
glacier has retreated about 2 km. Fifteen years later there has been further retreat but somewhat 
more limited than in the preceding twenty years. When the next map of the area was produced 
in 1998, a further large retreat had occurred and when compared with aerial photos from 2003, 
A 
B 
C 
D 
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retreat has clearly continued. Observe that the elevation has gradually decreased and a concave 
profile has developed during the retreat phase; in particular there is a flattening in slope close to 
the calving front, observable in all the post 1903 curves, which is also observable in the field 
and appears to indicate the onset of a higher velocity just behind the calving front as discussed 
in Section 4.1. It is also perhaps significant that retreat has accelerated as the calving front has 
moved back into deeper water. This acceleration of retreat is also predicted in the calving model 
as the effective pressure will reduce due to higher basal water pressure caused by the greater 
hydraulic head in deeper water.   
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Figure 4.56 shows the rate of terminus lowering and retreat behind the calving front over successive 
surveys (data taken from Howarth and Price, 1969; Evans and Twigg, 1998; Björnsson et al., 2001). 
Compare with Figure 4.57 below 
 
 In contrast the profile of the land-based terminus during retreat is quite different, as Figure 4.57 
shows. The literature records small re-advances in the late 1960s and early 1980s but these were 
not long-lived enough for the glacier as a whole and they were not large enough to appear on the 
transect. The retreat has been accompanied by significant elevation change, due to high ablation 
rates but more significantly the retreat at this location has been accompanied by a small 
steepening of the angle of the terminus, particularly after the 1965 data. This indicates that the 
driving stress has remained constant and there is little or no dynamic thinning induced as there 
is no change in the gradient in velocity and no change in the basal conditions.  
 
A 
B 
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Figure 4.57 Shows the profile development and retreat on the land terminating part of 
Breiðamerkurjökull (modified from Evans and Twigg, 2002). Note the steepening of the terminus over 
time. The 2005 data is a transect taken with DGPS.  
 
 A more direct comparison of the two parts of the terminus in shown in Figure 4.58, where the 
distance from the LIA terminus positions through time is shown. There is more information 
available for water terminating part of the glacier than the land terminating part, so it is not an 
exact comparison, but generally speaking the land terminus had retreated further from the LIA 
terminus at any moment in time until the positions noted in 2000. This is likely to reflect the 
higher ice velocity of the calving front which has continuously fed ice to the terminus. After 
2000, it seems likely that a threshold has been reached where retreat from both has accelerated, 
but the calving front in particular is retreating faster, perhaps because it is now over the deeper 
part of the trough, which in combination with the thinning recorded from the profiles has made 
it more liable to large and sudden changes in terminus position. 
C D 
 222 
 
0
1000
2000
3000
4000
5000
6000
1940 1950 1960 1970 1980 1990 2000 2010
Year
D
is
ta
n
c
e
 f
ro
m
 L
IA
 (
m
) 
Land terminus
water terminus
 
Figure 4.58. Graph showing the position of the terminus relative to the maximum extent during the Little 
Ice Age. Note that the land terminus initially appears to have retreated faster, before being overtaken in 
the mid 1990’s by the calving part of the terminus. Both show a recent acceleration in retreat.  
 
 To summarise this section, the current total extent of retreat at the two points is similar, but the 
timing of retreat has been quite different, with the land based part retreating steadily over the 
whole period. The calving part barely retreated at all until 1945 when retreat started at a rate of 
around 150 m year-1, a much steadier rate than the land part. From 1965 to around 1985 retreat 
was slower, around 30 m year-1, with the terminus really accelerating after this period 
(Björnsson et al. 2001), and over-taking the rate of retreat on the land part of the terminus in the 
1990’s to its current level of around 70m yr-1. Both parts of the terminus show a recent 
acceleration in retreat. 
 
 The profiles of the glacier at the two transects have also evolved differently during retreat with 
the calving part of the terminus showing a much more dramatic elevation decrease and the 
development of a concave profile. The land based part of the terminus has shown retreat 
accompanied by a small amount of terminus steepening consistent with a constant driving 
stress. Whereas, behind the calving margin, the development of a concave profile indicates that 
both basal drag and effective pressure are reducing. The change in gradient indicated by this 
work suggests that dynamic thinning is occurring at the calving part of the terminus. The 
calving model predicts different retreat patterns depending on the extent to which basal drag or 
lateral drag supports the driving stress, unfortunately it is almost impossible, based on the data 
available here, to determine the extent to which lateral and basal drag are supporting glacier 
flow at Breiðamerkurjökull.  
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4.4.3 Measured Elevation Change and Dynamic Thinning  
 One of the advantages of working at Breiðamerkurjökull is the availability of past data 
including ice thickness and bed topography. By using differential GPS, the location and ice 
velocity of each of the field sites was precisely determined, and the change in ice thickness 
calculated between the 1991 radar study (Björnsson et al., 1992, 2001) and the field seasons in 
this study. This allows us to assess the magnitude and importance of dynamic thinning to the 
retreat of the calving margin and it is possible to measure both short term and long term rates of 
elevation change and to incorporate these into a calving model. 
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Figure 4.59 A graph showing the ice thickness calculated from DGPS elevation measurements at field 
sites on the surface of the glacier, compared with ice thickness data from Björnsson et al. (1992). Total 
thickness change is given in the number above the yellow column. Elevation changes between 1991 and 
2004 or 2005 vary between around 200m of lowering close to the present day calving front, to as little as 
around 50m higher up the glacier. Error bars indicate the certainty with which positions could be located 
within the Björnsson et al. (1992) dataset, an error an order of magnitude larger than that from the 
measured DGPS elevations.  
 
 Comparison of the ice thickness values indicates a mean surface lowering on the glacier of 
some 12 m year-1.
 This is about 33% on average compared to 1991 ice thickness, a considerably 
higher estimate than previously published (Björnsson et al. 2001). On the slower land-based 
part of the glacier, Price (1982) measured a rate of down wasting of 4 m year-1 between 1969 
and 1980, coinciding with the period of readvance of the land margin. The near tripling in the 
rate of down-wasting since then shows the importance of documenting long-term trends, and it 
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also indicates a significant negative mass balance which is likely to continue the rapid retreat of 
both the land-based and calving parts of Breiðamerkurjökull.   
 
 This long-term rate can be compared with that measured over the course of the field seasons in 
2004 and 2005, as shown in Figure 4.60. Here, the average daily change in ice thickness is 
shown together with the component attributable to ablation and that which must be due to 
dynamic thickness change (assuming a negligible bed gradient).  Note that the values of change 
at sites 7 and 8 are likely to be too high due to deployment problems with the DGPS. The daily 
mean is shown as the surveys had different lengths, but thickness change was calculated per 
minute. 
-0.25
-0.20
-0.15
-0.10
-0.05
0.00
0.05
Site 1 Site 2 Site 3 Site 4 Site 5 Site 6 Site 7 Site 8
Field Sites
M
e
a
n
 t
h
in
n
in
g
 p
e
r 
d
a
y
 (
m
)
Dynamic Thinning
Daily Ablation
Total thinning
 
Figure 4.60 shows the mean rates of total surface lowering and that due to ablation and the remainder 
calculated from measured surface elevation change and attributed to dynamic elevation change. The error 
bars reflect the measured errors for the DGPS equipment measurements, and the ± 1 cm precision of the 
ablation measurements for measurements of ablation and the sum of both of these for the calculated 
dynamic thinning. 
 
 Surface lowering of between 0.1 m day-1 and 0.05 m day-1 were measured during the fieldwork, 
the majority of this is due to high ablation rates (~0.07m day-1). However, a measurable amount 
of surface lowering, well within the calculated errors associated with both DGPS and ablation 
measurements, is not attributable to ablation. This strongly suggests that dynamic thinning has 
occurred and accounts for the remainder of the elevation change, assuming that basal slope is 
negligible, a reasonable assumption given the small distance the field sites moved over the 
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course of the surveys, and the shallow gradient of the basal topography indicated by radio echo 
sounding (Björnsson et al., 1992). This is an important result as it implies the dynamic thinning 
feedback can explain the changes in elevation and terminus profile illustrated in Figure 4.56.  
 
 In Section 4.2, dynamic thinning is calculated based on strain rates measured at each of the 
field sites. These are compared with the measured rates in Table 4.21 and plotted in Figure 4.61. 
In Table 4.21 the figures for dynamic thinning are given for the total number of days the 
surveys were carried out for, as shown in column two, and per year, assuming that velocity and 
strain rates remain constant. This is unlikely to be the case and the total measured and calculated 
dynamic thickness changes are therefore likely to be overestimates.  
 
Site No. of 
days 
Measured dynamic thickness change 
Total (m)                   m year-1 
Calculated dynamic thickness change 
Total (m)            m year-1 
1 25 -0.36 -5.20 -0.27 -3.94 
2 25 -0.43 -6.23 0.13 1.97 
3 33 -1.09 -12.11 0.08 0.92 
4 33 -0.52 -5.73 0.32 3.55 
5 14 -0.33 -8.54 -0.04 -0.97 
6 25 0.32 4.69 -0.01 -0.14 
7 15 -0.83 -20.26 0.08 2.01 
8 19 -1.37 -26.35 0.01 0.28 
Table 4.21 Compares the measured dynamic thickness changes with those calculated using a stress 
analysis. The two columns refer to the amount of change measured over (or calculated for) the full 
survey period on the right, and on the left are the changes in m year-1. Note that this analysis assumes 
that bed changes are negligible over the course of the study. The thickness change applies to a point at 
the centre of each strain network. 
 
 The table and graph show that there is not a good match between the thickness change 
calculated from strain rates, and the change measured at the surface. The main reason for this 
mismatch is the very localised variability in strain rates. The measurements presented in Section 
4.2 show that even within one network the strain rate can vary dramatically due to non-linear 
strain rates. Since dynamic thickness change is dependent on strain rates, it is likely, as the 
analysis in 4.2 also confirms, that dynamic thickness needs to be calculated on a much larger 
scale to be able to smooth out local variations.  
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Figure 4.61 Graph comparing the measured change in elevation due to dynamic thinning and calculated 
change using the continuity equation. Note that these are annual figures, extrapolated from the measured 
totals over the survey period, unlikely to be an accurate assumption as velocity is expected to decrease 
during the winter, but the two data series are directly comparable with each other. The measured changes 
exclude ablation losses and error bars take into account the error estimates for DGPS positions. Note that 
the high measured rates at site 7 and 8 are likely to be artefacts of problems in DGPS data collection. The 
calculated changes take into account both transverse and longitudinal rates of dynamic change.  
 
 The results presented in this section confirm that dynamic thinning is occurring at 
Breiðamerkurjökull, and that it has been significant over the course of the retreat of the glacier, 
but that it is difficult to calculate accurately from a continuity analysis. The following sections 
deal with modelling Breiðamerkurjökull and other glaciers. The results of dynamic thinning 
calculations strongly suggest that when applying strain rates to calculate rate of dynamic 
thickness change, strain rates on a scale of hundreds of metres must be used to estimate 
thickness changes. The major challenges for the calving model at Breiðamerkurjökull are to 
predict velocity correctly and to apply this in such a way that dynamic thickness changes and 
crevasse depths may be accurately estimated. This is the topic of the following section. 
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4.5 Model Velocities at Breiðamerkurjökull  
 One of the major aims of this project is to test parts of the Benn et al. (2007a) model of calving 
processes. The wide availability of data at Breiðamerkurjökull makes it a good candidate for 
numerical modelling. Ice thickness data from 2005 were used along with basal topography from 
Björnsson et al. (1992) as shown in Figure 4.3, to calculate ice velocities, predict strain rates 
and estimate crevasse depths. The detailed model spreadsheets are given in Appendix B, but the 
results are presented here. 
4.5.1 Applying the Model to Breiðamerkurjökull 
 The simple two dimensional flow line model constructed here uses simple parameters to 
calculate velocity according to three different sliding laws;  model one uses the Benn et al. 
(2007a) sliding law with a flat piezometric surface equal to the depth of the waterline at the 
terminus; model two is similar but has a sloping piezometric surface that matches the surface 
slope of the glacier; and the third model is based on the Budd sliding law, with a horizontal 
piezometric surface. Calculated velocities were then compared with those measured, and the 
gradient in velocity from each model was used to calculate dynamic thinning and predict 
crevasse depths, from which the position of the terminus is estimated. 
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Figure 4.62. Graph of elevation along a profile comparing the ice surface, shown by the blue line, and 
bed topography, in black, with the piezometric surface used in model 2 drawn in red. The assumed 
piezometric surface in model 1 is the waterline, which is sea level here and coincides with the position of 
the x- axis. This graph can also represent ice thickness when the ice surface is compared with bed 
topography. 
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Figure 4.62 represents the model input geometries of ice surface and bed topography, the 
piezometric surface refers only to model 2. In model 1 the piezometric surface is equal to the x-
axis, as it is kept at y = 0, the local waterline, all the way along the profile. As Section 4.4 
indicates, a dramatic thinning has occurred at Breiðamerkurjökull over the last century, which 
combined with ice retreat has left the current terminus close to the maximum depth in the 
trough. The data in 4.3 was used for depth data, and surface elevation was interpolated from 
DGPS measurements made on the surface. The ice stream width (3400 m, given as a half width 
in the model of 1700 m), was estimated from map data within a GIS. 
4.5.2 Sliding Laws and Ice Velocities 
 Three different models were used to calculate velocities and the results are compared with each 
other in Figure 4.63.  The Budd velocity profile is rather unconvincing and does not provide a 
good match with the three measured velocities on the profile. Furthermore the last two 
velocities have been left off this graph as they are too high to fit on a graph and still show the 
variability in the other two modelled velocities. As the Budd model requires empirically derived 
constants, which in this case have been taken from the Columbia Glacier (Nick, 2005), it is 
possible that with different values applied in the model a better fit may be obtained, but this is a 
rather unsatisfactory solution as it does not represent the physical process.  
 
 229 
 
0
1000
2000
3000
4000
5000
6000
7000
0 1000 2000 3000 4000 5000 6000
Distance (m)
V
e
lo
c
it
y
 (
m
/y
e
a
r)
Benn et al. Velocity 1
Benn et al Velocity 2
Budd Velocity
Measured Velocity
 
Figure 4.63 Graph showing velocity along the flow line. The current glacier terminus is shown at 5000 
m. The lines represent modelled velocities and the triangles show the measured velocity at three different 
locations along the flow line. The models use ice thickness data from Breiðamerkurjökull in 2005. Note 
that the final two velocities predicted by the Budd model have been excluded for clarity on the graph. 
 
 The Budd type sliding law assumes that the driving stress is balanced only by the basal shear 
stress but the Benn et al. models both assume that both lateral and basal drag balance the 
driving stress. Over most of the profile, the Budd model underestimates velocity, before rapidly 
increasing as the glacier approaches the water line. This is a result of the assumption that basal 
drag provides most of the resistive stresses and when basal water pressure increases close to the 
terminus, the effective pressure is reduced and the basal drag term starts to approach zero 
leading to the sudden acceleration, this is an example of the so-called ‘grounding-line problem’ 
(Hindmarsh, 2006). The lateral drag term provides a brake on the glacier as basal drag decreases 
close to the terminus in the two Benn et al. (2007a) sliding models.  
 
 In order to compare the velocities with measured velocities more accurately, data presented in 
Figure 4.64 was used to create an extra velocity profile. Figure 5.64 shows a profile along the 
flow line where velocity was measured using feature-tracking of SPOT data in 2004 (taken from 
Björnsson et al., 2004), compared with DGPS measurements made in 1998. 
 
Calving 
front 
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Figure 4.64 Measured velocities along a flow profile of Breiðamerkurjökull, where the calving cliff was 
located at 5 km along the profile. Measurements were determined by feature tracking from SPOT data in 
2004 and are compared with velocities measured by DGPS in 1998, shown in blue. This graph is taken 
from Björnsson et al. 2004. The profile is along a slightly different line to that modelled here and note 
that the profile takes a different zero point. 
 
 Figure 4.65 is a graph of velocities along the flow line which omits the Budd model in order to 
better compare the other two models with the measured velocities. Unfortunately the original 
data from the SPOT feature tracking was not available, so the velocities shown in Figure 4.65 
are estimated from those given in Figure 4.64. The estimated uncertainty is around ± 50 m year-1 
in the velocities and around ± 250 m in the given location along the profile. These are indicated 
by the error bars shown.  
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Figure 4.65 Graph showing velocity along the flow line. The current glacier terminus is shown at 5250 
m. The red and blue lines represent modelled velocities. The measured velocities are represented by the 
diamonds (DGPS in 2005) and the green squares (SPOT 2004). The error bars on the SPOT velocities 
represent the uncertainty in location and estimated velocity as detailed in the text, the DGPS measured 
velocities have an uncertainty or less than ±0.1 m year-1. The models use ice thickness data from 
Breiðamerkurjökull in 2005. 
 
 Models one and two have a similar pattern of velocities, with an offset due to the difference in 
calculating the effects of water pressure. It is not realistic to distinguish between them, as the 
patterns of velocity and magnitudes of both are close to the measured velocities. The differences 
between measurements and predicted velocities suggest that neither has characterised the 
hydrology of the glacier correctly, and further work is necessary. Nevertheless, the predicted 
velocities are close to the measured velocities and certainly the right order of magnitude, which 
supports the  blended approach of including both basal and lateral drag in a model. This breaks 
down close to the calving front where measurements from SPOT satellite data give a value of 
around 500 metres/year for the velocity at the calving cliff. The predicted velocity at the calving 
front in Figure 4.65 is much higher. The lack of longitudinal stress gradients in the simple 
model probably causes this over-estimation of terminal velocities. 
  The small leap and then decline in velocities 3.5 km down glacier results from the bed 
topography, where there is a small reverse slope. The model exaggerates the process because 
there are no longitudinal stress gradients included in it, and although the measured velocities 
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show it to be a real effect, they do not reflect such a high magnitude change in speed. The 
sudden acceleration and then deceleration also causes an over-exaggerated increase in strain 
rates (Figure 4.66), which has a corresponding effect on the predicted crevasse depths and 
dynamic thickness changes. This is a very simple model, and  a more detailed numerical model 
is necessary over come such difficulties. 
 
4.5.3 Crevasse Models at Breiðamerkurjökull  
 Once velocities have been calculated, the strain rates can be used as an input to crevasse models 
and to dynamic elevation change calculations.  
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Figure 4.66 Graph of modelled strain rates down the flow line of Breiðamerkurjökull compared with 
strain rates calculated from SPOT measured velocities. The red and blue lines represent the calculated 
strain rates based on the two different modelled velocities. The calculated strain rates based on the 
measured velocities (SPOT 2004) are shown as green squares. The error bars on the SPOT velocities 
represent the uncertainty in location and estimated velocity as detailed in the text. 
 
 As models 1 and 2 were more successful than the Budd model in predicting realistic velocities, 
only these two were used to calculate strain rates down the profile. The strain rates reflect the 
velocities of the two models, with the negative strain rates corresponding to the deceleration 
predicted by the models as a result of the basal topography, interestingly the strain rates 
calculated from the SPOT velocities show a similar pattern, with a small increase at around 3 
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km down the flow line, followed by a decrease at 3.5 km, much as the modelled strain rates do. 
The magnitude is larger in the modelled strain rates due to the lack of longitudinal stresses in 
such a simple model, which means that the predicted velocities close to the waterline are also 
higher than measured velocities. 
 
 The modelled strain rates were used to predict the crevasse depths shown in Figure 4.67, where 
depths calculated using the Nye and Van der Veen models are shown for the two model outputs 
and compared with the elevation of the glacier.  
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Figure 4.67 A graph showing predicted crevasse depths down the flow line of Breiðamerkurjökull using 
the Nye and Van der Veen models based on strain rates calculated using models 1 and 2 and strain rates 
calculated from SPOT measured velocities. The current glacier terminus is shown at 5250 m. The 
calculated crevasse depths based on the measured velocities (SPOT 2004) are shown as green squares. 
The error bars on the SPOT velocities represent the uncertainty in location and estimated velocity as 
detailed in the text. The dashed line represents the water line at the front of the calving cliff. 
 
 Given the pattern of velocities and strain rates, the pattern in crevasse depths shown above is 
not surprising. The model calculates the likely average crevasse depth in an area, so it is worth 
emphasising that Figure 4.67 does not show exactly where the fracture will occur, but it does 
indicate where calving is likely to occur. Note that the variation in crevasse depth is greater 
between the two crevasse models than between the two sliding models. This is because although 
the difference in magnitude of velocity is quite large, the gradient in velocity was actually very 
similar, which explains why the predicted depths from each velocity model are similar.  The 
zero crevasse depths at 2.5 km and 3.5 km along the profile result from the decline in velocity 
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predicted by the models and both are unlikely to be points of zero crevassing, although the 
measured velocity in these areas, and the consequent calculated strain rates, also predict zero 
crevasse depths at this point. The predicted crevasse depths from the SPOT velocities are 
subject to large uncertainties, and note that the coverage does not extend all the way to the 
calving cliff. However, the pattern of variability is surprisingly similar to that predicted by the 
model. The magnitudes of the crevasse depths are still too high and almost certainly due to the 
over-estimated strain rates which result from the lack of longitudinal stress gradients in the 
model.   
 
 The model can be used to determine the terminus position with reference to the ice surface 
elevation. Once a fracture reaches the waterline it is assumed in the model (Benn et al., 2007a) 
that it will start to fill with water and propagate to the bed. Thus, where the predicted crevasse 
depth is equal to the waterline, denoted by a dashed line in Figure 4.67, the model assumes 
calving retreat will stabilise at this position. The SPOT measured velocities do not reach all the 
way to the current calving cliff, so it is very difficult to determine the strain rates and crevasse 
depths from the measured velocities and make a fair comparison close to the front. Further back, 
the pattern of predicted depths seems to fall directly between the two models in terms of 
magnitude. The pattern of variability in crevasse depths is very similar to those predicted by the 
models, particularly higher up glacier, but closer to the front, where velocities tend to be over 
predicted by the models, the predicted crevasse depths based on SPOT are also much smaller.  
  
 Figure 4.67 shows that the LEFM model has the terminus exactly at the known 2005 position. 
The Nye model implies that the terminus will reach a stable position higher up-glacier than the 
Van der Veen model. The Nye model in effect suggests that the current front is unstable up to a 
point between 250 and 300 m back from the current front, predicting implicitly that calving 
retreat will occur until this point is reached. The model is not a time evolving model so it cannot 
be used to predict when or even if, calving retreat will reach this point soon, but it does suggest 
that the lower part of the glacier terminus is unstable and/or likely to be responsive to climatic 
or dynamic changes causing further calving retreat.  
 
 Although the Van der Veen model does not appear at first sight to support the conclusion that 
calving retreat is likely to be sustained at this point of the terminus, it is worth considering that 
the modelled crevasses are dry, and there is plenty of evidence of water filling crevasses on the 
glacier surface (see Section 4.1), with only a small amount of water needed to propagate a 
crevasse close to the water line. The Van der Veen model also therefore implicitly supports the 
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idea that the calving front is close to instability and further calving retreat. Further back up 
glacier, the crevasse depth models suggest the rest of the glacier is likely to be stable, unless 
further significant thinning occurs. 
4.5.4 Dynamic Elevation Change 
 The calculated strain rates also allow dynamic thickness changes to be estimated, as presented 
in Figure 4.68, which shows the measured surface slope and the deviation from this predicted by 
the two models.  
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Figure 4.68 A graph showing the calculated change in ice thickness due to ice dynamics down the flow 
line of Breiðamerkurjökull, based on strain rates calculated using models 1 and 2 and strain rates 
calculated from SPOT measured velocities. The calculated dynamic thinning based on the measured 
velocities (SPOT 2004) are shown as green squares. The error bars on the SPOT velocities represent the 
uncertainty in location and estimated velocity as detailed in the text.  
 
 The changes in Figure 4.68 show a fairly consistent thinning trend, but as the acceleration 
towards the calving front is far too high in the models, the predicted thinning is likewise far too 
high close to the terminus. The dramatic thinning and then thickening between 3 and 4km 
down-glacier are largely artefacts of the model but the thickness changes calculated from the 
SPOT velocities suggest that the pattern is right, and that the glacier in indeed thickening and 
thinning where the models suggest. As this only a 1D model, lateral spreading is not taken into 
account, and as the results of dynamic thinning analysis presented in Section 4.2 implied, 
transverse compression with ice being drawn into the trough from the slower moving sides is a 
significant process. This graph also supports this suggestion, as even in the areas where the 
velocities in Figure 4.63 suggest the model is close in predicting the right velocity, the levels of 
 236 
 
dynamic thinning are not as high as predicted here. Clearly, stretching in one direction is being 
balance by thickness changes in other directions. 
 
 Although the magnitudes of the velocities in both models are too high, and consequently so are 
the predicted strain rates, crevasse depths and dynamic thickness changes, the pattern 
demonstrated from the measured velocities suggests that this simple model can at least predict 
the correct pattern of change. In spite of all the problems with the models discussed here, these 
simple models do recreate the pattern of increasing velocities down-glacier, accompanied by 
dynamic thinning and increasing crevasse depths, that can be observed at Breiðamerkurjökull. 
This is a very simple model, neglecting several important processes, particularly the role of 
longitudinal stress gradients, however it still suggests that the crevasse depth calving model is 
successful in explaining the position of the terminus at Breiðamerkurjökull, and making some 
predictions about future evolution of the terminus. Further work to incorporate longitudinal 
stress gradients and transverse velocity gradients and to allow time evolution will improve the 
model further and allow it to be applied at other glaciers. 
 
4.6 Remote Sensing and Calving Dynamics  
 To be truly useful, the crevasse depth calving model must be adaptable to a range of situations, 
where often only minimal data is available, such as the outlet glaciers in south-east Greenland. 
These have been insufficiently studied and in particular the basal topography is either not 
known or is very poorly constrained. However, as discussed in Section 2.6.3 these glaciers are 
currently exhibiting very interesting behaviour, with rapid accelerations, thinning and retreat 
occurring at multiple locations over at least the last decade.  The challenge for the calving 
model is to: 
1) calculate velocities based on the Benn et al. (2007a) sliding law,  
2) determine how well the crevasse criterion predicts the terminus position from observed 
and/or predicted velocities,  
3) explain observations of calving behaviour from a conceptual model of strain-rate driven 
calving. 
 Two approaches are taken here to address these challenges. Data on bed and surface 
topography is available for Helheim glacier and was used to construct a simple spreadsheet 
model of velocity, strain rates and crevasse depths at Helheim glacier. This was compared with 
measured velocities and calculated strain rates and crevasse depths made using a different 
independent dataset (Howat et al, 2005). 
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 In the second part of this section, datasets of velocity from Helheim and three other 
Greenlandic glaciers (see Figure 4.74) were used to calculate crevasse depths along each flow 
line, based on the velocity gradient measured using feature tracking of repeat Synthetic Aperture 
Radar (SAR) satellite data. Strain rates and crevasse depths along flow-line profiles from each 
glacier were used to infer the relative stability and future prospect of each terminus within a 
calving model context. 
4.6.1 Helheim Glacier 
 Data from Stearns (2005) is presented in Figure 4.69 below, the grid of points shows the 
coverage of the feature tracking velocities. The velocities across the glacier surface are indicated 
by the blue contour lines.  
 
Figure 4.69 Satellite image of Helheim, taken in 2001, with feature tracked grid points superimposed. 
The blue contour lines refer to velocities in m year-1.  
 
 The glacier has experienced a substantial increase in velocity between 2000 and 2006 and at the 
same time retreated 5 km and thinned substantially, probably as a result of the consequent 
dynamic thinning, as well as high ablation rates (Rignot and Kanagaratnam, 2006). The surface 
topography and basal topography data used as initial input to the model are taken from Howat et 
al. (2005). 
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 The simple glacier model was set up in the same way as the simple model of 
Breiðamerkurjökull, described in Section 3.7, with the three main differences being a smoothed 
longitudinal ice surface profile, variable width down the flow line instead of a fixed width, and 
a slightly different value for the exponent C to account for the lower temperatures expected in 
this area, which affects ice viscosity and rates of creep deformation. These are discussed further 
in Section 3.7.3. The glacier topography and smoothed profile are presented in Figure 4.70.  
Note that over the course of the two years, the front has retreated by about 1 km, and 
simultaneously thinned. This is probably due to the acceleration recorded by Howat et al., 
(2005), who measured an increase in peak speed from around 8 km per year, to 11 km per year 
between 2000 and 2005. This coincided with a total retreat within this period of 7.5 km. Data on 
ice thickness and surface slope from 2001 was used to recreate velocity in this model. 
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Figure 4.70 Graph showing the surface and basal topography along the flow line at Helheim for 2001 
and 2003.The smoothed curve of topography, used in the model, is plotted on top of the 2001 surface 
(data from Howat et al., 2005).  
4.6.2 Helheim Glacier Model Results 
 Figure 4.71 compares the modelled and measured velocities for Helheim glacier in 2001. 
Measured velocities were taken from Howat et al. (2005), the same source of the basal and ice 
surface topographic data, and Stearns (2005), the source of the data used in the crevasse 
modelling exercise in Section 4.6.4. Note that both datasets match well; the Stearns dataset is 
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more complete, but the location of the Howat et al. (2005) dataset was more closely matched to 
the basal topography (though not a complete match, see discussion in Section 3.7). Both are 
presented in Figure 4.71 in order to be able to compare the strain rates and crevasse depths 
predicted by the model with those calculated in Section 4.6.5. 
 
 Models 1 and 2 are, following the same conventions as in the Breiðamerkurjökull model results 
(Section 4.5), two different conceptions of the piezometric surface. In model 1, the surface is 
flat and equal in elevation to the waterline at the terminus. In model 2, the piezometric surface 
follows the surface slope of the glacier. The predicted velocities are shown in Figure 4.71, and 
note the similarity in slope but difference in magnitude between the two models. 
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Figure 4.71 Graph showing modelled velocities at Helheim glacier compared with measured velocities 
taken from Howat et al. (2005) and Stearns and Hamilton (2005). 
 
 The match between modelled and measured velocities is very variable. The high spike in 
predicted velocities around 10 km behind the calving front, reflects a widening in the glacier, 
which, because of the importance of the lateral drag term in the model causes the velocity to 
sharply increase, and then decrease as the stream gets narrower towards the terminus. The 
widening in the fjord at this point results from two tributary glaciers, and it is possible that 
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neither of these are influencing the main fast flowing part of the glacier as much as the model 
width implies. If the width remains constantly narrow, the predicted velocity would be much 
lower. This cannot explain all of the over-estimated velocity and it is likely that longitudinal 
stress gradients, also play an important role in stabilising ice flow. In both models the glacier 
accelerates towards the calving front, which is an important feature given the real life behaviour 
of Helheim, so although the overall pattern does not follow the measured velocities, the model 
cannot be completely dismissed. This part of the model is shown in more detail in Figure 4.72.  
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Figure 4.72 Graph showing modelled velocities in the lower 6 km of Helheim glacier compared with 
measured velocities taken from Howat et al. (2005) and Stearns and Hamilton (2005). In this graph the 
Budd model is also included for comparative purposes. 
 
 In the area shown, the modelled velocities are underestimated by the model compared with 
measured velocities. Basal topographic variability may explain this mismatch, since the ice 
thickness and basal topographic measurements are taken from a different flow line to the ice 
velocity measurements. Equally, the absence of longitudinal stress gradients are also likely to 
affect the accuracy of the measured and predicted velocities. The important observation is that 
the blended models, incorporating basal and lateral drag give a slightly better match than the 
Budd type sliding model. Given more accurately matched basal and surface topography and a 
more complex model incorporating more processes better results may be obtained, but clearly 
more work is necessary in this area.  
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4.6.3 Strain Rates in the Helheim Model 
 Strain rates reflect the velocities from which they are calculated and given the problems 
identified with predicted velocities in the previous section, it is no surprise that the same 
problems are seen in the strain rates. In Figure 4.73 strain rates calculated from the two models 
are compared with those calculated from measured velocities. In this model, neither the 
magnitude nor pattern of variability in strain rates matches between the modelled and measured 
values. 
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Figure 4.73 Graph showing calculated strain rates in the lower 6 km of Helheim glacier using two 
different models. These are compared with strain rates calculated from measured velocities taken from 
Stearns and Hamilton (2005).  
 
 The poor match between observed and calculated velocities and the consequently poor results 
for strain rates makes it pointless to use this model to predict crevasse depths. The most likely 
reason for this mismatch is the complex basal topography and very variable width of the glacier, 
which is difficult to incorporate into a simple model. The lack of longitudinal stress gradients is 
also likely to be a very large problem. A much more complex model is required to be able to 
characterise the  velocity and strain rates at Helheim adequately.  
 
 The model of Helheim glacier is less successful in modelling velocities and strain rates than the 
Breiðamerkurjökull model. This is in part due to the simplicity and low resolution of the model, 
in particular, the zone 10 km behind the calving front is poorly represented. The area between 2 
and 4 km behind the calving front has a better match between predicted and measured 
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velocities, although there are still large problems. Improved data on glacial topography as well 
as more complex numerical models, incorporating more processes should give more reasonable 
values.   
4.6.4 Velocity and Terminus Variations in Greenland 
 The data from Stearns and Hamilton (2005) provides a good opportunity to apply the crevasse 
depth part of the model to datasets from 4 different glaciers, including Helheim. The map in 
Figure 4.74 shows the location of 4 glaciers on the east coast of Greenland. The changes in 
velocity and position of terminus of these glaciers has been documented and measured using 
remote sensing on the glaciers in question. 
 
 
Figure 4.74 Diagram of Greenland, showing the ice sheet in pale grey and ice free land in dark grey. The 
four study glaciers referred to in this study are marked by the labels, taken from GEUS (2007), note that 
in much of the literature F. Graae Glacier is called Graah Glacier (for example, Rignot and 
Kanagaratnam, 2006).  
 
 Using the measured velocities (Stearns and Hamilton, 2005), strain rates were calculated and 
used to estimate crevasse depths using the Nye crevasse model. Two models were used, one in 
which all crevasses were assumed to be air filled and one where a water depth of 5 metres was 
assumed. These are plotted in the figures below for all glaciers. Further experiments were 
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conducted using the LEFM model to calculate crevasse depths for Helheim and 
Kangerdlugssuaq glaciers. In all cases, the calving cliff is assumed to be 50 m high and the 
crevasse models can therefore be used to assess the stability of the terminus according to the 
crevasses criterion.  
4.6.5 Velocity Measurements at Helheim Glacier 
 The velocity profile and longitudinal strain rates from Stearns and Hamilton (2005) are shown 
in Figure 4.75. Note the gradual increase in velocity with a marked increase in the gradient of 
velocity, from around 6 km back to the calving front. This change indicates the point from 
which basal and lateral drag is reduced, suggesting that the terminus from this point on may be 
sensitive to the dynamic thinning feedback, with further thinning and enhanced crevasse 
opening resulting from the acceleration. 
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Figure 4.75 Graph of velocity and strain rate along the profile of Helheim Glacier, taken from feature 
track measurement data provided by Leigh Stearns (2006). Note the slowly increasing velocity which 
accelerates significantly around 7km before the ice front 
 
 The strain rates in the area more than 15 km behind the glacier front show a greater variability, 
which coincides with the pattern predicted by the model in Section 4.6.4. Reference to the 
satellite image in Figure 4.69 shows that at least some of this variability is likely to be due to the 
relatively poor resolution of the data, with data points becoming slightly more widely scattered. 
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The sparsity of data points makes the calculated strain rates less accurate, and less precise as the 
velocity gradient is averaged over a wider area. Some of the acceleration and increase in strain 
rates between the calving front and 15 km up-glacier is explained by the topographic profile in 
Figure 4.76.  
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Figure 4.76 Graph of bed topography and velocity on Helheim Glacier in the area up to 15 km behind the 
calving front. Note that there is a relatively smooth increase in speed as the ice approaches the calving 
front but the acceleration coincides with the over-deepening. 
 
 The basal topographic data in Figure 4.76 comes from a single flight line down the flow line of 
the glacier (Howat et al., 2005). Between 6 and 12 km behind the 2001 front, there is a 
significant over-deepening, this may well cause the glacier to retreat unstably as the front is 
moving back into deeper water, particularly given the thinning of the glacier measured by 
Rignot and Kanagaratnam (2006). The overdeepening occurs at a narrow part of the fjord (see 
Figure 4.69), which suggests that lateral stresses could stabilise and support the front. The 
satellite image in Figure 4.80 and indications from Howat et al. (2005) show that since 2001, 
the glacier has retreated almost 5 km and the terminus is now well inside the area of the over 
deepening; further rapid retreat seems likely.  
 
 Crevasse depths calculated using an air-filled and water filled crevasse are shown in Figure 
4.77 for the Nye model and Figure 4.78 for the LEFM model. Initially the Nye model was 
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applied to the strain rate data at Helheim, and even without water it is clear from Figure 4.77 
that the crevasse depths predicted close to the terminus are significantly deep. Although there is 
no available data here on cliff height, calving cliffs rarely exceed 50 or 60 m (Brown et al., 
1982) and are often lower. Assuming this to be the case at Helheim glacier, a small amount of 
water added to these crevasses can therefore easily extend them to well below the water line 
causing calving to occur. These results suggest an unstable glacier terminus prone to rapid 
calving retreat. Furthermore, this area of deep predicted crevasses extends back to around 5 km 
behind the front, and even at 10 km back, water filled crevasses are predicted to reach depths of 
up to 40 m. At these up-glacier locations, the ice thickness is much greater so it does not mean 
imminent rapid retreat in isolation, however the dynamic thinning feedback of acceleration, 
thinning, retreat and further acceleration does suggest that further calving retreat is inevitable.  
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Figure 4.77 Crevasse depths calculated along the flow line for Helheim glacier, velocities were measured 
from 2001 feature tracking data and used to calculate strain rates and air filled and water filled crevasses. 
Compare these depths calculated using Nye’s model with those in Figure 4.78 using Van der Veen’s 
LEFM model.  
 
 Given that one of the major aims of this thesis is to compare predicted depths of different 
crevasse models, strain rate data from Helheim was also used as an input to a LEFM model. To 
save computing time only strain rates from the first 10 km behind the 2001 front were used, an 
area of increasing velocity and hence strain rates with associated substantial crevasse depths. An 
assumed ice thickness of 700 m, and crevasse spacing of 50 m, were also used as inputs to a 
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generalised version of the Van der Veen model. Figure 4.78 compares the Nye and LEFM 
models predictions for crevasse depths without water. 
 
 As the model experiments in Section 3.6 suggest, the depths predicted by the Nye model are 
larger than those estimated with the Van der Veen model. In a location like Helheim, where 
detailed information on fracture spacing and fracture toughness is unavailable, the LEFM model 
will be about as successful as the Nye model in estimating crevasse depths, unfortunately there 
is no data on crevasse depths at Helheim available, although photographs of the area in question 
here do show very large crevasses. The temperature at this glacier is substantially lower than at 
Breiðamerkurjökull and the value of both fracture toughness and yield strain rate are highly 
temperature dependent but since there is no data available from which a value can be derived, 
an estimate of 50 kPa m-1/2 was used in the LEFM model, based on estimates in the literature 
(Van der Veen, 1998a, 1998b). The parameter was omitted in the Nye model. The field results 
from Breiðamerkurjökull suggest that in this case, the Nye function is likely to overestimate 
depths, whereas the LEFM depths will be underestimates. The actual crevasse depths are likely 
to be somewhere between the two lines plotted in Figure 4.78.  
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Figure 4.78 A comparison of the crevasse depths predicted by the Nye and Van der Veen models along 
the flow line for Helheim glacier. Velocities were measured from 2001 feature tracking data and used to 
calculate strain rates and air filled crevasses.  
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 It is unlikely in this area that the crevasses will be dry, especially close to the terminus, so 
Figure 4.79 shows the results of some experiments where the Nye model has a water line of 10 
m and the Van der Veen model has a value of 10 m measured from the top of the crevasse. 
Given that the dry model suggests the average crevasse just behind the front is around 20 – 25 
m, this would correspond to about the same amount of water as the 10 m waterline in Nye, 
although it is proportionally more in the Van der Veen model since the predicted dry Nye 
depths are larger.  
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Figure 4.79 A comparison of the crevasse depths along the flow line for Helheim glacier, predicted by 
the Nye and Van der Veen models with a water fill. Velocities were measured from 2001 feature tracking 
data. 
 
 It is striking that, in both Figure 4.78 and 4.79, there is fairly sudden onset of much deeper 
crevasses around 8 km from the calving margin. In the latter, the addition of water in the models 
pushes the crevasse depths well into the depths that might be thought of as unstable. That is, if 
the calving cliff is assumed to be in the region of 50-60 m high, where the depth is greater than 
50 m. The high strain rates here may be related to the over deepening and suggest that this area 
is under a significant amount of stress and likely to experience calving retreat on a large scale. 
This is in fact what happened after 2001 as Figure 4.80 shows.  
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Figure 4.80 Satellite image of Helheim glacier  in 2005 showing frontal retreat (from Stearns, 2005). 
Note the stability of the terminus in the advanced position, retreat occurring only after 2001. Comparison 
with the bed topography in Figure 4.76 shows that the glacier is retreating back into deeper water and 
without a significant mass balance change retreat is likely to continue for some time.  
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4.6.6 Kangerdlugssuaq Glacier 
 
Figure 4.81 Kangerdlugssuaq satellite images taken in 2001. A) shows the velocities derived from 
feature tracking in 2001 (blue contour lines) and DGPS in 2005 (red dots) overlaid. B) illustrates the 
dramatic retreat of the front is illustrated, most of this loss occurred between 2004 and 2005. 
 
 Kangerdlugssuaq has shown some dramatic changes in velocity structure, ice thickness and 
mass balance over the last 10 years (Rignot and Kanagaratnam, 2006). Feature track velocity 
data is available for three years during this period, 2001, 2003, 2005 but it is problematic. The 
total extent of data coverage is greater for the 2005 data, as it extends much further back up the 
ice sheet, however 2001 has much better detail for the area close to the front, a part which is 
almost completely absent from the 2003 dataset and very patchy in the 2005 data. These later 
data gaps suggest that the front of the glacier was extremely fractured and therefore difficult to 
analyse in the later datasets. Fractured surfaces are also potentially very unstable, which is borne 
out by the sudden rapid retreat of the calving front some time between the two satellite images 
obtained between 2004 and 2005. Clearly there are also significant gaps in the rest of the 2005 
data set and given that the time series is the most interesting aspect of the data as a whole, the 
rest of this section will use data from the first 16 km behind the 2001 calving front only.   
A 
B 
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Figure 4.82 Graph showing the velocity profile at Kangerdlugssuaq along a similar flow line in 2001, 
2003 and 2005, based on feature tracking of satellite images. Note that the profile is similar but not 
identical in all cases. Data was patchy, highlighted by the yellow circles, in all profiles, but especially in 
2003 close to the front and in the 2005 dataset all along the profile.  
 
 The overall trend shown in Figure 4.82 is for acceleration and retreat between 2001, 2003 and 
2005. Given the acceleration shown here, it is not surprising that the increase in velocity is 
likely to be accompanied by increased crevassing, which makes feature tracking more difficult. 
The areas circled in yellow with very variable velocities are probably an artefact of the 
technique but they do have an impact on the crevasse depth calculations shown below. 
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Figure 4.83 Graph of crevasse depths along the profile at Kangerdlugssuaq calculated using the Nye 
model. These crevasse depths are taken along a similar flow line using datasets from 2001, 2003 and 
2005 and assuming no water fill in the fractures. Crevasse depths from data for individual years is given 
below. 
 
 Figure 4.83 above summarises the crevasse depth calculations for all three years, for clarity, the 
individual years are plotted out separately below. The 2003 and 2005 records are considerably 
more patchy than the 2001 record of velocities, and it is difficult to convincingly show that 
predicted crevasse depths have increased correspondingly, nevertheless the pattern suggests that 
crevasses in 2003 and 2005 were significantly deeper than in 2001, the 2005 data in particular 
predicts deep crevasses close to the 2005 calving front. Given that retreat from the 2001 front of 
almost 5 km had already occurred when this data was produced, the predicted depths suggest 
that such retreat is likely to continue. 
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Figure 4.84 Graph of crevasse depths along the profile at Kangerdlugssuaq calculated using the Nye 
model. These crevasse depths are taken along a similar flow line using the dataset from 2001 and are 
calculated assuming either no water or a water fill of 5m. 
 
 Figures 4.84 to 4.87 show how changes in crevasse depth between 2001 and 2005 for 
Kangerdlugssuaq glaciers have made calving, particularly with water fills in crevasse more 
likely. A five metre water level in a crevasse is a very reasonable water level and is, if anything 
an underestimate close to the calving front. Adding this much water in 2001 only led to an extra 
10 m or so of crevasse propagation – giving depths up to 30 m based on the 2001 strain rates. 
However in 2003, the maximum depths with 5 m of water were considerably higher, up to 50 m 
in places, and therefore well within what could be considered unstable limits of crevasse 
propagation, even assuming that this is likely to be an overestimate in some places. By 2005, 
and given the limited data available, crevasses in the first 50 km behind the calving front are 
predicted to be well over 40 m in several different places, and given the addition of water, close 
to the calving front a depth of more than 70 m is predicted. These experiments suggest that the 
acceleration of the glacier has indeed rendered calving failure more likely to occur through 
higher strain rates and deeper crevasses. The thinning of the glacier measured by Rignot and 
Kanagaratnam (2006) further decreases to stability of the glacier front and helps to explain the 
rapid retreat associated with the speedup of Kangerdlugssuaq glacier. 
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Figure 4.85 Graph of crevasse depths along the profile at Kangerdlugssuaq calculated using the Nye 
model. These crevasse depths are taken along a similar flow line using the dataset from 2003 and are 
calculated assuming either no water or a water fill of 5 m, for comparative purposes, the air filled depths 
calculated from the 2001 dataset are also included. 
 
 Close to the front, the 2003 depths are, if anything, less than the 2001 depths, but the water 
filled crevasse depths still exceed 50 m in several places further back. Closer to the front, with 
more water than the 5 m added in this model, calving becomes more conceivable. The predicted 
depths using 2003 strain rates are somewhat more variable than the 2001 depths, in part due to 
the data quality issues, which makes it difficult to make any predictions with any certainty. 
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Figure 4.86 Graph of crevasse depths along the profile at Kangerdlugssuaq calculated using the Nye 
model. These crevasse depths are taken along a similar flow line using the dataset from 2005 and are 
calculated assuming either no water or a water fill of 5 m, for comparative purposes, the air filled depths 
calculated from the 2001 dataset are also included. There are large gaps in the record which make the 
data unreliable, these are highlighted by the yellow circles. 
 
 There are large gaps in the 2005 record which make a comparison tricky, but in those areas 
where crevasse depths can be predicted, the 2005 depths are of a similar magnitude or higher 
than the 2001 depths and with only a small amount of water (5 m water level) depths exceed 70 
m close the front, indicating a very unstable terminus relative to that illustrated in the 2001 data. 
However, the data quality issue makes it difficult to be certain about these values.  
 
 255 
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Figure 4.87 Graph of crevasse depths along the profile at Kangerdlugssuaq calculated using the LEFM  
model. These crevasse depths are taken along a similar flow line using the datasets from 2001, 2003 and 
2005 and are calculated assuming no water fill.  
 
 The same strain rates were also used with the LEFM model, and as expected, the pattern is the 
same as that of the Nye model but the magnitude is slightly smaller. Given the similarities and 
the problems with the data, this was not pursued further at Kangerdlugssuaq.  
 
 Unfortunately there are no field measurements available to test the predicted crevasse depths, 
or even to indicate how deep crevasses must penetrate to reach the waterline in the case of these 
glaciers. However, using the indication that calving cliffs are rarely more than 50 m in height 
above the waterline, and assuming that a crevasse must therefore penetrate to this depth before 
calving occurs, the results presented above show that the termini is close to a predicted position, 
given the crevasse depth criterion, and that the addition of very little water is needed to increase 
propagation and cause calving failure at this site. Field observations indicate that many of the 
crevasses on these glaciers are both large and very full of water (see Figure 4.88), which also 
supports the inferences made with regard to the stability or otherwise of the glacier termini. 
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Figure 4.88 Photograph showing water-filled crevasses on Helheim glacier (Stearns, 2005), the water 
line is within at least two metres of the ice surface. Unfortunately no crevasse depth measurements are 
available for this field site.  
 
 
4.6.7 Daugaard-Jensen Glacier 
 The data for Daugaard-Jensen was very patchy, especially in the area immediately behind the 
calving front (Figure 4.89, feature tracked positions from 2001), which has big implications for 
the quality of the results from the crevasse depth analysis at this glacier. 
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Figure 4.89 Satellite image of Daugaard-Jensen outlet glacier from 2001. Feature track speckles are 
shown overlaid the image. Note the patchiness of the data points, also reflected in the velocity diagram. 
Note that in the velocity diagram above the calving front is on the right at around 50 km, whereas in the 
diagram below it is on the left and beyond the zero point of the graph. 
 
 The velocity and strain rates are shown in Figure 4.90. The strain rates appear unrealistically 
high and very variable in the zone 10 – 35 km behind the start of the flow line. This is most 
likely due to poor data quality, although if the strain rates are high, feature tracking becomes 
problematic due to intense surface fracturing. For this reason velocity and strain rates for only 
the first 8 km were used for the crevasse depth predictions shown in Figures 4.90 and 4.91 and 
the area of very high velocity shown on the image in Figure 4.89 is excluded. 
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Figure 4.90 Graph showing velocity and strain rate along the flow line of Daugaard Jensen glacier in 
2001, derived from feature tracking of satellite images. 
 
 The general pattern in Figures 4.90 and 4.91 shows a gradually increasing velocity, which may 
continue up to the calving cliff, but for which there is no data. The strain rates are highly 
variable, further back, probably reflecting poor data and for this reason, in Figure 4.93, only the 
lower 8 km are shown.  
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Figure 4.91 Graph showing velocity and strain rate along the flow line of the lower 8 km of Daugaard 
Jensen glacier in 2001, derived from feature tracking of satellite images.  This area has better data 
coverage than other parts of the outlet glacier so there is a higher degree of confidence in the calculated 
strain rates. 
 
 In the area shown in Figure 4.91 there is a very slow increase in velocity and low, though still 
variable, strain rates with several areas showing zero or negative (compressive) strain rates. This 
may be an effect of the narrow fjord, where lateral drag is slowing the glacier and supporting it 
laterally. This long stretch of strain rates is interesting, since it shows the gradual increase in 
speed as the glacier approaches the sea.  
 
 Crevasse depths calculated using Nye’s model for the first 8 km along the flow line are plotted 
in Figure 4.92. As the number of data points shows, even here the data is very scattered with 
large areas being covered by only a few points.  
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Figure 4.92 Graph showing predicted crevasse depths along the flow line in the area up to 9 km behind 
the calving front on Daugaard Jensen glacier. Both an air-filled and 5 m water filled Nye model were 
used to calculate these depths.  
 
 Even with a small water fill added crevasse depths, even those close to the calving front, are not 
deep and in spite of the relatively high velocity the strain rates are not particularly high. Close to 
the front, the very lack of data makes it hard to draw any conclusions regarding the stability or 
otherwise at the terminus. The image below shows large tabular icebergs suggesting a buoyant 
ice front and possibly an ice shelf type feature, supported laterally by the narrow fjord walls. 
The topography certainly makes a rapid retreat unlikely without dramatic thinning, but data on 
ice thickness and bed topography is required to make further inferences.  
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Figure 4.93 Satellite image of Daugaard-Jensen outlet glacier in 2001 (Stearns, 2006), showing a 
constant terminus position through time.  
4.6.8 F. Graae Glacier 
 Velocities at F. Graae glacier are substantially lower than at Daugaard-Jensen. There is an 
obvious gradual increase in speed approaching the calving front, but unusually, the velocity 
apparently starts to decrease 3 km before the front. The data only extend upstream to just less 
than 25 km. There are also obvious large patches without data points at this glacier which 
complicate interpretation of the results. For this reason, the velocities and strain rates are only 
plotted for the first 8 km of the flow line, and the data at the very front of the glacier is missing 
due to poor coverage. 
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Figure 4.94 Satellite image of F. Graae Glacier in 2001 (Stearns, 2006) with feature track points overlaid. 
The orange box highlights the area of the glacier from which the velocities were used in this study. 
 
The strain rates illustrated in Figure 4.97 show an 8 km fragment of the measured velocities and 
calculated strain rates (see Figure 4.94), which are consistent with the pattern of velocities. The 
geometry of the fjord is a very stable configuration of a long narrow channel, as shown in 
Figure 4.94. The lateral stresses across the glacier must be supporting the flow, and perhaps 
explain the relatively low absolute velocities (when compared with the other outlet glaciers). 
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Figure 4.95 Graph of velocity and strain rate (on the right y-axis) along an 8 km profile measured at F. 
Graae glacier.  
 
 The velocity shown in Figure 4.95 is more or less constant although slightly increasing towards 
to the terminus, peaking at around 3 km, then falling off again closer to the calving front. The 
increase and then steady decrease in velocity towards the ice front may reflect the geometry of 
the fjord. The decrease in strain rates, some of which are negative reflects this deceleration. 
Note however that the strain rates are highly variable in this area. This is probably a result of the 
poor data quality.  
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Figure 4.96 Graph of predicted crevasse depths along the 8 km profile of F. Graae Glacier. Depths were 
calculated using the Nye model and assuming either no water fill or a 5 m water line.  
 
 The predicted crevasse depths above reflect the relatively low calculated strain rates. The 
results in Figure 4.96 are calculated using the Nye model, with and without a 5 m water line. 
Without any data on the ice thickness or the calving cliff height it is difficult to make 
generalisations, but based on the observation that calving cliffs are rarely more than 50 m high, 
the crevasse depths at the terminus suggest that calving may happen relatively infrequently, as 
the low strain rates are not producing very deep crevasses. The addition of more water however 
could certainly cause propagation to the water line, leading to active calving, but the indication 
from Figure 4.96 is that a lot of water is required. The absence of predictions of deep crevasses 
without the addition of water suggests that the terminus should be fairly stable as indeed the 
observations in Figure 4.97 show. However, without data from very close to the terminus it is 
difficult to make more accurate predictions. 
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Figure 4.97 Satellite image of F. Graae glacier in 2001 showing terminus position (Stearns, 2006). 
 
 Figure 4.97 shows the terminus of F. Graae glacier, whose geometry shows a channel widening 
away from the glacier and narrowing in the up-glacier direction. The tabular icebergs also 
visible in this image suggest that the glacier may well be floating, but as at Daugaard-Jensen 
glacier, the strong transverse stress gradient implied by the topography is probably supporting 
the terminus.  
 
 The contrast between the crevasse depths predicted for the different glaciers is very striking; 
neither Daugaard-Jensen nor F. Graae glaciers have shown any signs of increases in velocity, 
changes in mass balance or frontal retreat over the same period. The crevasse depths, even given 
the sparsity of data, are predicted to be more constant and much shallower, even with the 
addition of water fills within the crevasses. More recent ice velocity data from Rignot and 
Kanagaratnam (2006) suggest that neither F. Graae nor Daugaard-Jensen glaciers have 
experienced any changes in velocity between 1996 and 2005, and on the latter they state that the 
frontal speed of Daugaard-Jensen is ‘identical to that measured in 1969 and the glacier is in 
balance’. Under these circumstances, and given the predictions of the calving model we would 
not expect to see rapid changes in the dynamics or calving behaviour of the glaciers. The 
difference between these two glaciers and Helheim and Kangerdlugssuaq Glaciers further south 
may be climatically related. It is certainly true that south eastern Greenland has experienced 
warmer temperatures more frequently recently (Hanna et al., 2005). Possibly it is related to 
F. Graae Glacier 
Charcot Glacier 
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oceanic circulation changes, which seem to have promoted calving failure around the Antarctic 
peninsula for example (Vaughan and Doake, 1996). Alternatively, it is possible that the 
geometry of the fjords in which the more northerly two are located is more suitable to 
supporting the glacier termini. Much more work is required to be able to distinguish between 
these mechanisms.  
 
 Although this analysis of data from Greenlandic outlet glaciers is very simple and, in the latter 
part of this section, focused only on the crevasse depths part of the calving model, it does show 
that the crevasse depth calving model can be used conceptually to understand the behaviour of 
glaciers and making some predictions of their future behaviour. This is good groundwork for a 
much wider modelling and data collecting effort. 
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5.0 Discussion 
"Reading maketh a full man, conference a ready man and writing an exact man."  
Francis Bacon 
5.1 Restatement of Aims 
 The purpose of this thesis is to develop a quantitative understanding of a working model of 
calving processes incorporating a realistic approach to ice fracture. The three aims below 
summarise the main focus of this thesis: 
 
1) Gradients in velocity as a glacier accelerates cause longitudinal stretching, which pre-
conditions glacier ice for calving failure through crevasse formation and dynamically 
induced thinning. The first aim is to measure velocities and longitudinal strain rates, 
assess their importance on calving processes and compare them with modelled strain 
rates based on the Benn et al. (2007a) sliding law.  
 
2) The accurate prediction of crevasse depth is extremely important for the calving 
criterion to be able to predict the position of a glacier terminus. The second aim is to 
test and distinguish between three different models of crevasse formation and 
propagation by comparing modelled and measured crevasse patterns. 
 
3) Thinning of a glacier caused by longitudinal stretching may induce a feedback leading 
to acceleration of the terminus, further thinning, rapid retreat and so on. The third aim is 
to measure rates of dynamic thickness change, compare them to calculated rates based 
on continuity analysis and to determine the importance of dynamically induced thinning 
at an accelerating glacier. 
 
 Chapter 4 presents observations which support the key elements of the crevasse depth calving 
model and in this chapter I discuss some of the issues raised by the results. The observations 
and modelling results presented here support different aspects of the crevasse depth calving 
model by demonstrating the following: 
• Longitudinal strain rates are an important control on both the formation of crevasses 
and on dynamic thinning which both promote calving processes. Surface measurements 
of strain rates can be used to calculate the local stress tensor and explain local crevasse 
patterns.  
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• Crevasse depths can be accurately predicted from strain rates and can be incorporated 
into a calving model. 
• Dynamic thinning is an observably important process on the surface of the glacier, and 
long term thinning rates help to explain the retreat of tidewater glaciers like 
Breiðamerkurjökull 
• Simple spreadsheet models of the sliding laws coupled to a crevasse depth function can 
help to elucidate the processes involved in the crevasse depth calving model, but a more 
detailed and accurate model of a tidewater calving glacier is required to be able to make 
predictions about the future evolution of such glaciers. 
5.2 Longitudinal Strain Rates 
 Velocity is crucially important to the crevasse depth calving model, since it is the gradient in 
velocity which determines strain rates. Strain rates also control both the rate of dynamic 
thinning and the extent and rate of fracture formation, which in turn controls calving rate.  
5.2.1 Calving Processes 
 The key observation of calving processes at Breiðamerkurjökull is the importance of pre-
existing fractures and crevasse traces in promoting calving. There is a good deal of evidence for 
this in the literature, and all observations at Breiðamerkurjökull had some form of pre-existing 
fracture trace which, through propagation, led to a calving event. The terminus position is 
determined by a combination of calving rate and velocity. Calving rate is determined by a range 
of calving processes, with differing magnitudes and frequencies. Calving processes identified 
include tabular calving, a high magnitude and relatively low frequency event, and the smaller 
magnitude but higher frequency calving processes of subaerial spalling of ice due to stress 
gradients across the calving cliff. In all cases the presence of a highly fractured surface behind 
the calving cliff is significant as the presence of high strain rates promotes crevassing and a high 
calving rate.  Differences in strain rates help to explain why different calving mechanisms 
predominate at different glaciers. For example, the Jokulsárlon front is a relatively fast moving 
part of the glacier, with a zone of acceleration close to the front, which causes crevasses to open 
up, but at other marginal lakes, where there is little fast flowing ice, the calving rate is entirely 
controlled by meltwater notches and local stress gradients.    
 
 Evidence of multiple tilted meltwater notches confirms that large parts of the calving cliff are 
buoyant, or close to buoyancy in the centre of the calving front, an area of the glacier which is 
both part of the ice stream and above the deep trough. It is possible that buoyant calving will not 
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persist as the glacier retreat continues into shallower water, unless the rate of thinning remains 
high. 
 
 On either side of the buoyant part of the calving front, the calving cliff appears smooth and 
vertical, often with a small but distinct notch at the waterline (see Figure 5.1). However, the 
significant overhangs observed from near the edge of the lake shore do not occur here, it is more 
likely that in these areas calving by spalling or subaerial serac fall dominates the calving 
process. 
 
Figure 5.1 Photograph of part of the calving cliff. The lack of any waterline melting or tilted notches 
higher up on the cliff suggests that neither buoyant calving processes nor waterline melt driven calving 
are significant at this part of the calving front. The dominant process here is likely to be sub-aerial serac 
calving due to local stress gradients, the lack of any meltwater notch suggests that calving has occurred 
recently. 
 
 The main part of the calving front is controlled ultimately by the longitudinal strain rates. At 
either side of the main cliff, calving is dominated by meltwater notches and the controlling 
process is thermodynamic. This is also true of other calving glaciers and where the ice is slower 
and grounded in shallow water, for example, the Tasman Glacier (Rohl, 2006). A full calving 
model must also be able to incorporate the calving flux due to this mechanism as well.  
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5.2.2 Strain Patterns  
 Large scale fracture patterns, such as are found on Breiðamerkurjökull, are clear outward signs 
of the pattern and form of strain rates. In this case, the acceleration of the glacier as it 
approaches the terminus is exerting an enormous stress, and crevasses are opening up in 
response. The stress and strain analysis at each of the field sites was in general consistent with 
velocity and crevasse patterns. One particularly interesting result was the strong influence of the 
subglacial trough on the measured surface strain rates, pulling in ice from either side of the 
trough. This was previously unsuspected and shows the value of making direct measurements of 
strain rate on the surface of the glacier. 
 
 The measured variability within a network of stakes is a very important result as it suggests that 
a key assumption of linear strain, that it is homogenous throughout a body, is actually breaking 
down on a small scale. Over the larger scale of tens of metres across the network as a whole, the 
calculated and measured strains match each other better, implying that the heterogeneities can 
be averaged out over a larger distance. Longitudinal strain rates calculated within models or 
measured remotely must therefore be carried out over a larger area to give the best estimate of 
dynamically induced ice thickness changes and predicted fracture depths. On the other hand, 
results from remotely sensed velocities used in the Greenland modelling section (Section 4.6) 
suggests that if measurements are made over too large a distance then some of the important 
detail is missed.  
 
 Relatively few studies of this nature have been carried out on fast moving glacier margins, 
probably due to the hazardous nature of the field sites. Laboratory and field measurements do 
show that the deformation in response to an applied stress is highly dependent on a number of 
different factors, including temperature and ice structure, each of which will vary considerably 
at any particular location. Further field studies on strain rates and stress are desirable, if only 
because the conversion between the two is still the single largest uncertainty within the crevasse 
depth models, as Section 5.3 also makes clear. Further work on a range of scales and using both 
three-dimensional analysis and non-linear strain theory should give some very interesting results 
and reconcile small and large scale strain rates. 
 
 The dynamic nature of the system with stresses and strain rates changing constantly and on a 
range of scales is obvious and has the important implication that crevasse depths will respond to 
strain rates not just on a larger spatial scale, but also over a longer period of time. It is thus 
unlikely that a crevasse will be in equilibrium with the current stresses, but may well be 
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responding to strain rates in the past. This is an important consideration, as the crevasse depth 
functions implicitly assume that the system is in equilibrium. 
5.3 Crevasse Depths and Crevasse Models 
 Measuring crevasse depths is a difficult task, nevertheless, this study provides evidence against 
which the predictions of three different crevasse models can be tested. While the Nye, 
Weertman and Van der Veen depth functions have been well known in the glaciology literature 
for some time, this is the first occasion on which they have all been tested using field data. The 
key points are: 
• The modelled crevasse depths, when calculated using both the Nye and Van der Veen 
models are certainly the right order of magnitude and are often remarkably close to the 
observed depths. 
• The measured depths are often variable between surveys, and although this may partly 
be a consequence of the practical difficulties of measuring depths, it is unlikely to be 
purely measurement error, and indicates the dynamic nature of crevasse propagation. 
• A generalised Van der Veen function is slightly less accurate than the full function, due 
to the influence of crevasse spacing. A Nye model with a yield criterion gives a slightly 
better match. Both these adaptations make them easier to apply within a calving model. 
• The simplicity of calculation and the good match between predictions and observations 
of the Nye function, particularly when a yield criterion is included, make it ideal to use 
with the calving model. 
5.3.1 Crevasse Modelling 
 The model experiments offer many extra insights into the problem of modelling crevasse 
depths and lengths. In particular, uncertainties in the flow law rate factor A is one of the most 
important uncertainties for all models, with dramatically different predicted depths, for very 
small differences in starting value, as the experimental models in chapter 3 showed. This is also 
a problem seen when converting strain rates to stresses in the strain network analysis, as 
discussed above. Unfortunately, it is also an acknowledged and intractable problem in 
numerical modelling of glaciers as a whole, and one which, while the uncertainty has been 
reduced, has not yet been resolved (Alley, 1992). 
 
 The fracture toughness of ice is important in determining crevasse depths using the LEFM 
model and to a lesser extent in the Nye model where a yield strain rate is included. Results here 
suggest that on temperate glaciers at least, the fracture toughness may be substantially smaller 
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than previously published, given the match between predicted and measured depth was best at 
the lower fracture toughness of 30 kPa m-1/2. As fracture toughness varies substantially with 
temperature much more work needs to be done on this at a range of temperatures. However, 
perhaps more significantly, at Breiðamerkurjökull it is possible that the high sediment content 
of the ice may also have reduced fracture toughness. This is a variable that is rarely considered 
in either field based or laboratory based studies of ice mechanics. 
 
 Crevasse spacing is a very important issue in the LEFM models, as the difference between the 
generalised and specific Van der Veen models suggests. It is an implicit assumption in both 
Nye’s model and in Van der Veen’s model that crevasse spacing is assumed to be a constant 
width within the crevasse field and that all depths in the field will be the same. This was not 
confirmed by observations where crevasse spacing was often found to vary by a few tens of 
metres within one network. Furthermore, this was found to be one of the more significant 
problems with the Van der Veen model, as when a single average fracture space is assumed (as 
it would be within a calving model), the precision in predicting crevasse depth is reduced to that 
of the Nye model. None of the models take into account the effect of non-linearity in spacing or 
depth calculations, as a single crevasse that is longer than the others by even a small amount in a 
field will take up more of the strain, and propagate unstably for a longer distance as a 
consequence, this increases the blunting effects on neighbouring crevasses, and will affect their 
depths. The same is true for crevasse spacing between them. This is a complex effect to model, 
since any fracture that does propagate beyond the neighbouring crevasses will also be more 
affected by cryostatic pressure, since there are fewer voids nearby. The depth predictions should 
therefore be considered an ‘average’ crevasse depth for a given strain rate in a given location, 
rather than a definitive prediction.  
 
 There is a similar misleading problem with the model of fracture penetration with water, again 
both models assume all crevasses in a field are the same depth and filled with the same amount 
of water. In practice, this is very unlikely to be the case, and the system is perhaps more like a 
single crevasse, which, with a preferential fill of water, is likely to extend much deeper than its 
neighbours. Perhaps more realistic is a kind of blended model, where an initial depth is 
determined by a field model, and coupled to a water-filled single crevasse model. The results of 
model experiments do suggest that the presence of surface water is important for deep fracture 
propagation.  
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 The results from the strain networks show that much of the strain is taken up across the inter-
crevasse ridges. The magnitude of the cross-ridge strain rates must be related to crevasse 
spacing but also to heterogeneities in the ice properties. The problem of initiating crevasses is 
beyond the scope of this thesis, and is a difficult problem in fracture mechanics generally, but 
heterogeneous ice properties suggest that the inter-crevasse ridges have fewer pre-existing flaws 
and/or are less prone to developing micro-cracks or were in the past when the fractures first 
formed. Once the fractures have formed, newer ones are less likely to form, and higher strain 
rates are more likely to result in a deepening of fractures. 
 
 The lateral extent of a crevasse is likely to be important for calving processes too, but the 
model experiments show that the current two-dimensional crevasse model based on fracture 
mechanics does not predict fracture length well. The model results show that it dramatically 
over estimates fracture lengths and, as cryostatic pressure is not included, it is very sensitive to 
the chosen value of fracture toughness. Current calving models assume a single one-
dimensional crack propagating to the bed, which is also a good model for moulin formation. 
Only if this propagation occurs along the entire length of a crack will calving actually take place 
in a 2D model, consequently improving lateral crevasse propagation models is important. 
Observed crevasse lengths more often take the form of a series of interlocking fractures, parallel 
to and connecting with each other, rather than single long fractures. In the areas marginal to the 
ice streams, these interlocking fractures often had a repeating en echelon shape, suggesting that 
the actual lateral extent of a fracture is more closely related to stresses of a similar magnitude at 
multiple points along a line (see Figure 5.1). Even in areas of transverse crevassing, the pattern 
is of multiple crevasses along a line, rather than a single open fracture extending a long distance. 
This is probably related to the multiple detailed local variations in stress and also the presence 
of micro-flaws within the ice mass.  
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Figure 5.2 Oblique aerial photograph showing the lateral extent of crevasses in the transverse crevasse 
zone of the ice stream. The red lines pick out the lines of the crevasses. They are best considered as a 
system of interlocking fractures as although broadly parallel, individual crevasses tend to overlap and 
link up with others nearby, rather than being individual single fractures.  
  
 A final observation related to crevasse models is that of the assumption of perfectly plastic 
flow, which gave rise to the first incarnation of Nye’s function (Equation 5.1),  
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and which Weertman followed with (Equation 5.2).  
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These functions differ from the later forms (Equations 5.3 and 5.4) that take into account 
longitudinal strain gradient. The stress opening the crevasse in the later forms comes from two 
directions both up and down glacier, assumed equal in force, and derived using the flow law 
parameters to describe glacier flow. In the earlier form the pull comes from only one direction, 
as the perfectly plastic assumption leads to what is in effect plug flow – that is there is no 
longitudinal velocity gradient, and therefore no extending flow. 
1
2 nxxd
g A
ε
ρ
 =  
 
&
      (5.3) 
Equation 5.3 shows the modified form presented by Nye (1957) and (5.4) is the modified 
version of Weertman’s model as used in this thesis (see Section 2.5.6). 
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At some termini, where the ice is flowing effectively in plug flow, the assumption of perfect 
plasticity and non-extending flow may be accurate and therefore the models can be used without 
the 2. Calculating crevasse depths at Breiðamerkurjökull using the initial version of each model 
(without the 2), in fact produces a slightly better match to measured depths, although this may 
be due more to the difficulties measuring depths and/or the crevasses being out of equilibrium, 
than to any physical effects.  
5.3.2 Field Observations of Crevassing 
 Over the course of the study it became very obvious, that while the crevasse models assume 
equilibrium, the crevasses themselves are not in equilibrium with prevailing stress conditions. In 
effect the crevasse patterns and depths within a field retain a memory of previous stresses, 
which means that deep crevasses were measured in areas of negative strain rate. This is the 
same effect as that presented by Hambrey and Muller (1978) where crevasses occur in some 
places with very low strain rate and not in others with very high strain rate. The models all 
assume that crevasses are at an equilibrium with the local stress field, and it is unlikely that an 
exact match between modelled and measured depths will be found. Therefore, when predicting 
crevasse depths within a model framework, it is important to use a strain rate over a distance of 
several crevasse spacings, rather than small scale strain rates. This is equivalent to using an 
‘average’ strain rate to calculate an ‘average’ depth, neither of which might be strictly accurate 
on a small scale but on a larger scale are sufficiently general to be both representative of the 
strain rate – crevasse depth relationship and to be used effectively within a model.  
 
 The problem of measuring crevasse depth is not to be under-estimated. The measured depths 
presented here are, as already stated (Section 4.3), minimum depths. Fractures quickly become 
very narrow, too narrow for the weight on the plumb line to pass through. Observations made 
from within crevasses suggest that these very narrow cracks may well extend for at least tens of 
centimetres beyond the ‘bottom’ of the crevasse, and presumably micro-cracks may extend even 
further, beyond what would be visible from the bottom of a crevasse. Van der Veen (1998b) 
also suggests that the cracks may occur to deeper levels but without the fracture surfaces 
separating due to the cryostatic pressure. For this reason, the apparently systematic over-
estimate of depths in both the Nye and generalised Van der Veen modelled depths when 
compared with the measured depths, is less of a problem than it might appear. It is in fact likely 
that these estimates of fracture depths are closer to the ‘true’ depth of a crevasse as the 
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measured depth is inevitably a minimum estimate. When additional stresses and/or water are 
imposed on a crevasse close to the calving margin, the true depth is important for assessing how 
quickly enhanced propagation and calving will occur. Consequently, in a detailed time evolving 
model, a value for crevasse depth which is systematically slightly higher than the measured 
depths (as measured with the technique described here) is more helpful.  
 
 The Nye and LEFM models both assume that the density and cryostatic pressure will be 
constant within a field. This assumption breaks down over a large area, since the large number 
of voids in the surface layers due to crevassing must reduce the effects of cryostatic closure, in 
effect the bulk density over a wide area at the surface is much less than the standard value for 
glacier ice. Where bulk density is lower, it is easier to initiate crevasses, and also harder to close 
them up again. The large number of voids reduces the rate of cryostatic closure near the surface 
and consequently, crevasses in highly fractured glaciers are unlikely to close completely once 
opened, even under reduced stress regimes which would ordinarily lead to closure. A highly 
crevassed margin like Breiðamerkurjökull may well have many relict crevasses, particularly on 
the edges of the ice stream close to the calving front, where measured velocities and velocity 
gradients were low.  
 
 Relict crevasses may still be important for calving as model results suggest that the presence of 
meltwater at the surface can reactivate the fractures, triggering a calving event. This was not 
modelled explicitly in this study, but results from Van der Veen (2007) are applicable. Calving 
does not therefore depend solely on actively opening crevasses. It only requires that there are 
fractures and additional meltwater. The iceberg shown detaching from the margin of 
Breiðamerkurjökull in Figure 5.3 may well have responded to such a forcing, although the 
backward slope suggests that calving was also a response to buoyancy forces at the ice front. In 
this case the scenario causing a calving event may be that the ice front starts to become buoyant 
and bends upwards, imposing a torque further back, and reactivating an old crevasse, which has 
in the meantime started to fill with meltwater. Eventually, the crevasse penetrates to the 
waterline, and more water from the lake starts to flow in, leading to enhanced propagation, and 
calving.  
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Figure 5.3 Photograph taken from the glacier showing a block in the process of detaching from the 
glacier, August 2004. This area is close to site 2, a rather slow moving, almost stagnant part of the front, 
with relatively low strain rates. Note the water behind the block. The reverse slope on this suggests it is 
calving by bending induced by buoyant forces, but the pool of water appears to have reactivated an old 
fracture leading to propagation and calving detachment. 
 
Solar radiation enhances ablation within open crevasses and may also be important in keeping 
old crevasses open even when there is no longer a positive tensile stress. This effect was 
modelled, to find the effect on the albedo of a surface by Pfeffer and Bretherton (1987), but it is 
also likely to impact on crevasse opening and closure as well, especially in a low altitude and 
high latitude temperate climate, as at Breiðamerkurjökull. Field observations did show a marked 
shape difference on inter-crevasse ridges, with a more rounded wall on the north side of the 
ridges and a flatter more vertical one on the south facing side, as shown in Figure 5.4. This is 
most likely due to the relative effects of radiation on the different sides of each ridge, although 
the effects of velocity may also play a role. 
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Figure 5.4 Photograph taken on the surface of Breiðamerkurjökull illustrating the different shapes on 
inter-crevasse ridges, possibly due to the influence of ablation. The south facing walls are flatter and 
generally steeper than the more rounded north facing sides of the ridges. The image shows a DGPS set 
up on one such ridge, note the relatively steep wall on the right, and the sharp cut off on the left of the 
block, whereas the ridge appears to slope more gently backwards, picked out with red dashed arrows, the 
black arrow shows the direction of flow and also points to the South. 
 
 Although perhaps of curiosity value only, the model of Pfeffer and Bretherton (1987) 
demonstrates the effect of surface crevasses in substantially altering the albedo of a surface and 
can also be applied to crevasse models, since the presence of crevasses and crevasse traces in 
areas where ablation should long since have removed them, has been a continuing puzzle in the 
literature dealing with crevasses (for example, Van der Veen, 1999). There is scope for more 
work on this effect in the future, particularly as Pfeffer and Bretherton (1987) indicate that the 
presence of a highly crevassed surface can significantly reduce the albedo of a glacier surface. 
5.4 Dynamic Thinning  
 The dynamic thinning feedback is a key part of the model which can be used to explain the 
different responses of different glaciers to similar climatic and environmental forcing.  
5.4.1 Field Observations 
 Field observations of dynamic thinning in Iceland are complicated by the need to exclude high 
ablation rates. As Breiðamerkurjökull has retreated from its Little Ice Age maximum in 1903, 
retreat has been accompanied by down-wasting of the terminus. The retreat back into deeper 
water from the terminal moraine and the downwasting of ice have both contributed to the rapid 
North South 
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retreat of the calving terminus. The land based terminus has retreated but experienced a 
steepening of the terminus, characteristic of a slower retreat with a constant driving stress. 
 
 The short term measured rates at Breiðamerkurjökull confirm that dynamic thinning is 
occurring at all sites. The high levels of ablation measured in the summer field season, are 
reinforced during mild spells in the winter time and, given the temperate maritime climate, the 
total mass budget is highly variable on an annual and inter annual basis. The dramatic retreat of 
the glacier since the end of the Little Ice Age (LIA) is a response to a climatic trigger. The 
elevation change and in particular the concave profile developing behind the calving front all 
point to the onset of a dynamic thinning feedback, as acceleration is caused by reduction in 
basal drag and increasing effective pressure, causing the dramatic thinning of the front of the 
glacier. This concavity has become more marked with retreat, and has also migrated back with 
the retreat of the front, indicating it is a long lived feature, not simply related to topography. 
Figures 5.4 and 5.5 show the concavity as it appears in the mapped profile over time and as it 
appears in the field in 2005 for comparative purposes.  
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Figure 5.5 Graph showing the same profile through the calving front at Jokulsárlon over time. Data 
modified from Evans and Twigg (2002) and Björnsson et al. (2001). 
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Figure 5.6 Photograph (September, 2005) showing the area of the ice stream immediately behind the 
calving front. Note the concave profile which also appears in the graph in Figure 5.5. 
 
 The observational evidence for dynamic thinning is very clear, but attempts to compare 
measured and calculated rates of dynamic thinning were of mixed success. In the case of the 
simple spreadsheet model of Breiðamerkurjökull, the high velocities towards the calving front 
and the lack of lateral terms and longitudinal stress gradients lead to an overestimate of 
thinning, although at other parts of the flow-line, where velocity calculations were better 
matched with measured velocities, the term was better constrained. 
 
 At the strain sites, there was difficulty in calculating dynamic thickness changes as, depending 
on the stakes used, both the sign and the value changed. Also, the measured values rarely 
matched the calculated values based on all stakes in an network. There are two main reasons 
why the dynamic thinning calculations at each strain site gave such inconsistent results. In the 
first place, linear strain theory assumes that strain in a body is homogeneous across it (Nye, 
1985). On the small scale of the strain networks, this assumption was clearly demonstrated to 
have broken down, with much more consistency across the network as a whole than in between 
individual stakes, as Section 4.2 clearly shows. In the second place, the relative measured 
changes were small, but so were the strain networks themselves, so the assumption of small 
deformation, relative to the total length starts to become invalid. In linear strain theory, as the 
deformation gets larger the amount of error increases. The application of non-linear strain 
theory may thus be more appropriate to calculate strain thinning on a small scale like the strain 
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networks. Prescott et al. (1998) found that a combination of linear and non-linear strain rates 
were needed to explain the crevasse patterns on a section of Jakobshavn Isbrae, and in particular 
to link the strain rates measured on a variety of scales to the crevasse patterns. The dynamic 
thinning calculation at each site is in particular prone to errors of this nature, as the total glacier 
thickness (around 200 – 300 m at each site) is comparatively large compared to the stake 
networks, which were generally on the scale of a few tens of metres. Due to the errors thus 
introduced, either finite deformation tensors must be used or, more simply, when calculating the 
rate of dynamic thinning due to stretching, a larger area must be used, in which the assumptions 
of homogeneous small deformations are met.  
 
 In spite of the poor match between calculated and measured thinning, the thinning measured 
using DGPS over the course of field work, and indicated by a comparison of long-term ice 
thickness data shows that dynamic thinning is a real effect at the glacier and important to the 
retreat of the glacier.   
5.5 Applying the Calving Model  
 Using simple spreadsheet models to assess the crevasse depth calving model is a first step to 
realising a full model. The results of the modelling exercise at Breiðamerkurjökull and at 
Helheim glacier are not unambiguous successes, however they confirm that the sliding relations 
incorporating lateral and basal drag are more successful than a Budd-type sliding law in 
calculating ice velocity. Furthermore, they also show that a crevasse depth model can be 
incorporated into the model easily and give meaningful results.  
5.5.1 Sliding Laws 
 The possibilities offered by the crevasse depth calving model are likely to be ever more 
important in the future as reconstructions of past ice sheet models and future projections 
become more sophisticated. It is therefore important that sliding relations are as accurate as 
possible when reconstructing glacier retreat as velocity gradients are very important to both the 
crevasse model and the dynamic thinning feedback. The use of the modified sliding law, where 
lateral drag is incorporated alongside basal drag, clearly gives a much better match to measured 
velocities, even given the relatively sparse measurements, than the more conventional Budd–
type sliding law. This is an important result, as it confirms the importance of allowing for ice 
stream type behaviour at Breiðamerkurjökull to be able to accurately model the dynamics of the 
glacier.  
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 The results do not easily distinguish between the two forms of the modelled sliding law. At 
relatively low surface slope glaciers like Breiðamerkurjökull and Helheim there is only a small 
difference between the shape of the predicted piezometric surfaces; in fact it could be argued 
that neither is a very realistic determinant of water pressure within the glacier, and a Coulomb 
type law, such as is used for water flow through sediments might be more realistic. This would 
also account for sliding on a pressurised deforming bed, possibly important at 
Breiðamerkurjökull (Boulton and Hindmarsh, 1987).  
 
 The most important effect of the sliding law is on the velocity gradient, which is over-estimated 
in all models, as the ice approaches the calving front. This has a corresponding effect on 
predicted crevasse depths and estimated dynamic thinning. The main reason that velocity 
gradients increase so much close to the front, is that longitudinal stresses are not incorporated 
into these simple models, an effect that could be fully realised in a full sliding-calving model. 
The lack of lateral contraction in response to longitudinal extension is likely to be important in 
overestimating dynamic thinning within these simple models but, importantly, the practical 
possibility of a dynamic thinning feedback is demonstrated. 
5.5.2 Calving Functions 
 When using a calving criterion, both the Nye and Van der Veen functions can be used. 
However, the modified Nye function is preferable due to its simplicity. The assumptions within 
a generalised Van der Veen function tend to reduce the accuracy of predictions to about the 
same as the Nye model. The use of the crevasse depth criterion in the simple model of calving at 
Breiðamerkurjökull, predicts the terminus of the glacier to be very close to where it is currently 
found.  
 
 Fracture propagation and calving are dynamic time-dependent processes, and a number of 
thresholds for crevasse depth, water fill, lateral crevasse propagation, and ice thickness, must be 
met for a calving event to occur. The simple models assume that calving occurs instantaneously 
and in a full calving model this must be addressed, perhaps by including a yield criterion, such 
that crevassing cannot be implemented until a threshold strain rate is attained. Given that the 
Nye model apparently makes more accurate predictions with a yield criterion of between 50 and 
60 kPa, including a yield criterion also makes physical sense.   
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5.6 Further Work 
 The results presented here provide a framework of support for the crevasse depth calving 
model, however a study of this kind inevitably raises more questions, and much more work 
needs to be done exploring the model further and in order to apply it. Some of these questions 
have been raised in this chapter, suggestions for further work to try and answer these questions 
are listed below.  
• The obvious next step is to build a rigorous ice dynamic model incorporating three 
dimensions, lateral and longitudinal stress gradients and evolving through time. 
• Data is always a problem in science, and especially glaciology where the difficulties of 
working in a remote environment are supplemented with the costs of expensive remote 
sensing techniques and a relatively small pool of researchers. More data to build and test 
models is however crucial, in particular, more detailed velocity data on more glaciers is 
essential while bed and surface topography and ice thickness data are also important for 
both building and testing models 
• Large scale strain rate measurements combined with a stress analysis would be a 
particularly interesting study given the results presented here. A combination of linear and 
non-linear strain theories would allow a good comparison of strains and stresses at a range 
of scales to be studied.  
• Dynamic thinning measurements over a longer period, compared with values calculated 
from strain rates, would help to confirm the dynamic thinning feedback and its importance 
within the crevasse depth calving model. 
• Measurements of crevasse depths are, for reasons explained above, always difficult to make. 
Geophysical techniques such as radar or lidar have their own difficulties on a highly 
crevassed surface, but further work measuring the total depths would be useful to help 
calibrate the measurements made here, in order to determine if, and by how much, crevasses 
are deeper than measured using the plumb line technique. 
• A more recent model by Van der Veen (2007) explicitly links fracture propagation to 
meltwater production. This is in effect a time evolving model which is designed to explain 
meltwater routes from the surface to the bed of the Greenland Ice Sheet. Experiments with 
this model would be very interesting as it couples aspects of ice dynamics, surface mass 
balance and fracture propagation and could be tested in a study similar to this one relatively 
easily.   
• Developing a two dimensional model of crevasse propagation allows calving processes to 
be more realistic, since crevasse propagation in calving failure has to occur along a line, 
rather than only at one point. Within a full calving model it could be worked around, by 
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assuming that the threshold strain rate for crevasse failure has to be reached in locations 
along a line rather than at a single point, more work is necessary to test this.  
• Mixed-mode fracture models are suggested by Van der Veen as being more accurate 
depictions of crevasse models. While the current LEFM model gives pretty good results, 
given the unknowns that would have to be assumed to try and improve on them makes it 
unrealistic to spend more time developing models that may only improve predicted depths 
by a small amount. However mixed mode fracture models do show great promise in terms 
of crevasse orientation, further development and testing could prove interesting.  
• Fracture toughness of ice is a critical part of the LEFM model and, when converted to a 
yield strain rate, also in the Nye model, but there is a big uncertainty around the appropriate 
range of values, and it is highly variable according to temperature and other variables. 
While appropriate values are reasonably well known for cold polar ice, more work on 
temperate ice (under laboratory conditions) would be useful for determining reasonable 
values for fracture toughness to be used within fracture models.  
• The terms in the constitutive relation to convert strains to stresses are still the big unknowns 
in all of this work, particularly for the rate factor A, until these are better known it will be 
difficult to improve models further. This is an important area of further research for a whole 
range of glaciological problems. 
 
In this thesis I have presented evidence for the importance of longitudinal stretching in calving 
processes, tested three crevasse functions for purposes of inclusion in a calving model and 
investigated the presence of dynamic thinning and the importance of a dynamic thinning 
feedback at a tidewater calving glacier. The final conclusions are given in the following chapter.  
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6. Conclusions 
‘We shall not cease from exploration 
And the end of all our exploring 
Will be to arrive where we started 
And know the place for the first time.’ 
(Four Quartets - Little Gidding, T.S. Eliot, 1942) 
6.1 List of Conclusions 
1 The crevasse depth calving model can be used to explain the retreat of 
Breiðamerkurjökull over the past 100 years, through a combination of acceleration, 
longitudinal stretching, dynamic thinning and crevasse propagation. 
 
2 The calving front at Breiðamerkurjökull exhibits different types of calving, each of 
which relies on pre-existing fractures. These include tabular calving, waterline melting, 
sub-aerial serac fall and submarine calving. The total calving rate is the sum of all of 
these different types and the absolute terminus position is determined by the rate of 
calving and the ice velocity. 
 
3 Buoyant calving of tabular icebergs is a significant component of the total calving rate. 
The presence of tilted meltwater notches suggests that well over 50% of the mass flux 
from the calving cliff is derived by this process.   
 
4 Strain rates and stresses derived from stake measurements on a scale of tens of metres 
follow the expected pattern of the stress tensor on the glacier surface. 
 
5 On a small scale, the stress and strain patterns at the surface of the glacier are complex 
and may not reflect the larger scale stress tensor. Due to heterogeneous ice properties, 
the assumptions of linear strain theory break down on a small scale. A combination of 
linear and non-linear strain analysis is required to reconcile the small and large scale 
strain rates.  
 
6 In general, crevasse patterns at the surface follow the expected orientation given the 
local stress tensor. 
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7 Crevasse depth can be adequately predicted, to the right order of magnitude, by two 
different models, the Nye model and the Van der Veen fracture mechanics model, using 
observed strain rates and other simple inputs.  
 
8 Nye’s (1955, 1957) strain rate depth model is almost as good at predicting crevasse 
depths as the more complex linear elastic fracture mechanics models, especially when a 
yield strain rate included. The cost in terms of computing time is lower, making it an 
obvious choice for a calving function within the crevasse depth calving model.  
 
9 The linear elastic fracture mechanics model performs better than the other two models 
of crevasse depth, but only when known values of crevasse spacing and ice thickness 
can be input. If these have to be assumed, the function is only very slightly more 
accurate than the Nye model. 
 
10 Weertman’s original (1974) model requires modification to take into account extending 
flow but even so it does not give results as satisfactory as Nye’s or Van der Veen’s 
functions when comparing predicted and measured crevasse depths. 
 
11 Model experiments show that the presence of additional water is important but not 
absolutely necessary at the glacier surface to cause crevasses to penetrate to the bed of 
the glacier when calving occurs. Conversely, the presence of large amounts of water 
may reactivate crevasses and cause a calving event. 
 
12 Results presented here suggest that the fracture toughness on temperate glaciers is 
substantially lower than previously published, at around 30 kPa m1/2. This value varies 
according to temperature and probably other variables, and the LEFM model is 
particularly sensitive to it, although it can also be incorporated into the Nye model in 
the form of a critical yield strain rate.   
 
13 Values for the constitutive relation and in particular the temperature dependent 
Arrhenius rate factor, have a substantial effect on the predicted crevasse depths and on 
the conversion of strain rates to stresses. Much further work needs to be focused in this 
area to constrain the values appropriate for a range of glaciers. 
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14 Crevasses may persist at the surface, even when compressive strains are measured 
across the glacier surface due to both enhanced radiative effects within crevasses and to 
the reduction in cryostatic closure due to the large number of voids in a crevasse field, 
which in effect reduces bulk density.  
 
15 Crevasses respond slowly to changes in applied stress, and are therefore likely to be out 
of equilibrium with current stress patterns. The models assume instantaneous 
adjustment, which means that there is unlikely to be a perfect fit between modelled and 
measured crevasse depths. 
 
16 Accounting for the uncertainties and difficulties related in particular to density profiles, 
fracture spacing and ice flow law inputs is unlikely to enhance the accuracy of the 
models significantly and will increase the costs in computing time for little benefit. 
 
17 Dynamic thinning is occurring at a measurable magnitude due to the acceleration of 
Breiðamerkurjökull. Although it is difficult to separate out from ablation losses in the 
long term, the pattern of surface elevation changes also confirm it is a real and long-
lived process. In the simple model, the pattern of predicted thinning is about right but 
the different magnitude indicates that transverse changes may also be important in 
attenuating longitudinal strain rates. 
 
18 Calculated dynamic thickness changes, based on stake measurements do not match the 
rates measured using DGPS, probably due to local strain rate variability and the 
assumptions of linear strain theory breaking down on a small scale. 
 
19 The acceleration and thinning of calving outlet glaciers in Greenland can be related to 
the concurrent terminus retreat by the crevasse depth calving model. Enhanced 
crevassing is predicted by the Nye and Van der Veen functions and reduces the stability 
of the calving front. 
 
20 Simple spreadsheet models confirm the principles of the crevasse depth calving model, 
but significant work remains to incorporate the crevasse depth calving functions into a 
full ice dynamics model. In particular the longitudinal and transverse stress gradients 
are omitted from these simple models but they are likely to be important controls on 
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velocity, particularly close to calving termini. This omission explains some of the 
disparities between modelled and measured velocities. 
 
21 A blended sliding function, incorporating lateral and basal drag is a more effective way 
to model velocity in a calving model, than a simple Budd type sliding function. 
 
22 Longitudinal strain rates control crevasse propagation and dynamic thinning and are key 
to controlling calving rate and terminus position. The simple models and field results 
presented here confirm three important elements of the crevasse depth calving model. 
Further work will extend and complete the modelling of calving termini.   
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Crevasse Formation and the Dynamics of Calving Glaciers: A 
Study at Breiðamerkurjökull. 
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"Plaudite, amici, comedia finita est." 
(Applaud, my friends, the comedy is over.) 
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7. Appendices 
“The rest is silence”  
W. Shakespeare, (Hamlet) 
Appendix A – Models 
Appendix A1: Knet Calculation 
This appendix presents a program in Matlab for calculating the value of Knet, the stress intensity 
factor, in a field of crevasses filled with water. The range of water levels within the crevasses 
ranges from 10 m to 15 m in 1 m increments. The tensile stress is assumed to be 150 kPa, the 
crevasse spacing is fixed at 50m. The program is named Knet_field_water.m . 
 
%This script calculates the net K value for a field of crevasses, 
%based on a given value for ice thickness, spacing and stress, Rxx. A range 
%of values for water level, a are assigned. The output is a graph 
g = 9.81; 
rho_i = 917; 
rho_w = 1000; 
d_matrix = [];        % creates empty matrix for crevasse depth output 
KI_netmatrix = []; 
Rxx = 100000; 
H = 300 
W = 50 
Wh = W/2; 
a_vector = (0:2:10)        %water line a is set from 10 to 15 metres, at 1m increments 
count_a = 0;                % initialises counter 
d_start = 1; 
d_max = 50+ d_start; 
eps = 1e-3 
% 
for a = a_vector 
    count_a = count_a + 1 
    count_d = 0 
for d = d_start:0.5:d_max         % crevasse depth for start of each run 
    count_d = count_d + 1         % counts the steps in the loop 
    S=Wh/(Wh+d); 
    D_S=(1/sqrt(pi).*(1+(S./2)+((3/8).*S.^2)+((5/16).*S.^3)+... 
        ((35/128).*S.^4)+((63/256).*S.^5)+((231/1024).*S.^6)))... 
        +(22.501.*S.^7)-(63.502.*S.^8)+(58.045.*S.^9)-(17.577.*S.^10); 
    % 
    %Calculate KI_1 for a field of crevasses 
    % 
    KI_1field=D_S.*Rxx.*(sqrt(pi.*d.*S)); 
    % 
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    %Calculate KI_2 lithospheric closure 
    % 
    G_int = quad(@(b) G(b, d, H), 0, d - (eps*d)); 
    KI_2 = (2*rho_i*g)/(sqrt(pi*d)) * G_int;   
    % 
    %Calculates KI_2, the SIF for lithospheric closure 
    % 
    % KI_3 calculations 
    % 
    if (d <= a) 
        KI_3 = 0; 
    else 
        Gw_int = quad(@(b) G_w(b, d, H, a), a, d - eps*(d-a));  
% 
%Calls function G_w which incorporates value for a - water level 
% 
        KI_3 = (2*rho_w*g)/(sqrt(pi*d)) * Gw_int;   
% 
%Calculates KI_2, the SIF for lithospheric closure 
% 
    end; 
    KI_netmatrix(count_d, count_a) = KI_1field + KI_2 + KI_3;    
    d_matrix(count_d, count_a) = d;        % creates row matrix of depth values for each 
step   
end 
end  
% 
KI_netmatrix = KI_netmatrix * 1e-3;     %Convert Pa to kPa 
plot(d_matrix, KI_netmatrix, 'k', 'LineWidth', 1)       % plots output 
xlabel('depth below surface m') 
ylabel('K_I^{(net)} (kPa m^{-1/2})') 
 
Appendix A2: Crevasse Depth Calculations 
This appendix presents a program in Matlab for calculating both the depth of crevasses within a 
field and the value of Knet, the stress intensity factor. It also calculates the depth of crevasses in a 
field using the Nye crevasse depth model and the Weertman crevasse depth model. The applied 
tensile stress is calculated from strain rates which are given values from 0.001 to 1.5 year-1 in 
increments of 0.01 year-1. The fracture toughness is assumed to be 30 kPa. The output is a graph 
comparing the predicted depths in all three models for the same inputs. The program is called 
ExxrangeLEFM_Nye2.m . 
 
%This script calculates the net K value for a field of crevasses, 
%based on a given value for ice thickness, spacing and stress, Rxx. A range 
%of values for water level, a are assigned. The output is a graph 
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g = 9.81; 
rho_i = 917; 
rho_w = 1000; 
d_matrix = [];        % creates empty matrix for crevasse depth output 
KI_netmatrix = []; 
Rxx = 100000; 
H = 300 
W = 50 
Wh = W/2; 
a_vector = (0:2:10)        %water line a is set from 10 to 15 metres, at 1m increments 
count_a = 0;                % initialises counter 
d_start = 1; 
d_max = 50+ d_start; 
eps = 1e-3 
% 
for a = a_vector 
    count_a = count_a + 1 
    count_d = 0 
for d = d_start:0.5:d_max         % crevasse depth for start of each run 
    count_d = count_d + 1         % counts the steps in the loop 
    S=Wh/(Wh+d); 
    D_S=(1/sqrt(pi).*(1+(S./2)+((3/8).*S.^2)+((5/16).*S.^3)+... 
        ((35/128).*S.^4)+((63/256).*S.^5)+((231/1024).*S.^6)))... 
        +(22.501.*S.^7)-(63.502.*S.^8)+(58.045.*S.^9)-(17.577.*S.^10); 
    % 
    %Calculate KI_1 for a field of crevasses 
    % 
    KI_1field=D_S.*Rxx.*(sqrt(pi.*d.*S)); 
    % 
    %Calculate KI_2 lithospheric closure 
    % 
    G_int = quad(@(b) G(b, d, H), 0, d - (eps*d)); 
    KI_2 = (2*rho_i*g)/(sqrt(pi*d)) * G_int;   
    % 
    %Calculates KI_2, the SIF for lithospheric closure 
    % 
    % KI_3 calculations 
    % 
    if (d <= a) 
        KI_3 = 0; 
    else 
        Gw_int = quad(@(b) G_w(b, d, H, a), a, d - eps*(d-a));  
% 
%Calls function G_w which incorporates value for a - water level 
% 
        KI_3 = (2*rho_w*g)/(sqrt(pi*d)) * Gw_int;   
% 
%Calculates KI_2, the SIF for lithospheric closure 
% 
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    end; 
    KI_netmatrix(count_d, count_a) = KI_1field + KI_2 + KI_3;    
    d_matrix(count_d, count_a) = d;        % creates row matrix of depth values for each 
step   
end 
end  
% 
KI_netmatrix = KI_netmatrix * 1e-3;     %Convert Pa to kPa 
plot(d_matrix, KI_netmatrix, 'k', 'LineWidth', 1)       % plots output 
xlabel('depth below surface m') 
ylabel('K_I^{(net)} (kPa m^{-1/2})') 
Appendix A3: Crevasse Depth at Field Sites. 
 This appendix presents a program in Matlab for calculating crevasse depths at each field site 
based on Van der Veen’s model. The program was used for calculating crevasse depths at the 
surface of Breiðamerkurjökull in Section 4.3. Measured strain rates, crevasse spacings and ice 
thickness are imported into Matlab from an Excel spreadsheet and used to calculate crevasse 
depths according to Van der Veen’s model. Each value then has a depth calculated from it. A 
low value for fracture toughness of 30 kPa is assumed due to the relatively high ice temperature 
and high sediment content. This program is called depth_Exx_sheet.m . 
 
%Calculates crevasse depth for inputs of Spacing, W, Thickness, H, 
%and strain rate Exx from spreadsheet straindata 
rho_i = 917;                %Density of ice 
rho_surface = 850;          %Surface density (for use with G_firn function 
A = 3.484028e-016;  
% 
% Pa^-3 year^-1Value for converting strain rate into stress (accounts for 
viscosity) 
% 
n = 3;                      %Flow law  
C = 0.02;           % Constant for G_firn function 
ee = exp(1); 
g = 9.81;           %Gravitational acceleration 
% 
%Data imported from spreadsheet and different cells assigned to variables 
%Note that matlab does not read text, so cells with numbers are the first 
%ones it sees! 
% 
Data = xlsread('straindata','A2:E25');  
% 
%Opens the file straindata to read the data in %cells A2 to E7 
% 
Stakes = Data (:,1) 
H = Data(1:1,4:4);                    %H is ice thickness - in first row 3rd column 
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Site = Data (1:1, 3:3);               %Site name assigned 
Exx = Data(:,2);                   %Exx is strain rates values in first column 
W = 30; %Data(1:1,5:5);               %W is crevasse spacing in row 1 column 4 
Wh = W/2;                              %Value of 1/2 spaing for input to model 
K_y = 30000;            %Fracture toughness of 30kPa which 30000 Pa 
% 
d_matrix = [];                   %Output vector for calculated d values 
d_out =[]; 
Rxx_vector = [];                 %Output vector for converted strain rates, Rxx values 
Rxx_column = (Exx./A).^(1/n)    %Conversion of strain rate to stress in column vector 
Rxx_vector = Rxx_column'        %Transposes column to row vector 
% 
d_start = 1e-7;         
% 
%model requires a value other than 0 to initialise, I make it very small 
% 
d_incr = 0.2;   
count_Rxx = 0 
 
for Rxx = Rxx_vector 
    d = d_start;           %Sets depth to 0 with each iteration (for each value of Rxx) 
    count_Rxx = count_Rxx + 1 
    count_d = 1 
    K_n = 0; 
    K_max = -1; 
    d_matrix(count_d, count_Rxx) = 0; 
        % 
        % 
    while (K_n >= K_max | K_n > K_y);    %Continues iterating until K_n is less than 
Ky  
        d = d + d_incr;       %try the next depth 
        lam = d/H;      
        count_d = count_d + 1            %Counts each iteration of d 
        d_matrix(count_d, count_Rxx) = 0;     % sets output value of Depth to zero 
           if K_n > K_y;              
 d_matrix(count_d, count_Rxx) = d; 
% 
% overwrites Depth with current D when K_n is greater than the fracture toughness 
%         
           end 
        %     
        %calculates K1 for a field of crevasses 
 % 
        S = Wh/(Wh+d); 
        D_S = (1/sqrt(pi)*(1+(S/2)+((3/8)*S^2)+((5/16)*S^3)+((35/128)*S^4)+… 
((63/256)*S^5)+((231/1024)*S^6)))+22.501*S^7-63.502*S^8+58.045*S^9-17.577*S^10; 
        K_1field = D_S.*Rxx.*(sqrt(pi*d*S)); 
        % 
        %calculates K2 lithospheric closure  
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        % 
        G_int = quad (@(b) G(b, d, H),0, d);      
% 
  %Integrates function G over depth of crevasse 
 %         
KI_2 = ((2.*rho_i.*g)./(sqrt(pi.*d))).*G_int;   
%Calculates KI_2, the SIF for lithospheric closure 
        K_n = K_1field + KI_2;              %Calculates Net K value 
        % 
        if K_n > K_max;          %KI_max = max(KI_n, KI_max); 
                K_max = K_n; 
                d_matrix (count_d, count_Rxx)= d;    
%Final depth d is absolute depth of crevasse 
        end; 
    end  
end 
[d_out] = max(d_matrix);               
%Creates a new vector, d_out, where each value is the maximum depth for each Rxx value 
%                              
% The max of d_matrix is the largest element of each column, assigned to row vector 
d_out                          %Prints values on screen 
% 
% 
fid=fopen('LEFM_field_depths_VBudd_model.txt','a');   
% 
%Opens text file to write output to 
% 
fprintf(fid,'Site = %i\n',Site);                     %Writes site name 
fprintf(fid,'Stakes = %i\n',Stakes);                 
% 
%Writes stakes in format 3.1 signifying stakes 3 and 1 
%  
fprintf(fid,'Ice thickness = %.6i m\n',H);           
%  
%Gives values for ice thickness at site 
% 
fprintf(fid,'Crevasse spacing = %.6i m\n',W);         
% 
%Gives values for crevasse spacing at the site 
% 
fprintf(fid,'Exx = %.6e /year\n',Exx);               
% 
%Gives values for strain rate inputs 
% 
fprintf(fid,'Rxx_vector = %.6e Pa\n',Rxx_vector);     
% 
%Gives values for converted strains Rxx = stresses 
% 
fprintf(fid,'Crevasse Depth = %.6i metres\n',d_out);  
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% 
%Gives values for d_out which are crevasse depth 
% 
fprintf(fid,'Fracture toughness = %.6i kPa\n',K_y);   
% 
%Gives value for fracture toughness used 
% 
fclose(fid);                                         
%Closes file after editing 
Appendix A4: Crevasse Depth from Remote Sensing Data. 
 This appendix presents a program in Matlab for calculating crevasse depths based on a 
generalised version of  Van der Veen’s model. The program was used for calculating crevasse 
depths on the Greenlandic outlet glaciers in Section 4.6. Strain rate data is imported into Matlab 
from an Excel spreadsheet and converted into a stress. Each value then has a depth calculated 
from it. A fracture toughness of 50 kPa is assumed (since the climate is colder it is likely to be a 
higher value than at Breiðamerkurjökull). In this program the crevasses are assumed to be air 
filled only, it is called depth_Exx_sheet_Greenland.m . 
 
%Calculates crevasse depth for inputs of Spacing, W, Thickness, H, 
%and strain rate Exx from spreadsheet straindata 
rho_i = 917;                %Density of ice 
rho_surface = 850;          %Surface density (for use with G_firn function 
A = 3.484028e-016;  
% 
% Pa^-3 year^-1Value for converting strain rate into stress (accounts for viscosity) 
% 
n = 3;                      %Flow law  
C = 0.02;           % Constant for G_firn function 
ee = exp(1); 
g = 9.81;           %Gravitational acceleration 
% 
%Data imported from spreadsheet and different cells assigned to variables 
%Note that matlab does not read text, so cells with numbers are the first 
%ones it sees! 
% 
Data = xlsread('straindata','A2:E25'); %Opens the file straindata to read the data in 
cells A2 to E7 
Stakes = Data (:,1) 
H = Data(1:1,4:4);                    %H is ice thickness - in first row 3rd column 
Site = Data (1:1, 3:3);               %Site name assigned 
Exx = Data(:,2);                  %Exx is strain rates values in first column 
W = 30; %Data(1:1,5:5);                      %W is crevasse spacing in row 1 column 4 
Wh = W/2;                              %Value of 1/2 spaing for input to model 
K_y = 30000;         %Fracture toughness of 30kPa which 30000 Pa 
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% 
d_matrix = [];                   %Output vector for calculated d values 
d_out =[]; 
Rxx_vector = [];                 %Output vector for converted strain rates, Rxx values 
Rxx_column = (Exx./A).^(1/n)    % Conversion of strain rate to stress in column vector 
Rxx_vector = Rxx_column'        %Transposes column to row vector 
% 
d_start = 1e-7;           
% 
%model requires a value other than 0 to initialise, I make it very small 
% 
d_incr = 0.2;   
count_Rxx = 0 
 
for Rxx = Rxx_vector 
    d = d_start;                     
% 
%Sets depth to 0 with each iteration (for each value of Rxx) 
% 
    count_Rxx = count_Rxx + 1 
    count_d = 1 
    K_n = 0; 
    K_max = -1; 
    d_matrix(count_d, count_Rxx) = 0; 
        % 
        % 
    while (K_n >= K_max | K_n > K_y);   %Continues iterating until K_n is less than Ky  
        d = d + d_incr;    %try the next depth 
        lam = d/H;      
        count_d = count_d + 1            %Counts each iteration of d 
        d_matrix(count_d, count_Rxx) = 0;    % sets output value of Depth to zero 
           if K_n > K_y;               
% 
% overwrites Depth with current D when K_n is greater than the fracture toughness 
% 
                d_matrix(count_d, count_Rxx) = d; 
           end 
        %     
        %calculates K1 for a field of crevasses 
        S = Wh/(Wh+d); 
        D_S = 
(1/sqrt(pi)*(1+(S/2)+((3/8)*S^2)+((5/16)*S^3)+((35/128)*S^4)+((63/256)*S^5)… 
+((231/1024)*S^6)))+22.501*S^7-63.502*S^8+58.045*S^9-17.577*S^10; 
        K_1field = D_S.*Rxx.*(sqrt(pi*d*S)); 
        % 
        %calculates K2 lithospheric closure  
        % 
        G_int = quad (@(b) G(b, d, H),0, d);       
 % 
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%Integrates function G over depth of crevasse 
% 
        KI_2 = ((2.*rho_i.*g)./(sqrt(pi.*d))).*G_int;   
% 
%Calculates KI_2, the SIF for lithospheric closure 
% 
        K_n = K_1field + KI_2;              %Calculates Net K value 
        % 
        if K_n > K_max;          %KI_max = max(KI_n, KI_max); 
                K_max = K_n; 
                d_matrix (count_d, count_Rxx)= d;    
%Final depth d is absolute depth of crevasse 
        end; 
    end  
end 
[d_out] = max(d_matrix);               
% 
%Creates a new vector, d_out, where each value is the maximum depth for each Rxx value 
%                              
% The max of d_matrix is the largest element of each column, assigned to row vector 
% 
d_out                          %Prints values on screen 
% 
% 
fid=fopen('LEFM_field_depths_VBudd_model.txt','a');                    
% 
%Opens text file to write output to 
% 
fprintf(fid,'Site = %i\n',Site);                     %Writes site name 
fprintf(fid,'Stakes = %i\n',Stakes);                 
% 
%Writes stakes in format 3.1 signifying stakes 3 and 1  
% 
fprintf(fid,'Ice thickness = %.6i m\n',H);           %Gives values for ice thickness at 
site 
fprintf(fid,'Crevasse spacing = %.6i m\n',W);         
% 
%Gives values for crevasse spacing at the site 
% 
fprintf(fid,'Exx = %.6e /year\n',Exx);               %Gives values for strain rate 
inputs 
fprintf(fid,'Rxx_vector = %.6e Pa\n',Rxx_vector);     
% 
%Gives values for converted strains Rxx = stresses 
% 
fprintf(fid,'Crevasse Depth = %.6i metres\n',d_out);  
% 
%Gives values for d_out which are crevasse depth 
% 
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fprintf(fid,'Fracture toughness = %.6i kPa\n',K_y);  %Gives value for fracture toughness 
used 
fclose(fid);                                         %Closes file after editing 
  
Appendix B – Field Data  
Appendix B1: Measured and Predicted Crevasse Depths 
 A spreadsheet showing the measured strain rates per day, per year and per second, the 
converted stress in kPa year-1, the predicted depth using the standard Nye model, the modified 
Nye model with a 60kPa yield stress, the predicted depths using the Weertman model, the 
predicted depth using both the standard LEFM model and the generalised LEFM model and, in 
the final column the measured depth at each location. Variables used in the calculations are 
shown at the top. The location of measurement is given in the format 05S1 – 1/6. The first term 
refers to the field season, either 2004 or 2005, the second part to the site number, and the last 
part to the two stakes the strain rate and crevasse depth was measured between. In this example, 
the location is thus site 1, measured in 2005 between stakes 1 and 6. The two sites surveyed in 
2004 are referred to as sites 04S1 and 04S2 in this layout and as sites 7 and 8 respectively in the 
text. 
 
A (Pa^-3, year-1) 3.48E-16 60000  rho 900 K_y=50 kPa  
A (Pa^-3, sec-1) 1.10E-23 7.53E-02  g 9.81 Ice Thickness=350m 
pi 3.141592654   n 3 Spacing =25  
   Nye Nye with yield Weertman LEFM Generalised LEFM 
  Intercept 14.29 7.23 22.45 4.36 9.58 
  Slope 0.53 0.86 0.83 0.45 0.55 
 Pearsons Correlation 0.36 0.40 0.36 0.45 0.39 
  Rsq 0.13 0.16 0.13 0.20 0.15 
Location ID Strain Rates Strain 
Rates 
Strain Rates Stress 
kPa Per 
Nye 
Depth 
Nye Yield 
Stress 60kPa 
Weertman 
depth 
LEFM 
Depth 
General LEFM K_ic 
= 30 W=30 
Measured 
Depth 
Site 1 Per day Per year Per second year m m m m m m 
05S1-1/6 1.32E-03 0.48 1.53E-08 111.41 25.24 23.85 39.64 13.79 19.5 19 
05S1-3/4 3.39E-04 0.12 3.93E-09 70.84 16.05 11.75 25.21 9.88 14 13.7 
05S2-2/3 8.59E-05 0.03 9.95E-10 44.82 10.15 0.00 15.95 1.8 9.5 3 
05S2-3/7 3.39E-04 0.12 3.92E-09 70.79 16.03 11.73 25.19 6 14 10 
05S3-4/1 8.96E-04 0.33 1.04E-08 97.91 22.18 20.33 34.84 12.599 17.5 3.5 
05S3-2/3 3.01E-04 0.11 3.48E-09 68.03 15.41 10.47 24.21 3.8 13.5 1.95 
05S3-1/7 1.58E-04 0.06 1.82E-09 54.85 12.43 0.00 19.52 7 11.5 2.5 
05S4-1/2 3.59E-04 0.13 4.15E-09 72.16 16.35 12.29 25.68 0.1 0 1.2 
05S4-8/7 3.60E-04 0.13 4.17E-09 72.27 16.37 12.34 25.72 0.1 0 3.5 
05S4-6/5 1.29E-04 0.05 1.50E-09 51.37 11.64 0.00 18.28 0.1 0 4 
05S5-8/2 6.80E-05 0.02 7.88E-10 41.46 9.39 0.00 14.75 2 9 3 
05S5-4/5 1.19E-03 0.43 1.37E-08 107.56 24.36 22.86 38.27 7.2 19 9.8 
05S5-6/7 4.10E-04 0.15 4.75E-09 75.47 17.10 13.55 26.85 5 14.5 0.3 
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05S5-2/3 2.91E-04 0.11 3.37E-09 67.33 15.25 10.12 23.96 4.4 13.5 3.5 
05S5-3/15 1.50E-03 0.55 1.74E-08 116.38 26.36 25.10 41.41 7.6 20 11.5 
05S5-15/9 8.06E-04 0.29 9.33E-09 94.51 21.41 19.40 33.63 8 17.5 2 
05S6-5/1 5.74E-05 0.02 6.65E-10 39.18 8.88 0.00 13.94 4.6 8.5 3.3 
05S6-1/4 9.95E-05 0.04 1.15E-09 47.07 10.66 0.00 16.75 5.6 10 1.2 
04S1-7/2 2.72E-04 0.10 3.15E-09 65.80 14.91 9.29 23.41 8.2 13.5 12.6 
04S1-9/3 5.24E-04 0.19 6.06E-09 81.86 18.54 15.69 29.13 9.8 15.5 12.8 
04S1-10/11 4.84E-03 1.77 5.61E-08 171.85 38.93 38.37 61.15 9.8 15.5 6.6 
04S1-12/13 5.17E-04 0.19 5.98E-09 81.51 18.46 15.58 29.00 17.2 25.5 9.1 
04S2-8/9 1.40E-03 0.51 1.62E-08 113.60 25.73 24.40 40.42 11.8 17 4.8 
04S2-5/6 1.73E-04 0.06 2.01E-09 56.62 12.83 0.00 20.15 10.4 15.5 4.5 
04S2-3/4 6.67E-04 0.24 7.72E-09 88.75 20.11 17.78 31.58 0.1 0 7.6 
04S2-1/2 7.92E-04 0.29 9.17E-09 93.97 21.29 19.25 33.44 13.6 19.5 4.9 
04S2-12/11 4.87E-04 0.18 5.64E-09 79.90 18.10 15.06 28.43 7.6 12 5.4 
04S2-7/10 2.30E-05 0.01 2.66E-10 28.87 6.54 0.00 10.27 11.2 16.5 4.9 
 
31
5 
 A
p
p
e
n
d
ix
 B
2
: 
M
ea
su
r
ed
 S
tr
a
in
 R
a
te
s 
 T
hi
s 
is
 a
 s
pr
ea
ds
he
et
 l
is
ti
ng
 a
ll
 t
he
 m
ea
su
re
d 
st
ra
in
 r
at
es
 b
et
w
ee
n 
al
l 
st
ak
es
 a
t 
al
l 
th
e 
gl
ac
ie
r 
fi
el
d 
si
te
s.
 T
he
 o
ri
gi
na
l 
su
rv
ey
 m
ea
su
re
m
en
ts
 a
re
 g
iv
en
 
al
on
g 
w
it
h 
th
e 
ti
m
e 
ea
ch
 w
as
 m
ad
e 
at
. 
T
he
 l
en
gt
hs
 b
et
w
ee
n 
ea
ch
 s
ta
ke
 a
nd
 e
ve
ry
 o
th
er
 i
n 
th
e 
ne
tw
or
k 
ar
e 
ca
lc
ul
at
ed
, 
fo
ll
ow
ed
 b
y 
th
e 
st
ra
in
 r
at
es
 
ca
lc
ul
at
ed
 p
er
 d
ay
 a
nd
 p
er
 y
ea
r.
 T
he
 e
rr
or
 e
st
im
at
es
 a
re
 a
ls
o 
gi
ve
n 
al
on
gs
id
e 
bo
th
 m
ea
su
re
d 
le
ng
th
s 
an
d 
st
ra
in
s.
  
G
re
y 
sh
ad
ed
 f
ig
ur
es
 h
av
e 
so
m
e 
un
ce
rt
ai
nt
y 
ab
ou
t t
he
 v
al
ue
, p
ro
ba
bl
y 
du
e 
to
 e
rr
or
s 
du
ri
ng
 th
e 
su
rv
ey
in
g 
pr
oc
es
s.
 
B
re
ið
a
m
er
k
u
rj
ö
k
u
ll
 2
0
0
5
 
 
 
 
 
 
 
 
 
 
 
 
 
 
S
it
e 
D
a
ta
 
 
 
 
L
en
gt
h 
C
al
cu
la
tio
ns
: 
S
Q
R
T
((
x
2
-x
1
)^
2
+
(y
2
-y
1
)^
2
))
  
 
 
 
 
 
 
S
it
e 
1
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fi
rs
t s
ur
ve
y 
24
/0
7/
20
05
 
 
 
 
 
 
 
 
 
 
 
 
 
 
P
oi
nt
 I
D
 
E
as
ti
ng
 
N
or
th
in
g 
H
ei
gh
t 
T
im
e 
S
ta
k
e
 n
o
. 
 
1 
2 
3 
4 
5 
6 
 
 
 
1 
67
.8
05
03
30
6 
-1
4.
52
09
6  
-4
.5
7 
13
:0
5 
1 
0 
44
.1
25
17
13
8 
35
.1
18
74
49
9 
80
.7
92
05
98
2 
69
.3
42
49
 
53
.7
94
07
 
 
 
 
2 
63
.2
69
21
02
 
29
.3
70
46
8 
-5
.5
51
 
13
:3
0 
2 
44
.1
25
17
13
8 
0 
52
.2
72
71
05
6 
98
.9
75
70
10
4 
69
.7
53
98
 
33
.4
65
92
 
 
 
 
3 
32
.7
17
34
30
9 
-1
3.
04
43
8 
-1
.9
34
 
15
:1
5 
3 
35
.1
18
74
49
9 
52
.2
72
71
05
6 
0 
48
.9
38
80
34
2 
35
.2
21
88
 
37
.1
11
3 
 
 
 
4 
-9
.6
26
32
25
02
 
-3
7.
58
04
9 
-3
.8
44
 
14
:5
5 
4 
80
.7
92
05
98
2 
98
.9
75
70
10
4 
48
.9
38
80
34
2 
0 
38
.7
93
8 
73
.3
45
02
 
 
 
 
5 
 
 
-3
.5
12
 
15
:0
5 
5 
69
.3
42
48
81
1 
69
.7
53
97
73
2 
35
.2
21
87
52
6  
38
.7
93
80
45
7 
0 
38
.5
96
26
 
 
 
 
C
en
tr
e 
6 
30
.2
39
60
32
7 
23
.9
84
11
2 
-1
.0
33
 
12
:5
0 
6 
53
.7
94
06
80
3 
33
.4
65
91
94
3 
37
.1
11
30
20
2 
73
.3
45
02
17
6 
38
.5
96
26
 
0 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
S
ec
on
d 
su
rv
ey
 
16
/0
8/
20
05
 
 
 
 
 
 
 
 
 
 
 
 
 
 
T
im
e:
 1
3:
30
 -
 1
4:
00
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
P
oi
nt
 I
D
 
E
as
ti
ng
 
N
or
th
in
g 
 
 
S
ta
k
e
 n
o
. 
 
1 
2 
3 
4 
5 
6 
 
 
 
1 
68
.9
20
99
39
 
-1
5.
04
82
4  
 
 
1 
0 
44
.0
82
95
21
2 
35
.8
46
82
93
 
81
.9
52
33
79
9 
70
.5
44
69
 
55
.3
79
14
 
 
 
 
2 
63
.7
01
20
54
3 
28
.7
24
59
 
 
 
2 
44
.0
82
95
21
2 
0 
51
.8
96
54
16
3  
98
.8
20
55
12
2 
69
.8
78
08
 
34
.1
55
16
 
 
 
 
3 
33
.1
21
55
74
5 
-1
3.
20
55
4 
 
 
3 
35
.8
46
82
93
 
51
.8
96
54
16
3 
0 
49
.3
05
46
85
5 
35
.6
57
03
 
37
.5
44
66
 
 
 
 
4 
-1
0.
01
04
04
83
 
-3
7.
09
41
 
 
 
4 
81
.9
52
33
79
9 
98
.8
20
55
12
2 
49
.3
05
46
85
5  
0 
38
.4
21
09
 
73
.1
10
51
 
 
 
 
5 
 
 
 
 
5 
70
.5
44
68
70
1 
69
.8
78
07
70
4 
35
.6
57
03
24
7 
38
.4
21
09
30
9 
0 
38
.4
23
03
 
 
 
 
C
en
tr
e 
6 
29
.8
47
58
12
5 
24
.1
96
09
5 
 
 
6 
55
.3
79
14
06
5 
34
.1
55
16
27
3 
37
.5
44
66
02
 
73
.1
10
51
16
5 
38
.4
23
03
 
0 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
S
tr
a
in
 C
a
lc
u
la
ti
o
n
s 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
31
6 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
S
tr
ai
n 
R
at
e 
=
 
1/
ti
m
e*
ln
(L
2/
L
1)
 T
im
e=
 
25
 
da
ys
 
 
 
 
S
tr
ai
n 
ra
te
 
pe
r 
ye
ar
 
36
5.
25
 
 
 
 
 
S
ta
ke
 n
o.
  
1 
2 
3 
4 
5 
6 
 
S
ta
ke
 n
o.
  
1 
2 
3 
4 
5 
6 
1 
 
-3
.8
3E
-0
5 
0.
00
08
20
80
3 
0.
00
05
70
36
6 
0.
00
06
87
54
2 
0.
00
11
61
59
2 
 
1 
0 
-0
.0
13
98
6  
0.
29
97
98
 
0.
20
83
26
 
0.
25
11
25
 
0.
42
42
71
 
2 
-3
.8
29
06
E
-0
5 
#D
IV
/0
! 
-0
.0
00
28
88
92
 -
6.
27
51
4E
-0
5 
7.
11
01
E
-0
5 
0.
00
08
15
44
6 
 
2 
-0
.0
13
98
56
35
 #
D
IV
/0
! 
-0
.1
05
51
8 
-0
.0
22
92
 
0.
02
59
7 
0.
29
78
42
 
3 
0.
00
08
20
80
3 
-0
.0
00
28
9 
#D
IV
/0
! 
0.
00
02
98
57
6 
0.
00
04
91
16
2 
0.
00
04
64
38
4 
 
3 
0.
29
97
98
45
9 
-0
.1
05
51
8 
#D
IV
/0
! 
0.
10
90
55
 
0.
17
93
97
 
0.
16
96
16
 
4 
0.
00
05
70
36
6 
-6
.2
8E
-0
5 
0.
00
02
98
57
6 
#D
IV
/0
! 
-0
.0
00
38
61
58
 -
0.
00
01
28
09
9 
 
4 
0.
20
83
26
08
1 
-0
.0
22
92
 
0.
10
90
55
 
#D
IV
/0
! 
-0
.1
41
04
4 
-0
.0
46
79
 
5 
0.
00
06
87
54
2 
7.
11
E
-0
5 
0.
00
04
91
16
2 
-0
.0
00
38
61
58
 #
D
IV
/0
! 
-0
.0
00
17
99
36
 
 
5 
0.
25
11
24
64
1 
0.
02
59
7 
0.
17
93
97
 
-0
.1
41
04
4 
#D
IV
/0
! 
-0
.0
65
72
 
6 
0.
00
11
61
59
2 
0.
00
08
15
4 
0.
00
04
64
38
4 
-0
.0
00
12
80
99
 -
0.
00
01
79
93
6 
#D
IV
/0
! 
 
6 
0.
42
42
71
46
1 
0.
29
78
42
 
0.
16
96
16
 
-0
.0
46
78
8 
-0
.0
65
72
1 
#D
IV
/0
! 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
S
it
e 
2
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
24
/0
7/
20
05
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
P
oi
nt
 I
D
 
E
as
ti
ng
  
N
or
th
in
g 
 
S
ta
ke
 n
o.
  
1 
2 
3 
4 
5 
6 
7 
8 
 
 
1 
 
 
 
1 
0 
29
.2
60
82
50
9 
30
.5
54
20
24
8 
18
.0
15
63
65
7 
38
.3
12
63
72
1 
55
.9
14
85
 
47
.3
45
13
 
5.
51
39
31
 
 
 
2 
19
.2
77
65
00
3 
22
.0
12
90
7  
 
2 
29
.2
60
82
50
9 
0 
6.
86
03
07
42
8 
30
.5
68
83
81
2 
46
.7
35
35
74
2 
39
.1
05
2 
32
.2
01
94
 
31
.6
93
55
 
 
 
3 
14
.4
72
46
70
2 
26
.9
09
23
6 
 
3 
30
.5
54
20
24
8 
6.
86
03
07
42
8 
0 
27
.7
09
18
53
7 
41
.6
64
48
56
1 
32
.5
11
19
 
25
.3
94
65
 
33
.9
72
86
 
 
 
4 
-1
0.
40
52
79
77
 
14
.7
06
91
4 
 
4 
18
.0
15
63
65
7 
30
.5
68
83
81
2 
27
.7
09
18
53
7 
0 
20
.8
00
59
05
 
42
.4
49
2 
34
.0
73
21
 
23
.4
89
29
 
 
 
5 
-2
7.
19
19
40
44
 
26
.9
89
93
4 
 
5 
38
.3
12
63
72
1 
46
.7
35
35
74
2 
41
.6
64
48
56
1 
20
.8
00
59
05
 
0 
39
.5
53
34
 
33
.4
79
52
 
43
.5
93
9 
 
 
6 
-0
.2
13
43
50
27
 
55
.9
14
44
3 
 
6 
55
.9
14
85
06
7 
39
.1
05
19
82
5 
32
.5
11
19
44
4 
42
.4
49
19
53
5 
39
.5
53
34
35
4 
0 
8.
58
22
96
 
60
.8
73
49
 
 
 
7 
-0
.6
08
04
85
35
 
47
.3
41
22
4 
 
7 
47
.3
45
12
85
5 
32
.2
01
93
5 
25
.3
94
64
65
2 
34
.0
73
21
42
6 
33
.4
79
52
06
2 
8.
58
22
96
 
0 
52
.3
32
65
 
 
 
8 
2.
53
43
37
23
1 
-4
.8
96
99
6 
 
8 
5.
51
39
30
81
2 
31
.6
93
55
48
 
33
.9
72
86
16
7 
23
.4
89
29
45
8 
43
.5
93
89
73
4 
60
.8
73
49
 
52
.3
32
65
 
0 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
16
/0
8/
20
05
 
T
im
e:
 1
2:
00
 -
 1
2:
30
 
 
 
 
 
 
 
 
 
 
 
 
 
P
oi
nt
 I
D
 
X
 
Y
 
 
S
ta
ke
 n
o.
  
1 
2 
3 
4 
5 
6 
7 
8 
 
 
1 
 
 
 
1 
0 
29
.2
10
88
95
7 
30
.5
81
79
28
7 
18
.2
04
93
24
7 
38
.4
25
57
33
7 
56
.2
26
94
 
47
.6
59
44
 
8.
09
33
95
 
 
 
2 
19
.2
44
75
14
5 
21
.9
75
34
1  
 
2 
29
.2
10
88
95
7 
0 
6.
87
38
79
91
9 
30
.4
17
82
21
 
46
.5
40
66
90
6 
39
.4
52
08
 
32
.4
15
63
 
22
.9
12
55
 
 
 
3 
14
.4
84
43
14
 
26
.9
34
12
9 
 
3 
30
.5
81
79
28
7 
6.
87
38
79
91
9 
0 
27
.5
70
42
38
 
41
.4
70
31
22
4 
32
.8
27
17
 
25
.5
93
15
 
25
.6
96
29
 
 
 
4 
-1
0.
35
59
74
81
 
14
.9
72
42
 
 
4 
18
.2
04
93
24
7 
30
.4
17
82
21
 
27
.5
70
42
38
 
0 
20
.7
33
03
93
9 
42
.4
53
21
 
34
.1
27
53
 
22
.2
53
82
 
 
 
5 
-2
6.
98
37
25
19
 
27
.3
56
96
 
 
5 
38
.4
25
57
33
7 
46
.5
40
66
90
6 
41
.4
70
31
22
4 
20
.7
33
03
93
9 
0 
39
.2
88
39
 
33
.3
40
39
 
42
.9
83
66
 
 
 
6 
-0
.3
34
90
47
24
 
56
.2
25
94
1  
 
6 
56
.2
26
93
86
 
39
.4
52
07
91
8 
32
.8
27
16
84
4 
42
.4
53
20
81
3 
39
.2
88
39
14
7 
0 
8.
57
18
56
 
54
.7
16
15
 
 
 
7 
-0
.5
35
41
39
83
 
47
.6
56
43
1 
 
7 
47
.6
59
43
85
6 
32
.4
15
63
40
2 
25
.5
93
15
45
 
34
.1
27
52
56
8 
33
.3
40
39
12
1 
8.
57
18
56
 
0 
46
.2
95
46
 
 
 
8 
7.
81
09
26
97
6 
2.
11
95
44
5 
 
8 
8.
09
33
95
39
3 
22
.9
12
55
10
8 
25
.6
96
28
89
2 
22
.2
53
82
48
9 
42
.9
83
65
92
8 
54
.7
16
15
 
46
.2
95
46
 
0 
 
 
 
31
7 
  Si
te
 2
 
S
tr
a
in
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
S
tr
ai
n 
R
at
e 
=
 
1/
ti
m
e*
ln
(L
2/
L
1)
 
T
im
e=
 2
5 
da
ys
 
 
 
 
 
 
pe
r 
ye
ar
 
36
5.
25
 
 
 
 
 
 
 
 
 
 
S
ta
ke
 n
o.
  
1 
2 
3 
4 
5 
6 
7 
8 
 
S
ta
ke
 
no
.  
1 
2 
3 
4 
5 
6 
7 
8 
 
 
 
1 
#D
IV
/0
! 
-6
.8
3E
-0
5 
3.
61
E
-
05
 
4.
18
E
-
04
 
1.
18
E
-
04
 
2.
23
E
-
04
 
2.
65
E
-
04
 
1.
54
E
-
02
 
 
1 
#D
IV
/0
! 
-2
.5
0E
-0
2 
1.
32
E
-0
2 
1.
53
E
-0
1 
4.
30
E
-0
2 
8.
13
E
-0
2 
9.
67
E
-0
2 
5.
61
E
+
00
 
 
 
 
2 
-6
.8
3E
-0
5 
#D
IV
/0
! 
7.
91
E
-
05
 
-1
.9
8E
-
04
 
-1
.6
7E
-
04
 
3.
53
E
-
04
 
2.
65
E
-
04
 
-1
.3
0E
-
02
 
 
2 
-2
.5
0E
-
02
 
#D
IV
/0
! 
2.
89
E
-0
2 
-7
.2
4E
-0
2 
-6
.1
0E
-0
2 
1.
29
E
-0
1 
9.
66
E
-0
2 
-4
.7
4E
+
00
  
 
 
3 
3.
61
E
-0
5 
7.
91
E
-0
5 
#D
IV
/0
! 
-2
.0
1E
-
04
 
-1
.8
7E
-
04
 
3.
87
E
-
04
 
3.
11
E
-
04
 
-1
.1
2E
-
02
 
 
3 
1.
32
E
-
02
 
2.
89
E
-0
2 
#D
IV
/0
! 
-7
.3
3E
-0
2 
-6
.8
2E
-0
2 
1.
41
E
-0
1 
1.
14
E
-0
1 
-4
.0
8E
+
00
  
 
 
4 
4.
18
E
-0
4 
-1
.9
8E
-0
4  
-2
.0
1E
-
04
 
#D
IV
/0
! 
-1
.3
0E
-
04
 
3.
78
E
-
06
 
6.
37
E
-
05
 
-2
.1
6E
-
03
 
 
4 
1.
53
E
-
01
 
-7
.2
4E
-0
2  
-7
.3
3E
-0
2 
#D
IV
/0
! 
-4
.7
5E
-0
2 
1.
38
E
-0
3 
2.
33
E
-0
2 
-7
.8
9E
-0
1 
 
 
 
5 
1.
18
E
-0
4 
-1
.6
7E
-0
4 
-1
.8
7E
-
04
 
-1
.3
0E
-
04
 
#D
IV
/0
! 
-2
.6
9E
-
04
 
-1
.6
7E
-
04
 
-5
.6
4E
-
04
 
 
5 
4.
30
E
-
02
 
-6
.1
0E
-0
2 
-6
.8
2E
-0
2 
-4
.7
5E
-0
2 
#D
IV
/0
! 
-9
.8
2E
-0
2 
-6
.0
8E
-0
2 
-2
.0
6E
-0
1 
 
 
 
6 
2.
23
E
-0
4 
3.
53
E
-0
4 
3.
87
E
-
04
 
3.
78
E
-
06
 
-2
.6
9E
-
04
 
#D
IV
/0
! 
-4
.8
7E
-
05
 
-4
.2
7E
-
03
 
 
6 
8.
13
E
-
02
 
1.
29
E
-0
1 
1.
41
E
-0
1 
1.
38
E
-0
3 
-9
.8
2E
-0
2 
#D
IV
/0
! 
-1
.7
8E
-0
2 
-1
.5
6E
+
00
  
 
 
7 
2.
65
E
-0
4 
2.
65
E
-0
4 
3.
11
E
-
04
 
6.
37
E
-
05
 
-1
.6
7E
-
04
 
-4
.8
7E
-
05
 
#D
IV
/0
! 
-4
.9
0E
-
03
 
 
7 
9.
67
E
-
02
 
9.
66
E
-0
2 
1.
14
E
-0
1 
2.
33
E
-0
2 
-6
.0
8E
-0
2 
-1
.7
8E
-0
2 
#D
IV
/0
! 
-1
.7
9E
+
00
  
 
 
8 
1.
54
E
-0
2 
-1
.3
0E
-0
2 
-1
.1
2E
-
02
 
-2
.1
6E
-
03
 
-5
.6
4E
-
04
 
-4
.2
7E
-
03
 
-4
.9
0E
-
03
 
#D
IV
/0
! 
 
8 
5.
61
E
+
00
 
-4
.7
4E
+
00
 -
4.
08
E
+
00
 -
7.
89
E
-0
1 
-2
.0
6E
-0
1 
-1
.5
6E
+
00
 -
1.
79
E
+
00
 #
D
IV
/0
! 
 
 
 
S
it
e 
3
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
S
ur
ve
y 
1 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2
5
/0
7
/2
0
0
5
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
P
o
in
t 
ID
 
X
 
Y
 
H
ei
g
h
t 
 
S
ta
ke
 
no
.  
1 
2 
3 
4 
5 
6 
7 
8 
9 
 
 
 
 
 
 
 
1 
0.
00
 
0.
00
 
-0
.2
9 
 
1 
0.
00
 
37
.0
1 
37
.5
1 
3.
69
 
7.
43
 
39
.0
4 
12
.1
0 
29
.5
9 
32
.6
9 
 
 
 
 
 
 
 
2 
20
.4
7 
-3
0.
83
 
-2
.3
1 
 
2 
37
.0
1 
0.
00
 
7.
36
 
37
.2
5 
38
.1
4 
6.
19
 
42
.5
4 
30
.0
9 
28
.2
6 
 
 
 
 
 
 
 
3 
26
.4
7 
-2
6.
57
 
-1
.7
6 
 
3 
37
.5
1 
7.
36
 
0.
00
 
37
.0
1 
37
.1
8 
13
.4
6 
44
.8
7 
24
.6
2 
34
.6
3 
 
 
 
 
 
 
 
4 
3.
04
 
2.
08
 
-0
.9
3 
 
4 
3.
69
 
37
.2
5 
37
.0
1 
0.
00
 
3.
75
 
39
.8
3 
15
.6
2 
26
.8
0 
35
.5
2 
 
 
 
 
 
 
 
5 
5.
96
 
4.
44
 
-1
.6
0 
 
5 
7.
43
 
38
.1
4 
37
.1
8 
3.
75
 
0.
00
 
41
.2
3 
19
.1
8 
24
.4
5 
38
.7
1 
 
 
 
 
 
 
 
6 
16
.3
5 
-3
5.
46
 
-2
.0
7 
 
6 
39
.0
4 
6.
19
 
13
.4
6 
39
.8
3 
41
.2
3 
0.
00
 
42
.9
0 
35
.8
2 
24
.4
1 
 
 
 
 
 
 
 
7 
-1
1.
72
 
-3
.0
2 
-2
.5
4 
 
7 
12
.1
0 
42
.5
4 
44
.8
7 
15
.6
2 
19
.1
8 
42
.9
0 
0.
00
 
41
.2
4 
29
.0
1 
 
 
 
 
 
 
 
8 
29
.5
1 
-2
.1
4 
-3
.4
6 
 
8 
29
.5
9 
30
.0
9 
24
.6
2 
26
.8
0 
24
.4
5 
35
.8
2 
41
.2
4 
0.
00
 
47
.6
1 
 
 
 
 
 
 
 
9 
-7
.7
7 
-3
1.
75
 
0.
70
 
 
9 
32
.6
9 
28
.2
6 
34
.6
3 
35
.5
2 
38
.7
1 
24
.4
1 
29
.0
1 
47
.6
1 
0.
00
 
 
 
 
 
 
 
 
S
ur
ve
y 
2  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2
7
/0
8
/2
0
0
5
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
31
8 
 Po
in
t 
ID
 X
 
Y
 
 
 
St
ak
e 
no
. 1
 
2 
3 
4 
5 
6 
7 
8 
9 
 
 
 
 
 
 
 
1 
0.
00
 
0.
00
 
 
 
1 
0.
00
 
36
.9
1 
37
.3
3 
3.
80
 
7.
43
 
38
.9
9 
12
.1
6 
29
.4
7 
32
.7
2 
 
 
 
 
 
 
 
2 
20
.2
6 
-3
0.
85
 
 
 
2 
36
.9
1 
0.
00
 
7.
43
 
37
.1
6 
38
.0
6 
5.
85
 
42
.3
8 
30
.0
9 
28
.2
0 
 
 
 
 
 
 
 
3 
26
.2
9 
-2
6.
51
 
 
 
3 
37
.3
3 
7.
43
 
0.
00
 
36
.8
3 
37
.0
1 
13
.1
8 
44
.6
8 
24
.5
3 
34
.6
2 
 
 
 
 
 
 
 
4 
3.
14
 
2.
13
 
 
 
4 
3.
80
 
37
.1
6 
36
.8
3 
0.
00
 
3.
64
 
39
.7
6 
15
.7
9 
26
.6
0 
35
.6
4 
 
 
 
 
 
 
 
5 
5.
96
 
4.
42
 
 
 
5 
7.
43
 
38
.0
6 
37
.0
1 
3.
64
 
0.
00
 
41
.1
2 
19
.2
6 
24
.3
4 
38
.7
5 
 
 
 
 
 
 
 
6 
16
.5
0 
-3
5.
32
 
 
 
6 
38
.9
9 
5.
85
 
13
.1
8 
39
.7
6 
41
.1
2 
0.
00
 
42
.8
6 
35
.5
7 
24
.6
8 
 
 
 
 
 
 
 
7 
-1
1.
76
 
-3
.1
0 
 
 
7 
12
.1
6 
42
.3
8 
44
.6
8 
15
.7
9 
19
.2
6 
42
.8
6 
0.
00
 
41
.1
6 
28
.9
1 
 
 
 
 
 
 
 
8 
29
.3
9 
-2
.1
7 
 
 
8 
29
.4
7 
30
.0
9 
24
.5
3 
26
.6
0 
24
.3
4 
35
.5
7 
41
.1
6 
0.
00
 
47
.6
2 
 
 
 
 
 
 
 
9 
-7
.9
3 
-3
1.
75
 
 
 
9 
32
.7
2 
28
.2
0 
34
.6
2 
35
.6
4 
38
.7
5 
24
.6
8 
28
.9
1 
47
.6
2 
0.
00
 
 
 
 
 
 
 
 
S
it
e 
3
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
S
tr
a
in
 
C
a
lc
u
la
t
io
n
s 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
S
tr
ai
n 
R
at
e 
=
 
1/
ti
m
e*
ln
(L
2/
L
1)
 
T
im
e=
 
33
 
da
ys
 
 
 
 
 
 
 
 
36
5.
25
 
 
 
 
 
 
 
 
 
S
ta
ke
 n
o.
 1
 
2 
3 
4 
5 
6 
7 
8 
9 
 
 
S
ta
ke
 n
o.
 1
 
2 
3 
4 
5 
6 
7 
8 
9 
1 
#D
IV
/0
! 
-8
.4
2E
-
05
 
-1
.3
9E
-
04
 
8.
96
E
-0
4 
-1
.1
3E
-
05
 
-4
.6
3E
-
05
 
1.
58
E
-0
4 
-1
.1
6E
-
04
 
2.
94
E
-0
5 
 
 
1 
#D
IV
/0
! 
-3
.0
7E
-
02
 
-5
.0
7E
-
02
 
3.
27
E
-0
1 
-4
.1
4E
-
03
 
-1
.6
9E
-
02
 
5.
75
E
-0
2 
-4
.2
5E
-
02
 
1.
07
E
-0
2 
2 
-8
.4
2E
-
05
 
#D
IV
/0
! 
3.
01
E
-0
4 
-7
.0
1E
-
05
 
-6
.6
0E
-
05
 
-1
.7
2E
-
03
 
-1
.1
8E
-
04
 
7.
39
E
-0
6 
-5
.9
4E
-
05
 
 
 
2 
-3
.0
7E
-
02
 
#D
IV
/0
! 
1.
10
E
-0
1 
-2
.5
6E
-
02
 
-2
.4
1E
-
02
 
-6
.3
0E
-
01
 
-4
.3
0E
-
02
 
2.
70
E
-0
3 
-2
.1
7E
-
02
 
3 
-1
.3
9E
-
04
 
3.
01
E
-0
4  
#D
IV
/0
! 
-1
.5
4E
-
04
 
-1
.3
9E
-
04
 
-6
.4
5E
-
04
 
-1
.2
7E
-
04
 
-1
.1
6E
-
04
 
-1
.1
5E
-
05
 
 
 
3 
-5
.0
7E
-
02
 
1.
10
E
-0
1  
#D
IV
/0
! 
-5
.6
1E
-
02
 
-5
.0
8E
-
02
 
-2
.3
6E
-
01
 
-4
.6
3E
-
02
 
-4
.2
5E
-
02
 
-4
.1
9E
-
03
 
4 
8.
96
E
-0
4  
-7
.0
1E
-
05
 
-1
.5
4E
-
04
 
#D
IV
/0
! 
-9
.2
3E
-
04
 
-4
.8
1E
-
05
 
3.
45
E
-0
4 
-2
.2
7E
-
04
 
1.
02
E
-0
4 
 
 
4 
3.
27
E
-0
1 
-2
.5
6E
-
02
 
-5
.6
1E
-
02
 
#D
IV
/0
! 
-3
.3
7E
-
01
 
-1
.7
6E
-
02
 
1.
26
E
-0
1 
-8
.2
7E
-
02
 
3.
74
E
-0
2 
5 
-1
.1
3E
-
05
 
-6
.6
0E
-
05
 
-1
.3
9E
-
04
 
-9
.2
3E
-
04
 
#D
IV
/0
! 
-8
.0
2E
-
05
 
1.
15
E
-0
4 
-1
.4
2E
-
04
 
2.
98
E
-0
5 
 
 
5 
-4
.1
4E
-
03
 
-2
.4
1E
-
02
 
-5
.0
8E
-
02
 
-3
.3
7E
-
01
 
#D
IV
/0
! 
-2
.9
3E
-
02
 
4.
21
E
-0
2 
-5
.1
9E
-
02
 
1.
09
E
-0
2 
6 
-4
.6
3E
-
05
 
-1
.7
2E
-
03
 
-6
.4
5E
-
04
 
-4
.8
1E
-
05
 
-8
.0
2E
-
05
 
#D
IV
/0
! 
-2
.4
2E
-
05
 
-2
.1
4E
-
04
 
3.
41
E
-0
4 
 
 
6 
-1
.6
9E
-
02
 
-6
.3
0E
-
01
 
-2
.3
6E
-
01
 
-1
.7
6E
-
02
 
-2
.9
3E
-
02
 
#D
IV
/0
! 
-8
.8
3E
-
03
 
-7
.8
2E
-
02
 
1.
24
E
-0
1 
7 
1.
58
E
-0
4 
-1
.1
8E
-
04
 
-1
.2
7E
-
04
 
3.
45
E
-0
4 
1.
15
E
-0
4 
-2
.4
2E
-
05
 
#D
IV
/0
! 
-5
.1
8E
-
05
 
-1
.0
1E
-
04
 
 
 
7 
5.
75
E
-0
2 
-4
.3
0E
-
02
 
-4
.6
3E
-
02
 
1.
26
E
-0
1 
4.
21
E
-0
2 
-8
.8
3E
-
03
 
#D
IV
/0
! 
-1
.8
9E
-
02
 
-3
.7
0E
-
02
 
8 
-1
.1
6E
-
04
 
7.
39
E
-0
6 
-1
.1
6E
-
04
 
-2
.2
7E
-
04
 
-1
.4
2E
-
04
 
-2
.1
4E
-
04
 
-5
.1
8E
-
05
 
#D
IV
/0
! 
2.
27
E
-0
6 
 
 
8 
-4
.2
5E
-
02
 
2.
70
E
-0
3 
-4
.2
5E
-
02
 
-8
.2
7E
-
02
 
-5
.1
9E
-
02
 
-7
.8
2E
-
02
 
-1
.8
9E
-
02
 
#D
IV
/0
! 
8.
29
E
-0
4 
9 
2.
94
E
-0
5 
-5
.9
4E
-
05
 
-1
.1
5E
-
05
 
1.
02
E
-0
4 
2.
98
E
-0
5 
3.
41
E
-0
4 
-1
.0
1E
-
04
 
2.
27
E
-0
6 
#D
IV
/0
! 
 
 
9 
1.
07
E
-0
2 
-2
.1
7E
-
02
 
-4
.1
9E
-
03
 
3.
74
E
-0
2 
1.
09
E
-0
2 
1.
24
E
-0
1 
-3
.7
0E
-
02
 
8.
29
E
-0
4 
#D
IV
/0
! 
 Si
te
 4
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
25
/0
7/
20
05
 
18
:0
0 
- 
18
:4
0 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
31
9 
 Ti
m
e 
Po
in
t I
D
 
E
as
ti
ng
 
N
or
th
in
g 
H
ei
gh
t 
 
S
ta
ke
 n
o.
 1
 
2 
3 
4 
5 
6 
7 
8 
 
 
 
 
 
 
 
18
:0
0 
1 
 
 
-1
.0
0 
 
1 
0.
00
 
5.
82
 
13
.5
1 
10
.2
2 
39
.1
3 
36
.8
5 
36
.4
6 
38
.1
5 
 
 
 
 
 
 
 
 
2 
1.
56
 
5.
61
 
-2
.8
1 
 
2 
5.
82
 
0.
00
 
7.
87
 
15
.8
2 
35
.6
5 
34
.5
6 
35
.1
2 
38
.0
4 
 
 
 
 
 
 
 
 
3 
6.
00
 
12
.1
1 
-1
.3
2 
 
3 
13
.5
1 
7.
87
 
0.
00
 
23
.6
6 
34
.5
8 
35
.4
5 
37
.3
1 
41
.6
5 
 
 
 
 
 
 
 
 
4 
-5
.9
0 
-8
.3
4 
-1
.9
5 
 
4 
10
.2
2 
15
.8
2 
23
.6
6 
0.
00
 
43
.7
5 
39
.5
2 
37
.5
2 
36
.9
7 
 
 
 
 
 
 
 
 
5 
-2
2.
08
 
32
.3
1 
-2
.8
0 
 
5 
39
.1
3 
35
.6
5 
34
.5
8 
43
.7
5 
0.
00
 
8.
74
 
14
.8
8 
23
.0
7 
 
 
 
 
 
 
 
 
6 
-2
6.
99
 
25
.0
9 
-3
.2
1 
 
6 
36
.8
5 
34
.5
6 
35
.4
5 
39
.5
2 
8.
74
 
0.
00
 
6.
14
 
14
.3
4 
 
 
 
 
 
 
 
 
7 
-3
0.
47
 
20
.0
2 
-2
.6
7 
 
7 
36
.4
6 
35
.1
2 
37
.3
1 
37
.5
2 
14
.8
8 
6.
14
 
0.
00
 
8.
21
 
 
 
 
 
 
 
 
18
:4
0 
8 
-3
5.
63
 
13
.6
4 
-3
.3
3 
 
8 
38
.1
5 
38
.0
4 
41
.6
5 
36
.9
7 
23
.0
7 
14
.3
4 
8.
21
 
0.
00
 
 
 
 
 
 
 
 
27
/0
8/
20
05
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Po
in
t I
D
 
E
as
ti
ng
 
N
or
th
in
g 
 
 
S
ta
ke
 n
o.
 1
 
2 
3 
4 
5 
6 
7 
8 
 
 
 
 
 
 
 
 
1 
 
 
 
 
1 
0.
00
 
5.
89
 
13
.5
3 
34
.6
8 
38
.9
3 
36
.6
7 
36
.2
8 
38
.0
5 
 
 
 
 
 
 
 
 
2 
1.
54
 
5.
69
 
 
 
2 
5.
89
 
0.
00
 
7.
83
 
38
.9
5 
35
.4
0 
34
.3
6 
34
.9
3 
37
.9
7 
 
 
 
 
 
 
 
 
3 
5.
99
 
12
.1
3 
 
 
3 
13
.5
3 
7.
83
 
0.
00
 
46
.3
4 
34
.4
2 
35
.3
4 
37
.2
1 
41
.6
6 
 
 
 
 
 
 
 
 
4 
-3
0.
62
 
-1
6.
27
 
  
  
4 
34
.6
8 
38
.9
5 
46
.3
4 
0.
00
 
49
.1
0 
41
.2
6 
36
.0
3 
29
.9
9 
 
 
 
 
 
 
 
 
5 
-2
2.
05
 
32
.0
8 
 
 
5 
38
.9
3 
35
.4
0 
34
.4
2 
49
.1
0 
0.
00
 
8.
77
 
14
.9
0 
23
.1
9 
 
 
 
 
 
 
 
 
6 
-2
6.
99
 
24
.8
2 
 
 
6 
36
.6
7 
34
.3
6 
35
.3
4 
41
.2
6 
8.
77
 
0.
00
 
6.
12
 
14
.4
2 
 
 
 
 
 
 
 
 
7 
-3
0.
43
 
19
.7
6 
 
 
7 
36
.2
8 
34
.9
3 
37
.2
1 
36
.0
3 
14
.9
0 
6.
12
 
0.
00
 
8.
31
 
 
 
 
 
 
 
 
 
8 
-3
5.
65
 
13
.2
9 
 
 
8 
38
.0
5 
37
.9
7 
41
.6
6 
29
.9
9 
23
.1
9 
14
.4
2 
8.
31
 
0.
00
 
 
 
 
 
 
 
 
 
G
PS
 (
5b
)  -
28
.0
8 
37
.5
9 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
S
it
e 
4
 
S
tr
a
in
 
C
a
lc
u
la
t
io
n
s 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
S
tr
ai
n 
R
at
e 
=
 
1/
ti
m
e*
ln
(L
2/
L
1)
 
T
im
e=
 
33
 
da
ys
 
 
 
 
 
 
 
36
5.
25
 
 
 
 
 
 
 
 
 
 
S
ta
ke
 n
o.
 1
 
2 
3 
4 
5 
6 
7 
8 
 
 
S
ta
ke
 n
o.
 1
 
2 
3 
4 
5 
6 
7 
8 
 
 
1 
#D
IV
/0
! 
3.
59
E
-0
4 
2.
79
E
-0
5 
3.
70
E
-0
2 
-1
.5
6E
-
04
 
-1
.4
7E
-
04
 
-1
.4
8E
-
04
 
-8
.2
6E
-
05
 
 
 
1 
#D
IV
/0
! 
1.
31
E
-0
1 
1.
02
E
-0
2 
1.
35
E
+0
1 
-5
.7
1E
-
02
 
-5
.3
8E
-
02
 
-5
.4
1E
-
02
 
-3
.0
2E
-
02
 
 
 
2 
3.
59
E
-0
4 
#D
IV
/0
! 
-1
.7
2E
-
04
 
2.
73
E
-0
2 
-2
.1
3E
-
04
 
-1
.7
6E
-
04
 
-1
.5
9E
-
04
 
-6
.2
7E
-
05
 
 
 
2 
1.
31
E
-0
1 
#D
IV
/0
! 
-6
.2
8E
-
02
 
9.
97
E
+
0
0 
-7
.7
8E
-
02
 
-6
.4
1E
-
02
 
-5
.8
2E
-
02
 
-2
.2
9E
-
02
 
 
 
3 
2.
79
E
-0
5 
-1
.7
2E
-
04
 
#D
IV
/0
! 
2.
04
E
-0
2 
-1
.4
4E
-
04
 
-9
.1
2E
-
05
 
-8
.1
6E
-
05
 
2.
74
E
-0
6 
 
 
3 
1.
02
E
-0
2 
-6
.2
8E
-
02
 
#D
IV
/0
! 
7.
44
E
+
0
0 
-5
.2
6E
-
02
 
-3
.3
3E
-
02
 
-2
.9
8E
-
02
 
1.
00
E
-0
3 
 
 
4 
3.
70
E
-0
2 
2.
73
E
-0
2 
2.
04
E
-0
2 
#D
IV
/0
! 
3.
50
E
-0
3 
1.
30
E
-0
3 
-1
.2
3E
-
03
 
-6
.3
4E
-
03
 
 
 
4 
1.
35
E
+
0
1 
9.
97
E
+
0
0 
7.
44
E
+
0
0 
#D
IV
/0
! 
1.
28
E
+
0
0 
4.
75
E
-0
1 
-4
.4
9E
-
01
 
- 2.
32
E
+
0
0 
 
 
 
32
0 
 5 
-1
.5
6E
-
04
 
-2
.1
3E
-
04
 
-1
.4
4E
-
04
 
3.
50
E
-0
3 
#D
IV
/0
! 
1.
29
E
-0
4 
4.
56
E
-0
5 
1.
57
E
-0
4 
 
 
5 
-5
.7
1E
-
02
 
-7
.7
8E
-
02
 
-5
.2
6E
-
02
 
1.
28
E
+
0
0 
#D
IV
/0
! 
4.
73
E
-0
2 
1.
66
E
-0
2 
5.
73
E
-0
2 
 
 
6 
-1
.4
7E
-
04
 
-1
.7
6E
-
04
 
-9
.1
2E
-
05
 
1.
30
E
-0
3 
1.
29
E
-0
4 
#D
IV
/0
! 
-7
.4
2E
-
05
 
1.
72
E
-0
4  
 
 
6 
-5
.3
8E
-
02
 
-6
.4
1E
-
02
 
-3
.3
3E
-
02
 
4.
75
E
-0
1 
4.
73
E
-0
2 
#D
IV
/0
! 
-2
.7
1E
-
02
 
6.
30
E
-0
2  
 
 
7 
-1
.4
8E
-
04
 
-1
.5
9E
-
04
 
-8
.1
6E
-
05
 
-1
.2
3E
-
03
 
4.
56
E
-0
5 
-7
.4
2E
-
05
 
#D
IV
/0
!  
3.
60
E
-0
4 
 
 
7 
-5
.4
1E
-
02
 
-5
.8
2E
-
02
 
-2
.9
8E
-
02
 
-4
.4
9E
-
01
 
1.
66
E
-0
2 
-2
.7
1E
-
02
 
#D
IV
/0
!  
1.
32
E
-0
1 
 
 
8 
-8
.2
6E
-
05
 
-6
.2
7E
-
05
 
2.
74
E
-0
6 
-6
.3
4E
-
03
 
1.
57
E
-0
4 
1.
72
E
-0
4 
3.
60
E
-0
4 
#D
IV
/0
! 
 
 
8 
-3
.0
2E
-
02
 
-2
.2
9E
-
02
 
1.
00
E
-0
3 
- 2.
32
E
+
0
0 
5.
73
E
-0
2 
6.
30
E
-0
2 
1.
32
E
-0
1 
#D
IV
/0
! 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
S
it
e 
5
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
27
/0
7/
20
05
 
Fi
rs
t 
Su
rv
ey
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
T
im
e 
Po
in
t I
D
 
E
as
ti
ng
  
N
or
th
in
g 
H
ei
gh
t 
 
S
ta
ke
 n
o.
 1
 
2 
3 
4 
5 
6 
7 
8 
9 
10
 
11
 
12
 
13
 
14
 
15
 
17
:1
0 
1 
0.
00
 
0.
00
 
-0
.0
9 
 
1 
0.
00
 
74
.4
1 
72
.9
0 
56
.5
6 
54
.6
7 
53
.4
0 
52
.6
4 
76
.0
0 
71
.3
1 
8.
03
 
12
.9
4 
12
.8
7 
19
.5
9 
53
.0
7 
71
.6
0 
 
2 
47
.2
3 
-5
7.
51
 
-1
.6
5 
 
2 
74
.4
1 
0.
00
 
6.
42
 
23
.5
3 
21
.8
0 
21
.3
0 
22
.0
6 
6.
81
 
26
.1
3 
80
.3
8 
85
.5
9 
87
.2
5 
93
.8
5 
34
.6
9 
16
.0
4 
 
3 
50
.8
7 
-5
2.
21
 
-1
.5
9 
 
3 
72
.9
0 
6.
42
 
0.
00
 
26
.2
6 
23
.2
7 
21
.3
7 
20
.3
3 
13
.2
2 
19
.7
1 
79
.2
9 
84
.5
6 
85
.6
2 
92
.4
6 
29
.5
4 
9.
62
 
 
4 
24
.6
4 
-5
0.
91
 
-1
.4
2 
 
4 
56
.5
6 
23
.5
3 
26
.2
6 
0.
00
 
5.
44
 
10
.4
2 
16
.4
3 
21
.7
4 
40
.0
4 
61
.2
4 
66
.1
8 
69
.3
0 
75
.1
2 
36
.4
7 
32
.3
3 
 
5 
28
.2
3 
-4
6.
82
 
-1
.5
1 
 
5 
54
.6
7 
21
.8
0 
23
.2
7 
5.
44
 
0.
00
 
4.
98
 
10
.9
9 
21
.6
4 
35
.2
6 
59
.9
2 
65
.0
0 
67
.5
2 
73
.6
7 
31
.0
3 
28
.1
7 
 
6 
31
.5
4 
-4
3.
09
 
-1
.6
0 
 
6 
53
.4
0 
21
.3
0 
21
.3
7 
10
.4
2 
4.
98
 
0.
00
 
6.
01
 
22
.6
9 
31
.0
5 
59
.1
5 
64
.3
4 
66
.2
7 
72
.7
1 
26
.0
6 
24
.7
7 
 
7 
35
.6
6 
-3
8.
72
 
-1
.6
2 
 
7 
52
.6
4 
22
.0
6 
20
.3
3 
16
.4
3 
10
.9
9 
6.
01
 
0.
00
 
25
.0
8 
26
.2
1 
58
.9
6 
64
.2
3 
65
.4
2 
72
.1
8 
20
.0
7 
21
.3
5 
 
8 
42
.8
8 
-6
2.
75
 
-1
.5
7 
 
8 
76
.0
0 
6.
81
 
13
.2
2 
21
.7
4 
21
.6
4 
22
.6
9 
25
.0
8 
0.
00
 
32
.9
2 
81
.4
9 
86
.6
0 
88
.8
7 
95
.1
8 
40
.2
4 
22
.8
3 
 
9 
61
.7
1 
-3
5.
75
 
-1
.3
1 
 
9 
71
.3
1 
26
.1
3 
19
.7
1 
40
.0
4 
35
.2
6 
31
.0
5 
26
.2
1 
32
.9
2 
0.
00
 
78
.7
5 
84
.0
1 
83
.1
5 
90
.5
4 
18
.9
0 
10
.1
0 
 
10
 
-7
.9
8 
0.
92
 
0.
72
 
 
10
 
8.
03
 
80
.3
8 
79
.2
9 
61
.2
4 
59
.9
2 
59
.1
5 
58
.9
6 
81
.4
9 
78
.7
5 
0.
00
 
5.
31
 
9.
66
 
13
.9
1 
60
.7
3 
78
.5
6 
 
11
 
-1
2.
30
 
3.
99
 
0.
92
 
 
11
 
12
.9
4 
85
.5
9 
84
.5
6 
66
.1
8 
65
.0
0 
64
.3
4 
64
.2
3 
86
.6
0 
84
.0
1 
5.
31
 
0.
00
 
8.
22
 
9.
49
 
65
.9
2 
83
.8
6 
 
12
 
-7
.3
6 
10
.5
6 
1.
39
 
 
12
 
12
.8
7 
87
.2
5 
85
.6
2 
69
.3
0 
67
.5
2 
66
.2
7 
65
.4
2 
88
.8
7 
83
.1
5 
9.
66
 
8.
22
 
0.
00
 
7.
56
 
64
.5
7 
84
.0
0 
 
13
 
-1
4.
43
 
13
.2
4 
1.
35
 
 
13
 
19
.5
9 
93
.8
5 
92
.4
6 
75
.1
2 
73
.6
7 
72
.7
1 
72
.1
8 
95
.1
8 
90
.5
4 
13
.9
1 
9.
49
 
7.
56
 
0.
00
 
72
.0
2 
91
.1
5 
 
14
 
47
.9
1 
-2
2.
82
 
-1
.2
3 
 
14
 
53
.0
7 
34
.6
9 
29
.5
4 
36
.4
7 
31
.0
3 
26
.0
6 
20
.0
7 
40
.2
4 
18
.9
0 
60
.7
3 
65
.9
2 
64
.5
7 
72
.0
2 
0.
00
 
23
.0
2 
17
:4
0 
15
 
56
.2
8 
-4
4.
26
 
-1
.4
6 
 
15
 
71
.6
0 
16
.0
4 
9.
62
 
32
.3
3 
28
.1
7 
24
.7
7 
21
.3
5 
22
.8
3 
10
.1
0 
78
.5
6 
83
.8
6 
84
.0
0 
91
.1
5 
23
.0
2 
0.
00
 
 10
/0
8/
20
05
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
S
ec
on
d 
S
ur
ve
y 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
T
im
e 
P
oi
nt
 
ID
 
E
as
ti
ng
 N
or
th
in
g 
H
ei
gh
t 
D
2 
S
ta
ke
 n
o.
  
1 
2 
3 
4 
5 
6 
7 
8 
9 
10
 
11
 
12
 
13
 
14
 
15
 
14
:5
4 
1 
0.
00
 
0.
00
 
0.
00
 
 
1 
0.
00
 
74
.1
4 
72
.6
4 
56
.3
9 
54
.3
7 
53
.2
4 
52
.4
3 
75
.7
5 
71
.1
0 
7.
99
 
12
.9
4 
12
.8
8 
19
.5
2 
52
.9
5 
71
.3
6 
 
32
1 
 14
:1
2 
2 
46
.6
4 
-5
7.
63
 
0.
73
 
 
2 
74
.1
4 
0.
00
 
6.
45
 
23
.4
7 
21
.8
0 
21
.2
0 
22
.0
1 
6.
82
 
26
.4
8 
80
.0
9 
85
.3
2 
86
.9
8 
93
.5
1 
34
.8
8 
16
.2
7 
14
:3
6 
3 
50
.3
5 
-5
2.
36
 
-2
.0
0 
 
3 
72
.6
4 
6.
45
 
0.
00
 
26
.2
4 
23
.2
8 
21
.2
9 
20
.2
8 
13
.2
6 
20
.0
3 
79
.0
1 
84
.3
0 
85
.3
6 
92
.1
3 
29
.6
9 
9.
82
 
14
:1
9 
4 
24
.1
4 
-5
0.
96
 
-1
.2
5 
 
4 
56
.3
9 
23
.4
7 
26
.2
4 
0.
00
 
5.
53
 
10
.4
5 
16
.4
9 
21
.6
9 
40
.3
4 
61
.0
5 
65
.9
9 
69
.1
3 
74
.8
7 
36
.8
0 
32
.5
1 
14
:2
2 
5 
27
.7
4 
-4
6.
76
 
-1
.7
8 
 
5 
54
.3
7 
21
.8
0 
23
.2
8 
5.
53
 
0.
00
 
4.
92
 
10
.9
7 
21
.6
9 
35
.5
0 
59
.6
1 
64
.7
0 
67
.2
3 
73
.3
1 
31
.2
7 
28
.3
2 
14
:2
7 
6 
31
.1
3 
-4
3.
19
 
-1
.5
0 
 
6 
53
.2
4 
21
.2
0 
21
.2
9 
10
.4
5 
4.
92
 
0.
00
 
6.
04
 
22
.6
1 
31
.2
6 
58
.9
7 
64
.1
7 
66
.1
1 
72
.4
8 
26
.3
6 
24
.8
5 
14
:3
0 
7 
35
.2
7 
-3
8.
79
 
-3
.9
7 
 
7 
52
.4
3 
22
.0
1 
20
.2
8 
16
.4
9 
10
.9
7 
6.
04
 
0.
00
 
25
.0
7 
26
.3
9 
58
.7
3 
64
.0
2 
65
.2
1 
71
.9
0 
20
.3
4 
21
.4
0 
14
:1
4 
8 
42
.2
7 
-6
2.
87
 
-0
.7
2 
 
8 
75
.7
5 
6.
82
 
13
.2
6 
21
.6
9 
21
.6
9 
22
.6
1 
25
.0
7 
0.
00
 
33
.2
7 
81
.2
3 
86
.3
5 
88
.6
3 
94
.8
7 
40
.4
7 
23
.0
7 
14
:4
7 
9 
61
.4
8 
-3
5.
71
 
-3
.1
5 
 
9 
71
.1
0 
26
.4
8 
20
.0
3 
40
.3
4 
35
.5
0 
31
.2
6 
26
.3
9 
33
.2
7 
0.
00
 
78
.5
2 
83
.8
1 
82
.9
1 
90
.2
5 
18
.8
3 
10
.2
1 
15
:0
8 
10
 
-7
.9
3 
1.
00
 
2.
34
 
 
10
 
7.
99
 
80
.0
9 
79
.0
1 
61
.0
5 
59
.6
1 
58
.9
7 
58
.7
3 
81
.2
3 
78
.5
2 
0.
00
 
5.
33
 
9.
66
 
13
.8
5 
60
.5
9 
78
.3
1 
15
:0
9 
11
 
-1
2.
29
 
4.
07
 
-3
.0
9 
 
11
 
12
.9
4 
85
.3
2 
84
.3
0 
65
.9
9 
64
.7
0 
64
.1
7 
64
.0
2 
86
.3
5 
83
.8
1 
5.
33
 
0.
00
 
8.
26
 
9.
44
 
65
.8
1 
83
.6
4 
15
:1
3 
12
 
-7
.2
6 
10
.6
3 
-2
.5
8 
 
12
 
12
.8
8 
86
.9
8 
85
.3
6 
69
.1
3 
67
.2
3 
66
.1
1 
65
.2
1 
88
.6
3 
82
.9
1 
9.
66
 
8.
26
 
0.
00
 
7.
52
 
64
.4
1 
83
.7
5 
15
:1
5 
13
 
-1
4.
30
 
13
.2
9 
-1
.9
7 
 
13
 
19
.5
2 
93
.5
1 
92
.1
3 
74
.8
7 
73
.3
1 
72
.4
8 
71
.9
0 
94
.8
7 
90
.2
5 
13
.8
5 
9.
44
 
7.
52
 
0.
00
 
71
.8
2 
90
.8
4 
14
:5
0 
14
 
47
.8
0 
-2
2.
77
 
-4
.4
0 
 
14
 
52
.9
5 
34
.8
8 
29
.6
9 
36
.8
0 
31
.2
7 
26
.3
6 
20
.3
4 
40
.4
7 
18
.8
3 
60
.5
9 
65
.8
1 
64
.4
1 
71
.8
2 
0.
00
 
23
.0
1 
14
:4
0 
15
 
55
.9
6 
-4
4.
29
 
-5
.5
8 
 
15
 
71
.3
6 
16
.2
7 
9.
82
 
32
.5
1 
28
.3
2 
24
.8
5 
21
.4
0 
23
.0
7 
10
.2
1 
78
.3
1 
83
.6
4 
83
.7
5 
90
.8
4 
23
.0
1 
0.
00
 
 St
ra
in
 C
a
lc
u
la
ti
o
n
s 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
S
tr
ai
n 
R
at
e 
=
 
1/
ti
m
e*
ln
(L
2/
L
1)
 
T
im
e=
 
14
 
da
ys
 
 
 
 
 
 
 
 
 
 
 
S
ta
ke
 n
o.
  
1 
2 
3 
4 
5 
6 
7 
8 
9 
10
 
11
 
12
 
13
 
14
 
15
 
1 
#D
IV
/0
! 
-2
.6
3E
-0
4  
-2
.5
7E
-0
4 
-2
.2
0E
-0
4 
-3
.8
9E
-0
4 
-2
.2
3E
-0
4 
-2
.8
9E
-0
4 
-2
.3
0E
-0
4 
-2
.1
2E
-0
4 
-3
.9
5E
-0
4 
3.
02
E
-0
5 
2.
61
E
-0
5 
-2
.3
6E
-0
4 
-1
.6
1E
-0
4 
-2
.3
9E
-0
4 
2 
-2
.6
3E
-0
4 
#D
IV
/0
! 
2.
91
E
-0
4 
-1
.8
2E
-0
4 
-8
.4
9E
-0
7 
-3
.6
1E
-0
4 
-1
.7
2E
-0
4 
6.
80
E
-0
5 
9.
35
E
-0
4 
-2
.5
8E
-0
4 
-2
.3
1E
-0
4 
-2
.2
2E
-0
4 
-2
.5
9E
-0
4 
3.
93
E
-0
4 
1.
02
E
-0
3 
3 
-2
.5
7E
-0
4 
2.
91
E
-0
4 
#D
IV
/0
! 
-3
.9
7E
-0
5 
2.
88
E
-0
5 
-2
.7
0E
-0
4 
-1
.7
9E
-0
4 
1.
87
E
-0
4 
1.
14
E
-0
3 
-2
.5
1E
-0
4 
-2
.2
0E
-0
4 
-2
.1
9E
-0
4 
-2
.5
3E
-0
4 
3.
71
E
-0
4 
1.
50
E
-0
3 
4 
-2
.2
0E
-0
4 
-1
.8
2E
-0
4 
-3
.9
7E
-0
5 
#D
IV
/0
! 
1.
19
E
-0
3 
2.
00
E
-0
4 
2.
81
E
-0
4 
-1
.6
8E
-0
4 
5.
24
E
-0
4 
-2
.1
8E
-0
4 
-2
.0
4E
-0
4 
-1
.7
3E
-0
4 
-2
.3
5E
-0
4 
6.
43
E
-0
4 
3.
90
E
-0
4 
5 
-3
.8
9E
-0
4 
-8
.4
9E
-0
7  
2.
88
E
-0
5 
1.
19
E
-0
3 
#D
IV
/0
! 
-8
.5
2E
-0
4 
-1
.5
1E
-0
4 
1.
46
E
-0
4 
4.
95
E
-0
4 
-3
.6
5E
-0
4 
-3
.2
9E
-0
4 
-3
.0
8E
-0
4 
-3
.5
3E
-0
4 
5.
43
E
-0
4 
3.
78
E
-0
4 
6 
-2
.2
3E
-0
4 
-3
.6
1E
-0
4 
-2
.7
0E
-0
4 
2.
00
E
-0
4 
-8
.5
2E
-0
4 
#D
IV
/0
! 
4.
10
E
-0
4 
-2
.4
1E
-0
4 
4.
93
E
-0
4 
-2
.1
9E
-0
4 
-1
.8
8E
-0
4 
-1
.7
5E
-0
4 
-2
.2
9E
-0
4 
8.
24
E
-0
4 
2.
31
E
-0
4 
7 
-2
.8
9E
-0
4 
-1
.7
2E
-0
4  
-1
.7
9E
-0
4 
2.
81
E
-0
4 
-1
.5
1E
-0
4 
4.
10
E
-0
4 
#D
IV
/0
! 
-3
.7
7E
-0
5 
4.
81
E
-0
4 
-2
.7
6E
-0
4 
-2
.3
3E
-0
4 
-2
.3
2E
-0
4 
-2
.7
5E
-0
4 
9.
35
E
-0
4 
1.
61
E
-0
4 
8 
-2
.3
0E
-0
4 
6.
80
E
-0
5 
1.
87
E
-0
4 
-1
.6
8E
-0
4 
1.
46
E
-0
4 
-2
.4
1E
-0
4 
-3
.7
7E
-0
5 
#D
IV
/0
! 
7.
63
E
-0
4 
-2
.2
6E
-0
4 
-2
.0
7E
-0
4 
-1
.9
3E
-0
4 
-2
.3
5E
-0
4 
4.
14
E
-0
4 
7.
48
E
-0
4 
9 
-2
.1
2E
-0
4 
9.
35
E
-0
4 
1.
14
E
-0
3 
5.
24
E
-0
4 
4.
95
E
-0
4 
4.
93
E
-0
4 
4.
81
E
-0
4 
7.
63
E
-0
4 
#D
IV
/0
! 
-2
.0
5E
-0
4 
-1
.6
6E
-0
4 
-2
.1
2E
-0
4 
-2
.3
1E
-0
4 
-2
.8
5E
-0
4 
8.
06
E
-0
4 
10
 
-3
.9
5E
-0
4 
-2
.5
8E
-0
4 
-2
.5
1E
-0
4 
-2
.1
8E
-0
4 
-3
.6
5E
-0
4 
-2
.1
9E
-0
4 
-2
.7
6E
-0
4 
-2
.2
6E
-0
4 
-2
.0
5E
-0
4 
#D
IV
/0
! 
3.
47
E
-0
4 
-3
.6
7E
-0
5 
-3
.3
5E
-0
4 
-1
.6
2E
-0
4 
-2
.2
7E
-0
4 
11
 
3.
02
E
-0
5 
-2
.3
1E
-0
4 
-2
.2
0E
-0
4 
-2
.0
4E
-0
4 
-3
.2
9E
-0
4 
-1
.8
8E
-0
4 
-2
.3
3E
-0
4 
-2
.0
7E
-0
4 
-1
.6
6E
-0
4 
3.
47
E
-0
4 
#D
IV
/0
! 
3.
94
E
-0
4 
-3
.8
9E
-0
4 
-1
.1
5E
-0
4 
-1
.9
1E
-0
4 
12
 
2.
61
E
-0
5 
-2
.2
2E
-0
4 
-2
.1
9E
-0
4 
-1
.7
3E
-0
4 
-3
.0
8E
-0
4 
-1
.7
5E
-0
4 
-2
.3
2E
-0
4 
-1
.9
3E
-0
4 
-2
.1
2E
-0
4 
-3
.6
7E
-0
5 
3.
94
E
-0
4 
#D
IV
/0
! 
-3
.9
2E
-0
4 
-1
.8
1E
-0
4 
-2
.1
7E
-0
4 
13
 
-2
.3
6E
-0
4 
-2
.5
9E
-0
4 
-2
.5
3E
-0
4 
-2
.3
5E
-0
4 
-3
.5
3E
-0
4 
-2
.2
9E
-0
4 
-2
.7
5E
-0
4 
-2
.3
5E
-0
4 
-2
.3
1E
-0
4 
-3
.3
5E
-0
4 
-3
.8
9E
-0
4 
-3
.9
2E
-0
4 
#D
IV
/0
! 
-2
.0
7E
-0
4 
-2
.4
2E
-0
4 
 
32
2 
 14
 
-1
.6
1E
-0
4 
3.
93
E
-0
4 
3.
71
E
-0
4 
6.
43
E
-0
4 
5.
43
E
-0
4 
8.
24
E
-0
4 
9.
35
E
-0
4 
4.
14
E
-0
4 
-2
.8
5E
-0
4 
-1
.6
2E
-0
4 
-1
.1
5E
-0
4 
-1
.8
1E
-0
4 
-2
.0
7E
-0
4 
#D
IV
/0
! 
-1
.4
5E
-0
5 
15
 
-2
.3
9E
-0
4 
1.
02
E
-0
3 
1.
50
E
-0
3 
3.
90
E
-0
4 
3.
78
E
-0
4 
2.
31
E
-0
4 
1.
61
E
-0
4 
7.
48
E
-0
4 
8.
06
E
-0
4 
-2
.2
7E
-0
4 
-1
.9
1E
-0
4 
-2
.1
7E
-0
4 
-2
.4
2E
-0
4 
-1
.4
5E
-0
5 
#D
IV
/0
! 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
S
it
e 
5
 S
tr
a
in
 R
a
te
 
 
pe
r 
ye
ar
 
36
5.
25
 
 
 
 
 
 
 
 
 
 
 
 
 
S
ta
ke
 n
o.
  
1 
2 
3 
4 
5 
6 
7 
8 
9 
10
 
11
 
12
 
13
 
14
 
15
 
1 
#D
IV
/0
! 
-9
.6
2E
-0
2 
-9
.4
0E
-0
2 
-8
.0
5E
-0
2 
-1
.4
2E
-0
1 
-8
.1
6E
-0
2 
-1
.0
6E
-0
1 
-8
.4
1E
-0
2 
-7
.7
6E
-0
2 
-1
.4
4E
-0
1 
1.
10
E
-0
2 
9.
52
E
-0
3 
-8
.6
2E
-0
2 
-5
.8
8E
-0
2 
-8
.7
4E
-0
2 
2 
-9
.6
2E
-0
2 
#D
IV
/0
! 
1.
06
E
-0
1 
-6
.6
5E
-0
2 
-3
.1
0E
-0
4 
-1
.3
2E
-0
1 
-6
.2
7E
-0
2 
2.
49
E
-0
2 
3.
42
E
-0
1 
-9
.4
1E
-0
2 
-8
.4
4E
-0
2 
-8
.1
1E
-0
2 
-9
.4
7E
-0
2 
1.
44
E
-0
1 
3.
73
E
-0
1 
3 
-9
.4
0E
-0
2 
1.
06
E
-0
1 
#D
IV
/0
! 
-1
.4
5E
-0
2 
1.
05
E
-0
2 
-9
.8
6E
-0
2 
-6
.5
5E
-0
2 
6.
81
E
-0
2 
4.
18
E
-0
1 
-9
.1
7E
-0
2 
-8
.0
3E
-0
2 
-8
.0
1E
-0
2 
-9
.2
4E
-0
2 
1.
35
E
-0
1 
5.
50
E
-0
1 
4 
-8
.0
5E
-0
2 
-6
.6
5E
-0
2 
-1
.4
5E
-0
2 
#D
IV
/0
! 
4.
34
E
-0
1 
7.
30
E
-0
2 
1.
03
E
-0
1 
-6
.1
4E
-0
2 
1.
91
E
-0
1 
-7
.9
7E
-0
2 
-7
.4
4E
-0
2 
-6
.3
4E
-0
2 
-8
.6
0E
-0
2 
2.
35
E
-0
1 
1.
42
E
-0
1 
5 
-1
.4
2E
-0
1 
-3
.1
0E
-0
4 
1.
05
E
-0
2 
4.
34
E
-0
1 
#D
IV
/0
! 
-3
.1
1E
-0
1 
-5
.5
3E
-0
2 
5.
34
E
-0
2 
1.
81
E
-0
1 
-1
.3
3E
-0
1 
-1
.2
0E
-0
1 
-1
.1
3E
-0
1 
-1
.2
9E
-0
1 
1.
98
E
-0
1 
1.
38
E
-0
1 
6 
-8
.1
6E
-0
2 
-1
.3
2E
-0
1 
-9
.8
6E
-0
2 
7.
30
E
-0
2 
-3
.1
1E
-0
1 
#D
IV
/0
! 
1.
50
E
-0
1 
-8
.8
2E
-0
2 
1.
80
E
-0
1 
-7
.9
9E
-0
2 
-6
.8
8E
-0
2 
-6
.4
1E
-0
2 
-8
.3
8E
-0
2 
3.
01
E
-0
1 
8.
43
E
-0
2 
7 
-1
.0
6E
-0
1 
-6
.2
7E
-0
2 
-6
.5
5E
-0
2 
1.
03
E
-0
1 
-5
.5
3E
-0
2 
1.
50
E
-0
1 
#D
IV
/0
! 
-1
.3
8E
-0
2 
1.
76
E
-0
1 
-1
.0
1E
-0
1 
-8
.5
0E
-0
2 
-8
.4
8E
-0
2 
-1
.0
0E
-0
1 
3.
41
E
-0
1 
5.
89
E
-0
2 
8 
-8
.4
1E
-0
2 
2.
49
E
-0
2 
6.
81
E
-0
2 
-6
.1
4E
-0
2 
5.
34
E
-0
2 
-8
.8
2E
-0
2 
-1
.3
8E
-0
2 
#D
IV
/0
! 
2.
79
E
-0
1 
-8
.2
6E
-0
2  
-7
.5
6E
-0
2 
-7
.0
5E
-0
2 
-8
.5
8E
-0
2 
1.
51
E
-0
1 
2.
73
E
-0
1 
9 
-7
.7
6E
-0
2 
3.
42
E
-0
1 
4.
18
E
-0
1 
1.
91
E
-0
1 
1.
81
E
-0
1 
1.
80
E
-0
1 
1.
76
E
-0
1 
2.
79
E
-0
1 
#D
IV
/0
! 
-7
.4
8E
-0
2 
-6
.0
7E
-0
2 
-7
.7
3E
-0
2 
-8
.4
5E
-0
2 
-1
.0
4E
-0
1 
2.
94
E
-0
1 
10
 
-1
.4
4E
-0
1 
-9
.4
1E
-0
2  
-9
.1
7E
-0
2 
-7
.9
7E
-0
2 
-1
.3
3E
-0
1 
-7
.9
9E
-0
2 
-1
.0
1E
-0
1 
-8
.2
6E
-0
2 
-7
.4
8E
-0
2 
#D
IV
/0
! 
1.
27
E
-0
1 
-1
.3
4E
-0
2 
-1
.2
2E
-0
1 
-5
.9
3E
-0
2 
-8
.3
0E
-0
2 
11
 
1.
10
E
-0
2 
-8
.4
4E
-0
2 
-8
.0
3E
-0
2 
-7
.4
4E
-0
2 
-1
.2
0E
-0
1 
-6
.8
8E
-0
2 
-8
.5
0E
-0
2 
-7
.5
6E
-0
2 
-6
.0
7E
-0
2 
1.
27
E
-0
1 
#D
IV
/0
! 
1.
44
E
-0
1 
-1
.4
2E
-0
1 
-4
.2
0E
-0
2 
-6
.9
7E
-0
2 
12
 
9.
52
E
-0
3 
-8
.1
1E
-0
2 
-8
.0
1E
-0
2 
-6
.3
4E
-0
2 
-1
.1
3E
-0
1 
-6
.4
1E
-0
2 
-8
.4
8E
-0
2 
-7
.0
5E
-0
2 
-7
.7
3E
-0
2 
-1
.3
4E
-0
2 
1.
44
E
-0
1 
#D
IV
/0
! 
-1
.4
3E
-0
1 
-6
.6
3E
-0
2 
-7
.9
2E
-0
2 
13
 
-8
.6
2E
-0
2 
-9
.4
7E
-0
2 
-9
.2
4E
-0
2 
-8
.6
0E
-0
2 
-1
.2
9E
-0
1 
-8
.3
8E
-0
2 
-1
.0
0E
-0
1 
-8
.5
8E
-0
2 
-8
.4
5E
-0
2 
-1
.2
2E
-0
1 
-1
.4
2E
-0
1 
-1
.4
3E
-0
1 
#D
IV
/0
! 
-7
.5
8E
-0
2 
-8
.8
2E
-0
2 
14
 
-5
.8
8E
-0
2 
1.
44
E
-0
1 
1.
35
E
-0
1 
2.
35
E
-0
1 
1.
98
E
-0
1 
3.
01
E
-0
1 
3.
41
E
-0
1 
1.
51
E
-0
1 
-1
.0
4E
-0
1 
-5
.9
3E
-0
2 
-4
.2
0E
-0
2 
-6
.6
3E
-0
2 
-7
.5
8E
-0
2 
#D
IV
/0
! 
-5
.2
8E
-0
3 
15
 
-8
.7
4E
-0
2 
3.
73
E
-0
1 
5.
50
E
-0
1 
1.
42
E
-0
1 
1.
38
E
-0
1 
8.
43
E
-0
2 
5.
89
E
-0
2 
2.
73
E
-0
1 
2.
94
E
-0
1 
-8
.3
0E
-0
2 
-6
.9
7E
-0
2 
-7
.9
2E
-0
2 
-8
.8
2E
-0
2 
-5
.2
8E
-0
3 
#D
IV
/0
! 
 Si
te
 6
 
 
 
 
 
 
L
en
gt
h 
C
al
cu
la
ti
on
s:
 
S
Q
R
T
((
x2
-x
1)
^2
+
(y
2-
y1
)^
2)
) 
 
 
 
 
13
/0
8/
20
05
 
 
 
 
 
 
 
 
 
 
 
 
 
 
T
im
e 
P
oi
nt
 I
D
 
E
as
ti
ng
  
N
or
th
in
g 
H
ei
gh
t 
 
St
ak
e 
no
.  
1 
2 
3 
4 
5 
 
 
13
:0
0 
1 
0 
0 
-2
.3
46
 
 
1 
0 
11
6.
72
33
49
7 
14
6.
66
33
30
7 
74
.1
13
98
 
82
.7
87
97
 
 
 
 
2 
-0
.5
55
30
7 
11
6.
72
20
28
8 
-8
.5
95
 
 
2 
11
6.
72
33
49
7 
0 
26
3.
34
33
35
8 
14
0.
81
13
 
13
8.
94
33
 
 
 
 
3 
-4
.6
57
80
3 
-1
46
.5
89
34
97
 
2.
58
6 
 
3 
14
6.
66
33
30
7 
26
3.
34
33
35
8 
0 
15
9.
11
51
 
17
5.
27
65
 
 
 
 
4 
-7
4.
03
61
2 
-3
.3
96
21
14
31
 
-4
.9
7 
 
4 
74
.1
13
97
60
1 
14
0.
81
12
98
2 
15
9.
11
51
33
7 
0 
15
6.
89
44
 
 
 
13
:2
5 
5 
82
.6
10
52
5 
5.
41
75
46
88
7 
-3
.3
23
 
 
5 
82
.7
87
97
37
 
13
8.
94
33
09
1 
17
5.
27
65
17
7 
15
6.
89
44
 
0 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
23
/0
8/
20
05
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
32
3 
 Ti
m
e 
P
oi
nt
 I
D
 
E
as
ti
ng
  
N
or
th
in
g 
H
ei
gh
t 
 
St
ak
e 
no
.  
1 
2 
3 
4 
5 
 
 
11
:3
5 
1 
0 
0 
-2
.3
33
 
 
1 
0 
11
6.
61
10
44
9 
14
6.
51
68
94
2 
74
.1
87
78
 
82
.8
35
52
 
 
 
 
2 
-0
.5
25
09
2 
11
6.
60
98
62
6 
-8
.5
62
 
 
2 
11
6.
61
10
44
9 
0 
26
3.
08
10
40
8 
14
0.
75
53
 
13
8.
92
07
 
 
 
 
3 
-4
.9
08
07
1 
-1
46
.4
34
66
5 
2.
63
8 
 
3 
14
6.
51
68
94
2 
26
3.
08
10
40
8 
0 
15
8.
91
53
 
17
5.
23
46
 
 
 
 
4 
-7
4.
11
08
1 
-3
.3
78
50
11
82
 
-4
.9
13
 
 
4 
74
.1
87
78
16
6 
14
0.
75
53
40
5 
15
8.
91
53
40
9 
0 
15
7.
01
62
 
 
 
11
:5
5 
5 
82
.6
62
58
1 
5.
34
98
95
38
 
-3
.2
65
 
 
5 
82
.8
35
52
15
3 
13
8.
92
07
29
8 
17
5.
23
46
19
4 
15
7.
01
62
 
0 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
S
tr
a
in
 C
a
lc
u
la
ti
o
n
s  
 
 
 
 
 
 
 
 
 
 
 
 
 
S
tr
ai
n 
R
at
e 
=
 
1/
ti
m
e*
ln
(L
2/
L
1)
 
 
 
 
 
 
 
 
 
 
 
 
 
 
T
im
e 
=
 
10
 
da
ys
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
S
ta
ke
 n
o.
  
1 
2 
3 
4 
5 
 
 
S
ta
ke
 n
o.
  
1 
2 
3 
4 
5 
1 
#D
IV
/0
! 
-9
.6
3E
-0
5 
-9
.9
89
52
E
-0
5 
9.
95
34
4E
-0
5 
5.
74
16
8E
-0
5 
 
 
1 
#D
IV
/0
! 
-0
.0
35
15
9 
-0
.0
36
48
7 
0.
03
63
55
 
0.
02
09
71
5  
2 
-9
.6
26
09
E
-0
5 
#D
IV
/0
! 
-9
.9
65
15
E
-0
5 
-3
.9
74
74
E
-0
5 
-1
.6
25
2E
-0
5 
 
 
2 
-0
.0
35
15
92
8 
#D
IV
/0
! 
-0
.0
36
39
8 
-0
.0
14
51
8 
-0
.0
05
93
6 
3 
-9
.9
89
52
E
-0
5 
-9
.9
7E
-0
5 
#D
IV
/0
! 
-0
.0
00
12
56
44
 
-2
.3
90
7E
-0
5 
 
 
3 
-0
.0
36
48
67
28
 
-0
.0
36
39
8 
#D
IV
/0
! 
-0
.0
45
89
1 
-0
.0
08
73
2 
4 
9.
95
34
4E
-0
5 
-3
.9
7E
-0
5 
-0
.0
00
12
56
44
 
#D
IV
/0
! 
7.
75
89
3E
-0
5 
 
 
4 
0.
03
63
54
95
1 
-0
.0
14
51
8 
-0
.0
45
89
1 
#D
IV
/0
! 
0.
02
83
39
5 
5 
5.
74
16
8E
-0
5 
-1
.6
3E
-0
5 
-2
.3
90
7E
-0
5 
7.
75
89
3E
-0
5 
#D
IV
/0
! 
 
 
5 
0.
02
09
71
47
6 
-0
.0
05
93
6 
-0
.0
08
73
2 
0.
02
83
39
5 
#D
IV
/0
! 
S
it
e 
0
4
B
R
1
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
S
u
rv
ey
 1
 
 
 
 
L
en
gt
h 
C
al
cu
la
ti
on
s:
 
SQ
R
T
((
x2
-x
1)
^2
+
(y
2-
y1
)^
2)
)  
 
 
 
 
 
 
 
 
 
 
1
9
/0
8
/2
0
0
4
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
P
o
in
t 
ID
 
X
 
Y
 
 
 
S
ta
ke
 n
o.
  
1 
2 
3 
4 
5 
6 
7 
8 
9 
10
 
11
 
12
 
13
 
1 
-0
.0
03
 
30
.0
14
 
 
 
1 
0.
00
 
7.
82
 
7.
00
 
37
.5
9 
35
.0
5 
35
.1
2 
16
.6
2 
40
.7
2 
11
.5
1 
48
.6
2 
53
.7
2 
33
.3
8 
82
.3
5 
2  
-7
.7
89
 
29
.2
95
 
 
 
2  
7.
82
 
0.
00
 
10
.1
6  
44
.5
7  
40
.7
4  
39
.9
5  
10
.0
4  
48
.1
5  
15
.9
5  
56
.3
8  
61
.5
4  
38
.6
2  
88
.6
0 
3 
0.
20
5 
23
.0
2 
 
 
3 
7.
00
 
10
.1
6 
0.
00
 
41
.8
0 
40
.7
4 
41
.3
4 
20
.2
1 
43
.9
9 
5.
79
 
50
.4
1 
54
.8
4 
28
.4
6 
78
.5
6 
4 
30
.9
3 
51
.3
68
 
 
 
4 
37
.5
9 
44
.5
7 
41
.8
0 
0.
00
 
11
.8
0 
17
.3
5 
49
.2
5 
7.
10
 
41
.1
2 
19
.7
3 
26
.6
8 
46
.6
9 
76
.5
1 
5 
21
.1
51
 
57
.9
65
 
 
 
5 
35
.0
5 
40
.7
4 
40
.7
4 
11
.8
0 
0.
00
 
5.
55
 
43
.1
5 
18
.8
9 
41
.7
1 
31
.5
3 
38
.4
7 
52
.5
5 
87
.2
5 
6 
16
.5
1 
61
.0
08
 
 
 
6 
35
.1
2 
39
.9
5 
41
.3
4 
17
.3
5 
5.
55
 
0.
00
 
41
.0
8 
24
.4
4 
43
.0
4 
37
.0
8 
44
.0
2 
55
.9
1 
92
.3
7 
7  
-1
5.
69
2  
35
.4
94
 
 
 
7  
16
.6
2  
10
.0
4  
20
.2
1  
49
.2
5  
43
.1
5  
41
.0
8  
0.
00
 
53
.8
5  
25
.9
9  
63
.3
5  
68
.9
9  
48
.6
7  
98
.5
6 
8 
36
.8
21
 
47
.4
07
 
 
 
8 
40
.7
2 
48
.1
5 
43
.9
9 
7.
10
 
18
.8
9 
24
.4
4 
53
.8
5 
0.
00
 
42
.3
9 
12
.6
4 
19
.5
8 
44
.3
3 
70
.2
2 
9  
4.
85
4 
19
.5
75
 
 
 
9 
11
.5
1 
15
.9
5 
5.
79
 
41
.1
2 
41
.7
1 
43
.0
4 
25
.9
9 
42
.3
9 
0.
00
 
47
.5
0 
51
.4
1 
22
.6
8 
72
.8
2 
10
 
47
.4
54
 
40
.5
81
 
 
 
10
 
48
.6
2 
56
.3
8 
50
.4
1 
19
.7
3 
31
.5
3 
37
.0
8 
63
.3
5 
12
.6
4 
47
.5
0 
0.
00
 
6.
94
 
43
.0
6 
59
.6
3 
11
 
53
.2
86
 
36
.8
11
9 
 
 
11
 
53
.7
2 
61
.5
4 
54
.8
4 
26
.6
8 
38
.4
7 
44
.0
2 
68
.9
9 
19
.5
8 
51
.4
1 
6.
94
 
0.
00
 
43
.9
0 
54
.1
7 
 
32
4 
 12
 
22
.5
82
 
5.
43
1 
 
 
12
 
33
.3
8 
38
.6
2 
28
.4
6 
46
.6
9 
52
.5
5 
55
.9
1 
48
.6
7 
44
.3
3 
22
.6
8 
43
.0
6 
43
.9
0 
0.
00
 
50
.6
6 
13
 
16
.3
18
 
11
.0
09
 
 
 
13
 
25
.0
5 
30
.2
6 
20
.1
0 
42
.9
2 
47
.2
0 
50
.0
0 
40
.3
0 
41
.7
8 
14
.3
1 
42
.9
4 
45
.0
8 
8.
39
 
58
.7
0 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
S
u
rv
ey
 2
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2
4
/0
8
/2
0
0
4
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
P
o
in
t 
ID
 
X
 
Y
 
 
 
S
ta
ke
 n
o.
  
1 
2 
3 
4 
5 
6 
7 
8 
9 
10
 
11
 
12
 
13
 
1 
-0
.0
04
 
29
.9
55
 
 
 
1 
0.
00
 
7.
81
 
6.
99
 
37
.4
7 
34
.9
5 
35
.0
9 
16
.6
8 
40
.5
6 
11
.5
9 
48
.5
0 
54
.1
7 
33
.5
9 
25
.1
9 
2  
-7
.7
91
 
29
.3
11
 
 
 
2 
7.
81
 
0.
00
 
10
.2
2 
44
.4
4 
40
.6
0 
39
.8
9 
10
.0
9 
47
.9
7 
16
.0
5 
56
.2
6 
61
.9
8 
38
.8
6 
30
.4
3 
3 
0.
22
5 
22
.9
69
 
 
 
3 
6.
99
 
10
.2
2 
0.
00
 
41
.6
2 
40
.6
0 
41
.2
8 
20
.3
1 
43
.7
6 
5.
83
 
50
.2
0 
55
.1
8 
28
.6
4 
20
.2
1 
4  
31
.0
1  
50
.9
79
 
 
 
4  
37
.4
7  
44
.4
4  
41
.6
2  
0.
00
 
11
.9
1  
17
.4
3  
49
.2
1  
7.
04
 
40
.9
6  
19
.7
4  
27
.2
0  
46
.5
6  
42
.7
7 
5 
21
.1
97
 
57
.7
34
 
 
 
5 
34
.9
5 
40
.6
0 
40
.6
0 
11
.9
1 
0.
00
 
5.
52
 
43
.0
6 
18
.9
5 
41
.6
3 
31
.6
5 
39
.1
1 
52
.5
9 
47
.1
9 
6 
16
.6
39
 
60
.8
47
 
 
 
6 
35
.0
9 
39
.8
9 
41
.2
8 
17
.4
3 
5.
52
 
0.
00
 
41
.0
7 
24
.4
7 
43
.0
5 
37
.1
7 
44
.6
3 
56
.0
0 
50
.0
5 
7 
-1
5.
71
4 
35
.5
51
 
 
 
7 
16
.6
8 
10
.0
9 
20
.3
1 
49
.2
1 
43
.0
6 
41
.0
7 
0.
00
 
53
.7
5 
26
.1
4 
63
.3
1 
69
.5
2 
48
.9
5 
40
.5
1 
8  
36
.8
05
 
46
.9
88
 
 
 
8 
40
.5
6 
47
.9
7 
43
.7
6 
7.
04
 
18
.9
5 
24
.4
7 
53
.7
5 
0.
00
 
42
.1
8 
12
.7
1 
20
.1
7 
44
.1
5 
41
.5
7 
9  
4.
86
8  
19
.4
4 
 
 
9  
11
.5
9  
16
.0
5  
5.
83
 
40
.9
6  
41
.6
3  
43
.0
5  
26
.1
4  
42
.1
8  
0.
00
 
47
.2
9  
51
.7
1  
22
.8
1  
14
.3
8 
10
 
47
.4
4 
40
.0
36
 
 
 
10
 
48
.5
0 
56
.2
6 
50
.2
0 
19
.7
4 
31
.6
5 
37
.1
7 
63
.3
1 
12
.7
1 
47
.2
9 
0.
00
 
7.
47
 
42
.7
7 
42
.6
7 
11
 
53
.8
08
 
36
.1
36
 
 
 
11
 
54
.1
7 
61
.9
8 
55
.1
8 
27
.2
0 
39
.1
1 
44
.6
3 
69
.5
2 
20
.1
7 
51
.7
1 
7.
47
 
0.
00
 
43
.9
2 
45
.2
2 
12
 
22
.6
65
 
5.
16
8 
 
 
12
 
33
.5
9 
38
.8
6 
28
.6
4 
46
.5
6 
52
.5
9 
56
.0
0 
48
.9
5 
44
.1
5 
22
.8
1 
42
.7
7 
43
.9
2 
0.
00
 
8.
45
 
13
 
16
.3
59
 
10
.7
97
 
 
 
13
 
25
.1
9 
30
.4
3 
20
.2
1 
42
.7
7 
47
.1
9 
50
.0
5 
40
.5
1 
41
.5
7 
14
.3
8 
42
.6
7 
45
.2
2 
8.
45
 
0.
00
 
 04
B
R
1
 
 
 
 
 
 
 
 
 
 
 
 
 
 
S
tr
a
in
 C
a
lc
u
la
ti
o
n
s 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
S
tr
ai
n 
R
at
e 
=
 
1/
ti
m
e*
ln
(L
2/
L
1)
  
T
im
e=
 
15
 
da
ys
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
S
ta
ke
 n
o.
  
1 
2 
3 
4 
5 
6 
7 
8 
9 
10
 
11
 
12
 
13
 
1 
#D
IV
/0
! 
-4
.7
3E
-0
5 
-7
.0
0E
-0
5 
-2
.1
2E
-0
4 
-2
.0
7E
-0
4 
-5
.4
2E
-0
5 
2.
34
E
-0
4 
-2
.7
2E
-0
4 
4.
34
E
-0
4 
-1
.5
9E
-0
4 
5.
50
E
-0
4 
4.
12
E
-0
4 
-7
.9
0E
-0
2 
2 
-4
.7
3E
-0
5 
#D
IV
/0
! 
3.
84
E
-0
4 
-1
.9
1E
-0
4 
-2
.2
8E
-0
4 
-1
.0
1E
-0
4 
2.
72
E
-0
4 
-2
.4
3E
-0
4 
4.
38
E
-0
4 
-1
.4
4E
-0
4 
4.
75
E
-0
4 
4.
12
E
-0
4 
-7
.1
2E
-0
2 
3 
-7
.0
0E
-0
5 
3.
84
E
-0
4 
#D
IV
/0
! 
-2
.9
4E
-0
4 
-2
.3
1E
-0
4 
-9
.3
3E
-0
5 
3.
28
E
-0
4 
-3
.5
4E
-0
4 
5.
24
E
-0
4 
-2
.6
8E
-0
4 
4.
04
E
-0
4 
4.
22
E
-0
4 
-9
.0
5E
-0
2 
4 
-2
.1
2E
-0
4 
-1
.9
1E
-0
4 
-2
.9
4E
-0
4 
#D
IV
/0
! 
6.
58
E
-0
4 
3.
35
E
-0
4 
-6
.1
1E
-0
5 
-5
.8
9E
-0
4 
-2
.5
0E
-0
4 
2.
50
E
-0
5 
1.
30
E
-0
3 
-1
.7
8E
-0
4 
-3
.8
8E
-0
2 
5 
-2
.0
7E
-0
4 
-2
.2
8E
-0
4 
-2
.3
1E
-0
4 
6.
58
E
-0
4 
#D
IV
/0
! 
-3
.6
2E
-0
4 
-1
.4
1E
-0
4 
1.
92
E
-0
4 
-1
.2
1E
-0
4 
2.
63
E
-0
4 
1.
10
E
-0
3 
4.
19
E
-0
5 
-4
.1
0E
-0
2 
 
32
5 
 6 
-5
.4
2E
-0
5 
-1
.0
1E
-0
4 
-9
.3
3E
-0
5 
3.
35
E
-0
4 
-3
.6
2E
-0
4 
#D
IV
/0
! 
-2
.6
3E
-0
5 
6.
77
E
-0
5 
9.
72
E
-0
6 
1.
69
E
-0
4 
9.
20
E
-0
4 
1.
15
E
-0
4 
-4
.0
8E
-0
2 
7 
2.
34
E
-0
4 
2.
72
E
-0
4 
3.
28
E
-0
4 
-6
.1
1E
-0
5 
-1
.4
1E
-0
4 
-2
.6
3E
-0
5 
#D
IV
/0
! 
-1
.2
1E
-0
4 
3.
74
E
-0
4 
-3
.9
5E
-0
5 
5.
14
E
-0
4 
3.
83
E
-0
4 
-5
.9
3E
-0
2 
8 
-2
.7
2E
-0
4 
-2
.4
3E
-0
4 
-3
.5
4E
-0
4 
-5
.8
9E
-0
4 
1.
92
E
-0
4 
6.
77
E
-0
5 
-1
.2
1E
-0
4 
#D
IV
/0
! 
-3
.2
9E
-0
4 
3.
69
E
-0
4 
1.
98
E
-0
3 
-2
.7
1E
-0
4 
-3
.5
0E
-0
2 
9 
4.
34
E
-0
4 
4.
38
E
-0
4 
5.
24
E
-0
4 
-2
.5
0E
-0
4 
-1
.2
1E
-0
4 
9.
72
E
-0
6 
3.
74
E
-0
4 
-3
.2
9E
-0
4 
#D
IV
/0
! 
-2
.8
9E
-0
4 
3.
90
E
-0
4 
3.
92
E
-0
4 
-1
.0
8E
-0
1 
10
 
-1
.5
9E
-0
4 
-1
.4
4E
-0
4 
-2
.6
8E
-0
4 
2.
50
E
-0
5 
2.
63
E
-0
4 
1.
69
E
-0
4 
-3
.9
5E
-0
5 
3.
69
E
-0
4 
-2
.8
9E
-0
4 
#D
IV
/0
! 
4.
84
E
-0
3 
-4
.4
5E
-0
4 
-2
.2
3E
-0
2 
11
 
5.
50
E
-0
4 
4.
75
E
-0
4 
4.
04
E
-0
4 
1.
30
E
-0
3 
1.
10
E
-0
3 
9.
20
E
-0
4 
5.
14
E
-0
4 
1.
98
E
-0
3 
3.
90
E
-0
4 
4.
84
E
-0
3 
#D
IV
/0
! 
2.
43
E
-0
5 
-1
.2
0E
-0
2 
12
 
4.
12
E
-0
4 
4.
12
E
-0
4 
4.
22
E
-0
4 
-1
.7
8E
-0
4 
4.
19
E
-0
5 
1.
15
E
-0
4 
3.
83
E
-0
4 
-2
.7
1E
-0
4 
3.
92
E
-0
4 
-4
.4
5E
-0
4 
2.
43
E
-0
5 
#D
IV
/0
! 
-1
.1
9E
-0
1 
13
 
3.
81
E
-0
4 
3.
79
E
-0
4 
3.
75
E
-0
4 
-2
.3
8E
-0
4 
-2
.6
0E
-0
5 
6.
85
E
-0
5 
3.
53
E
-0
4 
-3
.3
3E
-0
4 
3.
15
E
-0
4 
-4
.1
8E
-0
4 
1.
97
E
-0
4 
5.
17
E
-0
4 
#N
U
M
! 
p
e
r 
y
e
a
r 
36
5.
25
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10
 
11
 
12
 
13
 
#D
IV
/0
! 
-0
.0
2 
-0
.0
3 
-0
.0
8 
-0
.0
8 
-0
.0
2 
0.
09
 
-0
.1
0 
0.
16
 
-0
.0
6 
0.
20
 
0.
15
 
-2
8.
84
 
-0
.0
2 
#D
IV
/0
! 
0.
14
 
-0
.0
7 
-0
.0
8 
-0
.0
4 
0.
10
 
-0
.0
9 
0.
16
 
-0
.0
5 
0.
17
 
0.
15
 
-2
6.
02
 
-0
.0
3 
0.
14
 
#D
IV
/0
! 
-0
.1
1 
-0
.0
8 
-0
.0
3 
0.
12
 
-0
.1
3 
0.
19
 
-0
.1
0 
0.
15
 
0.
15
 
-3
3.
06
 
-0
.0
8 
-0
.0
7 
-0
.1
1 
#D
IV
/0
! 
0.
24
 
0.
12
 
-0
.0
2 
-0
.2
2 
-0
.0
9 
0.
01
 
0.
48
 
-0
.0
7 
-1
4.
16
 
-0
.0
8 
-0
.0
8 
-0
.0
8 
0.
24
 
#D
IV
/0
! 
-0
.1
3 
-0
.0
5 
0.
07
 
-0
.0
4 
0.
10
 
0.
40
 
0.
02
 
-1
4.
97
 
-0
.0
2 
-0
.0
4 
-0
.0
3 
0.
12
 
-0
.1
3 
#D
IV
/0
! 
-0
.0
1 
0.
02
 
0.
00
 
0.
06
 
0.
34
 
0.
04
 
-1
4.
92
 
0.
09
 
0.
10
 
0.
12
 
-0
.0
2 
-0
.0
5 
-0
.0
1 
#D
IV
/0
! 
-0
.0
4 
0.
14
 
-0
.0
1 
0.
19
 
0.
14
 
-2
1.
65
 
-0
.1
0 
-0
.0
9 
-0
.1
3 
-0
.2
2 
0.
07
 
0.
02
 
-0
.0
4 
#D
IV
/0
! 
-0
.1
2 
0.
13
 
0.
72
 
-0
.1
0 
-1
2.
77
 
0.
16
 
0.
16
 
0.
19
 
-0
.0
9 
-0
.0
4 
0.
00
 
0.
14
 
-0
.1
2 
#D
IV
/0
! 
-0
.1
1 
0.
14
 
0.
14
 
-3
9.
50
 
-0
.0
6 
-0
.0
5 
-0
.1
0 
0.
01
 
0.
10
 
0.
06
 
-0
.0
1 
0.
13
 
-0
.1
1 
#D
IV
/0
! 
1.
77
 
-0
.1
6 
-8
.1
5 
0.
20
 
0.
17
 
0.
15
 
0.
48
 
0.
40
 
0.
34
 
0.
19
 
0.
72
 
0.
14
 
1.
77
 
#D
IV
/0
! 
0.
01
 
-4
.4
0 
0.
15
 
0.
15
 
0.
15
 
-0
.0
7 
0.
02
 
0.
04
 
0.
14
 
-0
.1
0 
0.
14
 
-0
.1
6 
0.
01
 
#D
IV
/0
! 
-4
3.
60
 
0.
14
 
0.
14
 
0.
14
 
-0
.0
9 
-0
.0
1 
0.
03
 
0.
13
 
-0
.1
2 
0.
12
 
-0
.1
5 
0.
07
 
0.
19
 
#N
U
M
! 
 04
B
R
2
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
P
o
in
t 
ID
 
E
a
st
in
g
 
(m
) 
  
N
o
rt
h
in
g
 
 
 
S
ta
k
e 
n
o
. 
 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10
 
11
 
12
 
13
 
1 
-5
.6
5 
18
.7
6 
 
 
1 
0.
00
 
4.
51
 
18
.5
5 
23
.4
3 
55
.0
5 
60
.5
6 
45
.9
2 
56
.1
7 
53
.8
4 
44
.0
5 
41
.1
2 
41
.3
6 
10
.3
7 
2 
-1
0.
14
 
18
.3
2 
 
 
2 
4.
51
 
0.
00
 
23
.0
6 
27
.9
4 
59
.5
6 
65
.0
7 
47
.7
7 
59
.4
7 
57
.0
3 
45
.3
8 
41
.0
7 
40
.5
1 
13
.6
5 
3 
12
.8
4 
20
.1
9 
 
 
3 
18
.5
5 
23
.0
6 
0.
00
 
4.
89
 
36
.5
2 
42
.0
3 
43
.1
3 
45
.2
1 
43
.5
9 
43
.7
3 
46
.5
4 
49
.2
1 
14
.7
6 
4 
17
.7
0 
20
.7
2 
 
 
4 
23
.4
3 
27
.9
4 
4.
89
 
0.
00
 
31
.6
4 
37
.1
4 
43
.5
3 
43
.0
4 
41
.7
0 
44
.7
8 
48
.9
1 
52
.1
4 
18
.9
4 
5 
49
.0
4 
25
.0
3 
 
 
5 
55
.0
5 
59
.5
6 
36
.5
2 
31
.6
4 
0.
00
 
5.
51
 
56
.6
0 
41
.2
8 
42
.2
5 
60
.7
5 
70
.3
1 
75
.4
4 
49
.1
0 
 
32
6 
 6 
54
.5
4 
25
.4
1 
 
 
6 
60
.5
6 
65
.0
7 
42
.0
3 
37
.1
4 
5.
51
 
0.
00
 
60
.5
6 
43
.7
3 
45
.0
1 
64
.9
6 
74
.9
8 
80
.2
7 
54
.5
8 
7 
6.
99
 
62
.9
1 
 
 
7 
45
.9
2 
47
.7
7 
43
.1
3 
43
.5
3 
56
.6
0 
60
.5
6 
0.
00
 
23
.4
1 
20
.4
4 
5.
95
 
19
.6
4 
26
.2
0 
36
.1
4 
8 
30
.3
7 
61
.8
5 
 
 
8 
56
.1
7 
59
.4
7 
45
.2
1 
43
.0
4 
41
.2
8 
43
.7
3 
23
.4
1 
0.
00
 
3.
07
 
29
.3
1 
42
.7
8 
49
.4
0 
45
.8
9 
9 
27
.3
6 
61
.2
9 
 
 
9 
53
.8
4 
57
.0
3 
43
.5
9 
41
.7
0 
42
.2
5 
45
.0
1 
20
.4
4 
3.
07
 
0.
00
 
26
.3
1 
39
.7
4 
46
.2
7 
43
.5
1 
10
 
1.
07
 
62
.3
0 
 
 
10
 
44
.0
5 
45
.3
8 
43
.7
3 
44
.7
8 
60
.7
5 
64
.9
6 
5.
95
 
29
.3
1 
26
.3
1 
0.
00
 
13
.7
2 
20
.2
8 
34
.8
6 
11
 
-1
2.
33
 
59
.3
4 
 
 
11
 
41
.1
2 
41
.0
7 
46
.5
4 
48
.9
1 
70
.3
1 
74
.9
8 
19
.6
4 
42
.7
8 
39
.7
4 
13
.7
2 
0.
00
 
6.
55
 
34
.1
8 
12
 
-1
8.
68
 
58
.0
2 
 
 
12
 
41
.3
6 
40
.6
1 
49
.2
5 
52
.1
0 
75
.3
3 
80
.1
6 
26
.1
3 
49
.2
1 
46
.1
6 
20
.2
1 
6.
49
 
0.
00
 
35
.8
2 
C
en
tr
e 
13
 
0.
00
 
27
.4
6 
 
 
C
en
tr
e 
13
 
10
.3
7 
13
.6
5 
14
.7
6 
18
.9
4 
49
.1
0 
54
.5
8 
36
.1
4 
45
.8
9 
43
.5
1 
34
.8
6 
34
.1
8 
35
.8
1 
0.
00
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
P
o
in
t 
ID
 
E
a
st
in
g
 
N
o
rt
h
in
g
 
 
 
S
ta
k
e 
n
o
. 
 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10
 
11
 
12
 
13
 
1 
-5
.7
7 
18
.6
4 
 
 
1 
0.
00
 
4.
58
 
18
.5
6 
23
.5
0 
55
.1
7 
60
.7
0 
45
.8
5 
56
.2
4 
53
.8
4 
44
.0
4 
41
.1
4 
41
.3
6 
10
.4
9 
2 
-1
0.
33
 
18
.2
8 
 
 
2 
4.
58
 
0.
00
 
23
.1
4 
28
.0
8 
59
.7
5 
65
.2
8 
47
.6
6 
59
.5
5 
57
.0
4 
45
.3
2 
41
.0
2 
40
.6
1 
13
.7
8 
3 
12
.7
3 
20
.0
8 
 
 
3 
18
.5
6 
23
.1
4 
0.
00
 
4.
95
 
36
.6
3 
42
.1
6 
42
.9
6 
45
.1
8 
43
.5
1 
43
.6
4 
46
.5
0 
49
.2
5 
14
.6
8 
4 
17
.6
5 
20
.5
8 
 
 
4 
23
.5
0 
28
.0
8 
4.
95
 
0.
00
 
31
.6
9 
37
.2
1 
43
.4
1 
43
.0
0 
41
.6
2 
44
.7
4 
48
.9
4 
52
.1
0 
18
.9
3 
5 
49
.0
6 
24
.8
4 
 
 
5 
55
.1
7 
59
.7
5 
36
.6
3 
31
.6
9 
0.
00
 
5.
53
 
56
.5
5 
41
.1
9 
42
.1
8 
60
.7
7 
70
.3
8 
75
.3
3 
49
.1
2 
6 
54
.5
7 
25
.2
5 
 
 
6 
60
.7
0 
65
.2
8 
42
.1
6 
37
.2
1 
5.
53
 
0.
00
 
60
.5
1 
43
.6
1 
44
.9
3 
64
.9
7 
75
.0
5 
80
.1
6 
54
.6
1 
7 
7.
01
 
62
.6
7 
 
 
7 
45
.8
5 
47
.6
6 
42
.9
6 
43
.4
1 
56
.5
5 
60
.5
1 
0.
00
 
23
.5
1 
20
.4
6 
5.
95
 
19
.6
5 
26
.1
3 
35
.9
6 
8 
30
.5
0 
61
.6
2 
 
 
8 
56
.2
4 
59
.5
5 
45
.1
8 
43
.0
0 
41
.1
9 
43
.6
1 
23
.5
1 
0.
00
 
3.
15
 
29
.4
2 
42
.9
1 
49
.2
1 
45
.8
4 
9 
27
.4
0 
61
.0
5 
 
 
9 
53
.8
4 
57
.0
4 
43
.5
1 
41
.6
2 
42
.1
8 
44
.9
3 
20
.4
6 
3.
15
 
0.
00
 
26
.3
5 
39
.7
9 
46
.1
6 
43
.4
0 
10
 
1.
08
 
62
.1
4 
 
 
10
 
44
.0
4 
45
.3
2 
43
.6
4 
44
.7
4 
60
.7
7 
64
.9
7 
5.
95
 
29
.4
2 
26
.3
5 
0.
00
 
13
.7
3 
20
.2
1 
34
.7
6 
11
 
-1
2.
35
 
59
.2
5 
 
 
11
 
41
.1
4 
41
.0
2 
46
.5
0 
48
.9
4 
70
.3
8 
75
.0
5 
19
.6
5 
42
.9
1 
39
.7
9 
13
.7
3 
0.
00
 
6.
49
 
34
.1
6 
12
 
-1
8.
76
 
57
.9
0 
 
 
12
 
41
.3
6 
40
.5
1 
49
.2
1 
52
.1
4 
75
.4
4 
80
.2
7 
26
.2
0 
49
.4
0 
46
.2
7 
20
.2
8 
6.
55
 
0.
00
 
35
.8
1 
13
 (
ce
nt
re
br
2)
 
0.
00
 
27
.4
0 
 
 
13
 
(c
en
tr
eb
r2
) 
10
.4
9 
13
.7
8 
14
.6
8 
18
.9
3 
49
.1
2 
54
.6
1 
35
.9
6 
45
.8
4 
43
.4
0 
34
.7
6 
34
.1
6 
35
.8
2 
0.
00
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
E
=
1/
tim
e*
ln
(L
2/
L
1)
  
 
T
im
e 
(d
ay
s)
 
19
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
S
ta
ke
 n
o.
  
1 
2 
3 
4 
5 
6 
7 
8 
9 
10
 
11
 
12
 
13
 
 
 
 
 
 
1 
#D
IV
/0
! 
7.
92
E
-0
4 
2.
55
E
-0
5 
1.
63
E
-0
4 
1.
17
E
-0
4 
1.
23
E
-0
4 
-8
.8
6E
-0
5 
6.
91
E
-0
5 
5.
32
E
-0
6 
-1
.6
2E
-0
5 
2.
76
E
-0
5 
-3
.9
2E
-0
6 
5.
93
E
-0
4 
 
 
 
 
 
2 
7.
92
E
-0
4 
#D
IV
/0
! 
1.
78
E
-0
4 
2.
65
E
-0
4 
1.
67
E
-0
4 
1.
68
E
-0
4 
-1
.2
3E
-0
4 
6.
96
E
-0
5 
4.
31
E
-0
6 
-7
.1
9E
-0
5 
-6
.9
1E
-0
5 
-1
.2
4E
-0
4 
5.
04
E
-0
4 
 
 
 
 
 
3 
2.
55
E
-0
5 
1.
78
E
-0
4 
#D
IV
/0
! 
6.
67
E
-0
4 
1.
59
E
-0
4 
1.
64
E
-0
4 
-2
.0
0E
-0
4 
-3
.5
1E
-0
5 
-1
.0
1E
-0
4 
-1
.0
9E
-0
4 
-4
.4
8E
-0
5 
-3
.7
0E
-0
5 
-2
.7
4E
-0
4 
 
 
 
 
 
4 
1.
63
E
-0
4 
2.
65
E
-0
4 
6.
67
E
-0
4 
#D
IV
/0
! 
8.
21
E
-0
5 
9.
86
E
-0
5 
-1
.4
4E
-0
4 
-4
.5
7E
-0
5 
-1
.0
0E
-0
4 
-4
.5
2E
-0
5 
2.
85
E
-0
5 
4.
07
E
-0
5 
-3
.3
0E
-0
5 
 
 
 
 
 
5 
1.
17
E
-0
4 
1.
67
E
-0
4 
1.
59
E
-0
4 
8.
21
E
-0
5 
#D
IV
/0
! 
1.
73
E
-0
4 
-4
.5
6E
-0
5 
-1
.1
6E
-0
4 
-7
.9
5E
-0
5 
1.
38
E
-0
5 
5.
60
E
-0
5 
7.
63
E
-0
5 
2.
07
E
-0
5 
 
 
 
 
 
6 
1.
23
E
-0
4 
1.
68
E
-0
4 
1.
64
E
-0
4 
9.
86
E
-0
5 
1.
73
E
-0
4 
#D
IV
/0
! 
-4
.6
1E
-0
5 
-1
.4
1E
-0
4 
-9
.1
3E
-0
5 
8.
37
E
-0
6 
5.
07
E
-0
5 
7.
24
E
-0
5 
3.
14
E
-0
5 
 
 
 
 
 
7 
-8
.8
6E
-
05
 
-1
.2
3E
-
04
 
-2
.0
0E
-0
4 
-1
.4
4E
-0
4 
-4
.5
6E
-0
5 
-4
.6
1E
-0
5 
#D
IV
/0
! 
2.
23
E
-0
4 
4.
54
E
-0
5 
2.
30
E
-0
5 
3.
49
E
-0
5 
1.
45
E
-0
4 
-2
.5
8E
-0
4 
 
 
 
 
 
 
32
7 
 
05
 
04
 
8 
6.
91
E
-0
5 
6.
96
E
-0
5 
-3
.5
1E
-0
5 
-4
.5
7E
-0
5 
-1
.1
6E
-0
4 
-1
.4
1E
-0
4 
2.
23
E
-0
4 
#D
IV
/0
! 
1.
40
E
-0
3 
2.
01
E
-0
4 
1.
64
E
-0
4 
2.
01
E
-0
4 
-5
.1
5E
-0
5 
 
 
 
 
 
9 
5.
32
E
-0
6 
4.
31
E
-0
6 
-1
.0
1E
-0
4 
-1
.0
0E
-0
4 
-7
.9
5E
-0
5 
-9
.1
3E
-0
5 
4.
54
E
-0
5 
1.
40
E
-0
3 
#D
IV
/0
! 
6.
45
E
-0
5 
6.
96
E
-0
5 
1.
22
E
-0
4 
-1
.3
8E
-0
4 
 
 
 
 
 
10
 
-1
.6
2E
-
05
 
-7
.1
9E
-
05
 
-1
.0
9E
-0
4 
-4
.5
2E
-0
5 
1.
38
E
-0
5 
8.
37
E
-0
6 
2.
30
E
-0
5 
2.
01
E
-0
4 
6.
45
E
-0
5 
#D
IV
/0
! 
5.
73
E
-0
5 
1.
97
E
-0
4 
-1
.4
8E
-0
4 
 
 
 
 
 
11
 
2.
76
E
-0
5  
-6
.9
1E
-
05
 
-4
.4
8E
-0
5 
2.
85
E
-0
5 
5.
60
E
-0
5 
5.
07
E
-0
5 
3.
49
E
-0
5 
1.
64
E
-0
4 
6.
96
E
-0
5 
5.
73
E
-0
5 
#D
IV
/0
! 
4.
87
E
-0
4 
-2
.7
3E
-0
5 
 
 
 
 
 
12
 
-3
.9
2E
-
06
 
-1
.2
4E
-
04
 
-3
.7
0E
-0
5 
4.
07
E
-0
5 
7.
63
E
-0
5 
7.
24
E
-0
5 
1.
45
E
-0
4 
2.
01
E
-0
4 
1.
22
E
-0
4 
1.
97
E
-0
4 
4.
87
E
-0
4 
#D
IV
/0
! 
-9
.5
6E
-0
6 
 
 
 
 
 
13
 
5.
93
E
-0
4 
5.
04
E
-0
4 
-2
.7
4E
-0
4 
-3
.3
0E
-0
5 
2.
07
E
-0
5 
3.
14
E
-0
5 
-2
.5
8E
-0
4 
-5
.1
5E
-0
5 
-1
.3
8E
-0
4 
-1
.4
8E
-0
4 
-2
.7
3E
-0
5 
-9
.5
6E
-0
6 
#D
IV
/0
! 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
36
5.
25
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
S
ta
ke
 n
o.
  
1 
2 
3 
4 
5 
6 
7 
8 
9 
10
 
11
 
12
 
13
 
 
 
 
 
 
1 
#D
IV
/0
! 
2.
89
E
-0
1  
9.
32
E
-0
3 
5.
94
E
-0
2 
4.
27
E
-0
2 
4.
50
E
-0
2 
-3
.2
3E
-0
2 
2.
53
E
-0
2 
1.
94
E
-0
3 
-5
.9
2E
-0
3 
1.
01
E
-0
2 
-1
.4
3E
-0
3 
2.
17
E
-0
1 
 
 
 
 
 
2 
2.
89
E
-0
1 
#D
IV
/0
! 
6.
51
E
-0
2 
9.
69
E
-0
2 
6.
08
E
-0
2 
6.
15
E
-0
2 
-4
.5
1E
-0
2 
2.
54
E
-0
2 
1.
58
E
-0
3 
-2
.6
3E
-0
2 
-2
.5
2E
-0
2 
-4
.5
2E
-0
2 
1.
84
E
-0
1 
 
 
 
 
 
3 
9.
32
E
-0
3 
6.
51
E
-0
2 
#D
IV
/0
! 
2.
44
E
-0
1 
5.
81
E
-0
2 
5.
99
E
-0
2 
-7
.3
1E
-0
2 
-1
.2
8E
-0
2 
-3
.7
0E
-0
2 
-4
.0
0E
-0
2 
-1
.6
4E
-0
2 
-1
.3
5E
-0
2 
-1
.0
0E
-0
1 
 
 
 
 
 
4 
5.
94
E
-0
2 
9.
69
E
-0
2 
2.
44
E
-0
1 
#D
IV
/0
! 
3.
00
E
-0
2 
3.
60
E
-0
2 
-5
.2
7E
-0
2 
-1
.6
7E
-0
2 
-3
.6
6E
-0
2 
-1
.6
5E
-0
2 
1.
04
E
-0
2 
1.
48
E
-0
2 
-1
.2
0E
-0
2 
 
 
 
 
 
5 
4.
27
E
-0
2 
6.
08
E
-0
2 
5.
81
E
-0
2 
3.
00
E
-0
2 
#D
IV
/0
! 
6.
33
E
-0
2 
-1
.6
6E
-0
2 
-4
.2
5E
-0
2 
-2
.9
1E
-0
2 
5.
05
E
-0
3 
2.
05
E
-0
2 
2.
79
E
-0
2 
7.
54
E
-0
3 
 
 
 
 
 
6 
4.
50
E
-0
2 
6.
15
E
-0
2 
5.
99
E
-0
2 
3.
60
E
-0
2 
6.
33
E
-0
2 
#D
IV
/0
! 
-1
.6
8E
-0
2 
-5
.1
4E
-0
2 
-3
.3
3E
-0
2 
3.
06
E
-0
3 
1.
85
E
-0
2 
2.
65
E
-0
2 
1.
15
E
-0
2 
 
 
 
 
 
7 
-3
.2
3E
-
02
 
-4
.5
1E
-
02
 
-7
.3
1E
-0
2 
-5
.2
7E
-0
2 
-1
.6
6E
-0
2 
-1
.6
8E
-0
2 
#D
IV
/0
! 
8.
13
E
-0
2 
1.
66
E
-0
2 
8.
39
E
-0
3 
1.
27
E
-0
2 
5.
29
E
-0
2 
-9
.4
3E
-0
2 
 
 
 
 
 
8 
2.
53
E
-0
2 
2.
54
E
-0
2 
-1
.2
8E
-0
2 
-1
.6
7E
-0
2 
-4
.2
5E
-0
2 
-5
.1
4E
-0
2 
8.
13
E
-0
2 
#D
IV
/0
! 
5.
11
E
-0
1 
7.
34
E
-0
2 
5.
99
E
-0
2 
7.
35
E
-0
2 
-1
.8
8E
-0
2 
 
 
 
 
 
9 
1.
94
E
-0
3 
1.
58
E
-0
3 
-3
.7
0E
-0
2 
-3
.6
6E
-0
2 
-2
.9
1E
-0
2 
-3
.3
3E
-0
2 
1.
66
E
-0
2 
5.
11
E
-0
1 
#D
IV
/0
! 
2.
36
E
-0
2 
2.
54
E
-0
2 
4.
44
E
-0
2 
-5
.0
5E
-0
2 
 
 
 
 
 
10
 
-5
.9
2E
-
03
 
-2
.6
3E
-
02
 
-4
.0
0E
-0
2 
-1
.6
5E
-0
2 
5.
05
E
-0
3 
3.
06
E
-0
3 
8.
39
E
-0
3 
7.
34
E
-0
2 
2.
36
E
-0
2 
#D
IV
/0
! 
2.
09
E
-0
2 
7.
18
E
-0
2 
-5
.3
9E
-0
2 
 
 
 
 
 
11
 
1.
01
E
-0
2 
-2
.5
2E
-
02
 
-1
.6
4E
-0
2 
1.
04
E
-0
2 
2.
05
E
-0
2 
1.
85
E
-0
2 
1.
27
E
-0
2 
5.
99
E
-0
2 
2.
54
E
-0
2 
2.
09
E
-0
2 
#D
IV
/0
! 
1.
78
E
-0
1 
-9
.9
9E
-0
3 
 
 
 
 
 
12
 
-1
.4
3E
-
03
 
-4
.5
2E
-
02
 
-1
.3
5E
-0
2  
1.
48
E
-0
2 
2.
79
E
-0
2 
2.
65
E
-0
2 
5.
29
E
-0
2 
7.
35
E
-0
2 
4.
44
E
-0
2 
7.
18
E
-0
2 
1.
78
E
-0
1 
#D
IV
/0
! 
-3
.4
9E
-0
3 
 
 
 
 
 
13
 
2.
17
E
-0
1 
1.
84
E
-0
1 
-1
.0
0E
-0
1 
-1
.2
0E
-0
2 
7.
54
E
-0
3 
1.
15
E
-0
2 
-9
.4
3E
-0
2 
-1
.8
8E
-0
2 
-5
.0
5E
-0
2 
-5
.3
9E
-0
2 
-9
.9
9E
-0
3 
-3
.4
9E
-0
3 
#D
IV
/0
! 
 
 
 
 
 
 328 
 
Appendix B3: Stress Analysis 
 A Matlab program used in Section 4.2 to calculate the principal strain rates and stresses for 
each of the field sites at the surface of the glacier.  
%A script file to calculate the strain rates AND STRESSES at each site based on the 
%co-ordinates in the file breidadata and the ice thickness and time period, 
%in the same excel file. Output is written to a text file and updated each 
%time new co-ordinates are put in and the script is run 
% 
%Flow Law Constants 
A = 3.484028e-007;            %Calculated using Flow_Law_A.m A is in kPa^-3 yr^-1  
n = 3; 
% 
%Defines what data is where in the file 
% 
Data = xlsread('breidanalysis','A2:G15') %Opens the file to read the data in it 
Site = Data(1:1, 7:7)                   %Site number 
H = Data(1:1,5:5)                       %Ice Thickness 
Del_T_days = Data(1:1,6:6);                  %Period of time surveyed in days 
Del_T = Del_T_days./365;                  
%converts Time (in days) to fraction of a year for comparison 
Co0rds = Data(:,1:2);                   %X and Y co-ordinates 
Del_x = Data(:,3);                      %Change in X over period of survey 
Del_y = Data(:,4);                      %Change in Y over period of survey 
Xvels = Del_x./Del_T                    %Change in X per day 
Yvels = Del_y./Del_T                    %Change in Y per day 
Ustrain = Co0rds\Xvels;                 %Calculates strain rate in the x direction 
Vstrain = Co0rds\Yvels;                 %Calculates strain rate in the y direction 
%Start of strain/stress calculations proper 
% 
Exx = Ustrain(1,:);                         %Assigns Exx to Ustrain in a matrix (changes 
symbol and assigns it to a matrix) 
Eyy = Vstrain(1,:);                         %Assigns Eyy to Vstrain in a matrix (changes 
symbol and assigns it to a matrix)  
Ezz = -(Exx + Eyy);                         %Vertical strain rate (thinning/thickening) 
is residual of two horizontals 
Exy = 0.5*(Ustrain(2,:) + Vstrain(2,:));    %Calculates the shear strain rate based on 
the normal strains 
% 
E1 = ((Exx + Eyy)/2) + ((sqrt(((Exx-Eyy)^2) + (4*Exy^2)))/2); %The principal strain 
rates calculated from normal and shear strains 
E2 = ((Exx + Eyy)/2) - ((sqrt(((Exx-Eyy)^2) + (4*Exy^2)))/2); 
E3 = -(E1 + E2);                            
% Principal vertical strain residual once again 
% 
H2 = H * exp(Ezz * Del_T);                %Calculates the dynamic thickness change based 
on the principal strains 
Del_h = H2-H;                              
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%Difference between initial and second calculated thickness 
%Determines direction of principle strain by calculating theta 
% 
TAN2THETA = (2*Exy)/(Exx-Eyy);          %The direction of the principal strain axes 
relative to the y axis is given here 
ThetaRAD = (atan(TAN2THETA))/2;         %Theta is the angle between the y-axis and the 
maximum principal strain rate axis, which is  
Theta = ThetaRAD/pi*180;                %E3 is Ey>Ex and E1 if Ey<Ex 
if Eyy > Exx                          %Assigns a string value to max_axis variable which 
describes which axis theta makes angle with  
    max_axis = 'E3'                     %according to rule described above 
else max_axis = 'E1' 
end 
% 
%Stress calculation starts here 
% 
Eff_e = (1/(sqrt(2)))*(((Exx^2)+(Eyy^2)+(2*Exy^2))^(1/2)); 
%TwoE_Sq = (E1.^2)+(E3.^2)+(E2.^2)      %Calculates the Effective strain rate (total 
strain rate acting on a point) 
%Eff_e = sqrt(TwoE_Sq/2) 
% 
Tau_e = (Eff_e/A)^(1/n);                %Calculates the Effective shear stress Tau_e 
sig1_dev = (Tau_e/Eff_e)*E1;          %The first deviatoric stress 
sig2_dev = (Tau_e/Eff_e)*E2;          %The second deviatoric stress 
sig1 = 2*sig1_dev + sig2_dev            %The first principal stress 
sig2 = 2*sig2_dev + sig1_dev            %The second principal stress 
sigma = (1/3)*(sig1+sig2)              %The effective stress 
% 
%Output instructions 
% 
fid = fopen('Breida_analysis_site8.txt','a'); 
fprintf(fid,'Site = %.1i\n',Site);                    %Site name 
fprintf(fid,'No. of days = %.1i\n',Del_T_days); 
fprintf(fid,'Exx = %.6e /year\n',Exx);              %Exx strain rate 
fprintf(fid,'Eyy = %.6e /year\n',Eyy);              %Eyy strain rate 
fprintf(fid,'Exy = %.6e /year\n',Exy);              %Shear strain rate 
fprintf(fid,'E1 = %.6e /year\n',E1);                %E1 
fprintf(fid,'E2 = %.6e /year\n',E2); 
fprintf(fid,'E3 = %.6e /year\n',E3); 
fprintf(fid,'Theta = %.2f°\n',Theta);                
fprintf(fid, 'Theta axis = %s\n', max_axis); 
fprintf(fid,'Dynamic thickness change = %.2f m\n',Del_h); 
fprintf(fid,'Effective strain rate = %.6e /year\n',Eff_e); 
fprintf(fid,'Effective shear stress = %.6e kPa\n',Tau_e); 
fprintf(fid,'Effective normal stress = %.6e kPa\n',sigma);  
fprintf(fid,'Sigma 1 = %.6e kPa\n',sig1); 
fprintf(fid,'Sigma 2 = %.6e kPa\n',sig2); 
fprintf(fid,'Effective stress (sigma)  = %.6e kPa\n\n',sigma); 
fclose(fid); 
 330 
 
Appendix B4: Calving Front Surveys 
A Microsoft Excel© workbook listing all the measured survey points on the calving front is 
available in the electronic version of this thesis. The waterline points are shown first, with the 
calculated height of the theodolite for each of the surveys. Other pages show the coordinates and 
the calculated distance along the calving front between points as well as the calculated heights 
of waterline notches. The file is separate to the thesis and is called cliff_surveys.xls . 
