Abstract. We consider the loci of invertible linear maps f : C n → (C n ) * together with pairs of flags (E•, F•) in C n such that the various restrictions f : Fj → E * i have specified ranks. Identifying an invertible linear map with its graph viewed as a point in a Grassmannian, we show that the closures of these loci have cohomology classes represented by the back-stable Schubert polynomials of Lam, Lee, and Shimozono. As a special case, we recover the result of Knutson, Lam, and Speyer that Stanley symmetric functions represent the classes of graph Schubert varieties.
Introduction
Let G be a semisimple complex algebraic group. A pair (G, K) where K ⊆ G is a closed subgroup is a symmetric pair if K is the fixed point set of an involutive automorphism G → G. For parabolic subgroups P ⊆ G and Q ⊆ K, the product G/P × K/Q is a double flag variety for (G, K). In the case that Q = B K is a Borel subgroup of K, He, Nishiyama, Ochiai, and Oshima classified those (G, K) and P for which the K-action on G/P × K/B K has finitely many orbits [16] .
We consider three such cases here:
(1) G = SL(2n), K = S(GL(n) × GL(n)) def = (GL(n) × GL(n)) ∩ G, and G/P the Grassmannian Gr(n, 2n) of n-planes in C 2n ; (2) G = Sp(2n), K = GL(n), and G/P the Lagrangian Grassmannian LG(2n), the subvariety of Gr(n, 2n) consisting of those n-planes on which a fixed nondegenerate skew-symmetric form on C 2n vanishes; (3) For n even, G = SO(2n), K = GL(n), and G/P the orthogonal Grassmannian OG(2n), one component of the subvariety of Gr(n, 2n) consisting of those n-planes on which a fixed nondegenerate symmetric form on C 2n vanishes. In each case, we give descriptions in terms of rank conditions for those K-orbits on G/P × K/B K intersecting a certain open dense subset of G/P , and give formulas for the cohomology classes Poincaré dual to their closures.
We write Gr(n, 2n) for the Grassmannian of n-planes in C n ⊕ C n * . Given a linear map f : C n → C n * , its graph G(f ) def = {(v, f (v)) : v ∈ C n } is a point in Gr(n, 2n).
The map Hom(C n , C n * ) → Gr(n, 2n), f → G(f ), is an open embedding; let G Gr be the image of the invertible maps. Let Fl(n) denote the variety of complete flags in C n , so K/B K = Fl(n) × Fl(n) in case (1) above. If M is a matrix, let M [i] [j] denote its upper-left i × j corner. Identify a permutation w ∈ S n with the permutation matrix having 1's in positions (i, w(i)), and let [n] def = {1, 2, . . . , n}.
Theorem 1.1 (Proposition 3.2 and Theorem 3.11). The S(GL(n) × GL(n))-orbits on G Gr × Fl(n) × Fl(n) are the sets
for i, j ∈ [n]} for all w ∈ S n . The integral cohomology class [GX w ] Poincaré dual to the Zariski closure GX w is represented by the back-stable double Schubert polynomial ← − S w (x, −y).
Despite the name, a back-stable double Schubert polynomial is a formal power series, obtained as a limit of double Schubert polynomials; see Definition 2.5. Backstable Schubert polynomials were introduced by Lam, Lee, and Shimozono in the context of Schubert classes in infinite flag varieties [22] ; we do not know an explanation of Theorem 1.1 from this point of view.
The fiber of GX w in Fl(n) over a fixed (G(f ), E • ) ∈ G Gr × Fl(n) is a Schubert variety, and more generally the fiber of GX w in Fl(n) × Fl(n) over a fixed G(f ) ∈ G Gr is a double Schubert variety as described in [1] and [29] . On the other hand, the fiber of GX w in Gr(n, 2n) over a fixed (E • , F • ) ∈ Fl(n) × Fl(n) is a graph Schubert variety as defined by Knutson, Lam, and Speyer [21] ; accordingly, we call GX w a universal graph Schubert variety. They showed that the class of a graph Schubert variety is represented by a Stanley symmetric function (see Definition 2.5 ). An appropriate specialization in Theorem 1.1 gives a new proof of this fact. Definition 1.2. A linear map f : C n → C n * is symmetric if f (v)(w) = f (w)(v) for v, w ∈ C n , and skew-symmetric if f (v)(w) = −f (w)(v).
There are canonical (up to sign) nondegenerate symmetric and skew-symmetric forms (−, −) + and (−, −) − on C n ⊕ C n * , defined by ((v 1 , ω 1 ), (v 2 , ω 2 )) ± = ω 1 (v 2 ) ± ω 2 (v 1 ). We take O(2n) and Sp(2n) to be the subgroups of GL(2n) = GL(C n ⊕ C n * ) preserving (−, −) + and (−, −) − . The Lagrangian Grassmannian is the closed subvariety
LG(2n) def = {U ∈ Gr(n, 2n) : (U, U ) − = 0}
of Gr(n, 2n); it is a homogeneous Sp(2n)-variety. The variety of points U ∈ Gr(n, 2n) with (U, U ) + = 0 has two irreducible components; the component containing C n ⊕ 0 is the orthogonal Grassmannian OG(2n), and it is a homogeneous SO(2n)-variety. Proposition 1.3. A linear map f : C n → C n * is symmetric if and only if G(f ) ∈ LG(2n), and skew-symmetric if and only if G(f ) ∈ OG(2n).
Let G
LG be the open set of graphs of invertible symmetric linear maps C n → C n * in LG(2n). Let G OG be the open set of graphs of invertible skew-symmetric linear maps C n → C n * in OG(2n), assuming n is even. In the next theorem, we view GL(n) as a subgroup of Sp(2n) and of SO(2n) via the embedding g → (g −1 ) * ⊕ g. Theorem 1.4 (Proposition 5.2 and Theorems 5.9 and 5.11). The GL(n)-orbits on G LG × Fl(n) are the sets OG(2n), and part of the motivation for the current work was to find such subvarieties. Working in the other direction, Theorem 1.4 together with Pragacz's results provides a new proof that 2 cyc(y) F O y is Schur Q positive and F bundle E i ։ Fl(n), whose fiber (E i ) E• over a point E • ∈ Fl(n) is the subspace E i . Borel showed that the map Z[x 1 , . . . , x n ]/(e 1 (x 1···n ), . . . , e n (x 1···n )) → H * (Fl(n)) (1) sending x i → c 1 ((E i /E i−1 ) * ) for i = 1, . . . , n is a well-defined isomorphism, where e d is the degree d elementary symmetric function [7] . We write E • and F • for the tautological flags of bundles over the two factors of Fl(n) × Fl(n), and let y i = c 1 ((F i /F i−1 ) * ), so that members of H * (Fl(n) × Fl(n)) ≃ H * (Fl(n)) ⊗ H * (Fl(n)) can be represented by polynomials in x + and y + . The projection Fl(n) → Gr(k, n) sending E • → E k induces as its pullback an inclusion H * (Gr(k, n)) ֒→ H * (Fl(n)) whose image is the subring of (S k × S n−k )-invariants in Z[x 1 , . . . , x n ]/(e 1 (x 1···n ), . . . , e n (x 1···n )). This subring is isomorphic to Λ/(e k+1 , e k+2 , . . .), where Λ is the ring of symmetric functions over Z. With this identification, the dual tautological bundle G * ։ Gr(k, n) has Chern classes e 0 , e 1 , . . . , e k .
However, in our setting it seems more natural to consider the maps Fl(n)×Fl(n) → Gr(n, 2n) sending (E • , F • ) → F i ⊕ (C n /E i ) * , for each i ∈ [n]. Under this map, the dual tautological bundle G * ։ Gr(n, 2n) pulls back to F * i ⊕ (C n /E i ), so the induced map H * (Gr(n, 2n)) → H * (Fl(n)) ⊗ H * (Fl(n)) sends
hence c d (G * ) → a+b=d h a (x 1···i )e b (y 1···i ), where h a is the degree a complete homogeneous symmetric function. This suggests the next definition.
Definition 2.1. Let ∆ : Λ → Λ ⊗ Λ be the coproduct on symmetric functions defined by ∆(e d ) = a+b=d e a ⊗ e b , and ω : Λ → Λ the ring involution sending e d to h d . The ring Λ super of supersymmetric functions is the image of (ω ⊗ id) • ∆ in Λ ⊗ Λ.
We view i f i ⊗ g i ∈ Λ super as the formal power series i f i (x − )g i (y − ). For f ∈ Λ, write f (x \ y) def = ((ω ⊗ id) • ∆)(f ); so, for instance, e d (x \ y) = a+b=d h a (x)e b (y). As suggested by (2), we identify H * (Gr(k, n)) with a quotient of Λ super by sending e d (x \ y) → c d (G * ). Equivalently, d h d (x \ y) represents 1/c(G).
Remark 2.2.
It is more common to define supersymmetric functions as the image of one of the maps f → (1 ⊗ ω)(∆(f )) or f → (1 ⊗ (−1) deg(f ) ω)(∆(f )), and to write f (x/y) for the image of f . We have used the notation f (x \ y) instead to reflect our different convention.
Our definition of compatible sequence is slightly different from usual (e.g. [5] ), in that i is typically required to have positive entries.
Let R(w) be the set of reduced words of a permutation w: the minimal-length words a 1 · · · a ℓ such that s a 1 · · · s a ℓ = w, where s i is the transposition (i, i+1). If a is a word and m ∈ Z, we write m ≤ a to mean that m ≤ a i for each i.
Example 2.4. We use bold to distinguish reduced words and compatible sequences from permutations. For instance, R(2143) = {13, 31} and C(13) = {ij : i < j, i ≤ 1, j ≤ 3} and C(31) = {ij : i ≤ j, i ≤ 3, j ≤ 1}.
If f is a formal power series in variables x, we write (for instance) f x − →0 to indicate the result of setting the variables in x − to zero. Definition 2.5. The back-stable Schubert polynomial [22] of w ∈ S n is ← − S w def = a∈R(w) i∈C(a)
The Schubert polynomial [6, 23] of w is
The Stanley symmetric function [27] of w is
Despite its name, ← − S w is not a polynomial but a formal power series in x. In accordance with their names, S w is a polynomial in x + , and F w is a symmetric function in x − (this symmetry is not obvious from our definition). Example 2.6. As per Example 2.4,
where we view the elementary and homogeneous symmetric functions e d and h d as formal power series in variables x − . Setting x i to 0 for i < 0 gives S 2143 = x 2 1 + x 1 x 2 + x 1 x 3 , and setting x i to 0 for i > 0 gives F 2143 = e 2 + h 2 .
Remark 2.7. Back stable Schubert polynomials can be defined in terms of ordinary Schubert polynomials. For v ∈ S m and w ∈ S n , let v × w ∈ S m×n be the permutation
Let 1 m ∈ S m denote the identity permutation. Then ← − S w = lim m→∞ S 1m×w (x −m···n ). The next definition uses a similar approach.
For u, v, w ∈ S n , write uv . = w to mean that uv = w and ℓ(w) = ℓ(u) + ℓ(v). Here, ℓ(w) is the number of inversions of w, or equivalently the length of any a ∈ R(w).
The back-stable double Schubert polynomial of w is ← − S w (x; y)
where R is a commutative ring and 
Let w 0 ∈ S n be the reverse permutation n(n − 1) · · · 21. Any w ∈ S n can be reached starting from w 0 via a sequence of transformations v vs i where ℓ(vs i ) < ℓ(v), so Proposition 2.9 inductively determines every ← − S w (x; y) once ← − S w 0 (x; y) is known.
Definition 2.10. The Schubert variety X w associated to w ∈ S n with respect to a fixed flag E ′ • ⊆ C n is the closure of the Schubert cell
}. Suppose we represent a flag E • ⊆ C n by a matrix A so that E i is the span of the first i rows of A for each i. Taking E ′ i to be the span of the standard basis vectors e n , . . . , e n−i+1 , the Schubert cell X w consists of flags with matrix A such that rk
. To obtain the closed Schubert variety X w , replace the equalities rk
. Schubert varieties are irreducible, and codim X w = ℓ(w).
Lascoux and Schützenberger introduced the Schubert polynomial S w as a representative for the class [X w ] ∈ H * (Fl(n)) Poincaré dual to X w [23] . The Schubert cells {X w : w ∈ S n } are the cells of a CW decomposition of Fl(n), and consequently {S w : w ∈ S n } is a Z-basis of Z[x 1 , . . . , x n ]/(e 1 (x 1···n ), . . . , e n (x 1···n )) ≃ H * (Fl(n)).
The Schubert polynomials satisfy an important stability property: S w×1 = S w for any w ∈ S n . Viewing S n as a subgroup of S n+1 via the embedding w → w × 1, let S ∞ def = n≥0 S n . The stability property of Schubert polynomials means it is well-defined to write S w for w ∈ S ∞ . Moreover, {S w : w ∈ S ∞ } forms a basis of
Lemma 2.11. Let α i ∈ H * (Fl(n i )) be a sequence of classes where (n i ) is a sequence tending toward ∞. There is at most one polynomial f which represents every class α i .
Proof. Suppose f represents every α i . Since {S w : w ∈ S ∞ } is a basis of Z[x 1 , x 2 , . . .], we can write f = w∈Sn i c w S w for some sufficiently large i. Since f represents
The classes {[X w ] : w ∈ S n i } are linearly independent, so the coefficients c w can be determined from α i .
Vexillary permutations.
Definition 2.12. The Rothe diagram of w ∈ S n is the set
That is, Ess(D) is the set of southeast corners of connected components of D, viewing two elements of N × N as connected if they are vertically or horizontally adjacent.
Definition 2.14. A permutation w ∈ S n is vexillary if it avoids the pattern 2143, i.e. there do not exist i < j < k < l in [n] with w(j) < w(i) < w(l) < w(k).
Let ր ≤ be the partial order on N×N increasing from southwest to northeast, meaning that (i, j) ր ≤ (i ′ , j ′ ) if and only if i ≥ i ′ and j ≤ j ′ . If i ∈ N and S ⊆ N, we write D iS (w) for {j ∈ S : (i, j) ∈ D(w)}, or simply D iS when w is understood.
The equivalences of (a) with parts (b) and (c) in the next lemma are due to Fulton [10] and Wachs [30] , respectively. Example 2.16. Let w be the vexillary permutation 35142. Each × in the following diagram is a point (i, w(i)) in matrix coordinates, with the points of the Rothe diagram D(w) marked by squares: they are the points directly left of a × and directly above a ×. Elements of Ess(D(w)) are marked by black squares. All points are drawn in matrix coordinates, with (1, 1) at the upper left:
By contrast, the subsequence 3154 of v = 31524 is a 2143 pattern, the diagram
has an essential set element (1, 2) strictly northwest of the essential set element (3, 4) , and the sets D 1N (v) = {1, 2} and D 3N (v) = {2, 4} are incomparable under containment.
Definition 2.17. The code of w ∈ S n is the list c(w) = (c 1 (w), . . . , c n (w)) where c i (w) = #{j > i : w(j) < w(i)} = |D iN (w)|. The shape sh(w) of w is the transpose of the partition obtained by sorting c(w) and ignoring 0's.
We note that the shape of w is more commonly defined as sh(w) t .
Example 2.18. The code of 35142 is (2, 3, 0, 1, 0), and the shape is (3, 2, 1) t = (3, 2, 1).
In the remainder of this subsection, we prove some lemmas which we will need to extract the rank conditions defining certain degeneracy loci, described in the next subsection, from the combinatorics of Rothe diagrams and essential sets.
Proof. We will repeatedly use the fact that c i (w) is the number of elements of row i of D(w), and that k p is the number of elements in row i p and columns [j p ]. That is, c i (w) = |D iN (w)| and
We proceed by proving a series of claims. (a) (i ′ , j) ∈ Ess(D(w)): The maximality of j means that w −1 (j + 1) ≤ i ≤ i ′ , so that (i ′ , j + 1) / ∈ D(w), and likewise the maximality of i ′ means that (
In particular, taking r = i ′ and using (b),
and we are done. Otherwise, let i < i p be maximal so that j p < w(i) < min(S); such an i exists because (i p , j p ) ∈ Ess(D(w)) implies that w −1 (j p + 1) satisfies the conditions demanded of i. Now: (a) |D i[jp] | = c i (w): Suppose not, so there is some j > j p with (i, j) ∈ D(w). Then w −1 (j) satisfies the conditions used to choose i, namely: j p < w(w −1 (j)) = j; j < w(i) < min(S) because (i, j) ∈ D(w); and w −1 (j) < i p because otherwise j ∈ S, contradicting j < min(S). However, w −1 (j) > i because (i, j) ∈ D(w), so this would contradict the maximality of i.
The choice of i says that w(i) > j p , and w(i p ) > j p because (i p , j p ) ∈ D(w), so assume i < r < i p . Since r < i p and (i p , j p ) ∈ D(w), we have w(r) = j p , so suppose for the sake of contradiction that w(r) < j p . Because (i p , min(S)) ∈ D(w) we have i p < w −1 (min(S)) and min(S) < w(i p ), and now w contains a 2143 pattern: i < r < i p < w −1 (min(S)) and w(r) < j p < w(i) < min(S) < w(i p ). This contradicts the assumption that w is vexillary.
In particular, taking r = i p and using (a) gives
Lemma 2.20. Suppose w is vexillary. Write Ess(D(w)) = {(i 1 , j 1 )
Proof. Again we proceed by proving a series of claims, whose aim is to establish that {i :
Note that the size of the lefthand set is sh(w) kp , while the size of the righthand set is
is closed under taking northwest corners in the sense that if (a, b)
is strictly north and west of (i, j), and hence of any essential set element in the same connected component of D(w) as (i, j). By Lemma 2.15, this contradicts the assumption that w is vexillary. Now, since (i p , j p ) ∈ Ess(D(w)), we have
We conclude with a technical lemma to be used in §4.5.
Proof. We consider two cases:
• Suppose j p−1 < j p . By the northwest closure property of D(w), the cell (i p , j p−1 ) is in D(w) given that (i p−1 , j p−1 ) and (i p , j p ) are. If (i, j p−1 ) / ∈ D(w) for some i p < i < i p−1 , then the connected component of (i p , j p−1 ) has a southeast corner (i ′ , j ′ ) ∈ Ess(D(w)) strictly above row i p−1 , and strictly left of col-
A similar argument shows that D(w) does not contain (i p , j) whenever j p−1 < j < j p : otherwise there would be an essential set cell strictly right of column j p−1 , but strictly left of column j p given that (i p ,
or (i p + 1, j p ), we have w −1 (j p − 1) < i p and w(i p + 1) < j p . This inequalities together actually imply w −1 (j p − 1) < i p and w(i p + 1) < j p − 1. Also, note
, so w contains a 2143 pattern, a contradiction: this case cannot occur.
2.4. Degeneracy locus formulas. Let E 1 ֒→ · · · ֒→ E n and F n ։ · · · ։ F 1 be sequences of vector bundles over a smooth variety X, where rk E i = rk F i = i. Let f : E n → F n be a bundle map, so we are given a linear map
The corresponding degeneracy locus Ω w labeled by w ∈ S n is the closure of the locus Ω w of points in X over which
Fulton gave a formula for the class of Ω w when things are suitably generic.
Theorem 2.22 ([10]
). If X is smooth and Ω w has codimension ℓ(w), 23 . Take E • to be the tautological flag of bundles over Fl(n) as before. Fix a flag E ′ • ∈ Fl(n) and let F i be the trivial bundle C n /E ′ n−i over Fl(n); we adopt the common abuse of simply writing V for the trivial bundle V × Fl(n) → Fl(n). Let f : C n = E n → F n = C n be the identity map. Then Ω w = X w . Under our conventions from §2.1, x ′ i = x i and y ′ i = 0, so Theorem 2.22 implies that [X w ] is represented by the (single) Schubert polynomial S w (x) = S w (x; 0). Lemma 2.24. The degeneracy locus Ω w is the closure of the locus where
This lemma is more or less equivalent to results of Fulton in [10] , but is not quite stated in the same way, so we give a proof for completeness and because we will need a similar result in a different setting later. , Ω = w , and Ω ≤ w as the four loci in X over which the ranks rk(E i ֒→ E n f − → F n ։ F j ) are either equal to or at most the ranks rk
w , and M ≤ w as the sets of g ∈ Hom(C n , C n ) where the ranks rk(C i ֒→ C n g − → C n ։ C n /C n−j ) are similarly constrained. We want to show that Ω =,ess w = Ω = w . First we prove the lemma in the case that E i = C i and F i = C n /C n−i are trivial. Specifying a bundle map f : E n → F n is then equivalent to specifying a map φ : X → Hom(C n , C n ), and (for instance) Suppose V is a vector bundle over X with a rank r subbundle G and a flag of subbundles
The Grassmannian degeneracy locus Ω Gr with respect to this data is the closure of the locus in X over which dim
Theorem 2.25. If the sequence λ just defined is a partition and Ω Gr has codimension |λ|
This formula is a modest generalization of a formula of Kempf and Laksov [20] . Alternatively, it can be deduced from Theorem 2.22 as follows. Let n = rk V and define w ∈ S n by w k = λ r−k+1 + k for k ≤ r and
. Without loss of generality one can assume that the partial flags H • and G can be completed to complete flags in V, so Ω Gr = Ω w by Lemma 2.24. Theorem 2.25 then follows from a similar determinantal formula for S w (x; y); see [10, Proposition 9.18] or [30] .
Write elements of Gr(n, 2n) = Gr(n, C n ⊕ C n * ) as row spans of n × 2n matrices whose first n columns are coordinates on C n and last n columns are coordinates on C n * . The complement of G Gr is the closed locus where the Plücker coordinates in columns [n] and in columns [n + 1, 2n] both vanish, so
The expression F f − → E * here refers to the composition F ֒→ C n f − → C n * ։ E * for subspaces E, F ⊆ C n and a linear map f : C n → C n * . In this subsection we show that the GX w are the GL(n) × GL(n)-orbits on G Gr × Fl(n) × Fl(n), or equivalently the S(GL(n) × GL(n))-orbits, as discussed in the introduction.
Suppose X = j∈J X j is a Cartesian product of sets, Y = i∈I X i for some subset I ⊆ J, and π : X → Y is the projection. For U ⊆ X and y ∈ Y , we write U (y) for the projection of the fiber π −1 ({y}) ∩ U onto j∈J\I X j .
Example 3.1. Let e 1 , . . . , e n be the standard basis of C n , with dual basis e * 1 , . . . , e * n , and let f : C n → C n * be linear with e i → e * i for i ∈ [n]. Fix a flag E 0
. . , e i for i ∈ [n], and write F • = rowspan • N to mean that F i is the span of rows 1, . . . , i of a matrix N . With respect to the projection from GX w onto the first two factors of
This is the Schubert cell X w −1 with respect to the flag E 0 • . Consider on the other hand the projection from G Gr × Fl(n) × Fl(n) onto its first and third factors. Then
This is the Schubert cell X w with respect to F 0
• . We will continue the convention used here of using E • and F • for the two coordinates of Fl(n) × Fl(n).
Let B + n and B − n be the groups of invertible upper and lower triangular matrices inside GL(n). As in Example 3.1, fix E 0
Proof. The group K acts transitively on Fl(n) × Fl(n) with the stabilizer of (
where (gB + n , hB + n ) ranges over GL(n)/B + n × GL(n)/B + n and O ranges over the B + n × B + n -orbits on G Gr . We claim that the latter orbits are the sets GX w (E 0 • , E 0 • ), which will imply the proposition given that it is straightforward to check that
2 ). Thus, the isomorphism G Gr → GL(n) taking G(f ) to the matrix of f with respect to the ordered bases e 1 , . . . , e n and e * 1 , . . . , e * n is GL(n)-equivariant, so sends B + n ×B + n -orbits to B + n ×B + n -orbits. This isomorphism also sends GX w (E 0
The sets O w are the B + n × B + n -orbits on GL(n) by [10, Lemma 3.1], proving the claim.
It will sometimes be convenient to know that GX w or a similar variety is a fiber bundle over some subproduct of Gr(n, 2n)×Fl(n)×Fl(n). In each case this will follow from the next lemma. If a group G acts on a set X, let G x be the stabilizer of x ∈ X and Gx the orbit of x. Lemma 3.3. Let G be a Lie group acting on spaces X and Y , and hence diagonally on X × Y . Suppose the action on X is transitive. If S ⊆ X × Y is G-stable, the projection p : S → X onto the first coordinate is a fiber bundle.
by the formula (gx, y) → (gx, x, φ −1 (gx, 1) −1 y), using the transitivity of the G-action on X. It is not quite obvious that ψ(gx, y) actually lies in U × p −1 (x) ⊆ U × S when (gx, y) ∈ S: this holds because φ −1 (gx, 1)x = q(φ −1 (gx, 1)) = gx, so that (x, φ −1 (gx, 1) −1 y) = φ −1 (gx, 1) −1 · (gx, y) is still in S by the G-stability of S. The map ψ has (gx, x, y) → (gx, φ −1 (gx, 1)y) as an inverse, and trivializes p over U .
Corollary 3.4. The projection from GX w to any proper subproduct of G Gr ×Fl(n)× Fl(n) is a fiber bundle.
Proof. (a) Given that GX w is a GL(n) × GL(n)-orbit by Proposition 3.2, its irreducibility follows from the irreducibility of GL(n) × GL(n). Since GX w is a fiber bundle over G Gr × Fl(n) by Lemma 3.3 with fibers isomorphic to the codimension ℓ(w) Schubert cell X w (as per Example 3.1), it has dimension dim(
shows that C w (G(f ), F • ) is a Schubert cell, irreducible of codimension ℓ(w), so the same is true of the fibers C w (G(f ), F • ). As in (a), this implies that codim C w = ℓ(w), and the irreducibility of G Gr × Fl(n) and of
fiber bundles, and the proof of that lemma shows that the same maps provide local trivializations for both bundles simultaneously. This reduces (c) to the easy claim that if X and U ⊆ Y are spaces in which points are closed, and X × U is dense in X × Y , then {x} × Y = {x} × U for any x ∈ X. 
Cohomological formulas.
In this subsection we show that [GX w ] is represented by the back-stable double Schubert polynomial ← − S w (x; −y).
Proof. Fix an invertible linear map f : C n → C n * . Then GX w (G(f )) is the set of
. Since codim GX w = ℓ(w) by Lemma 3.5(a), Fulton's degeneracy locus formula (Theorem 2.22) applied to the sequence
For vector spaces V ⊆ W , let V ⊥ = {α ∈ W * : α| V = 0} be the annihilator of V .
Lemma 3.7. If w ∈ S n is vexillary, then GX w is the closure of the subset
Proof. The image of the composition
, where the last map sends C n to 0 and (4) is equivalent by the rank-nullity theorem to dim
. If we enforce these rank conditions only for (i, j) ∈ Ess(D(w)), we get the set B w ∩ (G Gr × Fl(n) × Fl(n)), and Lemma 3.5 says that the closure of this set is GX w .
However, to show that B w ∩ (G Gr × Fl(n) × Fl(n)) = B w , we need to know that B w has no components in the complement of G Gr × Fl(n) × Fl(n). Since G Gr is dense in Gr(n, 2n), it suffices to show that B w is irreducible. Given that w is vexillary, we can write Ess(D(w)) = {(i 1 , j 1 )
Lemma 3.3 implies that B w is a fiber bundle over
, the closure of the fiber
} is a Schubert variety in Gr(n, 2n) with respect to the partial flag (5). Since Schubert varieties are irreducible, so too is each fiber B w (E • , F • ) and therefore B w as well.
Suppose w is vexillary and write Ess(D(w)) = {(i 1 , j 1 )
shows that GX w is an example of a Grassmannian degeneracy locus as described in §2.4. Specifically, GX w is the closure of the locus of points in X = Gr(n, 2n)×Fl(n)× Fl(n) over which dim(G ∩ H µp ) = k p for p ∈ [s], where:
◮ G is the tautological bundle over the first factor of X; ◮ H µp = F jp ⊕ E ⊥ ip , where E • and F • are the tautological flags over the second and third factors of X, so
Using this data and the setup of Theorem 2.25, we have
where
Proof. By Lemma 2.20, the partition λ associated to w above is the same as sh(w). This implies that GX w has the expected codimension |λ|, given that |λ| = | sh(w)| = |D(w)| = ℓ(w) and codim GX w = ℓ(w) by Lemma 3.5(a). As GX w is a Grassmannian degeneracy locus Ω λ with respect to the data described above,
, where the second equality holds by the transversality from Lemma 3.5(d).
Theorem 3.9. Let w be vexillary, with c(k), c ′ (k), and λ defined as above. As polynomials in x and y, S w (x; −y)
is [10, Proposition 9.6(f)]; see also [30] . The permutation 1 m × w is vexillary for any m ∈ N, with
while the partition λ and sequence k • are independent of m. Lemma 3.8 therefore
(1−y 1 )···(1−y m+jp ) . Now let c ′′ (k) be c ′ (k) with the alphabets x 1···∞ , y 1···∞ replaced by x −m···∞ , y −m···∞ , so that
. This is the determinantal formula for ← − S w (x; −y) claimed in the theorem, since
Lemma 3.8 and Theorem 3.9 imply that ← − S w (x; −y) represents [GX w ] for vexillary w, but we want to show this for all w. Since w = w 0 = n(n − 1) · · · 21 is vexillary, the general result would follow if we knew that the classes [GX w ] satisfied the same divided difference recurrence as ← − S w (x; −y) (Proposition 2.9). To that end, we recall a geometric interpretation of the divided difference operator ∂ i ; see [11, §10] .
Let Fl i (n) be the variety of partial flags
where dim E p = p. Set X = Fl(n), and letX be the fiber product Fl(n) × Fl i (n) Fl(n) with respect to the projection Fl(n) → Fl i (n), sõ
Now set X = Gr(n, 2n) × Fl(n) × Fl(n) instead, letX be the fiber product X × Gr(n,2n)×Fl i (n)×Fl(n) X, and let P 1 , P 2 :X → X be the two canonical projections.
Proof. Lemma 3.3 implies that P −1 1 (GX w ) and P 2 (P −1 1 (GX w )) are fiber bundles over G Gr × Fl(n), with fibers p
1 (GX w )) respects fibers, i.e. commutes with the two bundle projections to G Gr × Fl(n). Moreover, after choosing an appropriate trivialization of these two bundles over an open set U ⊆ G Gr × Fl(n) (as described in Lemma 3.3, for instance), this map P 2 gets identified with id × p 2 :
is one-to-one from a dense subset of p −1 1 (X w ) onto a dense subset of X ws i [11, §10.3, Lemma 8] . This plus the previous paragraph implies that if ℓ(ws i ) > ℓ(w), then dim P 2 (P −1 1 (GX w )) ≤ dim GX w , while if ℓ(ws i ) < ℓ(w), then P 2 is one-to-one from a dense subset of P −1 1 (GX w ) onto a dense subset of GX ws i . Now apply (7). Theorem 3.11. For w ∈ S n , the back-stable double Schubert polynomial ← − S w (x; −y) represents the class [GX w ].
Proof.
for any w ∈ S n and simple transposition s i = (i, i + 1).
It is not hard to check that w −1 • z • w is an involution whenever z is, and that for any z ∈ I K n , there exists w ∈ S n such that
n is a word a ∈ R(w) for some w ∈ A K (z). Equivalently, a is a minimal-length word a 1 · · · a ℓ such that
Let R K (z) be the set of reduced involution words of z ∈ I K n , so R K (z) = w∈A K (z) R(w). Let ℓ K (z) be the length of any word in R K (z). ( ((1, 3) ) = {12, 21} and A O ((1, 3)) = {231, 312}. As a fixed-point-free example, 
The involution Schubert polynomial of z is
The involution Stanley symmetric function of z is
Involution Schubert polynomials were introduced by Wyser and Yong [32] and further studied by Hamaker, Marberg, and the author in [12, 13, 14, 15] , where involution Stanley symmetric functions were also investigated. They are homogeneous of degree ℓ K (z). Like Schubert polynomials, they satisfy a divided difference recurrence, as do the back-stable versions. Recall that cyc(z) is the number of 2-cycles in z. 
the lemma follows from Wyser and Yong's result that the involution Schubert polynomials S K z satisfy the stated divided difference recurrence [32] .
} for some fixed invertible f : C n → C n * , symmetric or skew-symmetric according to whether K is O(n) or Sp(n). The sets X K z for z ∈ I K n are the K-orbits on Fl(n) [31] . 
Cohomology of
LG(2n) and OG(2n). For d ≥ 0, let Q d be the symmetric function a+b=d h a e b , so
Also define P 0 = 1 and P d = 1 2 Q d for d > 0; one checks that P d has integer coefficients. Let Γ Q be the subring of Λ generated by the Q d , and Γ P the subring of Λ generated by the P d , so Γ Q ⊆ Γ P .
Recall that LG(2n) is the closed subvariety of Gr(n, 2n) of subspaces isotropic with respect to the skew-symmetric form ((v 1 , ω 1 
If E ⊆ C n is a subspace, the subspace E ⊕ E ⊥ ⊆ C n ⊕ C n * is isotropic under (−, −) − and (−, −) + . As in §2.1, the maps Fl(n) → LG(2n) and Fl(n) → OG(2n) defined by E • → E i ⊕ E ⊥ i induce maps on cohomology with
where G is the tautological bundle on LG(2n) or OG(2n). This suggests identifying c d (G * ) with Q d ∈ Γ Q , and indeed Pragacz [26] showed that sending
The analogous map for H * (OG(2n)) is well-defined and injective but not surjective. However, it extends to an isomorphism Γ P /(
4.3. Schur P -and Q-functions. Let λ be a finite sequence of nonnegative integers of length ℓ = ℓ(λ). Define
so λ + is always a sequence of even length. 
, where pf(A) is the Pfaffian of a matrix A.
A priori P λ is only a symmetric function with rational coefficients, but in fact it has integral coefficients. Note that we have not required that λ be a partition or that all its parts be positive, and part (iv) above may involve Q-functions indexed by such λ. However, one can show that
which implies that the matrix in (iv) is skew-symmetric of even size. One might think of (iv) as analogous to the Jacobi-Trudi formula expressing a Schur function as a determinant of single-row Schur functions.
Example 4.8.
Clearly Q λ ∈ Γ Q and P λ ∈ Γ P , and in fact {Q λ : λ strict} and {P λ : λ strict} are Z-bases for Γ Q and Γ P . Pragacz showed that under the isomorphisms described in §4.2, the Q λ for λ strict with λ 1 ≤ n represent the classes of the Schubert varieties in LG(2n), and the P λ for λ strict with λ 1 < n represent the classes of the Schubert varieties in OG(2n) [26] .
Let λ be a strict partition. The shifted Young diagram of λ is
λ as a set of boxes in matrix coordinates, with (1, 1) at the upper left:
Definition 4.10. A filling T of the shifted diagram of λ by entries from the alphabet {1 ′ < 1 < 2 ′ < 2 < · · · } is a marked shifted standard tableau (of shape λ) if • the entries are weakly increasing reading down columns and across rows;
• no column contains the same unprimed letter twice;
• no row contains the same primed letter twice. More generally, if S = {· · · < a −1 < a 0 < a 1 < · · · } is any set of integers, we let ShSYT ′ (λ, S) denote the set of marked shifted standard tableaux of shape λ on the alphabet {· · · a ′ −1 < a −1 < a ′ 0 < a 0 < a ′ 1 < a 1 < · · · }. If i is an unprimed integer we set ⌈i⌉ = ⌈i ′ ⌉ = i and ε(i) = 1 and ε(i ′ ) = −1. If T is a filling of D ′ λ and (i, j) ∈ D ′ λ , let T (i, j) be the entry of T in row i and column j. We have T (2, 4) = 6 ′ , so ⌈T (2, 4)⌉ = 6 and ε(T (2, 4)) = −1.
The monomial expansion of a Schur Q-function can be expressed in terms of shifted tableaux [25, §III.8] :
We will need certain multivariate generalizations of Schur Q-functions introduced by Ivanov; the next definition is [18, Theorem 4.3].
Definition 4.12. Let λ be a strict partition and t a sequence of at least λ 1 indeterminates. The multiparameter Schur Q-function associated to λ is
4.4. Degeneracy locus formulas. The Kempf-Laksov formula (Theorem 2.25) expressed the class of a generic Grassmannian degeneracy locus as a determinant in certain Chern classes, which reduces to the Jacobi-Trudi formula in a special case. We will need an analogous formula for isotropic Grassmannian degeneracy loci Ω. These formulas, originally due to Kazarian [19] and expanded upon by Anderson and Fulton [3] , express [Ω] as a Pfaffian in appropriate Chern classes. These Pfaffians reduce to the Pfaffian formulas for Q λ and P λ in special cases. In parallel with Definition 4.7, suppose c(1), . . . , c(ℓ) are formal power series with constant term 1 and that λ is a finite sequence of nonnegative integers of length ℓ, and define Q λ (c(1), . . . , c(ℓ))
. When ℓ(λ + ) > ℓ(λ) = ℓ, the formula in (iv) refers to c(ℓ + 1), which we take to be 1. With this convention, Q (λ i ,0) (c(i), c(ℓ + 1)) = Q (λ i ) (c(i)). Of course, the c(i) must satisfy certain relations in order for the matrix in (iv) to be skew-symmetric, but these relations will always hold for us.
Suppose V is a rank 2n vector bundle over a smooth variety X with a rank n subbundle G and a flag of subbundles H µ 1 ⊆ · · · ⊆ H µs ⊆ V, where rk H i = rk n−i+1. Also assume that V is equipped with a nondegenerate skew-symmetric form, and that G and H i are isotropic with respect to this form. Fix a sequence
, where p is such that k p−1 < k ≤ k p . The corresponding Lagrangian Grassmannian degeneracy locus Ω LG is the closure of the locus in X over which dim(G ∩ H µp ) = k p for each p ∈ [s].
Theorem 4.13 ([3, 19]).
If λ is a strict partition and Ω LG has codimension |λ|, then
These Pfaffians can be expressed in terms of the multiparameter Schur Q-functions. Suppose the partial flag of isotropic bundles H µ 1 ⊆ · · · ⊆ H µs ⊆ V extends to a complete isotropic flag 0 = H n+1 ⊆ H n ⊆ · · · ⊆ H 1 in V. Set t ′ 1 = 0 and t ′ i+1 = c 1 (H i /H i+1 ) for i ∈ [n] and t ′ i = 0 for i > n + 1. The multiparameter Schur Qfunction Q λ (x; t) is in Γ Q [t 1 , t 2 , . . .] [18, Proposition 2.12]. The relations between the generators Q 1 , Q 2 , . . . of Γ Q are described in [2] , and these relations also hold between the Chern classes
where d ≥ 1, so there is a well-defined ring (1) , . . . , c(k s )) = Q λ (x; −t ′ ).
Proposition 4.14 ([2]). After identifying
We will also need an orthogonal version of Theorem 4.13, which will be a little more complicated. As above, let V be a rank 2n vector bundle over a smooth variety X with a rank n subbundle G and a flag of subbundles H µ 1 ⊆ · · · ⊆ H µs ⊆ V-but now we use the slightly different convention rk H i = n − i. Assume that V is equipped with a nondegenerate symmetric form, and that G and H i are isotropic with respect to this form. Fix a sequence
The corresponding orthogonal Grassmannian degeneracy locus Ω OG is the closure of the locus in X over which dim(
If c(1), . . . , c(ℓ) are formal power series with constant term 1 over a ring in which 2 is invertible, define P λ (c(1), . . . , c(ℓ)) = 2 −ℓ(λ) Q λ (c(1), . . . , c(ℓ)). For simplicity in stating the next theorem, we assume that the flag H • includes a maximal isotropic bundle H 0 . We also assume that X is connected, which implies that δ 
Vexillary involutions.
In this subsection we give definitions and prove lemmas analogous to those of §2.3 for vexillary involutions.
Definition 4.17. We define two analogues of the Rothe diagram for y ∈ I n :
One can show that the size of D K (y) is ℓ K (y) and that the K-orbit X K y is defined by rank conditions coming from Ess(D K (y)) (cf. Lemma 2.24) [13] . The next lemma follows from Lemma 2.15 and the fact that D(w −1 ) = {(j, i) : (i, j) ∈ D(w)}. We also define two involution shapes sh O (y) and sh Sp (y), whose conjugates are respectively obtained by sorting the nonzero entries of c O (y) and of c Sp (y).
Lemma 4.20. Suppose y ∈ I n is vexillary, and let j ′ be maximal such that
Proof. We proceed by proving a series of claims:
. But now if i < y(i) < j ′ , then we have i < y(i) < j ′ < y(j ′ ), which gives a 2143 pattern in y, contradicting the assumption that y is vexillary. If y(i) < i, the same contradiction occurs in positions y(i) < i < j ′ < y(j ′ ), so we must have y(i) = i or else Conversely, suppose (j s , j) ∈ D(y) but (i s , j) / ∈ D(y) for some j ≤ j s . Then we must have j s < y(j) ≤ i s , so D y(j)[j,∞) = ∅. But this means that the portion of the connected component of (j s , j s ) ∈ D O (y) southeast of (j s , j s ) lies entirely above row y(j); in particular, there is an essential set cell in a row strictly above row y(j). Given that y(j) ≤ i s , this contradicts the maximality of (i s , j s ) ∈ Ess(D O (y)) with respect to 
Note that the set on the lefthand side has size sh O (y) kp , while the set on the righthand side has size i p − j p + 1. 
is not a fixed point of y. This means {y(i ′ ) :
, since the set on the right contains a fixed point by assumption. So, take i ′ ∈ R p such that (11) and Lemma 4.20. On the other hand, we claim that all such i are in [j p , i p ] \ R p . Suppose otherwise, so that i ∈ R p , and hence y(i) < j p . Then D i[jp,∞) = ∅, so the portion of the connected component of (j p , j p ) ∈ D O (y) southeast of (j p , j p ) lies entirely above row i; in particular, there is an essential set cell in a row strictly above row i. Given that i ≤ j s ≤ i s , this contradicts the maximality of (i s , j s ) ∈ Ess(D O (y)) with respect to ր ≤ . We have proven equation (10) 
with essential sets highlighted in black, so y is not Sp-vexillary. The involution y = (1, 2)(3, 4) is not vexillary, but Ess(D Sp (y)) = ∅ is a chain.
Recall that 1 
Proof. Replacing y ′ with y ′ × 1 Sp 2r does not change essential sets or the sequences i p , j p , and k p . Replacing y ′ with 1 Sp 2r × y ′ replaces i p by i p + 2r and j p by j p + 2r, and does not change k p . In both cases, the partition sh Sp (y ′ ) does not change, nor do the quantities i p − j p + k p − k. The truth of the lemma for y ′ would therefore imply it for y, so we can assume that y itself is Sp-vexillary.
Let
. By Lemma 4.20, c Sp 1 (y) = 0 and c 
To complete the proof, we must show that
, f skew-symmetric}. More generally, for any y ∈ I n , it will be convenient to define OGX y ⊆ OG(2n)×Fl(n) as the closure of
The proof of Lemma 5.4(b) below implies that if y is fixed-point-free, the two definitions of OGX y agree. If y is not fixed-point-free, the notation is slightly misleading, since we are not taking OGX y to be the closure of OGX y , and indeed we leave the latter undefined. Replacing Ess(D Sp (y)) with [n] × [n] in the general definition of OGX y above gives the empty set if y is not fixed-point-free.
Proposition 5.2. The GL(n)-orbits on G LG × Fl(n) are the sets LGX y for y ∈ I n . The GL(n)-orbits on G OG × Fl(n) are the sets OGX z for z ∈ I fpf n . Proof. This follows by an argument analogous to the proof of Proposition 3.2. Sending G(f ) to the matrix of f defines an isomorphism from G LG to the space of invertible symmetric matrices GL sym (n), under which the GL(n)-action on G LG corresponds to the action of g ∈ GL(n) on A ∈ GL sym (n) by g · A = (g t ) −1 Ag t . It then suffices to show that the B + n -orbits on GL sym (n) are the sets
for y ∈ I n . Similarly, we must see that the B + n -orbits on the space of invertible skew-symmetric matrices GL ssym (n) are the sets
for z ∈ I fpf n . These statements were proven in [4, 9] and in [28] . In the OGX z case, Proposition 5.2 is not very interesting when n is odd, given that both I fpf n and G OG are empty. One might instead take G ′ OG to be the set of graphs of skew-symmetric maps C n → C n * of maximal rank 2⌊n/2⌋, in which case the GL(n)-orbits on G ′ OG × Fl(n) are indexed by maximal rank skew-symmetric n × n (0, 1, −1)-matrices with at most one ±1 in each row and column.
Lemma 5.3. Each LGX y and OGX y is a fiber bundle over G LG and G OG , respectively, as well as over Fl(n).
Proof. Apply Lemma 3.3.
The fibers
LGX
for fixed f , either symmetric or skew-symmetric as appropriate, were called X O y and X Sp z in §4.1. Since GL(n) acts transitively on G LG with stabilizers isomorphic to O(n), and transitively on G OG with stabilizers isomorphic to Sp(n), Proposition 5.2 recovers the fact mentioned in §4.1 that these fibers are the O(n)-and Sp(n)-orbits on Fl(n).
Lemma 5.4. Let y ∈ I n and z ∈ I fpf n . (a) LGX y and OGX z are irreducible, with codimensions ℓ O (y) and ℓ Sp (z) respectively. (b) LGX y is the closure in LG(2n) × Fl(n) of
and OGX z is the closure in OG(2n) × Fl(n) of
and likewise for OGX z .
Proof. , SM = y , and SM ≤ y be the sets of symmetric g ∈ Hom(C n , C n * ) for which the ranks rk(C i ֒→ C n g − → C n * ։ C j * ) are either equal to or at most the ranks rk Lemma 5.5. If y ∈ I n is vexillary then LGX y is the closure of the locus
If y ∈ I n is Sp-vexillary, then OGX y is the closure of
Proof. Apply the argument of Lemma 3.7, using Lemma 5.4(b) and replacing Schubert varieties in Gr(n, 2n) with Schubert varieties in LG(2n) or OG(2n).
Suppose y ∈ I n is vexillary, so we can write Ess(
LGX y is an example of a Lagrangian Grassmannian degeneracy locus as described in §4.4. To be specific:
◮ V is the trivial bundle C n ⊕ C n * over the first factor of X = LG(2n) × Fl(n); ◮ G is the tautological bundle over the first factor of X;
, where E • is the tautological flag of bundles over the second factor of X, so
Lemma 5.6. Let y ∈ I n be vexillary, and fix
Proof. Lemma 4.22 shows that λ as defined above equals sh O (y), and that this partition is strict. By Lemma 5.4(a), codim LGX y = ℓ(y) = | sh O (y)| = |λ|. This is the expected codimension for LGX y as a Lagrangian Grassmannian degeneracy locus Ω LG with respect to the data described above, so [ LGX y ] = Q λ (c(1), . . . , c(k s )) by Theorem 4.13. As in the proof of Lemma 3.8, this implies that
Theorem 5.7. Let y ∈ I n be vexillary. As polynomials in 
The same limiting argument given in the proof of Theorem 3.9 now yields Q λ (c(1), . . . , c(k
In [12] , Pfaffian formulas for S O y were given in the case that y is I-Grassmannian, meaning that Ess(D O (y)) ⊆ {m} × N for some m (see §6). Theorem 5.7 generalizes those formulas to all vexillary y, but is an improvement even when y is IGrassmannian: [12] expresses S O y as a Pfaffian of polynomials S O y ′ where sh O (y ′ ) has two rows, but does not give explicit formulas for the two-row case.
Lemma 5.8. For y ∈ I n and z ∈ I fpf n , Suppose y ∈ I n is Sp-vexillary, so we can write Ess(D Sp (y)) = {(i 1 , j 1 )
Lemma 5.5 implies that OGX y is an example of an orthogonal Grassmannian degeneracy locus as described in §4.4. To be specific:
◮ V is the trivial bundle C n ⊕ C n * over the first factor of X = OG(2n) × Fl(n); ◮ G is the tautological bundle over the first factor of X; ◮ H µp = E jp ⊕ E ⊥ ip , where E • is the tautological flag of bundles over the second factor of X, so
jp is a maximal isotropic bundle containing E jp ⊕ E ⊥ ip . In accordance with §4.4, we define
is independent of x ∈ X since X is connected, and we compute it by choosing
jp was somewhat arbitrary, and could be replaced by
, but in fact one can check that all such choices of j give exactly the same expression in (13) . As before, we identify 1/c(G) with . In §6, we develop some combinatorial tools for working with rank conditions defining OGX y which will reveal OGX y to be a Grassmannian degeneracy locus in more cases than the ones considered here. This will give Pfaffian formulas under hypotheses more general and less awkward than those of Lemma 5.10 (Theorem 6.13). Proof. Analogous to the proof of Theorem 5.9, using Lemma 5.10.
From Theorems 5.9 and 5.11 we obtain geometric interpretations of the involution Stanley symmetric functions
Theorem 5.12. Fix E • ∈ Fl(n). For y ∈ I n and z ∈ I fpf n , the symmetric functions 2 cyc(y) F O y and F Sp z represent the classes in H * (LG(2n)) and H * (OG(2n)) of involution graph Schubert varieties: the closures of, respectively, Proof. Pragacz [26] showed that the classes of the Schubert varieties in H * (LG(n)) ≃ Γ Q /(Q n+1 , Q n+2 , . . .) are represented by Schur Q-functions, which implies that f ∈ Γ Q represents the class of a variety if and only if f is Schur Q positive modulo the ideal (Q n+1 , Q n+2 , . . .). Since 2 cyc(y) 
LG(2n) is a Schubert variety whose class in H * (LG(2n)) is represented by Q sh O (y) .
Proof.
. Lemma 5.5 and Lemma 5.4(c) therefore imply that LGX y (E • ) is the closure of
(To be precise, in (14) we are imposing all rank conditions coming from row n of D O (y), not just those coming from the essential set. However, Lemma 5.5 shows that after taking closures, we get the same variety whether we impose rank conditions for all (i, j) or only the essential ones. Hence, the same is true if any intermediate set of rank conditions is imposed, as are we doing here.) The closure of (14) is also the Schubert variety in LG(2n) labeled by the strict partition (m + 1 − φ 1 , . . . , m + 1 − φ k ) = sh O (y) with respect to the isotropic flag
and its class is represented by Q sh O (y) [26, §6] .
Proof. Say y is r-I-Grassmannian, and set y ′ = 1 n−r × y for some fixed n ≥ r, so that y ′ is n-Grassmannian and F O y ′ = F O y . Theorem 6.4 and Theorem 5.12 imply
. .), given that they both represent the same class in H * (LG(2n)). Since cyc(y ′ ), sh O (y ′ ), and F O y ′ are all independent of n, letting n → ∞ shows that 2 cyc(y)
, which is equivalent to the claimed formula.
The formula of Corollary 6.5 was obtained earlier in [12] , where it was used as a base case for a recurrence of the form F O y = z F O z ; via this recurrence one can compute the Schur P expansion of F O y , and in particular deduce that it is Schur P positive. Theorem 6.4 provides a new and geometrically natural reason to consider I-Grassmannian involutions.
Recall that w ∈ S n is vexillary if it avoids the permutation pattern 2143. Stanley showed that F w is a single Schur function s λ if and only if w is vexillary [27] . In [12] it was shown that 2 cyc(y) F O y = Q µ for some strict partition µ if and only if y is vexillary, and our results recover one of these implications. Proof. Apply Theorem 5.7, setting the variables x + to zero.
We now turn to fixed-point-free involutions and OG(2n). The obvious guess to define an "fpf-I-Grassmannian" involution z would be to require that Ess(D Sp (z)) ⊆ {m} × N. However, this condition is too restrictive: it does imply that OGX z (E • ) is a Schubert variety just as in Theorem 6.4, but one cannot obtain a Schubert variety for every strict partition this way. For instance, no such z has sh Sp (z) = (3, 1). The problem is that seemingly different sets of rank conditions on a skew-symmetric map can turn out to be equivalent in ways not seen with symmetric maps. For instance, if z = (1, 3)(2, 5)(4, 6) then
2 ) ≤ 1, corresponding to the two elements of Ess(D Sp (z)). But rk(f : E 4 → E * 2 ) ≤ 1 implies rk(f : E 2 → E * 2 ) ≤ 1, which implies rk(f : E 2 → E * 2 ) ≤ 0 because a skewsymmetric map must have even rank, which in turn implies rk(f :
Thus, OGX z (E • ) is actually defined by the single rank condition rk(f : E 4 → E * 2 ) ≤ 1, so is a Schubert variety in LG(12).
Definition 6.7 ([15]
). Suppose z ∈ I fpf 2r . Let z = (a 1 , b 1 ) · · · (a r , b r ) be the disjoint cycle decomposition of z, where a i < b i for each i. Define involutions dearc R (z) and dearc L (z) as the product of (a i , b i ) over all i such that, respectively,
• a i < a j < b i for some j.
Example 6.8. If z = (1, 3)(2, 5)(4, 6), then dearc R (z) = (2, 5)(4, 6) and dearc L (z) = (1, 3)(2, 5). Drawing z as a perfect matching, one obtains dearc R (z) by removing all arcs which do not have the right endpoint of another arc underneath them, and similarly for dearc L (z) changing "right" to "left":
Recall that for general y ∈ I n , we define OGX y as the closure in OG(2n) × Fl(n) of
As a technical crutch in the next few lemmas, let us also define OGX
Lemma 6.9. Let y ∈ I n , and let (a, b) be a cycle in y with a < b and such that a < i < b implies y(i) < a. Set y ′ = y(a, b). Then OGX y = OGX y ′ .
Proof. We prove the stronger fact that D Sp (y ′ ) = D Sp (y) and rk y ′ Here × denotes a point (i, w(i)) and • a point in D(w), where w is y or y ′ as appropriate. The shaded regions contain no × and hence no •, from which it follows that D(
Lemma 6.10. Let y ∈ I n , and let (a, b) be a cycle in y with a < b. Assume that a < i < b implies y(i) > b and that rk y 
From (15) one can see that if
. Also, the only cell (i, j) ∈ Ess(D Sp (y ′ )) which could also be in 
is replaced by rk(f :
We must show that (17) implies (16) . Suppose that (17) holds. Then
By assumption, 1 + rk
is even because f is skew-symmetric. It follows that one of the inequalities (18) and (19) is strict, so that (16) 
. Thus, if the rank condition rk(f :
Ess(D Sp (y)), then it holds for every (i, j) ∈ D Sp (y) by induction. In particular, (b, b − 1) ∈ D Sp (y ′ ), so (17) holds on OGX ≤ y ′ , which implies (16) by case (ii).
Proof. Since dearc L (z) is obtained from z by a sequence of transformations y y ′ as in the statement of Lemma 6.9, that lemma implies that OGX z = OGX dearc L (z) . As for dearc R (z), let C be the set of cycles (a, b) of z such that a < b and a < i < b implies z(i) > b. The cycles in C are necessarily non-nesting and non-crossing in the sense that C = { (a 1 , b 1 ) , . . . , (a k , b k )} where
Set z p is therefore of the form considered in Lemma 6.10(c), so that lemma implies OGX
by Lemma 6.10(b).
. We now see
As OGX z = OGX ≤ z by the proof of Lemma 5.4(b), taking closures proves the theorem.
as per the proof of Lemma 6.9, we get sh 
So, sh
Sp (y) = sh Sp (y ′ ), which proves the lemma because dearc R (z) is obtained from z by a sequence of transformations of the form y y ′ , as per the proof of Lemma 6.11.
We can now state the Pfaffian formulas for S The next definition gives an important class of fixed-point-free involutions to which Theorem 6.13 applies. Definition 6.14. A fixed-point-free involution z is m-fpf-I-Grassmannian if dearc R (z) is m-I-Grassmannian, or simply fpf-I-Grassmannian.
Example 6.15. Let z = (1, 3)(2, 5)(4, 6). Then dearc R (z) = (2, 5)(4, 6), which is 4-I-Grassmannian with shifted shape (3, 1), so z is fpf-I-Grassmannian with fpf shifted shape (2) . Note that z itself is not I-Grassmannian, nor is dearc L (z) = (1, 3)(2, 5).
Theorem 6.16. Fix E • ∈ Fl(n). If z ∈ I fpf n is fpf-I-Grassmannian, then OGX z (E • ) ⊆ OG(2n) is a Schubert variety whose class in H * (OG(2n)) is represented by P sh Sp (z) .
Proof. Write dearc R (z) = (φ 1 , m + 1) · · · (φ k , m + k) where φ 1 < · · · < φ k ≤ m ≤ m + k ≤ n. As in the proof of Theorem 6.4, we compute Ess(D Sp (dearc R (z))) and find that OGX z (E • ) is the closure of
now applying Theorem 6.11 as well. This is a Schubert variety in OG(2n) indexed by the strict partition (n − φ 1 , . . . , n − φ k ) = sh fpf (z), and its class is represented by P sh fpf (z) [26, §6] . Proof. This follows from Theorem 6.16 and Theorem 4.6 as in the proof of Corollary 6.5.
The formula of Corollary 6.17 was obtained earlier in [15] , where it was used as a base case for a recurrence of the form F Sp z = z ′ F Sp z ′ ; via this recurrence one can compute the Schur P expansion of F Sp z , and in particular deduce that it is Schur P positive. Theorems 6.16 and 6.11 provide natural geometric reasons to consider fpf-I-Grassmannian involutions and the dearc operations. Proof. Apply Theorem 6.13, setting the variables in x + to zero.
The converse of Theorem 6.18 is false: z = (1, 3)(2, 4)(5, 7)(6, 8) has F Sp z = P 2 , but none of z, dearc L (z), or dearc R (z) are Sp-vexillary or even vexillary. In [15] , the fixed-point-free involutions z such that F Sp z = P µ for some strict partition µ were characterized as those avoiding a finite list of patterns.
Tableau formulas
In this section we use Proposition 4.14 and Theorem 5.7 to give tableau formulas for ← − S O y when y ∈ I n is vexillary. Note that an essential path necessarily ends at (n, 0). Thinking of [0, n] × [0, n] as a graph with edges between horizontally or vertically adjacent lattice points, an essential path is a directed path from the diagonal to the southwest corner (n, 0) which moves south or west at each step, and hits every point in Ess(D O (y)). Suppose P is an essential path for some y ∈ I n . Define an (n + 1)-tuple x P by x P 1 = 0 and
x i+1 if the r th step of P moves from row i to row i + 1 −x j if the r th step of P moves from column j to column j − 1
If P is the solid red path starting at (2, 2) in Example 7.2, x P is (0, x 3 , −x 2 , x 4 , x 5 , −x 1 ). If P is the dashed blue path starting at (3, 3) , then x P is (0, −x 3 , x 4 , −x 2 , −x 1 , x 5 ).
Recall the multiparameter Schur Q-function Q λ (x; t) from Definition 4.12.
Theorem 7.3. Suppose y ∈ I n is vexillary with involution shape sh O (y) = λ, and P is an essential path for y starting at diagonal position (j, j). Then 2 cyc(y) ← − S O y = Q λ (x −∞···j ; −x P ).
Proof. Let P = {(a n+1 , b n+1 ) ր < · · · ր < (a 1 , b 1 )}, and set E(r) = E br ⊕ E ⊥ ar for each r ∈ [n + 1], where E • is the flag of tautological bundles over Fl(n). The chain 0 = E(n + 1) ⊆ E(n) ⊆ · · · ⊆ E (1) is then a complete isotropic flag. As per Lemma 5.5, LGX y is a Lagrangian Grassmannian degeneracy locus defined by conditions on intersections with certain of the bundles E(r), namely those for which (a r , b r ) ∈ Ess(D O (y)). Accordingly, by Proposition 4.14 [ LGX y ] is represented by Q λ (x; t ′ ) where t ′ 1 = 0 and t ′ r+1 = c 1 (E(r)/E(r+1)), and Q d (x) is identified with . It follows that Q λ (x −∞···j ; −x P ) represents the class [ LGX y ]. We claim that it represents the classes [ LGX y×1m ] for all m. Let P + be the path P with a step from (n, 0) to (n + 1, 0) appended at the end. Then P + is an essential path for y × 1 since Ess(D O (y × 1)) = Ess(D O (y)), so Q λ (x −∞···j ; −x P + ) represents [LGX y×1 ] by what we just showed. Definition 4.12 makes clear that Q λ (x; t) is independent of t r for r > λ 1 ; since λ 1 < n, we see that Q λ (x −∞···j ; −x P ) = Q λ (x −∞···j ; −x P + ) also represents [ LGX x ⌈T (i,j)⌉ where T runs over marked shifted semistandard tableaux on (−∞, m] in which every entry exceeding k is primed.
