This paper presents a wavelet-based approach for the design of the finite impulse response (FIR) notch filter with controlled null width. The M-band P-regular wavelet filters are employed to constitute the null space of the derivative constraint matrix. Taking advantage of the vanishing moment property of the wavelet filters, the proposed method controls the null width of the notch filter by adjusting the regularity of the employed wavelet filters. Besides, the selection of large number of bands of the wavelet filters can effectively reduce the minimum mean square error and thus improve the performance of the notch filter. Computer simulations show that, in addition to possessing lower computational complexity, the proposed reduced-rank method has similar frequency response compared to those of the full-rank-based techniques. key words: notch filters, wavelet filters, minimum mean square error, reduced rank
Introduction
The notch filter, which nulls out the unwanted interference of prescribed frequencies while retaining the signal of interest, has been widely investigated for past decades, and already applied to various digital signal processing applications, such as communications systems, digital image processing, and parameter estimation [1] - [3] .
Provided that the frequency components of the interference are known in advance, the design of the notch filter can be performed directly from either time domain or frequency domain [4] . However, the frequency components of the interference may vary slightly with time, group as clusters at a center frequency, or not be known exactly. Two types of methods are often employed to cope with the preceding situations. One is to design a data-dependent filter such that the notch frequencies will be adjusted in accordance with the input signals [5] , [6] . The other is to devise the dataindependent notch filter with broad null width so that the interference falling within the null width will be eliminated even though it has clustered frequency components.
In [7] , [8] , several methods have been proposed to broaden the null width of the notch filter. Among them, the frequency domain method utilizing the criterion of the minimum-mean-square-error (MMSE) provides a simple a) E-mail: yywang@mail.sju.edu.tw DOI: 10.1093/ietfec/e89-a. 4 .1069 yet effective approach on the design of the notch filter with controlled null width. Therein, high order derivative constraints applied on the frequency response of the notch filter are employed to make the notch filter less sensitive to the interference frequency variation and thus has an equivalently expanded null width. Incorporated with the MMSE criterion, the design of the notch filter with controlled null width can thus be formulated as a linear constrained optimization problem and then can further be transformed to an unconstrained problem by choosing a null matrix which is orthogonal to the imposed high order derivative constraints. Therefore, the selection of the null matrix is crucial to the design of the notch filter.
Wavelets provide a set of basis functions and transforms which can analyze a signal in a multi-resolution way. Compared to other methods of signal decomposition, such as the Fourier transform, the wavelet transform decomposes a signal at different scale and in a very flexible manner [9] , [10] . Because of this powerful and flexible decomposition, linear and nonlinear processing of signals in the wavelet transform domain offers new approaches for signal detection, filtering and compression [11] , [12] . In this paper, we propose a reduced-rank wavelet-based method for the design of the FIR notch filter with controlled null width. The M-band P-regular wavelet filters are employed to constitute the null matrix of the linear-constrained-minimum-meansquare-error notch filter. Taking advantage of the vanishing moment property of the wavelet filters, the proposed approach can control the null width of the notch filter by adjusting the regularity of the wavelet filters. Besides, the selection of large number of bands of the wavelet filters can effectively reduce the minimum mean square error and thus improve the performance of the notch filter. In addition to possessing lower computational complexity, the proposed reduced-rank method has similar frequency response as those of the full-rank-based approaches.
The rest of this paper is organized as follows: Sect. 2 addresses the problem formulation of the MMSE notch filter with controlled null width; Sect. 3 introduces the proposed wavelet-based implementation of the notch filter; Sect. 4 conducts computer simulations to evaluate the performance of the proposed approach; and Sect. 5 concludes the whole paper.
Problem Formulation
Consider T in which the superscript T denotes the transpose of a matrix, then the frequency response of the filter is
where T s denotes the intertap delay spacing of the filter, a( f )
T is the N × 1 vector of the discrete time Fourier transformation, the superscript H denotes the transpose and complex conjugate of a matrix. Also, the frequency response H ( f ) can be expanded as a power series due to the finite length of the filter. The Taylor's series expansion of H ( f ) , expanded at f = f 0 , can be expressed as
with
The basic idea behind the proposed notch filter is to minimize the MSE between the outputs of a unit-gain-allpass filter and the notch filter over a frequency band of interest. In addition, the nullity of the notch filter, centered at a prescribed frequency f 0 , is constrained in adjusting the null width. To achieve this, forcing the derivative terms of different orders to zeros renders the frequency response of the notch filter less sensitive to the frequency deviation around f 0 and thus produces an adjustable null width. The constrained optimization problem can be described as [8] 
where f l and f u represent the upper and the lower cut off frequencies of the frequency band of interest, respectively, e − j2π f τ 0 is the linear phase which can be optimized to achieve a better unity gain response outside the notch frequency band, and f 0 denotes the center frequency of the notch frequency band. For the sake of notational conciseness, without loss of generality, in the following derivation we assume τ 0 = 0, and f 0 = 0 since the design of notch filter centered at arbitrary f 0 can be easily generalized via a frequency translation operation. Substituting (1) and (3) into (4), the mean-square-error (MSE) of the notch filter with weights w can be expressed as
where Q = q m,n is an N × N Hermitian and positive semidefinite matrix with q m,n = e jπ(m−n)(
T is an N × 1 vector with
T s in which the sinc function is defined as sinc(x) = sin πx πx . With (3) and (5), (4) can be written as min w J (w) , subject to Cw = 0 (6) where C is a P × N constraint matrix expressed as
where 1 N denotes the all-one vector with dimension N × 1 and P is called the order of the constraint matrix. Note, as P increases, a high order constraint matrix implies a notch filter with an increasing null width.
The Proposed Approach
In this section, we first derive the optimal solution of (6) in the null space of the constraint matrix C, denoted as N (C) , and then investigate the properties of the wavelet-based null matrix for the proposed notch filter design.
The Subspace-Based Solution
From (6), due to the fact that the weight vector w lies in N (C), the weight vector can hence be represented as the linear combination of the bases of N (C), that is
where S = s 1 , · · · , s N−P is the null matrix of size N × (N − P) consisting of the orthonormal basis vectors of N (C) as its column vectors. The vector w n of size (N − P)× 1 denotes the corresponding coefficient vector which is to be determined for minimizing J (w) . Note that
With (9), (6) can be reformulated to be an unconstrained optimization problem as
and the optimal solution of (11) is readily solved as
Substituting (9) and (12) into (5) yields
which can be used to assess the performance of the notch filters based on different S, especially for the reduced-rank cases in which the null matrix is selected as a subset of the column space of S. Although the full-rank null matrix S can be obtained by several methods such as the QR decomposition or the singular-value-decomposition (SVD) of the constraint matrix C, a well-defined reduced-rank null matrix, constituted by a subset of the bases of N (C) , can achieve almost the same performance as that of full-rank S, and at the same time effectively mitigate the computational complexity in the calculation of w opt n . For instance, the notch filter designed with a reduced rank null matrix by discarding the vectors {s i } ∈ S which contribute trivial to J min in (13) , has the similar MMSE of the notch filter based on a fullrank null matrix. In this paper, we intend to construct the reduced-rank null matrix by using the wavelet filters. In the next subsection, we will briefly review the wavelet and some of its properties, and then the proposed null matrix constructed by a set of wavelet filters.
The Regular M-Band Wavelets
The wavelet is a set of basis functions, with dilation and translation structures, of the space of the square integrable functions, L 2 (R) [9] - [10] . The M-band orthonormal wavelet can be generated by a dilation and translation of a set of prototype wavelets {w m (t) ;
Under the framework of multiresolution analysis, the construction of the regular M-band wavelet functions can be carried out by first determining the scaling function s (t) which satisfies the following equation [15] 
where φ (0) , · · · , φ (L) represents the weights of the scaling filter, which associates with a low pass filter. A scaling filter is said to be P-regular if its transfer function has a polynomial factor of the form f P (z), with
where Q (z) denotes the quotient polynomial. A P-regular scaling filter has the property of its first (P − 1) derivatives vanished for z = e j2πk/M , k ∈ {1, 2, · · · , M − 1}. The prototype wavelets {w m (t)} can be decided by the following equation
where ψ m (0) , · · · , ψ m (L − 1) denotes the weights of the m th wavelet filter and satisfies
where δ (l) is the Kronecker delta function defined as δ (0) = 1, and δ (l) = 0, if l 0. The regularity of the M-band wavelet filters is related to the regularity defined for the M-band scaling filter. The wavelet filters associated with P-regular scaling filter are called P-regular wavelet filters. Contrary to the scaling filter representing a low pass filter, each wavelet filter corresponds to a bandpass/high pass filter.
For the case of two-band (M = 2) wavelet, there exists a unique relation between the scaling filter and the wavelet filter expressed by the well known formula
However, for the case of M > 2, given a scaling filter φ (k) a certain degree of freedom existing in the choice of wavelet filters, there seems to be no unique connection between ψ m (k) and φ (k) . As described in [15] , all wavelet filters, whose transfer functions have the same McMillan degree as the unitary scaling filter, can be obtained by applying the House-holder factorization on a selected orthogonal matrix. Several algorithms have been proposed to construct this kind of wavelet filters [13] - [15] , and in this paper, we use the discrete-cosine-transformation-based (DCT-based) method suggested in [15] to generate the M-band P-regular wavelet filters of minimal length L = MP.
The Wavelet-Based Null Matrix
Before constructing the wavelet-based null matrix, we first introduce the vanishing moment property of the wavelets, which is inherited from the regularity constraint during their generation process and is particularly useful to our study. Consider a set of M-band, P-regular wavelet filters with co-
the regularity condition imposed on the generation of the wavelets ensures that the M-band, P-regular wavelet filters have P vanishing moments expressed as [16]-[18]
where r = 0, · · · , P − 1. By using the binomial formula,
r! n!(r−n)! k n 0 k r−n , and the sum rule property of (19) , (19) can be generalized as
As a reference, Table 1 lists the coefficients of the M = 5, P = 1 and P = 2, orthonormal wavelet filters and Fig. 1 illustrates the corresponding frequency responses ranging Table 1 Coefficients of the wavelet filters with M = 5, P = 1, and P = 2. from band pass to high pass. Based on a set of M-band P-regular wavelet filters, we can constitute the null matrix as
where m = 1, . . . , M − 1, and α represents the largest integer less than α. Ψ m is of size N × N−MP M + 1 . The wavelet-based null matrix S wav has some useful properties as described in the following propositions. 
Consequently, it implies that the row space of S wav is orthogonal to the row space of C. It thus completes the proof. Figure 2 illustrates the structure of the proposed wavelet-based notch filter. As shown in the figure, the proposed wavelet-based approach actually decomposes the notch filter as a linear combination of the wavelet filters. The null matrix in (21) is represented as a filter bank which consists of the regular M-band wavelet filters. The output of the filter bank is then summed up with coefficients w n given in (12) to achieve the MMSE. Note, the dimension of w n is
, and accordingly the weight vector of the wavelet-based notch filter is
The computational complexity of the proposed approach in calculating the weight vector is reduced to
3 , compared to the full-rank techniques such as SVD and QR which are O (N − P) 3 . The proposed approach is not restricted to deal with the filter with a single notch. Filters with multiple notches can be achieved by cascading several one-notch filters each corresponding to a specific notch frequency. In addition, different null width requirement can be imposed on each individual notch frequency by simply adjusting the parameters M and P of the associated wavelet filter. In that way, the null matrix of the notch filter with D notches can be generalize as
with (12) becomes singular.
Simulations and Discussions
Several experiments are conducted to evaluate the performance of the proposed approach. Consider a FIR filter with N = 30 weights. The intertap delay interval of the FIR filter is set as T s = 1 ms. The overall frequency band of the experiment is normalized to unity with respect to the band width of the observation window 1 kHz. The normalized frequency band of interest of the FIR notch filter is set as f l = 0, and f u = 0.5, respectively. A set of wavelet filters with fixed M = 5, and various values of P = 1, 2, and 3, are selected to construct the null matrix as given in (21), respectively. Figure 3 shows the frequency responses of the notch filter with a center frequency f 0 = 0.2. As shown in the figure, the null width of the notch filter is dominated by the regularity of the employed wavelet filters, and a broadened null width can be achieved as the value of P increases. On the other hand, to explore the effect of the number of bands M, Fig. 4 illustrates the frequency responses of the notch filter corresponding to a fixed P = 2, and various choices of M = 4, 5, and 6, respectively. It is apparent that, for a fixed regularity P, the null widths of the notch filter are almost Fig. 3 The amplitude spectra of the notch filters corresponding to M = 5, P = 1, 2, and 3, respectively.
unchanged no matter how the number of wavelet bands is employed.
To quantitatively measure the width of the notches, we use −10 dB null width, at which the frequency response of the notch filter is 10 dB below the unit gain, so as to avoid taking the transient region into account. With various selections of M and P, comparisons of the null width of the notch filters are summarized in Table 2 . Notably, the proposed approach can achieve approximately the same null width as that of the full rank SVD-based method. From Table 2 , it is obvious that the key factor dominating the null width of the notch filter is the regularity of the wavelet filters.
To further investigate the effect of the parameters of the wavelet filters (i.e., M and P), Fig. 5 illustrates the resulting MMSEs of the notch filters corresponding to various values of M and P. As shown in the figure, for a fixed P, an increasing M results in a decreasing MMSE, while for a fixed M, a larger regularity P gives rise to a bigger MMSE due to the broadened null width generated by the wavelet filters with high regularity. In addition, when P = 1, the proposed wavelet-based notch filter has almost the same MMSE as that of the full-rank based notch filter with null matrix generated by the singular value decomposition (SVD). This is because when P = 1 the rank of the wavelet-based null matrix is N M (M − 1) which approaches the rank of the SVD-based null matrix as M increases. On the other hand, for the cases of P = 2 and P = 3, the ranks of the wavelet-based null matrix and the full rank null matrix are
N−MP M
(M − 1) and (N − P), respectively. Thus, the proposed wavelet-based method exhibits a larger MMSE than that of the SVD-based method due to the rank reduction effect. Fig. 4 The amplitude spectra of the notch filters corresponding to P = 2, M = 4, 5, and 6. As compared to the methods with full-rank null matrices, Fig. 6 illustrates the frequency response of the proposed reduced-rank wavelet-based notch filter and those of the notch filters based on the full-rank null matrices. The QR decomposition and the SVD are applied to the constraint matrix C, respectively, to obtain the required full-rank null matrices. The notch frequency of this case is f 0 = 0.1. As shown in Fig. 6 , the wavelet-based filter has almost the same frequency response as those of the full-rank ones even though the proposed approach has less degree of freedom of the weight vector. Table 3 compares the computational complexities, described in Sect. 3.3, of the proposed notch filter and the full rank ones with respect to different parameter settings. As shown in the table, for a fixed value of P, the compu- tational complexity is mitigated when the value of M increases. Therefore, in conjunction with the MMSE analysis discussed earlier, where a large M results in a smaller MMSE, we conclude that for a specific P, the wavelet filter with a large number of M can effectively reduce the computational complexity while having a smaller MMSE at its output.
The main contribution of this paper is to control the null width of the notch filter by using the vanishing moment property of the M-band P-regular wavelet filters. As to assess the ripple amplitude of the MMSE FIR notch filter, we define the ripple region 1 − δ, 1 + δ representing the region within which the pass band of the frequency response of the notch filter lies. With different values of M and P, Table 4 illustrates the ripple amplitude δ of the proposed notch filter with notch frequency f 0 = 0.1 and the SVDbased approach. It is shown that the parameters M and P of the wavelet filter seem to have no significant effect on the ripple amplitude. In addition, as compared to the full-rank SVD-based method, the proposed wavelet-based notch filter shows approximate ripple amplitude as that of the SVDbased method.
Finally, under fixed filter length N = 30, Fig. 7 compares the frequency responses of the notch filters with notch frequencies f 1 = 0.1,and f 2 = 0.2, respectively. The regularities imposed on the two notches are P 1 = 3 for the notch frequency f 1 and P 2 = 1 for the notch frequency f 2 , respectively. As shown in the figure, the proposed waveletbased notch filter has almost the same frequency response as those of the full rank methods except that the SVD-based method shows a slightly sharper transition region than the proposed method at notch frequency f 1 .
Conclusions
A wavelet-based design on the notch filter with adjustable null width is proposed in this paper. With the vanishing moment properties, the M-band P-regular wavelet filters are exploited to construct the null matrix of the notch filter. In addition to having less computational complexity, the waveletbased notch filter demonstrates similar performance as that of the notch filter with full-rank null matrix. The null width of the notch filter is controlled by the regularity P, whereas the associated MMSE is dominated by the number of bands M of the employed wavelet filters. Moreover, for a specific value of regularity P, the wavelet filters with a large number of M can effectively reduce the computational complexity while having a smaller MMSE.
