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Abstract
In this paper we investigate in which cases unions of identi$able classes are also necessarily
identi$able. We consider identi$cation in the limit with bounds on mindchanges and anomalies.
Though not closed under the set union, these identi$cation types still have features resembling
closedness. For each of them we $nd n such that
(1) if every union of n − 1 classes out of U1; : : : ; Un is identi$able, so is the union of all n
classes;
(2) there are classes U1; : : : ; Un−1 such that every union of n− 2 classes out of them is identi-
$able, while the union of n− 1 classes is not.
We show that by $nding these n we can distinguish which requirements put on the identi$a-
bility of unions of classes are satis$able and which are not. We also show how our problem is
connected with team learning. c© 2001 Elsevier Science B.V. All rights reserved.
1. Introduction
This paper considers a problem in inductive inference. Gold in [12] introduced the
paradigm of identi$cation in the limit: the identi$cation strategy receives data on the
object to be learned (a language, for instance) in the input, and produces an in$nite
sequence of hypotheses (characterizing this object) that must stabilize on some correct
$nal value.
Many modi$cations to Gold’s model of learning have been proposed, such as pre-
diction [4], behaviourally correct [3], probabilistic [8], and consistent identi(cation
[21], co-learning [10], identi(cation of minimal G*odel numbers [9].
Each such modi$cation introduces a new identi$cation type. One of the $rst question
that arises after introducing a new identi$cation type is: “Is it closed under the operation
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of set union?” i.e., is the class of functions U1 ∪U2 identi$able if classes U1 and U2
are identi$able?
This problem is solved for most if not for all the known identi$cation types. The
$rst such result was proved by Gold: he showed that there are two language classes
that are identi$able in the limit, while their union is not [12]. A similar result for the
case of total recursive functions was obtained independently by B'arzdi+n,s in [3] and by
Blum and Blum in [5].
After these results it seemed natural that, whatever requirements we put on the
identi$ability of classes and their unions, there are such classes that satisfy these
requirements.
However, in [2] it was shown that there are unsatis$able requirements as well. It
turned out that Ex nonetheless has a property much resembling closedness: if all the
unions of classes U1 ∪U2, U1 ∪U3 and U2 ∪U3 are identi$able, then U1 ∪U2 ∪U3 is
identi$able, too.
We can formalize this property as follows: we consider an identi$cation type to be
n-closed if for every n classes of recursive functions, if all the unions of n−1 of these
classes are identi$able, so is the union of all n classes. It turns out that to distinguish
between satis$able and unsatis$able sets of requirements we have to $nd the least n
for which the identi$cation type is n-closed.
In [2] this problem was solved for some cases of identi$cation in the limit modi$ed
by bounds on the number of anomalies (see [5, 7]) and on the number of mindchanges
(see [11, 7]).
The purpose of this paper is to show the complete picture of n-closedness of
identi$cation in the limit of total recursive functions and languages with bounds on
mindchanges and anomalies (these are the most often considered modi$cations of iden-
ti$cation in the limit) and to solve the problem of satis$ability of requirements as well
as to investigate the properties of n-closedness for identi$cation types in general.
Paper [19] deals with this problem in team learning, where several strategies partic-
ipate in the identi$cation, and only a speci$ed amount of them is required to succeed.
After the preliminaries in Section 2, we de$ne n-closedness in Section 3 and point
to its connection with team learning in Section 5. In Section 6 we show how the
satis$ability of requirements problem depends on n-closedness properties. In Section 7
we solve the n-closedness problem for the considered identi$cation types. Section 8
concludes the paper.
2. Preliminaries
2.1. Notation
Any recursion-theoretic notation not explained below is from [17]. N denotes the
set of natural numbers, {0; 1; 2; : : :}. ∗ denotes “an arbitrary $nite (natural) number”. In
inequalities (∀n∈N)[n¡∗¡∞]. 〈·; : : : ; ·〉 denotes a computable one-to-one numbering
of all the tuples of natural numbers.
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Let R denote the set of total recursive functions of one argument and P the set
of partial recursive functions of one argument. We $x a GNodel numbering of P (cf.
[17]) and denote it by ’. Wi, the domain of ’i, is the recursively enumerable language
accepted by ’i. Let E denote the set of recursively enumerable languages.
If f(x) is unde$ned, we write f(x)↑. By f(x)↓=y we mean that f(x) is de$ned
and equal to y, f(x)↓ means that f(x) is de$ned. If f; g∈P; a∈N∪{∗}, then f=a g
means that card({x∈N |f(x) = g(x)})6a: For L1, L2 ∈E, a∈N∪{∗}, by L1 =a L2 we
mean that card((L1 − L2)∪ (L2 − L1))6a: In both cases up to a the diPerences are
called anomalies. If f∈R, f[n] denotes 〈f(0); f(1); : : : ; f(n)〉:
We consider $nite and in$nite sequences with values from N∪{#}, where # means
“no data”. The length of a $nite sequence  is denoted by ||. For a sequence , the
initial sequence of length n is denoted by [n]. The content of a sequence  is the set
of natural numbers in the range of , denoted content(). An in$nite sequence T is a
text for a language L iP content(T )=L. We $x some computable one-to-one encoding
of the $nite sequences of this kind by natural numbers. The code of a sequence  is
denoted by '. ⊆  means that  is an extension of , ⊂  means that  is a proper
extension of .
2.2. Identi(cation of recursive functions
An identi(cation strategy F is an arbitrary partial recursive function. It receives as
input f[n] – the initial segment of the target function f∈R. We will refer to its output
F(f[n]) as a hypothesis on the function f. A mindchange is an event when F(f[n])
and F(f[n+1]) are both de$ned and diPerent.
Denition 1 (Blum and Blum [5], Case and Smith [7], Freivalds and Wiehagen [11],
Gold [12]). Let a; b∈N∪{∗}. A strategy F Exab-identi(es a function f∈R (f∈Exab
(F)) iP:
(1) (∃N )[(∀n¡N )[F(f[n])↑]∧ (∀n¿N )[F(f[n])↓]];
(2) (∃h)[(∀∞n)[F(f[n])↓= h]∧’h=a f];
(3) the number of mindchanges made by F on f does not exceed b.
Denition 2 (Blum and Blum [5], Case and Smith [7], Freivalds and Wiehagen [11],
Gold [12]). A class U ⊆R is Exab-identi(able (U ∈Exab) iP (∃F ∈P)[U ⊆Exab(F)]:
We sometimes omit the index a if a=0 and b if b= ∗. Particularly, Ex=Ex0∗.
The following relationship has been established between these identi$cation types.
Theorem 3 (Case and Smith [7]). (∀a; b; c; d∈N∪{∗})[Exab⊆Excd⇔ a6c∧ b6d]:
2.3. Identi(cation of languages
A language identi(cation strategy F is an arbitrary partial recursive function. It
receives as input T [n] – the initial segment of a text T for the target language L∈E.
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Note that there are in$nitely many texts for any non-empty language. A mindchange
is an event when F(T [n]) and F(T [n+ 1]) are both de$ned and diPerent.
Denition 4 (Case and Lynes [6], Gold [12], Osherson and Weinstein [15]). Let a;
b∈N∪{∗}. A strategy F TxtExab-identi(es a language L∈E (L∈TxtExab(F)) iP for
every text T for L:
(1) (∃N )[(∀n¡N )[F(T [n])↑]∧ (∀n¿N )[F(T [n])↓]];
(2) (∃h)[(∀∞n)[F(T [n])= h]∧Wh=a L];
(3) the number of mindchanges made by F on T does not exceed b.
Denition 5 (Case and Lynes [6], Gold [12], Osherson and Weinstein [15]). A lang-
uage class L⊆E is TxtExab-identi(able (L∈TxtExab) iP (∃F)[L⊆TxtExab(F)].
We sometimes omit the index a if a=0 and b if b= ∗. Particularly, TxtEx=TxtEx0∗.
The following basic relationship has been established between the de$ned identi$-
cation types.
Theorem 6 (Case and Lynes [6], Osherson and Weinstein [15]). (∀a; b; c; d∈N∪{∗})
[TxtExab⊆TxtExcd⇔ a6c∧ b6d]:
2.4. Identi(cation types
In general, we de$ne an identi(cation type by the following scheme.
(1) I-identi$cation is de$ned as a mapping M→P(A), where M is the set of sub-
jects performing identi$cation (in this paper, the set of strategies), A is the set of
objects to be identi$ed (for instance, A=R or A=E), and P(A) is the set of
all the subsets of A; I(M) is the set of all the objects identi$ed by M ∈M;
(2) a class U ⊆A is considered I-identi$able iP (∃M ∈M)[U ⊆I(M)];
(3) the identi$cation type is characterized by the set I={U ⊆A |U is I-identi$able}.
This de$nition takes into account only the set-theoretical aspects of identi$cation types,
not the learning-theoretical aspects. But we will need exactly these aspects up to Sec-
tion 7 where we will consider particular identi$cation types.
3. n-Closedness
Here we de$ne n-closedness and list some of its properties.
Denition 7. An identi$cation type I1 is n-closed in I2 (n¿1) iP
(∀U1; : : : ; Un⊆A)

(∀i | 16i6n)


n⋃
j=1;j =i
Uj ∈ I1

⇒
n⋃
j=1
Uj ∈ I2

 :
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Denition 8 (Smotrovs [19]). An identi$cation type I is n-closed (n¿1) iP I is
n-closed in I.
So “2-closed” is the same as “closed”. The following propositions can be easily
proved by set-theoretical considerations.
Proposition 9. If I1 is n-closed in I2; then I1⊆I2.
Proposition 10. If I2 is n-closed in I3; I1⊆I2 and I3⊆I4; then I1 is n-closed
in I4.
Proposition 11. Let I1 be n-closed in I2: Then I1 is m-closed in I2 for all m¿ 1.
Proof. Suppose I1 is n-closed in I2. If n=1, then the I1-identi$ability of the empty
class implies the I2-identi$ability of any class, so A∈I2, and I2 is m-closed for all
m¿ 1.
Suppose 1¡n6m, and classes U1; : : : ; Um satisfy the property (∀i | 16i6m)[
⋃m
j=1; j =i
Uj ∈I1]. De$ne V1 =U1; : : : ; Vn−1 =Un−1; Vn=
⋃m
j=n Uj. We have
⋃n−1
j=1 Vj ∈I1 because⋃n−1
j=1 Vj ⊆
⋃m−1
j=1 Uj ∈I1. Other unions of n−1 Vj-classes are equal to the corresponding
unions of m− 1 Uj-classes, so
(∀i | 16i6n)


n⋃
j=1;j =i
Vj ∈ I1

 :
Since I1 is n-closed in I2,
⋃n
j=1 Vj =
⋃m
j=1 Uj ∈I2.
The proposition shows that to characterize the n-closedness properties of I1 in I2
we need to $nd the minimal n for which I1 is n-closed in I2.
Denition 12. We say that n is the closedness degree of I1 in a superset I2 (n=
csdeg(I1;I2)) iP n is the smallest number such that I1 is n-closed in I2. If such n
does not exist, we de$ne csdeg(I1;I2) =∞.
We will call cdeg(I)= csdeg(I;I) the closedness degree of I. From
Proposition 10 and Theorems 3 and 6 we get:
Proposition 13. If a16a2; b16b2; c16c2; and d16d2; then
csdeg(Exa2b2 ;Ex
c1
d1 )¿csdeg(Ex
a1
b1 ;Ex
c2
d2 ):
Proposition 14. If a16a2; b16b2; c16c2; and d16d2; then
csdeg(TxtExa2b2 ;TxtEx
c1
d1 )¿csdeg(TxtEx
a1
b1 ;TxtEx
c2
d2 ):
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4. Connection with team learning
It turns out that the problem of $nding the closedness degree is equivalent to a
problem in team learning. According to this model, many strategies participate in the
identi$cation, and we require only a certain amount of them to be successful. Team
learning was suggested by Case and was $rst investigated by Smith [18]. The general
de$nition is due to [14].
Denition 15. Let I be an identi$cation type. U ⊆R is I-identi$able by a team “k
out of l” (we write U ∈ [k; l]I; 16k6l) iP there is a “team” of l strategies such that
every function from U is I-identi$ed by at least k of these strategies.
Proposition 16. I1 is n-closed in I2 i? [n− 1; n]I1⊆I2.
Proof. Suppose I1 is n-closed in I2. Let U ∈ [n−1; n]I1, and let F1; : : : ; Fn be a team
that [n− 1; n]I1-identi$es U . We de$ne Ui = {f∈U | (∀j = i)[f∈I1(Fj)]}. Clearly,
(∀j | 16j6n)[⋃ni=1; i =j Ui⊆I1(Fj)]. Since I1 is n-closed in I2,
⋃n
i=1 Ui =U ∈I2.
Now, suppose [n − 1; n]I1⊆I2. Let U1; : : : ; Un be such sets that (∀j | 16j6n)
[
⋃n
i=1; i =j Uj ∈I1]. Let Fj be the strategy that identi$es
⋃n
i=1; i =j Ui. Then the
team F1; : : : ; Fn[n−1; n]I1-identi$es
⋃n
i=1 Ui. So
⋃n
i=1Ui ∈I2. Therefore, I1 is n-closed
in I2.
Corollary 17. cdeg(I)= n i? n is the minimal number for which [n−1; n]I=I: cdeg
(I) =∞ i? for all n∈N:I⊂ [n− 1; n]I.
Corollary 18. csdeg(I1;I2)= n i? n is the minimal number for which [n− 1; n]I1⊆
I2. Otherwise csdeg(I1;I2) =∞.
5. Satisability of requirements
Suppose we have a set of requirements on the I-identi$ability of every union of
some classes out of U1; U2; : : : ; Uk . We want to $nd a simple criterion for distinguishing
if this set of requirements is satis$able.
A convenient way for expressing such requirements is to use the Boolean functions.
We will write Boolean vectors in boldface and their components in italics with indices.
A vector x∈{0; 1}k corresponds to the union ⋃xi=1Ui. Let f : {0; 1}k → {0; 1}. If
f(x)= 0, we demand that the corresponding union is identi$able. If f(x)= 1, the
corresponding union must be unidenti$able.
Denition 19. Let a; b∈N∪{∗}. A Boolean function f : {0; 1}k →{0; 1} is I-satis-
$able iP (∃U1; : : : ; Uk ⊆A)(∀x∈{0; 1}k)[
⋃
xi=1Ui ∈I⇔ f(x)= 0].
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Which of the properties of identi$cation types I are relevant for the satis$ability
of Boolean functions? Two properties are immediate: I contains the empty set and
together with a set I contains all of its subsets. Ref. [2] showed that another prop-
erty is relevant: the closedness degree. The following de$nition combines these three
restrictions.
Denition 20. A Boolean function f : {0; 1}k → {0; 1} is n-convolutional iP
(1) f(0)= 0;
(2) (∀x; y∈{0; 1}k)[x6y ⇒ f(x)6f(y)] (monotonicity);
(3) (∀x∈{0; 1}k)(∀i1; : : : ; in | 16i1¡ · · ·¡in6k ∧ xi1 = · · · = xin =1)[(∀r | 16r6n)
[f(x1; : : : ; xir−1; 0; xir+1; : : : ; xk)= 0]⇒ f(x)= 0].
We will prove by the next theorem that n-convolutionality is the desired criterion
for all identi$cation types satisfying two natural properties.
Denition 21. Let t be an injective mapping A×N→A (we will call such mapping
a tagging of A). An identi$cation type I is t-tag invariant iP
(∀j ∈ N)[U ∈ I⇔ t(U; j) ∈ I];
where t(U; j) is the image of U under t(·; j).
Informally, I is t-tag invariant iP supplying a tag j to every element of a class does
not aPect its identi$ability.
Denition 22. Let t be a tagging of A. An identi$cation type I is t-tagged union
closed iP
(∀n ∈ N)(∀U1; U2; : : : ; Un ∈ I)


n⋃
j=1
t(Uj; j) ∈ I

 :
The “natural” identi$cation types usually have these properties. We will prove it for
the types Exab and TxtEx
a
b.
Proposition 23. There exist taggings t1; t2 such that (∀a; b∈N ∪ {∗})[Exab is t1-tag
invariant and t1-tagged union closed; and TxtExab is t2-tag invariant and t2-tagged
union closed].
Proof. De$ne t1(f; j)=f′, where f′(x)= 〈f(x); j〉, and t2(L; j)=L′= {〈x; j〉 | x=0∨
x − 1∈L}. It is easy to see that t1 and t2 are taggings for R and E, and satisfy the
corresponding condition of tag invariance for Exab and TxtEx
a
b (because the strategy
can easily obtain f from f′, L from L′, and vice versa).
Suppose that U1; U2; : : : ; Un ∈I. To identify
⋃n
j=1 ti(Uj; j); i=1; 2, in both cases the
strategy obtains the tag j from the input and applies the strategy that identi$es Uj.
This proves the tagged union closedness.
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Theorem 24. Let I be a t-tag invariant and t-tagged union closed identi(cation type.
If cdeg(I)= n∈N; then a Boolean function is I-satis(able i? it is n-convolutional.
If cdeg(I)=∞; then a Boolean function f is I-satis(able i? f(0)= 0 and f is
monotone.
Proof. At $rst we prove the necessity. Suppose a function f : {0; 1}k →{0; 1} is
I-satis$able. Let U1; : : : ; Uk be the classes that satisfy the requirements. Then, be-
cause of the mentioned properties of identi$cation types, f(0)= 0 and f is monotone.
Suppose cdeg(I)= n∈N. Let x be an arbitrary vector from {0; 1}k . Let i1; : : : ; in be
such that 16i1¡ · · ·¡in6k and xi1 = · · · = xin =1. We de$ne yj; 16j6n, to be such
vectors that
(1) yjij =1,
(2) yjir =0 for r = j; 16r6n;
(3) yjs = xs for s∈{1; : : : ; k} − {i1; : : : ; in}.
Let Vj be the union of U1; : : : ; Uk corresponding to the vector yj. Then the vectors
(x1; : : : ; xir−1; 0; xir+1; : : : ; xk); 16r6n, correspond to the unions of n − 1 classes out
of V1; : : : ; Vn. If these are I-identi$able, so is
⋃n
j=1 Vj, because I is n-closed. Since⋃n
j=1 Vj corresponds to the vector x, we have proved that f is n-convolutional.
Now, suUciency.
Denition 25. A vector x is a minimal 1-vector for a Boolean function f iP
(1) f(x)= 1 and
(2) (∀y¡x)[f(y)= 0].
Let xj; 16j6m, be all the minimal 1-vectors for f. Let nj be the number of
components in xj that are equal to 1. Suppose that cdeg(I)= n∈N and f is n-con-
volutional. Point 3 in the de$nition of n-convolutionality implies that nj¡n for every
j∈{1; : : : ; m}. Suppose cdeg(I)=∞; f(0)= 0 and f is monotone. Then, trivially,
every nj¡∞.
So, in both cases I is not nj-closed, j∈{1; : : : ; m}, and there are such classes
U j1 ; : : : ; U
j
nj that every union of nj−1 out of them is I-identi$able, while
⋃nj
i=1 U
j
i is not.
Now we construct the classes U1; : : : ; Uk that satisfy the requirements given by f.
Suppose x ji =1 for some 16i6k and 16j6m, and suppose x
j
i is the ljth component
of xj that is equal to 1. Then we add the set t(U jlj ; j) to Ui. So the class Ui is the
union of these sets for all the values of j such that x ji =1.
Suppose f(x)= 1. Then for some j; xj6x, and the corresponding union contains as
a subset the image of
⋃nj
i=1 U
j
i =∈I under the tagging t(·; j). Since I is t-tag invariant,
this union is I-unidenti$able.
Suppose f(x)= 0. According to the monotonicity, for each j there is such sj that
xsj =0 and x
j
sj =1. Suppose x
j
sj is the ljth component equal to 1 in xj. Then the
union corresponding to x is a subset of
⋃m
j=1 t(Vj; j), where Vj =
⋃nj
i=1; i = lj U
j
i is
I-identi$able. Since I is t-tagged union closed, this union is I-identi$able.
This proves I-satis$ability.
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6. Closedness degrees
The results of the previous section imply that to solve the satis$ability problem for
Exab and TxtEx
a
b, we have only to $nd the closedness degrees of these identi$cation
types, which we will do in this section. In the proofs we will use diagonalization and
simulation techniques. Another interesting approach was considered in [1], where the
similarity of such proofs to games was explored.
6.1. Exab-identi(cation
The $rst result in the whole area of the closedness of identi$cation types for total
recursive functions was the next theorem.
Theorem 26 (B 'arzdi+n,s and Freivalds [3] and Blum and Blum [5]). There are such
classes U1; U2⊆R that U1 ∈Ex; U2 ∈Ex; and U1 ∪U2 =∈Ex∗.
So, csdeg(Ex;Ex∗)¿2. Then, in team learning, the following result was obtained.
Theorem 27 (Pitt and Smith [16]). (∀a∈N∪{∗})[[2; 3]Exa⊆Exa].
Using Proposition 13 and Corollaries 17 and 18 we get:
Theorem 28. (∀a∈N∪{∗})[cdeg(Exa)= 3].
Now we will consider the identi$cation types Exb and Ex∗b , b∈N. Theorem 29 is
a generalization of Theorem 4:2 in [2].
Theorem 29. (∀b∈N)(∀a; a′ ∈N∪{∗} | a′¿2b+1a)[csdeg(Exab;Exa
′
b )62
b+2].
The proof of the theorem is based on a lemma.
Lemma 30. For all b∈N; a; a′ ∈N∪{∗}; such that a′¿2b+1a; there is an algorithm
that can Exa
′
b -identify any function f∈R knowing (receiving as parameters) algo-
rithms of 2b+2− 1 strategies such that each of them produces at least one hypothesis
on f and at least 2b+2 − 2 of them Exab-identify f.
Proof. Let strategies F1; F2; : : : ; F2b+2−1 and a function f satisfy the conditions. The
algorithm F redirects its input to the strategies Fi until they output hypotheses hi; i=1;
2; : : : ; 2b+2 − 1. Then F produces a hypothesis h such that ’h(x)=y iP at least 2b+1
of the values ’hi(x), i=1; 2; : : : ; 2
b+2 − 1, are y.
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In case b¿0, F waits for 2b+1 − 1 of the strategies Fi to make a mindchange. Sup-
pose it happens, then, to Exb-identify f, these strategies can make no more than b−1
mindchanges from now on. So F select these 2b+1 − 1 strategies, disregards their hy-
potheses made before the mindchange and applies to them the algorithm corresponding
to the case of Exb−1-identi$cation. This algorithm identi$es f with no more than b
additional hypotheses and with no more than 2ba anomalies, so f∈Exa′b (F).
Suppose no more than 2b+1−2 strategies make a mindchange or b=0. Then among
hi there are no more than 2b+1− 1 hypotheses with more than a anomalies, so ’h can
have an anomaly only at the points where at least one of the remaining 2b+1 hypotheses
have an anomaly, that is at no more than 2b+1a points.
Proof of Theorem 29. It is suUcient to prove that Exab is 2
b+2-closed in Exa
′
b .
Let U1; U2; : : : ; U2b+2 ⊆R be such classes that all the unions of 2b+2 − 1 classes out
of them are Exab-identi$able. Let F1; F2; : : : ; F2b+2 be the strategies that identify these
unions. We will construct a strategy F that Exa
′
b -identi$es
⋃2b+2
j=1 Uj.
The strategy F redirects its input to the strategies Fi until 2b+2 − 1 of them output
a hypothesis. Such an event happens because every function f∈ ⋃2b+2j=1 Uj belongs to
2b+2 − 1 of the unions of 2b+2 − 1 classes, thus at most one of the strategies Fi does
not identify f.
Then F selects these 2b+2 − 1 strategies, applies the algorithm from the previous
lemma and identi$es the input function.
The next theorem is a generalization of Theorems 3:1 and 4:1 from [2].
Theorem 31. (∀b∈N)[csdeg(Exb;Ex∗b )¿2b+2 − 1].
We will use the idea whose origin is the concept of “self-describing” functions used
in [3, Theorem 2]. We will use functions that output instructions for Exab-identi$cation
of themselves. Even more, they will output many arrays of such instructions. The
instructions will be of three kinds.
(1) An elementary instruction 〈1; j; i; n〉, i; j¿1. Informally, it proposes n as the ith
hypothesis in the jth array of instructions.
(2) A compound instruction 〈2; y1; : : : ; yp〉, where yi are elementary instructions. In
this way many elementary instructions can be incorporated in one value output by
a function.
(3) A split instruction. It consists of two values, 〈3; i; y1; y2〉 and 〈4; i; y3; y4〉, where
y1 − y2 + y3 − y4 is an elementary or a compound instruction, and i is a unique
identi$er for this pair of values. In this way an instruction can be split into two
parts so that by changing any of these parts we can obtain a diPerent instruction.
(In fact, we could do this using only two numbers, y1 and y3; we have chosen
the above form for the ease of writing the proof.)
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Among the values f(x) there must be exactly one value of kind 〈3; i; ·; ·〉 and exactly
one value 〈4; i; ·; ·〉 to get a split instruction with identi$er i. Naturally, other kinds
of instructions can be designed to prove similar results for identi$cation types not
considered in this work.
Let Instr(f) be the set of elementary instructions output by f, including those that
are contained in the compound and the split instructions.
Denition 32. We will say that a function f∈R is a j-instructor with respect to the
Exab-identi$cation (a; b∈N ∪ {∗}) iP there is an instruction 〈1; j; c; n〉 ∈ Instr(f) such
that ’n=a f; c6b+ 1 and, if 〈1; j; c′; n′〉 ∈ Instr(f) for some c′ and n′, then c′¡c or
n′= n.
Let us denote the class of j-instructors with respect to Exab by I
Exab
j . It is easy to see
that IEx
a
b
j ∈Exab.
Proof of Theorem 31. Let us denote k =2b+2 − 1. De$ne Ui =(
⋂
j =i I
Exb
j ), where
i; j∈ [1; k]. Then ⋃i =j Ui⊆ IExbj ∈Exb.
We will prove that
⋃ k
j=1 Uj ∈Ex∗b . Suppose there is a strategy F that identi$es this
union. The multiple recursion theorem (see [20]) allows us to construct functions that
use each others GNodel numbers as parameters. We construct functions ’ni one of which
will be the function from
⋃ k
i=1 Ui not identi$ed by F .
The algorithm below uses a procedure new(x). It lets x= nc, and then c= c + 1,
where c is a counter in the algorithm. The algorithm describing ’ni is as follows
• Stage 0
Let c=1, j=0, p= k, D= {p}.
Execute new(si) for 16i6p − 1. Output values are as shown in the table
below.
0 : : : p− 2 : : :
’s1 ; : : : ; ’sp−1 〈1; 1; 1; s1〉 : : : 〈1; p− 1; 1; sp−1〉 〈 〉
The leftmost column contains the functions de$ned, other columns show values output
at the corresponding inputs. The rightmost column means that these values are output
up to in$nity unless the algorithm goes to the next stage.
Let the variable y throughout this algorithm indicate the maximal value of argument
at which the values have been output at the moment. We simulate the strategy F
on the initial segments of ’s1 . If a hypothesis is output on ’
[x]
s1 for some x, we let
h=F(’[x]s1 ), x0 = max(x; y) + 1; we input 〈 〉 up to x0 − 1, if needed, and go to
stage 1.
• Stage m (16m6b+ 1)
Let r=card(D), l=(p− 1)=2.
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Let d1; : : : ; dr be the elements of D. Execute new(t), new(ui) for 16i6l−1, new(t′),
new(vi) for 16i6l− 1. Output values as shown in the table below.
x0 : : : x0 + r − 1
’s1 ; : : : ; ’sl ; ’t ; ’u1 ; : : : ; ’ul−1 〈1; d1; m; t〉 : : : 〈1; dr; m; t〉
’sl+1 ; : : : ; ’sp−1 ; ’t′ ; ’v1 ; : : : ; ’vl−1 〈1; d1; m; t′〉 : : : 〈1; dr; m; t′〉
x0 + r : : :
’s1 ; : : : ; ’sl ; ’t ; ’u1 ; : : : ; ’ul−1 〈1; j + l+ 1; m+ 1; u1〉 : : :
’sl+1 ; : : : ; ’sp−1 ; ’t′ ; ’v1 ; : : : ; ’vl−1 〈1; j + 1; m+ 1; v1〉 : : :
x0 + r + l− 2 : : :
’s1 ; : : : ; ’sl ; ’t ; ’u1 ; : : : ; ’ul−1 〈1; j + 2l− 1; m+ 1; ul−1〉 〈 〉
’sl+1 ; : : : ; ’sp−1 ; ’t′ ; ’v1 ; : : : ; ’vl−1 〈1; j + l− 1; m+ 1; vl−1〉 〈0〉
If m= b+1, the algorithm remains in this stage forever. If m¡b+1, we simulate F on
functions ’s1 and ’sl+1 . If F changes the current hypothesis h on ’
[x]
s1 for some x, we
let h=F(’[x]s1 ), x0 = max(x; y)+1, output 〈 〉 up to x0−1, add j+1; : : : ; j+l; j+p−1
to D, let si = ui for 16i6l− 1, j= j + l, p= l and go to stage m+ 1.
If F changes the current hypothesis h on ’[x]sl+1 for some x, we let h=F(’
[x]
sl+1),
x0 = max(x; y) + 1, output 〈0〉 up to x0 − 1, add j + l; : : : ; j + p− 1 to D, let si = vi
for 16i6l− 1, p= l and go to stage m+ 1.
Let us explain the meanings of variables at the start of stage m: si are GNodel numbers
that have been proposed as the mth hypotheses in the instructions. The indices of these
instructions begin with j + 1 and their amount is p− 1=2b+3−m − 2. D contains the
indices of the arrays of instructions for which the mth hypothesis has not been proposed
yet.
At stage m two alternatives represented by ’s1 and ’sl+1 are proposed for F . Since
they diPer at in$nitely many points, the last hypothesis h cannot be Ex∗b -correct
for both of them. If F does not make a mindchange on any of the two alternatives,
the algorithm remains at stage m forever, ’s1 ; ’sl+1 ∈
⋃k
i=1Ui and at least one of these
two functions is not Ex∗b -identi$ed by F . If F makes a mindchange on one of these
alternatives, the algorithm switches to stage m+1, choosing this alternative for further
consideration. At stage b + 1 F cannot output a new hypothesis, since it already has
made b mindchanges. So F does not identify the union. Contradiction.
Corollary 33. (∀b∈N) [cdeg(Exb)= cdeg(Ex∗b )= 2b+2].
Lastly, we consider the case of Exab-identi$cation, where a; b∈N; a¿0. The results
turn out to be rather surprising. For a=1, the closedness degree is $nite and still grows
exponentially relative to b, while for a¿2 the closedness degree is ∞.
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Theorem 34. (∀b∈N) [cdeg(Ex1b)¿(7·6b+1 − 2)=5].
Proof. Let us denote k =(7·6b+1− 2)=5. We de$ne Ui =
⋂ k
j=1; j =i I
Ex1b
j ; 16i6k. Then⋃ k
i=1; i =j Ui⊆ IEx
1
b
j ∈Ex1b, 16j6k.
We will prove that
⋃ k
i=1 Ui ∈Ex1b. Suppose F is a strategy identifying this union.
We de$ne functions ’ni described by the following algorithm.
• Stage 0
Let c=1, j=0, p=(7·6b+1 − 2)=5, D= {p}. Execute new(si) for 16i6p − 1.
Output values are as shown in the table below.
0 : : : p− 2 : : :
’s1 ; : : : ; ’sp−1 〈1; 1; 1; s1〉 : : : 〈1; p− 1; 1; sp−1〉 〈 〉
f0 〈1; 1; 1; s1〉 : : : 〈1; p− 1; 1; sp−1〉 〈 〉
The function under the last horizontal line (f0 in this case) is the function not iden-
ti$ed by F in case the algorithm remains in this stage.
Let the variable y throughout this algorithm indicate the maximal value of argument
at which the values have been output at the moment. We simulate the strategy F
on the initial segments of f0. If a hypothesis is output on f
[x]
0 , we let h=F(f
[x]
0 ),
x0 = max(x; y) + 1; we output 〈 〉 up to x0 − 1, if needed, and go to stage 1.
• Stage m (16m6b+ 1)
Let r=card(D). Let d1; : : : ; dr be the elements of D. Execute new(ti) for 16i6r.
Go to substage 1.
◦ Substage 1
Let u=(p− 2)=2, y1 = 〈3; 2m− 1; 0; 0〉, z2 = 〈2; 〈1; d1; m; t1〉; : : : ; 〈1; dr; m; tr〉〉, y2 =
〈4; 2m− 1; z2; 0〉. Output values are as shown in the table below.
x0 x0 + 1 : : :
’s1 ; : : : ; ’su ? y2 〈 〉
’su+1 ; : : : ; ’sp−2 y2 ? 〈 〉
’sp−1 ? ? 〈 〉
’t1 ; : : : ; ’tr y1 y2 〈 〉
f7m−6 y1 y2 〈 〉
The question marks mean that the values are not output at these points as yet. We
compute ’h(x0), ’h(x0 + 1) and the outputs of F on f7m−6.
If m¡b+1 and F changes its current hypothesis on f[x]7m−6 for some x, we assign
h the new hypothesis value, replace question marks with the corresponding values
of f7m−6, let x0 = max(x; y) + 1, output 〈 〉 up to x0 − 1, add j + (p − 2)=6 +
1; : : : ; j + p− 1 to D, let p=(p− 2)=6 and go to stage m+ 1.
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If ’h(x0)=y1, let x1 =y + 1, and go to Substage 2.
If ’h(x0 + 1)=y2, let x1 = y + 1, and go to Substage 5.
x0 x0 + 1 : : : x1 x1+ 1 : : :
’s1 ; : : : ; ’su ; ’sp−1 ? y2 〈 〉 y3 y4 〈 〉
’su+1 ; : : : ; ’sv y1 y2 〈 〉 ? y4 〈 〉
’sv+1 ; : : : ; ’sw y1 y2 〈 〉 y3 ? 〈 〉
’sw+1 ; : : : ; ’sp−2 y1 y2 〈 〉 ? ? 〈 〉
’t1 ; : : : ; ’tr y1 y2 〈 〉 y3 y4 〈 〉
’s′w+1 ; : : : ; ’s′p−3 y1 y2 〈 〉 y3 y4 〈 〉
f7m−5 y1 y2 〈 〉 y3 y4 〈 〉
◦ Substage 2
Let v=(p − 2)2=3; w=(p − 2)5=6. Execute new (s′i) for w + 16i6p − 3. Let
y3 = 〈3; 2m; 0; 0〉; z4 = 〈2; 〈1; j+w+1; m+1; s′w+1〉; : : : ; 〈1; j+p− 3; m+ 1; s′p−3〉〉; y4 =
〈4; 2m; z4; 0〉. Output values are as shown in the table above.
We compute ’h(x1); ’h(x1 + 1) and the outputs of F on f7m−5. If m¡b+ 1 and
F outputs a new hypotheses on f [x]7m−5 for some x, we assign h the new hypotheses
value, let x0 = max(x; y)+1, output 〈 〉 up to x0− 1, add j+1; : : : ; j+w; j+p− 2
and j+p−1 to D, let si = s′w+i for 16i6(p−2)=6−1, let j= j+w; p=(p−2)=6
and go to stage m+ 1.
If ’h(x1)=y3, go to Substage 3.
If ’h(x1 + 1)=y4; go to Substage 4.
◦ Substage 3
Execute new(ti) for 16i6r, new(s′i ) for v + 16i6w−1. Let y5 = 〈3; 2m − 1;
〈2; 〈1; d1; m; t1〉; : : : ; 〈1; dr; m; tr〉〉; z2〉; y6 = 〈3; 2m; 〈2; 〈1; j + v + 1; m + 1; s′v+1〉;
: : : ; 〈1; j + w− 1; m+ 1; s′w−1〉〉; z4〉. Output values are as shown in the table below.
x0 x0 + 1 : : : x1 x1 + 1 : : :
’s1 ; : : : ; ’su ; ’sp−1 y5 y2 〈 〉 y3 y4 〈 〉
’su+1 ; : : : ; ’sv y1 y2 〈 〉 y6 y4 〈 〉
’sv+1 ; : : : ; ’sw y1 y2 〈 〉 y3 ? 〈 〉
’sw+1 ; : : : ; ’sp−2 y1 y2 〈 〉 y6 y4 〈 〉
’t1 ; : : : ; ’tr y5 y2 〈 〉 y6 y4 〈 〉
’s′v+1 ; : : : ; ’s′w−1 y5 y2 〈 〉 y6 y4 〈 〉
f7m−4 y5 y2 〈 〉 y6 y4 〈 〉
Compute outputs of F on f7m−4. If m¡b + 1 and F outputs a new hypotheses
on f [x]7m−4 for some x, we assign h the new hypothesis value, let x0 =max(x; y) + 1,
output 〈 〉 up to x0 − 1, add j + 1; : : : ; j + v; j + w; : : : ; j + p− 1 to D, let si = s′v+i
for 16i6(p− 2)=6− 1, let j= j + v; p=(p− 2)=6 and go to stage m+ 1.
◦ Substage 4 is similar to Substage 3.
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◦ Substages 5–7 are similar to Substages 2–4, respectively.
End of stage m.
j in the algorithm is used as a base index for the arrays that have output their mth
hypothesis (si) before stage m was started. Note that the values are output so that
the corresponding function fi is a q-instructor for all q∈{1; : : : ; k} except one, so
fi ∈
⋃k
j=1 Uj. Note also that there is no way out of the substages 3, 4, 6 and 7 of stage
b+1. So the algorithm remains forever in some substage (or stage 0), and it is easy to
check that the current hypothesis of F has at least two anomalies in comparison with
the function fi, corresponding to this substage (mindchanges after the bth mindchange
made by F are ignored.)
Theorem 35. (∀b∈N)[cdeg(Ex1b)6(7·6b+1 + 3)=5].
Proof. Denote k =(7·6b+1 + 3)=5; l=(7·6b + 3)=5.
Consider classes U1; : : : ; Uk such that the unions of k − 1 classes out of them are
Ex1b-identi$ed by strategies F1; : : : ; Fk . We will construct a strategy F that will identify⋃k
j=1 Uj using F1; : : : ; Fk as subroutines.
Denote the input function by f. Strategy F simulates the strategies F1; : : : ; Fk on
f. F waits until k − 1 strategies make their $rst hypotheses. Suppose the strategies
are F1; : : : ; Fk−1, and their hypotheses are h1; : : : ; hk−1. Then F outputs its own $rst
hypothesis h based on these strategies and their hypotheses.
Suppose b¿0 and l−1 out of these k−1 strategies output another hypothesis. Then
F outputs its second hypothesis, based on these l−1 strategies together with their
hypotheses, and we have reduced our problem to the case of Ex1b−1-identi$cation.
So it is enough to prove that, if no more than l−2 strategies make another hypothesis,
or b=0, then hypothesis h is correct.
In this case there is at most one strategy among F1; : : : ; Fk−1 that does not identify
f and at most l − 2 strategies that identify f, but output another hypothesis. So no
more than l− 1 hypotheses among h1; : : : ; hk−1 are wrong.
Now we describe the algorithm for ’h. It computes the following in$nite table and
the hypotheses made by the Fi’s on all possible initial segments.
0 : : : n : : :
’h1 ’h1 (0) : : : ’h1 (n) : : :
: : : : : : : : : : : : : : :
’hk−1 ’hk−1 (0) : : : ’hk−1 (n) : : :
Let the weight of a value in a column be the number of occurrences of this value in
the column. We will say that values u and v in diPerent columns are p-coordinated iP
there are p rows that have u and v in the corresponding columns.
The aim is to $nd a consistent interpretation of the table, that is, such initial subtable,
such l06l and such initial segment g[n] that l0 − 2 of strategies F1; : : : ; Fk−1 output
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the second hypothesis on a subsegment of g[n] and there are at least k − l0 rows
in the subtable that have no more than one anomaly in comparison with g[n]. Such
interpretations will be found for all but $nitely many n, because the initial segments
of f give consistent interpretations starting with the segment on which the last of the
second hypotheses is output.
When an interpretation is found, ’h outputs values (those that are not already output)
according to the following rules.
(1) Value u is output if its weight is at least (k − 1)=2 and if is l-coordinated with
all the values already output.
(2) Value u is output if its weight is at least (k − l0 + 1)=2, it is equal to the
corresponding value of g and it is l-coordinated with all the values already output.
(3) Value u1 is output at point x1 if it is l-coordinated with all the values already
output and there is a column x2 such that:
(a) at point x2 a value u2 has been output;
(b) there is another value v2 = u2 in column x2 such that, denoting the numbers
of rows that have the corresponding values at points x1 and x2 as in the
table:
Number of rows Value at x1 Value at x2
s1 u1 u2
s2 Other u2
s3 u1 Other
s4 Other Other
s5 u1 v2
s6 Other v2
(here “Other” can also mean “not computed at the moment”), the following
inequalities are obeyed:
s1 + s2¿(k − l)=2; (1)
s2 + s46l− 1; (2)
(4) Suppose there are columns x1 and x2 such that:
(a) column x1 contains two diPerent values u1 and v1 (and maybe some other
values);
(b) either u1 has been output at x1, or no value has been output at x1 and no value
has been output according to rule 3;
(c) column x2 contains two diPerent values u2 and v2 (and maybe some other
values) and u2 has been output at x2;
(d) denoting the number of rows that have the corresponding values at points x1
and x2 as in the table:
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Number of rows Value at x1 Value at x2
t1 u1 u2
t2 v1 u2
t3 Other u2
t4 u1 Other
t5 v1 Other
t6 Other Other
t7 u1 v2
t8 v1 v2
t9 Other v2
the following inequalities are obeyed:
t1 + t2 + t3¿(k − l)=2; (3)
t2 + t3 + t5 + t66l− 1; (4)
t8¿2l− 1: (5)
Then the algorithm outputs u1 at x1 if necessary, and in further outputs a value iP
it is in at least l of t8 rows that contain v1 and v2 at x1 and x2, respectively (any
output according to the previous rules is terminated).
To prove that ’h =1 f in case no more than l−2 strategies change their hypotheses,
we will consider some cases.
(1) ’h has output value according to rule (4). We will use the notation introduced in
this rule. Since no more than l−1 hypotheses among h1; : : : ; hk−1 are wrong, if two
values are l-coordinated, then no more than one of them is incorrect. We get from
(3), (4) and the equality k =6l−3 that t1¿(k− l)=2− l+1=3l=2−1=2¿l, so no
more than one of the values u1 and u2 is incorrect. Since t8¿2l−1¿l (inequality
(5)), no more than one of the values v1 and v2 is incorrect. Combining these two
conclusions we get that exactly one of the values u1 and u2 is incorrect and exactly
one of the values v1 and v2 is incorrect. The latter implies that all of the 2l− 1 or
more rows containing v1 and v2 except at most l− 1 rows will contain the correct
values at all other points, and according to rule (4) these values will be output.
Suppose an incorrect value, u3 has been previously output at some point x3
diPerent from x1 and x2, then it was l-coordinated with u2, therefore u2 is correct,
u1 and v2 are incorrect, and v1 is correct. Hence k−1 − t2 rows have already at
least one anomaly at columns x1 and x2, so the weight of u3 does not exceed t2 +
l−162l−2¡(k−l)=2. Therefore u3 was output according to rule (3). According
to the condition in rule (4), u1 has been already output, so u1 is l-coordinated with
u3. Since both these values are incorrect, we have a contradiction. Thus the only
error made by ’h is either u1, or u2.
(2) ’h at least once has output value according to rule (3), but never according to
rule (4). Considering the $rst value output according to rule (3) we will use the
notation of this rule.
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(a) The weight of u1 in x1 after all the de(ned values are computed in x1 turns
out to be no less than (k−1)=2. Then u1 satis$es the conditions of rule (1),
and we can consider it to be output according to that rule. That case will be
considered further below.
(b) The weight of u1 in x1 never exceeds (k−1)=2 − 1. Let si denote the num-
bers de$ned in the table above in the situation when all the de$ned values
in columns x1 and x2 have been computed. Note that, when new values are
computed, s1 + s2 cannot decrease, while s2 + s4 cannot grow, so inequalities
(1) and (2) remain satis$ed. Our assumption implies
s1 + s3 + s56
k − 1
2
− 1: (6)
Inequalities (1) and (2) imply
s1¿
k − l
2
− l+ 1 = 3l− 1
2
¿1: (7)
Hence u1 and u2 are l-coordinated. Inequalities (2), (6) and equality
∑6
i=1 si
= k−1 imply s4+s6¿s6¿(k−1)=2−l+2=2l¿l. So non-u1 and non-u2 values
are also l-coordinated. Therefore, one of the values u1 and u2 is correct, and
the other is incorrect.
(2b1) u1 is correct, u2 is incorrect. From (6) and (7) we get that s3 + s56
(3l−5)=2. So the number of rows that have error in x1 or x2 is not less
than s1+s2+s4+s6¿k−1−(3l−5)=2= (9l−3)=2. At least (9l−3)=2−
(l−1)= (7l−1)=2¿(k−1)=2 of these have correct values at all other
columns, and using (1) we get that at least s1 + s2 − (l−1)¿l of them
have u1 at x1 and u2 at x2, so the correct values are l-coordinated
between themselves, with u1 and u2, while the incorrect values cannot be
l-coordinated with u2. Thus all the correct values are output according
to rule (1), and ’h has only one error, that is u2.
(2b2) u1 is incorrect, u2 is correct.
• s1¿2l − 1. Then at least (k−1) − s2¿(k−1) − (l−1)=5l−3 rows
have an error at x1 or x2, and at least 5l − 3 − (l−1)=4l−2¿
(k−1)=2 of them have correct values at all other columns. Among
them are at least s1 − (l−1)¿l rows that have u1 at x1 and u2 at
x2. So the correct values are l-coordinated between themselves, with
u1 and u2, and they are output according to rule (1) (the incorrect
values cannot be output since they are not l-coordinated with u1). ’h
has only one error, u1.
• s162l−2. Let v1 be the correct value at x1, s′6 be the number of
rows that have v1 at x1 and v2 at x2, s′′6 = s6− s′6. Since no more than
l−1 rows can have two errors, s3 + s4 + s5 + s′′66l−1. Applying this
inequality as well as (2) and the assumption, we get s′6 = (k−1)−
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s1 − s2 − s3 − s4 − s5 − s′′6¿(k−1) − 4(l−1)=2l¿2l−1. But then
columns x1 and x2 satisfy the conditions of rule (4); this case was
considered above.
(3) All the values output by ’h satisfy the conditions of rule (1) or rule (2). Suppose
that ’h has more than one anomaly.
(a) There are two incorrect values output by ’h. That is impossible, since all
output values are l-coordinated.
(b) Among the values output by ’h there is an incorrect value u1 at some column
x1, and ’h(x2) is unde(ned for some x2. Let v1 =f(x1), u2 =f(x2). Let w1 be
the weight of u1 at x1; w2 the weight of v1 at x1, and w3 = (k−1)− w1 − w2.
Then w1¿(k−l)=2. So there are at least w1 +w3 − (l−1)¿(3l−1)=2¿l rows
that have an error at x1 and correct values at all other columns, including x2.
Therefore u2 is l-coordinated with all the correct values (maybe except v1)
and with u1 and thus satis$es conditions of one of rules (1)–(3). There is a
problem, though. It could be that at every interpretation considered by ’h u2
was not l-coordinated with the computed part of a correct value output in
some column. At further interpretations all the de$ned values at this column
become computed, and u2 becomes l-coordinated with the correct value, but
now u2 can have the same conWict with another column, etc.
Let us consider such interpretation applied by ’h with initial segment g[x]
modelling f that all the de$ned values at x1; x2 are computed, u2 is not l-
coordinated with some previous output value u3 at x3, and in the next inter-
pretation considered by ’h u2 is already l-coordinated with u3. If g(x1) = u1,
with the same reasoning as above we get that u2 and u3 must be l-coordinated.
So, g(x1)= u1.
(3b1) g(x2)= v2 = u2
• g(x3) = u3. Let w′ be the weight of u3 at x3, w′¿(k−l)=2. There
are at least w′ − (l−1)¿(3l−1)=2¿l rows whose only error in this
interpretation is u3 at x3, so they have u1 at x1 and v2 at x2. Thus u1
and v2 are l-coordinated. That is a contradiction, since in fact u1 and
v2 are both incorrect.
• g(x3)= u3. Then the weight of u2 at x2 does not exceed 2l−2, other-
wise u2 and u3 would be l-coordinated, contrary to the assumption.
Since v1 =f(x1) and u2 =f(x2), the number of rows that have no u2
at x2 and have v1 at x1, is at least (k−1)− (2l−2)− (l−1)=3l−1:
Since v1 = g(x1) and v2 = g(x2), the number of rows that have v1 at
x1 and v2 at x2 is at least 3l−1 − (l−1)=2l. But then columns x2
and x1 (in this order) satisfy the conditions of rule (4); this case was
considered above.
(3b2) g(x2)= u2. Since f(x1) = u1 = g(x1), the weight of u2 is at least (w1 −
(l−1)) + (w2 + w3 − (l−1))= 4l−2.
• g(x3) = u3. Since the weight of u3 exceeds 2l−1; u3 is l-coordinated with
u2, contrary to the assumption.
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• g(x3)= u3. Since u3 is not l-coordinated with u2, at least 4l−2 − (l−1)
=3l−1 rows have u2 at x2 and an error at x3 (in this interpretation), and
at least 3l−1− (l−1)=2l¿l of them have no other errors, so they have
u1 at x1, u2 at x2 and values that are correct in relation to both f and g
at all other columns, except x3.
According to the assumption, in the next interpretation u2 becomes
l-coordinated also with u3, so it will be output then (according to the
algorithm, the new columns of the new interpretation are considered only
after x2).
(c) There are two points x1 and x2 at which ’h is unde(ned. Let , be an inter-
pretation in which all the de$ned values at x1 and x2 have been computed,
let g[x] be the initial segment modelling f in ,. Let the number of strategies
that have changed their hypothesis on g[x] be l0 − 2 (we are interested only
in the case l06l); u1 = g(x1), u2 = g(x2): Then the number of rows that have
no more than one error in , is at least (k−1)− (l0 − 1)= k−l0, and at least
one of the values u1 and u2 have weight at least (k−l0+1)=2; let u1 be this
value.
(3c1) The weight of u2 at x2 is less than (k−l0+1)=2. Then at least (k−1)=2
+ 1=3l−1 rows have no u2 at x2, so at least 3l−1 − (l−1)=
2l¿l of them have ,-correct values at all other columns, u1 at x1 among
them. Since u1 is not output, it is not l-coordinated with some previ-
ously output u3 at x3, and g(x3) = u3. Since u3 was output according to
rule (1) or rule (2), it has weight at least (k−l)=2= (5l−3)=2; so there
are (5l−3)=2 − (l−1)= (3l−1)=2¿l rows in which u3 is coordinated
with all the ,-correct values, u1 among them. Contradiction.
(3c2) The weight of u2 at x2 is at least (k−l0 +1)=2. Then u1 and u2 both
satisfy the conditions of rule (2). Since they are not output, they are
not l-coordinated with some previously output value(s).
• Both u1 and u2 are not l-coordinated with some value u3 output
at x3. If u3 = g(x3), then as previously we get that u1 and u2 are
l-coordinated with u3. So u3 = g(x3). Suppose u3 has weight at least
(k−1)=2. Then the number of rows that have u3 at x3 and no more
than one ,-error, is at least (k−1)=2 − (l−1)=2l−1. These rows
have either u1 at x1; or u2 at x2, so u3 is l-coordinated with at least
one of these values.
Suppose u3 has weight less than (k−1)=2. Then it was output ac-
cording to rule (2). Let us consider the interpretation ,′ with the ini-
tial segment g′[x
′] (x′6x) at which u3 was output. According to rule
(2), u3 = g′(x3). Suppose (∃x06x′)[g(x0) = g′(x0)]. Let u0 = g′(x0),
v0 = g(x0). Let w be the number of rows that have no u3 at x3, then
w¿(k−1)=2 + 1. According to ,′, at least w − (l−1) of these rows
have u0 at x0; according to ,, at least w − (l−1) of these rows
have v0 at x0. Since w¿2l − 2; we get a contradiction. Therefore
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such x0 does not exist, and g[x] is an extension of g′[x
′]. Some of the
l0−2 strategies that have changed their hypotheses at , have changed
them already at ,′. Let their number be l1−2 (l16l0). The weight
of u3 is at least (k−l1 + 1)=2. The number of rows that have u3
at x3 and no more than one ,-error at all other columns is at least
(k−l1+1)=2−1−(l0−l1)= (k+l1−1)=2−l0¿(k+1)=2−l=2l−1.
Each of these rows has either u1 at x1, or u2 at x2, so u3 is l-
coordinated with at least one of these values, contrary to the as-
sumption.
• u1 is not l-coordinated with some previously output u3 at x3, u2
is not l-coordinated with some previously output u4 at x4 = x3. As
previously, if u3 = g(x3), the u3 would be l-coordinated with u1. So
u3 = g(x3). Similarly, u4 = g(x4). Since u1 and u3 are not l-coordinated,
there are at least (k−1) − (l−1) rows that have an ,-error either at
x1, or at x3. At least (k−1) − 2(l−1)¿l of them have no other ,-
errors, so they have u2 at x2 and u4 at x4, contrary to the
assumption.
After considering all cases we get that ’h simulates f with no more than one
anomaly.
Corollary 36. (∀b ∈ N)[cdeg(Ex1b)= (7·6b+1 + 3)=5]:
Theorem 37. (∀a ∈ N | a¿1)(∀b ∈ N)[cdeg(Exab)=∞].
Proof. Let k be an arbitrary large natural number, and suppose a¿1. We will prove
that Exab is not k-closed. We de$ne Ui =
⋂k
j=1; j =i I
Exab
j ; 16i6k. Then
⋃k
i=1; i =j Ui⊆ IEx
a
b
j
∈Exab; 16j6k. We have to prove that
⋃k
i=1Ui ∈Exab. Suppose F identi$es this union.
We de$ne functions ’ni by the following algorithm.
• Stage 0
Let c=1. Execute new(si) for 16i6k. Output values are as shown in the table
below.
0 · · · k−1 : : :
’s1 ; : : : ; ’sk 〈1; 1; 1; s1〉 · · · 〈1; k; 1; sk〉 〈 〉
f0 〈1; 1; 1; s1〉 · · · 〈1; k; 1; sk〉 〈 〉
Let the variable y throughout this algorithm indicate the maximal value of argument at
which the values have been output at the moment. Simulate the strategy F on the initial
segments of f0. If a hypothesis is output on f
[x]
0 ; we let h=F(f
[x]
0 ); x0 = max(x; y)+1;
we output 〈 〉 up to x0 − 1; if needed, and go to stage 1.
• Stage r (16r6b+ 1)
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◦ Substage 0
Output values are as shown in the table below.
x0 : : : x0 + a− 1 x0 + a : : :
’s1 ? ? ? ? 〈 〉
’s2 ; : : : ; ’sk ? ? ? 〈 〉 〈 〉
fr;0 〈 〉 〈 〉 〈 〉 〈 〉 〈 〉
Compute ’h(x0); : : : ; ’h(x0 + a), and, if r¡b+ 1, simulate F on fr;0. Whenever
’h(x)↓= 〈 〉 for some x∈ [x0; x0 + a− 1], output ’si(x)= 〈0〉, change fr;0 corre-
spondingly: fr;0(x)= 〈0〉, and restart simulating F on fr;0 as well as computing
’h at other points.
If F makes a mindchange on f[x]r;0 for some x, we let h=F(f
[x]
r;0 ), x0 = max(x; y)+
1, =f[x0−1]r;0 , and go to substage k.
If ’h(x0+a)↓= 〈 〉, we let x1 = x0+a, x2 =y+1, output ’si(x0+a−2)=’si(x0+
a−1)= 〈 〉 for 16i6 k (if at these points values have not been already output),
〈 〉 up to x2 − 1, if needed, and go to substage 1.
◦ Substage t (16t6 k − 2)
Output values are as shown in the table below.
xt : : : xt+1 xt+1 + 1 : : :
’s1 ; : : : ; ’st ? 〈 〉 ? 〈 〉 〈 〉
’st+1 〈 〉 〈 〉 ? ? 〈 〉
’st+2 ;:::;’sk 〈 〉 〈 〉 〈 〉 ? 〈 〉
fr; t 〈 〉 〈 〉 〈 〉 〈 〉 〈 〉
We compute ’h(x0); : : : ; ’h(x0 + a − 3), ’h(xt+1), ’h(xt+1 + 1) and the outputs
of F on fr; t .
Whenever ’h(x)↓= 〈 〉 for some x∈ [x0; x0 + a− 3], output ’si(x)= 〈0〉, change
fr; t correspondingly: fr; t(x)= 〈0〉, and restart simulating F on fr; t as well as
computing ’h at other points.
If r¡b + 1 and F changes its current hypothesis on f[x]r; t for some x, we let
h=F(f[x]r; t ), x0 = max(x; y) + 1, =f
[x0−1]
r; t , and go to substage k.
If ’h(xt+1)↓= 〈 〉, we let xt+2 =y + 1, output ’si(xt)=’si(xt+1 + 1)= 〈 〉 for
16 i6 k (where the values have not been already output), 〈 〉 up to xt+2 − 1,
if needed, and go to the substage t + 1.
If ’h(xt+1+1)↓= 〈 〉, let x′=y+1, and output values are as in the table below.
xt : : : xt+1 + 1 : : : x′ : : :
’s1 : : : ; ’st 〈0〉 〈 〉 〈 〉 〈 〉 ? 〈 〉
’st+1 ; : : : ; ’sk 〈 〉 〈 〉 〈0〉 〈 〉 ? 〈 〉
f′r; t 〈0〉 〈 〉 〈0〉 〈 〉 〈 〉 〈 〉
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Compute ’h(x0); : : : ; ’h(x0+a−3), ’h(x′) and the outputs of F on f′r; t . Whenever
’h(x)↓= 〈 〉 for some x∈ [x0; x0 + a − 3] or x= x′, output ’si(x)= 〈0〉, change
f′r; t correspondingly: f
′
r; t(x)= 〈0〉, and restart simulating F on f′r; t as well as
compute ’h at other points.
If r¡b + 1 and F changes its current hypothesis on f′[x]r; t for some x, we let
h=F(f′[x]r; t ), x0 = max(x; y) + 1, =f
′[x0−1]
r; t , and go to substage k.
◦ Substage k − 1
Output values are as shown in the table below.
xk−1 xk−1 + 1 : : : xk : : :
’s1 ; : : : ; ’sk−1 〈0〉 〈 〉 〈 〉 ? 〈 〉
’sk 〈 〉 〈 〉 〈 〉 ? 〈 〉
fr; k−1 〈0〉 〈 〉 〈 〉 〈 〉 〈 〉
Compute ’h(x0); : : : ; ’h(x0 + a− 3), ’h(xk−1 + 1), ’h(xk) and the outputs of F
on fr; k−1.
Whenever ’h(x)↓= 〈 〉 for some x∈ [x0; x0+a−3], x= xk−1+1 or x = xk , output
’si(x)= 〈0〉 (except for the case x= xk−1 + 1, when it is not possible), change
fr; k−1 correspondingly: fr; k−1(x)= 〈0〉, and restart simulating F on fr; k−1 as
well as compute ’h at other points.
If r¡b + 1 and F changes its current hypothesis on f[x]r; k−1 for some x, we let
h=F(f[x]r; k−1), x0 = max(x; y) + 1, =f
[x0−1]
r; k−1 , and go to substage k.
◦ Substage k
Execute new(si) for 16i6k. Output values up to x0− 1 so that ’[x0−1]si =  and
further as shown in the table below.
x0 : : : x0 + k − 1
’s1 ; : : : ; ’sk 〈1; 1; r + 1; s1〉 : : : 〈1; k; r + 1; sk〉
fr 〈1; 1; r + 1; s1〉 : : : 〈1; k; r + 1; sk〉
Let x0 = x0 + k and go to stage r + 1.
End of stage r.
Each stage in this algorithm deals with one hypothesis made by F . It makes the
current hypothesis function to have at least a + 1 anomalies by forcing it to output
values based on smaller and smaller evidence from the functions ’si (substages 0 to
k − 2). When F makes a mindchange, we disregard the previous functions ’si by
choosing new values for si and remembering only the segment  on which F made
the mindchange. So, either the last hypothesis output by F has at least a+1 anomalies,
or F makes at least b+ 1 mindchanges.
6.2. TxtExab-identi(cation
By modifying the proofs of Theorems 29 and 31 we obtain
390 K. Aps !tis et al. / Theoretical Computer Science 268 (2001) 367–393
Theorem 38. (∀b ∈ N)(∀a; a′ ∈ N ∪ {∗} | a′¿2b+1a)
[csdeg(TxtExab;TxtEx
a′
b )62
b+2]:
Theorem 39. (∀b ∈ N)[cdeg(TxtExb;TxtEx∗b) ¿ 2b+2 − 1].
Corollary 40. (∀b ∈ N)[cdeg(TxtExb) = cdeg(TxtEx∗b) = 2b+2].
The next result is diPerent from the case of total recursive functions. In fact,
csdeg(Exab; Ex
a
b′) = 2 for suUciently large b
′.
Theorem 41. (∀a ∈ N | a ¿ 1)[csdeg(TxtExa0;TxtExa) =∞].
Proof. Let k ∈ N, k ¿ 1. We prove that TxtExa0 is not k-closed in TxtExa. We will
use the same kinds of instructions as in the previous subsection, and de$ne the class of
j-instructors ITxtEx
a
b
j in a similar way. We de$ne the language classesLi =
⋂
j =i I
TxtExa0
j ,
where i; j ∈ [1; k]. Then ⋃i =j Ui⊆ ITxtEx
a
0
j ∈ TxtExa0.
We will prove that
⋃k
j=1Lj =∈ TxtExa. We apply diagonalization over the strategies
F and the multiple recursion theorem to construct functions ’ni that use F and the
GNodel numbers of themselves. The algorithm for ’ni is as follows.
• Stage 0
Put 〈1; j; 1; nj〉, 16j6k, in Wn1 ; : : : ; Wnk . Let w = 0. Simulate F on some text for
Wn1 . If F outputs a hypothesis h0 on some initial segment 0 of the text, then go
to stage 1.
• Stage r (r¿1)
Let Lr denote the set of elements put in Wn1 before the start of stage r.
◦ Substage 0
Put 〈0; j〉, w6j6w + a− 1, in Wn1 ; : : : ; Wnk−1 .
Put 〈0; w + a〉 in Wn1 ; : : : ; Wnk−2 .
Simulate F on such extensions of r−1 that give texts for all the languages
Lr∪P, where P is a non-empty subset of {〈0; j〉 | w6j6w+a}. Simultaneously
compute ’hr−1 (〈0; j〉) for w6j6w + a.
Suppose F outputs a new hypothesis hr = hr−1 on a segment r ⊃ r−1. Then
for w6j6w+ a, add 〈0; j〉 to Wnk , add 〈0; w+ a〉 to Wnk−1 , let w = w+ a+1
and go to stage r + 1.
Suppose ’hr−1 (〈0; j〉) ↓ for all j ∈ {w; : : : ; w + a}. Then go to substage 1.
◦ Substage s (16s6k − 3)
Put 〈0; w + a+ s− 2〉 in Wnk−s+1 ; : : : ; Wnk .
Put 〈0; w + a+ s〉 in Wn1 ; : : : ; Wnk−s−2 .
Simulate F on such extensions of r−1 that give a text for Lr ∪ {〈0; j〉 |
(w + a − 16j6w + a + s − 2) ∨ j = w + a + s}. Simultaneously compute
’hr−1 (〈0; w + a+ s〉).
Suppose F outputs a new hypothesis hr = hr−1 on a segment r ⊃ r−1. Then
for w6j6w + a+ s, add 〈0; j〉 to Wn1 ; : : : ; Wnk (if necessary: all these values
already have been added to some of these languages), let w = w + a+ s + 1
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and go to stage r + 1.
Suppose ’hr−1 (〈0; w + a+ s〉) ↓. Then go to substage s+ 1.
◦ Substage k − 2
Simulate F on such extensions of r−1 that give a text for Lr ∪ {〈0; j〉 |
w + a− 16j6w + a+ k − 5}.
Suppose F outputs a new hypothesis hr = hr−1 on a segment r ⊃ r−1. Then
for w6j6w + a + k − 3, add 〈0; j〉 to Wn1 ; : : : ; Wnk (if necessary), let w =
w + a+ k − 2 and go to stage r + 1.
End of stage r
Each of the stages deals with one hypothesis output by F . The language(s) on
which F is simulated is/are chosen so that the current hypothesis has a+ 1 anomalies
on it/them. There are two ways F can deal with this problem. First, it can change
the current hypothesis. In this case all the diPerences between the current versions
of languages Wni are cleared, and the algorithm goes to the next stage dealing with
the new hypothesis. Second, the current hypothesis function can output a new value,
so decreasing the number of anomalies. Then the algorithm goes to the next substage
ensuring again a+ 1 anomalies. At substage k − 2 the current hypothesis function has
no more such possibility.
So, either F makes in$nitely many mindchanges, or its last hypothesis has at least
a+ 1 anomalies.
Corollary 42. (∀a∈N | a¿1)(∀b∈N∪{∗})[cdeg(TxtExab)=∞].
The next theorem is obtained by applying Corollaries 17 and 18 to results in team
learning (Theorems 17 and 20 in [13]).
Theorem 43. cdeg(TxtEx)= cdeg(TxtEx∗)= 4.
7. Conclusion
The following table summarizes the obtained closedness degrees.
Exa→b
↓
0 1 2 : : : ∗ TxtExa→b
↓
0 1 : : : ∗
0 4 9 ∞ ∞ 4 0 4 ∞ ∞ 4
1 8 51 ∞ ∞ 8 1 8 ∞ ∞ 8
2 16 303 ∞ ∞ 16 2 16 ∞ ∞ 16
: : : : : : : : : ∞ ∞ : : : : : : : : : ∞ ∞ : : :
n 2n+2 7·6
n+1+3
5 ∞ ∞ 2n+2 n 2n+2 ∞ ∞ 2n+2
: : : : : : : : : ∞ ∞ : : : : : : : : : ∞ ∞ : : :
∗ 3 3 3 3 3 ∗ 4 ∞ ∞ 4
More interesting than $nding the closedness degrees for other identi$cation types (such
as BCa, CONSa, [k; l]Exab, etc.) is the question: for which identi$cation types the cdeg
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is $nite? How does the cdeg value aPect the hierarchy of success ratios k=l that yield
classes [k; l]Exab that are diPerent in their learning power? The cdeg value determines
the $rst ratio (n− 2)=(n− 1) in this hierarchy (in descending order), but does it imply
also some further values? And what is this hierarchy in the cases when cdeg is in$nite?
It seems that then it is not well ordered, unlike the cases that have been investigated
at the moment.
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