Introduction
Let R −∞, ∞ and R 0, ∞ . Let Q ∈ C 2 : R → R be an even function and let w x exp −Q x be such that ∞ 0 x n w 2 x dx < ∞ for all n 0, 1, 2, . . . . For ρ > −1/2, we set w ρ x : |x| ρ w x , x ∈ R.
1.1
Then we can construct the orthonormal polynomials p n,ρ x p n w 2 ρ ; x of degree n with respect to w 
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We denote the zeros of p n,ρ x by −∞ < x n,n,ρ < x n−1,n,ρ < · · · < x 2,n,ρ < x 1,n,ρ < ∞.
1.3
A function f : R → R is said to be quasi-increasing if there exists C > 0 such that f x ≤ Cf y for 0 < x < y. For any two sequences {b n } ∞ n 1 and {c n } ∞ n 1 of nonzero real numbers or functions , we write b n c n if there exists a constant C > 0 independent of n or x such that b n ≤ Cc n for n being large enough. We write b n ∼ c n if b n c n and c n b n . We denote the class of polynomials of degree at most n by P n .
Throughout C, C 1 , C 2 , . . . denote positive constants independent of n, x, t, and polynomials of degree at most n. The same symbol does not necessarily denote the same constant in different occurrences.
We shall be interested in the following subclass of weights from 1 .
Definition 1.1. Let Q : R → R be even and satisfy the following properties.
a Q x is continuous in R, with Q 0 0.
b Q x exists and is positive in R \ {0}. is quasi-increasing in 0, ∞ with T x ≥ Λ > 1, x ∈ R \ {0}.
1.6
e There exists C 1 > 0 such that
, a.e. x ∈ R \ {0}.
1.7
Then we write w ∈ F C 2 . If there also exist a compact subinterval J 0 of R and C 2 > 0 such that
, a.e. x ∈ R \ J, 1.8 then we write w ∈ F C 2 .
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In the following we introduce useful notations.
a Mhaskar-Rahmanov-Saff MRS numbers a x is defined as the positive roots of the following equations: , |x| ≤ a u , ϕ u a u , a u < |x|.
1.11
In 2, 3 we estimated the orthonormal polynomials p n,ρ x p n w 2 ρ ; x associated with the weight w 2 ρ |x| 2ρ exp −2Q x , ρ > −1/2 and obtained some results with respect to the derivatives of orthonormal polynomials p n,ρ x . In this paper, we will obtain the higher derivatives of p n,ρ x . To estimate of the higher derivatives of the orthonormal polynomials sequence, we need further assumptions for Q x as follows. b There exist positive constants C i > 0 such that for x ∈ R \ {0}
c There exist constants 0 ≤ δ < 1 and c 1 > 0 such that on 0, c 1
1.13
Then we write w x ∈ F ν C 2 . Furthermore, w x ∈ F ν C 2 and Q x satisfies one of the following.
a Q x /Q x is quasi-increasing on a certain positive interval c 2 , ∞ .
b Q ν 1 x is nondecreasing on a certain positive interval c 2 , ∞ .
c There exists a constant 0 ≤ δ < 1 such that
Then we write w x ∈ F ν C 2 . 
In the following, we consider the exponential weights with the exponents Q l,α,m x . Then we have the following examples see 4 . x is nondecreasing on a certain positive interval c 2 , ∞ .
In this paper, we will consider the orthonormal polynomials p n,ρ x with respect to the weight class F ν C 2 . Our main themes in this paper are to obtain a certain differential equation for p n,ρ x of higher-order and to estimate the higher-order derivatives of p n,ρ x at the zeros of p n,ρ x and the coefficients of the higher-order Hermite-Fejér interpolation polynomials based at the zeros of p n,ρ x . More precisely, we will estimate the higher-order derivatives of p n,ρ x at the zeros of p n,ρ x for two cases of an odd order and of an even order. These estimations will play an important role in investigating convergence or divergence of higher-order Hermite-Fejér interpolation polynomials see 5-16 . This paper is organized as follows. In Section 2, we will obtain the differential equations for p n,ρ x of higher-order. In Section 3, we will give estimations of higher-order derivatives of p n,ρ x at the zeros of p n,ρ x in a certain finite interval for two cases of an odd order and of an even order. In addition, we estimate the higher-order derivatives of p n,ρ x at all zeros of p n,ρ x for two cases of an odd order and of an even order. Furthermore, we will estimate the coefficients of higher-order Hermite-Fejér interpolation polynomials based at the zeros of p n,ρ x , in Section 4.
Journal of Inequalities and Applications

5
Higher-Order Differential Equation for Orthonormal Polynomials
In the rest of this paper we often denote p n,ρ x and x k,n,ρ simply by p n x and x kn , respectively. Let ρ n ρ if n is odd, ρ n 0 otherwise, and define the integrating functions A n x and B n x with respect to p n x as follows: 
Theorem 2.1 cf. 6, Theorem 3.3 . Let ρ > −1/2 and w x ∈ F C 2 . Then for |x| > 0 one has the second-order differential relation as follows:
Here, one knows that for any integer n 1,
2.4
where
Especially, when n is odd, one has a x p n x b x p n x c x p n x d x q n−1 x 2ρA n x q n−1 x 0, 2.6
where q n−1 x is the polynomial of degree n − 1 with p n x xq n−1 x . 
2.9
We differentiate the left and right sides of 2.2 and substitute 2.2 and 2.9 . Then consequently, we have, for n ≥ 1,
2.10
Using the recurrence formula 2.8 and
2.11
because Q u is an odd function. Therefore, we have
When n is odd, since xp n x − p n x x 2 q n−1 x , 2.6 is proved.
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For the higher-order differential equation for orthonormal polynomials, we see that for j 0, 1, 2, . . . , ν − 2 and |x| > 0
2.13
Let
0 for nonnegative integer j. In the following theorem, we show the higher-order differential equation for orthonormal polynomials. 
2.16
and for j ≥ 0
Proof. It comes from Theorem 2.1 and 2.13 .
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Corollary 2.3. Under the same assumptions as Theorem 2.1, if n is odd, then
2.19
Proof. Let n be odd. Then we will consider 2.6 . Since q
2.20
and we have
2.21
Therefore, we have the result from 2.6 .
In the rest of this paper, we let ρ > −1/2 and w x exp −Q x ∈ F ν C 2 for positive integer ν ≥ 1 and assume that 1 2ρ − δ ≥ 0 for ρ < 0 and a n n 1/ 1 ν−δ , 2.22
where 0 ≤ δ < 1 is defined in 1.13 .
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In Section 3, we will estimate the higher-order derivatives of orthonormal polynomials at the zeros of orthonormal polynomials with respect to exponential-type weights.
Estimation of Higher-Order Derivatives of Orthonormal Polynomials
From 3, Theorem 4.2 we know that there exist C and n 0 > 0 such that for n ≥ n 0 and |x| ≤ a n 1 η n ,
If T x is unbounded, then 2.22 is trivially satisfied. Additionally we have, from 17, Theorem 1.3 , that if we assume that Q x is nondecreasing, then for |x| ≤ εa n with 0 < ε < 1/2
where there exists a constant C > 0 such that
Here, θ ε Λ−1 /2Λ and λ n O e −n C for some C > 0. For the higher derivatives of A n x and B n x , we have the following results in 17, Theorem 1.8 . A n x T a n a n j , B j n x A n x T a n a n j .
3.5
Moreover, there exists ε n > 0 such that for |x| ≤ a n /2 and j 1, . . . , ν − 1,
with ε n → 0 as n → ∞. 
3.7
In the following, we have the estimation of the higher-order derivatives of orthonormal polynomials. Theorem 3.3. Let 1 ≤ 2s 1 ≤ ν and 0 < α < 1/2. Then for a n /αn ≤ |x kn | ≤ αa n the following equality holds for n large enough:
p n x kn .
3.10
Here,
μ 3 α, n : λ α, n λ α, n − 1 αλ α, n ε n ε n λ α, n 1 n . for a n /α 0 n ≤ |x kn | ≤ α 0 a n . x kn T a n a n Q x kn 1 |x kn | A n x kn T a n a n j p n x kn .
3.11
3.15
We note that for n large enough,
because we know that x 1n < a n ρ/2 from 3, Theorem 2.2 and a n ρ/2 − a n a n ρ/2 1 − a n a n ρ/2 ≤ C 1 a n ρ/2 T a n log 1 ρ/2 n ≤ C 2 a n nT a n ≤ a n o η n .
3.17
To prove these results we need some lemmas.
b For |x| ≤ 1/2 a n Q x ≤ C x a n Λ−1 n a n .
3.19
c For |x| ≤ a n 1 η n
Then for |x| ≤ a n /2 Q j 1 x Q a n /2 T a n /2 a n j ,
3.21
and for a n /2 ≤ |x| ≤ a n 1 η n Q j 1 x Q x T a n a n j .
3.22
Proof. a For |x| ≤ a n /2 and 1 ≤ k ≤ ν − 1, there exists ε n satisfying ε n → 0 as n → 0 such that a k x ε n n a n k 1 .
3.23
Moreover, for |x| ≤ a n 1 η n and 1 ≤ k ≤ ν − 1,
b For |x| ≤ a n /2 and 1 ≤ k ≤ ν − 2, there exists ε n satisfying ε n → 0 as n → 0 such that
3.25
T a n a n k A n x .
3.26
c For |x| ≤ a n /2 and 1 ≤ k ≤ ν − 3, there exists ε n satisfying ε n → 0 as n → 0 such that
ε n n a n k 3
, i 1, 2, 3, 4, 5, 6.
3.27
Moreover, for |x| ≤ a n 1 η n and 1 ≤ k ≤ ν − 3,
T a n a n k A 3 n x , i 1, 2, 3, 4, 5, 6. 3.28
d For |x| ≤ a n /2 and 1 ≤ k ≤ ν − 3, there exists ε n satisfying ε n → 0 as n → 0 such that
ε n n a n k 1
, i 1, 2.
3.29
Moreover, for |x| ≤ a n 1 η n and 0 ≤ k ≤ ν − 3,
A n x T a n a n T a n a n k A n x ,
T a n a n k A n x , i 1, 2.
3.30
Proof. a Since a x A n x , we prove it by Theorem 3.1. b For 1 ≤ k ≤ ν − 2, we see
From 3.18 , we know that T a n /2 log n. Therefore by 3.19 , 3.21 , and 3.6 we have for 0 ≤ x ≤ a n /2
T a n /2 a n
and for |x| ≤ a n 1 η n we have by 3.21 and 3.22
x Q x n a n T a n a n k A n x .
3.33
Consequently we have b . c Next we estimate c k x . Suppose |x| ≤ a n /2. Let us set c x For |x| ≤ a n 1 η n , we have similarly to the case of |x| ≤ a n /2 c k i
x T a n a n ≤ Cμ 1 α, n n a n , 3.37
where μ 1 α, n is defined in Theorem 3.3 and for L 1 a n /n ≤ |x| ≤ a n /2
3.38
Moreover, for |x| ≤ a n 1 η n ,
T a n a n Q x 1 |x| .
3.39
Proof. Since
3.40
we have 3.39 for |x| ≤ a n 1 η n by 3.5 . For a n /αn ≤ |x| ≤ αa n we have from 3.6 and 3.19 that
C 2 α n a n A n x ≤ Cμ 1 α, n n a n A n x .
3.41
Moreover, we can obtain 3.38 for L 1 a n /n ≤ |x| ≤ a n /2 from the above easily.
Lemma 3.10. Let 0 < α < 1/2 and 0 ≤ j ≤ ν − 2. Let a n /αn ≤ |x| ≤ αa n . Then for a n /αn ≤ |x| ≤ αa n
with |f j α, x kn , n | ≤ C μ 2 α, n μ 3 α, n , where μ 2 α, n , μ 3 α, n , and β x, n are defined in Theorem 3.3. For L 1 a n /n ≤ |x| ≤ 1/2 a n one has
3.43
On the other hand, one has for L 1 a n /n < |x| ≤ a n 1 η n ,
A n x T a n a n 2 .
3.44
Proof. First, we know that
e 2 x x −2 .
3.45
Suppose a n /αn ≤ |x| ≤ αa n . Since from 3.18 and 3.19 Q a n 2 log n n n a n 2 , Q a n 2 n a n , 3
we have from 3.6
A n x .
3.47
Since |d x | ≤ C 1 λ α, n ε n n a n A n x , 3.48 we know from 3.6 that
e 2 x x −2 ≤ Cα λ α, n ε n α n a n 2 A n x . 3.49
Therefore we have for a n /αn ≤ |x| ≤ αa n B j j x − c x ≤ Cμ 2 α, n n a n 2 A n x .
3.50
Since from 3. ≤ C μ 2 α, n μ 3 α, n n a n 2 .
3.54
Therefore, since
there exist constants f j α, x kn , n with |f j α, x kn , n | ≤ C μ 2 α, n μ 3 α, n such that we have for a n /αn ≤ |x| ≤ αa n
3.56
Especially, from the above estimates we can see 3.43 for L 1 a n /n ≤ |x| ≤ a n /2. On the other hand, suppose L 1 a n /n ≤ |x| ≤ a n 1 η n . Then since from Theorem 2.1 and 3.5
T a n a n A 2 n x A n x T a n a n 2 A n x 3.57
and |Q x | n/a n A n x , we have from Lemma 3.8
B j j x
A n x T a n a n 2 A n x .
3.58
Therefore, we have 3.44 for L 1 a n /n < |x| ≤ a n 1 η n .
Lemma 3.11. Let 0 < α < 1/2 and 1 ≤ j ≤ ν − 2. Let L 1 a n /n ≤ |x| ≤ a n /2. Then for 1, 2, . . . , j − 1, there exists ε n satisfying ε n → 0 as n → 0 such that
≤ ε n n a n j− 2 .
3.59
Moreover, one has for L 1 a n /n ≤ |x| ≤ a n 1 η n ,
T a n a n A n x T a n a n j− 1 .
3.60
Proof. For 1, 2, . . . , j −1 we have from Lemma 3.8 that there exists ε n satisfying ε n → 0 as n → 0 such that
ε n αn a n n a n j− 2 ε n αn a n 2 n a n j− 1 ≤ ε n n a n j− 3 .
3.61
Similarly, for 1, 2, . . . , j − 1 and L 1 a n /n < |x| ≤ a n 1 η n , B j x T a n a n A n x T a n a n j− 1
3.62
Therefore, we have the results. 
Proof of Theorem 3.3. First we know that the following differential equation is satisfied:
3.63
Suppose L 1 a n /n ≤ |x kn | ≤ 1/2 a n . Then since we see from 3.63 and 3.38 that we proved the results.
Proof of Theorem 3.4 . From 3.3 , Theorem 3.1, and the definitions of μ i α, n i 1, 2, 3 in Theorem 3.3, if for any δ > 0 we choose a fixed constant α 0 δ > 0 small enough, then there exists an integer N N α 0 such that we can make μ 1 α 0 , n , μ 2 α 0 , n , and μ 3 α 0 , n small enough for a n /α 0 n ≤ |x| ≤ α 0 a n with n > N.
Proof of Corollary 3.5.
Since we have from Lemma 3.8 that |C j j 2 0 | ∼ n/a n , |C j j 1 0 | n/a n 2 for j ≥ 0 and |C j s 0 | n/a n j 3−s for 1 ≤ s ≤ j, we obtain using the mathematical induction that p j 1 n 0 n a n j p n 0 .
3.79
Therefore, from 3.65 we prove the result easily.
Proof of Theorem 3.6. We know that from 3.39
T a n a n Q x kn 1 |x kn | p n x kn 3.80
and from 3.44
A n x kn T a n a n 2 p n x kn .
3.81
Suppose p 2s−1 n x kn A n x kn T a n a n 2s−2 p n x kn , p 2s n x kn T a n a n Q x kn 1 |x kn | A n x kn T a n a n 2s−2 p n x kn .
3.82
Then since A n x kn T a n a n T a n a n Q x kn 1 |x kn | A n x kn T a n a n 2s−1 p n x kn ,
3.83
we have p 2s 1 n x kn A n x kn T a n a n 2s p n x kn .
3.84
Here, we used that T a n /a n |Q x kn | 1/|x kn | A n x kn T a n /a n . Similarly, since T a n a n Q x kn 1 |x kn | A n x kn T a n a n 2s p n x kn ,
3.85
we have p 2s 2 n x kn T a n a n Q x kn 1 |x kn | A n x kn T a n a n 2s p n x kn . 3.86
Estimation of the Coefficients of Higher-Order Hermite-Fejér Interpolation
Let l, m be nonnegative integers with 0 ≤ l < m ≤ ν. For f ∈ C l R we define the l, morder Hermite-Fejér interpolation polynomials L n l, m, f; x ∈ P mn−1 as follows:
4.1
Especially for each P ∈ P mn−1 we see L n m − 1, m, P; x P x . The fundamental polynomials h s,k,n,ρ m; x ∈ P mn−1 , k 1, 2, . . . , n of L n l, m, f; x are defined by 
4.7
In addition, one has that for |x kn | ≤ a n 1 η n l m kn j x kn A n x kn T a n a n j
4.8
and if j is odd, then one has that for 0 < |x kn | ≤ a n 1 η n l m kn j x kn T a n a n Q x kn 1 |x kn | A n x kn T a n a n j−1 .
4.9
For j 
4.13
for a n /α 0 n ≤ |x kn | ≤ α 0 a n . 
4.14
On the other hand, one has for |x kn | ≤ a n 1 η n |e s,i l, m, k, n | A n x kn T a n a n i−s .
4.15
Especially, if i − s is odd, then one has
A n x kn T a n a n i−s−1 .
4.16
Especially, for f ∈ C R we define the m-order Hermite-Fejér interpolation polynomials L n m, f; x ∈ P mn−1 as the 0, m -order Hermite-Fejér interpolation polynomials L n 0, m, f; x . Then we know that 
4.19
On the other hand, one has for |x kn | ≤ a n 1 η n |e i m, k, n | A n x kn T a n a n i .
4.20
Especially, if i is odd, then one has |e i m, k, n | T a n a n Q x kn 1 |x kn | A n x kn T a n a n i−1 .
4.21
Proof 
4.31
Now, for every j we will introduce an auxiliary polynomial determined by {Ψ j y } ∞ j 1 as the following lemma. 
4.46
Then by 4.12 and 4.14 , |II| is bounded by Cμ 1 α, n n/a n 2s . For 0 ≤ i < s we suppose II,
4.49
we see that |η s ν, α, x kn , n | ≤ C μ 1 α, n μ 2 α, n μ 3 α, n . Therefore, we proved the result.
