Occlusion-Aware Human Pose Estimation with Mixtures of Sub-Trees by Radwan, Ibrahim et al.
1Occlusion-Aware Human Pose Estimation with
Mixtures of Sub-Trees
Ibrahim Radwan∗, Abhinav Dhall and Roland Goecke
Abstract—In this paper, we study the problem of learning a
model for human pose estimation as mixtures of compositional
sub-trees in two layers of prediction. This involves estimating
the pose of a sub-tree followed by identifying the relationships
between sub-trees that are used to handle occlusions between
different parts. The mixtures of the sub-trees are learnt utilising
both geometric and appearance distances. The Chow-Liu (CL)
algorithm is recursively applied to determine the inter-relations
between the nodes and to build the structure of the sub-trees.
These structures are used to learn the latent parameters of
the sub-trees and the inference is done using a standard belief
propagation technique. The proposed method handles occlusions
during the inference process by identifying overlapping regions
between different sub-trees and introducing a penalty term for
overlapping parts. Experiments are performed on three different
datasets: the Leeds Sports, Image Parse and UIUC People
datasets. The results show the robustness of the proposed method
to occlusions over the state-of-the-art approaches.
Index Terms—Exact inference, mixtures of pictorial structures,
mixtures of sub-trees, occlusion, pose estimation
I. INTRODUCTION
THIS paper addresses the problem of articulated humanpose estimation in real-world images. Human pose esti-
mation is a long-standing and challenging problem in com-
puter vision. It is an important building block for applications
such as human activity recognition, attribute recognition and
human-computer interaction. However, estimating the 2D pose
from real-world images is a challenging task due to the high
variability in human body poses, the large degree of freedom
and the hallucination of body limbs. Many algorithms have
been proposed to cope with these different challenges and also
to improve the accuracy of the estimated poses. The key idea in
most of these methods is to describe the appearance of human
body as well as the relationship between the body parts in a
specific pose.
A mixture of sub-trees (MST) style algorithm for pose
estimation is developed in this paper. The algorithm builds
on and improves a popular “flexible mixture-of-parts” (FMP)
approach introduced by Yang and Ramanan [1]. The FMP
approach represents the body pose using a tree-structured part-
based model. Model parts in FMP typically correspond to body
joints or mid-points of body parts. Appearance of each part
is modelled with a collection of HOG templates. Parts are
combined using soft constraints on their mutual position and
compatibility constraints on types of adjacent part templates.
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Significant limitations of the FMP model are that (1) it does
not encode higher order relationships between parts, (2) tree-
structured pairwise connections between parts are defined in
an ad-hoc fashion to follow kinematic relationships between
parts, and (3) the approach fails to handle body part occlusions.
In Wang and Li [2], encoding the non-physical connections
has been addressed by learning combined parts on top of the
single parts. However, learning combined parts only exploits
the appearance context of the parts. That is, the combined
parts can improve the scores of an occluding part such that
it is in the same location as an occluded part. This would
confuse the inference in cases of occlusion just as in the
FMP method. An improvement may be achieved via utilising
more appearance features, which can discriminate between the
different body parts, at the expense of increased complexity.
In any case, relying on the appearance features in the occluded
region of the body parts will not be useful. The solution
proposed here is to employ both the discriminant appearance
features as well as the configuration parameters between the
body parts and their neighbours. When the model is a tree
structure, finding an analytic and exact solution is applicable
as the local parts are independent. However, in the presence
of occlusion, these parts are no longer independent and new
edges between the occluded and occluding parts should be
(temporarily) established to represent this relationship. This
would result in a non-tree structured model, thus performing
the standard message passing and achieving exact inference is
intractable.
The mixtures of sub-trees based model addresses these lim-
itations. MST introduces mid-level components that include
several adjacent body parts and are constructed to encode spe-
cific part appearance and geometric configuration information.
Connectivity of parts within each component is determined
from training data. The proposed model is structured such
that it builds the parent-child relationships according to the
correlation between the observed features of the body parts.
That is, the most correlated parts would result in establishing
an edge between them. Building the structure of the model
based on the appearance or geometric similarities gives more
flexibility to combine the occluded and the occluding regions
in one sibling group. Following this scenario, we clustered
the nodes, which belong to each limb, into different mixtures.
Each mixture will have a unique sub-tree structure, which
results in mixtures of sub-trees (MST) for different limbs.
The motivation behind learning multiple mixtures with
different structures for each limb is to provide flexibility for
the connections between the parts that belongs to each limb.
The MST model also incorporates an additional term that
takes self-occlusion into account. This term down-weights a
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2hypothesis of a part that has substantial overlap with a strong
hypothesis for other parts. Such down-weighting encourages
solutions without over-lapping parts. Technically, the MST
model produces a way to localise and estimate the candidate
positions of the limb in early stages via implementing non-
maximum suppression on the score maps of the limb’s mix-
tures. This helps predicting the parts with occlusion by testing
the overlapping region between the candidates of the limbs.
The occlusion handling step in the MST model improves on
the rectification methods developed in [3]. MST incorporates
occlusion reasoning directly into the inference procedure,
whereas the rectification methods in [3] aim to fix incorrect
pose estimation results as a post-processing step.
The proposed approach can be seen as stacking simple FMP
models for subsets of body parts into a more complex FMP
model. Alternatively, it can also be seen as introducing a
“poselet” type representation [4] into the FMP model. The
key contributions of the proposed method are as follows:
• Constructing a novel and more flexible tree structured
model for estimating the 2D pose from monocular im-
ages, such that exact inference can be achieved.
• Encoding the non-physical configurations via learning
multiple mixtures with different sub-tree structures.
• A self-occlusion reasoning method, which handles the
presence of occlusion in testing images, even if the train-
ing images do not contain occlusions, thereby, eliminating
the need to insert new edges in the tree model to represent
these relationships.
II. RELATED WORK
The literature on human pose estimation is vast and varied
in settings: applications range from highly-constrained MO-
CAP environments (e.g. [5]) to extremely articulated baseball
players (e.g. [6]), to the recently popular ‘in the wild’ datasets
Buffy (from the TV show) and the PASCAL Stickmen (from
amateur photographs) [7]. Pose estimation methods can be
categorised into three general types:
1) Inferring poses from skeletal points. The major drawback
of these methods is their need for a robust foreground
segmentation process to extract the silhouette of the
human body from the background.
2) Detecting poses by matching the input image template
with a database of exemplars and finding the closest
in the nearest neighbour sense. The limitation of these
methods is their need for huge amounts of exemplars in
the training phase.
3) Inferring the human pose firstly by detecting the human
body parts and then learning the configuration parameters
between these parts based on a prior model to estimate the
relative order and connection of these parts. A successful
framework to learn the configuration and connectivity
parameters between the detected body parts is used in
pictorial structure based pose estimation methods.
In this section, we focus on the recent and widely used
Pictorial Structure (PS) models and methods for handling the
occlusion problem.
Pictorial Structure-based Methods: While the Pictorial
Structure idea dates back to Fischler et al. [8], its great
impact in recent years stems from Felzenszwalb et al. [9],
who proposed to learn the deformation parameters between
the body parts. Their approach is based on handling the
relationship between the appearance of a body part and the
compatibility with its adjacent parts being modelled as a cost
function. The optimal solution is found by minimising the cost
function. The main drawback of the approach lies in handling
cluttered and dynamic background scenes containing highly
deformable poses.
Ramanan et al. [10] employed the PS idea to find stylised
poses, such as a walking person, by learning the difference
between the background and foreground from consecutive
frames and then tracking the person in consecutive video
frames. This approach works well in videos for stylised poses
with little occlusion in the parts.
Ramanan et al. [11] also proposed an iterative parsing
process, which consists of two subsequent steps. Firstly, a de-
formable pose model is built based on an edge detector, which
provides initial instances to the position of the articulated parts.
Based on these initial instances, a region-based model is built
for each part (and its background). The result of the region
based model is the output for the body pose estimation. The
drawback of this approach is that the whole process is relying
upon a weak prior – the response of edge detectors – that may
be very unrealistic in cluttered and dynamic backgrounds.
Ferrari et al. [7] extended the work in [11] by proposing
a three-step framework: 1) Upper body detection. 2) Fore-
ground highlighting using Grabcut [12] to automatically learn
foreground/background colour models from regions where the
person is likely to be present/absent. This segmentation step
removes the background clutter. 3) An edge based parsing step
to find instances of the body parts. Based on these steps, the
search space for the body parts is reduced and the problem of
a weak prior is partially solved. However, the whole approach
is relying strongly on the performance and accuracy of the
upper body detector, which may be erroneous. Moreover, the
self-occlusion problem remains still unsolved in this approach.
Ferrari et al. [13] extended their work in [7] by exploiting
two prior assumptions: 1) For the pose of the upper body, the
orientation of the torso and head are near-vertical. This further
reduces the search space for torso and head, thus improving
the chances that they will be correctly estimated. 2) A so
called repulsive model is used to partially solve the problem of
occlusion only between the two arms. The model gives a high
probability value when the two arms are not connected and a
lower probability when they are connected. Although, this is
a good solution when the problem of self-occlusion is limited
to overlapping arms, that is not the case with articulated body
parts with a large degree of freedom, where there are variants
of self-occlusion types between the different body parts.
Felzenszwalb et al. [14] proposed articulated pose es-
timation and action recognition using an object detection
framework based on mixture of multi-scale deformable part
models. This idea has become a building block in many recent,
subsequent papers on human detection and pose estimation.
The approach builds on the PS framework [9] by representing
3an object as a collection of parts arranged in a deformable
configuration. This deformable configuration is represented
by a spring like model, where this model is trained from
images labelled with a bounding box around the object without
knowing the exact position of the body parts. The part types
are handled as latent variables and trained through a latent
support vector machine (LSVM).
Andriluka et al. [15] also proposed a discriminative appear-
ance model to overcome the problem of dynamic background
and the need for the foreground segmentation step. Starting
from the original PS method [9] for discriminatively detecting
each body part, the normalised margin of each part is inter-
preted as the appearance likelihood for that part. Although this
produces a general framework for both object detection and
articulated pose estimation, the model is not able to estimate
the human pose in highly occluded scenes.
One of the major challenges in pose estimation is the
existence of large degrees of freedom and shortenings in the
appearance of the parts. Most of the above mentioned literature
utilises only one template as a detector for each part. However,
Yang et al. [1] proposed a novel framework based on PS [9]
using mixture of pictorial structures (MoPS) to encode the
parts in different orientations and shortenings. This leads to
mixtures of models to be used for estimating the pose of a
given image. A shortcoming of the MoPS approach is the lack
of handling non-physically connected parts, such as those that
can occur between the two legs if they are overlapping, which
leads in many cases to poor body part detections.
Tian et al. [16] proposed a flexible handling of the connec-
tion between the body parts through representing the parents
as a set of latent nodes, which encode the types of the parts.
The model is hierarchically structured and learnt in two layers.
Due to the relationships between the observed and the latent
nodes in the model being pre-defined, most of the non-physical
connections have not been identified, which leads to poor
part detections in cases of self-occlusion. In [2] and [17], the
authors proposed a scheme to handle non-physical connections
between parts. A recursive grouping algorithm is applied and a
set of combined parts is learnt. The combined parts are utilised
with the single templates of the body parts in a tree model to
detect the human pose.
In our proposed model, we follow the method of grouping
the parts recursively into mixtures of sub-trees, where each
mixture has a structure of observed and latent nodes (similar
to the combined parts in [2]) and each sub-tree is rooted in a
latent node, which connects all mixtures together. The purpose
of structuring the human body into mixtures of sub-trees is
to encode non-physical connections between body parts and
to utilise the roots of the sub-trees as stationary nodes for
handling occlusion between sub-trees.
Occlusion-Reasoning Methods: Sigal and Black [18]
modelled self-occlusion handling in the PS framework by
imposing a set of constraints on the occluded and occluding
regions, which are extracted after performing background sub-
traction, which renders it unsuitable for dynamic background
scenes. Wang and Mori [19] constructed multiple tree models
to estimate the pose and to reason the occlusion. In their
method, the same strategy as in [18] is followed via assuming
a known order of the body parts and re-weighting the scores
of the occluded region through learning binary variables for
the occluded and occluding parts. In our view, detecting the
occlusion region requires estimating the candidates for the
body parts and then re-weighting the scores of the occluded
region different from the non-occluded parts. Moreover, rea-
soning the occlusion between all body parts is computationally
expensive when the parts order is unknown and the parts order
is impractical. In contrast, we propose an early detection phase
for each part via propagating the messages through the parts in
a sub-tree and handling the root of these sub-tree as stationary
nodes, where the occlusion between the sub-trees is detected.
Then, re-scoring of the regions with occlusion occurs.
The rest of the paper is organised as follows: The proposed
method of modelling the structure of human poses as a
mixture of sub-trees, the training and inference algorithms
are presented in Sec. III. An extension to the proposed
model for occlusion reasoning is proposed in Sec. IV. Sec.
V provides quantitative and qualitative experimental results
and a discussion of the proposed method compared with state-
of-the-art approaches. Sec. VI concludes and summarises the
findings of the paper.
III. MODELLING THE HUMAN POSE
In this section, the general steps of the proposed algorithm
for modelling the body pose as mixtures of sub-trees are
discussed. Beginning with how the model is initialised and
structured based on the labels of the training data. Then, the
training of this model is performed, followed by the prediction
of the 2D pose for any input image through an inference step.
A. Structuring a Sub-Tree
Given an image I , the human pose can be depicted as a
graph G = (V,E), where the nodes V represent the body
parts and the edges E are the links between the physically
or “non-physically” connected parts. To determine the parent-
child relationships between the nodes, in the proposed model,
let us start with the positions of 26 body parts as in [1]. Each
node vi contains the position of the part i. The nodes V , which
represent the body, are divided into sub-trees (limbs), with a
sub-tree for each group of nodes for the following limbs: left
arm, right arm, left leg and right leg. A sub-tree comprises set
of nodes and different configurations. In addition, each sub-
tree is rooted with a latent node, which will be used later to
handle the occlusion relationships between the non-physically
connected sub-trees. The position of the root node of each
sub-tree can be at any point on the sub-tree space. In the
experiments, the centre point of a sub-tree is selected to be
the location of the root node.
To start with, the definition of sub-tree is provided as a
collection of nodes/parts connected together on a limb. Each
sub-tree in our model can be modelled by different mixtures,
where each sub-tree’s mixture shares similar geometric and
appearance information. The mixtures of a sub-tree are rooted
on a unified node. This root node is not a physical part of
the body. However, it is a latent node, which is built from
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Fig. 1. Example of building a sub-tree’s mixtures for the left arm: Starting with the input samples (a), these samples are categorised into different mixtures
for the left arm where the correlating samples share similar appearance (first column in (b)). In the second column of (b), a sub-tree structure is constructed
where the circles represent the observed nodes and the rectangles are the latent nodes. The structure of each mixture is here visualised with the corresponding
HOG templates.
all of the messages, which go through the nodes of the sub-
tree. This way of rooting the sub-trees on latent nodes helps
investigating the self-occlusion, which is happening between
the different limbs.
Now, to extract the structures of each sub-tree automatically,
the appearance and the geometric distances between the nodes
in a sub-tree and its root node have been concatenated to
combine a vector for this sub-tree. This is done for all training
data. The widely used K-means clustering is exploited to
extract different mixtures M . The structure of each mixture
is determined automatically based on the adjacency matrix,
which is formed by computing the distance between features
of node vi and features of the root v0 based on the Product-
Moment Correlation Coefficient between those two nodes:
d(X,Y ) = − log( Cov(vi, v0)√
V ar(vi)V ar(v0)
) (1)
where, Cov(vi, v0) = n(
∑n
j=1 v
j
i v
j
0) − (
∑n
j=1 v
j
i )(
∑n
j=1 v
j
0)
is the covariance between the feature vectors of node vi and
its root v0. V ar(v) = n(
∑n
j=1(v
j)2) − (∑nj=1 vj)2 is the
variance of the feature vector of each node v.
Depending on the obtained distance matrix, the Chow-Liu
grouping algorithm ( [20]) is utilised recursively to construct
different structures for the mixtures of the sub-tree. As in [2],
the CL-Grouping algorithm, proposed in [21], is employed
to determine the sibling groups between the body parts in
the mixture of the sub-tree. This results in combined parts,
which are then trained to observe combined parts for each
sibling group to handle the non-physical connections inside the
same mixture. In our method, the CL-grouping is employed
on the level of the mixtures of the sub-tree only, not the whole
body. This results in identifying unique structures (mixtures)
for each sub-tree. Moreover, the root of each sibling group is
manipulated as a latent node. All mixtures of a sub-tree are
rooted on a latent node, where this node is a transitional state
in the model of the whole body. That is, the estimated scores
of these nodes is utilised to measure the overlapping ratios
between the sub-trees as in Section IV.
Given the geometric distances between the observed nodes
in a sub-tree, the CL-grouping algorithm finds set of edges
to connect these nodes from different potential structures by
solving the optimisation problem:
TCL = arg max
T∈T
∑
(i,j)∈T
I(vi; vj) (2)
where I(vi; vj) is the mutual information between nodes i
and j. In our case, I(vi; vj) = −dij , the geometric distances
between the observed nodes, which means that the CL-
grouping algorithm proposes latent nodes to combine the most
correlated pairs into a sibling group, where this group is then
represented by a latent node. From the edges between the
latent and observed nodes, the CL-grouping algorithm assigns
the minimum spanning tree structure for each sub-tree mixture
from all possible structures T .
Now, different mixtures for each sub-tree are built. Next,
the roots of these mixtures are connected together as children
for another latent node. This latent node will hold all messages
that are traversing through structure of the mixture to handle
the connection between the different sub-trees. The output is a
tree model with a set of sub-trees for the limbs’ nodes, which
are connected together through latent nodes.
This process of constructing different prior structures for
each sub-tree is summarised in Figure 1, where the K-means
clustering is employed to categorise the input samples into
groups. The appearance and geometric distances of the nodes
in a sub-tree with respect to their root are measured and
concatenated to build the distance matrix for each group.
This matrix is assigned to the CL-Grouping algorithm to
determine the structure of a group of samples and this structure
defines the parent-child connections between the parts. It
forms the configuration prior for a Mixture of the Sub-Tree
corresponding to each group of samples.
B. Mixtures of the Sub-Trees
In this section, the structure of the whole body model is
explained. As shown in Figure 2, the model has two connected
layers to represent the prior of the body pose. The lower layer
5is for the limbs (legs and arms), which encodes M mixtures for
each sub-tree. The upper layer connects the sub-trees’ mixtures
with the other parts of the torso and the head into a tree model.
Assuming that the configuration of a pose L of an input
image I prefers some specific mixtures of the sub-trees T , the
objective function for estimating that pose configuration is:
J(T ) =
∑
l∈L∗
(
∑
i∈mst(l)
φ(Ti) +
∑
i,j∈most(l)
ψ(Ti, Tj) ) (3)
where L∗ are (L.Body, U. Body and Root) latent nodes in
Figure 2(b), mst(l) is the mixture of sub-trees (children)
connected to their latent nodes. The scores of the latent nodes
are built from the messages passed to them from the children.
Indices i and j represent the mixtures of the trees within each
limb.
The first term, φ(Ti), holds the potential scores of a whole
sub-tree’s mixture and the second term is the pairwise scores
between two connected sub-trees. As the number of possible
configurations of the model given the mixtures of the sub-trees
is large, the unary potentials of a sub-tree are calculated for all
mixtures and only the ones with high scores are chosen to be
passed to the next layer of the model. This can be formulated
via selecting the maximum score values of different mixtures
M over v∗, which is the set of (observed and latent) nodes of
any mixture Ti in the sub-tree. The potential score is calculated
as:
φ(Ti) = arg max
m∈M
∑
i∈v∗
φ(I, pmi ) +
∑
i,j
φ(I, pmi , p
m
j ) (4)
where φ(I, pmi ) is the unary term, which represents the re-
sponse of convolving the features of location p of image I ,(
F ∗(I, pmk )
)
, with a template of type k of part i,
(
wk(z
i
k)
T
)
,
for mixture m of the underlying sub-tree. The second term in
Equation 4 represents both the pairwise compatibility and the
deformation terms. Type types zik and z
j
k of the connected
nodes i and j are either being compatible or not, so the
compatibility term will be assigned a value 1 or −∞, respec-
tively. The deformation term represents the distance between
the expected part location for a specific type and its estimated
location.
At the level of the sub-trees, the unary function will be
measured for the nodes of a sub-tree and the mixtures M of
a sub-tree. In the upper level of the model, the unary term of
the observed nodes in the torso and head (see Figure 2) are
for the types of these observed nodes.
The second term in Equation 3 represents the pairwise
scores between the different connected roots of the sub-trees
and the other nodes in the models. This again can be calculated
via computing both the compatibility and the deformation
costs between each pair of sub-trees Ti and Tj . In the proposed
model, connecting the sub-trees is carried out through latent
nodes (see Figure 2). The compatibility between the sub-trees
has the same meaning as between the nodes in mixture of
sub-tree. However, the deformation cost, in the second layer,
is the average of all deformation distances between the nodes
of the connected sub-trees and can be calculated as:
D(Ti, Tj) =
1
Z
∑
v∈V (Ti)
∑
ki
−a(zki)di(vki , vˆki , zki)+∑
v∈V (Tj)
∑
kj
−a(zkj )dj(vkj , ˆvkj , zkj )
(5)
where Z is the number of all mixtures in the two connected
sub-trees, d is the squared Euclidean distance between every
pair of nodes (vki) and (vˆki) in the sub-tree Ti, and a(zki) is a
weight parameter for a mixture k of a sub-tree i, which needs
to be learned from the training data. This weight parameter
represents the concatenation the parent-child offsets between
the pair of connected nodes in a sub-tree.
1) Training: The mixtures of sub-trees model is trained
in two steps of learning the parameters. In each of them, the
bias, filters and deformation parameters are learnt between the
connected nodes in the model. In the first level, the parameters
are learned for each mixture of a sub-tree to allow choosing
the best fitted limb in the inference phase. The human body
pose is first divided into T sub-trees, where each sub-tree has
M mixtures with a unique structure. Each mixture of a sub-
tree is handled as a tree model with |v∗| parts, where the
instances of each part are clustered into K clusters. The first
type of parameters to be learned are M ×|v∗|×K filters {w}
for the parts in a sub-tree. The second type of parameters
is the compatibility between the nodes, which belong to a
specific mixture of sub-tree or between different sub-trees.
The deformation weights a(zk) and the anchor between the
connected nodes in a mixture of a sub-tree are the third type
of parameters. All of these parameters are initialised by the
default values as in [1], concatenated in vector w, and learned
via the max-margin framework and a latent SVM:
arg min
w,ξ
1
2
M∑
m=1
‖ wm ‖2 +C
∑
n
ξn,
s.t. yiwmiF
∗(I, pmki) ≥ (1− ξn),
ξ ≥ 0,
a(zk) ≥ 0
(6)
where C is the regularisation term, which controls the effect
of the misclassification on the objective function, ξn is the
slack variable for sample n, and yi ∈ {+1,−1} represents the
labels for either the positive or negative samples.
In the second layer of the model, the same learning scheme
as in the first layer is utilised. However, the learned parameters
of the first layer are used as initial values for learning the
parameters of the whole model in this layer. This initialisation
of the parameters accelerates the training process and also
positively affects the final result. In this phase of training the
model’s parameters, the roots of the sub-trees are manipulated
as stationary or transitional nodes to measure the overlapping
ratios between the connected sub-trees. For this purpose,
two other parameters for the upper and lower bounds are
learnt, which constrain the overlapping ratios of the potential
occluding parts in a pre-trained range.
2) Inference: As the proposed model has a tree structure,
exact inference can be achieved via standard message pass-
ing. The pose configuration is obtained via maximising the
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L. Arm R. Arm
U. Body
Root
R. LegL. Leg
L. Body
(b)
(c) (d) (e)
(f) (g) (h)
Fig. 2. Mixtures of Sub-Trees model: (a) Input image. (b) The model in a tree structure where the circles are observed nodes, rectangles represent the latent
nodes and the sectional view brackets include the nodes of each sub-tree with no connection on the figure to indicate that the structure of the sub-trees would
be determined automatically. (c), (d), (f) and (g) show template-based instances of the model with different mixtures of sub-trees. (e) and (h) show the output
pose of applying the model to the input image with the bounding boxes of the parts and the body skeleton overlaid on the image, respectively.
objective function in Equation 3, which can be performed via
sending messages from one node to another one connected in
the model. The messages are passed upwards from node i to
node j in a mixture m of the sub-tree. Then, the messages are
sent from the roots (r) of a mixture to the latent root node
of its sub-tree (l), where the scores of that latent node are
initialised to zero and then computed as:
mr→l(Ti) = max
r∈{roots(M)}
φ(Ti, r)× θc(Ti, r) (7)
where, φ(Ti, r) is the score of the nodes in a mixture of the
sub-tree Ti, which is computed with Equation 4 for a specific
mixture from the M mixtures of the sub-tree. Furthermore, the
probability θc(Ti, r) determines whether the nodes belonging
to the sub-tree are compatible to the mixture type or not. Given
an image, the unary terms are calculated via convolving the
templates of all the nodes on the mixtures of the sub-trees,
the scores are calculated for every node j on the mixtures via
message passing as mj(pj , zj) =
∑
c∈chjmc→j(pj , zj), see
[1]. Then, the scores of the stationary nodes for each sub-tree
are measured using Equation 7.
IV. OCCLUSION-AWARE MIXTURE OF SUB-TREES
(OA-MST)
Pictorial structure based methods lack an efficient way to
tackle the occlusion problem. Some approaches have been
proposed to handle this problem, as mentioned in Section II.
However, these approaches still suffer from the inability to
work on both images with and without occlusion and also
from the assumption that the occlusion order is known [18],
[19], which is generally not the case.
[19] construct multiple tree models to estimate human
pose and to reason the occlusion. In their method, the same
strategy as in [18] is followed via assuming a known order
of the body parts and re-weighting the scores of the occluded
region through learning binary variables for the occluded and
occluding parts. However, detecting the regions with occlusion
requires estimating the candidates for the body parts and then
re-weighting the scores of the occluded region different from
the non-occluded parts. Moreover, reasoning the occlusion
between all body parts is computationally expensive when the
parts order is unknown and the parts order is impractical. In
contrast, an approach is proposed in this paper for an early
detection of parts via propagating the messages through the
parts in a sub-tree and handling the root of these sub-tree
as stationary nodes. Then, the occlusion between these sub-
trees is detected and a re-scoring to the scores of the detected
regions with occlusion is occurred.
In addition, [22] developed a method to handle the occlusion
order between the body parts relying on the appearance state
of the occluding and the occluded parts, where the part, which
is more likely to be visible in the overlapping region is handled
as occluding and the other one as occluded.
Moreover, in [23], a solution to the occlusion reasoning
problem has been introduced via penalising the spatially
overlapping body parts with an exclusion term to prevent them
from appearing in the same body configuration. Their model
is a graph with loops, which leads to a non-exact solution, and
the root node is also handled as a non-occluded part. Moreover,
a regression model is trained from the training data for
every pair of parts, which is computationally expensive to be
7performed for the current PS based models and would require
large training datasets, especially when handling each body
part with different mixtures. However, the idea of penalising
two potentially occluding parts to be in the same spatial
position is still valid as the scores coming from the overlapping
region between the two parts would be biased and may lead
to a wrong configuration pose.
In this section, an extension to the MST approach discussed
in Section III is proposed to handle the occlusion occurrence.
The main idea is to re-weight the parts with an occlusion
region differently than non-occluded regions, without the need
to learn a model for each pair of parts as the amount of images
with different occlusion modes in the training datasets are
not sufficient. This process consists of two steps, occlusion
estimation and rectification.
Detecting the occluding parts in the inference step can be
achieved via constraining the search space of the parts needed
to be penalised on the overlapping candidates from different
parts in different sub-trees. For each part p in a mixture m of
a sub-tree Ti, a potential occlusion set O(pi) is constructed,
which contains all possible candidates for part p that may be
occluded or occluding by other parts in the other sub-trees. The
occlusion set is composed initially by applying non-maximum
suppression (NMS) on evidence map of the whole mixture
m of the sub-tree Ti. That is, applying NMS on the level
of Mixtures of the Sub-Trees, not on the level of each part.
This step will suggest some candidates for each part. Then,
the occlusion between the two sub-trees is checked between
the candidates in the occlusion set. For a candidate position
u of pi, the Intersection over Union (IoU) is utilised to check
the overlapping ratio between the bounding boxes around the
candidate u and all of the candidates v on the another sub-
tree’s mixture. An exclusion term will be used:
ψm(Ti, p, u) = log
[
1−(λij∗ 1
S
∑
p∈Tj
∑
v∈O(pj)
moi→j(pi, u, pj , v)
)]
(8)
where λij is a weight of how compatible the sub-trees Ti and
Tj are (i.e. the amount of overlap). This parameter is learnt
from the training data and gives more weight to the overlap
occurring between the legs and less between legs and arms,
for instance. The other term in the equation is the expected
value of a candidate u in the sub-tree Ti to be occluding or
occluded by any of the candidates of the parts in sub-tree Tj ,
where S is the number of candidate samples of the parts in
the sub-tree Tj and moi→j is measured as:
moi→j(pi, u, pj , v) =
{
θo = IoU(pi, pj) ifθ
o ∈ [Lij , Uij ]
0 otherwise.
(9)
where L and U are the learnt upper and lower bounds of the
possible occlusion ratio between the two sub-trees Ti and Tj .
Implementing Equation 8 for all candidates between the
parts of the two sub-trees requires considering all pair com-
putations between the candidates of the parts in the two sub-
tree, which results in a huge number of computations, in
particular with different mixtures for each sub-tree and for
the parts belonging to them. Fortunately, this large number of
computations can be drastically reduced, if we only consider
Algorithm 1: OA-MST algorithm for a mixture m of sub-
tree Ti
Input: φ(Ti,m), φ(Tj)∀j ∈ T \ {i}, {λi}, {Li}, {Ui}
Output: φˆ(Ti,m) // Re-weighted score map
/* Implement non-maximum suppression to build
occlusion list */
1 Oi ← NMS(φ(Ti,m), threshold)
2 for pi ∈ Oi do
3 Oj ← NMS(φ(Tj ,mj), threshold) ∀mj ∈M(Tj)
4 for pj ∈ Oj do
5 θo ← IoU(pi, pj)
6 Implement Eq. (9) to get moi→j
7 if φ(Ti,m, pj) < φ(Tj ,mj , pj) then
8 ψm(Ti, p, u)← Apply Equation 8
9 end
10 end
/* Re-weight only the selected ones */
11 φˆ(Ti,m, pi)← φ(Ti,m, pi) +max[ψm(Ti, p, .)]
12 end
the candidates that satisfy two constraints. The first constraint
is to consider only candidates that result from applying Non-
Maximum Suppression (NMS) on the scores of the root nodes
of the underlying sub-trees. Only these candidates and their
children in the sub-tree are handled. The second constraint
represents the compatibility between the two sub-trees from
the upper levels. In other words, only if the two candidates of
the nodes of the sub-trees are overlapping with a ratio falling
into a pre-trained range (upper and lower bounds).
In the proposed occlusion reasoning approach, the exclusion
term is added up to the objective function in Equation 3, which
re-weights the scores of those points in the intersection area
that are between the parts from two different sub-trees. The
re-weighting score is applied to the scores of candidates of
the occluded parts. Because the occlusion order is unknown,
we compare between the score of the two parts and choose
the one with the lower value to be the occluded part. The
occlusion reasoning step for obtaining the re-weighted score
of the occluded regions is summarised in Algorithm 1.
V. EXPERIMENTS
The performance of the proposed method in estimating the
human pose from a single image is evaluated on a number of
different experiments.
A. Datasets
The proposed method in its two forms (with and without oc-
clusion reasoning) is evaluated on three widely used datasets:
The Leeds Sport Poses (LSP), [24], Image Parsing (IP), [11]
and UIUC People datasets [25]. The LSP dataset consists
of 2000 images with different poses for individuals who are
performing different sports, where the first half of the images
is for training and the second half is for testing. The IP dataset
is composed of 305 images for people acting different actions
with the entire body being visible. The training set consists of
8the first 100 images and the remaining ones are for testing. In
the UIUC dataset, there are 346 images for training and 247
images for testing where the variation in the poses is quite
high. The training set for each of them has been mirrored and
rotated with small angles to provide more data in building the
model structure and its parameters and also to increase the
number of samples with occlusion, which are needed to learn
the occlusion parameters. The labels of the body parts for all
data have been unified to be observer-centric.
B. Experiment Settings
In the model, the parent-child relationships are not defined
from the beginning. These relationships are determined by in-
vestigating the geometric and appearance similarities between
the different body parts in a limb. This results in modelling the
different variability in the poses efficiently. To achieve this,
each limb is handled as a sub-tree, rooted in a latent node.
The training data for each limb are clustered into different
mixtures, where each mixture holds a unique structure via
applying the CL grouping algorithm recursively, as discussed
in Section III.
Technically, two types of mixtures are obtained, namely:
Mixtures for each sub-tree, which encode the geometric and
appearance relationships between the parts of that sub-tree and
mixtures, which represent the orientation of each part with
respect to its parent. These mixtures are empirically chosen
for each dataset. The number of Mixtures of each Sub-Tree is
identified for each dataset by applying cross-validation on the
first quarter of each set of images in this dataset.
C. Evaluation on the LSP Dataset
In order to learn the pairwise parameters between the body
parts, a model for each sub-tree is trained and the learnt
bias and deformation parameters are used to initialise their
corresponding parameters in the full model. This is different
from initialising them with zeros or unity as in [1] or [16].
The PCP [29] is used as the evaluation metric for evaluating
the proposed method in comparison with other approaches.
The PCP computes the percentage of the detected body parts.
The total score of a pose estimation method is the product of
the human detection rate and the PCP.
Table I compares the performance of the MST and OA-MST
algorithms with seven state-of-the-art methods. Generally, the
proposed methods achieves greater accuracy than all the other
techniques. More specific, the proposed models improve on the
other methods for upper and lower arms and upper legs as well,
which indicates that representing these parts as mixtures of
sub-trees provides more flexibility and efficiency in localising
the articulated limbs. Cross-validation on the first 250 images
of the dataset led to choosing the number of mixtures for each
sub-tree to be 7. This reflects the high variation in the poses
in the LSP datasets. Moreover, the regularisation parameter C
in Equation 6 has been empirically set to be 0.02 in building
the sub-tree models and 0.1 for the full pose model.
A visual comparison is shown in Figure 3 between results
of applying the trained model released by the authors of
[16] on the LSP testing samples and the trained MST model
without the occlusion handling step. As shown in Figure 3,
the proposed MST method is superior in accurately obtaining
the articulated poses, in particular for the arms and legs.
D. Evaluation on the IP Dataset
In the IP dataset, 4 mixtures for each sub-tree are used as the
training samples are limited. The MST algorithm is built based
on the first 100 images and is tested on the remaining 205
images. Although our proposed method achieves an accuracy
of 73.6%, which is slightly less than the 74.9% of the state-
of-the-art of [1], the proposed algorithm is still capable of
outperforming it on the detection of the upper and lower arms,
as shown in the second last row in Table II. This illustrates the
importance of modelling the limbs as mixtures of sub-trees.
After analysing the resulting poses of applying the MST
algorithm on the IP dataset, the need for rectifying the errors
in the detections of the body limbs, which happened due to
self-occlusion, became very clear. One more model is learnt
to tackle the problem of double counting and self-occlusion in
the samples of this dataset. The learnt model follows the steps
in OA-MST Algorithm 1 to identify the occluded regions and
to re-weight their scores based on the overlapping ratios.
Because the scores of the regions are only representing the
likelihood of a body part to be in this region, a large number
of potential overlapping regions between the different body
parts is needed. This leads to a high computational cost to
determine the part regions to be re-weighted. The number of
overlapping regions is drastically decreased by applying NMS
on the roots of each sub-tree and considering only the scores
of parts in two different sub-trees, which are sharing the same
parent locations. This trick handles only the regions that have
a high impact on the occlusion occurrences between the body
parts.
The results in the last row of Table II show the performance
of rectifying the poses with the occlusion-aware step proposed
in Section IV. The total PCP score of the detected parts
is (75.4%), which outperforms all other approaches for this
dataset.
A qualitative comparison is provided in Figure 4 between
the output of the method in [1] and the proposed MST
approach. For the detection of limbs, it is clear that the
performance of the MST method is superior.
E. Cross Database Evaluation
For evaluating the performance of the proposed algorithm
across datasets, this experiment is performed on the UIUC
dataset, where the model is built on the training data of the
LSP dataset. In Table III, the results of this experiment are
shown together with some other known results on the dataset
from the literature. The MST algorithms provide superior
results compared to the other approaches, in particular with the
limbs. This indicates the quality of the proposed algorithms in
modelling and detecting the parts in the limbs. Regarding the
generalisation of the proposed algorithms, the MST methods
produce better results across datasets.
[30] have built a model on the UIUC training data and
evaluated on the UIUC testing data. In [15] and [28], the
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QUANTITATIVE EVALUATION ON THE LSP DATASET: A COMPARISON OF THE PERFORMANCE OF THE PROPOSED MST METHODS WITH SEVEN
STATE-OF-THE-ART ALGORITHMS. THE EVALUATION METRIC IS THE PCP, WHERE THE NUMBERS ARE THE PERCENTAGES OF THE CORRECTLY
DETECTED PARTS. THE FIRST HALF OF THE LSP DATASET IS UTILISED FOR THE TRAINING OF THE MODELS AND THE SECOND HALF IS FOR TESTING.
THIS SPLIT IS THE SAME FOR ALL METHODS MENTIONED IN THE TABLE EXCEPT FOR [26], WHERE THE AUTHORS USED 11000 IMAGES FOR TRAINING
THEIR MODEL. MST MODELS ACHIEVES BETTER ACCURACIES THAN THE OTHER APPROACHES.
Method Torso Head U. Leg L. Leg U. Arm L. Arm Total
[24] 78.1 62.9 65.8 58.8 47.4 32.9 55.1
[1] 92.6 87.4 66.4 57.7 50.0 30.4 58.9
[26] 88.1 74.6 74.5 66.5 53.7 37.5 62.7
[16] 95.8 87.8 69.9 60.0 51.9 32.8 61.3
[27] 86.2 80.1 74.3 69.3 56.5 37.4 64.3
[2] 91.9 86.0 74.0 69.8 48.9 32.2 62.8
[28] 87.5 78.1 75.7 68.0 54.2 33.9 62.9
MST 85.7 81.7 76.5 67.8 59.6 37.8 65.1
OA-MST 87.9 82.5 80.1 72.5 61.7 39.9 67.7
Fig. 3. Visual comparison on the LSP dataset: Output samples of applying the model of [16] (left) and the proposed MST method (right), where the highest
score poses are overlaid on the input images.
parameters of the model have been learnt on both the training
data of UIUC and LSP. In contrast, in the experiment here,
the parameters of the proposed model are constructed based
solely on the LSP dataset. With these settings, the OA-
MST algorithm is still capable of outperforming the other
approaches and achieving 9% (absolute) accuracy higher than
the closest approach.
Additionally, the MST algorithm is evaluated on two differ-
ent video sequences for two players from the KTH Multiview
Football dataset [31]. The same model is applied to the video
clips and evaluated using the average of the accumulative
PCP, as shown in Figure 5. The MST approach outperforms
the results in [16] in the two sequences, where the PCP is
calculated on a frame-by-frame basis. A detailed description
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TABLE II
QUANTITATIVE EVALUATION ON THE IP DATASET: THE PERFORMANCE OF THE PROPOSED MST METHODS (LAST TWO ROWS) IS COMPARED WITH
SEVERAL STATE-OF-THE-ART ALGORITHMS. THE EVALUATION METRIC IS THE PCP.
Method Torso Head U. Leg L. Leg U. Arm L. Arm Total
[15] 81.4 75.6 63.2 55.1 47.6 31.7 55.2
[24] 85.4 76.1 73.4 65.4 64.7 46.9 66.2
[1] 97.6 93.2 83.9 75.1 72.0 48.3 74.9
[16], 3 Layers 97.1 92.2 85.1 76.1 71.0 45.1 74.4
[16], 4 Layers 96.1 92.7 81.2 71.0 69.5 39.0 71.0
MST 91.2 88.8 82.0 73.2 73.2 48.6 73.6
OA-MST 92.0 89.3 84.6 77.1 74.1 50.2 75.4
Fig. 4. Visual comparison on the IP dataset: Sample results of applying the constructed model in [1] (left) and the proposed MST model (right). In this
experiment, the occlusion awareness to the MST model is added, which leads to better results, especially for the body limbs on the majority of the input
images.
of this experiment and the comparison on all frames can be
found in the supplementary material.
From the experiments, which are conducted on the three
datasets, it is shown that the proposed MST algorithm has the
ability to localise the body parts accurately and to provide an
accurate pose estimation. Moreover, providing a solution to the
problem of occlusion without losing the benefit of representing
the model as a tree improves the results and rectifies the
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TABLE III
QUANTITATIVE EVALUATION ON THE UIUC DATASET: PCP COMPARISON BETWEEN THE PROPOSED MST APPROACHES AND THREE OTHER
TECHNIQUES. IN THE MST APPROACHES, WE LEARN THE MODEL ON THE TRAINING SET OF THE LSP DATASET AND EVALUATE ON THE TESTING
SAMPLES OF THE UIUC DATASET.
Method Torso Head U. Leg L. Leg U. Arm L. Arm Total
[15] 88.3 81.8 64.0 50.6 42.3 21.3 52.6
[30] 86.6 68.8 56.3 50.2 30.8 20.3 47.0
[28] 91.5 85.0 66.8 54.7 38.3 23.9 54.4
MST 83.8 83.8 73.9 60.1 49.0 35.2 60.4
OA-MST 86.2 86.4 77.9 65.5 52.3 38.1 63.6
(a)
(b)
Fig. 5. Evaluation on the KTH Multi-view Football dataset: The MST
model and the model from [16] are applied, PCP values are calculated and
the averages to the current frame are visualised for sequences (a & b) from
the dataset in [31]. The evaluation is on a frame-by-frame basis.
location of the parts efficiently.
VI. CONCLUSIONS
This paper addresses the problem of modelling the apparent
non-physical connection due to self-occlusion via representing
the body limbs as mixtures of sub-trees and learning the
pairwise relations in a tree model. In addition, an occlusion
handling process to reduce the erroneous detections is pro-
posed, which may occur because of self-occlusion. From the
experiments, we conclude that our method improves the pose
prediction accuracy over the results reported on three different
datasets.
Furthermore, we notice that structuring the body parts based
on the appearance and geometric differences results in a
better chance for the part to be located in the right mixture.
Moreover, determining the parent-child relationships based
on the spatial and appearance correlation between the body
parts resulted in learning the pairwise configurations more
efficiently, contrary to what is the case in the standard mixtures
of body part based methods.
In the future, a further analysis of the reduced accuracy
in the head and torso parts is needed to be conducted and
rectified. Moreover, we will extend the OA-MST algorithm
to predict the poses of multiple persons with inter-occlusion
and different interactions. This can help recognising human
activities in videos.
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