Anticipating human motion depends on two factors: the past motion and the person's intention. While the first factor has been extensively utilized to forecast short sequences of human motion, the second one remains elusive. In this work we approximate a person's intention via a symbolic representation, for example fine-grained action labels such as walking or sitting down. Forecasting a symbolic representation is much easier than forecasting the full body pose with its complex inter-dependencies. However, knowing the future actions makes forecasting human motion easier. We exploit this connection by first anticipating symbolic labels and then generate human motion, conditioned on the human motion input sequence as well as on the forecast labels. This allows the model to anticipate motion changes many steps ahead and adapt the poses accordingly. We achieve stateof-the-art results on short-term as well as on long-term human motion forecasting.
Introduction
Anticipating human motion is highly relevant for many interactive activities such as sports, manufacturing, or navigation [25] and significant progress has been made in forecasting human motion [5, 7, 8, 12, 18, 23, 26] . Conceptually, human motion anticipation depends on two factors: the past motion and the intention of the person. The first factor naturally lends itself to being modelled recursively, which has been successfully exploited by many recent works [8, 18, 21, 23] . These models achieve impressive results in forecasting short time horizons less than a half second but exhibit common issues such as converging to mean poses and noise accumulation for longer time horizons. While one emerging solution to this problem is the use of adversarial training strategies [9, 18, 29] to regularize the model output, we propose to model the intent of the person as a complementary approach to solve this problem. The motivation behind this is that for longer time horizons it is easier to forecast the intention or actions rather than the full body pose with all its intricacies. However, if one Figure 1 . Given a human motion input sequence, represented as blue-red skeletons, our model forecasts the future human motion, represented as yellow-green skeletons. However, instead of predicting the future poses directly from the past poses (bottom), we additionally anticipate a symbolic representation for the motion (top). The human poses are forecast based on the past human poses and the forecast symbolic labels. knows the future actions, forecasting the human motion becomes an easier task.
In order to approximate the intention of a person, we use a symbolic representation. This symbolic representation can be considered as fine-grained actions like walking or standing that on one hand abstracts the human motion by a categorical representation and on the other hand is finegrained enough such that each symbol represents a motion that is not too diverse. Given such symbolic representation, our model forecasts the human motion not directly from the past human poses, but it first forecasts the high-level symbolic representation from which it then generates the future human poses, conditioned on the past motion, as it is illustrated in Figure 1 . This means that the forecast human poses depend not only on the past motion sequence but also on the past, current and future symbolic labels. This allows the model to anticipate motion changes many steps ahead resulting in smooth transitions. Furthermore, it allows anticipation of longer time horizons as the categorical labels help the model to generate realistic poses instead of degenerating to a mean pose. Qualitative results of anticipating long time horizons can be seen in Figure 2 while Figure  3 provides an example of generating smooth transitions by forecasting future labels. Figure 2. Qualitative results of our model: the blue-red skeletons represent the model input while the yellow-green skeletons are the model output. The top row represents a sequence which was generated without symbolic labels. After 1 second the motion freezes into a mean pose. The bottom row represents a sequence generated with symbolic labels where sensible motion is retained for several seconds. Qualitative results of our model with action anticipation: the middle row represents the ground truth data with the associated human-labeled action labels below. The sequence captures a person in the process of standing up. The top row sequence was generated without action labels: instead of initiating the stand-up motion it remains sitting on a chair. The bottom row was generated with action label forecasting: the model correctly detects the initiation of standing up and forecasts action labels and poses. Errors in the label forecasting are marked with a red x.
Our model is trained end-to-end and consists of several components. It first extracts from the observed human poses the symbolic labels. These are then forecast by a sequenceto-sequence module. Finally, the poses are forecast by a recurrent network that takes the past observed human poses and the past and future symbolic labels as input. This means that the network already knows when forecasting the first pose what actions will happen next.
We evaluate our approach for human motion forecasting on the Human 3.6M [11] dataset. On this dataset, our approach achieves state-of-the-art results for time horizons up to four seconds. We also thoroughly evaluate the impact of the symbolic representation.
Related Work
In recent years deep neural networks have been used to synthesize and anticipate 3D human poses from motion capture data. Significant progress has been made in synthesizing human motion from data [16, 19, 20, 30] . However, these models require control input and do not forecast human motion. Holden et al. [10] show that autoencoders can be utilized to learn a human motion manifold. Bütepage et al. [3] extend this idea by embedding the skeletal hierarchy structure of the data into the model. Similarly, structural RNNs [12] encode the hierarchy utilizing RNNs. Encoder-Recurrent-Decoder (ERD) [5] auto-regressively forecasts human motion by utilizing an encoder-decoder structure for modeling human poses and an LSTM for temporal modelling. ERD suffers from error accumulation and requires careful training by adding Gaussian noise to the input data. Auto-conditioned recurrent networks [32] extend the learning procedure by not relying on teacher forcing but by feeding back the network output to the next time step prediction in fixed interval steps, making the model less susceptible to error accumulation. Residual sequence-to-sequence architectures [23] model first-order motion derivatives using a sequence-to-sequence model [31] popularized in machine translation, however, with shared weights between encoder and decoder. QuaterNet [27] replaces the exponential map representation of previous works by a quaternion representation, which does not suffer from common 3D rotational problems such as gimbal locks. The loss is calculated in 3D Euclidean space by using forward kinematics and joints are weighted according to their importance in the kinematic chain. A similar approach is utilized in Hierarchical Motion Recurrent networks [21] where a novel RNN structure is proposed which better represents skeletal structures. Graphconvolutional neural networks [22] can be utilized to learn human motion in trajectory space rather than in pose space, which enables the network to model long-range dependencies beyond that of the kinematic tree.
Recently, models based on adversarial training gained some attention: Convolutional Sequence-to-Sequence models [18] utilize a convolutional encoder-decoder structure with adversarial loss to prevent overfitting. Adversarial Geometry-Aware encoder-decoder (AGED) [8] utilize two adversarial losses: one to tackle motion discontinuity, which is a common problem in previous models, and one to ensure that realistic motion is generated. On top of that, the geodesic rather than the Euclidean distance is used as reconstruction loss. Spatio-Temporal Motion Inpainting (STMI-GAN) [29] frames human motion anticipation as inpainting problem which can be solved using a GAN. The model learns the joint distribution of body poses and motion, enabling it to hypothesize large portions of missing data.
Recently, anticipating future actions from data [15, 17] has seen growing interest: Abu Farha et al. [1, 4] utilize an RNN to forecast action labels from videos. Ke et al. [13] and Gammulle et al. [6] build on this by utilizing temporal convolutions with time-variable and memory networks, respectively. These models are capable of forecasting action labels several minutes into the future.
Model
In this work we address the task of forecasting human motion. This means that we observe 3d human skeletons for t frames, which are denoted by x t 1 = (x 1 , . . . , x t ) ∈ R t×d and where d is the feature dimension that represents the human pose, and our goal is to forecast the future pose sequence x T t+1 . While previous approaches use a network to anticipate the future poses directly from the past poses, we propose to use a symbolic representation, which abstracts human poses on a higher level, and forecast the symbolic representation as it is illustrated in Figure 1 . The forecast poses depend then on the forecast symbolic representation of the motion and the observed human poses in the past. In our experimental evaluation, we will show that the symbolic representation substantially improves the quality of the forecast human motion for time horizons beyond one second in the future. Figure 4 illustrates the network, which consists of three components. The pose label predictor f L , which is described in Section 3.1, infers from the observed poses x t 1 the symbolic labelsĉ t 1 .
The network component f F , which is described in Section 3.2, uses the observed poses and in-ferred symbolic labels to forecast the symbolic labels for the future framesĉ T t+1 . The last component f G , which is described in Section 3.3, forecasts the human posesx T t+1 based on the inferred and forecast symbolic labelsĉ T 1 and the observed poses x t 1 .
Pose Label Predictor
For the pose label predictor f L , we use a temporal convolutional network which takes as input a human motion sequence x t 1 and infers the respective symbolic labels c t 1 , i.e.,
The model has a kernel size of 3, with exponentially increasing dilation factors, similar to WaveNet [24] . We utilize 5 layers which results in a receptive field of 65 frames. Each layer is composed of the standard TCN residual block [2] without Dropout, which is shown in Figure 5 . A 1 × 1 convolution is added to the first layer to match the number of hidden units in the residual block. As intermediate loss for f L , we use the categorical cross-entropy:
where n is the total number of discrete symbolic labels, c τ j denotes the ground-truth value of the j-th class at time step τ , andĉ τ j denotes the predicted probability of the j-th class at time step τ .
Label Forecasting
For label forecasting, we use a sequence-to-sequence model, which consists of a recurrent encoder e F and a recurrent decoder d F , as shown in Figure 4 . The recurrent encoder consists of GRU units that take the previous estimated hidden state v τ −1 and the current pose x τ concatenated with the probabilities of the symbolic labelsĉ τ as input:
For τ = t, the entire sequence information is then encoded by the vector
The decoder d F also consists of GRU units that start with v t and forecast for t < τ ≤ T the symbolic labels, i.e.,
where an additional softmax layer is applied to c τ to obtain the probabilities for the symbolic labelsĉ τ . The label forecasting component f F is thus the combination of the recurrent encoder and decoder:
Similar to f L , the intermediate loss is defined as follows:
whereĉ τ j is the forecast probability of label j at time step τ .
Forecasting Human Motion
For human motion forecasting, we also use a recurrent network f G , as shown in Figure 4 . The hidden state of the network p τ is initialized by two recurrent encoders e L and e P , which use GRU units as all encoders in the network.
The encoder e L takes as input the inferred and forecast symbolic labelsĉ T 1 and encodes the entire sequence information in a single vector. The motivation behind this is that f G then already knows the sequence of abstract motion it needs to generate, allowing for smooth transitions between different motions. The second encoder e P takes as input the human motion input sequence x t 1 and encodes the observed human pose sequence in a single vector. The vectors of both encoders are then concatenated to obtain
The recurrent network f G consists of GRU units and recursively forecasts the human poses for the frames t < τ ≤ T . It takes for each frame τ the previous estimated posex τ −1 concatenated with the forecast symbolic labelĉ τ as input:
For τ = t + 1, p τ −1 = p andx τ −1 = x t . We train our network with the L2 loss
where J is the number of joints in the pose and x τ j and x τ j denote the ground truth and model prediction of joint j at time frame τ , respectively. To obtain a smooth transition between the observed and forecast poses, we use a warm-up phase for f G . This means that the network does not directly start to forecastx t+1 , but it also estimates the latest w observed posesx t t−w+1 .
Implementation Details
We train our model using the Adam optimizer with a learning rate of 0.0005 and a batch size of 16. After the optimizer converges, we switch to SGD with a learning rate of 0.0001 [14] . We also found that using hard-labels (one-hot encoding) works best for pose forecasting. During training, we thus feed the ground-truth labels to f G as well as to f F . Figure 6 . Samples for all 11 action labels obtained by human labeling. When a person is Standing, the legs are firmly placed on the ground. Walking is a directed forward-motion while Steps are undirected backwards or side-steps. Persons may also Squat, Sit on the floor, Sit on a chair or Kneel. We also provide transitional labels. We distinguish between Sitting down and Kneeling down as they are visually distinct in the mocap sequences.
During evaluation, argmax is applied to the softmax outputs and the model operates end-to-end. For all our experiments, we set the number of hidden units per convolution in f L to 256, the number of hidden units in GRUs e F , d F and e P to 512, the numbers of hidden units in GRU e L to 256, and the numbers of hidden units in GRU f G to 768 to match the concatenation of e L (ĉ T 1 ) and e P (x t 1 ). If not otherwise stated, our model uses a warm-up period of w = 24. The effect of w is evaluated in Section 4.6.
Experiments

Data Representation
For training and evaluation we utilize Human3.6M (H3.6M) [11] , a large-scale human mocap dataset with seven actors performing 15 different actions such as walking and smoking. The dataset is sampled at 50Hz and has in total 527.599 frames. The dataset consists of 210 sequences which are between 20 and 127 seconds long with an average length of 50 seconds. As it was proposed in [22] , we utilize 3D joint positions rather than an angular representation. To make our model comparable with models that where trained on rotational representations [18, 21, 23, 26] , we map an Euler angle representation to 3D joint coordi-nates using actor S1, as it was done in [22] . Global rotation and translation are removed for this step.
Frame-wise Symbolic Labels
For obtaining frame-wise symbolic labels, we apply two approaches: First, we annotate all 527.599 frames with one of 11 action labels: kneeling, kneeling down, leaning down, sitting on chair, sitting down, sitting on floor, squatting, standing, standing up, steps, walking. The labels were chosen as they are easy to identify in motion capture data and as occur in all actor sequences. Figure 6 describes all humanannotated action labels. Second, we generate symbolic labels: For a single frame, we concatenate the pose with the next 10 poses and apply PCA to reduce the dimension of the feature vector to 32. We then use k-means to cluster k symbolic labels. To obtain labels for the test set, we extract PCA features in the same way and assign them to the label of the closest center.
Comparison to State-of-the-art
We compare our model to several recent state-of-the-art methods for which we use their available open-sourced implementations. For QuaterNet [26, 27] we use the weights provided by the authors while we retrained the other methods based on the best-performing setups. The method proposed by Mao et al. [22] (TD) is set apart from the other methods by not being recurrent but instead working with fixed sized input and output sequences. We thus trained the model to predict 1 second into the future and recursively apply its full output sequence back as input to forecast longer time horizons. For works that utilize rotational data [18, 21, 23, 27] , we apply forward kinematics with actor S1 to obtain the 3D positions of the joints. The Zero Velocity baseline as well as the trajectory dependency (TD) model [22] utilize 3D pose data directly.
Short-term Motion Prediction
To evaluate short-term motion prediction, we follow the same protocol as described in [22] where the L2 distance between ground-truth and predicted 3D joint coordinates are calculated. For each of the 15 actions of the Human 3.6M dataset, 8 random sub-sequences are used. Our results can be seen in Table 1 where we achieve highly competitive results. The highly competitive trajectory dependency (TD) model [22] 
Long-term Motion Prediction
Finding good evaluation metrics for long-term human motion forecasting is an open research problem due to its stochasticity. Recently, phase-based metrics [7, 29] have been introduced to evaluate longer time horizons. They represent the predicted sequences as samples from a probabil-ity distribution by casting the them as a pseudo probability using Fourier transform. However, the data format in these works [7, 29] is in Euler angles which we argue is suboptimal for this approach as the Fourier transform requires its base to be continuous while Euler angles are discontinuous. For this reason we utilize the 3D joint coordinates, as described in Section 4.1, in our experiments.
To evaluate long-term motion prediction, we utilize the normalized power spectrum similarity (NPSS) [7] . It compares a ground-truth sequence with its forecast prediction in the power spectrum, obtained by the Fourier transform. Under NPSS, periodic motions such as walking will spike at certain frequencies while aperiodic actions such as discussion will show a more uniform spread in the frequency domain. NPSS normalizes the frequencies so that they sum to Directions   Greeting  Phoning  milliseconds  80  160  320  400  560  1000  80  160  320  400  560  1000  80  160  320  400  560  1000  Zero Velocity [23] 15. Table 3 . 3D positional error in millimeters for 256 sub-sequences per action to better represent the test distribution, as defined in the evaluation protocol [26] .
Model Short-Term (0 − 1s) Walking Eating Smoking Discussion ResSup [23] 0.161 0.214 0.265 0.703 vGRU-r1 (SA) [7] 0.120 0.091 0.052 0.258 GRU-d [7] 0.127 0.095 0.126 0.185 vGRU-d [7] 0.117 0.121 0.084 0.194 Ours (exp) 0.107 0.076 0.053 0.120 Medium-Term (1 − 2s) ResSup [23] 0.237 0.160 0.405 0.477 vGRU-r1 (SA) [7] 0.194 0.093 0.079 0.375 GRU-d [7] 0.170 0.096 0.083 0.258 vGRU-d [7] 0.179 0.080 0.067 0.331 Ours (exp) 0.185 0.110 0.033 0.240 Long-Term (2 − 4s) ResSup [23] 0.549 0.754 1.403 1.245 vGRU-r1 (SA) [7] 0.544 0.764 0.948 2.720 GRU-d [7] 0.406 0.332 0.723 0.785 vGRU-d [7] 0.359 0.288 0.577 1.001 Ours (exp) 0.488 0.305 0.708 0.858 1, resulting in a form of pseudo probability. To compare the two distributions, the Wasserstein distance [28] is used. For completeness, we also evaluate our model in Euler angles to compare with the results reported in [7] . To do so, we train our model with exponential maps as rotational representation and achieve competitive results, as can be seen in Table   4 . Although our network is still trained to minimize the 3D Euclidean error and not the Euler angle error, we outperform the other methods for most sequences in case of short and medium term forecasting. Even for long-term forecasting, our model performs consistently well, while vGRU-d, the best-performing model from [7] , struggles when forecasting Discussion sequences. Table 5 compares our model with other state-of-the art models. As seen in our experiments in Section 4.4, we observe that the trajectory dependency (TD) model [22] is highly competitive for short-term prediction. However, for longer time horizons its performance drastically decreases while our model performs consistently well and achieves state-of-the-art results for long-term motion prediction. As expected, CNN [18] also achieves good results over long time horizons, due to its adversarial training. Figure 7 evaluates various warm-up periods w, with the left plot focusing on short-term and the right plot on longterm performance. No warm-up results in a strong discontinuity on the first few frames but even the setting w = 1 provides smooth transitions. In fact, w ≥ 1 does not have a large influence on short-term motion anticipation performance. However, long-term prediction seems to improve with larger w. We assume that the warm-up helps the model to reach a desired state faster as it can be seen as a form of Table 5 . NPSS [7] at 3 different time horizons i.e short-term: (0-1 seconds), medium-term (1-2 seconds) and long-term (2-4 seconds). NPSS is reported for 256 test sequences per action in Euclidean space. Figure 7 . Evaluation of various warm-up periods w: When w = 0, we observe a strong discontinuity in the first few frames, as can be seen in the left plot. We also observe that the long-term performance increases slightly with increasing w. partial teacher forcing.
Effects of Warm-up Parameter w
Clustering
Our model performs best when the 11 human-labeled action labels are used. The classification performance between human-labeled and automatically extracted symbols is almost identical. The pose label predictor f L has an accu- racy of 88% for the 11 human-labeled classes and an accuracy of 87% for unsupervised symbolic representation extraction with k = 11. However, the forecasting model f F achieves a forecast accuracy of 78% for 25 frames anticipation with hand-labeled labels while this number drops to 67% when using k = 11. On the left plot in Figure 8 , we compare several k clustered labels and it becomes evident that the performance decreases with increasing k. This is not so clear for long-term prediction, as can be seen in Table  5 , where k = 32 performs best for long-term anticipation.
Ablation Studies
We evaluate the importance of the various submodules in our human anticipation model. Removing the concatenation of labels during pose generation or the label encoding both reduce the forecast performance. Removing the pose encoding especially hinders the early predictions. Our model performs worst when no labels are used during the generation process and when no label and pose encoding is performed. The results can be seen in Figure 8 b).
Conclusion
In this work, we presented an approach that forecasts human motion for time horizons between one and four seconds. Instead of forecasting human motion directly from the observed poses, the network forecasts symbolic labels that abstract human motion and uses the observed poses together with the extracted and forecast symbolic labels to forecast the human motion. We evaluated the approach for several protocols on the Human 3.6M dataset where it achieves state-of-the-art results for long-term human motion forecasting. Since our approach is complementary to adversarial training, both ideas can be combined.
