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Rationality of generating functions of rook polynomials and
permanents of Kronecker products of Toeplitz matrices and
circulants with the matrix Jk and their evaluation. I.
A.M. Kamenetsky
Abstract
In this paper we give a generalization created by author theory of the rook polynomials
and permanents of circulants, Toeplits matrices and their submatrices. Let
T kn = (bi,j)16i,j6n, Pn = (ci,j)16i,j6n,
bi,j =


1, if j − i = k,
0, if j − i 6= k,
ci,j =


1, if j − i ≡ 1(modn)
0, j − i 6≡ 1(mod n).
Let i<l> = i, i, . . . , i (l times), let
G
[k]
t = {(1
l1 , . . . , tlt)| 0 6 li 6 k, 1 6 i 6 t}, G
[k]
r,t = {(1
<l1>, . . . , t<lt> ∈ G
[k]
t )|
t∑
i=1
li = r},
let R(x;A) be the rook polynomial of a rectangular matrix A over a commutative ring
with unity. On the sets G
[k]
t and G
[k]
r,t we define the square matrices K
[k]
t (a0, a1, . . . , at)
and
∏[k]
r,t(a0, a1, . . . , at), respectively. If X is a finite set of cardinality n then we denote
by L (in the context of the concrete set X under consideration) a fixed bijection from X
onto Nn = {1, 2, . . . , n}. Let Jk denote the k × k matrix of 1
′s. Let {α} be a multiset
composed from components of a vector α.
The basic results obtained in this paper are following. Let 0 6 r 6 t, a−r, a−r+1, . . .
. . . , a−r+t be elements in a commutative ring with unity. Then for all n > 1
R
(
x;
(
t∑
i=0
a−r+iT
(−r+i)
n
)
⊗ Jk
)
=
=
∑
γ∈
Skt
l=rkG
[k]
l,t
{γ}⊇{1<k>,2<k>,...,r<k>}
(K
[k]
t (a−rx, a−r+1x, . . . , a−r+tx))
n[L(1<k>, . . . , r<k>)|L(γ)],
R
(
x;
(
t∑
i=0
a−r+iP
−r+i
n
)
⊗ Jk
)
= Tr((K
[k]
t (a−rx, a−r+1x, . . . , a−r+tx))
n),
per
((
t∑
i=0
a−r+iT
(−r+i)
n
)
⊗ Jk
)
=
=
(
Π
[k]
rk,t(a−r, a−r+1, . . . , a−r+t)
)n
[L(1<k>, . . . , r<k>)|L(1<k>, . . . , r<k>)],
per
((
t∑
i=0
a−r+ix
iP−r+in
)
⊗ Jk
)
=
kt∑
l=0
(
Tr
((
Π
[k]
l,t (a−r, a−r+1, . . . , a−r+t)
)n))
xln.
1
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It is well known that entire classical theory of enumeration of permutations with restricted
positions, ascending still to L. Euler (1708), P. R. Montmort (1713), P. G. Tait, A. Cayley,
T. Muir (1878), E. Lucas (1891), J. Touchard (1934) and I. Kaplansky (1943), to reduce to
evalution of rook polynomials and permanents of (0, 1) Toeplitz matrices and (0,1) circulant
matrices.
Really, let Z be the ring of rational integers, S be a finite subset of the set Z, Sym(n) be
the symmetric group of substitutions of the set 1, 2, . . . , n,
A = {σ ∈ Sym(n) | σ(i)− i ∈ S for all i, 1 6 i 6 n},
B = {σ ∈ Sym(n) | σ(i)− i /∈ S for all i, 1 6 i 6 n},
C = {σ ∈ Sym(n) | σ(i)− i ∈ S + nZ for all i, 1 6 i 6 n},
D = {σ ∈ Sym(n) | σ(i)− i /∈ S + nZ for all i, 1 6 i 6 n}.
Then |A| = per
(∑
i∈S
T
(i)
n
)
, |B| = per
(
Jn −
∑
i∈S
T
(i)
n
)
for all n > 1 and |C| = per
(∑
i∈S
P in
)
, |D| =
= per
(
Jn−
∑
i∈S
P in
)
, for all n > (maxS−minS)+ 1, where T
(i)
n and Pn defined down. Further,
if A is an m× n matrix with m 6 n and the rook polynomial of A is R(x;A) = 1+
m∑
i=1
ri(A)x
i,
then per(yJm,n−A) =
m∑
i=0
(−1)i
(
n−i
m−i
)
(m− i)! ri(A) · y
m−s, where r0(A) = 1 and Jm,n denote the
m× n matrix of 1’s.
The present paper is a generalization being created by the author theory ([1], [2], [3]) of
the permanents and the rook polynomials of general circulants, Toeplitz matrices and their
submatrices.
Let Inj(S,X) be the set of injections of a set S into a set X . Let A = (ai,j)16i6m
16j6n
be a
rectangular matrix over a commutative ring with unity, let m 6 n, let
R(x; z;A) = 1 +
m∑
k=1
xk
∑
S⊆Nm
|S|=k
∑
σ∈Inj(S,Nn)
z|σ|
∏
i∈S
ai,σ(i) (1)
be the cycle rook polynomial of the matrix A, let per(z;A) =
∑
σ∈Inj(Nm,Nn)
z|σ|
∏
i∈Nm
ai,σ(i) be
the cycle permanent of the matrix A, let R(x;A) = R(x; 1;A) and per(A) = per(1;A), where
|σ| is the number of cycles of the injective mapping σ, and let Nm = {1, 2, . . . , m}. Let
T
(k)
n = (bi,j)16i,j6n, and Pn = (ci,j)16i,j6n, where
bi,j =


1, if j − i = k,
0, if j − i 6= k,
ci,j =


1, if j − i ≡ 1 (mod n),
0, if j − i 6≡ 1 (mod n).
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Let mα(i) be the number of components of a vector α equal to i, let i
〈l〉 = i, i, . . . , i (l times),
and let
G[k]t = {(1
〈l1〉, 2〈l2〉, . . . , t〈lt〉) | 0 6 li 6 k, 1 6 i 6 t},
G[k]r,t =
{
(1〈l1〉, 2〈l2〉, . . . , t〈lt〉) ∈ G[k]t
∣∣∣ t∑
i=1
li = r
}
, 0 6 r 6 kt.
Then
|G[k]r,t| = Coef
xr
(1 + x+ · · ·+ xk)t =
=
∑
λ0+λ1+···+λk=t
λ1+2λ2+···+kλk=r
t!
λ0!λ1! . . . λk!
=
[
r
k+1
]∑
l=0
(−1)l
(
t
l
)(
t+ r − l(k + 1)− 1
t− 1
)
,
|G[k]t | = (k + 1)
t.
On the set G[k]r,t we define the square matrix Π
[k]
r,t(a0, a1, . . . , at) = (aα,β)α,β∈G[k]r,t as follows:
Π[k]0,0 = k! a
k
0; if t > 1, α = (1
〈l1〉, 2〈l2〉, . . . , t〈lt〉) ∈ G[k]r,t, then
aα,β =


k!

 k
lt +
t−1
Σ
i=1
pi

( l1
p1
)(
l2
p2
)
. . .
(
lt−1
pt−1
)
a
k−lt−
t−1
Σ
i=1
pi
0 a
p1
1 a
p2
2 . . . a
pt−1
t−1 a
lt
t ,
if β =
(
1
fi
lt+
t−1
Σ
i=1
pi
fl
, 2〈l1−p1〉, 3〈l2−p2〉, . . . , t〈lt−1−pt−1〉
)
, 0 6 pi 6 li,
1 6 i 6 t− 1,
t−1∑
i=1
pi 6 k − lt,
0 otherwise.
On the set G[k]t we define the square matrix K
[k]
t (a0, a1, . . . , at) = (aα,β)α,β∈G[k]t as follows:
K [k]0 (a0) =
k∑
d=0
d!
(
k
d
)2
ad0. If t > 1, α = (1
〈l1〉, 2〈l2〉, . . . , t〈lt〉) ∈ G[k]t , then
aα,β =


(
l1
p1
)(
l2
p2
)
. . .
(
lt−1
pt−1
) k
v −
t−1
Σ
i=1
pi

av−t−1Σi=1 pi0 ap11 ap22 . . . apt−1t−1 ×
×
min(lt,k−v)∑
d=0
(d+ v)!
(
k
d+v
)(
lt
d
)
adt ,
if β =
(
1
fi
k−v+
t−1
Σ
i=1
pi
fl
, 2〈l1−p1〉, 3〈l2−p2〉, . . . , t〈lt−1−pt−1〉
)
,
0 6 pi 6 li, 1 6 i 6 t− 1,
t−1∑
i=1
pi 6 v 6 k,
0 otherwise.
Let {α} be a multiset, consisting from the components of a vector α. If X is a finite set
of cardinality n then we denote by symbol L (in the context of the concrete set X under
consideration) a fixed bijection from X onto Nn. Let Jk be the square matrix of order k,
with all elements equal to 1. If α = (x1, x2, . . . , xm) ∈ Zm, k, n ∈ Z, then, by definition,
kα = (kx1, kx2, . . . , kxm), n+ α = (n+ x1, n+ x2, . . . , n+ xm).
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Theorem 1. Let t > 0, let a0, a1, . . . , at be elements in a commutative ring with unity, let
n > 1 and k > 1, let β ∈ G[k]min(n,t), let m = min(n, t). Then for all α ∈ G
[k]
t
R
(
x;
((
t∑
i=0
aiT
(i)
n+t
)
⊗ Jk
)
[Nnk | k(1
〈k−m
β
(1)〉, 2〈k−mβ(2)〉, . . . , m〈k−mβ(m)〉),
mk + 1, mk + 2, . . . , nk, nk + kα]
)
=
=

min(n,t)∏
i=1
(
k
mβ(i)
)−1 ∑
γ∈G[k]t
{γ}⊇{β}
min(n,t)∏
i=1
(
mγ(i)
mβ(i)
)
· (K [k]t (a0x, a1x, . . . atx))
n[L(α) | L(γ)].
Theorem 2. Let t > 0, let a0, a1, . . . , at be elements in a commutative ring with unity, let
n > 1 and k > 1, let 0 6 r 6 kmin(n, t), let β ∈ G[k]r,min(n,t), let m = min(n, t). Then for all
α ∈ G[k]r,t
per
(((
t∑
i=0
aiT
(i)
n+t
)
⊗ Jk
)[
Nnk | k(1
〈k−m
β
(1)〉, 2〈k−mβ(2)〉, . . . , m〈k−mβ(m)〉),
mk + 1, mk + 2, . . . , nk, nk + kα
])
=
=

min(n,t)∏
i=1
(
k
mβ(i)
)−1 (Π[k]r,t(a0, a1, . . . , at))n[L(α) | L(β)].
Theorem 3. Let 0 6 r 6 t, let a−r, a−r+1, . . . , a−r+t be elements in a commutative ring with
unity. Then for all n > 1
R
(
x;
(
t∑
i=0
a−r+iT
(−r+i)
n
)
⊗ Jk
)
=
=
∑
γ∈
kt
∪
l=rk
G[k]l,t
{γ}⊇{1〈k〉,2〈k〉,...,r〈k〉}
(K [k]t (a−rx, a−r+1x, . . . , a−r+tx))
n[L(1〈k〉, 2〈k〉, . . . , r〈k〉) | L(γ)],
per
((
t∑
i=0
a−r+iT
(−r+i)
n
)
⊗ Jk
)
=
= (Π[k]rk,t(a−r, a−r+1, . . . , a−r+t))
n[L(1〈k〉, 2〈k〉, . . . , r〈k〉) | L(1〈k〉, 2〈k〉, . . . , r〈k〉)],
R
(
x;
(
t∑
i=0
a−r+iP
−r+i
n
)
⊗ Jk
)
= Tr((K [k]t (a−rx, a−r+1x, . . . , a−r+tx))
n),
per
((
t∑
i=0
a−r+ix
iP−r+in
)
⊗ Jk
)
=
kt∑
l=0
(Tr((Π[k]l,t (a−r, a−r+1, . . . , a−r+t))
n))xln.
Theorem 4. per((a0In + a1Pn)⊗ Jk) = (k!)
n
k∑
l=0
(
k
l
)n
(ak−l0 a
l
1)
n for all n > 1.
Proof. Since Π[k]l,1(a0, a1) = k!
(
k
l
)
ak−l0 a
l
1, 0 6 l 6 k, then from the theorem 3 it follows that
per((a0In + a1Pn)⊗ Jk) =
k∑
l=0
(
k!
(
k
l
)
ak−10 a
l
1
)n
.
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Let t > 1 and 0 6 r 6 t, let a−r, a−r+1, . . . , a−r+t be elements in a commutative ring with
unity, let a 1
2k
= 1, let W [k]r,t =
{
(α, β) ∈
{
−r,−r + 1, . . . ,−r + t, 1
2k
}kt
× {0, 1, . . . , k − 1}kt |
α = (α0, α1, . . . , αkt−1), β = (l0, l1, . . . , lkt−1), the mapping ks + i → k(s + αks+i) + lks+i,
0 6 s 6 t−1, 0 6 i 6 k−1, of the set {0, 1, . . . , kt−1} is injective; if αks+i =
1
2k
, then lks+i = i
}
,
let V [k]r,t =
{
(α, β) ∈ {−r,−r+1, . . . ,−r+ t}kt×{0, 1, . . . , k−1}kt | α = (α0, α1, . . . , αkt−1), β =
= (l0, l1, . . . , lkt−1), the mapping ks+ i→ k(s+αks+i)+ lks+i, 0 6 s 6 t−1, 0 6 i 6 k−1, of the
set {0, 1, . . . , kt − 1} is injective
}
. Let A[[k]]r,t (a−r, a−r+1, . . . , a−r+t) = (a(α,β),(ε,ρ))(α,β),(ε,ρ)∈W [k]r,t
be the square matrix of order |W [k]r,t | with the elements a(α,β),(ε,ρ), where α = (α0, α1, . . . , αkt−1),
β = (l0, l1, . . . , lkt−1), ε = (ε0, ε1, . . . , εkt−1), ρ = (p0, p1, . . . , pkt−1) defined as follows:
a(α,β),(ε,ρ) =


aα0aα1 . . . aαk−1 , if (αk, αk+1, . . . , αkt−1) = (ε0, ε1, . . . , εk(t−1)−1),
(lk, lk+1, . . . , lkt−1) = (p0, p1, . . . , pk(t−1)−1) and the mapping
ks + i → k(s + α′ks+i) + l
′
ks+i, 0 6 s 6 t, 0 6 i 6 k − 1, of the set
{0, 1, 2, . . . , k(t + 1) − 1} is injective, where α′ks+i = αks+i, l
′
ks+i = lks+i,
if 0 6 s 6 t− 1, 0 6 i 6 k − 1, and
(α′kt, α
′
kt+1, . . . , α
′
k(t+1)−1) = (εk(t−1), εk(t−1)+1, . . . , εkt−1),
(l′kt, l
′
kt+1, . . . , l
′
k(t+1)−1) = (pk(t−1), pk(t−1)+1, . . . , pkt−1),
0 otherwise.
Matrix A[k]r,t(a−r, a−r+1, . . . , a−r+t) defined absolutely identically with help of the set V
[k]
r,t .
Theorem 5.
R
(
x;
(
t∑
i=0
a−r+iP
−r+i
n
)
⊗ Jk
)
= Tr((A[[k]]r,t (a−rx, a−r+1x, . . . , a−r+tx))
n) =
= Tr((A[[k]]0,t (a−rx, a−r+1x, . . . , a−r+tx))
n),
per
((
t∑
i=0
a−r+iP
−r+i
n
)
⊗ Jk
)
= Tr((A[k]r,t(a−r, a−r+1, . . . , a−r+t))
n) =
= Tr((A[k]0,t(a−r, a−r+1, . . . , a−r+t))
n), n > 1.
Theorem 6. Let k > 1 and 0 6 r 6 t, let a−r, a−r+1, . . . , a−r+t be elements in a commutative
ring with unity, let (ε, ρ) ∈ Vr,t, let ε = (ε0, ε1, . . . , εkt−1) and ρ = (ρ0, ρ1, . . . , ρkt−1), let the
mapping ks + i → k(s + εks+i) + ρks+i, 0 6 s 6 t − 1, 0 6 i 6 k − 1 be a bijection of the set
5
{0, 1, . . . , kt− 1} onto itself. Then for all n > 1
R
(
x;
( k∑
i=0
a−r+iT
(−r+i)
n
)
⊗ Jk
)
=
=
∑
(α,β)∈W
[k]
r,t
α=(α0,α1,...,αkt−1)
s+αks+i>0 for all s,
06s6t−1, and i,06i6k−1.
(
A
[[k]]
r,t (a−rx, a−r+1x, . . . , a−r+tx)
)n
[L((α, β)) | L((ε, ρ))].
per
(( t∑
i=0
a−r+iT
(−r+i)
n
)
⊗ Jk
)
=
∑
(α,β)∈V
[k]
r,t
α=(α0,α1,...,αkt−1)
s+αks+i>0 for all s,
06s6t−1, and i,06i6k−1.
(
A
[[k]]
r,t (a−rx, a−r+1x, . . . , a−r+tx)
)n
[L((α, β)) | L((ε, ρ))].
Theorem 7. Let t > 1, k > 1, and 0 6 r 6 t. Then
|W
[k]
r,t | =
kt∑
s=1
(−1)kt−s
∑
{
{1〈k〉,2〈k〉,...,t〈k〉}=
sS
i=1
Ki
}
∈Π({1〈k〉,2〈k〉,...,t〈k〉})
( s∏
i=1
(|Ki| − 1)!
)
×
×
( s∏
i=1
(
k(t+ 1) + δminKi,maxKi +minKi −maxKi
))
,
|V
[k]
r,t | =
kt∑
s=1
(−1)kt−s
∑
{
{1〈k〉,2〈k〉,...,t〈k〉}=
sS
i=1
Ki
}
∈Π({1〈k〉,2〈k〉,...,t〈k〉})
( s∏
i=1
(|Ki| − 1)!
)
×
×
( s∏
i=1
(
k(t+ 1) + minKi −maxKi
))
.
The basis for proof of the theorems 1 — 3 are the following fundamental characteristics of
the matrices K [k]t (a0, a1, . . . , at) and Π
[k]
r,t(a0, a1, . . . , at), 0 6 r 6 kt.
Theorem 8. Let k > 1 and t > 2, let a0, a1, . . . , at be elements in a commutative ring with
unity, let α, β ∈ G[k]t , let 1 6 n 6 t− 1. Assume that max{β} > n + 1, γ ∈ G
[k]
t , {γ} ⊆ {β},
min{γ} > n+ 1 and {α} 6⊇ {γ − n}. Then (K [k]t (a0, a1, . . . , at))
n[L(α) | L(β)] = 0.
Proof. Use induction on n. Without loss of generality, we can assume that a0, a1, . . . , at be
independent variables. Let n = 1. Assume that
(K [k]t (a0, a1, . . . , at))[L(α) |L(β)] 6= 0.
Let α = (1〈l1〉, 2〈l2〉, . . . , t〈lt〉). Then from definition of the matrix K [k]t (a0, a1, . . . , at) it follows
that there exists p1, p2, . . . , pt−1, v, such that 0 6 pi 6 li, 1 6 i 6 t− 1,
t−1∑
i=1
pi 6 v 6 k, and
β =
(
1
fi
k−v+
t−1
Σ
i=1
pi
fl
, 2〈l1−p1〉, 3〈l2−p2〉, . . . , t〈lt−1−pt−1〉
)
.
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Let γ = (2〈q2〉, 3〈q3〉, . . . , t〈qt〉). Then qi 6 li−1−pi−1, 2 6 i 6 t, γ−1 = (1
〈q2〉, 2〈q3〉, . . . , (t−1)〈qt〉).
But qi 6 li−1 − pi−1 6 li−1, 2 6 i 6 t, and therefore {γ − 1} ⊆ {α}. Obtained contradiction
prove validity equality (1) for n = 1. Let 2 6 n 6 t− 1 and t ≥ 3. Assume that the theorem 6
is valid for n− 1. We show that then
((K [k]t (a0, a1, . . . , at)[L(α) | L(ε)]) · (K
[k]
t (a0, a1, . . . , at))
n−1[L(ε) | L(β)] = 0
for all ε ∈ G[k]t . Really, let ε ∈ G
[k]
t and (K
[k]
t (a0, a1, . . . , at))
n−1[L(ε) | L(β)] 6= 0. Since
max{β} > n+1 > (n−1)+1, {γ} ⊆ {β}, min{γ} > n+1 > (n−1)+1 then from validity of the
theorem 6 for n−1 it follows that {ε} ⊇ {γ − (n− 1)}. But {α} 6⊇ {γ−n} = {(γ−(n−1))−1}
and from proved above validity of theorem 6 for n = 1 it follows that (K [k]t (a0, a1, . . . , at)[L(α) |
L(ε)] = 0. Even if (K [k]t (a0, a1, . . . , at))
n−1[L(ε) |L(β)] = 0, then the more so,
((K [k]t (a0, a1, . . . , at)[L(α) | L(ε)]) · (K
[k]
t (a0, a1, . . . , at))
n−1[L(ε) | L(β)] = 0.
Therefore
(K [k]t (a0, a1, . . . , at))
n[L(α) | L(β)] =
=
∑
ε∈G[k]t
((K [k]t (a0, a1, . . . , at)[L(α) | L(ε)]) · (K
[k]
t (a0, a1, . . . , at))
n−1[L(ε) | L(β)] = 0.

Theorem 9. Let k > 1, and t > 2, let a0, a1, . . . , at be elements in a commutative ring with
unity let α, β ∈ G[k]t , let 1 6 n 6 t − 1. Assume that max{β} > n + 1, γ ∈ G
[k]
t , {γ} ⊆ {β},
min{γ} > n+ 1, and {α} ⊇ {γ − n}. Then
(K [k]t (a0, a1, . . . , at))
n[L(α) | L(β)] =
=
(
t∏
i=1
(
mα(i)
mγ−n(i)
)(m
β
(i)
mγ(i)
)−1)
· (K [k]t (a0, a1, . . . , at))
n[L(α \ (γ − n)) | L(β \ γ)]. (2)
Proof by induction on n. Let n = 1, α = (1〈l1〉, 2〈l2〉, . . . , t〈lt〉), γ = (2〈q2〉, 3〈q3〉, . . . , t〈qt〉).
Case 1. (K [k]t (a0, a1, . . . , at))[L(α) | L(β)] 6= 0. Then there exists p1, p2, . . . , pt−1, v such
that 0 6 pi 6 li, 1 6 i 6 t − 1,
t−1∑
i=1
pi 6 v 6 k and β =
(
1
fi
k−v+
t−1
Σ
i=1
pi
fl
, 2〈l1−p1〉, 3〈l2−p2〉, . . .
. . . , t〈lt−1−pt−1〉
)
. Then from definition of the matrix K [k]t (a0, a1, . . . , at) it follows that
(K [k]t (a0, a1, . . . , at))[L(α) | L(β)] =
=
(
l1
p1
)(
l2
p2
)
. . .
(
lt−1
pt−1
) k
v −
t−1
Σ
i=1
pi

av−t−1Σi=1 pi0 ap11 ap22 . . . apt−1t−1 min(lt,k−v)∑
d=0
(d+ v)!
(
k
d+v
)(
lt
d
)
adt ,
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(K [k]t (a0, a1, . . . , at))[L(α \ (γ − 1)) | L(β \ γ)] =
=
(
l1 − q2
p1
)(
l2 − q3
p2
)
. . .
(
lt−1 − qt
pt−1
) k
v −
t−1
Σ
i=1
pi

av−t−1Σi=1 pi0 ap11 ap22 . . . apt−1t−1 ×
×
min(lt,k−v)∑
d=0
(d+ v)!
(
k
d+v
)(
lt
d
)
adt ,
since γ − 1 = (1〈q2〉, 2〈q3〉, . . . , (t− 1)〈qt〉), α \ (γ − 1) = (1〈l1−q2〉, 2〈l2−q3〉, . . . , (t− 1)〈lt−1−qt〉, t〈lt〉),
β \ γ =
(
1
fi
k−v+
t−1
Σ
i=1
pi
fl
, 2〈l1−p1−q2〉, 3〈l2−p2−q3〉, . . . , t〈lt−1−pt−1−qt〉
)
. Therefore
(K [k]t (a0, a1, . . . , at))[L(α) | L(β)] =
=
(
t−1∏
i=1
(
li
pi
)(
li − qi+1
pi
)−1)
(K [k]t (a0, a1, . . . , at))[L(α \ (γ − 1)) | L(β \ γ)].
From equality
(
a
b
)(
b
c
)
=
(
a
c
)(
a−c
a−b
)
it follows that
(
li
pi
)(
li−pi
qi+1
)
=
(
li
li−pi
)(
li−pi
qi+1
)
=
(
li
qi+1
)(
li−qi+1
pi
)
and therefore
(
li
pi
)(
li−qi+1
pi
)−1
=
(
li
qi+1
)(
li−pi
qi+1
)−1
. Hence
t−1∏
i=1
(
li
pi
)(
li − qi+1
pi
)−1
=
t−1∏
i=1
(
li
qi+1
)(
li − pi
qi+1
)−1
=
(
t−1∏
i=1
(
li
qi+1
))
·
t−1∏
i=1
(
li − pi
qi+1
)−1
=
=
(
t−1∏
i=1
(
mα(i)
mγ−1(i)
))
·
t∏
i=2
(
mβ(i)
mγ(i)
)−1
=
(
t∏
i=1
(
mα(i)
mγ−1(i)
))
·
t∏
i=1
(
mβ(i)
mγ(i)
)−1
=
=
t∏
i=1
(
mα(i)
mγ−1(i)
)(
mβ(i)
mγ(i)
)−1
.
Case 2. (K [k]t (a0, a1, . . . , at))[L(α) | L(β)] = 0. Then there exists no p1, p2, . . . , pt−1, v such
that 0 6 pi 6 li− qi+1, 1 6 i 6 t− 1,
t−1∑
i=1
pi 6 v 6 k, and β =
(
1
fi
k−v+
t−1
Σ
i=1
pi
fl
, 2〈l1−p1〉, 3〈l2−p2〉, . . .
. . . , t〈lt−1−pt−1〉
)
. Therefore for all p1, p2, . . . , pt−1, v, such that 0 6 pi 6 li − qi+1, 1 6 i 6 t− 1,
t−1∑
i=1
pi 6 v 6 k, this inequality
β \ γ 6=
(
1
fi
k−v+
t−1
Σ
i=1
pi
fl
, 2〈l1−p1−q2〉, 3〈l2−p2−q3〉, . . . , t〈lt−1−pt−1−qt〉)
is correct. Since α \ (γ − 1) = (1〈l1−q2〉, 2〈l2−q3〉, . . . , (t− 1)〈lt−1−qt〉, t〈lt〉), then from definition of
the matrix K [k]t (a0, a1, . . . , at) it follows that
(K [k]t (a0, a1, . . . , at))[L(α \ (γ − 1)) | L(β \ γ)] = 0.
So, for n = 1 theorem 7 is proved. Let t − 1 > n > 2. We show at first that if ρ ∈ G[k]t
and there exists no ε ∈ G[k]t such that {ε} ⊇ {γ − n+ 1} and ρ = ε \ (γ − n+ 1), then
(K [k]t (a0, a1, . . . , at))[L(α \ (γ − n)) | L(ρ)] = 0.
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Really, then for certain i∈{γ−n+1} mρ(i)+mγ−n+1(i)> k and thereforemρ(i)> k−mγ−n+1(i).
Since i− 1 ∈ γ − n and mγ−n(i− 1) = mγ−n+1(i), then
mα\(γ−n)(i− 1) 6 k −mγ−n(i− 1) = k −mγ−n+1(i) < mρ(i),
i. e. mα\(γ−n)(i − 1) < mρ(i). Let γ1 = i
〈mρ(i)〉. Then {γ1} ⊆ {ρ}, i > (n + 1) − n + 1 = 2,
{α \ (γ − n)} 6⊇ {γ1 − 1} and from theorem 6 it follows that
(K [k]t (a0, a1, . . . , at))[L(α \ (γ − n)) | L(ρ)] = 0.
From the induction hypothesis about validity of theorem 7 for n − 1 and from theorem 6 it
follows that
(K [k]t (a0, a1, . . . , at))
n[L(α) | L(β)] =
=
∑
ε∈G[k]t
(K [k]t (a0, a1, . . . , at))[L(α) | L(ε)] · (K
[k]
t (a0, a1, . . . , at))
n−1[L(ε) | L(β)] =
=
∑
ε∈G[k]t ,
{ε}⊇{γ−n+1}
(K [k]t (a0, a1, . . . , at))[L(α) | L(ε)] · (K
[k]
t (a0, a1, . . . , at))
n−1[L(ε)) | L(β)] =
=
∑
ε∈G[k]t ,
{ε}⊇{γ−n+1}
(
t∏
i=1
(
mα(i)
mγ−n(i)
)(
mε(i)
mγ−n+1(i)
)−1)
(K [k]t (a0, a1, . . . , at))×
×[L(α \ (γ − n))|L(ε \ (γ − n + 1))]×
×
(
t∏
i=1
(
mε(i)
mγ−n+1(i)
)(
mβ(i)
mγ(i)
)−1)
(K [k]t (a0, a1, . . . , at))
n−1[L(ε \ (γ − n + 1)) | L(β \ γ)] =
=
(
t∏
i=1
(
mα(i)
mγ−n(i)
)(
mβ(i)
mγ(i)
)−1) ∑
ε∈G[k]t ,
{ε}⊇{γ−n+1}
(K [k]t (a0, a1, . . . , at))[L(α\(γ−n))|L(ε\(γ−n+1))]×
×(K [k]t (a0, a1, . . . , at))
n−1[L(ε \ (γ − n + 1)) | L(β \ γ)] =
=
(
t∏
i=1
(
mα(i)
mγ−n(i)
)(
mβ(i)
mγ(i)
)−1) ∑
ρ∈G[k]t
(K [k]t (a0, a1, . . . , at))[L(α \ (γ − n)) | L(ρ)]×
×(K [k]t (a0, a1, . . . , at))
n−1[L(ρ) | L(β \ γ)] =
=
(
t∏
i=1
(
mα(i)
mγ−n(i)
)(
mβ(i)
mγ(i)
)−1)
(K [k]t (a0, a1, . . . , at))
n[L(α \ (γ − n)) | L(β \ γ)].
Theorem 10. Let k > 1 and t > 1, let a0, a1, . . . , at be independent variables, let 1 6 n 6 t.
Then
Tr
((
∂
∂a0
K [k]t (a0, a1, . . . , at)
)
· (K [k]t (a0, a1, . . . , at))
n−1
)
=
= Tr
((
∂
∂an
K [k]t (a0, a1, . . . , at)
)
· (K [k]t (a0, a1, . . . , at))
n−1
)
. (3)
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Proof. We will be speak, that passage from a vector α = (1〈l1〉, 2〈l2〉, . . . , t〈lt〉) ∈ G[k]t to a vector
β ∈ G[k]t there exists and be realized with help a vector (p1, p2, . . . , pt−1, v), if
β =
(
1
fi
k−v+
t−1
Σ
i=1
pi
fl)
, 2〈l1−p1〉, 3〈l2−p2〉, . . . , t〈lt−1−pt−1〉), 0 6 pi 6 li, 1 6 i 6 t−1,
t−1∑
i=1
pi 6 v 6 k.
Let α1 = (1
〈l1〉, 2〈l2〉, . . . , t〈lt〉), α2, α3, . . . , αn+1 ∈ G
[k]
t such that passage from the vector αi to
the vector αi+1 there exist and be realized with help a vector (p
(i)
1 , p
(i)
2 , . . . , p
(i)
t−1, vi), 1 6 i 6 n.
Assume that v1 > 1 and ln 6 k − 1. Let
β1 = (1
〈l1〉, 2〈l2〉, . . . , (n− 1)〈ln−1〉, n〈ln+1〉, (n+ 1)〈ln+1〉, . . . , t〈lt〉),
β2 =
(
1
fi
k−v1+1+
t−1
Σ
i=1
p(1)i
fl
, 2〈l1−p
(1)
1 〉, 3〈l2−p
(1)
2 〉, . . . , t〈lt−1−p
(1)
t−1〉).
Then passage from the vector β1 to the vector β2 there exist and realized with help vector (p
(1)
1 ,
p(1)2 , . . . , p
(1)
n−1, p
(1)
n +1, p
(1)
n+1, . . . , p
(1)
t−1, v1) if 1 6 n 6 t−1 and (p
(1)
1 , p
(1)
2 , . . . , p
(1)
t−1, v1−1) if n = t.
Let β3, β4, . . . , βn+1 ∈ G
[k]
t such that passage from the vector βi to βi+1 there exists and be
realized with help the vector (p(i)1 , p
(i)
2 , . . . , p
(i)
t−1, vi), 2 6 i 6 n. Definition β3, β4, . . . , βn+1
is correctly, since mβ2(i) > mα2(i) for all i, 1 6 i 6 t. Let αi = (1
〈l(i)1 〉, 2〈l
(i)
2 〉, . . . , t〈l
(i)
t 〉),
2 6 i 6 n+ 1. We shall show by induction on n, 2 6 i 6 n + 1, that
βi = (1
〈l(i)1 〉, . . . , (i− 2)〈l
(i)
i−2〉, (i− 1)〈l
(i)
i−1+1〉, i〈l
(i)
i 〉, . . . , t〈l
(i)
t 〉).
If i = 2, then proposition follows from definition α2 and β2. Let 2 6 i 6 n and for i proposition
is proved. Then, by definition, αi+1 =
(
1
fi
k−vi+
t−1
Σ
j=1
p(i)j
fl
, 2〈l
(i)
1 −p
(i)
1 〉, 3〈l
(i)
2 −p
(i)
2 〉, . . . , t〈l
(i)
t−1−p
(i)
t−1〉
)
,
βi+1 =
(
1
fi
k−vi+
t−1
Σ
j=1
p(i)j
fl
, 2〈l
(i)
1 −p
(i)
1 〉, 3〈l
(i)
2 −p
(i)
2 〉, . . . , (i−1)〈l
(i)
i−2−p
(i)
i−2〉, i〈l
(i)
i−1+1−p
(i)
i−1〉, (i+1)〈l
(i)
i −p
(i)
i 〉, . . . ,
t〈l
(i)
t−1−p
(i)
t−1〉). We shall show now that if v1 >
t−1∑
j=1
p(1)j and αn+1 = α1, then
(
∂
∂a0
(K [k]t (a0, a1, . . . , at))[L(α1) | L(α2)]
)
·
n∏
i=2
(K [k]t (a0, a1, . . . , at))[L(αi) | L(αi+1)] =
=
(
∂
∂a0
(K [k]t (a0, a1, . . . , at))[L(β1) | L(β2)]
)
·
n∏
i=2
(K [k]t (a0, a1, . . . , at))[L(βi) | L(βi+1)].
Since αn+1 = α1, then ln =
(
k − v1 +
t−1∑
i=1
p(1)i
)
−
n−1∑
j=1
p(j+1)j and, therefore, v1 > 1 and ln 6 k−1,
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since v1 >
t−1∑
i=1
p(1)i . From definition of matrix K
[k]
t (a0, a1, . . . , at) it follows that
(
∂
∂a0
(K [k]t (a0, a1, . . . , at))[L(α1) | L(α2)]
)
·
n∏
i=2
(K [k]t (a0, a1, . . . , at))[L(αi) | L(αi+1)] =
=
(
∂
∂a0

 k
v1 −
t−1
Σ
j=1
p(1)j


(
t−1∏
j=1
(
lj
p(1)j
))
a
v1−
t−1
Σ
j=1
p(1)j
0 a
p(1)1
1 a
p(1)2
2 . . . a
p(1)t−1
t−1 ×
×
min(l(i)t ,k−v1)∑
d=0
(d+v1)!
(
k
d+v1
)(
lt
d
)
adt
)
n∏
i=2

 k
vi −
t−1
Σ
j=1
p(i)j


(
t−1∏
j=1
(
l(i)j
p(i)j
))
×
× a
vi−
t−1
Σ
j=1
p(i)j
0 a
p(i)1
1 a
p(i)2
2 . . . a
p(i)t−1
t−1
min(l(i)t ,k−vi)∑
d=0
(d+vi)!
(
k
d+vi
)(
l(i)t
d
)
adt .
As we proved above, βi = (1
〈l(i)1 〉, . . . , (i− 2)〈l
(i)
i−2〉, (i− 1)〈l
(i)
i−1+1〉, i〈l
(i)
i 〉, . . . , t〈l
(i)
t 〉), 2 6 i 6 n + 1.
Therefore, βn+1 = β1 and(
∂
∂an
(K [k]t (a0, a1, . . . , at))[L(β1) | L(β2)]
)
·
n∏
i=2
(K [k]t (a0, a1, . . . , at))[L(βi) | L(βi+1)] =
=

 ∂∂an



 k
v1 − 1−
t−1
Σ
j=1
p(1)j

( l1p(1)1 )( l2p(1)2 ) . . . ( ln−1p(1)n−1)( ln+1p(1)n +1)( ln+1p(1)n+1) . . . ( lt−1p(1)t−1)av1−1−
t−1
Σ
j=1
p(1)j
0 ×
× ap
(1)
1
1 a
p(1)2
2 . . . a
p(1)n−1
n−1 a
p(1)n +1
n a
p(1)n+1
n+1 . . . a
p(1)t−1
t−1
min(lt,k−v1)∑
d=0
(d+ v1)!
(
k
d+ v1
)(
lt
d
)
adt



×
×
n∏
i=2

 k
vi −
t−1
Σ
j=1
p(i)j


(
l(i)1
p(i)1
)(
l(i)2
p(i)2
)
. . .
(
l(i)i−2
p(i)i−2
)(
l(i)i−1 + 1
p(i)i−1 + 1
)(
l(i)i
p(i)i
)
. . .
(
l(i)t−1
p(i)t−1
)
×
×a
vi−
t−1
Σ
j=1
p(i)j
0 a
p(i)1
1 a
p(i)2
2 . . . a
p(i)t−1
t−1
min(l(i)t ,k−vi)∑
d=0
(d+ vi)!
(
k
d+ vi
)(
l(i)t
d
)
adt ,
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if 1 6 n 6 t− 1 and
(
∂
∂at
(K [k]t (a0, a1, . . . , at))[L(β1) | L(β2)]
)
·
t∏
i=2
(K [k]t (a0, a1, . . . , at))[L(βi) | L(βi+1)] =
=

 ∂∂at



 k
v1 − 1−
t−1
Σ
j=1
p(1)j


(
t−1∏
j=1
(
lj
p(1)j
))
a
v1−1−
t−1
Σ
j=1
p(1)j
0 a
p(1)1
1 a
p(1)2
2 . . . a
p(1)t−1
t−1 ×
×
min(lt+1,k−v1+1)∑
d=0
(d+ v1 − 1)!
(
k
d+ v1 − 1
)(
lt + 1
d
)
adt



 t∏
i=2

 k
vi −
t−1
Σ
j=1
p(i)j

×
×
(
l(i)1
p(i)1
)
. . .
(
l(i)i−2
p(i)i−2
)(
l(i)i−1 + 1
p(i)i−1
)(
l(i)i
p(i)i
)
. . .
(
l(i)t−1
p(i)t−1
)
a
vi−
t−1
Σ
j=1
p(i)j
0 a
p(i)1
1 a
p(i)2
2 . . . a
p(1)t−1
t−1 ×
×
min(l(i)t ,k−vi)∑
d=0
(d+ vi)!
(
k
d+ vi
)(
l(i)t
d
)
adt .
Let s = v1 −
t−1∑
j=1
p(1)j . Then
(
∂
∂a0
(K [k]t (a0, a1, . . . , at))[L(α1) | L(α2)]
) n∏
i=2
(K [k]t (a0, a1, . . . , at))[L(αi) | L(αi+1)]
= s
(
k
s
)(t−1∏
j=1
(
lj
p(1)j
)
ap
(1)
j
j
)
as−10

min(lt,k−v1)∑
d=0
(d+ v1)!
(
k
d+ v1
)(
lt
d
)
adt

×
×
n∏
i=2

 k
vi −
t−1
Σ
j=1
p(i)j


(
t−1∏
j=1
(
l(i)j
p(i)j
)
ap
(i)
j
j
)
a
vi−
t−1
Σ
j=1
p(i)j
0
min(l(i)t ,k−vi)∑
d=0
(d+ vi)!
(
k
d+ vi
)(
l(i)t
d
)
adt ,
(
∂
∂an
(K [k]t (a0, a1, . . . , at))[L(β1) | L(β2)]
) n∏
i=2
(K [k]t (a0, a1, . . . , at))[L(βi) | L(βi+1)] =
= (p(1)n + 1) ·
ln + 1
p
(1)
n + 1
(
k
s− 1
)(t−1∏
j=1
(
lj
p(1)j
)
ap
(1)
j
j
)
as−10

min(lt,k−v1)∑
d=0
(d+ v1)!
(
k
d+ v1
)(
lt
d
)
adt

×
×
(
n∏
i=2
(
l(i)i−1 + 1
p(i)i−1
)) n∏
i=2

 k
vi −
t−1
Σ
j=1
p(i)j


( ∏
j∈Nt−1\{i−1}
(
l(i)j
p(i)j
))
a
vi−
t−1
Σ
j=1
p(i)j
0 a
p(i)1
1 a
p(i)2
2 . . . a
p(i)t−1
t−1 ×
×
min(l(i)t ,k−vi)∑
d=0
(d+ vi)!
(
k
d+ vi
)(
l(i)t
d
)
adt
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if 1 6 n 6 t− 1 and
(
∂
∂at
(K [k]t (a0, a1, . . . , at))[L(β1) | L(β2)]
) t∏
i=2
(K [k]t (a0, a1, . . . , at))[L(βi) | L(βi+1)] =
=
(
k
s− 1
)
as−10
(
t−1∏
j=1
(
lj
p(1)j
)
ap
(1)
j
j
)min(lt+1,k−v1+1)∑
d=1
(d+ v1 − 1)!
(
k
d+ v1 − 1
)(
lt + 1
d
)
dad−1t

×
×
(
t∏
i=2
(
l(i)i−1 + 1
p(i)i−1
)) t∏
i=2

 k
vi −
t−1
Σ
j=1
p(i)j


( ∏
j∈Nt−1\{i−1}
(
l(i)j
p(i)j
))
a
vi−
t−1
Σ
j=1
p(i)j
0
(
t−1∏
j=1
ap
(i)
j
j
)
×
×
min(l(i)t ,k−vi)∑
d=0
(d+ vi)!
(
k
d+ vi
)(
l(i)t
d
)
adt =
= (lt + 1)
(
k
s− 1
)
as−10
(
t−1∏
j=1
(
lj
p(1)j
)
ap
(1)
j
j
)
min(lt,k−v1)∑
d=0
(d+ v1)!
(
k
d+ v1
)(
lt
d
)
adt

×
×
(
n∏
i=2
(
l(i)i−1 + 1
p(i)i−1
)) n∏
i=2

 k
vi −
t−1
Σ
j=1
p(i)j


( ∏
j∈Nt−1\{i−1}
(
l(i)j
p(i)j
))
a
vi−
t−1
Σ
j=1
p(i)j
0
(
t−1∏
j=1
ap
(i)
j
j
)
×
×
min(l(i)t ,k−vi)∑
d=0
(d+ vi)!
(
k
d+ vi
)(
l(i)t
d
)
adt .
Therefore, for all n, 1 6 n 6 t, this equality
(
∂
∂an
(K [k]t (a0, a1, . . . , at))[L(β1) | L(β2)]
) n∏
i=2
(K [k]t (a0, a1, . . . , at))[L(βi) | L(βi+1)] =
= (ln + 1)
(
k
s− 1
)
as−10
(
t−1∏
j=1
(
lj
p(1)j
)
ap
(1)
j
j
)
min(lt,k−v1)∑
d=0
(d+ v1)!
(
k
d+ v1
)(
lt
d
)
adt

×
×
(
n∏
i=2
(
l(i)i−1 + 1
p(i)i−1
)) n∏
i=2

 k
vi −
t−1
Σ
j=1
p(i)j

( ∏
j∈Nt−1\{i−1}
( l(i)j
p(i)j
))
a
vi−
t−1
Σ
j=1
p(i)j
0
(
t−1∏
j=1
ap
(i)
j
j
)
×
×
min(l(i)t ,k−vi)∑
d=0
(d+ vi)!
(
k
d+ vi
)(
l(i)t
d
)
adt .
is correct. From the equality l(i+1)j = l
(i)
j−1 − p
(i)
j−1, 2 6 j 6 t, 1 6 i 6 n − 1, it follows
that l(i+1)i = l
(i)
i−1 − p
(i)
i−1, 2 6 i 6 n − 1. Since l
(2)
1 = k − s, then induction on i give that
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l(i)i−1 = k − s−
i−2∑
j=1
p(j+1)j , 2 6 i 6 n. Therefore
s
(
k
s
) n∏
i=2
(
l(i)i−1
p(i)i−1
)
= k
(
k − 1
s− 1
) n∏
i=2
(
l(i)i−1
p(i)i−1
)
= (k − s+ 1)
(
k
s− 1
) n∏
i=2
(
l(i)i−1
p(i)i−1
)
=
= (k − s+ 1)
(
k
s− 1
) n∏
i=2

 k − s− i−2Σj=1 p(j+1)j
p(i)i−1

 =
= (k − s+ 1)
(
k
s− 1
)
·
(k − s)!(
k − s−
n∑
i=2
p(i)i−1
)
!
n∏
i=2
p(i)i−1!
=
=
(
k
s− 1
)
·
(k − s+ 1)!(
k − s−
n∑
i=2
p(i)i−1
)
!
n∏
i=2
p(i)i−1!
=
(
k
s− 1
)
·
(k − s+ 1)!
ln!
n∏
i=2
p(i)i−1!
,
(ln + 1)
(
k
s− 1
) n∏
i=2
(
l(i)i−1 + 1
p(i)i−1
)
= (ln + 1)
(
k
s− 1
) n∏
i=2

 k − s+ 1− i−2Σj=1 p(j+1)j
p(i)i−1

 =
= (ln + 1)
(
k
s− 1
)
×
(k − s+ 1)!(
k − s + 1−
n∑
i=2
p(i)i−1
)
!
n∏
i=2
p(i)i−1!
= (ln + 1)
(
k
s− 1
)
·
(k − s+ 1)!
(ln + 1)!
n∏
i=2
p(i)i−1!
=
=
(
k
s− 1
)
·
(k − s+ 1)!
ln!
n∏
i=2
p(i)i−1!
,
1 6 n 6 t. Therefore, if αn+1 = α1, then βn+1 = β1 and(
∂
∂a0
(K [k]t (a0, a1, . . . , at))[L(α1) | L(α2)]
) n∏
i=2
(K [k]t (a0, a1, . . . , at))[L(αi) | L(αi+1)] =
=
(
∂
∂an
(K [k]t (a0, a1, . . . , at))[L(β1) | L(β2)]
) n∏
i=2
(K [k]t (a0, a1, . . . , at))[L(βi) | L(βi+1)].
And invercely, let β = (1〈l1〉, 2〈l2〉, . . . , t〈lt〉), β2, . . . , βn+1 ∈ G
[k]
t be such that passage from the
vector βi to the vector βi+1 be realized with help the vector (p
〈i〉
1 , p
〈i〉
2 , . . . p
〈i〉
t−1, vi), 1 6 i 6 n.
Assume that v1 6 k − 1 and p
(1)
n > 1, ln > 1. Let
α1 = (1
〈l1〉, 2〈l2〉, . . . , (n− 1)〈ln−1〉, n〈ln−1〉, (n+ 1)〈ln+1〉, . . . , t〈lt〉),
α2 =
(
1
fi
k−v1−1+
t−1
Σ
j=1
p(1)j
fl
, 2〈l1−p
(1)
1 〉, 3〈l2−p
(1)
2 〉, . . . , t〈lt−1−p
(1)
t−1〉
)
.
Then passage from the vector α1 to α2 be realized with help the vector
(p(1)1 , p
(1)
2 , . . . , p
(1)
n−1, p
(1)
n − 1, p
(1)
n+1, . . . , p
(1)
t−1, v1) if 1 6 n 6 t− 1
and (p(1)1 , p
(1)
2 , . . . , p
(1)
t−1, v1 + 1) if n = t. Let α3, α4, . . . , αn+1 ∈ G
[k]
t , such that passage from αi
to αi+1 be realized with help the vector (p
(i)
1 , p
(i)
2 , . . . , p
(i)
t−1, vi), 2 6 i 6 n. If βn+1 = β1, then
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definition of α3, α4, . . . , αn+1 is correctly. Really then ln =
(
k− v1 +
t−1∑
j=1
p(1)j
)
−
n−1∑
j=1
p(j+1)j . Let
βi = (1
〈l(i)1 〉, 2〈l
(i)
2 〉, . . . , t〈l
(i)
t 〉), 2 6 i 6 n+ 1. Then
l(i)i−1 − 1 =
(
k − v1 − 1 +
t−1∑
j=1
p(1)j
)
−
i−2∑
j=1
p(j+1)j > ln − 1 > 0
and αi = (1
〈l(i)1 〉, . . . , (i − 2)〈l
(i)
i−2〉, (i − 1)〈l
(i)
i−1−1〉, i〈l
(i)
i 〉, . . . , t〈l
(i)
t 〉). Therefore, if βn+1 = β1, then
αn+1 = α1 and, repeating stated above computations we obtain that(
∂
∂a0
(K [k]t (a0, a1, . . . , at))[L(α1) | L(α2)]
) n∏
i=2
(K [k]t (a0, a1, . . . , at))[L(αi) | L(αi+1)] =
=
(
∂
∂an
(K [k]t (a0, a1, . . . , at))[L(β1) | L(β2)]
) n∏
i=2
(K [k]t (a0, a1, . . . , at))[L(βi) | L(βi+1)].
Since the maps
(α1, α2, . . . , αn, α1)→ (β1, β2, . . . , βn, β1) and (β1, β2, . . . , βn, β1)→ (α1, α2, . . . , αn, α1)
are injective, then theorem 10 is proved. 
Theorem 11. Let k > 1, t > 1, 1 6 n 6 t, 0 6 r 6 kt − 1, let a0, a1, . . . , at be independent
variables. Then
Tr
(( ∂
∂a0
Π
[k]
r,t(a0, a1, . . . , at)
)
·
(
Π
[k]
r,t(a0, a1, . . . , at)
)n−1)
=
= Tr
(( ∂
∂an
Π
[k]
r+1,t(a0, a1, . . . , at)
)
·
(
Π
[k]
r+1,t(a0, a1, . . . , at)
)n−1)
(4)
Theorem 12. Let k > 1 and t > 2, let a0, a1, . . . , at be elements in a commutative ring with
unity, let α, β ∈ G
[k]
r,t, let 1 6 n 6 t − 1. Assume that max{β} > n + 1, γ ∈ G
[k]
l,t , {γ} ⊆ {β},
min{γ} > n+ 1 and {α} + {γ − n}. Then
(
Π
[k]
r,t(a0, a1, . . . , at)
)n
[L(α) | L(β)] = 0
Theorem 13. Let k > 1 and t > 2, let a0, a1, . . . , at be elements in a commutative ring with
unity, let α, β ∈ G
[k]
r,t, let 1 6 n 6 t − 1. Assume that max{β} > n + 1, γ ∈ G
[k]
l,t , {γ} ⊆ {β},
min{γ} > n+ 1, and {α} ⊇ {γ − n}. Then
(
Π
[k]
r,t(a0, a1, . . . , at)
)n
[L(α) | L(β)] =
=
( t∏
i=1
(
mα(i)
mγ−n(i)
)(
mβ(i)
mγ(i)
)−1)(
Π
[k]
r−l,t(a0, a1, . . . , at)
)n
[L(α \ (γ − n)) | L(β \ γ)]. (5)
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Theorem 14. Let k > 1 and t > 1, let 1 6 n 6 t, let a0, a1, . . . , at be independent variables.
Then
kt∑
r=0
Tr
(( ∂
∂a0
Π
[k]
r,t(a0, a1, . . . , at)
)
·
(
Π
[k]
r,t(a0, a1, . . . , at)
)n−1)
=
=
kt∑
r=0
Tr
(( ∂
∂an
Π
[k]
r,t(a0, a1, . . . , at)
)
·
(
Π
[k]
r,t(a0, a1, . . . , at)
)n−1)
(6)
Proof. Since Π
[k]
0,t(a0, a1, . . . , at)= k!a
k
0, Π
[k]
kt,t(a0, a1, . . . , at)= k!a
k
t , then
∂
∂a0
Π
[k]
kt,t(a0, a1, . . . , at) =
= 0, ∂
∂an
Π
[k]
0,t(a0, a1, . . . , at) = 0 and from the theorem 11 it follows that
kt∑
r=0
Tr
(( ∂
∂a0
Π
[k]
r,t(a0, a1, . . . , at)
)
·
(
Π
[k]
r,t(a0, a1, . . . , at)
)n−1)
=
=
kt−1∑
r=0
Tr
(( ∂
∂a0
Π
[k]
r,t(a0, a1, . . . , at)
)
·
(
Π
[k]
r,t(a0, a1, . . . , at)
)n−1)
=
=
kt−1∑
r=0
Tr
(( ∂
∂an
Π
[k]
r+1,t(a0, a1, . . . , at)
)
·
(
Π
[k]
r+1,t(a0, a1, . . . , at)
)n−1)
=
=
kt∑
r=1
Tr
(( ∂
∂an
Π
[k]
r,t(a0, a1, . . . , at)
)
·
(
Π
[k]
r,t(a0, a1, . . . , at)
)n−1)
=
=
kt∑
r=0
Tr
(( ∂
∂an
Π
[k]
r,t(a0, a1, . . . , at)
)
·
(
Π
[k]
r,t(a0, a1, . . . , at)
)n−1)

Theorem 15. Let k > 1 and n > 1, let 0 6 r 6 kt, let a0, a1, . . . , at be independent variables.
Then
Tr
((
Π
[k]
r,t(a0, a1x, . . . , atx
t)
)n)
= xrn Tr
((
Π
[k]
r,t(a0, a1, . . . , at)
)n)
(7)
Proof. Let αi = (1
〈l
(i)
1 〉, 2〈l
(i)
2 〉, . . . , t〈l
(i)
t 〉)∈G
[k]
r,t, 1 6 i6n+1. Assume that α1 → α2 → · · · → αn+1
is a closed way in the oriented graph Γ
[k]
r,t corresponding the matrix Π
[k]
r,t(a0, a1, . . . , at). Then
α1 = αn+1 and there exists p
(i)
j , 1 6 j 6 t−1, 1 6 i 6 n, such that 0 6 p
(i)
j 6 l
i
j,
t−1∑
j=1
p
(i)
j 6 k−l
(i)
t ,
and l
(i+1)
1 = l
(i)
t +
t−1∑
j=1
p
(i)
j , l
(i+1)
j = l
(i)
j−1 − p
(i)
j−1, 2 6 j 6 t, 1 6 i 6 n,
(
Π
[k]
r,t(a0, a1x, . . . , atx
t)
)
[L(αi | L(αi+1))] =
= k!

 k
l
(i)
t +
t−1∑
j=1
p
(i)
j

 ·
(
t−1∏
j=1

 l(i)j
p
(i)
j

)ak−l(i)t −
t−1P
j=1
p
(i)
j
0 a
p
(i)
1
1 a
p
(i)
2
2 . . . a
p
(i)
t−1
t−1 a
l
(i)
t
t .
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Hence
n∏
i=1
(
Π
[k]
r,t(a0, a1x, . . . , atx
t)
)
[L(αi | L(αi+1))] =
= (k!)n

 n∏
i=1

 k
l
(i)
t +
t−1∑
j=1
p
(i)
j



 l(i)1
p
(i)
1



 l(i)2
p
(i)
2

. . .

 l(i)t−1
p
(i)
t−1

 · ak−l(i)t −
t−1P
j=1
p
(i)
j
0 a
p
(i)
1
1 a
p
(i)
2
2 . . . a
p
(i)
t−1
t−1 a
l
(i)
t
t

×
× x
nP
i=1
(tl
(i)
t +
t−1P
j=1
jp
(i)
j )
=
( n∏
i=1
(Π
[k]
r,t(a0, a1, . . . , at))[L(αi) | L(αi+1)]
)
x
nP
i=1
(tl
(i)
t +
t−1P
j=1
jp
(i)
j )
.
We will show that
n∑
i=1
(tl
(i)
t +
t−1∑
j=1
jp
(i)
j ) = rn. From the equalities l
(i+1)
j = l
(i)
j−1 − p
(i)
j−1, 2 6 j 6 t,
1 6 i 6 n, it follows that jli+1j − l
(i+1)
j = (j − 1)l
(i+1)
j = (j − 1)l
(i)
j−1 − (j − 1)p
(i)
j−1 and therefore
n∑
i=1
t∑
j=2
jl
(i+1)
j −
n∑
i=1
t∑
j=2
l
(i+1)
j =
n∑
i=1
t∑
j=2
(j−1)l
(i)
j−1−
n∑
i=1
t∑
j=2
(j−1)p
(i)
j−1, i.d.
n+1∑
i=2
t∑
j=2
jl
(i)
j −
n+1∑
i=2
t∑
j=2
l
(i)
j =
=
n∑
i=1
t−1∑
j=1
jl
(i)
j −
n∑
i=1
t−1∑
j=1
jp
(i)
j , i.d. t
n+1∑
i=2
l
(i)
t +
t−1∑
j=2
jln+1j +
n∑
i=2
t−1∑
j=1
jl
(i)
j −
n+1∑
i=2
(r−l
(i)
1 ) =
t−1∑
j=1
jl
(1)
j +
n∑
i=2
l
(i)
1 +
+
n∑
i=2
t−1∑
j=2
jl
(i)
j −
n∑
i=1
t−1∑
j=1
jp
(i)
j , i.d. t
( n∑
i=1
l
(i)
t
)
+ t(ln+1t − l
(1)
t ) +
(t−1∑
j=2
jln+1j
)
− rn+ l
(n+1)
1 =
t−1∑
j=1
jl
(1)
j −
−
n∑
i=1
t−1∑
j=1
jp
(i)
j . Hence t
n∑
i=1
l
(i)
t +
n∑
i=1
t−1∑
j=1
jp
(i)
j = rn+
( t∑
j=1
jl
(1)
j
)
−
t∑
j=1
jl
(n+1)
j . Since α1 = αn+1, then
l
(1)
j = l
(n+1)
j for all j, 1 6 j 6 t, and therefore
n∑
i=1
(tl
(i)
t +
t−1∑
j=1
jp
(i)
j ) = rn. 
Definition 1. Let n > 1, Pn(x) = (ai,j)16i,j6n,
ai,j =


1, if j − i = 1,
x, if j − i 6= 1, j − i ≡ 1(modn),
0, if j − i 6≡ 1(modn).
(8)
Then
ai,j =


1, if j − i = 1,
x, if i = n, j = 1,
0, if j − i 6≡ 1(modn).
(9)
Lemma 1. let s ∈ Z, −n 6 s 6 n, (Pn(x))s = (bi,j)16i,j6n. Then
bi,j =


1, if j − i = s,
x, if j − i 6= s, j − i ≡ s(modn)
0, if j − i 6≡ s(modn) .
(10)
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if 0 6 s 6 n and
bi,j =


1, if j − i = s,
x−1, if j − i 6= s, j − i ≡ s(modn)
0, if j − i 6≡ s(modn)
(11)
if −n 6 s 6 −1. Hence (Pn(x))
n = xIn,
bi,j =


1, if j − i = s,
x, if j − i = s− n,
0, if j − i 6≡ s(modn)
(12)
if 0 6 s 6 n and
bi,j =


1, if j − i = s,
x−1, if j − i = s + n
0, if j − i 6≡ s(modn)
(13)
if −n 6 s 6 −1.
Let n > 1 and x ∈ Z. Then, by definition,
δn(x) =


1, if x 6≡ 0(modn),
0, if x ≡ 0(modn).
(14)
Theorem 16. Let k > 1 and t > 0, let a0, a1, . . . , at be independent variables. Then for all
n > 1
∑
σ∈Sym(Nnk)
∑
(α1,α2,...,αnk)∈{0,1,...,t}
nk[
σ(i)−1
k
]
−
[
i−1
k
]
≡αi(modn)
( nk∏
i=1
aαi
)
x
Card{i∈Nnk |σ(i)<i,αi 6≡0(modn)}+
nkP
i=1
[αin ]
=
=
kt∑
r=0
(Tr((Π
[k]
r,t(a0, a1, . . . , at))
n))xr (15)
Proof. Let σ ∈ Sym(Nnk), let i ∈ Nnk, let i = ksi + pi, let 0 6 si 6 n − 1, let 1 6 pi 6 k,
let
[σ(i)−1
k
]
=
[
i−1
k
]
≡ αi(modn), let 0 6 αi 6 t. Then there exists li, 1 6 li 6 k, such that
σ(i) = k[(si+αi)0modn] + li, where [(s)0modn] is the least nonnegative residue of the integer
s ∈ Z modulo n. Let σ(i) > i. Then we have
Case 1. [(si + αi)0modn] = si, li > pi.
Case 2. [(si + αi)0modn] > si.
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In the case 1 αi ≡ 0(modn) and σ(i) = ksi + li. In the case [(siαi)0modn] = si + αi −
[
αi
n
]
n
and σ(i) = k(si + αi −
[
αi
n
]
n) + li. Let σ(i) 6 i. Then we have
Case 3. [(si + αi)0modn] = si, li 6 pi.
Case 4. [(si + αi)0modn] < si.
In the case 3 αi ≡ 0(modn) and σ(i) = ksi+ li. In the case 4 [(si+αi)0modn] = si+αi−n−
−
[
αi
n
]
n = si + αi − (δn(αi) +
[
αi
n
]
)n and σ(i) = k(si + αi − (δn(αi) +
[
αi
n
]
)n) + li. Let
A1 = {i ∈ Nnk | αi ≡ 0(modn), li > pi}, A2 = {i ∈ Nnk | [(si + αi)0modn] > si},
A3 = {i ∈ Nnk | αi ≡ 0(modn), li 6 pi}, A4 = {i ∈ Nnk | [(si + αi)0modn] < si}. Then
nk∑
i=1
[σ(i)− 1
k
]
=
∑
i∈A1∪A3
si +
∑
i∈A2
si + αi −
[αi
n
]
n+
∑
i∈A4
si + αi −
(
δn(αi) +
[αi
n
])
n =
=
∑
i∈A1∪A3
si + αi − αi +
∑
i∈A2
si + αi −
[αi
n
]
n +
∑
i∈A4
si + αi − (δn(αi) +
[αi
n
]
)n =
=
nk∑
i=1
si +
nk∑
i=1
αi −
∑
i∈A1∪A3
[αi
n
]
n−
∑
i∈A2
[αi
n
]
n−
∑
i∈A4
[
αi
n
]
n−
∑
i∈A4
δn(αi)n =
=
nk∑
i=1
si +
nk∑
i=1
αi −
nk∑
i=1
[
αi
n
]
n−
∑
σ(i)<i,αi 6≡0(modn)
δn(αi)n =
=
nk∑
i=1
si +
nk∑
i=1
αi −
(( nk∑
i=1
[
αi
n
])
+ Card{i ∈ Nnk | σ(i) < i, αi 6≡ 0(modn)}
)
n,
nk∑
i=1
[
i−1
k
]
=
nk∑
i=1
si. But
nk∑
i=1
[σ(i)−1
k
]
=
nk∑
i=1
[
i−1
k
]
, and therefore
nk∑
i=1
αi = (Card{i ∈ Nnk | σ(i) < i, αi 6≡ 0(modn)}+
nk∑
i=1
[αi
n
]
)n.
Since ∑
σ∈Sym(Nnk)
∑
(α1,α2,...,αnk)∈{0,1,...,t}
nk
[σ(i)−1k ]−[
i−1
k ]≡αi(modn)
( nk∏
i=1
aαi
)
= per
(( t∑
i=0
aiP
i
n
)
⊗ Jk
)
for all n > 1, then from the theorem 3 it follows that
∑
σ∈Sym(Nnk)
∑
(α1,α2,...,αnk)∈{0,1,...,t}
nk
[σ(i)−1k ]−[
i−1
k ]≡αi(modn)
( nk∏
i=1
aαix
αi
)
=
kt∑
r=0
(Tr(Π
[k]
r,t(a0, a1, . . . , at))
n)xrn, n > 1.
Hence and from the equality
nk∑
i=1
αi =
(
Card{i ∈ Nnk | σ(i) < i, αi 6≡ 0(modn)} +
nk∑
i=1
[
αi
n
])
n it
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follows that for all n > 1
∑
σ∈Sym(Nnk)
∑
(α1,α2,...,αnk)∈{0,1,...,t}
nk
[σ(i)−1k ]−[
i−1
k ]≡αi(modn)
( nk∏
i=1
aαi
)
· x
Card{i∈Nnk |σ(i)<i,αi 6≡0(modn)}+
nkP
i=1
[αin ]
=
=
kt∑
r=0
(Tr(Π
[k]
r,t(a0, a1, . . . , at))
n)xr.

Theorem 17. Let k > 1 and t > 0, let a0, a1, . . . , at be elements in a commutative ring with
unity. Then for all n > t+ 1
∑
σ∈Sym(Nnk)
kt∑
r=0
xr
∑
(α1,α2,...,αnk)∈{0,1,...,t}
nk
[σ(i)−1k ]−[
i−1
k ]≡αi(modn)
( nk∏
i=1
aαi
)
· xCard{i∈Nnk |σ(i)<i,αi 6=0} =
=
kt∑
r=0
(Tr((Π
[k]
r,t(a0, a1, . . . , at))
n))xr. (16)
Proof. Since 0 6
[
αi
n
]
6
[
t
n
]
= 0, then
[
αi
n
]
= 0 for all i ∈ Nnk. If t < n and αi ≡ 0(modn),
then αi = 0. 
Theorem 18. Let k > 1 and t > 0, let a0, a1, . . . , at be elements in a commutative ring with
unity. Then for all n > 1
per
(( t∑
i=0
ai(Pn(x))
i
)
⊗ Jk
)
=
kt∑
r=0
(Tr((Π
[k]
r,t(a0, a1, . . . , at))
n)xr. (17)
Lemma 2. Let k, t > 1. Then |G
[k]
r,t| =
(
t+r−1
r
)
if 0 6 r 6 k, and G
[k]
r,t =
k∑
i=0
|G
[k]
r−i,t−1| if
k 6 r 6 kt. |G
[k]
r,t| = |G
[k]
kt−r,t|, |G
[k]
r,t| =
min(k,r)∑
i=0
|G
[k]
r−i,t−1|, 0 6 r 6 kt.
Theorem 19. Let k > 1 and t > 0, let 0 6 r 6 kt, let a0, a1, . . . , at be elements in a
commutative ring with unity. Then
det(xI
|G
[k]
r,t|
− Π
[k]
r,t(a0, a1, . . . , at)) = det(xI|G[k]
kt−r,t|
− Π
[k]
kt−r,t(at, at−1, . . . , a0)). (18)
Theorem 20. Let k > 1, let a0, a1, . . . , at be independent variables over a field F of charac-
teristic 0. Then the polynomials
det(I|G[k]r,t| − xΠ
[k]
r,t(a0, a1, . . . , at)), 0 6 r 6 kt and det(I(k+1)t − xK
[k]
t (a0, a1, . . . , at))
are irreducible over the field of rational functions F (a0, a1, . . . , at).
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Theorem 21. On the set G[k]r,t, 1 6 r 6 kt, we define the injective mapping φr,t as follows way:
if α = (1〈l1〉, 2〈l2〉, . . . , t〈lt〉) ∈ G[k]r,t, then φr,t(α) = (1
〈lt〉, 2〈l1〉, 3〈l2〉, . . . , t〈lt−1〉). Then φr,t is the
substitution of the set G[k]r,t and
det(Π[k]r,t(a0, a1, . . . , at)) = (signφr,t)
min(k,r)∏
i=0
(
k!
(
k
i
)
ak−i0 a
i
t
)|G[k]r−i,t−1|
, (19)
det(K [k]t (a0, a1, . . . , at)) =
(
kt∏
r=1
signφr,t
)
k∏
i=0
(
k!
(
k
i
)
ak−i0 a
i
t
)(k+1)t−1
, (20)
per(Π[k]r,t(a0, a1, . . . , at)) =
min(k,r)∏
i=0
(
k!
(
k
i
)
ak−i0 a
i
t
)|G[k]r−i,t−1|
. (21)
Theorem 22. Let 0 6 r 6 t, let a−r, a−r+1, . . . , a−r+t be elements in a commutative ring with
unity. Then
1 +
∞∑
n=1
(
R
(
x;
(
t∑
i=0
a−r+iT
(−r+i)
n
)
⊗ Jk
))
yn = (−1)L(1
<k>,...,r<k>)×
×
[∑
γ∈
Skt
l=rkG
[k]
l,t
{γ}⊃{1〈k〉,2〈k〉,...,r〈k〉}
(−1)L(γ) det
(
(I(k+1)t − yK
[k]
t (a−rx, a−r+1x, . . . , a−r+tx))×
× (L(γ)|L(1<k>, 2<k>, . . . , r<k>))
)]
· (det(I(k+1)t − yK
[k]
t (a−rx, a−r+1x, . . . , a−r+tx)))
−1, (22)
∞∑
n=1
(
R
(
x;
(
t∑
i=0
a−r+iP
−r+i
n
)
⊗ Jk
))
yn =
= −y
(
d
d y
det(I(k+1)t − yK
[k]
t (a−rx, a−r+1x, . . . , a−r+tx))
)
×
×
(
det(I(k+1)t − yK
[k]
t (a−rx, a−r+1x, . . . , a−r+tx))
)−1
, (23)
1 +
∞∑
n=1
(
per
((
t∑
i=0
a−r+iT
(−r+i)
n
)
⊗ Jk
))
xn =
=
[
det
((
I
|G
[k]
rk,t
|
− xΠ
[k]
rk,t(a−r, a−r+1, . . . , a−r+t)
)(
L(1<k>, . . . , r<k>)|L(1<k>, . . . , r<k>)
))]
×
×
(
det
(
I
|G
[k]
rk,t
|
− xΠ
[k]
rk,t(a−r, a−r+1, . . . , a−r+t)
))−1
, (24)
∞∑
n=1
(
per
((
t∑
i=0
a−r+iP
−r+i
n
)
⊗ Jk
))
xn =
= −x
kt∑
l=0
[
d
d x
(
det
(
I
|G
[k]
l,t
|
− xΠ
[k]
l,t (a−r, a−r+1, . . . , a−r+t)
))]
×
×
(
det
(
I
|G
[k]
l,t
|
− xΠ
[k]
l,t (a−r, a−r+1, . . . , a−r+t)
))−1
. (25)
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Theorem 23. Let k > 2, let 1 6 t1 6 t2 6 . . . 6 tk = t, let greatest common divisor
of t1, t2, . . . , tk is equal to 1. Let at1 , at2 , . . . , atk be independent variables over a field F of
characteristic 0, f(x) = xt +
k∑
i=1
atix
t−ti . Then the Galois group of the polynomial f(x) over
the rational function field F (at1 , at2 , . . . , atk) is isomorphic to the symmetric group Sym(t) of
degree t.
Theorem 24. Let k 6 2, let 1 6 t1 6 t2 6 . . . 6 tk = t, let greatest common divisor of
t1, t2, . . . , tk equals 1. Assume that t is even, ti is odd for all i, 1 6 i 6 k−1, Let at1 , at2 , . . . , atk
be independent variables over a field F of characteristic 2, f(x) = xt +
k∑
i=1
atix
t−ti . Then the
Galois group of the polynomial f(x) over the rational function field F (at1 , at2 , . . . , atk) is iso-
morphic to the symmetric group Sym(t) of degree t.
For convenience of the reader we shall remind [3, p.80] definition of the matrix
Dr(a0, a1, . . . , at) = (aα,β)α,β∈r,t , 0 6 r 6 t. D0(a0) = a0.
Let 1 6 r 6 t, α = (i1, i2, . . . ir) ∈ r,t. If ir < t then
aα,β =


a0, if β = (i1 + 1, i2 + 1, . . . , ir + 1),
(−1)kaik , if β = (1, i1 + 1, . . . , îk + 1, . . . , ir + 1), 1 6 k 6 r,
0, otherwise.
(26)
If ir = t, then
aα,β =


(−1)rat, if β = (1, i1 + 1, i2 + 1, . . . , ir−1 + 1),
0, if β 6= (1, i1 + 1, i2 + 1, . . . , ir−1 + 1).
(27)
It follows that
D1(a0, a1, . . . , at) = Π
[1]
1,t(a0,−a1, . . . ,−at). (28)
Theorem 25. Let k>2, let 16 t16 t26 . . .6 tk = t, let greatest common divisor of t1, t2, . . . , tk
is equal to 1. Let a0, at1 , at2 , . . . , atk be independent variables over a field F of characteristic 0,
let ai = 0 for all i ∈ Nt−1 \{t1, t2, . . . , tk−1}. Then the polynomial det(xI(tr)
−Dr(a0, a1, . . . , at))
is irreducible over the rational function field F (a0, at1 , at2 , . . . , atk).
Theorem 26. Let t>2, let 16 t16 t26 . . .6 tk = t, let greatest common divisor of t1, t2, . . . , tk
is equal to 1. Assume that t is even, ti is odd for all i, 1 6 i 6 k − 1. Let 0 6 r 6 t, let
a0, at1 , at2 , . . . , atk be independent variables over a field F of characteristic 0, let ai = 0 for all
i ∈ Nt−1 \ {t1, t2, . . . , tk−1}. Then the polynomial det(xI(tr)
− Π
[1]
r,t(a0, a1, . . . , at)) is irreducible
over the rational function field F (a0, at1 , at2 , . . . , atk).
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Theorem 27. Let t > 1, let 0 6 s 6 t − 1 and 1 6 n 6 t, let a0, a1, . . . , at be independent
variables. Then
Tr
(( ∂
∂a0
Ds(a0, a1, . . . , at)
)
· (Ds(a0, a1, . . . , at))
n−1
)
=
= −Tr
(( ∂
∂an
Ds+1(a0, a1, . . . , at)
)
· (Ds+1(a0, a1, . . . , at))
n−1
)
(29)
Theorem 28. Let t > 1 and 1 6 n 6 t, let a0, a1, . . . , at be independent variables. Then
t∑
s=0
(−1)sTr
(( ∂
∂a0
Ds(a0, a1, . . . , at)
)
· (Ds(a0, a1, . . . , at))
n−1
)
=
=
t∑
s=0
(−1)s Tr
(( ∂
∂an
Ds(a0, a1, . . . , at)
)
· (Ds(a0, a1, . . . , at))
n−1
)
. (30)
Proof. Since D0(a0, a1, . . . , at) = a0, Dt(a0, a1, . . . , at) = (−1)
tat, then
∂
∂a0
Dt(a0, a1, . . . , at) = 0,
∂
∂an
D0(a0, a1, . . . , at) = 0 and from the theorem 27 it follows, that
t∑
s=0
(−1)sTr
(( ∂
∂a0
Ds(a0, a1, . . . , at)
)
· (Ds(a0, a1, . . . , at))
n−1
)
=
=
t−1∑
s=0
(−1)sTr
(( ∂
∂a0
Ds(a0, a1, . . . , at)
)
· (Ds(a0, a1, . . . , at))
n−1
)
=
=
t−1∑
s=0
(−1)s+1Tr
(( ∂
∂an
Ds+1(a0, a1, . . . , at)
)
· (Ds+1(a0, a1, . . . , at))
n−1
)
=
=
t∑
s=1
(−1)sTr
(( ∂
∂an
Ds(a0, a1, . . . , at)
)
· (Ds(a0, a1, . . . , at))
n−1
)
=
=
t∑
s=0
(−1)s Tr
(( ∂
∂an
Ds(a0, a1, . . . , at)
)
· (Ds(a0, a1, . . . , at))
n−1
)

Theorem 29. Let t > 2, let a0, a1, . . . , at be elements in a commutative ring, let 1 6 r 6 t−1,
let α, β ∈ Qr,t, let 1 6 n 6 t − 1. Assume that max{β} > n + 1, γ ∈ Ql,t, {γ} ⊆ {β},
min{γ} > n+ 1 and {α} 6⊇ {γ − n}. Then
(
Dr(a0, a1, . . . at)
)n
[Lr,t(α) | Lr,t(β)] = 0. (31)
Theorem 30. Let t > 2, let a0, a1, . . . , at be elements in a commutative ring, let 1 6 r 6 t,
α, β ∈ Qr,t, let 1 6 n 6 t − 1. Assume, that max{β} > n + 1, γ ∈ Ql,t, {γ} ⊆ {β},
min{γ} > n+ 1 and {α} ⊇ {γ − n}. Then
(Dr(a0, a1, . . . , at))
n[Lr,t(α) | Lr,t(β)] = (−1)
Card{(i,j)∈{γ−n}×({α}\({β−n}∩{α}))|i<j}×
× (Dr−l(a0, a1, . . . , at))
n[Lr−l,t(α \ (γ − n)) | Lr−l,t(β \ γ)] (32)
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Theorem 31. Let K be a field of characteristic 0, let x1, x2, . . . , xm be algebraically inde-
pendent variables over K and E be a algebraic extension of the field K(x1, x2, . . . , xm). Let
Dx1, Dx2 , . . . , Dxm be the extensions, respectively, of the differentiations
∂
∂x1
, ∂
∂x2
, . . . , ∂
∂xm
in the
field of rational functions K(x1, x2, . . . , xm) up to the differentiations in the field E. Assume
that for some y ∈ E will be Dx1(y) = Dx2(y) = · · · = Dxm(y) = 0. Then the element y is
algebraic over the field K.
Proof. Let f(x) be the minimal polynomial of the element y over the field K(x1, x2, . . . , xm),
f(x) = xk+
k∑
i=1
aix
k−i, ai ∈ K(x1, x2, . . . , xm), 1 6 i 6 k. Then y
k+
k∑
i=1
aiy
k−i = 0 and applying
differentiation Dxj , 1 6 j 6 m, we obtain that ky
k−1Dxj (y) +
k∑
i=1
ai(k − i)y
k−i−1Dxj (y) +
+
k∑
i=1
(Dxj(ai))y
k−i = 0. Since by condition Dxj(y) = 0, 1 6 j 6 m, then
k∑
i=1
(Dxj(ai))y
k−i = 0.
But Dxj (aj) =
∂
∂xj
ai ∈ K(x1, x2, . . . , xm) and therefore the element y vanish by the polynomial
k∑
i=1
(
∂
∂xj
ai
)
xk−i over the field K(x1, x2, . . . , xm) and deg
( k∑
i=1
(
∂
∂xj
ai
)
xk−i
)
6 k − 1. If ∂
∂xj
ai 6= 0
for some i, 1 6 i 6 k, then
k∑
i=1
(
∂
∂xj
ai
)
xk−i is nonzero polynomial of degree 6 k − 1, that
contradict assumption, that k is degree of the minimal polynomial of the element y over the
field K(x1, x2, . . . , xm). Therefore
∂
∂xj
ai = 0 for all i, j, 1 6 i 6 k, 1 6 j 6 m. Hence ai ∈ K
for all i, 1 6 i 6 k. 
Lemma 3. Let K be a field of characteristic 0, f(x, y) ∈ K[[x, y]], f(x, y) =
∑
i,j>0, i,j∈Z
ai,jx
iyj.
Assume that
∂f(x,y)
∂x
= ∂f(x,y)
∂y
. Then
ai,j =
(
i+ j
i
)
a0,i+j, (33)
ai,j = aj,i, (34)
f(x, y) =
∞∑
k=0
a0,k(x+ y)
k (35)
Proof. Since ∂f(x,y)
∂x
=
∑
i>1,j>0
i,j∈Z
iai,jx
i−1yj, ∂f(x,y)
∂y
=
∑
i>0,j>1
i,j∈Z
jai,jx
iyj−1, then provided that ∂f(x,y)
∂x
=
= ∂f(x,y)
∂y
it follows that iai,j = (j+1)ai−1,j+1, i > 1. Hence ai,j =
j+1
i
ai−1,j+1 =
j+1
i
· j+2
i−1
ai−2,j+2 =
= j+1
i
· j+2
i−1
· j+3
i−2
ai−3,j+3 =
j+1
i
· j+2
i−1
· j+3
i−2
. . . j+i
i−(i−1)
ai−i,j+i =
= (j+i)(j+i−1)...(j+1)
i!
a0,j+i =
(
j+i
i
)
a0,j+i. By the equality (33) it follows that aj,i =
(
j+i
j
)
a0,j+i =
=
(
i+j
i
)
a0,i+j = ai,j, f(x, y) =
∑
i,j∈Z
i,j>0
a0,i+j
(
i+j
i
)
xiyj =
∞∑
k=0
a0,k
∑
i+j=k
i>0, j>0, i,j∈Z
(
i+j
i
)
xiyj =
=
∞∑
k=0
a0,k
k∑
i=0
(
k
i
)
xiyk−i =
∞∑
k=0
a0,k(x+ y)
k.
Lemma 3 is proved. 
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Lemma 4. Let K be a field of characteristic 0, f(x1, x2, . . . , xm) ∈ K[[x1, x2, . . . , xm]],
f(x1, x2, . . . , xm) =
∑
i1,i2,...,im>0;i1,i2,...,im∈Z
ai1,i2,...,imx
i1
1 , x
i2
2 , . . . , x
im
m , m > 2.
Assume that ∂f
∂x1
= ∂f
∂x2
= . . . = ∂f
∂xm
. Then
ai1,i2,...,im =
(i1 + i2 + · · ·+ im)!
i1!i2! . . . im!
a0,0,...,0,i1+i2+···+im , (36)
ai1,i2,...,im = aiσ(1),iσ(2),...,iσ(m), σ ∈ Sym(Nm) (37)
f(x1, x2, . . . , xm) =
∞∑
k=0
a0,0,...,0,k(x1 + x2 + · · ·+ xm)
k (38)
Proof. Case m = 2 is proved in the lemma 3. We use induction on m > 2. Since
K[[x1, x2, . . . , xm]] = (K[[xm]])[[x1, x2, . . . , xm−1]],
then
f(x1, x2, . . . , xm) =
∑
j1,j2,...,jm−1>0;
j1,j2,...,jm−1∈Z
bj1,j2,...,jm−1x
j1
1 x
j2
2 . . . x
jm−1
m−1 ,
where bj1,j2,...,jm−1 ∈ K[xm]. Let m > 3. By the induction hypothesis for m− 1 it follows that
f(x1, x2, . . . , xm) =
∞∑
k=0
b0,0,...,0,k(x1 + x2 + · · ·+ xm−1)
k (39)
Let y = x1 + x2 + · · ·+ xm−1. Then y and xm are algebraically independent elements over the
field K and from equality (39) it follows that f(x1, x2, . . . , xm) =
∑
i,j>0; i,j∈Z
ci,jy
ixjm, ci,j ∈ K.
Since ∂y
∂x1
= 1, ∂f
∂x1
= ∂f
∂y
· ∂y
∂x1
= ∂f
∂y
, ∂f
∂x1
= ∂f
∂xm
, then∂f
∂y
= ∂f
∂xm
. By the lemma 3 it follows that
f(x1, x2, . . . , xm) =
∞∑
k=0
c0,k(y+xm)
k =
∞∑
k=0
c0,k(x1+x2+ . . .+xm)
k and therefore c0,k = a0,0,...,0,k.
The equality (36) follows directly from(38). The equality (37) follows directly from (36).
Lemma 4 is proved. 
Lemma 5. Let A be an m×n rectangular matrix over a commutative ring and let m 6 n. Let
(H1, H2, . . . , Hs)) be a fixed ordered partition of the set Nm. Then
per(A) =
∑
(K1,K2,...,Ks), Ki⊆Nn,
|Ki|=|Hi|, 16i6s
Ki∩Kj=∅, 16i<j6s
s∏
i=1
per(A[Hi | Ki]), (40)
R(x;A) =
∑
(K1,K2,...,Ks), Ki⊆Nn,
|Ki|6|Hi|, 16i6s
Ki∩Kj=∅, 16i<j6s
( s∏
i=1
per(A[Hi | Ki])
)
x
sP
i=1
|Ki|
(41)
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Proof of the theorem 4, independent of general theory.
Let A = (a0In + a1Pn)⊗ Jk, Hi = (i− 1)k +Nk, i 6 i 6 n. Then from lemma 5 it follows
that
per(A) =
∑
(K1,K2,...,Kn), Ki⊂(i−1)k+N2k, 16i6n−1,
Kn⊂((n−1)k+Nk)∪Nk, Ki∩Kj=∅, 16i<j6n, |Ki|=k,16i6n
n∏
i=1
per(A[Hi|Ki]) =
∑
(K
(1)
1 ,K
(2)
1 ,K
(1)
2 ,K
(2)
2 ,...,K
(1)
n ,K
(2)
n ),K
(1)
i ⊆(i−1)k+Nk , 16i6n,
K
(2)
i ⊆ik+Nk, 16i6n−1, K
(2)
n ⊆Nk,
(K
(1)
i ∩K
(2)
i )∩(K
(1)
j ∪K
(2)
j )=∅, 16i<j6n,|K
(1)
i |+|K
(2)
i |=k,16i6n
n∏
i=1
per(A[Hi|K
(1)
i ∪K
(2)
i ]) (42)
We show that if K
(1)
i ⊆ (i − 1)k + Nk, 1 6 i 6 n, K
(2)
i ⊆ ik + Nk, 1 6 i 6 n − 1,
K
(2)
n ⊆ Nk, (K
(1)
i ∪ K
(2)
i ) ∩ (K
(1)
j ∪ K
(2)
j ) = ∅, 1 6 i < j 6 n, |K
(1)
i | + |K
(2)
i | = k,
1 6 i 6 n, then |K
(1)
1 | = |K
(1)
2 | = . . . = |K
(1)
n |. Let 1 6 i 6 n − 1. Then |K
(1)
i | + |K
(2)
i | = k,
K
(1)
i+1 ⊆ ik + Nk, K
(2)
i ⊆ ik + Nk, K
(1)
i+1 ∩ K
(2)
i = ∅ and therefore K
(1)
i+1 ⊆ (ik + Nk) \ K
(2)
i .
It follows that |K
(1)
i+1| 6 k − |K
(2)
i | = |K
(1)
i |, i. d. |K
(1)
i | > |K
(1)
i+1| for all i, 1 6 i 6 n − 1.
So |K
(1)
1 | > |K
(1)
2 | > . . . > |K
(1)
n |. Further, |K
(1)
n | + |K
(2)
n | = k, K
(1)
1 ⊆ Nk, K
(2)
n ⊆ Nk,
K
(1)
n ∩ K
(2)
n = ∅, and therefore K
(2)
n ⊆ Nk \ K
(1)
1 . Therefore |K
(2)
n | 6 k − |K
(1)
1 | and it
follows that, k − |K
(1)
n | = |K
(2)
n | 6 k − |K
(1)
1 |, i. d. k − |K
(1)
n | 6 k − |K
(1)
1 |. Therefore,
|K
(1)
n | > |K
(1)
1 |. Hence and from inequalities |K
(1)
1 | > |K
(1)
2 | > . . . > |K
(1)
n | it follows that
|K11 | = |K
(1)
2 | = . . . = |K
(1)
n |. We show that sets K
(2)
1 , K
(2)
2 , . . . , K
(2)
n be defined uniquely by
choice of sets K
(1)
1 , K
(1)
2 , . . . , K
(1)
n . Really, from inclusions K
(1)
i+1 ⊆ ik +Nk, K
(2)
i ⊆ ik +Nk and
equalities |K
(1)
i | + |K
(2)
i | = k, |K
(1)
i+1| = |K
(1)
i | it follows that K
(2)
i = (ik + Nk) \ K
(1)
i+1 for all
i, 1 6 i 6 n − 1. From inclusions K
(1)
1 ⊆ Nk, K
(2)
n ⊆ Nk and equalities |K
(1)
n | + |K
(2)
n | = k,
|K
(1)
1 | = |K
(1)
n | it follows that K
(2)
n = Nk \K
(1)
1 . From multilinear of the permanent of square
matrix as function of columns it follows that
per(A[Hi|K
(1)
i ∪K
(2)
i ]) = a
|K
(1)
i |
0 a
K
(2)
i
1 per(Jk) = k!a
|K
(1)
i |
0 a
k−|K
(1)
i |
1 (43)
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Therefore
per(A) =
∑
(K
(1)
1 ,K
(1)
2 ,...,K
(1)
n ), K
(1)
i ⊆(i−1)k+Nk, 16i6n,
|K
(1)
1 |=|K
(1)
2 |=...=|K
(1)
n |
n∏
i=1
k!a
|K
(1)
i |
0 a
k−|K
(1)
i |
1 =
=
k∑
l=0
∑
(K
(1)
1 ,K
(1)
2 ,...,K
(1)
n ), K
(1)
i ⊆(i−1)k+Nk, 16i6n,
|K
(1)
1 |=|K
(1)
2 |=...=|K
(1)
n |
(k!al0a
k−l
1 )
n =
=
k∑
l=0
Card{(K
(1)
1 , K
(1)
2 , . . . , K
(1)
n | K
(1)
i ⊆ (i− 1)k +Nk, 1 6 i 6 n,
|K
(1)
1 | = |K
(1)
2 | = . . . = |K
(1)
n | = l} · (k!a
l
0a
k−l
1 )
n =
=
k∑
l=0
(
k
l
)n
(k!al0a
k−l
1 )
n =
k∑
l=0
(
k
l
)n
(k!ak−l0 a
l
1)
n. (44)
Theorem 32. Let n > 1 and t > 1, let a0, at — be elements in a commutative ring with unity
and let d = gcd(n, t). Then
per((a0In + atP
t
n)⊗ Jk) = [(k!)
n
d
k∑
l=0
(
k
l
)n
d
(ak−l0 a
l
t)
n
d ]d (45)
Proof. From [1, lemma 3, p. 12] it follows that the matrix a0In+atP
t
n is permutation equivalent
to direct sum of d matrices a0In/d + atPn/d. Therefore
per((a0In + atP
t
n)⊗ Jk) = [per((a0In/d + atPn/d)⊗ Jk)]
d = [(k!)n/d
k∑
l=0
(
k
l
)n/d
(ak−l0 a
l
t)
n/d]d.

Theorem 33. Let a0, a1 be elements in a commutative ring with unity. Then for all n > 1 and
k > 1
R(x; (a0In + a1Pn)⊗ Jk) =
=
∑
(l
(1)
1 ,l
(1)
2 ,...,l
(1)
n ), (l
(2)
1 ,l
(2)
2 ,...,l
(2)
n )∈{0,1,...,k}
n
l
(2)
i
6min(k−l
(1)
i
,k−l
(1)
(i+1)modn
), 16i6n
( n∏
i=1
(
k
l
(1)
i
)(
k − l
(1)
(i+1)modn
l
(2)
i
)(
k
l
(1)
i + l
(2)
i
)
×
×
((
l
(1)
i + l
(2)
i
)
!
)
a
nP
i=1
l
(1)
i
0 a
nP
i=1
l
(2)
i
1 x
nP
i=1
(l
(1)
i +l
(2)
i )
(46)
Proof. Let A = (a0In + a1Pn)⊗ Jk, Hi = (i− 1)k +Nk, 1 6 i 6 n. Then from the lemma 5 it
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follows that
R(x;A) =
∑
(K1,K2,...,Ks), Ki⊂(i−1)k+N2k , 16i6n−1
Kn⊂((n−1)k+Nk)∪Nk ,Ki∩Kj=∅, 16i<j6n, |Ki|6k, 16i6n
( s∏
i=1
per(A[Hi | Ki])
)
x
sP
i=1
|Ki|
=
=
∑
(K
(1)
1 ,K
(2)
1 ,K
(1)
2 ,K
(2)
2 ,...,K
(1)
n ,K
(2)
n ),
K
(1)
i ⊆(i−1)k+Nk , 16i6n,
K
(2)
i ⊆ik+Nk, 16i6n−1,K
(2)
n ⊆Nk
(K
(1)
i ∪K
(2)
i )∩(K
(1)
j ∪K
(2)
j )=∅,16i<j6n,
|K
(1)
i |+|K
(2)
i |6k,16i6n.
( n∏
i=1
per(A[Hi | K
(1)
i ∪K
(2)
i ])
)
x
nP
i=1
(|K
(1)
i
|+|K
(2)
i
|)
(47)
Let l
(1)
i = |K
(1)
i |, l
(2)
i = |K
(2)
i |, 1 6 i 6 n. Then from the inclusions K
(2)
i ⊆ ik+Nk, K
(1)
i+1 ⊆ ik+
+ Nk, 1 6 i 6 n − 1, K
(1)
1 ⊆ Nk, K
(2)
n ⊆ Nk it follows that K
(2)
i ⊆ (ik + Nk) \ K
(1)
i+1,
1 6 i ≤ n − 1, K
(2)
n ⊆ Nk \ K
(1)
1 and therefore l
(2)
i 6 k − l
(1)
(i+1)modn. Since the choice
of the sets K
(1)
i , 1 6 i 6 n, realized independent from each other, then after selected sets
K
(1)
1 , . . . , K
(1)
n , the sets K
(2)
1 , . . . , K
(2)
n also choose independent from each other with regard
inclusions K
(2)
i ⊆ (ik + Nk) \K
(1)
i+1, 1 6 i 6 n − 1, K
(2)
n ⊆ Nk \K
(1)
1 . From multilinear of the
permanent of an k × l, rectangular matrix if k > l, as function of columns it follows that
per(A[Hi | K
(1)
i ∪K
(2)
i ]) =
(
k
|K
(1)
i |+ |K
(2)
i |
)
((|K
(1)
i |+ |K
(2)
i |)!) · a
|K
(1)
i |
0 a
(K
(2)
i )
1 .
Therefore
R(x;A) =
∑
(l
(1)
1 ,l
(1)
2 ,...,l
(1)
n ), (l
(2)
1 ,l
(2)
2 ,...,l
(2)
n )∈{0,1,...,k}
n
l
(2)
i 6min(k−l
(1)
i ,k−l
(1)
(i+1)modn
), 16i6n
( n∏
i=1
(
k
l
(1)
i
)
·
( n∏
i=1
(
k − l
(1)
(i+1)modn
l
(2)
i
))
×
×
( n∏
i=1
(
k
l
(1)
i + l
(2)
i
)((
l
(1)
i + l
(2)
i
)
!
)
a
l
(1)
i
0 a
l
(2)
i
1
)
x
nP
i=1
(l
(1)
i +l
(2)
i )
=
=
∑
(l
(1)
1 ,l
(1)
2 ,...,l
(1)
n ), (l
(2)
1 ,l
(2)
2 ,...,l
(2)
n )∈{0,1,...,k}
n
l
(2)
i 6min(k−l
(1)
i ,k−l
(1)
(i+1)modn
), 16i6n
( n∏
i=1
(
k
l
(1)
i
)(
k − l
(1)
(i+1)modn
l
(2)
i
)(
k
l
(1)
i + l
(2)
i
)
×
×
((
l
(1)
i + l
(2)
i
)
!
)
a
nP
i=1
l
(1)
i
0 a
nP
i=1
l
(2)
i
1 x
nP
i=1
(l
(1)
i +l
(2)
i )
=
=
∑
(l
(1)
1 ,l
(1)
2 ,...,l
(1)
n ), (l
(2)
1 ,l
(2)
2 ,...,l
(2)
n )∈{0,1,...,k}n
( n∏
i=1
(
k
l
(1)
i
)(
k − l
(1)
(i+1)modn
l
(2)
i
)(
k
l
(1)
i + l
(2)
i
)
×
×
((
l
(1)
i + l
(2)
i
)
!
)
a
nP
i=1
l
(1)
i
0 a
nP
i=1
l
(2)
i
1 x
nP
i=1
(l
(1)
i +l
(2)
i )
, (48)
Since l
(2)
i > min(k − l
(1)
i , k − l
(1)
(i+1)modn), then(
k − l(i+1)modn
l
(2)
i
)(
k
l
(1)
i + l
(2)
i
)
= 0
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Lemma 6. Let A be an m × n rectangular matrix over a commutative ring with unity and
m > n. Let (H1, H2, . . . , Hs) be a fixed ordered partition of the set Nm. Then
per(A) =
∑
(K1,K2,...,Ks), Ki⊆Nn,
|Ki|6|Hi|, 16i6s
|K1|+|K2|+...+|Ks|=n,Ki∩Kj=∅, 16i<j6s
s∏
i=1
per(A[Hi | Ki]), (49)
R(x;A) =
∑
(K1,K2,...,Ks), Ki⊆Nn,
|Ki|6|Hi|, 16i6s
Ki∩Kj=∅, 16i<j6s
( s∏
i=1
per(A[Hi | Ki])
)
x
sP
i=1
|Ki|
(50)
Lemma 7. Let A be an m × n rectangular matrix over a commutative ring with unity and
let H be a subset of the set Nm. Then
R(x;A) =
∑
k⊆Nn, |K|6|H|
per(A[H | K])x|K|R(x;A[Nm \H | Nn \K]) (51)
Proof. From the lemmas 5 and 6 it follows that
R(x;A) =
∑
k⊆Nn, |K|6|H|
per(A[H | K])
∑
L⊆Nn\K, |L|6|Nm\H|
per(A[Nm \H | L])x
|K|+|L| =
=
∑
k⊆Nn, |K|6|H|
per
(
A[H | K]
)
x|K|
( ∑
L⊆Nn\K, |L|6|Nm\H|
per(A[Nm \H | L])x
|L|
)
=
=
∑
k⊆Nn, |K|6|H|
per(A[H | K])x|K|R(x;A[Nm \H | Nn \K]). (52)

Let 0 6 r 6 kt and let k > 1, t > 0. On the set G
[k]
t we define a square matrix
A
[k]
r,t(a0, a1, . . . , at) =
(
aα,β)α,β∈G[k]t
)
as follows: A
[k]
0,0(a0) = k!a
k
0. if t > 1 and α = (1
〈l1〉, 2〈l2〉, . . . , t〈lt〉) ∈ G
[k]
s,t. If s < r, then
aα,β =


(lt + v)!
(
k
lt+v
)(
l1
p1
)(
l2
p2
)
. . .
(
lt−1
pt−1
)( k
v−
t−1P
i=1
pi
)
a
v−
t−1P
i=1
pi
0 a
p1
1 a
p2
2 a
pt−1
t−1 a
lt
t ,
if β =
(
1
〈k−v+
t−1P
i=1
pi〉
, 2〈l1−p1〉, 3〈l2−p2〉, . . . , t〈lt−1−pt−1〉
)
, 0 6 pi 6 li
1 6 i 6 t− 1, max
(
t−1∑
i=1
pi, s− r + k − lt
)
6 v 6 k − lt,
0, in all other cases.
(53)
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If s > r, then
aα,β =


k!
(
l1
p1
)(
l2
p2
)
. . .
(
lt−1
pt−1
)( k
v−
t−1P
i=1
pi
)
a
v−
t−1P
i=1
pi
0 a
p1
1 a
p2
2 a
pt−1
t−1 a
k−v
t ,
if β =
(
1
〈k−v+
t−1P
i=1
pi〉
, 2〈l1−p1〉, 3〈l2−p2〉, . . . , t〈lt−1−pt−1〉
)
,
1 6 i 6 t− 1, max
(
t−1∑
i=1
pi, k − lt
)
6 v 6 min(k, s− r + k − lt),
0, in all other cases.
(54)
Theorem 34. Let t > 0 and let a0, a1, . . . , at be an elements in a commutative ring with unity,
let n > 1, k > 1, let 0 6 r 6 kmin(n, t), let β ∈ G
[k]
r,min(n,t), m = min(n, t). Then for all
α ∈ G
[k]
t
per
((( t∑
i=0
aiT
(i)
n+t
)
⊗ Jk
)[
Nnk | k
(
1〈k−mβ(1)〉, 2〈k−mβ(2)〉, . . . , m〈k−mβ(m)〉,
mk + 1, mk + 2, . . . , nk, nk + kα
)])
=
=
(min(n,t)∏
i=1
(
k
mβ(i)
)−1) ∑
γ∈G
[k]
t
{γ}⊇{β}
min(n,t)∏
i=1
(
mγ(i)
mβ(i)
)
·
(
A
[k]
r,t(a0, a1, . . . , at)
)n
[L(α) | L(γ)] (55)
From lemmas 5 and 6 it follows that
Lemma 8. Let A be an m × n rectangular matrix over a commutative ring with unity. Let
(H1, H2, . . . , Hs) be a fixed ordered partition of the set Nm. Then
per(A) =
∑
(K1,K2,...,Ks), Ki⊆Nn,
|Ki|6|Hi|, 16i6s
Ki∩Kj=∅, 16i<j6s,
sP
i=1
|Ki|=min(m,n)
s∏
i=1
per(A[Hi | Ki]), (56)
R(x;A) =
∑
(K1,K2,...,Ks), Ki⊆Nn,
|Ki|6|Hi|, 16i6s
Ki∩Kj=∅, 16i<j6s
( s∏
i=1
per(A[Hi | Ki])
)
x
sP
i=1
|Ki|
(57)
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