Full Monte Carlo radiation transport simulations of accelerator heads are impractical for routine treatment planning because of the excessive computational burden and memory requirements. To improve the accuracy and efficiency of treatment plans for helical tomotherapy, we have developed a dual-source model to characterize the radiation emitted from the head of a commercial helical tomotherapy accelerator. Percentage depth dose (PDD) and beam profiles computed using the dual-source model with the EGS/BEAMnrc Monte Carlo package agree within 2% of measurements for a wide range of field sizes, which suggests that the proposed dual-source model provides an adequate representation of the tomotherapy head for dose calculations in routine treatment planning.
Introduction
Helical tomotherapy (1) units (Hi-ART II), which are manufactured by Tomo-Therapy Inc. (Madison, WI), were recently introduced for routine clinical use in radiation therapy. The machine consists of a binary multileaf collimator (MLC), a rotating gantry and an array of computed tomography (CT) detectors. In a tomotherapy unit, high-energy photons (bremsstrahlung and characteristic xrays) are produced by a linear accelerator that is mounted on a rotating gantry. The intensity of the photon beam is modulated by the MLC to provide highly conformal dose distributions within a patient. The major differences between a traditional linac and a helical Tomotherapy unit are the absence of a flattening filter, a thin target, an electron stopper, a beam hardener, and a compact primary collimator (2). In contrast to other accelerator-based treatment units, the sourceto-axis distance in helical tomotherapy unit is 85 cm instead of 100 cm. The key benefit of tomotherapy is that highly conformal dose-distributions can be achieved while the on-board megavoltage CT (MVCT) provides simultaneous images for accurate patient positioning (3).
Accurate dose calculations are crucial for efforts to design treatment plans that maximize complication-free tumor control. Many dose calculation algorithms used in treatment planning systems, including the one provided by TomoTherapy Inc. for use in helical tomotherapy (4), are based on convolution/superposition (C/S) methods (5) (6) (7) (8) . The energy deposition kernels used in these methods are extracted from Monte Carlo (MC) simulations and are scaled to account for tissue inhomogeneities. Density scaling C/S methods may substantially underor over-estimate doses near material interfaces (9-13). The approximations used to improve the computational efficiency of C/S methods can also reduce the accuracy of dose estimates near material interfaces (14) (15) materials (17-20) , including doses near material interfaces (21) (22) . With the introduction of the EGS/BEAM (23) code, simulations of medical accelerators have become increasingly common, although the computational requirements for these simulations are sometimes still prohibitive. Advances in computer hardware and variance reduction techniques have dramatically improved the computational efficiency of MC methods (24-29) and provide new opportunities to incorporate Monte Carlo methods into treatment planning systems. The use of a source model (30-31) instead of full simulation of the entire accelerator, MLC, and patient geometry is an especially effective way to improve treatment planning efficiency (32) (33) (34) (35) . That is, a one-time MC simulation is used to generate information about the types and energies of the particles exiting the primary target or other parts of the accelerator head. This information is stored in a so-called phase-space (PS) file or condensed using analytical formulas into a source model. In contrast to gigabytes of storage space needed for a phase space file, a typical source model requires less than about 100 kB of computer memory.
We have developed a dual-source model to characterize the radiation beam penetrating through the primary and secondary collimator of a commercial helical tomotherapy unit (Hi-Art II). Since the components and configuration of the accelerator head above the MLC are the same for all treatment plans and patients, the source model can be reused without modification to substantially improve the computational efficiency of tomotherapy treatment planning. To perform patient-specific dose calculations, particle information is sampled from the source model and used as an input for simulations of the penetration of radiation through the MLC. Percentage depth dose (PDD) and beam profiles computed using the dual-source model and the EGSnrc/BEAMnrc package (36-38) are within 2% of the measured values for a range of field sizes, which demonstrates that the source model can be used for accurate tomotherapy treatment planning.
Materials and Methods

Head Design for an Idealized Helical Tomotherapy Unit
An idealized schematic of the head of the Hi-Art II helical tomotherapy unit is shown in Figure 1 . Because the composition and exact details of the accelerator head for the Hi-Art II systems are proprietary, we used standard modules provided in the BEAMnrc code package to mimic the major features of the accelerator head reported by Jeraj et al. (2) and Balog et al. (39) . The proposed model of the tomotherapy head includes a target assembly, ionization chamber, primary collimator, movable jaws, and MLC. A monodirectional beam of electrons 0.2 cm in diameter impinges normally on the target assembly. The incident electrons energies are modeled by a Gaussian (normal) distribution with a mean of 5.0 MeV and a standard deviation of 0.5 MeV. The target assembly closest to the incident electrons is composed of a layer of tungsten 0.3 cm thick. The target assembly also includes a layer of water 1-cm thick to allow for target rotation and cooling and a 1-cm thick layer of aluminum as an electron stopper (2). No air gaps are present among the layers of the target assembly. The thickness of tungsten, water, and aluminum were selected to give good agreement between the measured and Monte Carlo calculated dose distributions in a water phantom. The primary collimator, which is composed of tungsten, is 8 cm thick and is located 8 cm away from the bottom of the target assembly. The water phantom has dimensions of 20 cm × 50 cm × 20 cm.
The movable jaws (tungsten) are immediately adjacent to the ends of the primary collimator (no air gap) and are 23 cm away from the bottom of the target assembly (39). The MLC is composed of 32 tungsten leaves distributed on either side of the beam (64 total leaves), as illustrated in Figure 1 . The distal side of the MLC is 40 cm away from the source in the z-direction (39), and each leaf is 10 cm thick (in the beam direction), which defines a beamlet that is 6.25 mm wide in the transverse direction (in-slice) and 85 cm from the bottom of the primary target. The leaves move in the lateral (patient inferior-superior or across-slice) direction. In all of the reported studies, all MLC leaves are set to the open position.
Monte Carlo Simulation of the Photon Transport
All electron and photon transport simulations in the accelerator head (refer to Figure 1 ) were performed using the EGSnrc/BEAMnrc code package. EGSnrc, a newer version of EGS4 code system, has been extensively benchmarked against experiment data (18, 40) and has been successfully applied to interface dosimetry (21-22). The EGSnrc package can simulate the transport of charged particles and photons with kinetic energies from a few tens of keV up to a few hundred GeV (25). The user codes BEAMnrc (37) and DOSXYZnrc (38) were used to simulate x-ray beams produced in the treatment head and to calculate dose distributions in a water phantom. Uniform bremsstrahlung splitting (with NBRSPL=20) and Russian Roulette were used to increase the execution speed of the simulation. We used an electron cutoff energy (ECUT) of 0.7 MeV and a photon cutoff energy (PCUT) of 0.01 MeV for all regions of the accelerator head and phantom. The energy thresholds for δ-ray production (AE) and bremsstrahlung production (AP) were also 0.7 MeV and 0.01 MeV, respectively. The higher ECUT and PCUT were used to improve the efficiency of the simulations and the results were verified using ECUT=0.512 MeV and PCUT=0.005 MeV. Electron range rejection techniques were turned off in all MC simulations.
Phase-space Data and the Dual-source Model
Two phase space scoring planes, denoted plane 1 and plane 2 in Figure 1 , were used to tabulate particle information for 10 8 electrons incident on the target assembly with initial kinetic energies around 5 MeV (see Monte Carlo Simulation of the Photon Transport). A minimum of 10 7 photons are included in the phase space file at plane 1 (~1 Gbyte), and the average photon energy at plane 1 is 1.4 MeV.
The dual source model is derived from phase space information tabulated at plane 1 (above MLC). To construct the source model, latch settings are used to track the origin of the particles reaching plane 1. The dual source model consists of a ring-shaped primary photon subsource (84.16% of photons) and a ring-shaped scattered photon subsource (15.84% of photons). The scoring area used to tally photons is 10.82 cm by 1.35 cm and sub-divided into 100 rectangular (area) bins. Photon energy was tabulated using 100 energy bins of equal size from 0 to 6.2 MeV (the minimum bin width recommended by the BEAMDP manual is 0.1 MeV). Because 99.2% of the particles reaching plane 1 are photons, secondary electrons (+ and -) are not included in the source model.
More than 90% of the photons reaching plane 1 are within 10 degrees of the beam direction (z-axis in Figure 1 ). The average photon energy of the primary photon subsource and the scattered subsource are 1.5 MeV and 0.6 MeV, respectively.
Two steps are used to sample particle information from the dual source model. The first step is to select a subsource according to the relative source intensity determined by the relative number of particles from the individual component of the accelerator using LATCH. The second step is to sample particle information (energy, position, and emission angle) from the subsource using BEAMDP. Because the energy and position of particles within the same component of the accelerator are weakly correlated (Ma et al., 1997) , the fluence distribution at each location in the subsource can be independently sampled from the particle energy distribution at that location. The subsource model for plane z = z 0 takes the form:
where x and y are the X and Y coordinates in the phase space file, u and v are the direction cosines with respect to the X and Y axis, φ j is the relative source intensity for subsource j, x s , and y s are the X and Y coordinates in the source plane, f(E) denotes the distribution of particles with energy E, and g(x, y, x s , y s ) is the spatial fluence distribution at location (x, y, x s , y s ).
Beam Profiles and Depth-Dose Curves
All dose calculations in the water phantom (refer to Figure 1) were performed in a Cartesian voxel grid with the DOSXYZnrc code. To improve the efficiency of dose calculations in the water phantom, source particle information was tabulated across plane 2 (below MLC) and stored in a second phase space file. To construct the phase space file at plane 2, source particle information was sampled from the dual source model and the transport of source particles through the MLC (open configuration) was performed using BEAMnrc. The average photon energy at plane 2 is 1.34 MeV compared to 1.4 MeV for the phase space file constructed on plane 1. The average energy at plane 2 is slightly lower than the average energy at plane 1 because of scattering and attenuation within the MLC and air. For comparison to the phase space file derived from the dual source model, a phase space file at plane 2 was also constructed by sampling source particles directly form the phase space file at plane 1 and then transporting them through the MLC using BEAMnrc. The photons in the phase space file above the MLC were recycled at least 10-times. Statistical errors (uncertainty) associated with all of the reported doses were kept below 1%. Scoring regions for depth dose calculations were 10 × 10 × 5 mm 3 . Beam profile calculations were performed at a 5 mm resolution in the transverse (in-slice) direction, and a 2 mm Φ (x, y, u, v, E) resolution was used for the lateral (across-slice) profile. In the penumbra region (such as -20 cm in the transverse direction in a field size of 5 × 40 cm 2 ), a 0.5 mm resolution was used to compared measured dose distributions to the results of the Monte Carlo simulations in the transverse (in-slice) and lateral (across-slice) directions.
Measurements
To validate the dual source model, results from the Monte Carlo simulations were compared to measurements of depth dose and beam profiles performed during the clinical commissioning of the Hi-Art II helical tomotherapy unit. Depth dose measurements were performed with an Exradin A12 farmer chamber (Standard Imaging, Middleton, WI), and the beam profiles were measured with Kodak EDR2 films (Eastman Kodak Company, Rochester, NY) in Solid Water slabs (Gammex Inc, Middleton, WI). The estimated standard error of the mean associated with the measured dose distribution is less than 1%. Measurements were performed for field sizes of 1 × 25 cm 2 , 2.5 × 25 cm 2 , 5 × 25 cm 2 , 1 × 40 cm 2 , 2.5 × 40 cm 2 , and 5 × 40 cm 2 . (2) is about 11% higher than the mean energy derived from the dual source model, the off-axis decrease in the average photon energy is about 5% (1.43 MeV) as reported (2). We attribute the small differences in the mean photon energy to small differences in the mechanical details of the models for the head of the tomotherapy unit. The off-axis change in the average energy arises because the tomotherapy does not include a flattening filter. Figure 3 shows a comparison of the particle fluence in the transverse direction (in-slice) for 5 × 25 cm 2 field at the surface of the water phantom placed at 85 cm away from the source. For all field sizes investigated in this work, the particle fluence inside the field determined using the dual source model is within 3% of the fluence determined using the phase space file above the MLC. The energy fluence, which is shown in Figure 4 , determined using the phase space file and the dual source model differ by less than 5% at the surface of the water phantom. The largest discrepancy in the energy fluence occurs for energies below about 0.16 MeV. To examine the potential impact on dose estimates of differences in the spectrum of low energy photons, we performed a simulation with PCUT set equal to 0.005 MeV and ECUT set to 0.512 MeV. There was no significant difference (less than 1% discrepancy) between the PDD and beam profiles generated using either the source model or the phase space files with the lower PCUT and ECUT and with the original parameter set (PCUT=0.01 MeV and ECUT=0.7 MeV). This indicates that the discrepancy in the low-energy part of the fluence in Figure 4 has a negligible impact on beam profiles and PDD within the water phantom.
Results
Energy Spectrum and Fluence
Comparison of Dose Distributions
Figures 5-7 show a comparison of the measured PDD curves and beam profiles and those predicted using the phase-space file and source model obtained in plane 2. The measured and calculated PDD curves ( Figure 5 ) and beam profiles (Figures 6 and 7) using the phase space file agree within about 1%, except for very small or narrow fields (e.g., 1 × 25 cm 2 ). For the narrow beams, the differences among the calculated and measured data are less than 2%. Results for other field sizes are very similar (data not shown). The fact that dose calculations based on the phase space match the measured data to within 2% suggests that the idealized model of the accelerator head ( Figure 1) and source model suffice for accurate dose calculations in a water phantom. For the proposed accelerator head, we found that modeling the energy distribution of the electrons incident on the target assembly by a Gaussian distribution with a mean of 5.0 MeV and a standard deviation of 0.5 MeV is needed to provide a good match to the measured dose distributions (Figures 5-7) .
The differences between the measured data and Monte Carlo simulations based on the phase space file and source model are similar for all of the investigated field sizes. The largest discrepancy (2%) in PDD curves occurred found for small field sizes (e.g., 1 × 40 cm 2 ). Figure 6 shows a comparison of measured and calculated transverse beam profiles for the 1 × 40 cm 2 and 5 × 40 cm 2 field sizes. The dose distributions computed using the source model agree well with results obtained with phase space file (within 2%) and the measurements. The lateral beam profiles for the 1 × 40 cm 2 and 5 × 40 cm 2 field sizes are shown in Figure 7 . The dose distributions obtained with the phase space file and source model are again within 2% of the measured dose estimates. For all other field sizes and depths we examined, dose estimates derived using the phase space file are within 2% of the dose estimates obtained with the source model (data not shown).
Conclusions
Monte Carlo simulation of a Tomotherapy unit has been carried out and a source model consisting of a ring photon source located at the target and another ring source located at the primary collimator was created using information from the phase space file above the secondary collimator. Good agreement (within 2%) is achieved between the measured values and Monte Carlo simulation by this source model in PDD and beam profiles, indicating that the source model provides an accurate representation of the tomotherapy unit head.
