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Abstract
We prove that for arbitrary partitions λ ⊆ κ, and integers 0 ≤ c <
r ≤ n, the sequence of Schur polynomials S(κ+k·1c)/(λ+k·1r)(x1, . . . , xn)
for k sufficiently large, satisfy a linear recurrence. The roots of the
characteristic equation are given explicitly. These recurrences are also
valid for certain sequences of minors of banded Toeplitz matrices.
In addition, we show that Widom’s determinant formula from 1958
is a special case of a well-known identity for Schur polynomials.
Keywords: Banded Toeplitz matrices; Schur polynomials; Widom’s
determinant formula; sequence insertion; Young tableaux; recurrence
1 Introduction
1.1 Minors of banded Toeplitz matrices
Fix a positive integer n and a finite sequence s0, s1, . . . , sn of complex num-
bers. Define an infinite banded Toeplitz matrix A by the formula
A := (sj−i), 1 ≤ i <∞, 1 ≤ j <∞ with si := 0 for i > n, i < 0. (1)
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Given an increasing r−tuple α = (α1, α2, . . . , αr) and an increasing c−tuple
β = (β1, β2, . . . , βc) of positive integers with r ≤ c ≤ n, define Dkα,β as
the k × k−matrix obtained by first removing rows indexed by {αi}ri=1 and
columns indexed by {βi}ci=1 from A and then selecting the leading k×k−sub-
matrix. In particular, we let Dkc to be D
k
α,β for α = ∅,β = (1, 2, . . . , c). We
will also require s0 = 1 which is a natural assumption
1.
A great deal of research has been focused on the asymptotic eigenvalue
distribution ofDkc as k →∞, the most important are the Szego¨ limit theorem
from 1915, and the strong Szego¨ limit theorem from 1952.
There are many ways to generalize the strong Szego¨ limit theorem, for
example, the Fisher-Hartwig conjecture from 1968. Some cases of the conjec-
ture have been promoted to a theorem, based on the works of many people
the last 20 years, including Widom, Basor, Silberman, Bo¨ttcher and Tracy.
A possible refinement of the conjecture is the Basor-Tracy conjecture, see
[7, 2].
Asymptotics of Toeplitz determinants arises naturally in many areas;
Szego¨ himself considered the two-dimensional Ising model. For a more re-
cent application in combinatorics, see [1], where the length of the longest
increasing subsequence in a random permutation is studied.
A classic result in the theory of banded Toeplitz matrices was obtained
by H. Widom [15]. In a modern setting, it may be formulated as follows:
Theorem 1. (Widom’s determinant formula, [6]) Let ψ(t) :=
∑n
i=0 sit
i. If
the zeros t1, t2, . . . , tn of ψ(t) = 0 are distinct then, for every k ≥ 1,
detDkc =
∑
σ
Cσw
k
σ, σ ∈
(
[n]
n− c
)
(2)
where
wσ := (−1)n−csn
∏
i∈σ
ti and Cσ :=
∏
i∈σ
tci
∏
j∈σ
i/∈σ
(tj − ti)−1.
1 If s0 = 0, the first column of D
k
α,β will consist of zeros, unless β1 = 1. In the first
case, detDkα,β is therefore 0 for every k > 0 and uninteresting. In the latter case, we
may just as well use the sequence s1, s2, . . . , sn and decrease all entries in β by 1 and
obtain the exact same sequence. Thus, there is no loss of generality if we assume s0 6= 0.
Furthermore, we are interested on the determinants of Dkα,β, so assuming s0 := 1 is not a
big restriction and the general case can easily be recovered.
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In 1960, by using Widom’s formula, P. Schmidt and F. Spitzer gave a
description of the limit set of the eigenvalues of Dkc as k →∞. In the above
notation, part of their theorem can be stated as follows:
Theorem 2. (P. Schmidt, F. Spitzer, [14]) Let Ik denote the k × k-identity
matrix and define
B =
{
v
∣∣∣v = lim
k→∞
vk, det(D
k
c − vkIk) = 0
}
,
that is, B is the set of limit points of eigenvalues of {Dkc }∞k=0. Let
f(z) =
n∑
i=0
siz
i−c and Q(v, z) = zc(f(z)− v).
Order the moduli of the zeros, ρi(v), of Q(v, z) in increasing order,
0 < ρ1(v) ≤ ρ2(v) ≤ · · · ≤ ρn(v),
with possible duplicates counted several times, according to multiplicity. Let
C = {v|ρc(v) = ρc+1(v)} . Then, B = C.
The Laurent polynomial f(z) is called the symbol associated with the
Toeplitz matrix Dkc , and it is an important tool
2 for studying asymptotics.
More recently, a newer approach using the theory of Schur polynomials
has been successfully used to further investigate the series {detDkα,β}∞k=1, e.g.
[5]. For a recent application of Schur functions in the non-banded case, see
[8].
There is also a connection between multivariate orthogonal polynomials
and certain determinants of Dkα,β, considered as functions of (s0, s1, . . . , sn).
The solution set to a system of polynomial equations obtained from some
detDkα,β converges to the measure of orthogonality as k →∞. For example,
in 1980, a bivariate generalization of Chebyshev polynomials was constructed
by K. B. Dunn and R. Lidl. Some more recent applications of the theory of
symmetric functions are [3, 10], where use of Schur polynomials and represen-
tation theory gives multivariate Chebyshev polynomials. These multivariate
Chebyshev polynomials are also minors of certain Toeplitz matrices.
For example, if n = 2 and Pj(s1, s2) := detD
j
1, we have that
Tj(x) = Pj(x−
√
x2 − 1, x+
√
x2 − 1) = S(j)(x−
√
x2 − 1, x+
√
x2 − 1),
2Note that f has a close resemblance with ψ in Widom’s formula.
3
where Tj(x) is the jth Chebyshev polynomial of the second kind, and S(j) is
the Schur polynomial for the partition with one part of size j, in two variables.
However, the close connection between multivariate Chebyshev polyno-
mials and Schur polynomials (and thus minors of banded Toeplitz matrices)
has not yet been sufficiently investigated.
1.2 Main results
We start with giving a Schur polynomial interpretation of detDkα,β.
Set si := si(x1, x2, . . . , xn) where si is the i :th elementary symmetric
polynomial. We impose a natural3 restriction on α and β, namely αi ≥ βi
for i = 1, 2, . . . , r.
Proposition 3. In the above notation, for k sufficiently large, we have
detDkα,β = S(λ+kµ)/(κ+kν)(x1, x2, . . . , xn), (3)
where S(λ+kµ)/(κ+kν) is a skew Schur polynomial defined below. Here λ,κ,µ,ν
are partitions given by
λ = (1− β1, 2− β2, . . . , c− βc), κ = (1− α1, 2− α2, . . . , r − αr)
µ = (1, 1, . . . , 1︸ ︷︷ ︸
c
), ν = (1, 1, . . . , 1︸ ︷︷ ︸
r
).
The conditions on α and β ensure that S(λ+kµ)/(κ+kν) is well-defined for
k ≥ max(αr − r, βc − c). (Identity (3) is proven below in Prop. 10, a similar
identity is proven in [5].)
To state our main first result, we need to define the following. Set b :=(
n
c−r
)
and define the finite sequence of polynomials {Qi(x1, . . . , xn)}bi=0 by the
identity
b∑
k=0
Qb−kt
k =
∏
σ⊆[n]
|σ|=c−r
(t− xσ1xσ2 · · ·xσc−r). (4)
3This ensures that no leading matrix of Dkα,β is upper-triangular with a zero on the
main diagonal, which would force detDkα,β to vanish.
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Theorem 4. Given strictly increasing sequences α,β of positive integers of
length r resp. c with c ≤ r, satisfying αi ≥ βi for i = 1, 2, . . . , r, we have
b∑
k=0
Qb−k det(D
k+j
α,β ) = 0 for all j ≥ max(αc − c, βr − r). (5)
(Here, we use the convention that the determinant of an empty matrix is 1.)
Remark 5. For the case Dkc , the existence of recurrence (5) was previously
shown in [13, Thm. 2], but its length and coefficients were not given explicitly.
Also, Theorem 4 has close resemblance to a result given in [11, Thm. 5.1]. It
is however unclear whether [11] implies Theorem 4. Additionally, in contrast
to [11], our proof of Thm. 4 is short and purely combinatorial.
To formulate the second result, define
χ(t) =
n∏
i=1
(t− xi) = (−1)n
n∑
i=0
(−t)n−isi(x1, x2, . . . , xn). (6)
We then have the following theorem, which is equivalent to Widom’s formula:
Theorem 6. (Modified Widom’s formula)
If the zeros x1, x2, . . . , xn of χ(t) = 0 are distinct then, for every k ≥ 1,
detDkc =
∑
τ
∏
i∈τ
xki
∏
i∈τ
j /∈τ
xi
xi − xj , τ ∈
(
[n]
c
)
Remark 7. Below, we show that this (and therefore Widom’s original for-
mula) follows immediately from a known identity for the Hall polynomials.
Note that Theorem 4 can be verified easily using Widom’s original for-
mula. I was informed that there is an unpublished result by S. Delvaux and
A. L. Garc´ıa which uses a Widom-type formula for block Toeplitz matrices
to give recurrences similar to (5).
2 Preliminaries
Given two integer partitions λ = (λ1, λ2, . . . , λn), µ = (µ1, µ2, . . . , µn) with
λ1 ≥ λ2 ≥ · · · ≥ λn ≥ 0, µ1 ≥ µ2 ≥ · · · ≥ µn ≥ 0, we say that λ ⊇ µ
if λj ≥ µj for j = 1 . . . n. Given two such partitions, one constructs the
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associated skew Young diagram4 by having n left-adjusted rows of boxes,
where row j contains λj boxes, and then removing the first µj boxes from
row j. The removed boxes is called the skew part of the tableau.
Example 8. The following diagram is obtained from the partitions (4, 2, 1)
and (2, 2), and it is said to be of the shape (4, 2, 1)/(2, 2):
 
 
(We will omit/add trailing zeros in partitions when the intended length is
known from the context.)
The conjugate of a partition is the partition obtained by transposing
the corresponding tableau. For example, the conjugate of (4, 2, 1)/(2, 2) is
(3, 2, 1, 1)/(2, 2).
Given such a diagram, a (skew) semi-standard Young tableau (we will
use just the word tableau from now on) is an assignment of positive integers
to the boxes, such that each row is weakly increasing, and each column is
strictly increasing.
We define the (skew) Schur polynomial Sλ/µ(x1, x2, . . . , xn) as
Sλ/µ(x1, x2, . . . , xn) =
∑
xh11 · · ·xhnn
where the sum is taken over all tableaux of shape λ/µ, and hj counts the
number of boxes containing j for each particular tableau. No box may contain
an integer greater than n. When µ = (0, 0, . . . , 0) we just write Sλ. To
clarify, each Schur polynomial is associated with a Young diagram, and each
monomial in such polynomial corresponds to a set of tableaux. We use this
correspondence extensively. For example, the tableau above yields the Schur
polynomial
x31 + x
3
2 + x
3
3 + 2(x
2
1x2 + x
2
1x3 + x
2
2x1 + x
2
2x3 + x
2
3x1 + x
2
3x2) + 3x1x2x3.
The following formula express the (skew) Schur polynomials in a deter-
minant form:
4In the case µ = (0, 0, . . . , 0), the word skew is to be omitted.
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Proposition 9. (Jacobi-Trudi identity [12])
Let λ ⊇ µ be partitions with at most n parts and let λ′,µ′ be their con-
jugate partitions (with at most k parts). Then the (skew) Schur polynomial
Sλ/µ is given by
Sλ/µ(x1, x2, . . . , xn) =
∣∣∣∣∣∣∣∣∣
sλ′1−µ′1 sλ′1−µ′1+1 . . . sλ′1−µ′1+k−1
sλ′2−µ′2−1 sλ′2−µ′2 . . . sλ′2−µ′2+k−2
...
. . .
...
sλ′
k
−µ′
k
−k+1 . . . sλ′
k
−µ′
k
∣∣∣∣∣∣∣∣∣
where sj := sj(x1, . . . , xn), the elementary symmetric functions in x1, . . . , xn.
Here, sj ≡ 0 for j < 0.
It is clear that every (skew) Schur polynomial Sλ/µ(x1, . . . , xn) is sym-
metric in x1, . . . , xn.
3 Proofs
The following proposition shows that certain minors of banded Toeplitz ma-
trices may be interpreted as Schur polynomials.
Proposition 10. Let Dkα,β be defined as above. Then,
detDkα,β = S(λ+kµ)/(κ+kν)(x1, x2, . . . , xn)
where
λ = (1− β1, 2− β2, . . . , c− βc), κ = (1− α1, 2− α2, . . . , r − αr)
and
µ = (1, 1, . . . , 1︸ ︷︷ ︸
c
), ν = (1, 1, . . . , 1︸ ︷︷ ︸
r
).
Proof. Consider the matrix A defined in (1), where the indices (of s) on the
main diagonal are all 0. Now, removing the rows α will decrease the index
on row i by #{j|αj − j + 1 ≤ i}. Similarly, removing the columns β will
increase the index in column i by #{j|βj − j + 1 ≤ i}. After removing rows
and columns, the diagonal of the resulting matrix, A˜, is given by
(#{j|βj − j + 1 ≤ i} −#{j|αj − j + 1 ≤ i})∞i=1 .
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Now, the leading k × k minor of A˜ is Dkα,β and its anti-diagonal transpose
has the same determinant as Dkα,β. The main diagonal in the anti-diagonal
transposed matrix equals
(#{j|βj − j + 1 ≤ k − i+ 1} −#{j|αj − j + 1 ≤ k − i+ 1})ki=1 =
(#{j|βj ≤ k + j − i} −#{j|αj ≤ k + j − i})ki=1
(7)
Now, well-known properties of partition conjugation imply
(λ+ kµ)′ = (#{j|k + j − βj ≥ 1},#{j|k + j − βj ≥ 2}, . . . ,#{j|k + j − βj ≥ k}),
(κ+ kν)′ = (#{j|k + j − αj ≥ 1},#{j|k + j − αj ≥ 2}, . . . ,#{j|k + j − αj ≥ k}).
Rewriting this we obtain
(λ+kµ)′ = (#{j|βj ≤ k+ j− i})ki=1, (κ+kν)′ = (#{j|αj ≤ k+ j− i})ki=1.
Finally, using (κ+kν)/(λ+kµ) in the Jacobi-Trudy identity, Prop. 9, yields
a k × k−matrix with diagonal entries
(λ+ kµ)′ − (κ+ kν)′ = (#{j|βj ≤ k + j − i} −#{j|αj ≤ k + j − i})ki=1.
This expression coincides with the expression for detDkα,β in (7), and now it
is straightforward to see that all other matrix entries coincides as well.
3.1 Young tableaux and sequence insertion
To prove Theorem 4, we need to define a new combinatorial operation on
semi-standard skew Young tableaux. Namely, given a tableau T with n
rows, we define an insertion of a sequence t = t1 < t2 < · · · < tc into T
as follows. Each ti is inserted into row i, such that the resulting row is still
weakly increasing. (Clearly, there is a unique way to do this.) If there is no
row i, we create a new left-adjusted row consisting of one box which contains
ti. We call this operation sequence insertion of t into T.
Lemma 11. The result of sequence insertion is a tableau.
Proof. It is clear that it suffices to check that the resulting columns are
strictly increasing. Furthermore, it suffices to show that any two boxes in
adjacent rows are strictly increasing. Let us consider rows i and i + 1 after
inserting ti and ti+1, ti < tj+1. There are three cases to consider:
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Case 1: The numbers ti and ti+1 are in the same column:[· · · a1 ti a2 · · · am · · ·
· · · b1 ti+1 b2 · · · bm · · ·
]
Since ti < ti+1, and all the other columns are unchanged, the columns are
strictly increasing.
Case 2: The number ti is to the right of ti+1:[· · · ti a1 a2 · · · am−1 am · · ·
· · · b1 b2 b3 · · · bm ti+1 · · ·
]
The columns where strictly increasing before the insertion. Therefore, ti ≤
a1 < b1, am < bm ≤ ti+1 and aj < bj ≤ bj+1. It follows that all the columns
are strictly increasing.
Case 3: The number ti to the left of ti+1:[· · · a1 a2 · · · am−1 am ti · · ·
· · · ti+1 b1 b2 b3 · · · bm · · ·
]
We have that aj ≤ ti < ti+1 ≤ bk for 1 ≤ j, k ≤ m, since the rows are
increasing. Thus, it is clear that all the columns are strictly increasing. It is
easy to see that the result is a tableau even if c 6= n.
Notice that different sequence insertions commute, i.e., inserting sequence
s into T followed by t, yields the same result as the reverse order of insertion.
We may extend the notion of sequence insertion to skew tableaux as
follows: First put negative integers in the skew part, such that the negative
integers in each particular row have the same value, and the columns are
strictly increasing. The result is a regular tableau, (but with some negative
entries), so we may perform sequence insertion. The negative entries still
form a skew part of the tableau, and we may remove these to obtain a skew
tableau.
Note that we may also allow negative entries in a sequence, which after
insertion, are removed. The result is a skew tableau. The following example
illustrates this:
Example 12. Here, we insert the sequence (−1, 2, 3) into a skew tableau of
shape (4, 3, 3, 2)/(2, 1, 1) :
  1 1
 1 2
 3 4
1 4
→
   1 1
 1 2 2
 3 3 4
1 4
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Lemma 13. Let Sλ/µ(x1, . . . , xn) be a (skew) Schur polynomial. Then,
for any k ≥ 0, the coefficient of xh11 . . . xhnn in xt1 . . . xtcSλ/µ with 0 <
t1 < t2 < · · · < tc counts the number of ways to insert the sequence
(−k, . . . ,−2,−1, t1, t2, . . . , tc) into a skew tableau of shape λ/µ such that
the resulting (skew) tableau has exactly hi boxes with value i.
Proof. Since there is exactly one way to insert a sequence into a (skew)
tableau, the equality is clear.
Expressing Schur polynomials and products of the form xt1 . . . xtcSλ/µ as
a sum of monic monomials, we have a 1-1-correspondence between a monic
monomials and tableaux. Thus, in what follows, we may sloppily identify
these two objects when proving Theorem 4:
Proof of Theorem 4. We may assume that αi ≥ βi for i = 1, . . . , r. Other-
wise, all determinants vanish, and the identity is trivially true. With these
assumptions we may use the Schur polynomial interpretation.
Let b :=
(
n
c−r
)
and let j ≥ max(r−αr, c−βc). Rewriting (4) using identity
(3) yields
S(λ+(b+j)µ)/(κ+(b+j)ν) =
b−1∑
k=0
Qb−kS(λ+(k+j)µ)/(κ+(k+j)ν). (8)
Now, notice that the difference between tableaux of shape (λ+kµ)/(κ+
kν) and tableaux of shape (λ+ (k − 1)µ)/(κ+ (k − 1)ν) is that the former
contains an extra column of the form
, . . . ,︸ ︷︷ ︸
r
, . . . ,︸ ︷︷ ︸
c−r
.
Therefore, each tableau of shape (λ+kµ)/(κ+kν), (k > max(r−αr, c−βc))
may be obtained from some tableau of shape (λ+ (k − 1)µ)/(κ+ (k − 1)ν)
by inserting a sequence of the form
(−r, . . . ,−1, t1, t2, . . . , tc−r).
Together with Lemma 13, this implies that all tableaux5 in S(λ+(b+j)µ)/(κ+(b+j)ν)
are also tableaux5 in
Q1S(λ+(b+j−1)µ)/(κ+(b+j−1)ν). (9)
5monic monomials
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Hence, there is almost an equality between S(λ+(b+j)µ)/(κ+(b+j)ν) and (9), but
some tableaux in S(λ+(b+j)µ)/(κ+(b+j)ν) may be obtained by using different
sequence insertions. Those tableaux are exactly the tableaux that may be
obtained by using
S(λ+(b+j−2)µ)/(κ+(b+j−2)ν)
using two different sequence insertions.
Thus, S(λ+(b+j)µ)/(κ+(b+j)ν) is almost given by
Q1S(λ+(b+j−1)µ)/(κ+(b+j−1)ν) +Q2S(λ+(b+j−2)µ)/(κ+(b+j−2)ν).
(Multiplying with Q2 can be viewed as performing all possible pairs of two
different sequence insertions, and then there is a sign.)
Repeating this reasoning using inclusion/exclusion yields (8).
Remark 14. Note that the technical condition j ≥ max(αr − r, βc − c) in (5)
is indeed necessary. For example, with n = 2, {detDk(),(2)}2k=0 do not satisfy
the recurrence but {detDk(),(2)}3k=1 do:
x1x2 · 1− (x1 + x2)
∣∣1∣∣+ 1 ∣∣∣∣1 x1x20 1
∣∣∣∣ 6= 0
but
x1x2 ·
∣∣1∣∣− (x1 + x2) ∣∣∣∣1 x1x20 1
∣∣∣∣ + 1
∣∣∣∣∣∣
1 x1x2 0
0 x1 + x2 x1x2
0 1 x1 + x2
∣∣∣∣∣∣ = 0.
This circumstance is a clear distinction of our result to the result in [11],
where the corresponding recurrence (for a slightly different type of objects)
does not need such additional restriction.
3.2 Widom’s formula
We will now show that Theorem 6 is equivalent to Widom’s formula.
Lemma 15. Theorem 6 is equivalent to Widom’s formula (2).
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Proof. It is clear from (6) that (−t)nψ(−1/t) = χ(t), so the roots of these
polynomials are related by ti = −1/xi. Substituting ti 7→ −1/xi in (2) and
canceling signs yields
detDkc =
∑
σ
(
sn∏
i∈σ xi
)k(∏
i∈σ
x−ci
)∏
j∈σ
i/∈σ
(
1
xj
− 1
xi
)−1
.
Using that sn = x1x2 · · ·xn and rewriting the last product, we get
detDkc =
∑
σ
∏
i/∈σ
xki
(∏
i∈σ
x−ci
)∏
j∈σ
i/∈σ
xj
(
xi
xi − xj
)
.
Now notice that the last product produces xcj , since |[n] \ σ| = c. Thus, we
may cancel these with the middle product. Finally, putting τ = [n]\σ yields
the desired identity.
Thus, to prove Widom’s formula, it suffices to prove Theorem 6. However,
it is a direct consequence of the following identity:
Proposition 16. (Identity for Hall polynomials, [12, p. 104, eqn. (2.2)])
The Schur polynomial Sλ(x1, . . . , xn) satisfy
Sλ(x1, . . . , xn) =
∑
w∈Sn/Sλn
w

xλ11 . . . xλnn ∏
λi>λj
xi
xi − xj


where Sλn is the subgroup of permutations with the property that λw(j) = λj
for j = 1 . . . n, and w acts on the indices of the variables.
Proof of Thm. 6. Let λ = (k, . . . , k, 0, . . . , 0) with c entries equal to k. Then
S
λ
n is the subgroup consisting of permutations, permuting the first c variables,
and the last n − c variables independently. The condition λi > λj will only
be satisfied if λi = k and λj = 0. Therefore Prop. 16 immediately implies
Theorem 6.
3.3 Applications
Theorem 4 can be used to give a shorter proof a result of Schmidt and Spitzer
in [14], by using the main result in [4], which reads as follows:
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Let {Pn(z)} be a sequence of polynomials satisfying
Pn+b = −
b∑
j=1
qj(z)Pn+b−j(z), (10)
where the qj are polynomials. The number x ∈ C is a limit of zeros of {Pn}
if there is a sequence of zn s.t. Pn(zn) = 0 and limn→∞ zn = x.
For fixed z, we have roots vi, 1 ≤ i ≤ b of the characteristic equation
vb +
b∑
j=1
qj(z)v
b−j = 0.
For any z such that the vi(z) are distinct, we may express Pn(z) as follows:
Pn(z) =
b∑
j=1
rj(z)vi(z)
n. (11)
Under the non-degeneracy conditions that {Pn} do not satisfy a recur-
rence of length less than b, and that there is no w with |w| = 1 such that
vi(z) = wvj(z) for some i 6= j, the following holds:
Theorem 17. (See [4]). Suppose {Pn} satisfy (3.2). Then x is a limit of
zeros if and only if the roots vi of the characteristic equation can be numbered
so that one of the following is satisfied:
1. |v1(x)| > |vj(x)|, 2 ≤ j ≤ b and r1(z) = 0.
2. |v1(x)| = |v2(x)| = · · · = |vl(x)| > |vj(x)|, l + 1 ≤ j ≤ b for some l ≥ 2.
We are now ready to prove a generalization of Thm. 2:
Theorem 18. Fix natural numbers n and 0 < c < n. Let γ1, γ2, . . . , γd be a
sequence of d integers such that c < γ1 < γ2 < · · · < γd. Set α = (γ1, . . . , γd)
and set β = (1, 2, . . . , c, γ1, . . . , γd). Define
B =
{
v|v = lim
k→∞
vk, det(D
k
α,β − vkIk) = 0
}
.
Let
f(z) =
n∑
i=0
siz
i−c, Q(v, z) = zc(f(z)− v).
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Order the moduli of the zeros, ρi(v), of Q(v, z) in increasing order, with
possible duplicates counted several times, according to multiplicity:
0 < ρ1(v) ≤ ρ2(v) ≤ · · · ≤ ρn(v).
Let C = {v|ρc(v) = ρc+1(v)} . Then, B = C ∪W where W ⊂ C is a finite set
of points.
Proof. Consider the sequence of matrices {Dkα,β − vIk}∞k=K, K = γd − d. It
is easy to see that the main diagonal of all these matrices will be of the form
sc−v, and no other entries involve either sc or v. Now, define s′i(v) = si−δicv,
where δij is the Dirac delta. Let us modify (6) and define
χ(v, t) =
n∏
i=1
(t− xi(v)) = (−1)n
n∑
i=0
(−t)n−is′i(v). (12)
Notice that χ(v, t) = (−1)nQ(v,−1/t). If we enumerate the roots of χ(v, t)
according to their magnitude,
0 < |x1(v)| ≤ |x2(v)| ≤ · · · ≤ |xn(v)|,
we have that |xi(v)| = 1/ρi(v) for 1 ≤ i ≤ n.
From Thm. 4 it follows that the series {Dkα,β − vIk}∞k=K satisfy the char-
acteristic equation ∏
σ⊆[n]
|σ|=c
(t− xσ1(v)xσ2(v) · · ·xσc(v)) = 0. (13)
It is evident that for this characteristic equation the non-degeneracy con-
ditions hold. All roots are different, and we require all of them for the
equation to be symmetric under permutation of the xi, hence, the recur-
rence is minimal. The second condition holds since the left-hand side of the
characteristic equation is irreducible, see [4] for details.
From Thm. 17, it follows that the zeros of det(Dkmα,β − vmIkm) = 0 ac-
cumulate exactly where two or more of the largest zeros of (13) coincide in
magnitude, or when the corresponding rj(z) = 0 in (11). The latter case
6
6Alternative 1 cannot be satisfied if d = 0, equation (11) is then Widom’s formula, and
all coefficients ri(z) are non-zero since all roots xj(v) are nonzero.
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can only hold for only a finite number of points. The first case is satisfied
exactly when
|xn−c−1(v)xn−c+1(v)xn−c+2(v) · · ·xn(v)| = |xn−c(v)xn−c+1(v)xn−c+2(v) · · ·xn(v)|
⇔
|xn−c−1(v)| = |xn−c(v)|
⇔
ρc(v) = ρc+1(c).
This concludes the proof.
The same strategy as above may be used to find limits of generalized
eigenvalues, as defined in [9].
It is also possible to generalize Thm. 4 to more general sequences of
skew Schur polynomials, {S(κ+kν)/(λ+kν)}∞k=0 for ν ⊆ µ. This may be used
to find asymptotics for the number of skew tableaux of certain shapes, and
asymptotics for the set of zeros of the Schur polynomials.
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