The Gravity Recovery and Climate Experiment (GRACE) satellite mission measures the Earth's gravity field since March 2002. We propose a new filtering procedure for post-processing GRACE-based monthly gravity field solutions provided in the form of spherical harmonic coefficients. The procedure is tuned for the optimal estimation of linear trends and other signal components that show a systematic behavior over long time intervals. The key element of the developed methodology is the statistically optimal Wienertype filter which makes use of the full covariance matrices of noise and signal. The developed methodology is applied to determine the mass balance of the Greenland ice sheet, both per drainage system and integrated, as well as the mass balance of the ice caps on the islands surrounding Greenland. The estimations are performed for three 2-year time intervals (2003-2004, 2005-2006, and 2007-2008), as well as for the 6-year time interval (2003)(2004)(2005)(2006)(2007)(2008). The study confirms a significant difference in the behavior of the drainage systems over time. The average 6-year rate of mass loss in Greenland is estimated as 165 ± 15 Gt/year. The rate of mass loss of the ice caps on Ellesmere Island (together with Devon Island), Baffin Island, Iceland, and Svalbard is found to be 22 ± 4, 21 ± 6, 17 ± 9, and 6 ± 2 Gt/year, respectively. All these estimates are corrected for the effect of glacial isostatic adjustment.
Introduction
Mass change trends in the Earth's system reflect various processes inside the Earth and at the Earth's surface, including glacial isostatic adjustment (GIA), post-seismic deformation triggered by earthquakes, depletion of ground water stocks, long-term variations of water level in open water bodies, melting of mountain glaciers, and shrinking of ice sheets and caps in polar areas. Monitoring such processes is vital for better understanding properties of the solid Earth, for a more efficient water management, for quantifying and forecasting the processes associated with global climate change, and for many other applications.
One of the modern techniques to monitor mass variations in the Earth's system is satellite gravimetry. Mass transport inside the Earth and at the Earth's surface manifests itself in temporal variations of the gravity field, which can be directly measured from space. On the basis of the collected data, mass variations can be derived in the form of a time series of 2D maps (Wahr et al. 1998) .
Gravimetric signals associated with mass re-distribution are extremely weak, which means that (a) advanced observation techniques are required and (b) only the integrated effect of mass changes in relatively large areas can be measured, so that the spatial resolution of the results is limited. The first and the only satellite gravimetry mission which allows mass variations to be observed down to the spatial scale of about 300 km is the Gravity Recovery and Climate Experiment (GRACE) launched in 2002 (Tapley et al. 2004 ). On the basis of GRACE K-Band Ranging (KBR) data, a number of alternative time-series of temporal mass variations are being produced at several research institutes (Bettadpur 2007; Schmidt 2007; Ilk et al. 2005; Luthcke et al. 2006b ; Lemoine et al. 2007; Liu et al. 2010) . The typical temporal resolution of those time series is 1 month. They can be used, among other, for a quantification of mass change trends in different geographical areas.
Temporal gravity field variations recorded by satellite gravimetry reflect the integrated effect of all geophysical processes involved. In order to isolate the process of interest, the contribution of other processes has to be subtracted from the data, for which purpose appropriate background models have to be used. In particular, signals associated with tides of all types, as well as with a non-tidal mass transport in the atmosphere and oceans, are typically removed from the collected satellite gravimetry data at the pre-processing stage.
In order to properly deal with the Earth's gravity field models based on GRACE data, it is important to understand their noise characteristics. Noise in those models reflects instrument errors, the mission geometry, uncertainties in background models, and, possibly, limitations of current data processing strategies. The noise in unconstrained GRACEbased solutions (i.e., solutions not subject to a regularization or filtering) forms a peculiar pattern, which is often referred to as along-track 'stripes'. The primary reason for this pattern is the anisotropic sensitivity of the mission; it senses the north-south component of gravity field gradient much better than the east-west one (Liu et al. 2010) .
In order to use GRACE-based estimates for a quantification of mass change processes, one has to ensure that noise in the resulting model is reduced to a minimum. A commonly used way to do so is to apply an appropriate filter. However, filtering does not only suppress noise but also blurs the signal and becomes one of the factors limiting the spatial resolution. Due to the blurring, a part of the signal in a region may "leak" into adjacent regions. Such a signal leakage may cause significant errors when mass variations (including mass change trends) per region are quantified.
In an attempt to minimize blurring of the derived mass change trends, we have developed a dedicated filter. Conceptually, it is somewhat similar to the Wiener-type filter for post-processing monthly gravity field solutions proposed earlier by Klees et al. (2008) . Such a filter is based on statistically optimal estimation principles and makes use of the full noise and signal covariance matrices. In our filtering procedure, the signal is defined as a linear combination of six or seven components spanning a sufficiently long time interval: a constant bias, a linear change (trend), annual and semi-annual variations, and (optionally) a quadratic term (acceleration). All these components are jointly estimated from unconstrained monthly GRACE solutions by means of a least-squares adjustment. We obtain the joint noise covariance matrix of all the components by propagating the noise covariance matrices of the unconstrained monthly GRACE solutions. Next, we estimate signal covariance matrices, separately for each of the components. Using the obtained noise and signal covariance matrices, we construct a filter for postprocessing the components under consideration, which is tailored, in particular, for the estimation of GRACE-based mass change trends.
Of course, it is also possible to derive trends and other signal components directly from optimally filtered monthly solutions. However, we find the new procedure more appropriate because the trend estimates are based on several years of GRACE data and, consequently, are less noisy than an individual monthly solution. This means that filtering applied in our case can be less aggressive, so that more signal is preserved. In other words, the spatial resolution of the results obtained by the new procedure can be higher.
To analyze the performance of the developed filter, we exploit unconstrained monthly gravity field solutions based on GRACE data spanning the time interval from February 2003 to December 2008, excluding June 2003. The same solutions were used earlier to produce the first release of the DEOS Mass Transport (DMT-1) model (Liu et al. 2010) at the Delft Institute of Earth Observation and Space Systems (DEOS) of the Delft University of Technology. Furthermore, we use maps of the estimated mass change trends to obtain the mass balance for Greenland and the surrounding islands. Such a choice of the application area is triggered by a high importance of an accurate quantification of long-term changes in the polar ice sheets due to their effect on global sea level rise and the complex linkage to global climate (IPCC 2007) .
In general, changes in the ice mass can be either estimated by the mass balance method (van den Broeke et al. 2009; Rignot et al. 2011) or derived from observations. The idea of the mass balance method is to model individual components of the ice sheet mass balance: precipitation, surface ablation, and peripheral ice discharge. The former two are estimated on the basis of meteorological data, whereas the ice discharge is computed by combining information about ice velocities, which are usually derived from satellite radar interferometry observations (Rignot et al. 2006; van den Broeke et al. 2009 ), and ice thickness data. As any other modeling technique, the mass balance method is heavily dependent on the availability, accuracy, and consistency of input data, as well as on the assumptions adopted to replace missing information (e.g., about the vertical profile of ice velocities). It is also possible to derive the ice mass balance in a more straightforward way, i.e., without building models describing the ice behavior. Apart from satellite gravimetry, a number of remote sensing techniques can be used for that purpose: satellite radar altimetry (Zwally et al. 2005) , satellite laser altimetry (Zwally et al. 2002 (Zwally et al. , 2011 Slobbe et al. 2008; Sørensen et al. 2011) , airborne laser altimetry (Abdalati et al. 2001; Krabill et al. 2004) , and stereo satellite imagery (Stearns et al. 2007 ). All these observation techniques deduce the mass balance of the ice sheets from measurements of elevation changes and lead to a relatively high spatial resolution. However, their temporal and, sometimes, spatial coverage is incomplete. Furthermore, the transformation of the observed volume changes into mass changes requires that the densities of the materials involved are known with a sufficiently high accuracy.
Satellite gravimetry is a viable alternative to all the methodologies mentioned above. It is the only technique that provides a direct measurement of the mass changes. A number of authors have already used GRACE data to estimate the mass balance of the Greenland ice sheet and the surrounding ice caps, either in a stand-alone fashion (Luthcke et al. 2006a; Wouters et al. 2008; Velicogna 2009; Schrama and Wouters 2011; Baur and Sneeuw 2011) or in combination with other techniques (Slobbe et al. 2009; van den Broeke et al. 2009; Gardner et al. 2011 ). However, an accurate quantification of ice mass changes in that area remains challenging. Firstly, the spatial pattern of mass losses in Greenland shows sharp spatial variations at the scales comparable with or smaller than the spatial resolution of GRACE. Secondly, ice mass changes in the Canadian Arctic Archipelago occur very close to the western coast of Greenland, so that a separation of the two signals remains problematic. By increasing the spatial resolution of trend estimates, one may separate ice mass loss signals in Greenland and in Canadian Arctic Archipelago more reliably. This is one more reason why we have chosen Greenland and the surrounding islands to analyze the performance of the proposed high-resolution filtering procedure.
We produce maps of mass change trends for 2-and 6-year time intervals, which allow mass variations in space and time to be investigated. Furthermore, we make an attempt to quantify the mass balance both of the entire Greenland ice sheet and of its individual drainage systems. In addition, we estimate the mass balance of the ice caps on the islands surrounding Greenland: (a) Ellesmere Island with Devon Island, (b) Baffin Island, (c) Svalbard, and (d) Iceland. In order to correct the obtained estimates for the signal leakage, we compute and apply appropriate scaling factors.
To assess the errors in the obtained mass balance estimates, we follow an approach similar to the one of Velicogna et al. (2006) . We consider the formal error of the obtained trend, uncertainty of the GIA correction and uncertainties related to signal leakage between the considered regions. The variances of all those errors are summed up to produce the variance of the final error in the mass balance estimates. 
Overview
The adopted data processing scheme consists of two branches (Fig. 1) . The target of the first branch is to estimate the trend and other mass change parameters per 2-year time interval (2003-2004, 2005-2006, and 2007-2008) . The second branch deals with the entire 6-year interval (2003) (2004) (2005) (2006) (2007) (2008) . The computations are performed to spherical harmonic degree 120.
The first branch starts from fitting an analytical function to the spherical harmonic coefficients of unconstrained monthly GRACE solutions within the time intervals under consideration. Apart from the trend, the analytical function includes also five other components: a constant bias, annual variations, and semi-annual variations. In this way, we try to mimic the most prominent signals in the time series under consideration. In particular, the semi-annual term is needed to achieve a better approximation of the yearly cycle in the polar regions, which is characterized (if present) by a rapid snow mass decline in spring or summer and a slow accumulation of snow mass in the cold season. At the same time, we do not incorporate the sinusoidal term with the 161-day period, which could absorb the signal associated with the S 2 tide aliasing. It has been shown (Chen et al. 2009 ) that such a signal is relatively small for the most of the Earth's surface, including Greenland, provided that a state-of-the art model of ocean tides, like FES2004 (Lyard et al. 2006) , is used in GRACE data processing. The mass change acceleration is not estimated at this point either because a 2-year time interval is too short to do that reliably. The fit is performed by means of a least-squares adjustment incorporating the full covariance matrices of the monthly solutions.
In the second stage of the processing scheme, we apply a filter to suppress noise inherited by the estimated components from GRACE data.
When the estimated analytical functions for the 2-year time intervals are formally catenated to describe the mass changes over the entire time span, the result is a discontinuous function. Since jumps in the mass change are not consistent with the reality, we restore the continuity in the third stage of the processing scheme by means of a second adjustment.
The final estimated components of the analytical function may exhibit ringing artifacts when represented in the form of spatial maps. In order to suppress these artifacts, we perform a "fine-tuning" of the obtained solutions by applying the second filter in the fourth stage of the processing scheme. In this way, we obtain optimally filtered trend estimates for 2-year time intervals.
The trend for the entire 6-year time interval is estimated in the second branch of the developed procedure. This is done in a similar way as in case of 2-year trends, though some elements of the applied procedure are somewhat different. Following Velicogna (2009), we extend the analytical function with a quadratic term (mass change acceleration), so that a better fit to GRACE data can be achieved. The signal covariance matrix is now based on the estimates already obtained for the 2-year time intervals because one cannot derive it reliably from one signal sample only. In fact, the need for at least three independent samples of each component was one of the main reasons to make estimations not only over the entire 6-year time interval but also over 2-year intervals.
The second least squares-adjustment is not needed in case of the single time interval because no space is left in this case for discontinuities. The ringing artifacts are suppressed in the final stage in the same way as before.
In further sub-sections, the developed methodology is presented in more detail.
Formal description of input data
The input for the developed procedure is a time series of monthly gravity field solutions represented with spherical harmonic coefficients and supplied with the corresponding noise covariance matrices. Let the vector x i denote the set of spherical harmonic coefficients for month i, and S(x i ) be the error covariance matrix of x i . The size of them is equal to M and M × M, respectively, where M is the number of spherical harmonic coefficients in a monthly solution. Obviously, the monthly error covariance matrix can be obtained as
i , where N i is the normal matrix used in the leastsquares estimation of x i (provided that a realistic stochastic model of noise in the data is exploited). We emphasize that the coefficients in x i are not regularized or filtered and, therefore, are contaminated by severe along-track stripes, which are typical for unconstrained gravity field models based on GRACE data.
2-year estimations

Unconstrained estimation of the trend and other mass change parameters
First of all, the spherical harmonic coefficients are used to estimate the analytical function
which contains, in particular, vector y 2 describing the linear trend. The other parameters are defined as follows:
is the normalized time, with time interval T being equal to 1 year and the reference time t 0 referring to the middle of the time interval under consideration; vector y 1 is the bias with respect to a long-term mean gravity field, and y 3 to y 6 account for annual and semi-annual variations. The length of the vectors y 1 , . . . y 6 is equal to M. The vector
is estimated by means of a least-squares adjustment under assumption that noise in different monthly solutions is uncorrelated. The exploited observation equations can be written as
where ⊗ denotes the Kronecker product, I M is the identity matrix of the size M × M, and
with τ i being the normalized time associated with the middle of month i. Using these definitions, we can readily write the normal equations to be solved:
where
Wiener filtering
The estimated parameters y inherit the errors of the observations x i . Therefore, a proper post-processing of the results is required. To that end, we use a statistically optimal Wienertype filter, inspired by the one designed for monthly gravity field solutions (Klees et al. 2008) . The basic idea is to regard the estimated parameters y as a realization of a stochastic process Y. Let us introduce its signal covariance matrix S (y) = E(YY T ) and its noise covariance matrix
, where E is the expectation operator. Then, the optimal filter is defined as
and the filtered parameters z are obtained as
More details can be found in Klees et al. (2008) and Liu et al. (2010) .
The noise covariance matrix is readily computed as S (n) = N −1 , where N is the normal equation matrix defined by Eq. (5). The estimation of the signal covariance matrix requires more effort.
First of all, we assume that the signal components y 1 , . . . y 6 associated with a particular spherical harmonic coefficient are not correlated with each other. This means that signal covariance matrix S (y) has a block-diagonal structure and is composed of six blocks S 
Signal covariances in the spatial domain, i.e., the off-diagonal elements of S (g) m , are set equal to zero. Let Y be the matrix of spherical harmonic analysis, which converts a function specified on the grid into the appropriate set of spherical harmonic coefficients. Then, the diagonal signal covariance matrix S (g) m is propagated into a full covariance matrix in the domain of spherical harmonic coefficients as follows:
where D is a diagonal matrix, defined by
Herein, l j is the degree of the spherical harmonic coefficient associated with the jth element of the vector y (k) m , k l j is the load Love number of degree l j , ρ w is the density of water (1,000 kg/m 3 ) and ρ e is the average density of the Earth (approximately 5,500 kg/m 3 ). The factor l −1 j in front of the term on the right-hand side of Eq. (10) compensates for the neglection of covariances in the spatial domain by forcing a smoothness of the signal (Klees et al. 2008; Liu et al. 2010) . The rest of the right-hand side of Eq. (10) reflects the change in the signal representation: from EWLT in the spatial domain to dimensionless spherical harmonic coefficients in the spectral domain (Wahr et al. 1998) .
As soon as the signal covariance matrix is assembled and the optimal filter is computed with Eq. (6), the filtered solutions z (k) m at the given iteration are produced. Then, they are used as the input to estimate the signal covariance matrix at the next iteration.
The iterations start from the assumption that the signal variances of all the components are constant in the spatial domain. A sufficient number of iterations is performed in order to guarantee the convergence of the procedure. For instance, the average difference between the trend signal variances at two last iterations is kept at the level of 0.2 % (with the peak values being below 4 %).
The initial values of signal variances adopted in our case are 1 m 2 for the bias, annual and semi-annual components, and 1 m 2 /year 2 for the trend component. To quantify the potential effect of this particular choice, we performed a number of test computations to spherical harmonic degree 60, the initial signal variances being changed in a range spanning 8 orders of magnitude (10 −4 -10 4 m 2 /year 2 and 10 −4 -10 4 m 2 for the trend and other components, respectively). It turned out that the results are sufficiently robust against the choice of the initial signal variances. In particular, the trend estimates for Greenland and surrounding areas were different by less than 0.2 mm/year. Such a difference is about 3 orders of magnitude smaller than the expected signal and, therefore, would have a negligible effect on the estimates obtained. This conclusion is fully consistent with the findings of Klees et al. (2008) , who applied a similar filtering procedure in the context of monthly solutions. Unfortunately, the procedure described above leads to a contamination of the bias component y (k) 1 with strong concentric ringing artifacts around the poles. The same effect has been also observed by Liu et al. (2010) when they applied the optimal filter to monthly solutions. In order to eliminate these artifacts, we artificially suppress at each iteration the bias signal variances near the poles, using a procedure similar to that described by Liu et al. (2010) .
Restoring continuity
The processing strategy described above yields the sets of filtered parameters:
for all three 2-year time intervals under consideration. Substitution of the obtained components z
m leads to filtered observations x (k) (τ (k) ). A formal catenation of x (k) (τ (k) ) (k = 1, 2, 3) results in discontinuities at the joint points of the 2-year time intervals, i.e.,
which is inconsistent with the reality. To restore the continuity, we execute a second least-squares adjustment at the third processing stage. We update all the spherical harmonic coefficients in order to satisfy the conditions
The covariance matrices of z (k) are taken into account in order to find the optimal solution in the presence of the intrinsic non-uniqueness of the problem. Details of the second least-squares adjustment are presented in Appendix A. We denote the results of the second least-squares adjustment by
2.4 6-year estimations
In estimating the mass change parameters over the entire 6-year time interval, we extend the analytical function given by Eq. (1) with a quadratic (acceleration) term. This is motivated, in particular, by the results of Velicogna (2009), who found that the mass balance of the Greenland ice sheet is better represented when the acceleration term is included. The extended analytical function reads:
Now, we have only one sample y (k) of the parameters y. Since it is not possible to estimate signal variances from only one signal sample reliably, we compute them on the basis of the 2-year signal estimates. More specifically, the vector g (k) m is obtained in this case by transforming the components w (k) m estimated at the third processing stage into the spatial domain. Then, the signal variances in the spatial domain are obtained according to Eq. (8) . A special case is the quadratic term, which is not estimated for 2-year time intervals.
One way to derive this term is to apply the double numerical differentiation to the 2-year bias estimates:
However, as it was already pointed out, it is impossible to obtain a reliable estimate of the signal variance from only one signal sample. Therefore, we introduce also the second way to estimate the quadratic term: by the first-order numerical differentiation of the trend estimates:
In practice, the signal variance associated with the quadratic term is derived as the mean of the estimations based on the signals obtained in both ways:
Fine tuning: suppression of ringing artifacts
When signals with sharp edges are approximated by spherical harmonics, ringing artifacts occur, which is also known as the Gibbs phenomenon. Ringing artifacts can be observed, in particular, at the southeast coast of Greenland in the map of 6-year trends (Fig. 2 ). Since these artifacts are characterized by high spatial frequencies, they cannot significantly change the mean mass change in a region (at least, if the size of the region is sufficiently large). Nevertheless, we find that their presence makes the interpretation of the maps more difficult. Therefore, we perform a "fine-tuning" of the produced trend estimates by applying a variant of the fan filter (Zhang et al. 2009 ):
where ΔC lm and ΔS lm are spherical harmonic coefficients of an original trend estimate, ΔC
lm are the filtered spherical harmonic coefficients, and sinc(x) = (π x) −1 sin(π x). For a maximum spherical harmonic degree l max = 120, this filter is comparable to a Gaussian filter with a half-width of 140 km. We favor the fan filter given by Eq. (19) due to its direct linkage to the maximum spherical harmonic degree.
Since the spatial resolution of GRACE-based solutions is, at best, of the order of 300 km, the application of the fan filter introduced above can be considered as a minor cosmetic change. The effect of the filter on the trend estimates in the area of Greenland is shown in Fig. 2 . It should be noted that suppressing ringing artifacts slightly increases signal blurring. This section is subdivided into five parts. In the first part, we present the actual data we used as the input. The second part is concerned with the comparison of the trends estimated as proposed above and the trends derived from the DMT-1 model, which is composed of optimally filtered monthly solutions. The focus of the comparison lies on the difference in spatial resolution. In the third part, we analyze the temporal variability of the estimated 2-year trends. In the fourth part, we investigate the mass balance of the Greenland ice sheet as a whole and of its individual drainage systems defined according to Zwally et al. (2005) . Finally, we compare our estimates with those obtained by other authors on the basis of both GRACE data and other sources of information. The number of the considered drainage systems is six. A similar division has also been used by other authors in the context of GRACE-based mass balance estimations (Luthcke et al. 2006a; Slobbe et al. 2009; Wouters et al. 2008) . In addition, we estimate the mass balance for four regions associated with the islands surrounding Greenland (cf. Fig. 3 ):
-Region "ED": Ellesmere and Devon Island (together with adjacent islands of smaller size) -Region "B": Baffin Island (together with adjacent islands) -Region "I": Iceland -Region "S": Svalbard.
Thus, we provide mass balance estimates for ten regions inside and around Greenland.
Input data
The data used in this study are collection of unconstrained monthly gravity field solutions complete to spherical harmonic degree and order 120, including their covariance matrices, in the time interval 2003 -2008 (excluding January 2003 and June 2003 . Each solution represents the mean monthly deviation of the gravity field from the long-term mean gravity field defined by the EIGEN-GL04C model (Förste et al. 2008) . Those solutions were produced at the Delft University of Technology (TUD) on the basis of GRACE KBR data as well as precise GRACE orbits computed at TUD and at the GNSS Research and Engineering Center of Wuhan University. Nuisance time-varying signals associated with tides, as well as with non-tidal mass transport in the ocean and atmosphere, were eliminated on the basis of appropriate models. In particular, the FES2004 model (Lyard et al. 2006 ) was used to model ocean tide signal. An original data processing methodology was exploited that can be considered as a variant of the acceleration approach. The methodology included, among other, the application of frequency-dependent data weighting based on a realistic noise power spectral density. Thus, the covariance matrices accompanying the exploited monthly solutions can be considered as a sufficiently accurate stochastic description of the solution errors.
Further description of the utilized unconstrained solutions can be found in Liu (2008) and Liu et al. (2010) . It is worth adding that these solutions were also used for the production of the DMT-1 model (Liu et al. 2010) .
The total mass balance derived from GRACE data reflects the sum of all geophysical processes associated with mass transport in the study region, including the GIA. In order to correct the obtained estimates for the GIA signal, we compute mass changes on the basis of the ICE-5G (VM2) model (Peltier 2004) up to degree and order 120. Then, the GIA signal is subtracted from the unconstrained monthly solutions prior to their processing. We present estimates of the mass balance produced both with and without the GIA correction.
6-year trends and their spatial resolution
The methodology described in Sect. 2 has been applied to obtain the optimally filtered estimations of all seven signal components given by Eq. (15). The global maps of the mass change trends, obtained both without and with GIA correction, are shown in Fig. 4 . The GIA correction causes only minor changes in the trends in the area of Greenland. However, in some other areas (e.g., in North Canada and Fennoscandia) this correction reduces the observed positive trends significantly. In the presence of signal leakage due to a limited spatial resolution of the obtained solutions, the For a comparison, we have directly derived mass change trends from the filtered monthly solutions comprising the DMT-1 model, the seven-parameter analytical function being used (Fig. 5) . The difference between the obtained trend distributions is largest at the west coast of Greenland. The trend based on the DMT-1 model shows only one region of mass loss at the north part of the west coast, while the trend estimated using the new procedure identifies three different regions of mass loss: one centered near Jakobshavn Glacier, one located at the northwest coast of Greenland, and one at the east coast of Ellesmere Island. Furthermore, the amplitude of the mass loss signals at the west coast of Greenland is about two times larger when the new filtering procedure is applied. In both trend maps we can see also mass loss signals all along the southeast coast of Greenland. While in this case the amplitudes are similar for both estimates, the signal obtained with the new filtering procedure is sharper and more stretched along the coast. Besides differences in signal amplitudes and sharpness, we can also observe some offsets in the signal locations. The best example is the small mass gain in the northern part of Greenland. In the trend derived from the DMT-1 model the mass gain signal is located further to the east than in the trend estimated with the new filtering procedure. This phenomenon can be explained in the following way. When a positive and negative mass change signals are located close to each other, filtering slightly shifts these signals apart from each other. Since the filter applied to the monthly solutions was more aggressive (caused a heavier smoothing) than the new one, the shift in the former case is larger.
Temporal variability
The estimation of trends for the three subsequent 2-year time intervals allows the temporal variability of mass losses to be investigated. In the plots a, b, and c in Fig. 3 , we show the trends obtained for the 2-year intervals 2003-2004, 2005-2006 and 2007-2008 , respectively, corrected for the GIA signal. The comparison reveals that these trends are characterized by a large variability from interval to interval. Even though this is to be expected, the magnitude of the interannual variations is surprisingly large. This implies that the 6-year trends, which represent the average mass changes in [2003] [2004] [2005] [2006] [2007] [2008] (Fig. 3d) may look very differently when another time interval is considered. In other words, any trend estimate is heavily dependent on the time interval under consideration, even the duration of the interval is relatively long.
The largest variability can be observed in region G2 at the northeast coast of Greenland. Glacier and the other one stretched from the northwest coast in region G6 to the west coast of Ellesmere Island, where the maximum mass loss is observed. This implies that a strong signal leakage from region ED into region G1 may exist.
The southeast coast of Greenland shows mass loss signals in all three time intervals. Here, the temporal variability affects only the amplitude of the signal, which is largest in [2005] [2006] . This is the area in which the average rate of mass loss is the largest. In addition, we note that the northern coast of Greenland appears to be stable throughout the considered 6-year time interval. Finally, we observe a prominent mass loss signal over Svalbard in 2003-2004. 
Mass balance estimation
We have used the obtained trend distributions to quantify the mass balance for the regions under consideration. To that end, the spatial distributions of trends are integrated over the target regions. In order to compensate for signal leakage, we introduce buffer zones around Greenland and other islands. The chosen buffer zone width reaches 300 km. According to Fig. 6 , this width is sufficient because the mass balance estimations do not change much as soon as this width is reached. It should be noted that the actual width of some buffer zones is less than 300 km, so that overlapping regions are avoided (cf. Fig. 3 ).
Even though we use buffer zones, a minor signal leakage from a target region still may occur (especially where the buffer width is reduced with respect to the nominal value of 300 km). For this reason, we compute appropriate scaling factors and apply them to the mass balance estimates. We would like to stress that only the quantitative estimates given in Table 1 are subject to this scaling. Since we compute mass balance estimates with and without a correction for the GIA signal, and consider four time intervals (i.e., 2003-2004, 2005-2006, 2007-2008 and 2003-2008) , eight different scaling factors per region are produced. In the first instance, we compute scaling factors for five regions: Greenland (as a whole) and four regions around it ("ED", "B", "S", and "I").
The scaling factors are obtained as follows. First, we construct a synthetic trend signal by clipping a 50 km wide band along the coasts out of the maps of the estimated trends (Fig. 3) . The spatial distribution of trends within this band is taken over from the maps: the synthetic trend is large in the coastal areas where the mass loss is strong and low in the coastal areas where the mass loss is minor. Outside this band, we set the synthetic trend signal equal to zero. Such an approach is motivated by the results of radar altimetry surveys (Krabill et al. 2000 (Krabill et al. , 2004 , which show that the Greenland ice sheet is thinning near the coast and in balance at higher elevations. Our approach is slightly different from a more commonly used one, where a uniform distribution of the signal in the considered band is assumed . By clipping a band out of the maps of the estimated trends, we expect to obtain a more realistic synthetic trend because the mass loss is not a homogeneous process, and as such it does not influence all the coasts evenly. The chosen band width (50 km) is consistent with a typical width of the ablation zone, where most of mass losses occur. One may argue that the actual width of the ablation zone at some locations might be larger: up to 100 km or even more. It is necessary to keep in mind, however, that the spatial resolution of the maps used as the input is limited, so that any width in the range from 0 to 100 km would lead to very similar results.
Next, we subdivide the synthetic spatial distribution of trends into five parts, in accordance with the regions under investigation (Greenland and 4 regions around it). Each part is approximated by a spherical harmonic series to degree and order 120. Then, we apply the Wiener-type filter and the filter for suppressing ringing artifacts to each set of spherical harmonic coefficients in the same way as is done with the coefficients based on real GRACE data. At this point, the signal components other than linear trends are set equal to zero. Finally, we compute the mass balance for each region from the filtered sets of spherical harmonic coefficients. The result is a matrix with five rows and five columns indicating, in particular, the amount of signal leakage from one region to another caused by the approximation with spherical harmonics and the subsequent filtering. If we arrange the matrix such that each column corresponds to one set of spherical harmonic coefficients, then the sum over one row gives the mass balance estimate (suffering from the signal leakage) for the given region. Then, the scaling factor for a region is obtained as the the ratio of the "true" mass balance (i.e., directly based on the synthetic trend signal) and the mass balance estimate derived from the filtered spherical harmonic coefficients.
In order to estimate the mass balance per Greenland's drainage system, we repeat the procedure described above, having identified ten regions (six drainage systems inside Greenland and four regions around it). The newly computed set of scaling factors plays an auxiliary role: it is applied to the individual drainage systems inside Greenland only. Of course, the sum of obtained mass balances per drainage system may not be equal to the mass balance of entire the Greenland ice sheet computed as described above. In practice, however, the observed discrepancies for all the time intervals under consideration are minor (within 6 Gt/year). In order to eliminate even these minor discrepancies, we proportionally up-or down-scale the mass balances of individual drainage systems. This operation changes the mass balance estimates by 1-2 Gt/year at maximum. It is also worth adding that both sets of scaling factors result in almost identical mass balance estimates for the islands around Greenland.
In this study, we do not consider signals and signal leakage associated with oceanic and atmospheric masses because their contribution to the ice mass balance is likely to be negligible (Velicogna 2009 ). Furthermore, we ignore the signal leakage caused by mass change trends of hydrological origin in the rest of the world because their contribution to the mass balance of the Greenland ice sheet does not exceed 6 Gt/year (Velicogna 2009 ); the other (smaller) regions are influenced by this signal leakage even less.
In our study, we also make an attempt to quantify the uncertainty of the produced mass balance estimates. We consider errors from four sources. The first is the random error of the estimated trends, which is a consequence of errors in the original GRACE data. We quantify this error by means of the formal error propagation with a subsequent scaling based on the variances estimated in the course of the adjustments. This procedure is similar to the one proposed by Wahr et al. (2006) . The second error source is the uncertainty of the models used to correct for GIA. We estimate the uncertainty of these models by analyzing the effect G1 −4 ± 3 −5 ± 3 −2 ± 4 −3 ± 5 −21 ± 22 −22 ± 22 −7 ± 5 −8 ± 6 G2 −24 ± 7 −24 ± 7 2 5± 6 2 4± 6 −30 ± 6 −31 ± 7 5± 2 4± 6 G3 −47 ± 10 −44 ± 9 −56 ± 7 −55 ± 8 −45 ± 7 −44 ± 8 −55 ± 4 −54 ± 5 G4 −49 ± 14 −48 ± 14 −49 ± 16 −50 ± 15 −21 ± 10 −21 ± 10 −45 ± 11 −44 ± 11 G5 −10 ± 11 −8 ± 12 −25 ± 12 −22 ± 12 −60 ± 16 −58 ± 16 −37 ± 6 −35 ± 7 G6 0 ± 4 1± 4 −42 ± 8 −40 ± 8 −36 ± 9 −34 ± 9 −30 ± 4 −28 ± 4 Greenland (G1-G6) −134 ± 11 −129 ± 15 −150 ± 14 −146 ± 17 −213 ± 27 −209 ± 29 −169 ± 10 −165 ± 15 ED 14 ± 6 9± 5 −15 ± 4 −18 ± 5 −60 ± 15 −64 ± 15 −18 ± 3 −22 ± 4 B 3 3 ± 8 1 8± 8 −18 ± 4 −35 ± 7 −25 ± 7 −44 ± 10 −4 ± 3 −21 ± 6 S −24 ± 2 −28 ± 3 3± 1 −2 ± 2 1 2± 2 9± 2 −3 ± 1 −6 ± 2 I −34 ± 6 −33 ± 6 1 2± 2 1 3± 3 −25 ± 6 −24 ± 8 −12 ± 2 −17 ± 9
Both the mass balance containing the GIA signal and the GIA-corrected ones are shown. All the numbers are scaled to compensate for signal leakage. The region abbreviations used: G1-G6 Greenland's drainage systems one to six, ED Ellesmere Island and Devon Island, B Baffin Island, S Svalbard, I Iceland Fig. 7 Time series of mass changes integrated over the entire Greenland ice sheet. Shown are the estimated analytical function for the 6-year time interval (red) and the 2-year time intervals (blue). For comparison, the mass changes based on the monthly solutions from the DMT-1 model are also shown (black dots). The GIA correction is applied of compressibility, lateral heterogeneity and Earth rotation on the mass balance. Furthermore, we assume that the contribution of uncertainty in the ice history to the total GIA model uncertainty is approximately 50 % . It is important to add that the errors of the first two types discussed above are ultimately scaled with the same factors as are used for scaling the mass balance estimates themselves. The third and fourth error sources are related to signal leakage from a region of interest to the outside and vice versa, respectively. In order to quantify this leakage, we use the aforementioned matrix showing the amount of signal leakage from one region to another. Using this matrix, it is straightforward to compute the total amount of leakage from a given region to the outside, as well as the leakage from all the other regions into the given one. The full signal leakage of both types is considered as an additional error in the resulting estimation, even though the applied scaling factors should compensate for the signal leakage. Thus, our estimation of errors of the latter two types is rather conservative.
Summarizing, the total error ε in an estimated mass balance is obtained as follows:
where f is the scaling factor, ε GRACE is the formal error scaled by the variance factor, ε GIA reflects the uncertainty of the GIA model, and ε IN and ε OUT are the errors due to signal leakage from a given region to the outside and from the other regions into the given one, respectively. Figure 7 shows the time series of mass changes integrated over the entire Greenland ice sheet. The most prominent feature is the strong mass loss. Table 1 shows that the rate of mass change integrated over Greenland and appropriately scaled was equal to −165 Gt/year in [2003] [2004] [2005] [2006] [2007] [2008] . Furthermore, the rate of mass loss increased from −129 Gt/year in 2003 -2004 to −209 Gt/year in 2007 -2008 . Due to the presence of the quadratic term in the 6-year estimations, the resulting analytical function (red curve in Fig. 7) gives a proper description of this feature. However, the acceleration of the mass loss must not be interpreted as a homogeneous process influencing the entire Greenland ice sheet equally. It is rather a net outcome of a complex and inhomogeneous behavior of individual drainage systems. This can be seen from estimations of mass balance per drainage system. For instance, the west coast of Greenland was stable in [2003] [2004] : the mass loss in the regions G5 and G6 was only 7 Gt/year Table 1 ). As a result, the mass loss of the entire Greenland ice sheet was smallest in that time interval. In 2005-2006, the mass loss in the regions G5 and G6 increased to 62 Gt/year, which was, however, partly compensated by the mass gain of 24 Gt/year in region G2. Nevertheless, the total mass loss of the Greenland ice sheet increased with respect to 2003 -2004 -2008 , the rate of mass loss in the regions G5 and G6 increased further (to 92 Gt/year), which is in line with the results of Khan et al. (2010) . Instead of compensating for this loss, region G2 also showed a negative trend of 31 Gt/year. The mass change time series for the individual drainage systems of Greenland and for the surrounding islands are shown in Figs. 8 and 9 , respectively. One can see that all drainage systems of Greenland showed a different behavior, except for G3 and G4. The most complex behavior can be observed in regions G2 and G6. Region G2 appears to be relatively stable, with a positive trend in [2005] [2006] , which results in a small but positive mass balance in the entire 6-year time interval under consideration, even though the trends in 2003 -2004 -2008 were negative. Region G6 was stable in 2003 -2004 , but had a negative mass balance thereafter, which is consistent with the observations by Khan et al. (2010) . This change in behavior is translated into a mass loss acceleration described by the quadratic term in the analytical function covering the 6-year time interval. The regions belonging to the Canadian Arctic Archipelago ("ED" and "B") show an acceleration of mass loss, which is in agreement with the results of Gardner et al. (2011) . Svalbard and Iceland demonstrate a noticeable mass loss in [2003] [2004] with a tendency to stabilize thereafter.
Figures 7, 8 and 9 also provide a comparison of the obtained time series to the mass changes derived from the DMT-1 model (black dots). While there is a good agreement between the time series for the entire Greenland ice sheet, we can observe systematic discrepancies between them for most of the smaller regions. Such a discrepancy is especially noticeable for region G6, where the new model shows in 2005-2008 systematically lower numbers than DMT-1. We explain the observed difference by a higher spatial resolution of the new estimates. The region G6 experienced a rapid mass loss in [2005] [2006] [2007] [2008] , which is clearly visible in the new model (Fig. 3b, c) . The map of 6-year mass changes shows even a sharper image of a mass loss feature centered exactly in the middle of this region (Fig. 3d) . This feature is poorly resolved by DMT-1 (see Fig. 5 ). Apparently, the latter model partly attributes mass loss in G6 to the neighbouring regions (G5 and G1).
On the other hand, some differences between the new model and DMT-1 may reflect the presence of interannual variations that cannot be described by the adopted analytic functions Eqs. (1) and (15). For instance, for the second half of 2007, when record ice melt in Greenland occurred, the DMT-1 model systematically shows a slightly lower total mass than the new model (Fig. 7) . Thus, results obtained with the proposed filtering technique should be interpreted with caution when short-term mass changes are the primary focus.
Mass balance estimates by other authors
First of all, we find it essential to compare the obtained estimates of the mass balance of Greenland ice sheet with the numbers obtained by other authors on the basis of GRACE data. It should be noted that the previous publications, except for Wouters et al. (2008) and Schrama and Wouters (2011) , did not make an attempt to distinguish explicitly between mass losses in Greenland and the surrounding regions. Therefore, it is likely that the previous estimations implicitly included (at least, partly) mass losses in the surrounding regions due to a limited spatial resolution of the mass change models. In an attempt to make the comparison more fair, we have summed up our estimations of mass change rates over Greenland and the Canadian Arctic Archipelago (regions "ED" and "B"), because the latter ones show mass losses at the locations near the west coast of Greenland (see also Gardner et al. 2011) . Similarly, the estimates by Wouters et al. (2008) and Schrama and Wouters (2011) are shown as the sum "Greenland"+"Ellesmere Island" and "Greenland"+"Ellesmere Island"+"Baffin Island", respectively (Wouters et al. 2008 did not provide an estimate for Baffin Island). From Table 2 , one can see a good consistency between our estimates and the previous ones (especially, if the two extremes, −88 and −274 Gt/year, are disregarded). It is also worth pointing out that the shown numbers correspond to slightly different time intervals. Differences between the numbers may reflect not only estimation errors but also the acceleration of the ice mass loss in recent years. This acceleration may explain a relatively low number obtained by Wouters et al. (2008) and a relatively high number presented by Schrama and Wouters (2011) .
Secondly, we provide a comparison of our results with previous ones for individual regions: Ellesmere Island, Baffin, Svalbard, Iceland, and Greenland. In this comparison we refer to the numbers obtained in three different ways: from GRACE data, from ICESat data, and using the mass balance modeling (see Table 3 ). One can see that our mass balance estimates for Ellesmere Island, Baffin Island, Svalbard and Iceland are in a good agreement with the GRACE-based numbers from Wouters et al. (2008) and Schrama and Wouters (2011) (except for the mass balance for Baffin Island, but that number is estimated by Schrama and Wouters 2011 with a large uncertainty). Furthermore, our estimate of the mass balance of Baffin Island is in good agreement with the estimates obtained by Gardner et al. (2011) on the basis of GRACE and ICESat data. For Ellesmere Island, however, the estimates obtained by Gardner et al. (2011) using all three methods mentioned above are characterized by 50-100 % higher values than those in our case. To a certain extent, this can be explained by an inconsistency of the considered time intervals (2004-2009 vs. 2003-2008 in our study) combined with a still accelerating ice mass loss in Ellesmere Island. A limited spatial resolution of GRACE-based models, including ours, may have also played a role, so that a part of the signal from Ellesmere Island is erroneously attributed in our case to the region G1 of Greenland. The mass balance of the Greenland ice sheet obtained in our study is noticeably lower than those presented by other authors. In particular, this concerns the estimates obtained in alternative ways: on the basis of ICESat data (Sørensen et al. 2011 ) and with the mass balance method (van den Broeke et al. 2009 ). These discrepancies show the need of further efforts aimed at better understanding the limitations of the techniques used for the estimation of ice mass changes.
Conclusions
In this paper, we have presented a new filtering procedure for post-processing GRACE-based monthly gravity field solutions provided in the form of spherical harmonic coefficients. The procedure is tuned for the optimal estimation of linear trends and other signal components that show a systematic behavior over long time intervals. The key element of the developed procedure is the statistically optimal Wiener-type filter which makes use of the full noise and signal covariance matrices. We would like to stress that the developed filter can be applied to an unconstrained GRACE-based model of temporal gravity field variations produced by any data processing center, provided that the full covariance matrices of errors in the produced solutions are available.
We have shown that the maps of mass change trends obtained with the new filter show a significantly higher spatial resolution than those derived from the DMT-1 model. Though the monthly solutions in that model were also optimally filtered, the filter applied in that case was tuned to produce best monthly estimations and, therefore, was more aggressive than the one applied in this study. This is because linear trends and other systematic signal components are estimated on the basis of a long-term (in our case, 6-year) Table 3 Comparison of mass balance estimations for Greenland and surrounding islands individually (Gt/year, the GIA signal is corrected for in case of GRACE-based estimates) Velicogna (2009) and Gardner et al. (2011) , respectively. A quantitative comparison of our results with the GRACEbased results published earlier shows, in general, a good consistency between them. At the same time, our estimate of the mass balance of the Greenland ice sheet (−165 ± 15 Gt/year) is somewhat lower than the numbers produced in alternative ways: from ICESat data and by the mass balance modeling.
Further studies are needed in order to understand the causes of these discrepancies. We would like to add that further development/tuning of the proposed technique might be needed, especially if other geographical locations are considered. First of all, further tuning can be needed if the mass change processes are characterized by a more complicated behavior in the time domain than assumed in this study. For instance, mass variations can be characterized by periods longer than 1 year or be aperiodic. Then, more than seven terms in the exploited analytic approximation in the time domain will be needed. There is, however, an obvious trade-off between the temporal and spatial resolution. In the present study, we reach a high spatial resolution, but are unable to give an adequate representation of rapid mass changes if they do not follow the adopted seven-parameter behavior. For instance, it is impossible to capture rapid mass loss in the region G1 in the second half of year 2008 (see Fig. 8a ). Incorporation of more parameters would improve the ability of the proposed procedure to describe irregular mass variations, but, at the same time, would reduce the spatial resolution. Thus, the optimal choice of the analytic parameterization in the time domain must be made in each particular case individually.
Furthermore, one may find it reasonable to extend the proposed analytic approximation with the sinusoidal curve with the 161-day period in order to capture the residual S 2 tide signal that may alias into observed mass variations. We have not done this so far, assuming that this effect is small (at least, a visual inspection of Figs. 7, 8 and 9 does not reveal any evidence of such a signal). Our assumption is consistent with the findings of Chen et al. (2009) , who demonstrated that the aliased S 2 tide signal is indeed small, provided that a stateof-the art ocean tide model (e.g., FES2004) is used in the GRACE data processing. On the other hand, that publication also clearly shows that even the usage of the FES2004 model does not allow the S 2 tide signal to be sufficiently suppressed in some other areas (e.g., at the coasts of West Antarctica).
In addition, a better treatment of the ringing artifacts, which show up after the optimal filtering, is still advisable. These artifacts are mostly caused by localized anomalies, with a spectrum that spans a wide range of spherical harmonic degrees and decreases slowly as the degree increases. After the application of the optimal filter, some coefficients near the maximum degree 120 are still not fully suppressed, so that the spectrum of the filtered solutions shows a jump at degree 120. So far, we solved this problem by an additional application of an empirically designed fan filter. Naturally, a better solution would be to design the filter in a less subjective way (for example, on the basis of a certain optimality criterion). A more radical (though CPU-consuming) solution would be to use as input unconstrained solutions computed to a high spherical harmonic degree (presumably, 150-200) . We believe that setting a sufficiently high maximum degree will fully solve the problem of ringing artifacts. aciliteiten (National Computing Facilities Foundation, NCF) for the use of supercomputer facilities, with financial support from the Nederlandse organisatie voor Wetenschappelijk Onderzoek (Netherlands Organization for Scientific Research, NWO).
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Appendix A: Elimination of discontinuities between 2-year analytical approximations of mass variations
In this section we provide details on the least-squares adjustment performed in order to eliminate discontinuities between analytical approximations of mass variations over 2-year time intervals. Let us define
Then, we can write Eq. (13) as 
and w is the adjusted counter-part of the vector v defined according to:
We formulate the adjustment problem as a minimization of the objective function 
It is easy to show that the adjusted vector w is given by the following expression:
The covariance matrix of noise in w is obtained as
S(w) = S(v) − S(v)B(B T S(v)B)
−1 B T S(v).
