Questioned document examination is extensively used by forensic specialists for criminal identification. This paper presents a writer recognition system based on allographic features operating in identification mode (one-to-many 
Introduction
Analysis of handwritten documents with the aim of determining the writer is an important application area in forensic casework, with numerous cases in courts over the years that have dealt with evidence provided by these documents [1] . Handwriting is considered individual, as shown by the wide social and legal acceptance of signatures as a mean of identity validation, which is also supported by experimental studies [2] . The goal of writer recognition is to determine whether two handwritten documents, referred as to the known and the questioned document, were written by the same person or not. For this purpose, computer vision and pattern recognition techniques have been applied to this problem to support forensic experts [3, 4] .
The forensic scenario present some difficulties due to their particular characteristics in terms of [5] : frequently reduced number of handwriting samples, variability of writing style, pencil or type of paper, the presence of noise patterns, etc. or the unavailability of online information. As a result, this application domain still heavily relies on human-expert interaction. The use of semi-automatic recognition systems is very useful to, given a questioned handwriting sample, narrow down a list of possible candidates which are into a database of known identities, therefore making easier the subsequent confrontation for the forensic expert [5, 4] .
In the last years, several writer recognition algorithms have been described in literature based on different group of features [6] . This paper presents an offline writer recognition system making use of features at the allographic level, which focuses on discriminating writers encoding their preferred or more used allographic elements by capturing their occurrence probability. Previous works following this direction used connected-component images [7] or contours [8, 9] using automatic segmentation. Perfect automatic segmentation of individual characters still remains an unsolved problem [5] , but connected components encompassing several characters or syllables can be easily segmented, and the elements generated also capture shape details of the allographs used by the writer [10] . The system in this paper, however, makes use of individual characters segmented manually by a forensic expert which are also assigned to one of the 62 alphanumeric classes among digits "0"∼"9", lowercase letters "a"∼"z", and uppercase letters "A"∼"Z". This is the setup used by the Spanish forensic group participating in this work. For a particular individual, the authenticated document is scanned and next, a dedicated software tool for charac- ter segmentation is used. Segmentation is done manually by a trained operator (a forensic expert), who draw a character selection with the computer mouse and label the corresponding sample according to the 62 classes mentioned. In this work, we adapt the off-line recognition method based on allographic features from [10] to work with this setup. Other similar approaches making use of on-line information are also found in the literature [11] . Additionally, the system is evaluated using a database created from real forensic documents (i.e. confiscated to real criminals or authenticated in the presence of a police officer), which is an important point compared with experiments of other works where the writing samples are obtained with the collaboration of volunteers under controlled conditions [12] .
The system is evaluated in identification mode, in which an individual is recognized by searching the reference models of all the subjects in the database for a match (one-to-many). As a result, the system returns a ranked list of candidates. Ideally, the first ranked candidate (Top 1) should correspond with the correct identity of the individual, but one can choose to consider a longer list (e.g. Top 10) to increase the chances of finding the correct identity. Identification is a critical component in negative recognition applications (or watchlists) where the aim is checking if the person is who he/she (implicitly or explicitly) denies to be, which the typical situation in forensic/criminal cases [13] .
The rest of the paper is structured as follows. In Section 2 we describe the main stages of our recognition system. Section 3 describes the database and the experimental protocol used. Experimental results are presented in Section 4. Finally, conclusions are drawn in Section 5.
System Description
The writer recognition system used in this paper is an implementation of the system presented in [10] , which is adapted to the particular setup of this paper. It considers the writer as a stochastic pattern generator of handwritten shapes. The probability distribution function (PDF) of these shapes in a given handwritten sample is used to characterize the writer, which is computed using a common codebook of shapes obtained by means of clustering techniques. This way, the codebook provides a common shape space and the PDF captures the individual shape usage preference of the writer. This writer identification system includes three main stages: i) handwriting preprocessing, ii) shape codebook generation, and iii) computation of the writer-specific PDF. In Figure 1 , the overall model of the identification system used in this work is depicted.
Handwriting Preprocessing
The writer identification method used by the forensic group participating in this work is based on manually reviewing the handwritten material, as mentioned in Section 1. After manual segmentation and labeling of alphanumeric characters from a given document, they are binarized using the Otsu algorithm [14] , followed by a margin drop and a size normalization to 32×32 pixels, preserving the aspect ratio.
Codebook Generation
The objective of this stage is to generate a common codebook of shapes that we can observe on a handwriting sample, for which an external database of segmented alphanumeric characters is used (obtained from an independent set of writers not "participating" in the forensic material). For this purpose, we make use of the CEDAR database [15] . This database 1 contains digitized images of handwritten words and ZIP codes (300 dpi, 8-bit) and binary handwritten isolated digits and alphanumeric characters (300 dpi, 1-bit). Data were scanned from envelopes in a working post office 
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Letter 'P' at Buffalo in the US, therefore no constraints were imposed in the writer, style, pencil, etc. In this paper, we use the set of isolated digits and alphanumeric characters, which contains 27,837 mixed alphas and numerics segmented from address blocks and 21,179 digits segmented from ZIP Codes. Since the database was extracted from handwritten text on real postal letters, the distribution of samples is not uniform, having over 1000 samples of some characters, like '1', and less than 10 samples of another ones, like 'j'. For the experiments of this paper, we drop the margins of the binary images by calculating their bounding boxes, followed by a size normalization to 32×32 pixels, preserving the aspect ratio of the handwritten sample. In this paper, we evaluate the following two scenarios for codebook generation:
1. A global codebook that does not use the character class information. We just use as input all the alphanumeric character images of the CEDAR database and generate a unique global codebook.
2. A local character-based codebook, composed of 62 "sub-codebooks", one per each character (10 numbers and 52 letters, including lowercase and uppercase letters). In this case, we exploit the class information given by the character segmentation and labeling carried out by the forensic expert.
Clustering is then applied to the CEDAR database in order to obtain the codebooks according to these scenarios. The clustering technique used is k-means [16] because of its simplicity and computational efficiency [17] . We generate codebooks with different sizes in order to obtain the optimal size for each scenario (i.e. yielding the best performance). The maximum size for each sub-codebook in the scenario 2 depends on the number of samples of the corresponding character in the CEDAR database. For example, characters like "q" or "j" allow only codebooks of size 2 or 3, while "0" or "A" allow codebooks of up to 500 clusters. Figure 2 depicts several global codebooks of different sizes obtained according to this protocol, whereas Figure 3 depicts some of the 62 optimal "sub-codebooks" obtained in the experiments of Section 4.
PDF Computation and Matching
In this stage, the main objective is to obtain the discriminative PDF of each writer describing his/her individual shape usage preference. It is computed by building an histogram in which one bin is allocated to every codebook sample. For each alphanumeric sample of a writer, we find the nearest codebook sample using Euclidean distance. Therefore, for each writer we obtain 1 histogram (in the case of global codebook) or 62 histograms (one per character, in the case of local sub-codebooks). Each histogram is finally normalized to a PDF, which will be the discriminative feature used for recognition. To compute the similarity between two PDFs o and μ from two different writers, the χ 2 distance is used:
where N is the dimensionality of the vectors o and μ. When using a global codebook, only one distance is obtained. In the case of using 62 character-based subcodebooks, 62 sub-distances between any two given writers are obtained, one per alphanumeric channel.
Database and Protocol
To evaluate the system, we use a real forensic database from original confiscated/authenticated documents provided by the Spanish forensic laboratory of the Dirección General de la Guardia Civil (DGGC). As described in Section 2, alphanumeric characters of the handwritten samples are segmented and labeled by a forensic expert of the DGGC. The whole database contains 9,297 character samples of real forensic cases from 30 different writers, with around 300 samples on average per writer distributed between a training and a testing data set. In Figure 4 we plot the training samples of two different writers of the database. For each writer, training and testing data are extracted from different confiscated documents, meaning that they were "acquired" at different moments. As in the CEDAR database, and given the nature of the database, it does not contain uniformly distributed samples of every character. Figure 5 shows the distribution of samples per writer and per character of our database.
Given a writer of the test set, identification experiments are done by outputting the N closest identities of the training set. An identification is considered successful if the correct identity is among the N outputted ones. When using a global codebook, only one distance between two writers is obtained, which is used for identification. This results in 30×30=900 computed distances. When using 62 sub-codebooks, we compute the closest identity to each alphanumeric character based on the sub-distance of each channel. A decision is then made based on the majority rule: the winning output identity will be the writer having the maximum number of winning alphanumeric channels, the second winning identity will be the next writer, and so on. This results in 62×30×30=55,800 computed distances. In case of writers having the same number of winning channels, they are subsequently ranked using the next 4 criteria, listed in descending order of weight: 1) average of winning sub-distances, 2) minimum winning sub-distance, 3) average of the 62 sub-distances between the test and the training writers and 4) minimum of the 62 subdistances between the test and the training writers.
Results
The first step is to obtain the optimal size of the codebooks. We plot in Figure 6 results of the identification experiments depending on the size of the global codebook for a hit list size of N =1 (Top 1). We observe that the identification rate oscillates for small codebook sizes and it tends to increase with codebooks of size above 400 clusters, reaching a plateau around a size of 750.
Similarly, we vary the size of each of the 62 subcodebooks separately in the corresponding scenario of Section 2, obtaining the identification rates of each alphanumeric channel. The optimal size of each subcodebook is set at that resulting in the highest identification rate for a hit list size of 1. In Figure 7 we plot the best identification rate obtained for each channel, together with the optimal size of each sub-codebook. We observe that the characters with best rates are "d", "r", "s" and "N". For some characters, like "j", "q", "Q", "w" and "W", the identification rates are null. As explained in Section 2, for characters "q", "Q" and "j" we could only generate very small codebooks (up to 2 or 3 clusters) so their PDFs are not very discriminative. For the characters 'w' and 'W', codebooks of enough size can be generated, but in the forensic database there are not samples of them for most users, as long as this characters are not often used in the Spanish language (see Figure 5 ). We also observe in Figure 7 that for each character, we achieve the best identification rate with a codebook of different size. These optimal sizes are obtained for our forensic database in Spanish language, but it is expected that depending on the size and the language of the database, the size of the optimal subcodebooks could vary.
Once we have obtained the optimal size of the codebook for each single channel, we evaluate the combina- tion of the 62 alphanumeric channels. We plot in Figure 8 results of the identification experiments depending on the number of channels combined for a hit list size of N =1 (Top 1). Individual channels are ranked in descending order and selected according to its identification rate depicted top in Figure 7 (e.g. the channel with the highest identification rate, the two channels with the highest identification rates, etc.) We observe that the identification rate is increased with the number of channels, reaching its maximum at around 40 channels combined, and then it remains more or less constant.
We also plot in Figure 9 the identification rates varying the size of the hit list when combining 5, 10, 20, 30, 40 and all the 62 alphanumeric channels. Results are also shown for the global codebook with a size of 750 clusters (according to Figure 6 ). We observe that working with local sub-codebooks results in much better performance that using a unique single codebook, meaning that the class information given by the character segmentation and labeling carried out by the forensic expert provides a considerable improvement. This justifies the writer identification approach used in our forensic system, in which a considerable amount of time is spent every time a new writer is included in the database.
Concerning the system working with local subcodebooks, we observe in Figure 9 that there are only slightly differences in performance between combining 40 and all the 62 alphanumeric channels, as mirrored previously in Figure 8 . Interestingly enough, if we allow a hit list of size 8-10 (Top 8-10), the combination of only the best 10 alphanumeric channels works as well as other combinations involving more channels. On the other hand, if we want the target identity to be in the first positions of the list (Top 1-2), more alphanumeric channels are needed. 
Conclusions and Future Work
A writer recognition system based on allographic features has been presented. It is based on manual review of the handwritten material, in which segmentation and labeling of characters is made using a dedicated software tool according to 62 alphanumeric classes (10 numbers and 52 letters, including lowercase and uppercase letters). This particular setup is used by the Spanish forensic group participating in this work, which has also provided us with a database of real forensic documents from 30 different writers, an important point in comparison with other works where data is obtained from collaborative writers under controlled conditions. Experiments are done in identification mode (one-tomany), which the typical situation in forensic/criminal cases.
The system of this paper considers the writer as a stochastic pattern generator. Using a common codebook of handwritten shapes (also called allographs), the personalized set of shapes that each person uses in writing is obtained by computing their occurrence probability. Experiments are carried out using a global codebook (i.e. that does not use the character class information) and a set of local character-based subcodebooks (i.e one per alphanumeric character, exploiting the class information given by the manual labeling). Results show that much better performance is obtained with local sub-codebooks, justifying the considerable amount of time spent by the forensic expert in the segmentation and labeling process. For the local case, we also evaluate the use of a different number of alphanumeric channels based on its individual identification rate. We observe that the best identification rate is obtained when using 40 channels, with no additional improvement given by the incorporation of additional ones. It is also worthy to note that in the case of big hit lists, the best performance is already obtained with the use of only 10 alphanumeric channels. However, for small hit lists, more alphanumeric channels are needed.
The analysis of these results with a limited database suggest that the proposed approach can be effectively used for forensic writer identification. Future work includes evaluating of our system with a bigger forensic database and applying advanced feature selection methods [18] to the combination of alphanumeric channels, including used-dependent selection approaches [19] .
