Finding solutions to high dimensional Markov Decision Processes (MDPs) is a difficult prob lem, especially in the presence of uncertainty or if the actions and time measurements are contin uous. Frequently this difficulty can be alleviated by the availability of problem-specific knowledge.
Introduction
Planning is a central problem in artificial intelligence.
In robot motion planning, for example, one is faced with the task of finding a collision-free path between an initial and a final configuration of a robot. For ex ample, in a chemical plant, we may need to control the flow of chemicals to maintain certain characteristic re actions balanced. Markov Decision Processes (MDPs) have been used extensively as a framework for tack ling such planning problems. Unfortunately, planning problems are frequently intractable due to the high di mensionality of the underlying system1. Many of the 1 Motion planning, for example, is known to be PSPACE-hard [9) . On the other hand, problem specific characteristics can sometimes be exploited to tackle high dimensionality and continuous spaces. For instance, it is often possi ble to design simple controllers that work well locally, but have no global performance guarantees. In motion planning, one can use potential fields to design a good controller that can locally avoid obstacles well even in the presence of uncertainty, but cannot overcome local minima, preventing the robot from reaching a global goal [7] . Other examples of local controllers in clude PID-controllers, subsumption architectures and other user-designed local heuristics. A straightforward approach to simplify the solution of difficult planning problems is to combine several of these local controllers in a globally optimal fashion.
Of course, the general idea of combining local con trollers is far from novel. For example, Hauskrecht et al. [4] as well as Parr [8] consider the optimal combination of local controllers in discrete MDPs. In this paper, we propose an approach that is suitable for continuous state spaces. We associate controllers with regions of the state space around anchor points, called milestones. The domain of the local controllers is the Voronoi partition implied by the milestones. We call this procedure nonparametric combination of lo cal controllers, in analogy to nonparametric estima tion. We describe algorithms to compute a global strategy from this type of policy representation in two types of problems: motion planning (stochastic short est path problems) and discounted-cost MDPs. Our algorithm for motion planning is related to the proba bilistic roadmap algorithm proposed for deterministic problems [6, 5] . Other algorithms for motion planning under uncertainty, e.g., Preimage Backchaining [7] , have mainly focused on two dimensional problems and would be difficult to extend to higher dimensions. The MDP community has also studied this problem as the stochastic shortest path problem [1] , however, most al gorithms focus on discrete cases.
A particular focus is on the "robustness" of the solu tion: if the transition probabilities of the MDP must be estimated from data, there is model uncertainty in addition to the uncertainty inherent to the MDP. In the motion planning case, we suggest algorithms that account for model uncertainty by minimizing the path cost subject to a constraint on the minimum allowable probability of success. Experimental results illustrate the qualitative and quantitative characteristics of this type of optimization. Also, for the motion planning case, it is possible to prove that in expansive spaces, a concept used previously in motion planning [5] , it is possible to obtain a high probability path with a polynomial number of samples. For discounted-cost MDPs, we suggest that it is also possible to nonpara metrically combine local controllers. We propose a formal framework to account for model uncertainty in this case, and review algorithms to deal with this type of uncertainty.
2
Motion planning using local controllers
In this section, we present an application of the con cept of non parametric combinations of local controllers to motion planning. There are several sources of un certainty in this case, e.g., the control of the robot may not be precise, the position of the obstacles may not be known exactly, there may be moving obstacles for which the motion is uncertain, etc. In the presence of uncertainty, it is hence crucial to find a path from a starting to a goal configuration that has a high proba bility of success; that is, a high probability of reaching the goal without collisions. We present an algorithm to compute the path that is effective in this sense in Section 2.1. A conflicting goal is to minimize the costs of the path, e.g. the distance traveled, time and energy spent on the way from the initial to the goal configu ration. A conservative mindset suggests placing more emphasis on the probability of error than on the cost of a path. Hence a sensible approach is to minimize the costs using the probability of error as a robustness constraint (Section 2.2). Section 2.3 gives a theoretical result regarding the probability of finding a path with low probability of error. Prior to discussing these re sults, we first formalize the basic building blocks for a motion planning problem under uncertainty with local controllers:
Motion planning problem: A deterministic mo tion planning problem is defined by a compact config uration space C, that is the set of all possible configu rations x of the robot, and by an open subset :F � C that is free in the sense that the configurations in :F are physically possible, thus excluding collisions with obstacles, self collisions, etc. As we mentioned above, the objective is to find a collision free path between a starting configuration x5 E C and a goal configuration xG E C which minimizes the cost c of the path.
We modify this definition of the deterministic motion planning problem to account for uncertainty as follows:
It may not be possible to obtain a path that is guaran teed to be collision free in the presence of uncertainty.
Instead we content ourselves with a path that has a high probability of success. This is where the notion of local controllers becomes important. We can de sign local controllers that will take the robot from one configuration (milestone) to another nearby configura tion (milestone) with high probability. Thus, we rede fine the objective as one of finding a set of milestones X= (xo, ... ,xn)', x; E C, such that xo = x5, Xn = xG and the local controller can take the robot from x; to Xi+I with high probability. Below we present an al gorithm to address this problem, after defining a local controller.
Local controllers: A local controller a has as pa rameters a starting configuration x; and a goal config uration x3. The objective is to steer from x; towards the local goal Xj· Here the controllers may be either smart and try to avoid obstacles (or even model un certainty locally) or they may be simple and, say, try to maintain a straight line path to the goal.
The local controller evaluates whether it can {locally) connect two configurations x; and Xj using a generative model. That is, it repeatedly starts at x; and simulates the local control as it tries to reach xi. Each simulated transition t has associated with it a cost cl , j, e.g., the distance traveled by the robot along the path from x;
to X j · There are two termination conditions for each simulation: First, the controller may hit an obstacle or the search may exceed a time limit which corresponds to a failure of the local connection. Second, it may reach an "endgame region" around the goal x i in which case the controller stops successfully and returns the accumulated cost ctJ. In unsuccessful trials cl , j = 0.
Error probabilities: We carry out a fixed number T of these trials and let Tsuccess be the number of successful trials. Let Ci,j := 1 /Tsuccess "L,'{=I c�,j and Pi,j = Tsuccess/T denote the average costs and the em pirical frequency of success of this experiment, respec tively. As we mentioned above, Pi,j may deviate from the true transition probability Pi,j due to the random sampling, and it is important to account for this model uncertainty when searching robust paths. To express the model uncertainty formally, note that Pi,j can be viewed as a random variable, resulting from averaging independent Bernoulli variables (simulation outcomes) with probability of success equal to the (unknown) true Pi,J. Hence Pi,J is -except for the normalizationbinomially distributed with unknown parameters. We can approximate this binomial distribution with the normal distribution N (Pi,J, Pi,j -PT,J) asymptotically. The straightforward way to define a lower bounds on Pi, j with reliability of at least say "( is to consider the corresponding tail probability of the normal distribu tion, q.-l b), rescaled by the root of the empirical vari
Ther e sulting (lower) bound for P i,j is:
We consider the lower bound because we are interested in guaranteeing good performance in the worst-case scenario. Naturally, this perspective may not lead to any feasible solution in the case where we have only very few trials for each connection.
2.1
Finding the path with the least probability of error
We can now generate a graph {V, E), or roadmap, that succinctly represents how the local controller can act globally. The vertices of this graph are the milestones.
There is an edge between two milestones x; and X j if
Pi,j =j: 0 and each edge is augmented with the values Pi,J and c;,j. The algorithm proceeds as follows:
1. Sample n -1 milestones x1, . . . , Xn-l uniformly from F by taking samples uniformly from C and rejecting those samples that result in collisions with certainty. 2. Try to connect each milestone x; to its k nearest neighbors using the local controller as described above. This gives the cost c;,j and the probability of failure Pi,J. 3. For each new query for a path from a starting position x8 to a goal position xG, include x8 and xG into the set of milestones using the indices 0 and n, repsectively. That is, X = (xo, ... , xn)' with x0 = x8 and Xn = xG as described above.
Also, use the local controller to detmine P o,j and Pi,n· 4. Determine the shortest path between x0 and Xn in the graph induced by X using -log( P i,j ) as the edge weights.
5.
Apply local controller along the shortest path.
Thus, the algorithm we present finds the set of mile stones that gives the highest probability path in the graph from start to goal. As we will prove in Sec. 2.3, it is possible to obtain (with high probability) a path that has high success probability, even with a polyno mial number of milestones. Another issue is the cost of the resulting path. In the next section we present an approptiate tradeoff between the costs and the proba bility of success.
2.2
The shortest path subject to robustness constraints
In the previous section, we considered the problem of finding a viable connection between two locations in the state space with a low probability of failure. In most practical problems an additional requirement is that the path followed should be "cheap" in a suitable sense, e.g., it is typically desirable to move a robot arm to its goal position without unnecessary detours.
More formally, we need to take into account the cost Ci, J associated with the motion between locations i and j in addition to the probability of failure Pi , i in troduced above. This extension immediately leads to a difficulty with our problem definition: clearly, the tasks of finding a path with a low probability of error and that of finding a path with low costs may be con tradictory. The shortest path must usually run very close to obstacles, e.g., when turning a corner the robot must almost touch the corner to make the shortest path. However, paths closer to obstacles usually im ply higher probability of colliding with them. This is illustrated in Fig. 1 , where we are interested in plan ning a path for two degrees of freedom ( dof) holonomic circular robot. However, the positions of the obstacles are not perfectly known, e.g., they could have been measured by a noisy sensor. The noise in this exam ple is gaussian and the shaded areas are a graphical representation of this distribution. In Fig. l(a) , we try to find a path with very high probability of suc cess. This is a conservative path that chooses long but safe route. On the other hand, in Fig. l(b) , lowering the constraint on the success probability, we obtain a much shorter path taking a "risky" passage between obstacles.
There are several ways to tradeoff costs and proba bility of success mathematically. From a conservative viewpoint, it is more important to reach the goal at all than to reach it cheaply. Hence we cast our algorithm as a constrained optimization problem, where the ob jective is to minimize the path cost and the constraint is that the path chosen must lead to an overall prob ability of success of at least some pre-specified value
Pmin· This problem formulation is natural in many practical cases. For example, in motion planning it is very important that the robot arm does not crash into any obstacle and reaches the goal whereas it is less relevant whether or not the path chosen is slightly suboptimal in terms of its length.
Note that the optimization we propose is different from the usual objective in MDP algorithms, which is to minimize the expected cost. In the usual MDP formu lation, one would have to define, in addition to the cost function associated with the problem, a cost for hitting obstacles and another (reward) for reaching the goal. The tradeoff becomes implicit and difficult to control, forcing the user to tune the cost function, balancing the relative weights of these three quantities.
Our new constrained optimization problem can be cast as a restricted shortest-path problem. We modify the fourth step of the algorithm of Sec. 2.1 to incorpo rate this new optimality criteria. Theoretically it is well-known that restricted shortest-path problems are NP-hard, but fully polynomial approximation schemes (FPAS) have been developed for their approximate so lution [3] . In this section, we describe an algorithm that is not FPAS but that is easy to implement and worked very well in our experiments.
We discretize the range [pmin, 1] into S + 1 values us ing q(s) := (Pmin)s/S for s = 0, . . . , S. Intuitively we think of the value V (s, i) as the minimum cost to reach Xi from x0 with a probability of success of at least q(s). For simplicity of exposition, we will assume that all success probabilities are strictly smaller than one (Pi,j < 1). 2 The algorithm computes the value function at each vertex of the graph by a simple dy namic programming algorithm: where Sk,j := S logpk,i/ logPmin · In practice, we suggest applying first the algorithm described in the previous section to find the maximal 2Probability one transitions can be dealt with by adding an extra loop to the algorithm.
probability of success. If this is at an acceptable level, then we can set Pmin to a value less than or equal to this maximal probability and run the constrained opti mization algorithm. If the probability of success is not at an acceptable level, we add more milestones to the graph or use a better local controller. The remaining question is how many milestones are needed to obtain high success probability paths. In the next section, we provide a formal answer to this question, which implies that a high probability path can be obtained with a polynomial number of samples.
2.3

Theoretical analysis
In this section, we analyze the algorithm presented in Sec. 2.1 and show that it is possible to obtain a path with high probability of success using a polynomial number of samples. There are two key issues to be considered: first, how many milestones are needed to make it sufficiently likely that the graph contains a path between x5 and xG; second, what is the success probability of the resulting path. As we will show, these two issues can be addressed theoretically by ex tending the analysis of Hsu, Latombe, and Motwani [5] for the deterministic motion planning case.
The analysis of these authors shows that if the con figuration space is "expansive", it is possible to find a path from the starting point to the goal using a poly nomial number of samples [ 5, Hsu et al.] . In the rest of this section, we extend their formal framework to problems with uncertainty.
First, we extend some definitions. Let a p..good ex pansive space ( E, a:, /3, p) under some local controller a be defined as follows: By analogy to the deterministic case, we let R.p(x) denote the region reachable by the local controller starting at x, i.e., the set of points that can be reached from the configuration x using the lo cal controller a with probability of success of at least p. Let J.t(A) denote the volume of the set A. Now , we need to extend the concept of £-goodness, which im plies that the controller can reach at least some pro portion of the free space with high probability:
space F is E:-p-good if for every connected component
Next, we need to define the lookout of a set S:
Intuitively, this quantity measures the proportion of S that can reach many points outsideS. Finally, we can extend the concept of (o:, /3,p)-expansiveness: [5] . As a result of this argument, any two milestones q0 and qm+l in the same connected component will, with probability 1 -'Y, be connected by a path that contains at most m � 3/.8 milestones { q0, q1, ... , qm, qm+l}. Further more, for each i, qi+l E n;.(qi), i.e., the local controller must be able to navigate from q; to q;+1 with success probability of at least jJ. Implying that the complete path has success probability of at least jJ3ff'+l. I
Note that we do not impose any explicit smoothness constraints on the transition density in this work. This is by contrast to an algorithm by Rust [10] for the ap proximate solution of continuous state, discrete actions and discrete time discounted MDPs, which depends crucially on the Lipschitz continuity of the transition density. Rust's algorithm is more effective when the Lipschitz constant is small, i.e., there is a lot of ran domness in the system. On the other hand, our al gorithm becomes more efficient as the controllers be come more effective (deterministic) locally. We believe that, in most practical robotics applications, local con trollers are close to deterministic, thus, making our algorithm more suitable.
In summary, in the context of expansive spaces, it is possible to obtain, with high probability, a path be tween two milestones using a number of samples that is polynomial in (1/t:,1/a,1/,8,ln1fr). In particu lar, the number of samples needed depends only on the number of "critical" dimensions of the problem, as was argued by Hsu et al. [5] . This number is fre quently relatively small in practice, allowing for a good performance of the algorithm even in reatively high dimensional spaces.
Discounted MDPs
In the previous section, we suggested a robust algo rithm for motion planning using local controllers that minimizes the cost of a path subject to a reliability constraint. The idea of using local controllers can be very useful not only for motion planning, but also for discounted MDPs.
As an example, consider the task of riding a bicycle.
Here we may have different controllers at our disposal that show different degrees of reliability in different re gions of the state-space. For instance, one controller may be better suited for "normal" riding scenarios and another controller may work well in "emergency situ ations". A globally optimal strategy would identify these scenarios and assign the local controllers accord ingly to achieve an overall good performance.
3.1
Evaluating combinations of local controllers
For discounted MDPs, we assume we have several dif ferent local controllers, indicated by the variable a.
The task is then to choose one controller at each state in a way that minimizes the overall total expected dis counted cost. In this problem formulation, future re wards are discounted using a discount factor a: E [0, 1).
The use of local controllers (macro-actions) has been explored in discrete MDPs, e.g. [4, 8] . Our approach circumvents this problem by implicitly defining the boundaries using a set of milestones: We assume that a set of local policies is given, and we divide the state space into local regions using a set of milestones { x0, ... , Xn}, as in Section 2. These regions are defined in terms of a Voronoi partition of the state space; that is, each location is assigned to the nearest milestone. Forthermore, each region can employ one of several local controllers and the objective is to find the optimal assignment of controllers to regions.
We explore the connectivity between the milestones by simulating each controller a starting from uniformly generated starting points in :F. Each point is associ ated with its nearest milestone, xi, and the simulation is terminated as soon as the trajectory is closer to an other milestone Xj than to Xi· We let I(i,j) be the indicator that a simulation starting in the vicinity of Xi terminates in the vicinity of Xj, and we let r de note the corresponding "stopping time" . Our goal is to approximate the discounted transition probability Let ri�J be the stopping time of the kth simulation
starting from x; that ended at Xj. Furthermore, let the discounted cost associated with the path generated during the kth trial be denoted as c� . Then straight forward estimates of the transition costs and of the discounted transition probabilities are defined accord ing to:
ca(i) :::: 1 /T; I>�; and Fa(i, j) :
Note that these estimates are heuristic, because we stop the simulation at the boundary of the neighboring cell, as described above. As a consequence, there arises a bias because we ignore information regarding the motion within the neighboring cell. 3
In our second step, we use the estimates Fa and Ca to determine the optimal assignment of controllers to regions. A straightforward approach to compute the solution of the discrete-state, discrete-action MDP de fined by the estimates Pa and Ca for this purpose. How ever, like in the motion planning case it is very impor tant to account for the random variation in Fa(i,j) due to the random simulation. In the next section, we suggest approaches to deal with this type of model uncertainty in the context of discounted MDPs.
3.2
Robust solution of the approximate MDP
We emphasized above that a drawback of any simula tion based algorithm for planning under uncertainty, e.g. the algorithms of Sections 2 and 3.1, is the model uncertainty that may produce misleading results. It is important to account for this uncertainty as it was shown in Sections 2.1 and 2.2 for motion planning. The case of discounted MDPs is mathematically more involved, and we give an overview of useful algorithms in this section.
Algorithms for discounted MDPs with model uncer tainty have been discussed in some detail in the op erations research and computer science literatures. A comprehensive mathematical treatment of MDPs with "imprecise transition probabilities" can be found in a paper by White and Eldeib [11] . These authors are concerned with the case where we have a number of linear constraints on the ith transition probability vec tor Fa(i, ·). Givan et al. [2] specialize this method to express model uncertainty in the form of elementwise bounds on the parameters ca(i) and Fa(i,j). They also derive modifications of the policy iteration and value iteration algorithms for this generalized class of MDPs and highlight their relationship to stochastic games.
Applied to the current context, their algorithm amounts to defining elementwise bounds Pa(i,j) and P a (i,j) by analogy to Section 2, as well as correspond ing bounds on the cost function, Q, ( i) and Ca ( i). For mally, these bounds translate into the sets of feasible transition matrices and cost vectors 'Pa = {Pa)E a � Pa � Pa} and Ca = {cak a � Ca � ca}, where the'�' is to be interpreted elementwise. In addition, they define interval value functions in terms of elementwise upper and lower bounds V(i) and V(i), respectively. These value functions are updated recursively in a variant of the value iteration algorithm as follows:
. J
This algorithm converges to a unique fixed point that characterizes the optimal solution, defined using a suit able notion of robustness [2] .
In practice, a potential difficulty with the algorithm by Givan et al. is that, depending on the bounds on Pa and ca, the range of possible value functions that are consistent with V(i) and V(i) may be too big and, as a consequence, these bounds may not be sufficiently in formative to discriminate between good and bad poli cies. Hence it is important to define the sets Pa and Ca in a way that is as restrictive as possible in practice.
In particular, the elementwise bounds introduced above may be too loose in many applications, and there are many ways to arrive at tighter constraints at the cost of additional mathematical sophistication and computational effort. From a statistical perspec tive, a natural way to define those constraints is by formulating likelihood functions that involve Ca and Pa as parameters, and then to use the sublevel sets of the likelihood. While the constraints derived in this manner are frequently convex -and hence amenable to numerical optimization -they can still be diffi cult to deal with computationally. A reasonable com promise is to derive spherical bounds using a Laplace approximation of the likelihood: We consider the sub level sets of a second-order Taylor expansion of the log-likelihood, which can be described as spheres with respect to the inverse Fisher information matrix n. In the case of the transition matrix Pa, the resulting con straints on the ith row can be written in the form: where llzlln = � is the D-weighted Eucledian norm.
A robust algorithm is to find a policy that is optimal with respect to the most adverse transition probabil ity in this class, by analogy to the interval value it To summarize, our overall algorithm consists of fi rst sampling a set of milestones, then estimating the tran sition probabilities between each neighboring region using simulation, and finally solving a "robust" MDP to derive a suitable global strategy. There are several ways to define the robust MDP that vary in their al gorithmic complexity and the expressiveness of their solution. A useful heuristic is to start from relatively simple (elementwise) bounds in practice, and to resort to more sophisticated methods only as additional pre cision is needed.
Experiments
In this section, we present an implementation of the motion planning algorithm described in Section 2. The test cases involve uncertainty in the position of obstacles. This type of uncertainty could result from noisy sensor data, for example. The noise in these examples is gaussian and the shaded areas are a graphical representation of the uncertainty.
Since it is difficult to represent paths in a paper, we strongly encourage the reader to see animated paths and other examples on the project website:
robotics.stanford.edu/-guestrin/Research/RobustLocalControl/.
We have not tried to do any local optimization or smoothing of the paths in these experiments. This would make paths somewhat shorter and more natural, but might hide certain characteristics of the algorithm. To navigate between nearby milestones, x; to Xj, we used a simple local controller that attempts to traverse a straight line path from Xi to x J.
The first example, shown in Fig. 2 , deals with the centralized control of two circular holonomic robots.
The goal is to minimize the total costs while avoid ing the obstacles at the same time. Accordingly, the paths in Fig. 2 have qualitatively different behaviors as we relax the constraints on the minimum allow able success probability. For the highest success prob ability ( Fig. 2(a) ), both robots must take a long path around the obstacles to avoid regions of likely colli sions. As we relax the constraint on the success prob ability (Fig. 2(b) ), the planner is able to route one robot through a risky (high uncertainty in the position of obstacles) short cut, making the overall path length shorter. Finally, as we relax the constraints further, both robots take the risky short cut. The quantitative differences are:
Example Path length Prob. success Fig. 2(a) 3.53 0.99 Fig. 2(b) 2.79 0.54 Fig. 2(c) 1.53 0.13
The second example concerns the control of a 5 de grees of freedom (do£) robot arm. The most probable path (Fig. 3 ) still has to pass through an area of high uncertainty; this is a narrow passage that cannot be avoided. However, it is able to avoid other uncertain areas. As we relax the constraint on the failure prob abilities, we can obtain shorter paths (Fig. 4) at the cost of entering areas of high risk. Quantitatively:
Example Path length Prob. success Fig. 3 10.07 0.95 Fig. 4 (a) 9.23 0.81 Fig. 4 (b) 7.81 0.60
To illustrate the degree of uncertainty present in the problem, the histogram in Fig. 5 shows the distribu tion in values of Pi,i determined during the simulation. Note that 70% of the edges have probability of suc cess less than 1, demonstrating the relevance of dealing with uncertainty explicitly. . 8 § c probability of edge Figure 5 : Distribution of edge probabilities Pi,j.
Discussion
We presented new algorithms for planning under un certainty in continuous state and action spaces, which are based on the combination local controllers. For motion planning, we argue that expected cost -the usual objective function for planning using MOPs may be inappropriate in situations where the cost of a path is dominated by the need to eliminate the prob ability of error. We propose an alternative, minimiz ing path cost subject to a constraint on the minimum acceptable probability of reaching the goal. This con cepts leads to an algorithm that is guaranteed to yield a robust (high success probability) solution path. Ex periments show our problem formulation successfully trades off risk and reward in two planning scenarios.
Also for discounted MDPs model uncertainty is an im portant issue, and we suggest a similar approach to combine local controllers robustly in this context. In detail, we suggest a way to quantify the model uncer tainty mathematically and review techniques to solve the resulting robust MDP, varying in mathematical sophistication and expressiveness of the solution.
