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Abstract
Subject of this paper is the derivation of a new constitutive law in terms of the logarithm of the conformation
tensor that can be used as a full substitute for the 2D governing equations of the Oldroyd-B, Giesekus
and other models. One of the key features of these new equations is that – in contrast to the original
log-conf equations given by Fattal and Kupferman (2004) – these constitutive equations combined with the
Navier-Stokes equations constitute a self-contained, non-iterative system of partial differential equations. In
addition to its potential as a fruitful source for understanding the mathematical subtleties of the models
from a new perspective, this analytical description also allows us to fully utilize the Newton-Raphson
algorithm in numerical simulations, which by design should lead to reduced computational effort. By means
of the confined cylinder benchmark we will show that a finite element discretization of these new equations
delivers results of comparable accuracy to known methods.
Keywords: Log-conformation, Oldroyd-B, Finite element method
2010 MSC: 76A10, 76M10
1. Introduction
Viscoelastic phenomena are important for a variety of industrial and medical applications, as, e.g.,
plastics profile extrusion and the design of blood pumps. Regardless of the application, the numerical
simulation of flows of viscoelastic fluids often leads to difficulties, when the Weissenberg number, which
relates the elastic forces to the viscous effects, is increased. This challenge has become known as the High
Weissenberg Number Problem [1]. The difficulty is enhanced by the fact that it has so far not been sufficiently
clarified whether the lack in simulation accuracy should be attributed to purely numerical deficiencies or is
an inherent trait of the utilized constitutive models. One of the more recent approaches to resolve the former
are the so-called log-conformation – or shortly log-conf – formulations going back to [2].
The log-conf formulations are applicable to models of the form
∂tσ + (u · ∇)σ − (∇u)σ − σ(∇u)T = − 1λP(σ) , (1)
where u is a d-dimensional velocity vector, σ the conformation tensor, λ the relaxation time and P(σ) an
analytic function. Examples are the Oldroyd-B model [3] with P(σ) = σ − 1 and the Giesekus model [4] with
P(σ) = σ − 1 + α(σ − 1)2 and the mobility factor α ∈ [0, 1]. It has been shown in [5] that these models require
that σ maintains positive-definiteness through time if the initial data is also positive-definite. A violation
of this condition through the numerical algorithm has been observed to lead to unrecoverable failure of
the simulation. The idea of the log-conf approach is to inherently respect this condition by replacing the
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original primal degrees of freedom, i.e., the conformation tensor σ or the polymeric stress T, by a new field
Ψ that is related to the conformation tensor by the matrix exponential function σ = exp(Ψ); hence the name
log-conformation formulation.
Of all possibilities, the choice of the exponential function as a means of assuring positive-definiteness
can be fortified when considering the properties of Lie groups, which are manifolds with a group structure.
An important class of Lie groups are the matrix groups, like the general linear group GL(d,R), which
consists of all invertible d × d matrices. In the constitutive equation, the tensorial degrees of freedom, like
σ, are part of a submanifold of GL(d,R), which is constituted by the symmetric positive-definite matrices.
This space is different as compared to the spaces containing the vectorial degrees of freedom, which are
their own tangent space. The latter is not the case for general manifolds, as for example the symmetric
positive-definite matrices. Nonetheless, the notion of the tangent space is important, since coordinate
advancements within the tangent space of a manifold are guaranteed to remain within the manifold —
an advantage when numerically advancing the coordinates. Fortunately, as GL(d,R) is a Lie group the
matrix exponential function maps the tangent space of the identity element – also known as the Lie algebra
gl(d,R) = Rd×d – to the corresponding connected component of the Lie group. Furthermore, the subspace of
the symmetric matrices of gl(d,R) is mapped onto the symmetric positive-definite matrices, such that this
particular subspace is the natural choice for a vector space for Ψ. It should not be left unmentioned that one
can still consider other functions than the matrix exponential function to ensure positive-definiteness, as is,
e.g., done in [6] by the quadratic function.
Apart from the choice of a suitable transforming function, the more intricate task is the derivation of a
replacement for the original constitutive equation that is formulated in terms of the new degrees of freedom.
Several approaches have so far been described [2, 7]. In [7], σ is replaced by expΨ in the original constitutive
equation in order to obtain the new equation. Although appealing at first sight, this approach advects expΨ
instead of Ψ, leading to possible difficulties in the stabilization of the resulting numerical discretization
[8]. [2] derives the new constitutive equation based on a decomposition of the velocity gradient ∇u. This
decomposition leads to an equation with an intrinsically iterative character. In this paper we derive a new
constitutive equation that has neither of these shortcomings. One of its key features is that it can be stated in
a closed form together with the Navier-Stokes equations. The full derivation has so far been performed for
two space dimensions, whereas the three-dimensional case is still subject to current research.
The procedure is outlined in the following fashion. The derivation of the new constitutive equation will
be performed in Section 2 with the help of several lemmata, which can be found in Appendix A. Section 3
introduces the numerical implementation of this new method, which is subsequently verified by means of
the well-known confined cylinder benchmark in Section 4. The results are compared to those in [9, 10, 11].
2. Log-Conformation
For further calculations we will introduce the strain tensor
ε(u) =
1
2
(
∇u + ∇uT
)
,
as well as the vorticity tensor
Ω(u) =
1
2
(
∇u − ∇uT
)
,
such that we can rewrite Eq. (1) as
∂tσ + (u · ∇)σ − (ε(u) + Ω(u))σ − σ(ε(u) −Ω(u)) = − 1λP(σ) . (2)
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In this section we are going to show that if Ψ satisfies
∂tΨ + (u · ∇)Ψ + [Ψ,Ω(u)] − 2
∞∑
n=0
B2n
(2n)!
{Ψ, ε(u)}2n = − 1λP
(
eΨ
)
e−Ψ , (3)
then σ = expΨ satisfies the original constituitive equation (2). In Eq. (3), Bi denote the Bernoulli numbers,
[X,Y] = XY − YX the usual commutator and {X,Y}n the iterated commutator, which is defined as
{X,Y}n =[X, {X,Y}n−1]
{X,Y}0 =Y .
Before we come to the proof we will first discuss some properties and prerequisites of this equation.
Remark 1 (Sobolev spaces and Banach algebras). The analysis of partial differential equations (PDEs) is
highly entangled with the theory of Sobolev spaces. Therefore, we will assume that Ψ is contained in a
Sobolev space. The first thing one realizes when looking at σ = expΨ is that one needs to make sense of the
exponential mapping, which should also map, if possible, into the same Sobolev space. Mathematically
speaking we need a Sobolev space that becomes, equipped with the pointwise matrix multiplication, a
Banach algebra, such that we can define an analytical functional calculus (cf. [12, Theorem 10.27]). Restricting
ourselves for the moment to the stationary problem and assuming that Ψ ∈ Hn(Rd,R d(d+1)2 ) it turns out to be
sufficient to demand n > d/2 to make the components of Ψ lie within a Banach algebra [13, Theorem 4.39].
σ, as well as P(σ), would then also be contained in Hn(Rd,R
d(d+1)
2 ).
Moving to the time-dependent setting, we are going to introduce the spaces
H = C1([0,T],Hs−1(Ω)) ∩ C0([0,T],Hs(Ω))
H ′ = C0([0,T],Hs−1(Ω)) , (4)
with s > d/2 and Ω being a Lipschitz-bounded domain. Here, the fact that the multiplications Hs−1(Ω) ×
Hs(Ω)→ Hs−1(Ω) and Hs(Ω) ×Hs(Ω)→ Hs(Ω) are continuous [14, Corollary §1.1.1] lets us conclude thatH
denotes a Banach algebra. Furthermore, this multiplication can be extended to a continuous multiplication
· : H ′ × H → H ′. Now deriving the Banach algebra H = Hd×d and Banach space H′ = H ′d×d, as well as
symmetrized variants thereof
Hsym = {X ∈ H|XT = X}
H′sym = {X ∈ H′|XT = X} ,
we are going to search for solutions of Eq. (3) in Hsym. The space H′ will serve as the Banach space containing
the derivatives, since from Ψ ∈ Hsym it follows that ∂tΨ,∇Ψ ∈ H′sym. Moreover, requiring ε(u) ∈ H′sym lets us
interpret all summands in Eq. (3) as elements of H′.
Allowing to formulate the theory in a Sobolev space setting is, from the theoretical point of view, one of
the key advantages of our method compared to the original log-conf formulation [2], although one has to
add that it is not restricted to the choice in (4) and there are other spaces that fulfill the requirements onH
andH ′, fully listed in Appendix A. Examples are the smooth function spaces, in which all equations can be
thought of as pointwise evaluations of the specific degrees of freedom. The latter is especially helpful for
comprehension since most of the following proofs are purely algebraic in their nature.
Remark 2 (Well-definedness of the series). We have already outlined in the last paragraph that all summands
of the series are elements of H′. What is left to consider is the absolute convergence of the series. It can be
analyzed using the generating function definition of the Bernoulli numbers. Together with B1 = − 12 as the
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only non-zero odd Bernoulli number it can be stated as
∞∑
n=0
B2n
(2n)!
x2n =
x
2
+
x
ex − 1 ∀|x| < 2pi . (5)
Furthermore, the inequality ||[Ψ, ε(u)]2n||H′ ≤ 22n||Ψ||2nH ||ε(u)||H′ and the fact that the Bernoulli numbers are
alternating ((−1)n+1B2n > 0 if n ≥ 1) guarantee that formula (3) is well-defined at least for ||Ψ||H < pi. Later
we will alleviate this condition for the two-dimensional case.
Remark 3 (Symmetry). As the only two terms containing derivatives of Ψ, namely ∂tΨ and (u · ∇)Ψ, are
clearly symmetric matrices, one also wants the other terms of the formula to be symmetric, since otherwise
one would unnecessarily constrain the number of degrees of freedom by a pure algebraic identity. Although
not strictly forbidden, one could in this case argue that the model would not reflect the "natural" degrees of
freedom of the underlying physical nature. Furthermore, a more practical concern is that it would limit
the admissible choices for the boundary conditions. Fortunately, this is not the case: One can assert for
commutators that if X is symmetric and Y is antisymmetric then [X,Y] has to be symmetric. This argument
directly applies to the term involving Ω(u) which is by definition the antisymmetric part of the strain tensor.
By the same argument one then also sees that {Ψ, ε(u)}2n has to be symmetric. So all terms involved in Eq. (3)
can be understood as symmetric matrices.
After having defined the setting we have everything at hand to prove the theorem that encompasses
Eq. (3).
Theorem 1. Given u ∈ C0([0,T],Hs(Ω,Rd)), let Ψ ∈ Hsym with ||Ψ||H < pi satisfy Eq. (3), then σ = expΨ ∈ Hsym
solves the original constituitive equation (2).
Proof. In a first step, we apply Eq. (A.1) to the advective-derivative of the conformation tensor
(∂t + u · ∇)σ =
∞∑
k=0
1
(k + 1)!
{Ψ, (∂t + u · ∇)Ψ}k σ
where we now will insert Eq. (3)
(∂t + u · ∇)σ = − 1λP(σ) −
∞∑
k=0
1
(k + 1)!
{Ψ,Ω(u)}k+1 σ
+ 2
∞∑
k=0
1
(k + 1)!
∞∑
n=0
B2n
(2n)!
{Ψ, ε(u)}2n+k σ .
(6)
Here, the fact that P(eΨ)e−Ψ commutes with Ψ has been already incorporated. The second summand can be
evaluated using Lemma 1 and a simple index shift
∞∑
k=0
1
(k + 1)!
{Ψ,Ω(u)}k+1 σ =
∞∑
k=0
1
k!
{Ψ,Ω(u)}k σ −Ω(u)σ
=σΩ(u) −Ω(u)σ
=[σ,Ω(u)] .
The third term is processed by augmenting the series with the odd Bernoulli numbers, of which only B1 = − 12
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is non-zero, and then rearranging the series, such that powers of Ψ are collected
∞∑
k=0
1
(k + 1)!
∞∑
n=0
B2n
(2n)!
{Ψ, ε(u)}2n+k σ =
∞∑
k=0
1
(k + 1)!
∞∑
n=0
Bn
n!
{Ψ, ε(u)}n+k σ
− B1
∞∑
k=0
1
(k + 1)!
{Ψ, ε(u)}k+1 σ
=
∞∑
i=0
{Ψ, ε(u)}i σ
i∑
n=0
Bn
n!(i − n + 1)!
+
1
2
∞∑
k=0
1
(k + 1)!
{Ψ, ε(u)}k+1 σ .
Now we use the recursive definition of the Bernoulli numbers
i∑
n=0
Bn
n!(i − n + 1)! =
{
1 for i = 0
0 for i ≥ 1
which can be derived from the generating function definition by comparing coefficients of the left and right
hand side of 1 =
(∑
k
Bk
k! x
k
) (
ex−1
x
)
. This together with another application of Lemma 1 finally yields
∞∑
k=0
1
(k + 1)!
∞∑
n=0
B2n
(2n)!
{Ψ, ε(u)}2n+k σ =12ε(u)σ +
1
2
σε(u) . (7)
Pulling all ends together, Eq. (6) amounts to
(∂t + u · ∇)σ = − 1λP(σ) − [σ,Ω(u)] + ε(u)σ + σε(u) ,
which had to be proven. 
As already mentioned in Remark 2, it is not really satisfactory to have the bound ||Ψ||H < pi, which is
necessary to guarantee absolute convergence of the series. In the following theorem, we will show how
to dissolve this bound by identifying a recursion relation for the iterated commutator as the one given in
Lemma 3. It can be used to replace the series by an analytical function. Unfortunately, one cannot state a
single recursion relation as in Lemma 3 for arbitrary dimensionality d, but has to restrict oneself to a specific
d. In the following, we will carry out the details for two dimensions. The three-dimensional case is far more
elaborate and therefore still subject to our current research.
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2.1. 2D case
Theorem 2. Let the velocity field u ∈ C0([0,T],Hs(Ω,R2)) be given. If Ψ ∈ Hsym is a solution of
∂tΨ + (u · ∇)Ψ + [Ψ,Ω(u)] + 1λP
(
eΨ
)
e−Ψ − 2ε(u)
− 2
( −Ψ12 γ(Ψ)
γ(Ψ) Ψ12
) [
γ(Ψ)ε(u)12 −Ψ12γ(ε(u))] · f (Ψ) = 0 , (8)
with
f (Ψ) =
1
γ(Ψ)2 + Ψ212

√
γ(Ψ)2 + Ψ212 +
2
√
γ(Ψ)2 + Ψ212
exp
(
2
√
γ(Ψ)2 + Ψ212
)
− 1
− 1

and γ(C) = 12 (C11 − C22), then the conformation tensorσ = expΨ ∈ Hsym solves the original constitutive equation (2).
Proof. The proof is twofold: in a first step we will show that the assertion is true for ||Ψ||H < pi and then in a
second step that this restriction is only artificial.
As one can already guess from the comparison of Eq. (3) and Eq. (8) one needs to replace the series in
Eq. (3) by an analytical function, which then together with Theorem 1 already yields the conclusion for
||Ψ||H < pi. For that we will first split off the n = 0 term from the series. Applying Lemma 3 with A = Ψ and
B = ε(u) and collecting the n-dependent terms, we just have to evaluate
f (Ψ) =
∞∑
n=1
B2n
(2n)!
22n(γ(Ψ)2 + Ψ212)
n−1 .
The generating function definition of the even Bernoulli numbers (Eq. (5)) gives us then, after splitting off
the n = 0 term, the final form of f (Ψ).
The proof of the second part is in principle similar to that of Theorem 1, just with the difference that the
Wilcox Lemma in its initial form is used:
(∂t + u · ∇)σ =
∫ 1
0
e(1−α)Ψ ((∂t + u · ∇)Ψ) eαΨ dα .
Plugging in Eq. (8) we know for most of the terms the result due to Corollary 1, as we have already shown in
Theorem 1. Only the terms including ε(u) need to be reconsidered, since the series involved in Eq. (3) is the
only reason for the bound ||Ψ||H < pi. Let us introduce a variable β and prove the more generic result∫ 1
0
e(1−α)βΨAβeαβΨ dα =
1
2
ε(u)eβΨ +
1
2
eβΨε(u) (9)
with
Aβ =ε(u) +
( −Ψ12 γ(Ψ)
γ(Ψ) Ψ12
) [
γ(Ψ)ε(u)12 −Ψ12γ(ε(u))] · fβ(Ψ)
and
fβ(Ψ) =
1
γ(Ψ)2 + Ψ212
β
√
γ(Ψ)2 + Ψ212 +
2β
√
γ(Ψ)2 + Ψ212
exp
(
2β
√
γ(Ψ)2 + Ψ212
)
− 1
− 1
 .
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The important part to notice is now that the proof of Theorem 1 already implies Eq. (9) for |β| < pi||Ψ||H , since∫ 1
0
e(1−α)βΨAβeαβΨ dα =
∫ 1
0
e(1−α)βΨ
 ∞∑
n=0
B2n
(2n)!
{βΨ, ε(u)}2n
 eαβΨ dα
(A.3)
=
∞∑
k=0
1
(k + 1)!
∞∑
n=0
B2n
(2n)!
{βΨ, ε(u)}2n+keβΨ
(7)
=
1
2
ε(u)eβΨ +
1
2
eβΨε(u) .
Furthermore, the integrand of the left side of Eq. (9) is a holomorphic function in a neighborhood of the real
axis, which then – together with a combination of Cauchy’s and Fubini’s Theorem – shows that the whole
integral is holomorphic in that region. As the right-hand side is clearly holomorphic for all β ∈ C, it follows
with the uniqueness of analytic continuation that Eq. (9) also has to hold for β = 1, which had to be proven
originally. 
Note that this proof carries through irrespective of whether we interpretΨ, ε(u) as matrices or as elements
of the Banach space H′. The concept of analytic continuation works in both cases (cf. [12, Theorem 3.31] for
the notion of holomorphy in the Banach space setting).
Remark 4. It shall be noted that 2
√
γ(Ψ)2 + Ψ212 is – assuming sufficient regularity – just the difference
between the two eigenvalues ofΨ at a given point x. This becomes evident if one looks at the diagonalization
of Ψ(x) = Odiag(λ1, λ2)OT, which – together with the well-known fact that the identity matrix commutes
with every other matrix – yields
{Ψ, ε(u)}2n =O{diag(λ1, λ2),OTε(u)O}2nOT
=O{diag(λ1 − λ2, 0),OTε(u)O}2nOT .
Therefore, the n-dependent part that is encapsulated in the function f (Ψ) can only depend on 2
√
γ(Ψ)2 + Ψ212.
This last remark indicates also why it is more difficult to find a similar result in 3D: The problem of
finding a recursion relation for the iterated commutator is highly intertwined with the existence of closed
analytical expressions for the eigenvalues of a symmetric matrix.
2.2. Weak form
The PDE system we are going to consider, consists of the new constitutive equation (8) encompassed by
the Navier-Stokes equations
∇ · u = 0
ρ(∂t + u · ∇)u + ∇p − 2µS∇ · ε(u) − ∇ · T = 0 ,
where T = µPλ
(
eΨ − 1
)
denotes the polymeric stress and µP, µS the polymer and solvent viscosity respectively.
In order to state the weak form of this PDE system we introduce the following spaces for velocity and
pressure
V =C1([0,T],Hs−1(Ω,R2)) ∩ C0([0,T],Hs0(Ω,R2))
Q =C0([0,T],Hs−1(Ω) ∩ L2∫
=0
(Ω)) .
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Ωn+1
x
y
t
Qen
Pn
Ωn
Figure 1: Illustration of a space-time slab Qn.
Assuming homogeneous Dirichlet boundary conditions for simplicity, the weak form then reads: Find a
solution (u, p,Ψ) ∈ V ×Q ×Hsym such that for t ∈ [0,T] and all
v ∈ H10(Ω,R2) ,
q ∈ L2(Ω) ,
Φ ∈ L2(Ω,R2×2)
the following equation is fulfilled
0 = ρ (v, ∂tu + (u · ∇)u)Ω +
µP
λ
(
ε(v), eΨ − 1
)
Ω
+ 2µS (ε(v), ε(u))Ω −
(∇ · v, p)Ω
+
(
q,∇ · u)Ω
+
µP
2λ
(
Φ, ∂tΨ + (u · ∇)Ψ + [Ψ,Ω(u)] + 1λP
(
eΨ
)
e−Ψ − 2ε(u)
)
Ω
− µP
λ
(
Φ,
( −Ψ12 γ(Ψ)
γ(Ψ) Ψ12
) [
γ(Ψ)ε(u)12 −Ψ12γ(ε(u))] · f (Ψ))
Ω
.
(10)
The L2-inner products (·, ·)Ω are defined by (Φ,Ψ)Ω =
∫
Ω
Φ : Ψ =
∫
Ω
tr(ΦT ·Ψ) for the tensorial fields and in
the usual fashion for scalars and vectors.
The choice of premultiplying the constitutive equation with the factor µP2λ is mainly driven by the
consideration that if v, q,Φ have the same physical dimension as u, p,Ψ, then the residual of the weak form
has the physical dimension of power.
3. Numerical implementation
3.1. Discretization
We are going to use equal-order isoparametric space-time Lagrangian finite elements in combination with a
GLS/SUPG stabilization in space and DG in time.
By space-time approach we mean that considering a division of the time span [0,T] into N intervals
0 = t0 < t1 < . . . < tN+1 = T, we will also apply the same slicing to our manifold Q that describes our
computational domain in space-time.1 The resulting chunks are then called space-time slabs and denoted by
1In this paper we will only use Q = Ω × [0,T], but in general this discretization is also suitable for deforming domains.
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{Qn}0≤n≤N−1. These slabs are enclosed in time direction by the two boundaries Ωn = Ωtn and Ωn+1 = Ωtn+1 .
The trajectory of the spatial boundary through time is defined as Pn =
⋃
t∈[tn,tn+1]{t} × Γt, where Γt is the spatial
boundary of our domain at a given time t.
The constructed space-time slabs Qn will serve as a basis for our triangulation Th,n, which is given
by Qn =
⋃
e Qen. More precisely, the geometrical basis of our finite elements is derived from a common
reference element, which in our case is a space-time prism Q˜. The function that maps Q˜ onto Qen is called
TQen . Employing the isoparametric principle and the fact that we use P2 interpolation in space, as well as P1
interpolation in time, we can write the mapping as
TQen (ξ) =
nen/2∑
i=1
(
xei
tn
)
φi(ξ) +
nen∑
i=nen/2+1
(
xei
tn+1
)
φi(ξ) ,
where nen = dimP2 · dimP1 and {φi} is the Lagrange basis of P2 ⊗ P1. In 2D this amounts to nen = 12 nodes
per element.
Based on this geometry we can start to construct the interpolation space for our degrees of freedom first
on a single space-time slab Qn
Vh,n =
{
v ∈ C0(Qn)
∣∣∣ ∀Qen ∈ Th,n, v ◦ TQen ∈ P2 ⊗ P1} ,
and then on the whole space-time manifold by concatenation
Vh =
{
v ∈ L2(Q)
∣∣∣ v|[tn,tn+1] ∈ Vh,n} .
Note that the interpolation functions are continuous in space, but discontinuous in time.
In order to formulate a well-posed discretized problem we need to restrict our test and trial function
spaces to subspaces of Vh,n. Therefore, let Pn,u denote the part of the space-time boundary Pn that corresponds
to a Dirichlet-boundary condition of the velocity u, whereas Pn,Ψ corresponds to the Ψ-Dirchlet boundary.2
The trial function space Sh,n and the test function spaceVh,n are then given by
Sh,n =
{
(u, p,Ψ) ∈ (Vh,n)d × Vh,n × (Vh,n)d·(d+1)/2
∣∣∣ u|Pn,u = gu,Ψ|Pn,Ψ = gΨ}
Vh,n =
{
(v, q,Φ) ∈ (Vh,n)d × Vh,n × (Vh,n)d·(d+1)/2
∣∣∣ v|Pn,u = 0,Φ|Pn,Ψ = 0} .
Furthermore, we denote with Sh the concatenation of the Sh,n spaces. The fact that the same space Vh,n is
used as a basis for the interpolation of all degrees of freedom is usually referred to as equal-order interpolation.
In the following, we will formulate a weak problem on each space-time slab.
3.2. 2D case
Using the terminology of the last section, the aim of this section is to state a stabilized discrete version of
the weak form in Eq. (10). We will first state the weak form and then discuss certain aspects about it:
Starting with (uh)−0 = u0 and (Ψ
h)−0 = Ψ0 we are seeking (u
h, ph,Ψh) ∈ Sh such that for all n ∈ {0, 1, . . . ,N − 1}
2Generalizations, where only a few components of u or Ψ are prescribed, are obvious.
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and all (vh, qh,Φh) ∈ Vh,n the following equation is fulfilled
0 =
∫
Qn
vh · ρ
(
∂tuh + (uh · ∇)uh
)
+
∫
Qn
µP
λ
ε(vh) :
(
eΨ
h − 1
)
+
∫
Qn
2µsε(vh) : ε(uh) −
∫
Qn
(∇ · vh) · ph +
∫
Ωn
(vh)+n · ρ
(
(uh)+n − (uh)−n
)
+
∑
e
∫
Qen
τmom
1
ρ
(
ρ(uh · ∇)vh + ∇qh + µS∆vh − µPλ ∇ ·Φ
h
)
·
(
ρ(∂tuh + (uh · ∇)uh) + ∇ph − µS∆uh − µPλ ∇ ·
(
eΨ
h − 1
))
+
∫
Qn
qh (∇ · uh)
+
∫
Qn
µP
2λ
(
Φh + τcons(uh · ∇)Φh
)
:
(
∂tΨ
h + (uh · ∇)Ψh + [Ψh,Ω(uh)] + 1
λ
P
(
eΨ
h)
e−Ψh − 2ε(uh)
)
−
∫
Qn
µP
λ
(
Φh + τcons(uh · ∇)Φh
)
:
(( −Ψh12 γ(Ψh)
γ(Ψh) Ψh12
) [
γ(Ψh)ε(uh)12 −Ψh12γ(ε(uh))
]
· f (Ψh)
)
+
∫
Ωn
(Φh)+n :
µP
2λ
(
(Ψh)+n − (Ψh)−n
)
.
(11)
Here, the terms describing discontinuities across space-time slabs are defined by
(uh)±n = lim
ξ→0 u
h(tn ± ξ) .
The following remarks shall be made about the given weak form:
• The used stabilization is a mixture of an adjoint3 Galerkin/Least-Squares (GLS) stabilization [16, 17, 18]
for the momentum equation and a plain Streamline Upwind/Petrov-Galerkin (SUPG) stabilization [19]
for the constitutive equation. The stabilization of the continuity equation is omitted, since in practical
applications polymer flows usually have small Reynolds numbers. The corresponding element-specific
stabilization parameters depend on the element length h, ∆t = tn+1 − tn and a characteristic velocity u
evaluated at the element center:
τmom =min
(
ρ
h2
314µ
,
h
2|u| ,
∆t
2
)
,
τcons =min
((
2
|u|
h
+ λ−1
)−1
,
∆t
2
)
.
The main motivation for choosing ∇ ·Φ instead of ∇ · eΦ in the GLS term is the intention for the given
weak form to satisfy a discrete version of so-called free energy estimates. The latter has been shown
in [20] to be essential to prove the existence of discrete global-in-time solutions for homogeneous
boundary conditions.
3Also known as the Douglas-Wang method [15].
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• Currently, the implementation only supports the Oldroyd-B model, leading to the substitution
P(eΨ
h
)e−Ψh = 1 − e−Ψh .
• For the evaluation of the matrix exponential functions we use a combination of the Padé approximants
R6,6 and a scaling/squaring approach (cf. [21]). The latter means, when trying to calculate eX for
X ∈ Rd×d, we first choose j ∈ N large enough such that ||X||∞ < 2 j. In a second step we compute
A = R6,6(X · 2− j) as an approximation of exp(X · 2− j) and then finally perform j in-place squarings of
the matrix A.
• A point that has not been present in the original weak form in Eq. (10) is the evaluation of the derivative
of the matrix exponential function. The discretized version in Eq. (11) now includes ∇ ·
(
eΨh − 1
)
in the
GLS term, which will be dealt with with the help of Corollary 2
∇ ·
(
eΨ
h − 1
)
=
2∑
i=1
eˆTi · eΨ
h/2
[
∂iΨ
h +
( −Ψh12 γ(Ψh)
γ(Ψh) Ψh12
)
·
[
γ(Ψh)∂iΨh12 −Ψh12∂iγ(Ψh)
]
· g(Ψh)
]
eΨ
h/2 .
For the definition of the scalar function g(Ψh) we refer to Eq. (A.6).
3.3. Linearization
So far, the weak form given in Eq. (11) is still non-linear. In our implementation, we employed the
Newton-Raphson method in order to linearize the problem. Now consider the weak form in Eq. (11) to
be given in the abstract form: we are searching for a zh = (uh, ph,Ψh) ∈ Sh such that for each time step
n ∈ {0, . . . ,N − 1} and all wh = (vh, qh,Φh) ∈ Vh,n we have
an(wh, zh) =0 .
Applying Newton’s algorithm to each time step separately then reads: starting from some initial guess zhn,0
we are searching for δzhn,i = (δu
h
n,i, δp
h
n,i, δΨ
h
n,i) ∈ Vh,n such that
Dan(wh, ·)
∣∣∣
zhn,i
δzhn,i = − an(wh, zhn,i) ∀wh ∈ Vh,n . (12)
The resulting δzhn,i is used afterwards to update z
h
n,i+1 = z
h
n,i + δz
h
n,i, which is then reinserted into the algorithm
until the residual of Eq. (11) becomes small enough. Here, the directional variational derivative is, as usual,
defined as
Dan(wh, ·)
∣∣∣
zhn,i
δzhn,i =
d
dξ
∣∣∣∣∣
ξ=0
an(wh, zhn,i + ξ · δzhn,i) .
For the sake of brevity we will not state the full variational derivative but rather only parts of it. E.g., the
material derivative in the momentum equation becomes
Dan(wh, ·)
∣∣∣
zhn,i
δzhn,i = . . . +
∫
Qn
vh · ρ
(
∂tδuhn,i + (δu
h
n,i · ∇)uhn,i + (uhn,i · ∇)δuhn,i
)
+ . . . ,
whereas the velocity DG term is given by
Dan(wh, ·)
∣∣∣
zhn,i
δzhn,i = . . . +
∫
Ωn
(vh)+n · ρ
(
(δuhn,i)
+
n − (uh)−n
)
+ . . . .
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Figure 2: Sketch of the used geometry including the boundary conditions.
The terms involving eΨh are handled using Corollary 2. Therefore, the Ψh contribution to the momentum
equation leads to
Dan(wh, ·)
∣∣∣
zhn,i
δzhn,i = . . . +
∫
Qn
µP
λ
ε(vh) : eΨ
h
n,i/2
[
δΨhn,i +
( −(Ψhn,i)12 γ(Ψhn,i)
γ(Ψhn,i) (Ψ
h
n,i)12
)
·
[
γ(Ψhn,i)(δΨ
h
n,i)12 − (Ψhn,i)12γ(δΨhn,i)
]
· g(Ψhn,i)
]
eΨ
h
n,i/2 + . . . .
It shall also be noted that our implementation does not include all contributions to the variational derivative.
More specifically, the derivatives of the GLS/SUPG-stabilization terms with respect to the velocity field have
been omitted. The reasoning behind this is that these terms are only meant to stabilize the linear equation
system.
Further on, by choosing a basis ofVh,n one can reformulate (12) into a linear equation system in a usual
fashion, which is then accessible to a linear solver like GMRES. In our case, we use an inherently-parallel
version of FGMRES [22]. The latter is combined with an ILUT preconditioner [23] that is parallelised using
an Additive Schwarz approach with zero overlap.
4. Confined cylinder benchmark
We are going to benchmark our implementation with the so-called confined cylinder problem, for which
a great variety of results is already accessible in the literature [24, 25, 11, 9, 7, 26, 10]. More specifically, in this
benchmark problem one considers a cylinder that is confined between two walls with a ratio of the channel
width to cylinder diameter of 2, as can be seen in Fig. 2. Furthermore, in order to reduce the numerical
workload we restrict ourselves to the symmetric solutions. Assuming now a steady Poiseuille flow at the
inlet, the aim of this section is to measure several performance quantities of the steady stream flowing
around the cylinder, e.g., the drag on the cylinder or the polymeric stress in the wake of the cylinder.
4.1. Setup
The boundary conditions are analogous to the ones found in the appropriate literature. No-slip boundary
conditions are applied at the channel wall and the cylinder surface. On the centerline, we incorporated
the symmetry by a slip boundary condition, meaning that we set v = 0 and Ψ12 = 0, whereas at the
outflow only v = 0 was enforced. For the boundary conditions on the inflow, we have chosen to prescribe
a fully-developed Poiseuille solution of the Oldroyd-B model. The latter is well-known for the velocity
degrees, but for the log-conf field one has to derive the terms in a three-step approach by first diagonalizing
the known expressions for the conformation tensor, then applying the logarithm on the eigenvalues and at
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Figure 3: Excerpt of the Mesh M1.
last collapsing the eigendecomposition again. The result is subsequently given by
Ψin11 =
1
2
p − q√1 + (λ∂yu)−2

Ψin12 = −
1
2
q
o
Ψin22 =
1
2
 p(λ∂yu)2 +
q
o

where
o =
√(
λ∂yu
)2 · (1 + (λ∂yu)2)
p = ln
(
1 +
(
λ∂yu
)2)
q = ln
(
1 + 2
((
λ∂yu
)2 − o)) .
We use structured triangular meshes with equal spacing on the cylinder, as can be seen in Fig. 3. All finer
meshes were obtained by doubling the number of elements on the cylinder and adjusting the surrounding
mesh accordingly. Further mesh properties can be found in Tab. 1.
M1 M2 M3 M4 M5
Number of elements on the half-cylinder 48 96 192 384 768
Total number of nodes 5353 20785 81889 326595 1298307
Total number of elements 2532 10104 40368 162144 646848
Krylov-space dimension 200 200 200 200 400
ILUT maximal fill-in 200 200 200 200 200
ILUT threshold 10−4 10−4 10−4 10−4 10−4
Number of cores 16 32 64 128 256
Table 1: Mesh and solver properties.
As in most of the literature, we also examine the creeping flow limit with vanishing Reynolds number,
which in our case was enforced by omitting the advective terms in the momentum equation part of Eq. (11), as
well as rendering the SUPG-term h2|u| in the stabilization parameter τmom ineffective. The steady state equation
is implemented in a similar fashion: The corresponding terms in the main equation and the stabilization are
neglected. The latter distinguishes us from part of the literature, where steady-state simulations are not
applied, but rather instationary simulations are conducted until the quantities of interest have settled to
a constant value [9, 10]. Despite being superior to the instationary approach in terms of simulation time,
the stationary approach puts more pressure on the Newton-Raphson solver, which has to be alleviated
by a consecutive ramping up of the Weissenberg number. For completeness, we should mention that the
Weissenberg number is in our notation defined as
Wi =
λu¯
R
,
where u¯ denotes the average inflow velocity and R the cylinder radius. Furthermore, as in the literature, we
use a viscosity ratio of β = µS/µ = 0.59 for the benchmark.
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4.2. Results
Basis of the comparison is the computation of the drag on the cylinder for different Weissenberg numbers.
For better comparability with existing results we introduce the dimensionless drag coefficient
K =
2
µu¯
∫
ΓHC
eˆTx
[
−ph + 2µSε(uh) + µPλ
(
eΨ
h − 1
)]
n ,
where ΓHC is the one-dimensional manifold describing the half-cylinder surface and n the corresponding
unit normal.
Wi
K
M1 M2 M3 M4 M5 [9] [10] [11]
0.1 130.3706 130.3613 130.3620 130.3625 130.3626 130.363 130.364 130.36
0.2 126.6609 126.6288 126.6254 126.6252 126.6252 126.626 126.626 126.62
0.3 123.2622 123.2008 123.1922 123.1913 123.1912 123.193 123.192 123.19
0.4 120.6953 120.6080 120.5931 120.5914 120.5912 120.596 120.593 120.59
0.5 118.9615 118.8505 118.8291 118.8263 118.8260 118.836 118.826 118.83
0.6 117.9542 117.8048 117.7798 117.7756 117.7752 117.775 117.776 117.78
0.7 117.5430 117.3416 117.3193 117.3155 117.3157 117.315 117.316 117.32
0.75 117.5108 117.2940 117.2747 117.2733 117.2752
0.8 117.5639 117.3539 117.3365 117.3395 117.3454 117.373 117.368 117.36
0.85 117.6809 117.5116 117.4925 117.5016 117.5138
0.88 117.7743 117.6495 117.6265 117.6402 117.6567
0.89 117.8085 117.7022 117.6774 117.6927 117.7107
0.9 117.8442 117.7584 117.7312 117.7483 117.7678 117.787 117.812 117.80
Table 2: Results for the drag coefficient K compared to results from literature. The values from literature are always the finest mesh
results. In the case of [11], the MIX0 results are utilized.
Tab. 2 reveals that up to Wi ≤ 0.7, our results agree quite well with the existing results in literature.
Above Wi = 0.7 the divergence of the results increases across the different publications.
Another point that becomes directly apparent while looking at Tab. 2 is that the step sizes between two
consecutive Wi calculations had to be reduced with increasing Weissenberg number: starting with ∆Wi = 0.1
and ending with ∆Wi = 0.01. The underlying difficulties, that seem to be symptomatic for large jumps in the
Weissenberg number, manifested themselves most of the time in the lack of convergence of the linear solver
in the second or third Newton-Raphson step. Hence, one gains the impression that the first Newton-Raphson
step drives the solution into a direction where the following linear system is ill-conditioned. It shall also be
noted that this problem becomes more severe with increasing mesh size, although it is not clear what this
is to be attributed to: On the one hand there is an inherent increase in the condition number due to mesh
refinement and on the other hand one can partially alleviate the problem by increasing the Krylov-space
dimension of the GMRES. This interplay of two competing effects makes it particularly difficult to determine
a limiting Weissenberg number for a sufficiently fine mesh.
Furthermore, looking at Fig. 4 and 5 one also notices that we – in accordance with the literature – cannot
claim to have reached mesh convergence of the polymeric stress in the wake of the cylinder for Weissenberg
numbers greater than 0.6. As had already been concluded in previous investigations of the benchmark, this
raises concerns about whether at higher Weissenberg numbers the simulation results are still physical.
5. Conclusion and discussion
In this paper we have proposed a new constitutive equation of log-conf type that can be used as a
drop-in replacement for a variety of existing constitutive models, e.g., the Oldroyd-B model or the Giesekus
model. In contrast to the existing work of Fattal and Kupferman [2] we do not need to introduce an a-priori
iterative procedure which applies an eigenvalue-type decomposition to the strain tensor, but rather obtain in
combination with the Navier-Stokes equations a self-contained fully-implicit system of PDEs. Especially
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Figure 4: The T11 component of the polymeric stress along and in the wake of the cylinder for different Weissenberg numbers.
this knowledge of the analytic structure of the constitutive equation is what allows us to then attain a fast
Newton-Raphson algorithm in our numerical implementation of the model. First numerical tests have
shown that the performance of this new method is at least comparable to the existing log-conf methods,
but, at least in the case of the investigated Oldroyd-B model, also suffers from the same weaknesses as
the original log-conf method; namely breakdown of the simulations already at low Weissenberg numbers.
In that regard we share the opinion of the authors of [9], that this might be due to the Oldroyd-B model
allowing infinte extension of the polymer under finite elongation rates. Further investigations have to be
conducted to see whether other constitutive models reduce these problems and how our method compares
to other implementations.
In addition to being a useful tool for numerical simulations of constitutive equations, we also hope that
our new formulation will be fruitful for the discussion of the Weissenberg problem in general, since in
addition to the numerical analysis it might give a new perspective on the problem from the purely analytical
point of view. Since this is a rather intricate topic on its own, it is out of scope for this paper.
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Appendix A. Properties of the matrix exponential mapping
Appendix A.1. General considerations
There are several lemmas originating from the Lie group and Banach algebra theory that help us derive
the log-conformation formulation. In the following section we will require
• a commutative Banach algebraH ,
• a Banach spaceH ′,
• a set of continuous differential operators ∂i : H →H ′,
• a continuous embeddingH ⊆ H ′,
• and that the multiplication onH shall be extensible to a continuous multiplication · : H ′ ×H → H ′.
From this setting we will derive another Banach algebra H = Hd×d and Banach space H′ = H ′d×d, as well as
symmetrized variants thereof
Hsym = {X ∈ H|XT = X}
H′sym = {X ∈ H′|XT = X} .
The space Hsym will for example serve us as the space containing Ψ, and H′sym as the space in which the
constitutive equation is formulated.
16
Lemma 1 (Hadamard). Let X be an element of H and Y an element of H′, then the following identity holds
eXYe−X =Y + [X,Y] +
1
2!
[X, [X,Y]] + . . .
=
∞∑
n=0
1
n!
{X,Y}n ,
where [X,Y] = XY − YX denotes the usual commutator and we recursively define {X,Y}n = [X, {X,Y}n−1] with
{X,Y}0 = Y.
Proof. At first one has to recognize that etXYe−tX is a holomorphic function of t ∈ C. Now, as in the case of
the matrix algebra, the assertion is a consequence of evaluating the Taylor series of etXYe−tX around t = 0 at
t = 1. 
For later use, a chain-rule type relation for the exponential mapping is required. A first version can be
found in the following lemma, of which a slightly different variant can be traced back to [28].
Lemma 2 (Wilcox). Let X be an element of H, then the following identity holds
∂ieX(x) =
∫ 1
0
e(1−α)X(x) (∂iX(x)) eαX(x) dα .
Proof. We refer to [29] for the details of the proof. 
An important corollary to these lemmata is
Corollary 1. Let X ∈ H, then (
∂ieX(x)
)
e−X(x) =∂iX +
1
2!
[X, ∂iX] + . . .
=
∞∑
n=0
1
(n + 1)!
{X(x), ∂iX(x)}n
(A.1)
holds, as well as
e−X(x)/2
(
∂ieX(x)
)
e−X(x)/2 =
∞∑
n=0
1
(2n + 1)!
1
22n
{X(x), ∂iX(x)}2n . (A.2)
Proof. We will restrict ourselves to the proof of the second equality since the first one is similar. Lemma 1
and 2 combined give
e−X(x)/2
(
∂ieX(x)
)
e−X(x)/2 =
∫ 1
0
e(
1
2−α)X(x) (∂iX(x)) e−(
1
2−α)X(x) dα
=
∞∑
j=0
1
j!
{X(x), ∂iX(x)} j
∫ 1
0
(1
2
− α
) j
dα
The integral is clearly zero for odd j and for even j = 2n we obtain∫ 1
0
(1
2
− α
)2n
dα =
∫ 1/2
−1/2
x2n dx =
1
2n + 1
· 1
22n
.
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Hence, using n as a summation index yields the desired result. 
Remark 5. In the last proof one can also substitute ∂iX by an arbitrary Y ∈ H′ and see that the following
identities hold ∫ 1
0
e(1−α)XYeαX dα =
∞∑
n=0
1
(n + 1)!
{X,Y}neX (A.3)
=eX/2
∞∑
n=0
1
(2n + 1)!
1
22n
{X,Y}2neX/2 . (A.4)
Appendix A.2. 2D case
In this section we will show how to substitute the series in Corollary 1 by analytical functions for elements
of Hsym in the case of d = 2.
Lemma 3. For A ∈ Hsym, B ∈ H′sym and d = 2,n ≥ 1, we can show
{A, B}2n =22n
( −A12 γ(A)
γ(A) A12
) [
γ(A)B12 − A12γ(B)] (γ(A)2 + A212)n−1 , (A.5)
where
γ(C) =
1
2
(C11 − C22) ∀C ∈ H .
Proof. Without loss of generality, we can assume A, B being traceless, which amounts to
A =
(
γ(A) A12
A12 −γ(A)
)
and B given analogously. We will now prove the formula using induction, starting with n = 1, in which case
an algebraic calculation yields
{A, B}2 =4
( −A12 γ(A)
γ(A) A12
) [
γ(A)B12 − A12γ(B)] .
Assuming that Eq. (A.5) holds for n − 1 we can now reiterate
{A, B}2n ={A, {A, B}2}2n−2
=22n−2
( −A12 γ(A)
γ(A) A12
) [
γ(A)({A, B}2)12 − A12γ({A, B}2)] (γ(A)2 + A212)n−2
where
γ({A, B}2) = − 4A12 [γ(A)B12 − A12γ(B)]
({A, B}2)12 =4γ(A) [γ(A)B12 − A12γ(B)] ,
such that Eq. (A.5) also holds for n. 
Combining Corollary 1 and Lemma 3 then yields
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Corollary 2. For X ∈ Hsym and d = 2 we can express the derivative of the exponential mapping as
e−X(x)/2
(
∂ieX(x)
)
e−X(x)/2
= ∂iX(x) +
( −X12 γ(X)
γ(X) X12
) [
γ(X)∂iX12 − X12∂iγ(X)] · g(X) ,
with
g(X) =
(
γ(X)2 + X212
)−3/2 · (sinh (√γ(X)2 + X212) − √γ(X)2 + X212) . (A.6)
Proof. Inserting the result of Lemma 3 in Eq. (A.2) yields
e−X(x)/2
(
∂ieX(x)
)
e−X(x)/2
= ∂iX(x) +
( −X12 γ(X)
γ(X) X12
) [
γ(X)∂iX12 − X12∂iγ(X)]
·
∞∑
n=1
1
(2n + 1)!
(
γ(X)2 + X212
)n−1
.
Using the Taylor series sinh(x) =
∑∞
n=0
1
(2n+1)! x
2n+1, the assertion of the corollary follows immediately. 
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