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A b str a c t
The central theme of this research is periodic control of finite dimensional linear 
time-invariant (FDLTI) systems, in which several both theoretically interesting 
and practically significant issues are addressed and completely or essentially 
solved.
In this thesis, in-depth studies are conducted into six different topics. The 
first two topics seek to identify certain disadvantages of multirate output con­
trollers. In one of these, we show via theory and simulations two situations 
giving rise to potential problems associated with the Multirate Output Con­
trollers (MROC’s). Specifically, we point out two situations where the gain 
matrix of the controller will acquire extremely large entries. As a consequence, 
although the ideal plant input will remain well-behaved, the actual plant input 
will not, since any inaccuracies in the output, due , for example, to noise or 
nonlinearity, will be amplified by the gain. To circumvent the problem, we pro­
vide some rules of thumb that will ensure that excessive gain values are avoided 
for both cases when using the MROC’s.
Another topic in which we attempt to identify possible disadvantage of the 
MROC’s concerns the operational aspects of MROC’s under disturbances such 
as process and/or measurement noise. Here, we show that the MROC law 
performs poorer than two Linear Quadratic Gaussian (LQG) laws, termed LQG 
law I and LQG law II, in the presence of noise disturbances. Note that the 
LQG law here is in discrete-time and is associated with the equivalent discrete­
time model of the underlying continuous-time plant; LQG law I uses a one- 
step prediction estimate of the state (so that the present control depends on 
measurements prior to the present time); LQG law II uses a true filtered estimate
of the state (so that the present control depends on measurements prior to and 
at the present time). The basis of comparison is to apply the two types of 
LQG law to a LTI continuous-time plant with white, gaussian measurement 
and process noise and compute the optimal linear quadratic performance index 
for the discretized plant. Next, the existing MROC law, seeking to implement 
the same state feedback law as the two LQG laws, is applied to the same plant. 
The equivalent noise matrices and performance index for the discretized plant 
with MROC law are then calculated. Simulation results show that the two types 
of LQG law perform better than the MROC law for a typical plant.
The next topic seeks to identify certain advantages, rather than disadvan­
tages, of multirate output sampling. In this topic, some new ideas of designing 
reduced-order compensators using multirate sampling of the plant output are 
reported. Here, we show that in the case of estimating a single (but prespeci­
fied) linear functional of a system's state, a multirate output linear functional 
observers (employing multirate sampling of the plant output) of dimension much 
smaller than that of the single-rate output linear functional observer (employ­
ing single-rate sampling of the plant output) can be designed. Necessary and 
sufficient conditions for the existence of the single-rate output linear functional 
observer and multirate output linear functional observer are found. Design pro­
cedures for constructing these observers are also outlined. Furthermore, both 
types of observers are strictly causal and open-loop stable for sufficiently small 
sampling time. These observers then allow the implementation of observer- 
based compensators.
The fourth topic involves the design of reduced-order multirate input com­
pensators for output injection feedback laws. Here, we seek to identify possible 
advantages of multirate input sampling, as opposed to multirate output sam-
pling, in designing reducecl-order compensators. The concept of a dual-observer 
based compensator, whose implementation positions the closed-loop poles at 
the eigenvalues of the observer and those assignable by output injection feed­
back. is explored. We consider discrete-time systems and derive the equivalent 
dual-observer based compensator, herein called a single-rate input compensator. 
Further, we exploit the concept of multirate input sampling and show that a 
multirate input compensator (employing multirate sampling of the plant input) 
of dimension much smaller than that of the single-rate input compensator (em­
ploying single-rate sampling of the plant input) can be designed. Necessary 
and sufficient conditions for the existence of the single-rate input compensator 
and multirate input compensator are found. Design procedures for constructing 
these compensators are also outlined.
The second last topic in which we discover that periodic control is supe­
rior to LTI control concerns discrete-time loop transfer recovery. Loop transfer 
recovery (LTR) techniques are known to enhance the input or output robust­
ness properties of LQG designs. Unfortunately, one restriction of the existing 
discrete-time LQG/LTR methods is that they can obtain arbitrarily good re­
covery only for minimum-phase plants. Although a number of researchers have 
attempted to devise new techniques to cope with nonminimum-phase plants and 
have achieved some degrees of success, their methods only work for a restricted 
class of nonminimum-phase systems. Here, a particular kind of digital controller 
which is synthesized as a series connection of a Kalman filter (current-estimation 
type) based compensator and a generalised sampled-data hold functions (GSHF) 
gain is proposed. It is shown to possess the capability of arbitrary zero place­
ment for a nonminimum phase FDLTI continuous-time plant. Using this power 
of GSHF, any arbitrary continuous-time, strictly proper, FDLTI system can be
discretized to a minimum-phase one. As a consequence, discrete-time perfect 
loop recovery can always be asymptotically achieved irrespective of whether the 
underlying continuous-time plant is minimum-phase or not.
The last topic concerns gain margin improvement using a GSHF based dy­
namic compensator with multirate sampling of the plant output. A kind of 
digital controller with all its components time-invariant except a periodic gain 
and multirate sampling of the plant output is presented. It is shown to pos­
sess the capability of improving the closed-loop gain margin over a conventional 
periodic controller for single-input single-output (SISO), strictly proper, non­
minimum phase, continuous-time, FDLTI system. An explicit formula for the 
maximum achievable gain margin and a design procedure for its construction 
are derived. Above all, the proposed controller is strictly causal, as opposed 
to just causal. As a consequence, it could be implemented in practice and is 
guaranteed to be robust against singular perturbations.
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C h ap ter 1
In tro d u ctio n
1.1 M otiva tion  o f T h esis
In the last decade and particularly the last several years, a number of results 
on periodic controllers have been reported [4], [6]-[7], [14]-[16], [25],[31], [33], 
[38], [44], [49], [58] and [79]. Periodic controllers used in conjunction with 
finite-dimensional linear time-invariant (FDLT1) plants offer a new dimension 
of flexibility in the design process. In particular, they have been used to achieve 
equivalent state feedback without observers, pole assignment, zero assignment, 
gain margin improvement, strong and simultaneous stabilization and the re­
moval of decentralised fixed modes in decentralised control. Evidently, periodic 
controllers can offer substantially more design freedom than conventional LTI 
controllers; also a periodic digital controller can be implemented in practice 
without any significant difficulty since it does not violate the constraint of finite 
memory in a computer. An overview of some existing periodic controllers which 
are relevant to this work will be given in the next chapter.
Multirate output controllers (MROC’s), a special class of periodic con­
trollers, are a new type of controller which detects the ith plant output at N °  
uniformly spaced times and changes the plant input once during one frame pe­
riod T0. The MROC’s have the interesting features of allowing implementation 
of arbitrary linear state feedback and strong stabilization of unstable plant. Fur-
1
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thermore, the computational efforts required in the design procedure are almost 
the same as those required for ordinary time-invariant controllers and they do 
not change the plant inputs as rapidly as the multirate-input controllers and 
other types of controllers which use frequent changes of gains for regulation.
However, to our knowledge, the operational aspects of MROC’s such as 
performance under process and/or measurement noise disturbances are not yet 
reported in the literature. Despite the now well-known capability of allowing 
implementation of arbitrary linear state feedback and strong stabilisation, the 
suitability of MROC’s for industrial applications is relatively unknown. It is thus 
both theoretically interesting and practically significant to attempt to identify 
the possible drawbacks, if any. of the MROC’s so that they can be accepted by 
the control engineers and managers. This motivates the first two topics of our 
research.
The main motivation behind the next two topics is the issue of order reduc­
tion. It is well-known that simple (lower-order) linear controllers are normally 
to be preferred to complex (higher-order) linear controllers for FDLTI plants. 
Reasons for this include the higher reliability associated with lower complexity 
in the hardware, the lesser complexity of the software, and the higher compu­
tational efficiency associated with the reduced computational burden. Simple 
controllers are likely to be easier to understand at a conceptual level so that they 
are more likely to be accepted by design engineers and managers. Accordingly, 
there is a desire to have methods available to design a lower order controller for 
a higher order plant.
Often in control system design, it is only necessary to estimate a single (but 
pre-specified) linear function of the system’s state for the purpose of implement­
ing a feedback control law. In the continuous-time case, it has been shown that 
a linear functional observer of reduced complexity can be constructed which 
will produce this single quantity with the observer order depending on the sys-
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tern’s observability index. Roughly speaking, multirate output sampling pro­
duces extra independent values of the plant output during each frame period 
T0. Intuitively, this is like maintaining the original To but increasing the output 
dimension and the row rank of the output matrix, thereby reducing the observ- 
abiltiy index of the discretized plant. It follows that further reduction in the 
order of the observer should be possible with multirate output sampling. This 
inspires us to look into the feasibility of applying multirate output sampling to 
achieve reduced-order observers.
Other than linear state feedback as a well-known mechanism for pole-posi­
tioning, a less well-knwon mechanism is output injection feedback. Output in­
jection feedback is a special kind of pole-positioning mechanism whereby linear 
combinations of the output measurements are fed directly into the plant’s state. 
Using this mechanism, arbitrary closed-loop pole assignment can be achieved 
so long as the plant is completely observable. In the event that output injec­
tion feedback is not possible, a dual-observer based compensator can be used to 
realise the pole-positioning effect of output injection. The dual-observer based 
compensator is essentially obtained by first constructing a single linear func­
tional observer for the dual of the original plant and then taking the dual of the 
constructed linear functional observer (plus feedback law). As will be shown 
in a later chapter, the dual of a discretized plant obtained via multirate sam­
pling of the plant’s input is like one obtained via applying multirate sampling to 
the plant’s output. Given the possibility of order reduction by using multirate 
output sampling, it is reasonable to conjecture that one could achieve order 
reduction by exploring the design procedure for a dual-observer based compen­
sator and the concept of mutlirate input sampling. This motivates the research 
in the fourth topic of the thesis.
As foreshadowed in the introduction, periodic controllers have been used 
to achieve a lot of interesting results which LTI controllers find it impossible
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or hard to accomplish. It is of practical significance to know in what other 
aspects and to what extent periodic controllers are superior to LTI controllers. 
In particular, does periodic control offer more advantages than conventional 
control with respect to robustness?
One important robustness improvement issue is the recovery of robustness 
impaired by observers in LQG designs. LTR techniques are known to enhance 
the input or output robustness properties of LQG designs. Unfortunately, one 
restriction of the existing discrete-time LQG/LTR methods is that they can 
obtain arbitrarily good recovery only for minimum-phase plants. A number of 
researchers have attempted to devise new techniques to cope with nonminimum- 
phase plants and have achieved some degrees of success [36], [55], [65] and [81]. 
Nevertheless, their methods only work for a restricted class of nonminimum- 
phase systems. Given the superiority of periodic control over LTI control, it is 
natural to ask whether periodic control could offer any advantage in terms of 
achieving loop transfer recovery for nonminimum-phase plants. This motivates 
the research in discrete-time loop transfer recovery via generalised sampled-data 
hold functions (GSHF) based compensator.
Another aspect of robustness improvement concerns gain margin improve­
ment. This question has drawn increasing attention in recent years. For in­
stance, Khargonekar et al. [44] indicated the capability of periodic compensators 
improving arbitrarily the gain margin for SISO discrete-time FDLTI bicausal 
plants and Lee, Meerkov, and Runolfsson [49] proved a similar gain margin result 
for SISO continuous-time FDLTI plants with periodic continuous-time dynamic 
compensators with a particular form. More recently, Francis and Georgiou [25] 
showed that for a discrete-time FDLTI plant, LTI dynamic pre-compensation 
with decimation of the plant output (which is equivalent to use of a periodic 
dynamic compensator) can arbitrarily place nonzero zeros of the resulting sys­
tem. Using this idea, they generalized the gain margin result in [44] to the
1.2. Structure of Thesis 1
multivariable continuous-time case. In another direction, Kabamba [38] exhib­
ited advantages of periodic output feedback based on the use of GSHF over LTI 
compensation for such purposes as simultaneous pole assignment and decou­
pling.
In [79], a periodic GSHF dynamic compensator is presented and shown to 
be able to achieve an arbitrarily prescribed gain margin for a multivariable 
continuous-time plant. Nevertheless, for a SISO, strictly proper, nonminimum 
phase, continuous-time, FDLTI plant, although the closed-loop gain margin ob­
tained via the proposed compensator is significantly improved over that achieved 
by a conventional periodic controller, the compensator so designed is not nec­
essarily strictly causal. A nonstrictly causal compensator has two major disad­
vantages: first, it is practically difficult and sometimes impossible to be imple­
mented in practice; second, as has been shown in [77], stabilisation by a non­
strictly proper controller is never robust against singular perturbations whereas 
stabilisation by a strictly proper controller is always robust against singular 
perturbations. Naturally, there is a desire to have a strictly causal compensator 
while attaining at least the same maximum level of gain margin improvement 
as that achieved in [79]. This is the motivation for the last topic of the research.
1.2 S tru ctu re o f T h esis
This thesis is organized as follows. The next chapter gives an overview of the 
five existing periodic controllers which are relevant to this work, namely mul­
tirate input controllers (MRIC’s), multirate output controllers (MROC’s), con­
ventional periodic controllers, generalised sampled-data hold functions (GSHF) 
based dynamic compensator, and GSHF based nondynamic compensator.
In Chapter 3, the potential problems associated with the operation of the 
MROC’s are highlighted. Specifically, we show via theory and simulations two 
situations giving rise to large entries in the gain matrix of the controller. As a
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consequence, although the ideal plant input will remain well-behaved, the actual 
plant input will not since any inaccuracies in the output, due, for example, to 
noise or nonlinearity, will be amplified by the gain matrix. Further, we provide 
some rules of thumb that will ensure that excessive gain values are avoided when 
using the M ROCs.
In Chapter 4, we present a comparative study of the performance of a MROC 
with a LQG controller in the presence of noise disturbances and anti-aliasing 
filters. The basis of comparison is to apply LQG law with one-step ahead 
prediction-type Kalman filter (thereafter called LQG law I) and LQG law with 
current estimation-type Kalman filter (thereafter called LQG law II) to a LTI 
continuous-time plant model with white, gaussian process and measurement 
noise and compute a linear quadratic performance index for the discretized 
plant. Equivalent noise matrices for using the MROC law are derived and the 
same quadratic performance index computed. In order to have a fair compari­
son, the cutoff frequency of the anti-aliasing filter used to remove high frequency 
noise components prior to sampling is also kept the same when applying both 
laws. Applications of both laws in typical situations show that the performance 
of the MROC law is worse than LQG law I and LQG law II.
Chapter 5 is concerned with the design of reduced-order multirate output 
observers for linear state feedback laws. In this chapter, we explore the concept 
of multirate output sampling and show that a linear functional observer employ­
ing multirate sampling of the plant output can be designed with a dimension 
much smaller than that of the linear functional observer employing single-rate 
sampling of the plant output. Necessary and sufficient conditions for the exis­
tence of the single-rate output linear functional observer and multirate output 
linear functional observer are found. Design procedures for constructing these 
observers are also outlined. Furthermore, both types of observers are strictly 
causal and open-loop stable for sufficiently small sampling time.
1.2. Structure of Thesis 1
In Chapter 6, the design of reduced-order multirate input compensators 
for output injection feedback laws is attempted. Here, we consider discrete­
time systems and derive the equivalent dual-observer based compensator, herein 
termed single-rate input compensator. Further, we explore the concept of mul­
tirate input sampling and show that a multirate input compensator (employing 
multirate sampling of the plant input) of dimension much smaller than that 
of the single-rate input compensator (employing single-rate input sampling of 
the plant input) can be designed. Necessary and sufficient conditions for the 
existence of both types of compensators are found. Design procedures for con­
structing these compensators are also outlined.
The capability of periodic controllers with respect to robustness improve­
ment is demonstrated in Chapter 7. Here, we look at the issue of discrete-time 
loop transfer recovery. We explore the zero placement capability of GSHF de­
veloped in [38] arid show that using this power of GSHF, the discretized plant 
can always be made minimum-phase. As a consequence, we are able to achieve 
discrete-time perfect recovery using a GSHF based compensator irrespective of 
whether the underlying continuous-time plant is minimum-phase or not.
In Chapter 8, the advantage of periodic controllers with respect to robustness 
improvement is further demonstrated. In this chaper, we address the issue of 
gain margin improvement using periodic controllers. We propose a new type 
of GSHF based compensator which employs multirate sampling of the plant 
output with output-rate multiplicity, No = 2. Using the proposed compensator, 
not only the same level of gain margin as in [79] can be achieved , but also, 
more importantly, the compensator is strictly causal. As a consequence, the 
compensator could be implemented in practice and is guaranteed to be robust 
against singular perturbations.
The conclusions together with directions for future development appear in 
Chapter 9 .
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1.3 P o in t Sum m ary o f C on trib u tion s
• Identification of two situations giving rise to large entries in the gain marix 
of the M ROC’s.
• Derivation of rules of thum b for selection of the frame period to avoid 
large entries in the gain of a MROC.
• Examination of the perfomance of a MROC in comparison to a LQG 
controller under noise disturbances.
• Derivation of MROC control law in the presence of process and measure­
ment noise disturbances and anti-aliasing filters.
• Use of the m ultirate output sampling concept in designing reduced-order 
m ultirate output linear functional observers for linear state feedback laws.
• Derivation of design procedure for reduced-order m ultirate output linear 
functional observers.
• Use of the m ultirate input sampling concept in designing reduced-order 
m ultirate input compensators for output injection feedback laws.
• Derivation of design procedure for reduced-order m ultirate input compen­
sators.
• Use of periodic control for achieving discrete-time perfect loop transfer 
recovery for nonminimum-phase continuous-time plants with zeros at in­
finity of order one.
• Derivation of procedure for discretizing a strictly proper nonminimum- 
phase continuous-time system to a minimum-phase one.
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• Use of the multirate output sampling concept and the GSHF idea in de­
signing a practically realisable robust controller that improves the gain 
margin over conventional periodic controller.
• Derivation of design procedure for the construction of the proposed GSHF 
based multirate output compensator.
Simplification of existing formula for the maximal gain margin achievable 
by GSHF based dynamic compensator
C h ap ter 2
O verview  o f P eriod ic  
C ontrollers
2.1 In trod u ction
As foreshadowed in the introduction, there are many types of periodic con­
trollers. To facilitate the development of the subsequent chapters, an overview 
of the five which are more relevant to this work, namely m ultirate input con­
trollers (M RIC’s), m ultirate output controllers (M ROC’s), conventional peri­
odic controllers, generalised sam pled-data hold function (GSHF) based dynamic 
compensators and GSHF based nondynamic compensators are presented in this 
chapter. The main features together with their capabilities in solving certain 
control problems are summarised here. Further, their possible drawbacks are 
highlighted.
2.2 M u ltira te  Input C ontrollers
M RIC’s, developed by [7], are a special class of periodic controller which de­
tects the plant outputs once and changes the ith entry of the plant input N j  
times over the tim e interval [A-Tq, k +  17o), k = 0 ,1,2,-**, where the integer 
N- (i = 1,2, • • • , m)  is termed the input-rate multiplicity. A block diagram 
showing the closed-loop configuration with a MRIC is shown in Figure 2.2.1.
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ZOH PLANT
Multitrate Input 
Controller
Figure 2.2.1: Closed-loop Configuration With a MRIC 
Here. F{t) = F(t -4- T o ) where T0 is the frame period.
The main features of the MRIC’s are:
• The input-rate multiplicity. N- and the controllability index, nc{ are related 
by .V/ > n?.
• They can achieve arbitrary symmetric pole assignment.
• For .V/ > /?.•', they use only gain feedback and are always stable.
• The computational effort in pole assignment is the same as for conven­
tional LTI controllers
The only drawback with the MRIC’s is that the plant inputs will often take 
large positive and negative values during the transient response to, for example, 
a step. As a consequence, the controller is often not suitable for industrial 
applications.
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Multirate Sampling
ZOH PLANT
Figure 2.3.1: Closed-loop Configuration with a MROC
Note that the controllers of [16] are a special case of the MRIC’s with 
N{ = Nj = ■ • • = = N 1 i.e. the controllers of [16] corresponds to a MRIC
with uniform input-rate multiplicity. N 1.
2.3 M ultirate O utput Controllers
MROC’s are another special class of periodic controllers which employs multi­
rate sampling. Contrary to MRIC's. the sampling mechanism involves detecting 
the ith plant output at Art° uniformly spaced times and changes the plant input 
once during one frame period. T0, see [33] for details. A block diagram of the 
closed-loop configuration with a MROC is shown in Figure 2.3.1.
The main features of the MROC’s are:
• The output-rate multiplicities, N°  and the observability index. n° are 
related by N°  > n°r
• They overcome the major drawback of MRIC’s in that the plant inputs
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do not change rapidly.
• For x'VP > n°, the control law uses only output measurements and is 
equivalent to a state feedback law. As a consequence, observers are not 
needed in the absence of state measurements.
• For N ° > n°, they can always achieve strong stabilization of an unstable 
plant i.e. stabilization using an asymptotically stable controller.
• The computational efforts in pole assignment are the same as LTI con­
trollers.
The control law of the MROC’s takes the general form
u{k + 1T0) = Mu(kTo) + He(kT0) (2.3.1)
where M  € R mxm, H € R mx*°, N°  = N?, e(t) = r(<) -  y(t) and
r ei (fcTo) I
e(kT0) =
e,(fcT0 + N °  -  1 T°)
ep(kT0)
(2.3.2)
[ep(kT0 + N°
which is a collection of the sampled values of the plant output obtained over 
[fcTo, (k + l)To) fc = 0,1,2,***.
----------thThe above equation means that the control inputs for the fc + 1 frame 
period are determined based on the values of the control inputs for the kth frame 
period, u(kT0) and the sampled values of the errors, y{kT0) obtained during 
the kth frame period. The time available for the computation of u(k + ITq) is
evidently rnini<i<pTf>
A review of the operation of MROC’s will be given in the next chapter.
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CONVENTIONAL
PERIODIC
CONTROLLER
PLANT
Figure 2.4.1: Conventional Periodic Controller
2 .4  C o n v e n t io n a l P e r io d ic  C o n tr o lle r s
A conventional periodic controller, developed in [25], is a dynamical system 
with periodically time varying elements and is composed of a sampler, a peri­
odic discrete-time dynamic compensator and a zeroth-order hold. This type of 
controller is depicted in Figure 2.4.1. Notice the hybrid aspect in this configu­
ration.
A state-space model of this type of controller is given by
£d{k + 1) = + Bd(k)e(kTo) (2.4.1)
u(kT0) = Cd(k)£d{k) + Dd{k)e(kT0) (2.4.2)
where e(t) = r(t) — y(t) and Ad(k), Bd(k), Cd(k) and Dd(k) are m-periodic i.e.
Ad{k) = .4,i{k -f m) Bd{k) = Bd(k + m)
Cd(k) = C,{{k -f in) Dd{k) = D,{[k + m)
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The main features of the conventional periodic controllers are:
• Closed-loop zeros can be arbitrarily placed by the controllers.
• Gain margin obtained by the controllers can be significantly improved over 
that achieved by LTI controllers.
The design procedure consists of
• discretizing the plant.
• designing a LTI dynamic forward-compensator with decimation of the 
plant output (which is equivalent to the use of a particular form of linear 
periodic dynamic compensator) to position the zeros of the discretized 
plant.
• designing a LTI feedback compensator which positions the poles of the 
discretized plant.
From this procedure, it is not difficult to see that the order of such a con­
troller may be very high due to the introduction of pre-compensation. Another 
disadvantage, as mentioned in [25], is that the sampling time may have to be 
very small to permit an increase in the gain margin.
2.5 G eneralised  S am p led -d ata  H old  F unction  
B ased  D y n a m ic  C om p en sators
A generalised sampled-data hold function (GSHF) based dynamic compensator 
consists of a sampler, a LTI dynamic compensator and a periodic control gain 
known as a GSHF, see [79] for details. This type of controller is pictured in 
Figure 2.5.1.
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LTI
CONTROLLER GSHF PLANT
Figure 2.5.1: GSHF Based Dynamic Compensator
Like a conventional periodic controller, the special feature of a generalised 
sampled-data hold functions (GSHF) based compensator is the hybrid aspect. 
The main difference between this configuration and the previous configuration 
lies in the periodicity; the periodicity of a conventional periodic controller occurs 
in the dynamic component while the periodicity of a GSHF compensator occurs 
only in the GSHF gain with the dynamic components time-invariant. The 
implication of this is that in practice, a GSHF dynamic compensator could 
be more easily implemented than a conventional periodic digital controller.
A state-space model of a GSHF dynamic compensator is given by
~ d { k  +  1) =  A cZd(k)  +  B ce ( k T 0) (2 .5 .1 )
r{k-T0) =  C cz , i ( k )  +  D ce(kTo) (2 .5 .2 )
u{t )  =  F { t ) v ( k T 0) (2 .5 .3 )
F ( t )  =  F ( t  +  T0) (2 .5 .4 )
t £  [kTo. {k  T  1 )7o)
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A: =  0 ,1 ,2 ,--*
where e(t) = r(t) — y(t) and T0 > 0 is the frame period, / tc, Bc, Cc and Dc are 
constant matrices of appropriate dimensions and F ( t )  is a periodic integrable 
and bounded function matrix of an appropriate dimension.
The capability of the GSHF based dynamic compensator is summarised 
below:
• For a S1SO, strictly proper, continuous-time, FDLTI plant, the closed-loop 
gain margin obtained via the compensator can be significantly improved 
over that achieved via a conventional periodic controller.
• For SISO bicausal and MIMO continuous-time FDLTI plants, infinite gain 
margin is achieved.
The only drawback of the above controller is that for a SISO strictly proper 
conitnuous-tim e FDLTI plant, the compensator so designed is not strictly 
causal. The disadvantages of a nonstrictly causal compensator are two fold: 
first, it is well-known that it is practically difficult and sometimes impossible 
to implement a nonstrictly causal compensator; second, as has been pointed 
out by [77], stabilisation by a nonstrictly proper compensator is never robust 
against singular perturbations.
2.6 G SH F  B ased  N o n d y n a m ic  C om p en sator
The GSHF based nondynamic compensator corresponds to the special case of 
the GSHF based dynamic compensator i.e. Ac = Bc = Cc — 0, Dc = I  in 
(2.5.1)-(2.5.2), see [38] for details.
Several interesting results are achieved by the GSHF based nondynamic 
compensator. They are
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• Simultaneous Pole Assignment: A sufficient condition for simultaneous 
pole assignability of a finite number of systems by GSHF control is derived.
• Optimal Noise Rejection: A GSHF can be chosen to minimize the sensi­
tivity of the state vector to noise at the sampling times.
• Simultaneuous Optimal Noise Rejection: Optimal noise rejection problem 
can be solved in a finite number of systems simultaneously by a single 
GSHF controller.
• Model Matching: A class of closed-loop transfer functions achievable by 
GSHF control was characterised.
• Decoupling: When decoupling by GSHF is possible and what diagonal 
closed-loop transfer functions can be achieved were characterised.
• Stability Robustness Analysis: For stable GSHF control loops, pertur­
bations of the open-loop which do not destabilise the closed-loop were 
characterised.
Note that if the GSHF gain F(t) is implemented on a digital computer by 
its piecewise constant equivalent, we effectively obtain MRIC’s. (See [79] for 
details on obtaining a piecewise constant equivalent of F(t)).  Therefore, results 
achievable by MRIC’s as well as the associated drawbacks are applicable to this 
type of controller.
2.7 S um m ary and R em arks
In this chapter, we have briefly presented an overview of five periodic controllers 
which are relevant to our work. In summary, the conventional periodic controller 
is very different from the multirate controllers in terms of its configuration. We 
also see that MRIC’s are really a special case of the GSHF based nondynamic
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controller in that the GSHF gain is implemented on a digital computer in a 
piecewise constant manner. In turn, a GSHF based nondynamic compensator 
is really a special case of its dynamic counterpart.
As we have seen, several interesting results have been accomplished by these 
five controllers. Given the advantages and disadvantages associated with these 
controllers, it is natural to ask the following questions:
1. Can one find ways to circumvent their drawbacks ?
2. Can one identify any potential problem associated with the MROC’s al­
though they are the only controllers which do not appear to have any 
drawback ?
3. Can one possibly employ these controllers or their mechanisms in solving 
other control problems ?
4. Can one devise other periodic controllers, possibly a mixture of the above, 
to achieve even more interesting and fruitful control objectives ?
In the subsequent chapters of this thesis, we shall attempt to answer these
questions.
C h ap ter 3
P ra ctica l Issu es in M u ltira te  
O u tp u t C ontrollers
3.1 In tro d u ctio n
In this chapter, we seek to identify certain disadvantages of MROC’s. We show 
that frame periods and ouput sampling periods must fulfill certain inequality 
constraints to avoid the gains in the controller becoming very large. Large gains 
will have the effect of amplifying noise substantially, but not of introducing 
large controls (in the absence of noise or other non-ideal behaviour). For ease 
of explanation, the term "frame period” T0 is used to refer to the “cycle” of the 
controllers and the term "sampling period” is used to indicate the interval in 
which the plant outputs are detected or inputs are applied; often such sampling 
periods are multiples or submultiples of 7o.
Section 3.2 reviews the operation of MROC’s. Section 3.3 highlights the 
potential problems via theory and examples and Section 3.4 introduces how 
these can be avoided through appropriate choice of frame and sampling periods. 
Section 3.5 contains concluding remarks.
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3 .2  R e v ie w  o f  O p e r a tio n  o f  M R O C ’s
As foreshadowed in the introduction, MROC’s are a special class of periodic 
controllers which detects the ith plant output at N°  uniformly spaced times 
and changes the plant input once during one frame period. In order to under­
stand the operation of a MROC, let us first review the concept of multirate 
output sampling developed in [33]. The MROC’s sampling mechanism involves 
detecting the 7 t h  plant output y, at every T°  seconds where T°  is a submulti­
ple of the so-called frame period 7o as shown in Figure 3.2.1. At time &To, all 
outputs are sampled and all inputs are changed simultaneously. The sampled 
values of the plant output obtained over [kTo, (k -j- l)To) are stored in a vector 
y(kTo) as shown below:
yi{kT0)
y{kTo)
yi(kTo + N ? - 1 T ° )  
yP(kT0)
(3.2.1)
L yP(kT0 + N °  -  lTp°) J
In Figure 3.2.1, N°  = 3 and N°  = 2. The input dimension m as well as the 
output dimension p is 2.
The vector y(kTo) is used in the control law, which changes the value of u(.) 
every To seconds. The nature of this control law will now be explained. 
Suppose the continuous-time FDLTI plant is described by
x(t) = Ax(t) + Bu(t)  (3.2.2)
y(t) = Cx(t) (3.2.3)
where the state x G IRn, the plant input a E IRm and the plant output y E IRP 
and
u(t) = u(kT0) (kT0 < t < k + 1T0) (3.2.4)
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*? k+lT0 k+2T0
Figure 3.2.1: Multirate-output Sampling Mechanism
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We can express the basic formula of the MROC sampling mechanism in a vector- 
matrix form given by
C x ( k + \ T 0) = y(kTo) -  Gu(kTo)
Here, C € IR  ^ xn and G E xm are respectively given by
'  Clexp( -AN°T°)  '
ci exp( — AT°)
C  = :
cpexP (~AN?Tp°)
. cp exP(—AT°)  ,
(3.2.5)
(3.2.6)
G
c\ fo V‘ T{ exp(At)B clt 
ci Jo Tl exp(At)Bdt  
cp Jo "Vp Tp exp(At)Bdt  
cp /o Tp exp(,4£)£? dt
(3.2.7)
where c, is the ith row of C . Equation (3.2.5) gives the relation of the vector 
y(kTo) for the inputs at the beginning of each frame period and the final state 
of the frame period.
The integer ;V° is given by
N°  = Y , N °  (3.2.9)
i = i
(The reader is referred to [33] for detailed derivation.)
To facilitate the following discussion, the term “observability index vector”
is defined.
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Definition 3.2.1 Consider an observable pair (A,C) where A E IRnxn and 
C E IRpxn. Expressing C as
T l T
then a set of p integers is said to be an observability index vector
(abbreviated as OIV) of the pair (A,C) if
p
E » .  = (3.2.10)
and
rank[ c'i ■ .4 Vj. ■ • •. • • ,c' A'c’■ ■ ] = n (3.2.11)
Consider the matrix C of the basic formula (3.2.5). In [33], it is proven that 
the matrix C given b}' (3.2.6) has full column rank (= n ) for almost every frame 
period To if the output-rate multiplicities ( N ° , • • •, N°)  satisfy
N° > n°(i = 1,•••,?.) (3.2.14)
where (/?i , • • •, np) is an OIV of the pair (A,C).
A related result, also proved in [33], is the following. Suppose that (A,C) is 
an observable pair and that
rank ( £  J )  = „ + m (3.2.15)
(which means that p > m, the plant is nondegenerate and the plant has no 
zero at the origin). Then the matrix [C G] given by (3.2.6) and (3.2.7) has 
full column rank(= n + in) for almost every frame period Tq if the output-rate
multiplicities [Nlf, • • •. ) satisfy
N° > m, (i =  1, — , p) (3.2.18)
where {m\, • • • ,mp) is an OIV of the augmented system pair
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Multirate Sampling
PLANT
Figure 3.2.2: Closed-loop Configuration with a MROC
A B 
C 0 [C 01
The closecl-loop configuration with a MROC is shown in Figure 3.2.2. The 
control "law of the MROC takes the general form
u{k + i r 0) = Mu(kTo) -  Hy{kT0) (3.2.19)
where M  6 IRmx’n and H € IRmx;f0
The above equation means that the control inputs for the k + 1^ frame 
period are determined based on the values of the control inputs for the kth frame 
period, u(kT0) and the sampled values of the outputs, y{kT0) obtained during 
the kth frame period. The time available for the computation of u(k + 1T0) is 
evidently miri\<i<pT° .
Now. suppose that (.4. C) is an observable pair and the output-rate multi­
plicities (N°.  • • •, N°)  satisfy (3.2.14) where (r?i, • • • ,np) is an OIV of the pair 
(.4.C). Then, if the matrix H can be chosen to satisfy
HC F (3.2.21)
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and if we set
M = HG (3.2.22)
we can make the control law equivalent to any state feedback control law
u(kT0) = — Fx{kT0) (k > 1) (3.2.23)
This can be argued from (3.2.5) and (3.2.19).
Two separate cases can now be considered.
CASE I: Suppose that the output-rate multiplicities (N ° , • • •, N°)  are set to 
the minimum values i.e.
N °  = n° {* =  (3.2.26)
Then the matrix C becomes a square matrix and H is uniquely determined by
H = FC~l (3.2.27)
In this case, M  is completely determined and this means that the stability of 
the open-loop controller (which is governed by the eigenvalues of M)  depends 
solely (and indirectly) on the choice of the state feedback matrix F .
CASE II: Suppose that the output-rate multiplicities (N° , • • •, N°)  are chosen 
larger than the minimum values as
i\'P > n" (3.2.28)
Then we can find, in general, infinitely many matrices H which satisfy (3.2.21) 
and it becomes plausible that we can select H so that the matrix M  given by 
(3.2.22) becomes stable, i.e. has all eigenvalues with magnitude less than 1.
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As an approach to achieving this, the authors of [33] proceed as follows. 
Suppose that (A ,C ) is an observable pair and that
rank  ^ ^  ^  ^ =  n +  m (3.2.30)
Further suppose that the output-rate multiplicities { N ° , • • •, Np ) satisfy
N° > mt =  (3.2.31)
where (mj, • • •, mp) is an 01V of the augmented system.
Then for almost every frame period T0, there exists a matrix H £ IRmx^ 
such that (3.2.21) and (3.2.22) are both satisfied and where F £ lRmxn is the 
desired state feedback and M £ IRmxm is an arbitrary specified m?Trix corre­
sponding to the desired state transition matrix of the controller itself. This is 
because [C G\ has full column rank under the stated assumption, and accord­
ingly, H can be found to satisfy
H[C 6} = [F M] (3.2.32)
(We simply choose H = [F M]E where E is a left inverse of [C G])
The above implies that we can equivalently realize any state feedback F by 
a MROC possessing any prescribed degree of stability since we can choose the 
matrix M arbitrarily. The choice M =  0 is of course permissible.
The procedure for strong stabilization of the original plant boils down to 
choosing a stable feedback matrix F which makes (As — BSF) stable where
As =  exp(ATo) (3.2.33)
Bs =  [  exp [At) Belt (3.2.34)
Jo
and then choosing a stable matrix M . Finally, it involves determining H by
H = [F M][C G)~L (3.2.35)
where [C G]~L is a left inverse of [C G}.
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3.3 P o ten tia l P rob lem s o f M R O C ’s
In this section, we identify two situations giving rise to potential problems 
associated with the MROC’s. Specifically, we point out two situations for case 
I ( A = n°) and for case II ( N °  > n°) where the matrix C or [C G] can 
approach a rank deficient matrix. The consequence of this is that for almost 
all desired feedback gains F , the gain matrix H  of the controller will acquire 
extremely large entries. Although the ideal plant input u(kT0) will remain well- 
behaved, taking the value —Fx(kTo),  the actual plant input will not, since any 
inaccuracies in the output, due . for example, to noise or nonlinearity, will be 
amplified by H.
To fix ideas, assume that .4 has distinct eigenvalues; then we can always find 
an invertible matrix T  such that
Ad = T - ' A T (.3.3.1)
to II i Do (3.3.2)
Ci =  C T (3.3.3)
with Ad in Jordan form.
For convenience, let us also assume that A has real eigenvalues; this keeps 
the algebra simpler. Further, we arrange Ad such that it is given as follows:
Ad
A i 0 
0 a
(3.3.4)
where Ad £ IR7lXn, ,4i =  clia g (A,). (/' =  ! , • • • ,  (n — 1)) and | a |  > | A , | , a  £ IR\{0}
B x
B
and the A,’s are distinct. 
Let us also define
(3.3.5)
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w here Bd G H T xm, ß ,  6 R |n- ' )x" \  B2 G R lxm and
Cd
Cl
C2
.  C P .
C\1 C \2
C2 i  C22
. C p i C p 2  _
where Cd G R px\  ck €  R lx n , cM €  R lx(n-1) and  G IR1.
T hus  we have
C =
ci exp( — T j°) 
ci e x p ( - T dr i° )  
cp e x p ( - A dN ° T ° )
(3.3.6)
_ cp — AjT° )  m
C\i e x p l - Z l i A ^ r P )  c12 exp(—a N ° T ° )  
c n e x p f - A i T j 0 ) c12e x p ( - a T 1° )
cpl exp( -  A! A p° T p° ) cp2 exp( - a  N °  Tp° ) 
Cp! e x p ( - A i T p° )  cp2 e x p ( - a T p° )
Cu e x p ( - A iT o )  c]2 e x p (—a T 0) 
cn e x p ( - ^ )  ci2e x p ( - ^ )  
Cpi e x p ( - A iT o )  cP2 e x p (—a T 0)
Cpi exp( — cp2 e x p (—^ )
(3.3.7)
30 Chapter 3. Practical Issues in Multirate O u tpu t  Controllers
(Recall that Tf* = -fy)
c\ fo Vl Tl exp{Adt)Bd(lt
c\ fo'Tl exp(Ajt)Bj dt
G =
cp fo Np Tp exp{Adt)Bd dt
_ rp O
Cp fo p exp(Adt)Bddt
- ClA ? [ e x p ( - A d N ? T ° ) - I ] B d m 
cl A^l[exp{-AdTf)) -  I]Bd 
cpA^[exp( -AdN?T?) -  I]Bd 
. cpA j l [exp{-AdT°) -  I]Bd .
Cll Cl 2
. V  o '
0 1
Or J
e x p { - A i T 0 ) -  I 0
0 e x p ( —q T0) — 1
[ Cn Ci2
' A p  0
0 1L  cv
' e x p ( - ^ ) - 7  0
0 e x p ( - ^ ) - l
Cpl Cp2
a ?  o '
0 1 
u Or J
e x p ( —A\T0) -  I 0
0 e x p ( - a T o )  — 1
’ Ap 0 ' 
0 1
Cpl Cp2
a  . .
e x p ( - 4 $ > ) - /
e x p ( - ^ ) - l
GQ 
CQ 
CQ 
CQ 
&G 
GQ 
CQ
CQ
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' cnAl ' iexpi-AxTo) -  I )BX + ^ (e x p ( -a T 0) -  l )B2 ' 
c11A71(ex p (-^ S 1) -  I)Bi  + ^ ( e x p ( - ^ )  -  1 )B2 
cplAx l{exp{-AiT0) -  I)B\  + ^ (e x p ( - a T 0) -  \ )B2 
Cp\Ax 1(exp(-4j§i ) — I)B\  + ^ (ex p ( —^ § ) — 1 )B2
(3.3.8)
3.3.1 C A S E  I: N ° = n°
In the previous section, we mentioned that when N°  = n°, the state transition 
matrix M  of the controller cannot be freely chosen. In this case, C is square 
and the design procedure is as follows:
1. Choose the closed-loop poles to be assigned and calculate the state feed­
back matrix F which realizes those poles;
2. Determine H uniquely by
H = FC~l; (3.3.9)
3. Determine the state transition matrix M  of the controller by
M  = HG 
= FC~lG. (3.3.10)
Now, we shall exhibit conditions under which C approaches a singular ma­
trix. Observe first that when To —* 0,
C
C 1 1 C \ 2
C \ \ C \ 2
C p \ C p 2
Cpl Cp2 _
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Evidently, C E and we have Ya=\(N° — 1) rows identical. Now N°  > 1
for at least one i , else we do not have different input and output sampling rates; 
hence the limiting matrix is again singular.
Next, suppose that a > 0 i.e. the plant is open-loop unstable. (Note that 
the conclusion above made no assumption concerning stability or instability). 
As T0 —> oo, the last column of C in (3.3.7) tends to zero and the limiting 
matrix is again singular.
We can also observe that as o —> oc, then
C
cn exp(-AiTo) 0
cu e x p { - 4 ^ )  0
Cpi exp( Ai Tq) 0
cple x p ( - 4 ^ )  0
and once again, we see that the limiting matrix is singular.
Let us indicate a subtle point regarding this result. Consider a SISO system, 
such that
c(s I — A) 16 = n(5)
d\(s)(s + tv)
with all coefficients of n($), d\(s) fixed and o variable. Then an easy calculation 
shows that ||cn|| depends inversely on a and ||c12|| is independent of cr, if 6n, 
b\2 are chosen independently of a. The whole transfer function goes to zero as 
a —> oo.
If, on the other hand.
c(sl — A) lb = [ni(s) + on2(s)]
di{s)(s + o)
with n2{s) chosen so that the transfer function does not go to zero as a —► oo, 
then ||c121| —► oc, again assuming bn , ö12 are chosen independently of a. In
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either case when a —* oo, viz 77.2(3) = 0 or n2(s) nonzero, the conclusion that C 
approaches a singular matrix as a —> 00 remains valid, despite the dependence 
of Cu, C12 on a. The conclusion obviously also applies to the multivariable case.
3.3.2 CASE II: N?> n°
For N ° > n°, the state transition matrix M  can be freely chosen. The de­
sign procedure is different from the previous case when iV:° = n°. Here, the 
procedure is as follows:
1. Choose the state transition matrix of the controller M so that it is stable;
2. Choose the closed-loop poles to be assigned and calculate the state feed­
back matrix F which realizes these poles;
3. Determine H bv the following matrix equation
H = [F M][C (3.3.11)
Now, we will study situations where \C G] approaches a matrix with defi- 
cient column rank. First, when T0 —► 0,
[C G\
C \ \  C \2  0
C u  C12 0
Cp1 Cp2 0
Cp\ Cp2 b
Obviously, the limiting matrix fails to have full column rank.
Next, suppose that a  > 0 (so that the plant is open-loop unstable). As 
T0 —* 00. the second last column of C goes to zero while other columns of
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[C G'] may tend to infinity or zero or remains finite and nonzero. Thus one can 
anticipate that a left inverse of the matrix could become unbounded as To —*• oo 
and this is borne out by a later example.
Also as a  —> oo,
cnexp(-.41r 0) 0 C\\AX 1 (exp( — A\Tq) — I)B\ + B2
[C G]
cu e x p { - A ^ ) 0 cu Ax +
cpiexp( — A XT0) 0 CpiAj 1( e x p ( - A 1T0) - / ) ß i  +  ß 2
cpi e x p ( -4 ^ )  0 cplA'[l { e x p { - ^ - ) - l ) B l -\-B2 
The loss of column rank for the limiting matrix is evident.
(3.3.12)
3 .4  E x a m p le s
To illustrate the above observations, we provide results for some stable and 
unstable plants in which T0 tends to zero and infinity and a tends to infinity 
for each of the two cases.
Figure 3.4.1 is for the stable plant
A = -1  0 
0 - 4 4.5
with transfer function given by Since the plant has an observability
index of 2, let the output-rate multiplicity be = 2. The graph shows that 
when T0 tends to zero, entries of the gain vector H blow up. The entries remain 
finite when T0 becomes large.
Figure 3.4.2 is for the unstable plant
A = 1 0 0 4 3.5
with transfer function given by . Again, since the plant has an observ­
ability index of 2, let the output-rate multiplicity be N ° = 2 for case I. The
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graph shows that when T0 is too small or too big, entries of the gain vector H 
blow up.
The previous two graphs show the effect of To on stable and unstable plants 
with fixed a. Figure 3.4.3 shows the effect of varying a with fixed T0 for
A = 1 0 0 a
-0.5
1 q — 0.5
with transfer function given by • Again, since the plant has an ob­
servability index of 2, we choose the output-rate multiplicity as N ° = 2 for case 
I. When q is too large, entries of H blow up. The graph also shows that when 
a is close to 1, entries of H blow up. This is due to the fact that the plant loses 
controllability when o = 1 and so pole shifting becomes impossible.
For case II, Figures 3.4.4, 3.4.5 and 3.4.6 illustrate the effect of varying To 
and q for stable and unstable plants.
Figure 3.4.4 is for
with transfer function given by Since the plant has an observability
index of 2, let the output-rate multiplicity be A^0 = 3. The graph shows that 
when Tq tends to zero, entries of the gain vector H blow up.
Figure 3.4.5 is for
1.5
1 C = 1 4.5
1 0
0 4 3.5
with transfer function given by . Since the plant has an observability
index of 2. we take the output-rate multiplicity as A^0 = 3. The graph shows 
that when T0 tends to zero or a very large value, entries of the gain vector H 
again blow up.
Figure 3.4.6 is for
.4 = 1 00 a B =
-0.5
1 c = a — 0.5
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x l O 4
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first entry
Figure 3.4.3: Entries of Gain Vector H vs Largest Mode o for
A =
1 0
0 Q B =
-0.5 ' 
1 C = 1 a — 0.5
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with transfer function given by ■ Take = 3 with observability
index of 2. The graph shows that when a tends to a very large value, entries of 
the gain vector H blow up.
3 .5  A p p r o a c h e s  To A v o id  P r o b le m s
In this section, we indicate some rules of thumb that will ensure that excessive 
gain values are avoided for case I and case II.
3.5.1 CASE I: N ° = n°
Effect o f To —* 0
Suppose (without loss of generality) that a > |A,|, i = 1,2, • • • , (n — 1). When
exp( — )• // = 1, • • •, (Ar,° — 1) appearing in C in (3.3.7) will also be ap­
proximately 1 i.e. C will be close to singular. Therefore, for proper operation 
of MROC’s
Note that this gives an upper-bound on the sampling frequency while the 
sampling theorem gives a lower-bound in that lj0 must be at least two times the 
closed-loop bandwidth (In practice, a larger multiple value must be assumed).
(3.5.1)
=> cjo < 407TO (rad/s) (3.5.2)
Effect o f Tq —> oo for a > 0
Examination of the last column of (3.3.7) shows that it will have very small 
entries when T0 > . Here, NtTnnT = maxi<i<pN ° . Accordingly, to avoid
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Figure 3.4.5: Entries of Gain Vector H vs Frame Period 7o for
A =
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3.5. Approaches To Avoid Problems 43
problems, we want
T0 < 
u?0 >
4 JV j max 
a
ttg
2 A imax
(3.5.3)
This means that there are two constraints setting an lower-bound for u>0, 
viz. the sampling theorem constraint requires that ujo exceed twice the closed- 
loop bandwidth as well as (3.5.3). Notice that (3.5.3) can also be regarded as 
a statement concerning a fast sampling frequency, viz. the sampling frequency 
u>i = N ° ll>o associated with the output for which N °  is maximum; calling this 
frequency uJimajr, (3.5.3) is equivalent to
-Wax > (3.5.4)
which is again a sort of sampling theorem.
Effect of a —> oc
When a > , exp(— aTo) ~  0 and the last column of C in (3.3.7) will
also be approximately zero. Thus for unstable plants with a fixed To, to ensure 
proper operation of the plant
g < 4 N;
To
This is the same constraint as (3.5.3).
(3.5.5)
3.5.2 CASE II: N,° > nf
Examination of the cases To —► 0. To —> oc. for stable and unstable plants 
respectively and g —► oc for unstable plants reveals that exactly the same 
constraint on To el al apply for case II as apply for case I.
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To summarize, (3.5.2) sets a lower-bound on T0 in terms of the mode furthest 
from the origin whether or not the plant is stable while (3.5.3) sets an upper- 
bound on the product qT0 when a is an unstable mode; this latter bound 
involves the maximum of the Ar,0 ,s.
3.6 Summary
In this chapter, the potential problems of the MROC’s are identified and ap­
proaches to avoid the problems are provided. For proper operation of the 
MROC, the authors of [33] have pointed out that Ar,° should be chosen suf­
ficiently large. Here, we show that in addition to this, the frame period of the 
MROC, To has to be chosen sufficiently large but for unstable plants not too 
large. Violation of the guidelines will mean that controller gains will be unac­
ceptably large, leading to such problems as noise amplification in the controller. 
Section 3.4 contains quantitative guidelines.
C h a p te r  4
P erfo rm an ce  S tu d y  of M u ltira te  
O u tp u t C o n tro lle rs  U n d e r 
N oise D is tu rb an ces
4.1 In trod u ction
In this chapter, we study the performance of MROC’s under disturbances such 
as process and/or measurement noise. In the previous chapter, we show that 
the frame periods and output sampling periods must fulfill certain inequality 
constraints to avoid the gains in the controller in becoming very large; here, we 
seek to identify yet another drawback of MROC’s under noise disturbances. We 
show that the MROC law performs poorer than two LQG laws, termed LQG law 
I and LQG law II. in the presence of noise disturbances. Note that the LQG law 
here is in discrete-time and is associated with the equivalent discrete-time model 
of the underlying continuous-time plant; LQG law I uses a one-step prediction 
estimate of the state (so that the present control depends on measurements prior 
to the present time): LQG law II uses a true filtered estimate of the state (so 
that the present control depends on measurements prior to and at the present 
time). The basis of comparison is to apply the two types of LQG law to a 
LTI continuous-time plant with white, gaussian measurement and process noise 
and compute the optimal linear quadratic performance index for the discretized
45
46Chapter 4. Performance Study of Multirate Output Controllers Under Noise Disturbances
plant. Next, the MROC law used in [33], seeking to implement the same state 
feedback law as the two LQG laws, is applied to the same plant. The equivalent 
noise matrices and performance index for the discretized plant with MROC law 
are then calculated. Simulation results show that the two types of LQG law 
perform better than the MROC law for a typical plant.
This chapter is organised as follows. Section 4.2 describes the LQG and 
MROC problem. Specifically, we formulate the underlying continuous-time 
model based upon which the equivalent discrete-time models for using LQG 
law and MROC law are derived. In Section 4.3, the performance indices for 
using the MROC law and LQG law I are computed. The performance index as­
sociated with the MROC law is formulated in a form similar to that associated 
with the LQG law. Section 4.4 presents a typical industrial plant to demon­
strate that the MROC law has poorer performance than LQG law I and LQG 
law II. Section 4.5 contains concluding remarks.
4.2 T he LQG and M R O C  P rob lem
One prime concern here will be to compare the two types of LQG law and 
the MROC law. At time [k -f 1)T0, the two LQG laws feed back a linear 
feedback gain times an estimate of x(k  +  1)T0. In the case of LQG law I, this 
estimate is obtained from measurements at times •••, (& — 2)To, (k — l)To and 
kT0. For LQG law II. the estimate is obtained from measurements at times 
• • •, [k — 2)7o, {k — 1)T0. A'7o and k +  ITo. By contrast, the MROC law uses a 
different set of measurements; for each /, the ith plant output values at times 
kT0. kT0 +  T,0 , kTo +  27^°, • • •, ( k -f 1 )T0 — T,0 are used where T °  = T0/ N ° , with 
T0 the frame period and Ar,° the iih output-rate multiplicity. Further, as it turns 
out, the MROC can be regarded as using these measurements to generate a (non- 
optimal) estimate of x(k  +  1 )T0 which is then multiplied by the same feedback 
gain as used in the two LQG laws. In comparison to LQG law I, the MROC
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law uses more recent measurements, but uses a lesser number of measurements. 
In comparison to LQG law II, it uses mostly more recent measurements. It is 
therefore not a priori obvious on the basis of the measurement strategies whether 
an MROC law will be inferior or superior to the LQG laws. The MROC law 
also uses its measurements non-optimally in comparison with the LQG laws. 
Of course, the LQG law II always performs better than the LQG law I, since a 
current estimation-type Kalman filter always performs better than a one-step 
ahead prediction-type Kalman filter.
4.2.1 C ontinuous-tim e Plant M odel
To fix ideas, we consider the following plant model which is a continuous-time 
FDLTI system given by
*(<) = Ax{t) -f Bu(t) + üüu(t) (4.2.1)
y ( t ) = Cx(t) -f u;v(Q (4.2.2)
where the state vector x £ IR71, the control u £ IRm, the process noise lju £ IRn, 
the measurement vector y £ IRP and the measurement noise ujy £ IRP. The initial 
condition .r(0) is a zero mean random vector with variance E{x(0)x'(0)} = Pq. 
The process disturbances u)u{t) and u:y(t) are assumed to be zero mean inde­
pendent white noise processes with intensities > 0 and f!y > 0.
As the output of the plant is contaminated by process noise (via the state) 
and measurement noise, the output needs to be filtered prior to sampling. This 
prefiltering is necessary to remove high frequency components which can confuse 
the interpretation of the sampled signal due to aliasing. The type of prefilter 
used for this purpose is called an analog anti-aliasing filter (AAF). There are 
many types of AAF's and a good discussion of them can be found in [10], [28], 
and [57]. For simplicity, we consider passing each entry of the plant output 
through an AAF of the low-pass filter type, i.e. one with transfer function
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given by
Haa(s) =  - 5 -  (4.2.3)
S  +  Ö
where a is the bandwidth of the filter. Here the nominal a  is chosen to be u>s/2  
as a rule of thumb where u>s = 2 n /T 0 with T0 being the frame period. Note 
that the AAF is required even if there is only process noise and no measurement 
noise.
It is not difficult to see that the cascade of the plant with an AAF can be 
defined by the following augmented system:
.r(i) = Äx( t )  +  Bii(t)  +  B\Cju(t) (4.2.4)
m  = c m  (4 .2 .5 )
where
.4
B
Bx
C
m
^«(0
‘ .4 0
,q C —cd
£
. 0
■ /  0 
. 0 cd
[ 0  / ]
■ x(t)  ' 
.VfU).  
’Uu(ty 
. UyV) .
and ijju(t) has covariance
(4.2.6)
(4.2.7)
(4.2.8)
(4.2.9)
(4.2.10)
(4.2.11)
E[dxl{t)d'u{s)] = Qtl6{t -  s) = rn„ o o n y J 8{t — s) (4.2.12)
The conventional discrete-time system will be obtained by sampling y(t) ev­
ery T0 seconds and applying an input </(.), which is a pulse amplitude modulated 
signal defined below, to (4.2.4)-(4.2.5).
«(<) = ^  »</(*')/'(' -  kT0) A- = 1,2, — (4.2.13)
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where p(t) = 1 for 0 < t < T0 but is otherwise zero. The MROC system 
is obtained by using the same style of input, but by sampling the output a 
number of times in an interval of length To.
4.2.2 Equivalent D iscrete-tim e M odel of A ugm ented Sys­
tem
Conventional sampling of the model (4.2.4)-(4.2.5) yields the discrete time 
model
i ' d{k +1) = Fxd(k) + Gud(k) + u>ud(fc) 
Vd{k)  =  C x d ( k )
(4.2.14)
(4.2.15)
where
F = exp (/\ To) (4.2.16)
jo
G = f  exp(A<j)Bda (4.2.17)
Jo
*'ud{k) = f  exp[^(To — <t)]B\Cju{(t + kT0)da (4.2.18)
Jo
The process u;ud{k) is zero mean and white with
To
Efaudikfc'^l)} = f exp{ÄT)Bl QllB[exp{Ä,T)6ki(lT > 0
Jo
(4.2.19)
=  QSki
4.2.3 Equivalent MROC M odel of A ugm ented System
Before describing the model when noise is present, we recall the construction 
applicable in the noiseless case. This construction is applied to the system 
(4.2.4)-(4.2.5) and it is crucial (and therefore assumed) that this system is ob­
servable. Let us therefore note the following simple result.
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L em m a 4.2.1 Cousin der the systems (4.2.1)-(4-2.2) and (4-2.14)-(4‘2.15) 
with the pairs ( A , C)  and ( /L C ) related as in (4-2.6)-(4-2.11). Then ( A , C)  
is observable if and only if ( A , C)  is observable.
Proof: Define
O( C. A)  =  [C ' A 'C  ••• A ' ^ - ' W ]
O a ( C . A )  =  [<?' A 'C "
then substituting C and A into Oa( C. A)  gives 
Oa( C\ Ä)  = 0 a C  a A 'C  — c\2C  •••1 - a l  a 21
Q 4 ' ( ” + P - 2 ) ( ^ / _ q ,2 4 ' ( n + p - 3 ) ^ / _ | ____ _j_ ^ _ n ( n + p - 2 ) a ( n + p - l ) ^ * /
) ( n + p - l ) Q ( n + p - l )  /
Next, elementary column operations give 
Oa(C. A) =
It is then easy to see that
[0 a C  a  A 'C  ••• o c A ' ^ - ^ C '  
7 0 0 0
rank {Oa(C, A)} =  ??+/> rank{ 0 (0 ,  /!)} =  n
(Ci A) is observable [C , A) is observable.
Sampling rates for the different entries of the output y(t) of (4.2.5) need to 
be defined. Let us suppose that the ith entry of y(t) is sampled times in 
each interval T0 i.e. its sampling interval is T °  = Tq/ N ° . Every To seconds, 
the input changes and all outputs are synchronously sampled; additional output 
samples are taken before another To seconds elapses. Further, >  n.
It follows that, in the noiseless case,
rjT,°
yi(kT0 + jT?)  = c-j exp[jAT°)x,](k) +  c, /  ’ exp(Aa)Bdaud(k)  (4.2.20)
To
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where id{k)  =  x(k -f 17o) and c, is the i th row of C, i =  1,2, • • • , p and 
j  =  - 1 ) .
Since in the noiseless case
£<*(fc +  1) =  Fxd(k) +  Gud(k) (4.2.21)
with F invertible, one can express all the output samples collected in
[kT0, k -f 17b), k =  0,1,2,--* as a linear combination not of Xd{k) and Ud(k),
but of id{k  +  1) and Ud(k) as in (4.2.20), so that,
where
yd(k) = Cxd{k +  1) +  Gud(k)
yd{k)
C
G
Hi(kTo)
y^kTo +  W ^ T ? )  
yP{kT0)
. yp(kTo + N Ö ^ l T p°)  . 
' C! e x p ( - Ä N ° T ° )  '
ci exp( — ÄT°)
Cp exp( — ANp Tp )
cp e x p { - A T ° )
C\ Jo Al Tl exp(At)Bdt
C] f 0 T1 e x p ( / U ) ^ ^
Cp /o Ap Tp ex p (^ )j5 (7  
Cp/0 Tp exp{At)Bdt
(4.2.22)
(4.2.23)
(4.2.24)
(4.2.25)
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The reason for obtaining (4.2.22) is that it serves as the basis for defining a 
feedback law; this point is reviewed subsequently. Note that the observability 
assumption implies that C has full column rank i.e. has a left inverse, see [33].
Now, we aim to indicate the changes to (4.2.21) and (4.2.22) when noise 
is included. The change to (4.2.21) has already been recorded in (4.2.14). To 
obtain the change to (4.2.22), consider first the variation to (4.2.20). It easily 
follows from (4.2.4)-(4.2.5) that
Vi(kT0 + j T ° )  = öj exp(jÄT°  )xd(k) + c, J  ' exp{Aa)Bdaud(k)
rkTo+jTf3
Tc, / exp[A(kT0 + j T °  -  cr)]Biiju(a)da (4.2.26)
J kT0
The third summand reflects the noise. However, an additional noise term enters 
when we seek to replace xd(k) in (4.2.26) using (4.2.14):
xd[k) = F~1xd(k + 1) — F~lGud(k) -  F~l f  exp[^(T0 -  a)\B\uju{a + kT0)d(j
Jo
(4.2.27)
The overall result is
where
Ujy ( k' )
Vd(k) — ( xd{k -f 1) +  Gud(k) + u)y(k) (4.2.28)
Cl So ■V,O7'lOe x p ( i / ) S 1^ ( < - r 0 +  T °  -  t)dt 
ci fo r‘ exp(Af)B,d>u(kT0 +  (A]° -  1)T,° -  i ) ill
MorW°T°exp(Äi)B,ü>u( m  + Tp° -  
Cp f J T° exP(Al)B]d.<u(kTo + (A -  1 )T°  -
(4.2.29)
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4.2.4 Comparison of Feedback Law Im plem entation
Suppose that our desire is to implement, to the best extent possible, a discrete­
time feedback law
ud{k) = —Lx d(k) (4.2.30)
(which may be derived by minimizing a linear-quadratic law). With the con­
ventional discrete time system. (4.2.30) is replaced by either
ud{k) = - L i d( k / k ) (4.2.31)
or
ud(k) = - L x d( k f F = T) (4.2.32)
where xd(k/k)  and xd(k/k — 1) are the true filtered estimates, and one-step 
ahead predicted estimate of x d{k), generated using a Kalman filter.
To understand the arrangement for the MROC case with noise, we recall 
first the noiseless case in [33]. A controller of the form
ud{k +  1) =  M u d(k) -  Hy d(k) (4.2.33)
is adopted. Note that it is causal (in fact strictly causal). In the light of (4.2.22), 
this means that
ud(k +  1) =  M u d{k) -  H C x d( k  +  1) -  HGu d(k) (4.2.34)
Accordingly, the choice of II so that
HC  =  L (4.2.35)
(i.e. H = LC~l . with C~L a left inverse for C)  and then AI so that
M = HG  (4.2.36)
yields (4.2.30) (with time index adjusted by 1).
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In the noisy case, since obviously we need to work with measurable quan­
tities, we adopt the same controller (4.2.33), with (4.2.35) and (4.2.36) still 
determining H  and M . Now, however, (4.2.34) does not hold. Rather, from 
(4.2.28), what is actually implemented, is
i i d { k 1) = Mttd(k) — HCxd{k + 1) — HGud{k) — Hujy(k)
= —L x d{k -f 1) — Hujy(k) (4.2.37)
Evidently, noise is perturbing the correct feedback signal, so that, as with the 
conventional approach of (4.2.30), the feedback is inexact. The actual error in 
the feedback signal is however different in (4.2.33) to tha t in (4.2.30).
Note that because H = L C~ l . we can rewrite (4.2.37) as
iid[k +  1) = — L[id{k 4* 1) -f C LiOy(k)] (4.2.38)
This has the interpretation that we are using an estimate of Xd{k + 1) with error 
C~LuJy{k), as opposed to Xd{k -f 1) itself, in the linear feedback law.
In summary, the following observation can be made about the two different 
systems. For the conventional system, the state estimate used in Ud(k) depends 
on samples of y(t) at times T0 apart i.e. on either • • •, y[{k—j )T 0], y[(k—j+l)To],  
• • •, y[(k -  l )T0] or on • • •, y[(k -  j )T0], y[(k -  j  +  1)T0], • • •, y[{k -  1)T0], 
y{kT0). For the MROC system, in effect we are also using a state estimate, 
computed using a different set of measurements. If A^ 0 =  — • • • =  Ar° ,
these are y[(k -  1)T0], y[[k -  1 +  j$ö )T0], • • •, y[(k -  1 -f This latter
estimate is not necessarily optimal. Hence, there is no obvious comparison of 
the quality of the estimates, since it is not the case tha t one set of measurements 
includes the other.
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4.3 P erform ance C om parison
In order to compare the performance of the non-MROC and MROC schemes, 
we shall use as an underlying criterion an LQG index. Thus we shall suppose 
that there is prescribed a performance index.
J  = Jim ^ 7 +  (4.3.1)
A  1=0
This index may arise by discretizing a quadratic performance index associated 
with the underlying continuous time system (4.2.4)-(4.2.5) (in which case, there 
might arise an additional cross product term 2x'd(k)Mud(k)  which can be treated 
with very minor variations.)
The following result is reasonably well-known, and is relevant to both the 
non-MROC and MROC cases, since it depends purely on the state update 
equation (4.2.14), which is common to both. Nevertheless, for completeness, a 
proof is indicated in Appendix A.
L em m a 4.3.1 Consider the discrete-time model (4-2.14)-(4-2.15),(4-2.16)- 
(4-2.19) and the index
J n = ^ j E {  Y1 Wd(k)Qxd(k) +  u'd{k)Rud{k)}} (4.3.2)
' '  k=o
Suppose that the sequences P{k) and L(k) are defined f o r k  = N  — 1, N  — 2, • • •, 0 
by
P(k)  = Q + F'P(k + l ) F - P * ( k  + \)(4.3.3) 
P ' ( k +  1) =  F 'P (k + \ ) G [ P t  + G 'P(k  + \)G} (4.3.4)
P(N ) = 0 (4.3.5) 
L(k)  = [F + G'P(k + l)G }- 'G 'P (k  + \ ) F  (4.3.6)
Assume further (as is reasonable) that x f i 0) and, no matter how it is ob­
tained, iid{k) (which is the value assumed by u(t) in (\.2-4)-(Ji .2.5) at time
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t =  kT0 and persisting over [A:To, k +  1Tb) 7s independent of ujud{k) (which de­
pends on the noise input u>u(t) to (J.2.4) over [jT0, j  -f 1T0) for all j  > k). 
Then,
J n =
N - 1
+  + H V x j W U  R  + G'P(k  +  l)G ]M fc )  +  )]}
k=0
+ f ^ t , \ Q P ( k  + l)] (4.3.7)
k=0
Proof: See Appendix A. □
Now, for the purpose of comparing the different schemes, it is more straight­
forward to consider time-invariant problems. Accordingly, we shall adopt hence­
forth
A ssum ption  4.3.1: The pair [F, G] is stabilizable and the pair [F,Ql l2] is 
detectable.
As is well-known, this ensures that when N  —► oc in (4.3.3)-(4.3.6), the 
matrices P{k)  and L(k)  become independent of k and F  — GL  has all eigenvalues 
inside the unit circle.
Now, let T / and Ep denote the optimal error covariance associated with 
Kalman filter estimates Xd{k/k)  and Xd(k/k — 1) of Xd{k). When such esti­
mates are used in place of Xd[k) in the optimal feedback law, Ud{k) fulfills the 
independence requirement cited in the Lemma statement.
From (4.3.7), it follows that the optimal performance index associated with 
LQG law II is
Jf  = E{[xd{k) -  Xd{k/k)}'L'[R +  G'PG]L[xd(k) -  x d(k/k)]}  +  tr[QP]
-  t r p f L' (R + G'PG)L} + tv{QP]
= t T p f P m] + \r[QP] (4.3.8)
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where
Pm = F'PG{R + G'PG}-l G'PF
= Z'[J? + G'PG]L (4.3.9)
Similarly, the optimal performance index associated with LQG law I is given 
by
Jv = tr[SpP*] + tr[QP] (4.3.10)
Next, consider the cost of using MROC control. Observe first that oOy(k) 
depends on iJu{t) for values of / in the interval [kT0l k + 1T0); since by (4.2.37), 
Ud(k) depends on u)y{k — 1), this ensures that Ud{k) possesses the independence 
property of the Lemma statement. Suppose that
E l^ ik W ^ k ) }  = R (4.3.11)
Then, by (4.2.37) and (4.3.7). we have
J Mroc = E { ^ ( k - - l ) ( C - LYL'lR + G'PG}LC-LUy(lc- \)}  + lr[QP}
= U\C-LR(C-L)'P-} + tr[QP] (4.3.12)
Consequently, despite the very different pattern in MROC control, 
the performance is ultimately still dependent on the quality of the estimate of 
the state. This is measured, for the three controllers considered, by E/, Ep and 
C~LR{C~LY respectively. It therefore remains to obtain a feel for how these 
quantities are likely to compare in typical situations.
4.4 A n E xam ple
To illustrate the ideas presented, we provide performance comparison amongst 
the three controllers for control of the altitude of a single-axis satellite altitude 
given in [28]. The equation of motion of the system can be represented by the 
following state-space equation:
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ro n
.0 0 . c = li  0 ]
which is basically a double-integrator plant.
The output of the system is the angle of the satellite axis with respect to an 
“inertial” reference. Appropriate process noise intensity fiu, measurement noise 
intensity Qy and the weighting matrices Qc and R c include the following values:
nu = ' 0.1 
.  o
0
0.1
ny = o.i Qc = ri o o o R e = 0.2
respectively. The frame period. To of 0.5 is selected according to the guidelines 
of To for proper operation of M ROC’s given in the previous chapter and the 
recommended 7o given in [10], [28] and [57].
It is easy to see that the augmented system is given by
' 0 1 0 ' O'
Ä  = 0 0 0 B  = 1
Q 0 —a 0
where the nominal o =  tt/TT Since the augmented system has an observability 
index of 3, we let the output-rate multiplicity be = 3. Further, since tr[QP] 
is common to the performance indices associated with the three controllers, it 
suffices to compare t r p / P “], t i -p p P “] and t r [C~LR(C~L)'P*} privided the value 
of tr[QP] does not swamp the values of t r p /P * ] ,  et al.
Figure 4.4.1 shows the variation of t r p / P * ]  and t r p pP*] as a function of 
o / los when LQG law I and LQG law II are applied to the plant respectively. 
Observe that the trace values reach a minimum value at a/u:s ~  0.2. The 
reason why the trace values are increasing when q / lcs becomes smaller than 0.2 
is that measurement becomes poorer when a/u;s gets smaller since the AAF 
bandwidth becomes sufficiently narrow that significant distortion is introduced. 
The implication of this is that the entries of the error covariance matrices T / 
and Tp become much bigger as o/u,'s becomes smaller. On the other hand, 
the reason why the trace values are increasing when a/a>s gets bigger than 0.2 
is more noise passes through the AAF as c\/^>s increases. This also leads to
tr
[i
l/
/J
*| 
am
i
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Figure 4.4.1: t r p /P * ]  and tr [ü pP “] vs a / i j 3
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Figure 4.4.2: tr[S jP m\.tr[SpP*] and vs
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increase in the entries of T / and Tp. That tr[E/P*] is smaller than tr[EpP*] is 
expected. In this example, the value of tr[QP] does not swamp the values of 
t r p / P * ] ,  et al.
Figure 4.4.2 shows the variation of t r [C~L R{C~L)' P*] as a function of ot/u>s 
when the MROC law is implemented with A^ 0 =  3. The values of tr[E/P*] and 
t r p pP*] are also shown in the graph for comparison. It is clear from the graph 
that the MROC law performs worse than LQG law I and LQG law II for all 
values of a. The reason for the minimum trace value when the MROC law is 
applied is the same as that for the LQG laws.
4.5 Sum m ary and R em arks
In this chapter, we have identified another drawback of the MROC under noise 
disturbances. We have shown that in a typical situation, the MROC performs 
significantly worse than an LQG controller with performance measured by an 
LQG index. It is remarkable to note that despite the fact that the MROC has 
the advantage of sampling the output more frequently than LQG law I, the 
latter still outperforms the MROC law by an enormous magnitude in a typical 
situation. This suggests that for practical purposes, the MROC law proposed in 
[33] will often need to be modified in one way or another so that the performance 
of MROC can be significantly enhanced.
We remark that a similar kind of study has been performed in [2] and [56]. 
In [2], the performance of some sort of MRIC’s similar to that of [7] is studied. 
In [56], the performance studies of some sort of M R IC s similar to that of [7] 
and some sort of M ROC’s similar to that of [33] are carried out. Again, the 
comparison is in relation to the LQG control law. It is instructive to point out 
the differences between their schemes and our scheme. First, in the study of 
multirate output controller conducted in [56], the performance index considered 
is different from what is used here. The performance index in [56] is quadratic in
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u and y rather than u and x in our study. Second, no anti-aliasing filter is used 
in both studies. Third, the input-rate multiplicity and output-rate multiplicity 
used in [56] are smaller than the controllability indices and observability indices 
respectively. Nevertheless, the study of [2] confirms our result that multirate 
output controller has poorer performance. Further, both studies of [2] and [56] 
show that MRIC’s perform better than the LQG controllers.
Chapter 5
R educed-order M ultirate  
O utput Observers for Linear 
State Feedback Laws
5.1  In tr o d u c t io n
M any control system  designs are based on s ta te  feedback where th e  in p u t  to  the  
system  is a function only of the  cu rren t  s ta te .  (T h e  linear feedback gain could 
be e ither  ob ta ined  by using a pole-assignm ent rou tine  to position th e  closed- 
loop poles to some pre-specified locations or ca lcu la ted  by solving the  o p t im al  
regula tion  problem  to  m inim ize  a certa in  pe rfo rm ance  index). Such s ta te  feed­
back designs offer m any  advantages with respec t  to  bo th  system  perfo rm ance  
and  analysis. T he  m ajo r  d isadvantage  of s ta te  feedback is th a t  the  sys tem  s ta te  
is not always available for d irect m easu rem en t.  In these  s itua tions , it is not 
possible to im p lem en t the  desired control law. Hence e ithe r  the  control schem e 
m ust be abandoned  or a reasonable  s u b s t i tu te  for th e  s ta te  m ust  be found. This  
leads to  th e  problem  of reconstruc ting  the  s ta te  from th e  available o u tp u ts  via 
an observer.
T he  problem  of observing (or es t im a ting )  th e  s ta te  of a de te rm in is t ic  FD LTI 
sys tem  was considered by Luenberger [52]-[53] who found th a t  for any r e ­
order  system  with p independen t o u tp u ts ,  an observer of order  (n — p) could be
6.3
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designed to yield an asymptotically error free estimate of the state. The (n — p) 
poles of this observer could be placed arbitrarily (subject to complex conjugate 
placing), so long as they did not coincide with any poles of the original system.
In many cases, the state is estimated in order to realize a linear control law 
defined by a matrix of rank ??r, the number of inputs. Since m is usually less 
than 7?.  one expects that an observer of dimension smaller than (n — p) may be 
capable of estimating the ??? required linear functionals. In [52]-[53], Luenberger 
showed that for a continuous-time system, a single linear functional of the state 
can always be estimated with an observer of dimension (i/ — 1) where v is the 
observability index of the system. An alternative algorithm for executing the 
design is described in [62].
The search for reduced-order observer designs has been an ongoing process. 
In [24], the problem of determining a reduced-order observer for a given control 
law was addressed. For a single-output system, the authors derived a necessary 
and sufficient condition for the existence of an observer of given order. They 
also showed that using a canonical form and by viewing a multiple-output sys­
tem as a coupled set of single-output subsystems, a minimal-order observer can 
be determined for each subsystem. Further, they found that, if these individ­
ual observers have common poles, a further reduction in the dimension of the 
composite observer is often possible.
In [76], the authors generalized and unified the concepts developed by 
Kalman and Luenberger pertaining to the design of discrete linear systems 
which estimate the state of a linear plant on the basis of both noise-free and 
noisy measurements of the output variables. Classes of minimal-order optimum 
‘‘observer-estimators” are obtained which yield the conditional mean of the state 
of the dynamical system.
In [34], the authors studied controllers employing multirate sampling of the 
plant output and showed that arbitrary pole assignment is possible by general-
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ized m ultirate-output controllers of reduced-order. Their approach essentially 
follows the discrete-time version of designing dynamic compensators developed 
in [69]. An augmented system is formed by connecting L delay elements, as 
opposed to L  differentiators, to each input of the discrete-time system. A multi- 
frame control law is then devised by employing the concept of m ultirate output 
sampling and it is shown to be equivalent to realizing the dynamic control law 
for the augmented system in the absence of measurement of the p lan t’s state. 
One of the main results is that for a single-input system, the order of the con­
troller, L. the output-rate multiplicity, N °  and the observability index, n° are 
related by ZAr(°  > ??•'. This implies that in order to achieve arbitrary pole as­
signment for an n th-order single-input single-output (SISO) system, the smallest 
order of the controller is ?7 with single-rate sampling while with m ultirate output 
sampling, the smallest order becomes [-^ ] , with Af° ,  of course, the ratio of the 
output sampling rate to the input sampling rate.
In this chapter, we exploit the observer theory developed by Luenberger and 
show that in the case of estim ating a single (but pre-specified) linear functional 
of a system 's state, a m ultirate output observer (an observer employing mul­
tirate sampling of the plant output ) of this linear functional and of dimension 
much smaller than tha t of a single-rate output observer (an observer employing 
single-rate sampling of the plant output ) can be designed by exploring the mul­
tirate  output sampling mechanism developed in [33]. In [33], it is shown that 
for a m-input p-output system, if N °  > n° (i = 1,2, • • • ,p), then a realisation 
of the state feedback law is possible with no dynamics. In our approach, N °  
satisfies 1 < A,0 < n“. Furthermore, the m ultirate output sampling scheme 
employed here has uniform output-rate multiplicity. As a consequence, we are 
able to obtain a controller of order L satisfying L N °  > ??f , just as in [34]. The 
controller of this chapter can be regarded as a combined estim ator and state 
feedback law, which is not really the same as the controller in [34]. Here, we can
66 Chapter 5. Reduced-order Mult irate Output Observers for Linear State Feedback Laws
choose the dynamics of the estimator separately from those of the closed-loop 
system with true state feedback.
The structure of the chapter is as follows: The problem formulation and 
some preliminary results appear in Section 5.2. The next section considers 
continuous-time SISO LTI systems and derives the structures and the design 
procedures for the single-rate output linear functional observer and multirate 
output linear functional observer. In Section 5.4. the results from the previous 
section are extended to the SIMO case. The structures and design procedures 
for the two types of observers for this case are also presented here. An example 
of a SISO system appears in Section 5.5 to illustrate the ideas and methods 
described. Section 5.6 contains concluding remarks.
5.2 P rob lem  Form ulation  and P re lim in ary  R e­
su lts
PLANT
LINEAR FUNCTIONAL OBSERVER
SINGLE-RATE OUTPUT
Figure 5.2.1: Connection of Plant and Observer
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Consider a continuous-time FDLTI minimal (i.e. completely controllable and 
observable) plant of the form
x(t) = Ax(t)  + bu(t) x(0) = x 0 (5.2.1)
y(t) = Cx(t) (5.2.2)
where x G IRn, u G IR1 and y G IRP. Suppose that the state is not available 
for measurement and the available outputs of (5.2.1)-(5.2.2) are sampled and 
used to drive another system which serves as an observer of the first system 
in that its state will tend to track a linear transformation of the state of the 
first system. The connection of the plant and a discrete-time observer with 
single-rate sampling of the plant output is shown in Figure 5.2.1.
Theorem  5.2.1 Let the discretized version of (5.2.1 )-(5.2.2) with single-rate
sampling of  the plant output be
x d{k + 1) = A sx d(k) + baUd(k) (5.2.3)
yd(k) = Cxd(k) (5.2.4)
where Xd{k) = x(kTo). yd{k) = y(kTo) and
A s = exp(;47o) (5.2.5)
/•To
bs = exp (At)belt
Jo
(5.2.6)
and To > 0 is the sampling period.
Suppose that this drives the observer which is governed by
?d{k + 1) = F zd{k) + Gyd(k) + dud(k) (5.2.7)
and there is a linear transformation T  satisfying
T A s -  F T  = GC (5.2.8)
and
d = Tbs. (5.2.9)
Then, for some appropriate .^(0). Zd{k) = Tx j ( k )  for all k > 0.
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Proof: It is easy to see that
zd(k + l ) - T x d( k + l )  = [{FT — T Aa) + GC]xd(k)
+F[zd(k) -  Tx d(k)] (5.2.10)
Using T A s — FT  = GC , it is immediate that zd(k) = T x d(k) for all k > 0 for 
some appropriate .r f^O) such that zd{0) = Tx d{0). □
Remark 5.2.1 If .4S, F. G and C are given, there is a unique solution T to 
the equation T A S — FT  = GC if As and F have no common eigenvalues. See 
[29] for details.
Remark 5.2.2 |A,(F)| < 1 is needed in practice to ensure that nonzero initial
errors 2^ (0 ) — Txd{0) result in zd(k) — Tx d(k) approaching zero as k —► oo.
Remark 5.2.3 The observer and the observed system need not have the same 
dimension.
Remark 5.2.4 The observed state zd(k) may be used to generate a feedback 
control ud{k), through an equation of the form
ud{k) = pyd{k) + qzd(k) (5.2.11)
or iid{k -f  1) = pyd(k) + qzd(k) + rud(k) (5.2.12)
The first equation would yield a compensator that is not strictly proper, while 
the second would yield a strictly proper compensator. Of course, particular 
matrix gains may be zero, e.g. r in (5.2.12). In general, we expect that there 
will be some k' such that ud(k) — kJxd(k) —> 0 as k —► oo i.e. ud{k) estimates 
k'xd(k), which is the desired feedback law.
Remark 5.2.5 Notice that ud[k). which appears in the plant equation (5.2.3) 
-(5.2.4) and the estimator equation (5.2.11)-(5.2.12), in general, is composed of
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a sum of the feedback component üd{k) and external input rd{k). For simplicity, 
we consider the case where r j ( k) = 0 and hence Ud{k) = iid(k).
Before we deal with theorems concerning reduction in the dimension of the 
observer, we define formally the order of the observer.
Definition 5.2.1 The order of the observer given by (5.2.7) and (5.2.11) or 
(5.2.12) is the dimension of the vector Zd{k) or [z'd(k) Uj(fc)]' respectively.
We note a minor point concerning the order counting of the observer. Since 
üd[k) increases the dimension of both a single-rate output observer as well as 
a m ultirate output observer (as will be seen in the later sections) by at most 1 
(depending on whether (5.2.11) or (5.2.12) is used), it suffices to consider the 
dimension of Zd{k) and show that there is a reduction in this quantity using a 
m ultirate output observer.
For continuous-time systems, a major result states th a t any given linear 
function of the state, k'x(t)  say, can be estim ated with an observer having 
(v — 1) arbitrary eigenvalues, where v is the observability index, see [52]-[53] 
and [62] for details. Here, we state the theorem for the discrete-time case for 
a SIMO system. This theorem serves as the basis of determining the orders of 
the m ultirate observers presented later.
Theorem 5.2.2 Suppose that the single-input multiple-output discrete-time 
system given by (5.2.3)-(5.2.J) is observable with observability index v >  [n/q] 
where [n/q\ is the least integer larger than or equal to n /q  with n and q the 
dimensions of the state and the row rank of the output matrix C respectively; 
then any single linear functional of the state, a' Xd{k) can be estimated with 
a reduced-order discrete-time observer whose dimension of Zd{k) is (u — 1).
Proof: The proof is the same as that for a SIMO continuous-time system.
See [17] for more details. □
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Remark 5.2.6 Note that by virtue of (5.2.5), A j 1 always exists; the sub­
sequent equations acquire a tidier form when the linear functional is written 
using a ' A j 1. Of course, the observer generates iid(k) with the property that 
üd{k) — a'A~l Xd(k) —► 0 as k —>• oo.
Remark 5.2.7 For an n th — order SISO system, the dimension of the observer 
required is ( tj — 1) (with single-rate sampling of the plant output).
Let us now consider multirate output observers. Suppose that output sam­
ples of (5.2.1)-(5.2.2) are collected not just at times 0, To, 2To, • • •, but at N °  uni­
formly spaced times in each interval [z'To, i + ITo), i = 0,1,2,*- •. The system 
input, on the other hand, is maintained constant over the interval [iTo, i -1- ITo). 
(The integer N °  is termed the output-rate multiplicity.) If the output measure­
ments. denoted by
yAk) =
y{kT0) 
y(kT0 +  T r^)
(5.2.13)
.y(kT0 +  (A,°A7ä>r° ).
are used in lieu of yd{k) in (5.2.12), we obtain multirate output linear functional 
observers. To facilitate the following discussion, we also give a formal definition 
of the multirate output linear functional observer here.
Definition 5.2.2 A multirate output linear functional observer for a single in­
put system is an observer which uses the plant input and the output measure­
ments in (5.2.13) to estimate a single linear functional a1 A j 1 Xd(k) of the plant's 
state and is given by
~d[k + 1) = Fzd{k) + Gyd{k) + eiid(k) (5.2.14)
Ud{k +  1) =  pjjd(k) +  qzd{k) + rud(k) (5.2.15)
It has the property that hd{k) — r/'A j1.rl/(A’) —> 0 as k —> oo. The conditions on 
F , G et al to ensure this property are presented subsequently.
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Let us observe that
Vd(k) = Cxd{k) + diid(k)
where
C
_ C exp (AT0/N °)
. C exp [A(N° -  l)T0 /ArO] .
0
C fo° A^ exp (At)bdt
d =
Cf<"0-"T°'"°exp(At)bdt
Accordingly, multirate observers have information like that which would be 
available to a single-rate observer connected to a multiple output plant, except 
that the various components of yd(k) are not all available at time kTo, but arrive 
in [kTo, k-To + i^ ik T o ).
Concerning the order of the multirate output observer of a linear functional, 
we have:
(5.2.16)
(5.2.17)
(5.2.18)
C orollary 5.2.1 For a mult irate output linear functional observer, the dimen­
sion of the state, Zd{k) of the observer is at least [^75-] — 1 where n, q and N°  
are the dimensions of the plant state, the row rank of the plant output matrix C 
and the output-rate multiplicity respectively.
Proof: It is well-known that for almost all choices of To, the pair
(C,exp(AT0 /A’°)) will be observable. As a consequence, we shall have
rank .C exp(AT0/ N ° ). = rank
C ‘ 
.CA. (5.2.19)
c ‘ C '
rank Cexp(AT0/N °) = rank CA (5.2.20)
Cexp(2,lTo/.Y°) CA2
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et al and the ranks of these successive matrices depend on the different observ­
ability indices of the pair (C M ). In any case, the rank can never exceed the
number of rows or exceed n. Hence, row rank C  <  N ° q  and the result of the
corollary follows. □
R e m a r k  5.2.8 When (5.2.1 )-(5.2.2) is a SISO system and N °  <  n, it is 
evident that rank C =  N °  and v =  [7^ 0 ]* The dimension of Zd(k) in the
multirate observer can be ([-^77] — 1). Notice that if N °  =  n, the result of [34]
is effectively recovered.
R e m a r k  5.2.9 In (5.2.11)-(5.2.12), we recorded the two different ways, causal 
or strictly causal, which could be used to generate a feedback control. Let us 
note that when yd{k) is replaced by yd{k), we can no longer use (5.2.11). This 
is because yd{k) actually contains quantities which are not available until time 
(k + Ay y -- )7o. The first instant subsequent to this time at which a new value 
of control is required is {k +  l)To. Hence, (5.2.12) is naturally replaced by
itd{k T 1) =  pyd{k) +  qzd{k) -f rud{k) (5.2.21)
R e m a rk  5.2.10 If one reckons that the time required to compute the control 
for the measurements is effectively zero, one can obtain a causal, but not strictly 
causal, compensator with the following structure:
where
Zd(k + 1 )  — Fzd{k)  +  Gjjd{k +  1) +  eitd{k) (5.2.22)
ud(k + 1) =  pyd{k +  1) +  qzd(k) (5.2.23)
yd{k +  1 )
Ud[k +  j^ö ) 
Vd[k T  y o )
(5.2.24)
. yd{ k  +  l )  .
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cexp ( ATq/ N °  ) 
cexp (2ATo/N°)
cexp (ATo)
c Jo°^N e x p (At)bdt 
cj2T0/N eXp (At)bdt
(5.2.25)
(5.2.26)
c Jq° exp (At)bdt
The output is still sampled N °  times as frequently as the input, but the output 
samples are grouped differently. The conditions for existence of the observer 
are the solvability for a stable F  of the equation
•oIIb-11<0
E-. (5.2.27)
together with satisfaction of the following equations:
e =  Tbs — Gd (5.2.28)
a — pC 4- qT (5.2.29)
a'Aj'bs = pel (5.2.30)
See Appendix B for proof.
Nevertheless, this alternative is not generally practical because of the heavy 
computation involved in updating the control law which employs the output 
measurements given by (5.2.24). Hence, the strictly causal compensator is pre­
ferred in practice.
5.3 S ingle-input S in g le-ou p tu t C ase
5.3.1 Single-rate O utput Linear Functional Observer
In this section, we review the general structure of the single-rate output observer 
and a design procedure for its construction for a SISO system. It also serves 
as the basis of deriving the m ultirate output linear functional observer and 
comparing the reduction in the dimension of the observer in the later sections.
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Structure of Observer
Without loss of generality, we assume that (5.2.3)-(5.2.4) inherits the control-
I
lability and observability properties of (5.2.1)-(5.2.2). Since not all the states 
of (5.2.3) are directly measurable, we propose a compensator (comprising an 
observer and a rule for computing the control) of the form
zd(k  + 1) = Fzd(k) + gyd(k) + dud(k) (5.3.1)
üd(k + 1) = pyd(k) -f qzd(k) + riid(k) (5.3.2)
where zd(k) € and ud{k) is a scalar which approximates the linear feed­
back a 'A j1xd(k). (Note that ud(k) is used in lieu of nd{k) because we consider 
only the case where the external input rd(k) =  0 here.) The first equation 
(5.3.1) follows directly from the preliminary results on the observation of a sys­
tem. The second equation (5.3.2) is used in lieu of the discrete-time equivalence 
of the observer proposed in [52]-[53] which would be given by
ud{k) = pyd(k) + qzd(k) (5.3.3)
The problem with the latter observer’s structure is that, as already discussed, 
it becomes non-causal if one were to extend it to the multirate output observer 
by replacing yd(k) by yd{k).
Lemma 5.3.1 The state zd(k) of (5.2.7) is an estimate of T x d(k) with x d(k) 
defined by (5.2.3) if and only if the following conditions hold.
Condition a: F is stable
Condition b: T A S — FT = gc
Condition c: d = Tbs
Proof: A sufficiency proof is given in the proof of Theorem 5.2.1. For the
necessity proof, first observe that the error vector ed(k) = zd(k) — T x d(k) is
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governed by
ed(k 4  1) =  Fed(k) -  (TAS -  FT  -  gc)xd(k) 4- (d -  Tbs)iid(k) (5.3.4)
where iid(k) approximates a ' Aj l xd(k). Now, suppose that ed(k) —> 0 for all 
ud(k) ,xd{0) and 2^ (0); then letting ^^(0) and iid(k) vanish (which ensures that 
xd(k) =  0 for all k) establishes condition a. Next, condition c must hold, 
otherwise a ud(.) would always exist to make the last term in (5.3.4) arbitrarily 
large. Similarly, the controllability of the plant implies that the second term in 
(5.3.4) can always be made large unless condition b is satisfied. □
L em m a 5.3.2 Suppose that the plant given by (5.2.3)-(5.2.f) is controllable. 
Then. ud[k) of (5.2.12) estimates a ' Aj l xd(k) if there exists T such that zd(k) 
estimates Txd(k) and
a' =  pc + qT (5.3.5)
r =  a'Afxbs (5.3.6)
Proof: Observe that
ud(k 4- 1) -  a ' A j l xd(k + 1)
=  PVdik) + qzd(k) +  rud(k) -  a'xd(k) -  a ' A j l biid(k)
=  pcxd(k) 4- qTxd(k) -  a x d(k) 4  qed{k)
= qed(k) (5.3.7)
□
R em ark 5.3.1 Note that here p is a scalar and q is a row vector of dimension 
(?? — 1). Hence, solvability of (5.3.5) for p and q, given c, T  and a is guaranteed 
if rank[c' T' a] =  rank[c' T'] =  r?, which is the dimension of the system’s 
state. This condition is generally fulfilled.
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Remark 5.3.2 The observer is open-loop stable if and only if \r\ < 1. Notice 
that stability is guaranteed for sufficiently small sampling time, T0. This can be 
argued by observing that as To —► 0, a' remains bounded, A~l —► I and bs —► 0. 
Theoretically speaking, it does not matter whether the observer is open-loop 
stable or not so long as the closed-loop system is stable. As a matter of fact, 
the stability of r does not affect the closed-loop eigenvalues in our set-up. (See 
Appendix C for proof). However, an open-loop unstable observer is difficult to 
start-up and, in practice, we do wish the observer to be open-loop stable.
Design Procedure for Observer
The problem at hand boils down to determining the dimension of the observer 
required and finding F.g. d.p. q and r such that the output of the observer üd{k) 
estimates a1 A j lXd(k). It is clear that such an observer must itself be observable 
(otherwise its dimension can be reduced).
To facilitate the construction of the observer, we provide here a design pro­
cedure for the single-rate observer.
1. Select T0 according to the recommendations given in [10], [28] and [57].
2. Discretize the continuous-time plant with the selected T0. Let the dis­
cretized plant be represented by (As,bs,c).
3. Using Theorem 5.2.2, the smallest dimension of Zd{k) is (r? — 1).
4. Choose a stable F (for simplicity, choose F  to be diagonal with distinct
eigenvalues) and q = [1 1 ••• 1] E IRlx(n-1*. Solve for p E IR1,
g E R (n_1) and T E IR(n- 1)Xn from T A S -  FT  = gc and a' = pc + qT, 
using the algorithm of [62]. Note that there always exists a unique triple 
p, g and T solving these equations if As and F do not have common 
eigenvalues.
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5. Compute d = Tbs and r  =  a'As l bs.
5.3.2 M ultirate O utput Linear Functional Observer
For a single-output system, m ultirate output sampling effectively produces N °  
independent values of the output over each time interval [zTo, t -f ITo), 
z =  0,1,2,*--- As shown in the proof of Corollary 5.2.1, this increases the row 
rank of the output m atrix C and thereby reduces the observability index of 
the discretized plant. In other words, further reduction in the order of the ob­
server is possible with m ultirate output sampling. This inspires us to investigate 
the structure of the m ultirate output observer and a design procedure for its 
construction.
Structure of O bserver
Recall that with m ultirate output sampling, the discretized plant becomes:
x d{k + l) =  AsXd{k) + bsUd{k) 
Vd(k) = C x d(k) +  diid(k)
(5.3.8)
(5.3.9)
where A s and bs are given bv (5.2.5) and (5.2.6) respectively and
Vd(k)
Vd(k + -j$u)
(5.3.10)
c
cexp (AT0/ N ° )
(5.3.11)
cexp [A(N°  -  l ) r 0/ArO]
0
c Jq° ^  exp (At)bdt
(5.3.12)
r(N°-\)T0/N° exp (At)bdt
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In the same spirit as the single-rate observer, we propose the following struc­
ture for the m ultirate output observer:
A few im portant observations can be made about (5.3.14). First, notice tha t 
(5.3.14) is obtained by replacing yd{k) in (5.2.7) by yd{k). Second, as men­
tioned in the previous section, the order of the observer can be regarded as the 
dimension of the vector [z'd(k) üd(k)]1 i.e. d im (F) +  1. Third, no account is
being taken of the possible need to store entries of yd{k) (which become avail­
able at different times) in defining the state dimension of the observer. Fourth, 
as mentioned in the previous section, there is a need to introduce a delay in 
iid(k) so tha t the m ultirate output observer is causal. This can be easily seen 
by substituting (5.3.10) into iid[k) = pyd(k) +  qzd{k) and examining the tim e 
index on both sides of the equality.
The condition for Zd{k) to be an estim ate of Txd{k) is noted in the following 
lemma which is a trivial variant of Lemma 5.3.1.
L e m m a  5.3.3 The state Zd{k) of (5.3.13) is an estimate. o f T x d(k) if and only 
the following conditions hold.
Condition a: F is stable
Zd{k + l) =  Fzd(k) +  Gyd(k) +  eüd(k) 
ud{k +  1) =  pyd(k) +  qzd(k) +  rud{k)
(5.3.13)
(5.3.14)
Condition b: T A s — FT =  GC
Condition c: e — Tbs — Gd
P ro o f: The same approach as proof of Lemma 5.3.1 □
The construction of iid(k) proceeds virtually the same way as in Lemma 5.3.2.
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Lemma 5.3.4 Suppose that the plant given by (5.3.8)-(5.3.9) is observable. 
Then, üd(k) of (5.3.14) estimates a' A j l Xd{k) if there exists T such that Zd(k) 
estimates Txd{k) and
a' = pC + qT (5.3.15)
r = a 'A jl bs — pd (5.3.16)
Remark 5.3.3 The multirate output observer is open-loop stable if and only 
if IrI < 1. This condition is in turn guaranteed for sufficiently small frame 
period, T0. This can be deduced by observing that as To —> 0, a' and p remain 
bounded, A j l —> /, bs and d —* 0. Remark 5.3.2 on the open-loop stability of
the single-rate observer also applies here. Further, as in the single-rate observer,
the closed-loop stability is independent of r. The proof follows essentially the 
same approach as that in Appendix C.
Design Procedure for Observer
The design procedure uses the ideas of the preceding lemmas, together with the 
scheme of [62].
1. Select T0 according to the recommendations given in [10], [28] and [57].
2. Choose an output-rate multiplicity N °  and discretize the continuous-time 
plant with To obtained in (1). Let the discretized plant be represented by 
(As.bs.C .d ).
3. Using Corollary 5.2.1, the dimension of Zd(k) is ([-*70] — 1).
4. Choose a stable F (again for simplicity, choose F to be diagonal with
distinct eigenvalues) and q = [1 1 • • • 1] £ IR1x^ n^ - 1\  Solve for
p <E IR1xA'0, G6 IR([7 jy-]>x,v0 and T  € ]R([7jW-1)x" from TA,  -  FT  = GC 
and a' = pc 4- qT , using the algorithm of [62]. Again, provided As and F 
do not have common eigenvalues, there always exists a triple T,G and p.
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5. Compute e =  Tbs — Gd and r =  a'As l bs — pel.
5.4 S ingle-input M u ltip le -o u tp u t C ase
5.4 .1  S in g le -ra te  L inear F u n ction a l O b server
For SIMO systems, the general structure of the single-rate observer turns out 
to be a direct extension from the SISO case. For completeness, the structure 
of the strictly causal observer for estimating a ' A j l Xd(k) and conditions for its 
existence are summarized here.
The structure of the single-rate observer for a SIMO system is
zd{k +  1) =  F z d{k) + Gyd(k) +  düd(k) (5.4.1)
&d(k + 1) = PUdik) + qzd(k) + rüd(k) (5.4.2)
and the conditions for its existence are the solvability for a stable F  of the 
equation
T A S -  F T  = GC (5.4.3)
together with satisfaction of the following equations:
d =  Tbs (5.4.4)
a =  pC T (jT (5.4.5)
r = a'A~l bs (5.4.6)
where T  is a linear transformation such that Zd{k) estimates Txd(k).
A design procedure is available in [62], for which the smallest dimension of 
Zd(k) of the observer is ([ |]  — 1) where q is the row rank of the matrix C.
5.4 .2  M u ltira te  O u tp u t L inear F u n ction a l O b server
As foreshadowed in the introduction, the multirate output sampling scheme 
employed here is one with uniform output-rate multiplicity i.e.
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N°  = N°  = • • • = Np = N ° . The structure of the multirate output observer 
with uniform output-rate multiplicity and the associated design procedure also 
turn out to be a direct extension from the SISO case. The structure of the 
multirate output observer is thus given by:
Zd(k + 1) = Fzd(k) + Gyd(k) + eud(k) (5.4.7)
ud{k + 1) = PVd(k) + qzd{k) + riid(k) (5.4.8)
with F stable and T satisfying
T A S -  FT = GC (5.4.9)
There also holds
e = Tbs -  Gel (5.4.10)
a = pC + qT (5.4.11)
C
s = Cexp(ATolN°)
. Cexp[,4(A’° -  l)7o/A'°] . 
0
7 CJ^ e x p  
a  =
. C C ,0- ' )T°/N%xp(At)bdt  
r = a'A~xbs - p d
(5.4.12)
(5.4.13)
(5.4.14)
The design procedure for a multirate output observer is also the same as that for 
a SISO system in Section 5.3. The smallest dimension of zd(k) of the observer 
is given by ([j] — 1) where rank C = r. The condition for solvability of (5.4.11) 
is rank[C' T' a] = rank[Ö' T'].
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5.5 A n E xam p le
To illustrate the ideas presented, we give an example involving a model of an 
electrical circuit consisting of resistors, capacitors and inductors used in [42] 
which is given by:
x(t )  =  Ax(t )  +  bu(t) 
y[t) = cx{t)
where
' _2 1 0 0 0 0 ' T
1 _2 1 0 1 -1 0
0 1 _2 1 0 0 0
0 0 1 - 1 0 1 b  = 0
0 -1 0 0 0 0 1
. 0 1 0 - 1 0 0 _ .0 .
[ 0 0 0 1 0 0 ]
Assume that the states are not available for measurement.
Single-rate Linear Functional Observer
Using Tq =  0.2, the discretized plant is given by
where
A,
t>s
x d{k + l) = A sx d{k) -f baUd(k)
V d { k ) =  C X d ( k )
' 0.6837 0.1339 0.0135 0.0020 0.0154 -0 .0 1 5 3 '
0.1339 0.6666 0.1359 0.0308 0.1646 -0.1624
0.0135 0.1359 0.6983 0.1503 0.0155 0.0010
0.0020 0.0308 0.1503 0.8168 0.0022 0.1790
-0.0154 -0.1646 -0.0155 -0.0022 0.9824 0.0175
0.0153 0.1624 -0.0010 -0.1790 0.0175 0.9639
'0.1669'
0.0330
0.0021
0.0002
0.1977
0.0023
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The open-loop poles of the discretized plant are 0.5083, 0.6440, 0.8509 ± 0.2343? 
and 0.9788 ± 0.0958/. Suppose that the closed-loop poles were assigned to 
0.2472, 0.6183. 0.8150 ±  0.2342/ and 0.9332 ±  0.1142/ via a linear feedback gain 
a'A~l = [-1.5255 0.3548 -1.5366 0.2746 -1.0297 0.005] or
a ’  —  [ —1 0 - 1 0 - 1  0 ].
Now, the problem at hand is to find a minimal-order observer to estimate 
the control law, a1 xj(k). Using Theorem 5.2.2, the dimension of Zd(k) is 
5. Hence, a sixth-order observer (with zd(k) of dimension 5 and with strict 
causality) is sufficient to estimate the control law by Definition 5.2.1 (Note that 
if strict causality were not required, we would use an observer of dimension 5).
Next, the structure of the observer is given by
Zd{k + 1) = Fzd{k) + gyd(k) -f dud(k)
where
Choose
and
F
TAS -  FT = gc
d = Tbs
■o.i 0 0 0 0 ■
0 0.2 0 0 0
0 0 0.3 0 0
0 0 0 0.4 0
. 0 0 0 0 0.5.
[1 1 1 1 1]
Since F and ,4S have no common eigenvalues, there is a unique triple p, g 
and T to TAS — FT = gc and pc 4- qT = a1. Using the algorithm of [62], we get
P -108.32
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9 =
T =
103
104
' 3.9371 - 
-6.3123 
3.0116 
-0.4018 
. 0.0023 .
'-0 .0 0 4 0 0.0361 -0.1470 0.5518 -0.0033
0.0182 -0.1084 0.3430 -1.0379 0.0137
-0.0275 0.1101 -0.2666 0.6066 -0.0184
0.0165 -0.0427 0.0761 -0.1128 0.0093
.-0 .0033 0.0048 -0.0056 0.0032 -0.0014
Further,
d Tbs
‘ -5.7416 - 
31.5805 
-53.2774 
33.8502 
. -6.7547 .
r = a A s 1 bs = —0.4497
Hence, the desired single-rate observer is
Z\d{k +  1 )" ■0.1 0 0 0 0 ' ’zu(k)'
~2 d{k +  1) 0 0.2 0 0 0 z2d(k)
- 3 c / ( k - f  1 ) = 0 0 0.3 0 0 Z3d(k) +  103
~ 4 c i(k +  1 ) 0 0 0 0.4 0 z4d{k)
- z$d(k +  1 ) . . 0 0 0 0 0 .5 . -Z5d{k). _
- -5.7416 * 
31.5805
+ -53.2774 
33.8502 
. -6.7547
i i d { k )
üd{k +  1) =  -108.32yrf(*) +  [l 1 ]
~z\d(k)'
Z2d(k) 
Z3 d(k) 
z4d(k)
- ~5rf( k ) .
—0.1074" 
0.2197 
-0.1363 
0.0235 
0.0004 .
3.9371 - 
-6.3123 
3.0116 I/d{k)
-0.4018 
0.0023 .
-  0.4497we/(fc)
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Note that the observer is open-loop stable and strictly causal.
Multirate Output Linear Functional Observer
Using a multirate output linear functional observer with the same T0 and 
output-rate multiplicity N°  = 3, we obtain the following discretized plant:
Xd(k +  \) =  AaXd{k) + b3ud(k)
yd{k) = Cxd(k) -f dud(k)
where
Vd(k)
C
d
Vd{k)
yd{k + 1/3) 
yd{k + 2/3)
0 0 0 1.0000 0 0
0.0001 0.0041 0.0604 0.9354 0.0001 0.0644
0.0006 0.0149 0.1099 0.8745 0.0007 0.1241
10"4
0
0.0308
0.4618
From Corollary 5.2.1, the dimension of zd(k) is 1. Hence, a second-order 
observer is sufficient to estimate the same control law.
Choose /  = 0.1 and q = 1. Solving tAs — ft — gC and pC + qt = a' for the 
triple p, g and t. we obtain
P
9
t
103 [9.5084 -2.8670 -0.0573]
104 [-0.0082 0.5417 -1.1263]
103 [ —0.0007 0.0125 0.1785 -6.7765 -0.0007 0.1917]
Also
e =
r
ibs -  gd=  -0.0104 
a'A~^bs — pel = —0.4382
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Hence, the desired multirate output observer is given by
Zd{k 1 )
u d { k  +  1 )
0. lzd{k) + 104 [-0.0082 0.5417
-  0 . 0 mü d{k)
103 [ 9.5084 -2.8670 -0.0573]
+ zd(k) — 0.4382u'(/(Ar)
-1.1263]
Vd{k)
yd{k + 1/3) 
Vd(k + 2/3)
Vd(k)
yd(k + 1/3) 
Vd(k + 2/3)
which is open-loop stable and strictly causal. In both cases, the observer gains 
are large. This is a consequence of the choice of very fast estimator dynamics.
5.6 Sum m ary
In this chapter, we have given a new insight into using multirate output sam­
pling in designing reduced-order observers for estimating a single linear func­
tional of the system's state for the purpose of implementing a feedback control 
law. Specifically, we have shown via theory and examples that reduction in the 
order of the observer is possible using a multirate output observer with uniform 
output-rate multiplicity for single-input systems. It turns out that the order 
of the observer only depends on the observability index of the discretized plant 
induced via sampling of the continuous-time plant. The multirate output ob­
server is strictly causal and open-loop stable for sufficiently small frame period, 
T0. The same type of ideas could of course be used to achieve dimension reduc­
tion in the multiple-input multiplie-output case. The algorithm of [63] would be 
relevant here. Further, in the next chapter, we shall emploit the ideas developed 
here to design reduced-order multirate input compensators for output injection 
feedback laws.
C hapter 6
R educed-order M u ltira te  Input 
C om p en sators for O u tp u t  
In jection  Feedback Laws
6.1 In trod u ction
Output injection feedback is a special kind of pole-positioning mechanism 
whereby linear combinations of the output measurements are fed directly into 
the plant’s state. Using output injection feedback, arbitrary closed-loop pole 
assignment can be achieved so long as the plant is completely observable. Nev­
ertheless. this mechansim is in general impractical because inputs to the plant 
normally have to be applied though the input matrix rather than directly to the 
plant s state. In order to secure, at least approximately, the pole-positioning 
effect of output injection feedback while applying feedback at the correct input 
point, a dual-observer based compensator introduced in [53] is used. The dual­
observer based compensator is essentially a linear dynamical system whose input 
and output are the plant’s output and input respectively. Its implementation 
positions the closed-loop system poles at the eigenvalues of the compensator 
and those assigned via output injection feedback. In effect, it circumvents the 
problem of feeding back to an inaccessible point viz the plant state, and allows 
the implementation of output injection feedback. A review of the concept of a
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dual-observer based compensator will be given in Section 6.2.
Since the seminal work of [52]-[53], the search for reduced-order compensator 
designs has been an ongoing process [23],[24], [34], [69] and [76]. Of these, the 
results of [34] and [23] are particularly interesting. As we have reviewed in the 
previous chapter, the authors of [34] studied controllers employing multirate 
sampling of the plant output and showed that arbitrary pole assignment is 
possible by generalized multirate-output controllers of reduced-order. One of 
the main results is that for a single-input system, the order of the controller, 
L , the output-rate multiplicity, A’;° and the observability index, n° are related 
by LN °  > n°. This implies that in order to achieve arbitrary pole assignment 
for an nth-order SISO system, the smallest order of the controller is n with 
single-rate sampling while with multirate output sampling, the smallest order 
becomes [-^ 0 ], with N ° , of course, the ratio of the output sampling rate to the 
input sampling rate.
In [23], it was shown that in the case of estimating a single (but pre-specified) 
linear functional of a system's state, a multirate output linear functional ob­
server (employing multirate sampling of the plant output) has advantage over 
a single-rate output linear functional observer (employing single-rate sampling 
of the plant output ). To be precise, it was shown that by exploring the multi­
rate output sampling mechanism developed in [33], one can design a multirate 
output linear functional observer of dimension much smaller than that of the 
single-rate output linear functional observer. The controller therein can be re­
garded as a combined estimator and state feedback law, which is not really the 
same as the controller in [34]. In the controller of [23], the dynamics of the 
estimator can be chosen separately from those of the closed-loop system with 
true state feedback. Nevertheless, the order of the controller is the same as that 
in [34].
In view of the substantial order reduction achievable by the multirate out-
6.1. Introduction 89
put linear functional observer in implementing linear state  feedback laws, it is 
natural to ask whether the same result could be achieved in output injection 
feedback laws. In this chapter, we show that this is indeed possible. First, we 
consider discrete-time systems and derive the equivalent dual-observer based 
compensator, herein termed a single-rate input compensator. Next, by ex­
ploring the mechanism of m ultirate input sampling developed in [7], we show 
that in the case of realizing the pole-positioning effect of output injection feed- 
back. a m ultirate input compensator (employing m ultirate input sampling of 
the plant input) of dimension much smaller than tha t of a single-rate input 
compensator (employing single-rate sampling of the plant input) can be de­
signed. At this juncture, it is im portant to point out tha t N- in [7] satisfies 
N j  >  (?’ =  1, • • • ,  77?) where N j  and nct are the input-rate multiplicity and
controllability index respectively. In our scheme, N- satisfies 1 < N j  < n c{. Fur­
thermore. the m ultirate input sampling employed here has uniform input-rate 
multiplicity i.e. N[  =  JVj =  • • • =  — N 1.
The structure of the chapter is as follows: a review of the concept of a dual­
observer based compensator appears in Section 6.2. The next section considers 
SISO continuous-time FDLTI systems and derives the structures and design pro­
cedures for the single-rate input compensator and m ultirate input compensator. 
Results pertaining to the orders of both compensators are also presented. In 
Section 6.4, the results from the previous section are extended to the multiple- 
input single-output (MISO) case. The structures and design procedures for 
the two types of compensators together with results concerning the orders of 
the compensators for this case are also presented here. An example of a SISO 
system appears in Section 6.5 to illustrate the ideas and methods described. 
Section 6.6 contains concluding remarks.
90Chapter 6. Reduced-order Multirate Input Compensators for Output Injection Feedback Laws
6.2 R ev iew  o f C oncept o f D u al-O b server B ased  
C om p en sator
In this section, we shall review the concept of a dual-observer based compensator 
introduced in [53]. We recall first the notion of output injection feedback. There 
is prescribed a continuous-time FDLTI minimal plant of the form
where x(t) € IR7!, u{t) £ IR™ and y(t) £ IRP. Output injection feedback is the 
process of postulating a feedback from the output directly to the state derivative, 
so that (6.2.1) is replaced by
For observable (A,C)  , it is always possible to select a 7\e, termed output 
injection gain, so that the eigenvalues of (A -f I\eC ) take prescribed values.
As foreshadowed in the introduction, output injection would be a desirable 
way of repositioning the poles of a system, except that in general it is impracti­
cal: inputs to the plant normally have to be applied “through” B , rather than 
directly, as in (6.2.3). The question therefore arises: can we secure, at least 
approximately, the pole-positioning effect of output injection feedback, while 
applying feedback at the correct input point ? As will be shown in the sequel, 
this is possible using a dual-observer based compensator.
To facilitate the following development, we shall use the concept of a dual 
system.
Definition 6.2.1 [67] The continuous-time LTI system
x(t) = Ax{t) -f Bu(t) .r(0) = .r0 
y{t) = Cx(1)
(6 .2 . 1)
( 6 .2 .2 )
x{t) = Ax(t) + Bu{t) + I\ey{t) 
= (A + KeC)x(i) + Bu(t) (6.2.3)
£{t) = F'Z i t )  + H ' v ( t )  
w(t) = G'i(t) + E'ri(t)
(6.2.4)
(6.2.5)
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is said to be the dual of the system (and vice versa)
x(t) = Fx( t )  +  Gu(t)  (6.2.6)
y(t) = Hx( t )  +  Eu( t )  (6.2.7)
To understand what a dual-observer based compensator is, let us first recall 
the concept of an observer based compensator. There is prescribed a plant in 
state variable form given by (6.2.1 )-(6.2.2). To this plant, we wish to apply 
linear state feedback
u (0  = Kx( t )  + v(t)  (6.2.8)
to position the closed-loop poles. (Here, v(t)  is an external input). Because of 
the unavailability of the plant state, x(t),  as a measured signal, an estim ator 
or observer of x ( t ), or perhaps more efficiently, Kx( t )  is used. An observer of 
I \ x ( t ), termed a linear functional observer, is itself a linear system, driven by 
u(t) and y(t),  of the form
z(t) = Fz( t )  T Gy(t)  T Eu( t ) (6.2.9)
w{t) = P y { i )  +  Q z ( t ) (6.2.10)
and a necessary and sufficient condition for w(t)  to estim ate I \ x( t ) ,  in the sense 
tha t w(t) — I \ x( t )  —» 0 as t —► oc for all v ( t ), .r(0) and r(0), is that
ReA,(F) < 0 (6.2.11)
T A  -  F T =  GC (6.2.12)
E =  T B (6.2.13)
K = P C  + QT (6.2.14)
where T  is a linear transformation such th a t z(t) estim ates Tx(t ) .  Proce­
dures for selecting F.  G et al to satisfy (6.2.11 )-(6.2.14), including proce­
dures which determine the dimension of F , can be found in [62]. We note 
that (z(t) — Tx( t ) )  —> 0 at a rate determined by the eigenvalues of F , and that
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dim(;~(f)) = dim(j’(i)) (Kalman filter type observer),
dim(r(f)) = d\m(x{t)) — dim{y{t)) (Luenberger reduced-order observer, given in­
dependent outputs of (6.2.1)-(6.2.2)) and dim(z(<)) observability index (given 
scalar u(f), and linear functional observer design).
The compensator resulting from the above design results in replacing (6.2.8)
by
u(t) = w(t) + v(t) (6.2.15)
and is
z(t) = (F + EQ)z(i) + (G + EP)y(i) + Ev( t ) (6.2.16)
w(t) = Py(i) + Qz(t) (6.2.17)
(Its inputs are y(t) and v(t) and output is w(t)).
When the compensator is implemented, the closed-loop transfer function 
matrix, obtainable from the combined system equations
’ A A BBC BQ  ' '*(<)' _L B'
Hi). .(G + EP)C F +  E Q . .*(*).
T E. v{t)
y(t) = [C 0] '*(<)"
(6.2.18)
(6.2.19)
is precisely C(sl  — A — BI\ )  l B,  as would result from use of (6.2.8). The 
combined system (6.2.18)-(6.2.19) has uncontrollable modes with eigenvalues
A i ( F ) .
We now outline how a dual-observer based compensator for (6.2.1) -(6.2.2) is 
obtained. (Details will be given subsequently). First, the dual system of (6.2.1)- 
(6.2.2), with transfer function matrix B'(sl  — A')~AC  is found. Next, we design 
an observer-based compensator for this dual plant. Then we take the dual of the 
compensator and use it on the original plant. It turns out that the associated 
closed-loop system transfer function matrix is of the form C(sl  — A — KdC)~l J9, 
which has the form that would result if output injection feedback were applied 
to (6.2.1 )-(6.2.2).
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To understand the details, consider the dual plant
« 0  = A ' m  + c ' v w (6.2.20)
w(t) = B't(t) (6.2.21)
and suppose we wish to apply a linear feedback
m  = K'A(t) + a t )  (6-2-22)
to reposition the closed-loop poles. Here, £(i ) is an external input. With £(t) 
unavailable for measurement, we construct an observer for K'd£(t), of the form
m = Fd\{t) A Gdw{t) A Edr)(t) (6.2.23)
/'(<) = Pdiv{i) A QdHt) (6.2.24)
with
ReA i{Ed) < 0 (6.2.25)
TdA' -  FdTd = GdB' (6.2.26)
Ed II q (6.2.27)
K — Pd B' + QdTd (6.2.28)
where Td is a linear transformation such that A(t) estimates Tj£(t). The as­
sociated compensator, obtained like (6.2.16)- (6.2.17) by combining the state 
feedback law (6.2.22) with the estimator (6.2.23)-(6.2.24), is
Ä(f) = (Fd T EjQj)X(t) T (Gj A EdPd)w(t) T EdC{t) (6.2.29) 
= Pdw{t) + QdMG (6.2.30)
It follows also that the closed-loop transfer function matrix of the combined 
equations
' £ ( < ) ■
[ m l
A' + C'PdB'
(Gd T EdPd)B'
C'Qd ' 
Ed +  EdQd.
[£(0
L a ( 0 J +
’ C
.E d. C(t) (6.2.31)
w{t) = [£ ' 0] [£(*)1U ( o J (6.2.32)
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is B ' ( s l  — A! — C K ' d) l C .  By taking the dual of (6.2.31)- (6.2.32), we see that 
the equation set
u m >  _l p' r >  n rwvn tri
v{t) (6.2.33)x ( t ) ' .4 +  BP'dC B(G'd + Pj E'j )] ' x ( t ) ' _L B '
z{t). . Q'dC r'i + Q'dE d 1.* (0 . T . 0 .
Hit) = [C E'd}
x{t) (6.2.34)
has transfer function matrix G{sJ — A — K dG)~l B.  Observe now that the set 
(6.2.33)-(6.2.34) can be regarded as the interconnection of the original system 
(6.2.1)-(6.2.2) together with a second system, defined by
m  = ( n  + Q'dE'd)z(i) + Q'dy(t) (6.2.35)
u(t) = (G'd -fi P'dE'd)z{t) +  P'dy{t) +  v(t)  (6.2.36)
At the same time, a new output, y(t) is defined by
y{t) = y(i) -fi E'dz(t) (6.2.37)
The second system, with input y(t) and output u(t) (with i'(t) temporarily equal 
to zero), is the dual-observer based compeusator. Its implementation positions 
the closed-loop system poles at the eigenvalues of Fd and of A -fi I \ dC . Note 
that from v(t)  to y(t) rather than from v(t)  to ?/(/) is C ( s l  — A — K dC)~l B; the 
closed-loop modes attributable to Fd are unobservable from y ( t ), but in general 
are observable from y{t).
It is instructive to consider the direct dual of (6.2.29)-(6.2.30). (Notice that 
(6.2.35)- (6.2.36) was obtained by splitting up the dual of an interconnection 
of (6.2.29)-(6.2.30) with (6.2.20)-(6.2.21). The direct dual of (6.2.29)-(6.2.30), 
which has two inputs {w(t) and ({t)) and one output, necessarily has one input 
and two outputs and is
m  = (E'd +  Q'dE'd)z{1) -fi Q'dy(t) 
m  = [G'd T PdE'd)z{f) -fi Pdy{t) 
« (0  =  r'd:(t)
(6.2.38)
(6.2.39)
(6.2.40)
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Of course, ü(t) is used as the feedback part of u(t), while ii(t) is combin- 
able with y(t) to yield y(i). Further understanding of y(t) can be achieved by 
noting that in a (conventional) observer-based compensator, the term Ev(t) in 
(6.2.16) or Ed({t) in (6.2.29) is normally inserted. This is a second input to 
the observer-based compensator. In the dual-observer based compensator, the 
dual of this new input becomes a second output, viz E'dz(t). By deleting the 
input Ev(t) from (6.2.16). we can obtain another compensator such that the 
open-loop system has unchanged eigenvalues while the modes associated with 
Ai{Fd) are now observable from the output. This is akin to the fact that with 
the dual-observer based compensator, the modes associated with A,(Fk) show 
up in the transfer function from u(t) to y(t), but not u(t) to y(t) + E'dz{t).
Apart from the appearance of the distinction between y(t) and y(t), we see 
that the dual-observer based compensator in effect allows implementation of 
output injection feedback (corresponding to replacement of C(sl  — A)~x B  by 
C(sl  — A — K d C ) ~ xB  for some choice of Kj ) .  The dynamics of the dual ob­
server in effect circumvent the problem of feeding back to an inaccessible point, 
the plant state, (which is apparently needed for output injection feedback), just 
like the dynamics of a normal observer circumvent the problem of feeding back 
from an inaccessible point (again the plant’s state).
In some circumstances, one type of observer may be much more attractive 
than the other when it comes to pole positioning. Thus, for a multiple-input 
single-output (MISO) system, a much lower dimension dual-observer based com­
pensator is likely to be possible. It is this idea which will be exploited in the 
later material, since multirate input sampling in some ways is like having extra 
inputs available.
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6.3 S in g le-input S in g le-ou tp u t C ase
6.3 .1  S in g le -ra te  In p u t C o m p en sa to r
In this section, we begin by presenting the general structure of and the de­
sign procedure for the single-rate input compensator which is the discrete-time 
equivalent of the dual-observer based compensator. It also serves as the basis of 
deriving the multirate input compensator and comparing the reduction in the 
dimension of the compensator presented in the later sections. The treatment is 
restricted here to single-input system, and extended to multiple-input systems 
in Section 6.4.
S tru ctu re  o f  C o m p e n sa to r
Without loss of generality, we assume that the SISO discretized plant
xd{k +  \)  =  A aXd{k) +  baUd(k) x d(0) =  x 0 (6.3.1)
yd{k) = cxd(k)  (6.3.2)
inherits the controllability and observability properties of its continuous-time 
counterpart. Here.
T
A s =  exp (.4 To) bs =  /  exp (At)bdt  (6.3.3)
To
where the triple (.4. b.c) represents the continuous-time plant.
In the previous section, we saw that to find a dual-observer based com­
pensator to realize the pole-positioning effect of output injection feedback is 
equivalent to finding a linear functional observer to estimate the single linear 
functional. kd£(t)  for the dual system and implementing the feedback. It follows 
that to find a single-rate input compensator to realize the pole positioning effect 
of output injection feedback for (6.3.1)-(6.3.2) is equivalent to finding a discrete- 
time linear functional observer to estimate the single linear functional, k'e£d(k) 
where ke and £,d{k) are the output injection gain and the state of the dual of
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ZOH PLANT
INPUT COMPENSATOR
SINGLE-RATE
Figure 6.3.1: Connection of Plant and Single-rate Input Compensator
(6.3.1)-(6.3.2) respectively. In view of this, we obtain the following structure 
for the single-rate input compensator:
1) = (F* +  q'e')zd(k) + q'yd(k) (6.3.4)
ud{k) = (g1 + p'e')zd(k) + pyd(k) (6.3.5)
where the relations of F, g, e, p and q to the triple (As,6s,c) are given in
Lemma 6.3.1. The connection of the plant and the single-rate input compensator
is shown in Figure 6.3.1.
The necessary and sufficient conditions for the existence of the single-rate 
input compensator are precisely those for the existence of the discrete-time 
linear functional observer for the dual system. These conditions are contained 
in the following Lemma.
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L em m a 6.3.1 The single-rate input compensator given by (6.3.f)-(6.3.5) exists 
if and only if  the following conditions hold:
Condition a: 
Condition b: 
Condition c: 
Condition d:
|A,(F)| <  1
K = pK  + qS
SA's -  fs = 9v,
e = Sc'
where S  is linear transformation such that Xd{k) estimates S£d(k) with Xd{K)  
and £d{k) being the states of the duals of (6.3.1 )-(6.3.2) and (6.3.f)-(6.3.5) 
respectively.
Proof: The proof is virtually identical with that for the continuous-time
result. □
R em ark 6.3.1 Note tha t here p is a scalar and q is a row vector. Hence, 
solvability of the equation in condition b for p and g, given S and ke is 
guaranteed if rank[6s S' A-e] =  rank[6s S'] = n, which is the dimension of 
the system’s state.
Order of C om pensator
From the preceding material, we see that the single-rate input compensator is 
obtained by taking the dual of the discrete-time linear functional observer (plus 
feedback law). Further, the latter is designed for the dual of (6.3.1 )-(6.3.2) and 
has dimension ( u  — 1) where v is the observability index of the dual of (6.3.1)- 
(6.3.2). Now, it is well-known that the discrete-time plant (6.3.1)-(6.3.2) is 
controllable with controllability index, p =  n and its dual is observable with 
observability index, v =  p =  n. Hence, the order of the compensator is (?? — 1) 
for SISO case. A more general result for the MISO case will be given in the 
later section.
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D esign  P rocedure for C om pensator
The problem at hand boils down to finding F,g.e,p  and q such that the condi­
tions for the existence of the compensator are fulfilled. To facilitate the construc­
tion of the compensator, we outline here a design procedure for the single-rate 
input compensator.
1. Select T0 according to the recommendations given in [10], [28] and [57].
2. Discretize the continuous-time plant with the selected To. Let the dis­
cretized plant be represented by (As,bs,c).
3. Take the dual of the plant and let it be denoted by (A's, c',b's).
4. Choose a stable F (for simplicity, choose F to be diagonal with distinct
eigenvalues) and q = [1 1 • • • ! ]€ IR1x^ -1^ Solve for p £ IR1, g G IR*n-1  ^
and S € from SA's —  FS  =  gb's and k'e =  pb's + gS, using the
algorithm of [62]. Note that there always exists a unique triple p, g and 
S solving these equations if As and F do not have common eigenvalues.
5. Compute e = Sc'.
6. Construct the required single-rate input compensator via (6.3.4)-(6.3.5).
6.3.2 M ultirate Input C om pensator
For a single-input system, multirate input sampling allows N T successive and 
independent values of the input during each time interval [zT0, i + 1T0), 
z = 0,1,2.*** i.e. a new value every To/N1 seconds. Intuitively, this is like man- 
taining the original T0 but increasing the input dimension and the column rank 
of the input matrix, thereby reducing the controllability index of the discretized 
plant. This indicates that further reduction in the order of the compensator 
should be possible with multirate input sampling and motivates us to study
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the structure of the multirate input compensator and a design procedure for its 
construction.
M ultirate  Input Sam pling
Before we deal with the structure and design procedure for a multirate input 
compensator, let us briefly review the concept of multirate input sampling. For 
single-input systems, multirate input sampling means that the plant input is 
changed Ar/ times over the time interval [kT0, k +  17b), A* =  0,1,2,*** where 
the integer N 1 is termed the input-rate multiplicity i.e.
u{t) = a(kT0 + j T )  = ud(k + Jp) (6.3.6)
kT0 +  j T  <  < < kTo +  (j  4- l ) T r 
Ü =  0 ,1 ,-* - , TV7 — l;Ar =  0,1,2,-**)
with T 1 defined by
/  a  Tor j n j  L±_
N 1
(6.3.7)
As a result of multirate input sampling, the discretized plant becomes
Xd(k + \) = A sx d(k) +  Bud(k)  (6.3.8)
yd{k) = cxd(k) (6.3.9)
where As is given by (6.3.3),
B  =  [bm A mbm • • • ] (6.3.10)
A m = exp(A7l/) (6.3.11)
r T '
bm = exp (Ai)bdt (6.3.12)
Jo
Also, Ud{k) is an N 1-vector, with entries given by the N 1 different values as­
sumed by u(.) in the interval [kTo, k + 17b).
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Structure of C om pensator
In the same spirit as the single-rate input compensator, we propose the following 
structure for the m ultirate input compensator:
Zd(k +  1) =  (F' + q'e')zd(k) + q'yd(k) (6.3.13)
üd(k) = {g + pe')zd(k) + p'yd(k) (6.3.14)
where the relations of F , g, e, p and q to the triple (A s, B , c ) are given in 
Lemma 6.3.2.
The conditions for the existence of the m ultirate input compensator are 
noted in the following trivial variant on Lemma 6.3.1
L em m a 6.3.2 The multirate input compensator given by (6.3.13)-(6.3.14) ex­
ists if and only if the following conditions hold:
Condition a: 
Condition b: 
Condition c: 
Condition d:
\ H F ) \ < \
K  =  p B ‘ + gS 
SA', -  F S  =  gB' 
€ =  S c 1
where S is a linear transformation such that Xd{k) estimates S^d{k) with Xd(k) 
and fd{k) being the states of the duals of (6.3.8)-(6.3.9) and (6.3.13)-(6.3.If) 
respectively.
Order of C om pensator
Concerning the order of the compensator, we have the following theorem.
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Theorem 6.3.1 The order of the multirate input compensator required to real­
ize the pole-positioning effect of output injection feedback is > [n/N1] — 1 where 
n and N 1 are the dimension of the state and the input-rate multiplicity respec­
tively.
Proof: The dual of (6.3.8)-(6.3.9) is
&(* + !) = A'a£d(k) + c'rjjik) (6.3.15)
G>d(k) = B 'U k )  (6.3.16)
where £d{k) € IRn, Pd{k) G IH1 and Cod(k) G IR'""7 correspond to the state, input 
and output of the dual system. Now, it is well-known that for almost all choices 
of To,
Tq
rank(6s) = rank( J  exp(At)bdt) = rank(6) (6.3.17)
f To/ N1
rank(6m) = rank( / exp(At)bdt) = rank(6) (6.3.18)
Jo
and (6',exp( A'Tq/ N 1)) will be observable. As a consequence, we have
rank [b'mexpiA'To/N1)] = rank 
= rank
b’expiA'To/N1). 
b'
b'A! (6.3.19)
<4 V
rank b'mexp(.4T0 I N 1) = rank b' exp(A'To/N')
b'm exp(2ylTo/7V/ ) _b'exp(2A'To/N')_ 
r v ~\
= rank
0
b'A'
b'(A')2 _
(6.3.20)
et at and the rank of these successive matrices depend on the observability 
indices of the pair (b'. A ') or controllability indices of the pair (A.b). In any 
case, the row rank of B' can never exceed the number of rows or exceed n. 
Hence, column rank B < N 1 and the result of the theorem follows. □
Remark 6.3.2 Genetically, (6.3.15)-(6.3.16) will have observability index 
[??/A 7] and thus the equality sign will hold in the theorem statement.
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D esign  P rocedure for C om pensator
From the proofs of the preceding lemmas, we summarize here the design proce­
dure for the m ultirate input compensator for a SISO system.
1. Select T0 according to the recommendations given in [10], [28] and [57].
2. Choose the input-rate multiplicity N 1 and discretize the continuous-time 
plant with T0 obtained in (1). Let the discretized plant be represented by 
(As. B . c).
3. Using Theorem 6.3.1, the smallest order of the compensator is ([-^7] — 1).
4. Take the dual of the plant and let it be denoted by (A's, c', B').
5. Choose a stable F  (again for simplicity, choose F  to be diagonal with 
distinct eigenvalues) and q =  [1 1 • • • 1] 6 Solve for
p € IR1**", g € K 'tlW -"* ''"  and S € from SA's -  F S  = gB'
and k'e = pB' +  q S , using the algorithm of [62]. Again, provided tha t A s 
and F  do not have common eigenvalues, there always exists a triple p, g 
and S.
6. Compute e =  Sc'.
7. Steps (4), (5) and (6) result in a causal m ultirate output linear functional 
observer. The required m ultirate input compensator (6.3.13)-(6.3.14) is 
obtained by taking the dual of the constructed m ultirate output observer 
(plus feedback law).
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6.4 M u ltip le -in p u t S in g le-ou tp u t C ase
In this section, we indicate briefly the changes applying when the original system 
is multiple input.
6.4 .1  S in g le -ra te  In p u t C o m p en sa to r
When the original system is multiple-input, it turns out that the general struc­
ture of the single-rate input compensator is a direct extension from the SISO 
case. For completeness, the structure of the compensator to realize the pole- 
positioning effect of output injection feedback and the conditions for its existence 
are summarized here.
The structure of the single-rate input compensator for a MISO system is
zd{k + 1) = (F'  +  q e ) z d(k) +  q'yd(k) (6.4.1)
ud{k) = {g' T p'e')zd{k) +  p'yd(k) (6.4.2)
and the conditions for its existence are the solvability for a stable F  of the 
equation
SA's -  F S  = gB's (6.4.3)
together with the satisfaction of the following equations:
e =  Sc  (6.4.4)
K = PB  5 +  <7'? (6.4.5)
where 5  is a linear transformation such that Aj (k)  estimates 5{</(A*) with Aj (k)  
and £d{k) being the states of the duals of the original discrete-time system and 
(6.4.1 )-(6.4.2) respectively.
The design procedure is the same as that for SISO case except that the 
smallest dimension of the compensator is (// — 1) where // is the controllability 
index of the discretized plant.
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6 .4 .2  M u ltira te  In p u t C o m p en sa to r
As mentioned earlier in the introduction, the multirate input sampling scheme 
employed here has uniform input-rate multiplicity i.e.
Ar/ = Nj  = • • • = = N 1. The structure of the multirate input compensator
with uniform input-rate multiplicity and the associated design procedure also 
turn out to be a direct extension from the SISO case. The structure of the
multirate input compensator is thus given by
zd(k + 1) = (F1 + q'e')zd(k) + qyd(k) (6.4.6)
üd{k) = (g1 + pe')zd(k) +  p'yd{k) (6.4.7)
with F stable and S satisfying
SA's — FS = gB' (6.4.8)
There also holds
e = Sc1 (6.4.9)
k'e = pB1 + qS (6.4.10)
B = [Bm AmBm ••• (6.4.11)
Am = exp(AT0/N ' )  (6.4.12)
f To/ N1
Bm = / exp(At)Bdt (6.4.13)
Jo
The design procedure for a multirate input compensator turns out to be the 
same as that for a SISO system. The smallest dimension of the compensator is 
contained in the following corollary.
Corollary 6.4.1 The order of the multirate input compensator reqxiired to re­
alize the pole-positioning effect of output injection feedback for a multiple-input 
single-output system (A.B,c)  is > [??/Ar/?’| — 1 where n, r and N 1 are the di­
mensions of the state, the column rank of the input matrix B and the uniform 
input-rate multiplicity respectively.
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Proof: The proof follows the same approach as that of Theorem 6.3.1. □
6.5 I llu stra tive  E xam p le
To illustrate the ideas presented, we give an example involving a linear model 
for the equations of motion of a double mass-spring system used in [28]. This 
system is used to study the flexible structure of some mechanical systems, for 
example, a communications satellite with a three-axis attitude-control. The 
state-space description for a particular set-up is given by:
x( t ) = Ax(t) + bn(t) 
y{t) = cx(t)
where
■ 0 1 0 0 ' 'O'
-0.91 -0.036 0.91 0.036
L  _
0
0 0 0 1 0 — 0
.0.091 0.0036 -0.091 -0.0036. .1 .
Single-rate Input Compensator
A sampling period of To = 0.4 is used in [28] so that the sampling frequency 
is 15 times faster than the closed-loop bandwidth of 1 rad/sec. With single-rate 
sampling of the plant input, the discretized plant becomes
Xd(k +  1) =  A s X d ( k )  +  bsiid(k)
where
V d ( k ) =  CXd ( k )
0.9285 0.3876 0.0715 0.0124"
-0.3516 0.9146 0.3516 0.0854
0.0071 0.0012 0.9929 0.3988
0.0352 0.0085 -0.0352 0.9915.
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ba
0.0013
0.0124
0.0799
0.3988
The open-loop poles of the discretized plant are 0.9137 ±  0.3865?’ and 1 with 
multiplicity 2. In [28], the desired closed-loop poles are 0.8000 ± 0.4000? and 
0.9000 ± 0.0500? and the pole-positioning is achieved via a state feedback law. 
Suppose that our desire is to implement output injection feedback rather than 
state feedback to position the closed-loop poles. It turns out that this is achiev­
able via output injection feedback gain,k'e = [—0.4275 — 0.1911 — 0.2537 — 0.0247]. 
Nevertheless, we know that output injection is not feasible because inputs to 
the plant should be applied through bs. Hence, we shall attempt to design a 
minimal order compensator to realize the the pole-positioning effect of output 
injection feedback. As will be shown in the sequel, this is accomplished using 
a single-rate input compensator of order 3. However, using a multirate input 
compensator, the order becomes 1.
The structure of the single-rate input compensator is given by
Zd(k + 1) = (F‘+ q’e')zd(k) + q'yd(k)
where
Choose
and
5 -4 '. -- F S — qK
e — Sc'
'0.1 0 0
F = 0 0.2 0
L  0 0 0.3
« =  [ 1 1 1 ]
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Since F and A s have no common eigenvalues, there is a unique solution p, 
g and S to SA's — FS = gb's and k'e = pb's + qS . Using the algorithm of [62], we 
get
p = -12.08
9
S
415.27 '
-587.68
199.61
1.0263 6.0365
4.0588 -16.48 
3.4437 10.40
-45.01 183.96
87.75 -292.20 
-42.02 113.02
Further,
e = Sc' =
-1.0265
4.0588
-3.4437
Hence, the desired single-rate input compensator is
Z\d{k +  1 )
Z2d{k +  1 ) =
. Z3d(k +  1 ) .
-0.9263 4.0588 
-1.0263 4.2588 
-1.0263 4.0588
-3.4437
-3.4437
-3.1437
\ z u ( k )
Z2 d ( k )
. L23d(k)
+
1
1
1
V d ( k )
U d ( k ) 427.67 -636.71 241.21
Zld(fr)
Z2d{k)
Z3 d { k )
-  12.08 y d ( k )
Note that the compensator is open-loop stable.
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Multirate Input Compensator
Using a multirate input compensator with the same T0 and input-rate mul­
tiplicity N 1 = 2, we obtain the following discretized plant:
Xd(k + 1) = Aaxd{k) + Büd(k) 
yd(k) = cxd(k)
where
ud(k)
B
ud(k)
.ud(k + 1/2). 
' 0.0001 0.0012 
0.0019 0.0105 
0.0200 0.0599 
0.1998 0.1990
From Theorem 6.3.1, the order of the compensator is 1. Choose /  = 0.1 and 
q = 1. Solving sA'a — f s  = gB'  and k'e = pBr -f qs for the triple p, g and 5, we 
obtain
p = [ 806.78 -279.88]
9
$
= [ 334.52 -808.93]
-0.1696 1.1935 0.3774 -105.54 ]
Also,
e = sc' = -0.1696
Hence, the desired multirate input compensator is given by
=d(k + 1) =~0.0696zd{k) -f yd{k)
Ud{k) 197.67
-761.46
Zd{k) - f 806.78-279.88 Vd{k)
which is again open-loop stable.
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6.6 S um m ary
In this chapter, we have given a new insight into using m ultirate input sam­
pling in designing reduced-order compensators for realizing the pole-positioning 
effect of output injection feedback. Specifically, we have shown via theory and 
examples that reduction in the order of the compensator is possible using a 
m ultirate input compensator with uniform input-rate multiplicity for single- 
output systems. It turns out that the order of the compensator only depends 
on the controllability index of the discretized plant induced via sampling of the 
continuous-time plant. The same type of ideas could be extended to achieve 
order reduction in the multiple-input m ultiple-output case. The algorithm of 
[63] would be relevant in this context.
C hapter 7
D iscre te -tim e  Loop Transfer  
R ecovery  v ia  G SH F  B a sed  
C om p en sator
7.1 I n tr o d u c t io n
It is well-known that the plant input robustness properties of a state feedback 
design, such as measured by phase margins, for example, can evaporate with a 
state estimate feedback design [3], [20], [21], [48] and [72]. An important class of 
state feedback design is linear quadratic (LQ) design, with the associated state 
estimate feedback design being the linear quadratic gaussian (LQG) design.
Continuous-time LQG with loop transfer recovery (LQG/LTR) techniques, 
which were developed by Doyle and Stein [21]-[22] and discussed further by Stein 
and Athans [74], have become popular because they allow the desirable feedback 
properties (e.g. [72]) of state feedback schemes to be asymptotically recovered 
(as a design parameter tends to a limit) by output feedback schemes. One 
restriction of the existing LQG/LTR methods is that they can obtain arbitrarily 
good recovery only for continuous-time minimum-phase plants. If the plant is 
nonminimum-phase, the LTR techniques cannot recover the state feedback loop 
arbitrarily well.
The problem of applying the existing LQG/LTR method to continuous-time
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nonminimum-phase systems is highlighted by [80]. In [80], the authors show 
that if the plant is nonminimum-phase, then the quality of the LTR will depend 
on the location of the nonminimum-phase zeros as well as the properties of 
the state feedback loop. Their approach considers a minimum-phase, all-pass 
factored form model for the plant and shows that when the standard LTR 
procedure is applied at the input, the resulting sensitivity function has a certain 
asymptotic property. It is further shown that if the plant is nonminimum- 
phase, the difference between the sensitivity function of the state feedback loop 
and that of the system resulting from an attem pt at recovering using the LTR 
procedure depends on the size of the error function which reflects the difference 
between the actual sensitivity function and the desired sensitivity function. In 
summary, their result shows tha t exact loop recovery does not take place in 
general for nonminimum-phase systems and one can only hope for “almost loop 
recovery” at those frequencies when the norm of the error function is small 
enough.
A number of researchers have attem pted to provide a system atic approach 
to deal with this problem [11],[26],[55],[61],[60],[59], [74]. Stein and Athans 
[74] have suggested several devices to help circumvent this problem. In [11], 
it is stated without proof tha t LQG/LTR can be applied successfully to a 
nonminimum-phase system if the nonminimum-phase zeros are outside the band­
width of the state feedback loop.
In [60], the loop recovery technique is generalised for nonminimum-phase 
plants in the sense that the open-loop properties of certain partial state  feed­
back designs are recovered in a state estim ate feedback controller design involv­
ing the addition of fictitious plant noise. Similarly to [80], the authors employ 
a minimum-phase, all-pass factored form model. The partial state is the state 
of a minimum-phase factor in the model. Their contribution is to extend the 
notion of loop recovery to certain classes of state estim ate feedback design for
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nonminimum-phase plants. The state estimate feedback controller design is 
based on applying known LQG and H 00 techniques [26] and [59]. The mecha­
nism is the following : an initial state feedback design constrains the feedback 
to feedback of only the minimum-phase factor states. Next, the addition of the 
fictitious noise at the input to the minimum-phase factor ensures that when 
state estimators are employed, there is loop recovery.
The drawback of their approach is that certain nonminimum-phase plants 
can never be “robustly” controlled using state feedback of only the minimum- 
phase factor states. In the latter case, when LTR is applied, it is not expected 
that the resulting design will be “robust”. As a consequence, the generalisation 
restricts the class of state feedback controllers to those which feedback only 
the state (or estimator) associated with the minimum-phase states in the all­
pass / minimum-phase factored model. In other words, for some nonminimum- 
phase plants, such controllers are not expected to achieve robust designs com­
parable to those for minimum-phase plants.
In [61], the idea of [60] was extended to LQG designs based on H°°/ H2 
optimisation methods. The key contributions of the paper are to formulate the 
loop recovery objective as a standard H°°/ H 2 optimisation exercise, to avoid 
high estimator or control loop gains, to cope systematically with nonminimum- 
phase plants, and to maintain availability of the optimal state estimates when 
required. Unfortunately, this work inherits the shortcomings of [60] in that it 
only achieves partial loop recovery for nonminimum-phase plants with feedback 
of only the minimum-phase factor states, assuming the plant is factored into a 
product of a stable all-pass factor and a minimum-phase factor.
Recently, extension of the LTR design techniques to discrete-time systems 
has been studied by a number of researchers [36], [55], [65] and [81]. The 
motivation for such an interest is due to the following two reasons: firstly, 
guaranteed feedback properties for the discrete-time LQ optimal regulator or
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Kalman filter do exist [5], [71] and [73], although they are not as attractive 
as in the continuous-time case. Naturally, it is desirable to have a method 
of recovering these properties. Secondly, as seen for continuous-time systems, 
the LTR procedure significantly simplifies the use of the LQG methodology. 
Knowing that it will be recovered in the LTR procedure, the designer can mainly 
concentrate on the design of the state feedback loop.
In [55], the problem of recovering properties at the plant output in discrete­
time is studied. Two types of Kalman filters, namely current-estimation type 
and one-step-ahead prediction type, are considered for the compensator design, 
which is synthesized as the series connection of the Kalman filter and the optimal 
state estimate feedback law. One of the major and interesting results is that 
if the plant is minimum-phase with all its infinite zeros of order one and if the 
cheap regulator is applied to the current-estimation type Kalman filter, then 
the state feedback loop of the observer can be perfectly recovered. It is also 
observed that, although it is generally impossible to have perfect recovery when 
the plant is nonminimum-phase or when the prediction-type Kalman filter has 
to be used, a useful degree of recovery is often obtained. An interpretation of 
this phenomenon in terms of asymptotic eigenvalue locations is also provided 
in [55]. The LQG/LTR procedure developed in [55] will be further reviewed in 
Section 7.2.
In [65], the mechanism of loop recovery in [55] is studied. In order to achieve 
perfect loop recovery and avoid obtaining an unstable controller simultaneously, 
the poles of the compensator are selected so that only the minimum-phase 
zeros of the plant are cancelled. As a consequence, the output feedback loop 
transfer function is still nonminimum-phase. This in turn limits the achievable 
performance, and 'good' loop shapes for the target loop function are difficult to 
achieve.
The LTR procedure using prediction estimators for square discrete-time
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minimum-phase systems is considered in [36]. It is shown that although perfect 
recovery is impossible, the feedback properties obtained by the recovery tech­
niques are those that can be recovered best in the presence of the delay in the 
controller.
The problem of applying existing LQG/LTR method to discrete-time non­
minimum-phase plants is highlighted by [81] which generalises the results of [80] 
to discrete-time. Adopting an approach similar to [80], the authors consider an 
all-pass/minimum-phase factored model for the discrete-time plants and employ 
the LTR procedure proposed by [55]. The results that they obtain are not 
surprising considering that the approach is similar to [80]; similar conclusions 
to those appearing in the continuous-time case are derived.
In this chapter, we consider discrete-time LTR. We explore the zero place­
ment capability of generalised sampled-data hold functions (GSHF) developed in 
[38] and show that any continuous-time plant can be discretized to a minimum- 
phase one with a simple zero at infinity, irrespective of whether the underlying 
continuous-time plant is minimum-phase or not. As a consequence, employ­
ing the discrete-time LQG/LTR procedure for minimum-phase systems of [55] 
in conjunction with the proposed GSHF based compensator, we are able to 
achieve perfect loop recovery irrespective of whether the underlying continuous­
time plant is minimum-phase or not.
This chapter is organised as follows. In Section 7.2, preliminaries pertaining 
to the discrete-time LQG/LTR design procedure in [55] are reviewed. Specif­
ically, the problem of applying the existing method to a nonminimum-phase 
plant is highlighted. In Section 7.3, we present the proposed method of using 
GSHF to position the finite zeros of the continuous-time plant and show that 
the discretized plant can always be made minimum-phase with zero at infinity of 
order one regardless of whether the original continuous-time plant is minimum- 
phase or not. Results for perfect loop recovery are then developed. An example
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illustrating the idea is given in Section 7.4. Conclusions are drawn in Section 
7.5.
7.2 R eview  of D iscrete-tim e LQ G /LTR  Pro­
cedure
In [55], the plant to be controlled is assumed to be modelled as
x d{ k + l )  = A dxd(k) +  B dvd(k) (7.2.1)
Vd(k) = Cdxd(k) (7.2.2)
where x d(k) C R 7i is the state, vd(k) € IRm is the input and yd(k) 6 IR777 is 
the output and A d, B d and Cd are constant matrices. This model is induced 
via standard sampling, with a zeroth-order hold (ZOH), of a continuous-time, 
strictly proper, FDLTI system. To be specific, if the continuous-time system is 
given by the triple (A.B<C ), then
A d = exp (AT0) B d = [  exp(At)Bdi  Cd =  C (7.2.3)
Jo
where To is the sampling time. Further, we assume that the model is minimal 
and B d and Cd are each full rank. The open-loop transfer function of the plant 
is defined as
P,oh(z) = C (7.2.4)
The design procedure is summarized as follows. First, fictitious process and 
measurement noise covariance matrices, W  > 0 and V > 0. are used to obtain 
a steady-state Kalman filter which takes the following form:
x d(k -f 1 /k)  = A dx d(k/k  -  1) +  B dvd(k) +  A dI<j[yd(k) -  Cdx d(k/k  -  1)](7.2.5) 
x d{k/k)  = x d{k/k -  1) +  I \ j[yd(k) -  Cdx d(k/k  -  1)] (7.2.6)
where
K j  =  PC'd( CdPC'd +  V ) -1 (7.2.7)
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and P  is the unique positive semidefinite solution of the Riccati equation
P = AdPA'd -  AdPC'd(CdPC'd +  V ) - l CdPA'd +  W  (7.2.8)
Note tha t the Kalman filter used here is the current-estim ation type. (Some­
times, it is called a filtering observer).
As set out in [55], the dynamics of the plant are augmented if necessary, and 
the W  and V  matrices are adjusted until the frequency response characteristics 
of the Kalman filter are those which the designer would like to obtain at the 
output of the compensated plant. By frequency response characteristics, we 
mean the behaviour of indicators such as the characteristic loci or the singular 
values of the filter’s open-loop return ratio (or sometimes called observer loop 
transfer function)
Hob(z) =  Cd(z l  -  Ad)~'AdK f  (7.2.9)
and/or its closed-loop transfer function
*(z)  = Hob(z)[I + Hob(z)]~' (7.2.10)
Notice tha t the filter's open-loop return ratio is independent of the input m atrix 
B d of the plant.
As a next step of the design procedure, an optimal state estim ate feedback 
controller is synthesized using the performance index
OO
J = J 2 ( vd(k )Rvd(k) +  x'd(k)Qxd(k)) (7.2.11)
k=0
where Q = CdCd >  0 and R = / / q2 with q being a real number. For loop 
recovery purposes (and as indicated below in Theorem 7.2.1), q will be taken as 
very large. (The choice of q =  oo will generally be acceptable in the sense that 
the calculations can be carried through). The optimal state estim ate feedback 
control law is given by
V d ( k )  = - Fx d( k / k ) (7.2.12)
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where the state feedback matrix, F  is given by
F = (B'dM B d +  R)~l B'dM A d (7.2.13)
and M  is the unique positive semidefinite solution of the Riccati equation:
M  = A'dM A d -  A'dM B d(B'dM B d +  R)~l B dM A d +  Q (7.2.14)
Finally, a feedback compensator is synthesized as the series connection of 
the current-estimation type Kalman filter (7.2.5)-(7.2.8) and the optimal state 
estimate feedback controller (7.2.12) in the usual way. It follows that the result­
ing Kalman filter based compensator can be written in the following state-space 
model:
Q(k  + 1) = ( A i -  BdF) ( l  -  KfCd + ( -
vd(k)  = -F(l- I \ j C d)Q(k)  — (7.2.16)
where Q(k) = x d(k /k  — 1). Further, from (7.2.15)- (7.2.16), simple manipula­
tions show that the transfer function of the compensator is given by
C f f H(z) =  zF[zI-(I- I \ j C d-  (7.2.17)
Notice that the compensator has to operate with zero delay, i.e. a new com­
pensator output (plant input) must be available at virtually the time a new 
compensator input (plant output) is introduced with the compensator output 
value depending on the new compensator input value.
To facilitate the following development, we define formally concepts of out­
put feedback loop transfer function, transmission zeros, minimum-phase and 
nonminimum-phase systems here.
D ef in i t io n  7.2.1 When the above discrete-time LTR procedure is used, the out­
put feedback loop transfer function, is defined as
° " ( z )  =  Pzoh( z ) C f f H(z) (7.2.18)
where Pzoh{~) mid Cjfy0 / / (r) are defined by (7.2.J) and (7.2.17) respectively.
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Definition 7.2.2 The transmission zeros of the discrete-time system (7.2.1)- 
(7.2.2) are defined to be the set of complex numbers a which satisfy the following 
inequality
rank a l  — Ad
Cd
Bd' 
0  .
< n + m
The multiplicity of a is equal to its algebraic multiplicity as defined in [54].
Definition 7.2.3 The discrete-time system (7.2.1)-(7.2.2) is termed minimum- 
phase if all transmission zeros lie (strictly) inside the unit circle in the complex 
plane.
A key result concerning discrete-time perfect loop recovery for a minimum- 
phase system is the following theorem.
Theorem  7.2.1 [55] If Pzoh(z) given by (7.2.4) minimum-phase, det(CdBd) ^ 0
and the above discrete-time LTR procedure is used to obtain the Kalman filter 
based compensator given by (7.2.17), then, as q —> oo, perfect loop recovery can 
be achieved asymptotically at the plant output i.e. as q —> oo,
Hzk° H(z) -
R em ark 7.2.1 If det(CdBd) = 0, then Pzoh(z) has fewer than (n — m) finite 
zeros. In this case, even if Pzoh{z) is minimum-phase, there are now not enough 
finite zeros to cancel all the poles introduced by Cfi °H{z) and perfect recovery 
is again impossible. As remarked in [55], the requirement det (CdBd) 0 can 
be satisfied by most sampled-data systems. However, we point out that there 
is an example in [32] where det^C^R^) = 0 for all nonzero sampling time.
R em ark 7.2.2 The mechanism by which recovery is achieved is thus essen­
tially the same as in the continuous-time case: the compensator cancels the 
plant zeros and possibly some of the stable poles and inserts the compensator’s
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zeros. Clearly, this will fail if the plant is nonminimum-phase, the reason being 
tha t there would have to be open-loop unstable pole-zero cancellations leading 
to instability. This is potentially an even more serious lim itation for discrete­
tim e than for continuous-time since the standard sampling process with ZOH 
applied to a strictly proper continuous-time plant is known to introduce zeros, 
some of which always lie outside the unit circle at least for small sampling time 
[9],
R e m a rk  7.2 .3  In the continuous-time case, loop recovery is also achievable 
by designing a state feedback law to give an acceptable (input) loop gain, and 
then designing an estim ator with a process noise covariance m atrix which is 
specially chosen. (Of course, the plant must also be minimum-phase). When 
the approach is attem pted in the discrete-time case, the estim ator becomes a 
one-step ahead prediction type rather than current-estimation type, and con­
sequently, exact recovery is no longer possible, just as when the processing 
delays require for the method described earlier the replacement of (7.2.12) via
Vd(k) =  —Fxd{k/k -  1).
R e m a rk  7 .2.4 Even with perfect recovery, recall that the robustness proper­
ties will not be as attractive in general as those obtainable in the continuous-time 
case.
7.3 P erfect Loop Transfer R ecovery  v ia  G SH F  
B ased  C om p en sator
In this section, we exploit the power of GSHF and show that the finite zeros of 
the discrete-tim e system formed by cascade of GSHF, plant and sampler can be 
arbitrarily placed so that the resulting discretized plant is minimum-phase. A 
block diagram illustrating the interconnection of the continuous-time plant and
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PLANT
GSHF
GAIN
COMPENSATOR
Figure 7.3.1: Connection of Plant and GSHF Based Compensator
the GSHF based compensator is shown in Figure 7.3.1: the subsystem GSHF is 
defined further below.
To fix idea, we begin with a continuous-time, strictly proper. FDLTI. square 
plant with a minimal state-space model:
i(G = Ax{t) + Bu{t) (7.3.1)
y{t) — Cx(t) (7.3.2)
where u 6 lRm and y £ IR7n are the input and output respectively, x 6 IRn is 
the state vector, and .4. B. C are constant matrices.
Using GSHF. the input to the plant, u(t) becomes
u{t) = F{t)vd(k) for t £ [kT0, k + \T0) (7.3.3)
k = 0,1,2,***
where T0 > 0 is the sampling period. F(t) is a To-periodic integrable and 
bounded hold function matrix of appropriate dimension (selectable by the de-
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signer), and Vd(k), whose dimension is the same as that of u(t), is the output 
of the Kalman filter based compensator.
The following equation
for the unknown F(t) with Gd a given constant matrix, plays an important role 
in the design of the GSHF based compensator. The properties with respect to 
(7.3.4) are summarized in the following Lemma.
Lemma 7.3.1 [79] Let {A,B) be controllable, Gd be given and
1. Fo(t) = B'  exp[.4'(7o — t)]W 1 (.4, B,To)Gd is the unique optimal solution 
of (7.3.4) ?7? the sense of minimizing tr /0T° F'(t)F(t)dt;
2. for almost all To > 0. there exists a piecewise constant solution of (7.3.4) 
taking at most n different values in the interval [0, 7o];
3. for almost all To > 0. there exists a sequence of piecewise constant solu­
tions Fk{t) of (7.3.4) which uniformly converges to Fo(t) in the interval 
[0, To] under a usual matrix norm.
Applying (7.3.3) to the system (7.3.1)-(7.3.2) and sampling the continuous­
time state and output, we obtain the following discrete-time system from Vd[k) 
to yd{k):
exp[A(T0 — t)]BF(t)dt = Gd (7.3.4)
o
Then
xd{k + 1) = Adxd{k) + GdVd(k) (7.3.6)
(7.3.7)Vd{k) = CdXd(k)
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where Ad and Cd are related to A and C as in (7.2.3) and Gd is related to the 
GSHF gain F{t) as in (7.3.4). The associated transfer function is
Pgshf(z) = Cd(zl -  Ad)~lGd (7.3.8)
Concerning the discrete-time plant (7.3.8), we have the following important 
lemma.
Lem m a 7.3.2 The discrete-time plant Pgshf{z) can always be made minimum- 
phase with zero at infinity of order one via choice of a suitable GSHF gain, F(t) 
irrespective of whether the underlying continuous-time system (7.3.1 )-(7.3.2) is 
minimum-phase or nonminimum-phase.
Proof: Take arbitrary To > 0 such that
2kn
To 7  ^ z— ------------- r for cLil integers k
Im{pi -  Pj)
whenever Re(p, —p3) = 0 with pt, pj being the poles of the plant. Then (Ad, Cd) 
is observable and {Ad,Gd) is stabilisable, [40], moreover, we can generically 
choose an n x m constant matrix Gd such that
rank
det( CdGd) 
zJ — Ad Gd 
C d 0  .
/  0
=  n + m  V z 6 D
where D = {c € C : |^| > 1} with C = {complex numbers). For such a Gj, 
the above inequalities evidently imply that all finite zeros are minimum-phase 
and lim.z^ozPgshf(z) is nonsingular. A systematic procedure for choosing Gd is 
given in Appendix D. □
Next, we adopt a similar procedure of introducing fictitious process and 
measurement noise covariance matrices, W  and V , as in Section 7.2 to obtain a
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GSHF based compensator. The Kalman filter in the GSHF based compensator 
takes the following form:
d(k + l / k )  = A dx d(k /k  -  1) + Gdvd{k) + A dKj[yd{k) -  Cdx d{k/k  -  l)\ (7.3.9) 
xd(k/k) = x d{ k / T=T)  + Kj[yi ( k ) - C Jxd(k/'k=T)] (7.3.10)
where h  i and P  are as defined in (7.2.7) and (7.2.8) respectively.
Next, the optimal state estim ate feedback law is synthesized using the 
discrete-time performance index given by (7.2.11) with the same state  weighting 
m atrix, Q and control weighting m atrix, R as before i.e. Q =  CdCd >  0 and 
R  =  I / q2 with q being a real number. The optimal state estim ate feedback 
controller is given by
vd(k) = - F x d(k/k)  (7.3.11)
where the state feedback m atrix, F  is given by
F  = (G'dMGd T R ) - l G'dM A d (7.3.12)
and M  is the unique positive semidefinite solution of the Riccati equation:
M  = A'jM A j -  A'jMGi(G'dM Gi  +  ß ) " 1 G'dM A d +  Q (7.3.13)
Finally, a GSHF based feedback compensator is synthesized as the series 
connection of the current-estim ation type Kalman filter given by (7.2.7)-(7.2.8) 
and (7.3.9)-(7.3.10) and the optimal state estim ate feedback controller (7.3.11). 
It is easy to see tha t the state-space model of the GSHF based compensator can 
be w ritten as
Q(k  + 1 )  =  (Ad -  GdF)(I-  K j  +  (Ad -
vd(k) =  —F(I  -  K ; C d)Q(k) -  F I \ j y d(k) (7.3.15)
where Q(k) = x d{k/k — 1). It follows that the transfer function of the compen­
sator is given by
C ° SHF(:) =  ;F[ : I  -  ( /  -  I<jCd)(Ad -  GdF ) } - ' h f (7.3.16)
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The following definition is needed in the subsequent development.
Definition 7.3.1 When the discrete-time LTR procedure using the proposed 
GSHF based compensator is used, the output feedback loop transfer function, 
H j^SHF(z ) is defined as
H °?HF(z) 4  PgahJ( z ) C f f " F(z) (7.3.17)
where Pgshf(z) ar>d Cf ^HF(z) are defined by (7.3.8) and (7.3.16) respectively.
Now, we state the main result concerning discrete-time loop recovery using 
GSHF based compensator.
T heorem  7.3.1 Consider the minimum-phase discrete-time Pgshj(z) with zero 
at infinity of order one given by (7.3.8). If the prescribed LTR procedure is 
applied to obtain the GSHF based compensator given by (7.3.16), then, as q —> 
oo, perfect loop recovery can be achieved asymptotically at the plant output i.e. 
as q —» OG.
ttGS HF
Hkf ( * ) Hob(z)
Proof: The result follows from Theorem 7.2.1 and Lemma 7.3.2 □
7.4 Illustrative Exam ple
To illustrate the ideas presented, we give an example involving a nonminimum 
phase system used in [SO] which is given by:
x(t) =  Ax(t )  +  bu(t) 
y{t) =  cx(t)
where
c = [ 0  1]
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Note that the system has stable poles at —3, —1 and an unstable zero at 5.
Suppose that the goals of our design are to adjust the fictitious process and 
measurement noise covariance matrices V and W  so that the step-response of 
the closed-loop system (7.2.10) meet the following specifications.
(a) Rise time, tr ~  0.1 sec
(b) Settling time, ts < 0.5 sec
(c) Maximum overshoot, Mp < 15 %
It is well-known that for a second-order discrete-time system without any 
finite zeros , £r, ts, Mp and the phase margin, PM  are related to the damping 
coefficient, £ and the closed-loop bandwidth, u c\ as follows [28]:
(Ü)  t  =  —
[ U ) Z S  ( V c l
(hi) £ ^  0.6(1 —100
(iv) PM > 100C
Even though we are interested in sampled data control of a continuous-time 
system, the discretisation of which has a finite zero, we will use these guidelines 
as an initial basis for a design. Using guideline (iii), specification (c) implies 
that the damping coefficient £ must be > 0.51. (Incidentally, this is in line 
with the recommendation of 0.4 < £ < 0.8 for good design given in [28] ). 
Here, we choose £ = 0.6. It follows from specification (b) and guideline (ii) 
that ujci > 15.3 rad/sec. This in turn implies that tr < 0.12 sec according to 
guideline (i). Also, with £ = 0.6, it follows from guideline (iv) that PM  > 60°.
Next, following the recommendations given in [28], the sampling period T0 
is chosen to be 0.04 sec. With this value of T0 and a ZOII interconnecting the 
continuous-time plant and the Kalman filter based compensator, the discretized 
plant becomes
Xd(k +  1) = AdXd(k) +  bdVd(k)
yd(k) = cxd(k)
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where
Ad = exp(ATo) =
f T0
bd = exp (At)bdt = 
Jo
0.9977 -0.1108
0.0369 0.8500
- 0.2021 
0.0331
and obviously, the input to the plant, u(t) is related to the output of the com­
pensator, vd{k) as follows:
u(t) = vd(k) kT0 < t  < (k  + 1 )T0
It is not difficult to see that the only finite unstable zero is 1.223. Thus, the 
discretized plant is still nonminimum-phase and with the Kalman filter based 
compensator given by (7.2.17), perfect loop recovery (in fact, even near perfect 
recovery) cannot be achieved. We shall now present some simulation results to 
further illustrate this.
1 01 
0 0 , the aforementionedIt turns out that with v = 0.04 and W - 
specifications for the step response are met for (7.2.10) i.e. with no loop recovery 
introduced and for a discrete-time rather than sampled-data system. The step- 
response of the closed-loop system is shown in Figure 7.4.1. Notice that this 
is for the discrete-time system, even though the curve is drawn continuously. 
From Figure 7.4.1, tr, ts and Mp are found to be 0.12 sec, 0.44 sec and 14.9 
% respectively. The steady-state position error of < 5% is due to the fact the 
closed-loop system is of type 0.
Corresponding to the aforementioned values of v and W , the Kalman filter 
gain is kj = [3.8173 0.3874}' and the filter’s open-loop return ratio, h0b(z) is
0.4702(^- 0.702)
“  (z -  0.9608)(z -  0.8S69)
A Nvquist plot of /?0t>(~) is presented in Figure 7.4.2. From the graph, the gain 
margin and the phase margin are found to be 59° and 13.3 dB respectively.
Using the LQ optimisation technique with the performance index given by 
^  and r = 1 / q2, the optimal state estimate feedback(7.2.11) with Q = 0 1
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gain /  is calculated as q varies. For each q, the Nyquist diagram of hf j )H(z) 
is then evaluated using (7.2.18). In Figure 7.4.3, the solid curve is the desired 
response shown in Figure 7.4.2. The other curves indicate the Nyquist plots 
of (z) as q varies from 3 to 1000. As q increases beyond 1000, there 
are no noticeable changes in the curves. From Figure 7.4.3, it can be seen 
that the GM ’s for different q are always smaller than 13.3 d B  for all q. The 
PM 's cannot be determined from the plots as (z) never intersects the unit
circle for the frequency range of interest. We further show the corresponding 
step responses when loop recovery is attem pted with the Kalman filter based 
compensator as q varies over the range as before. The simulation results are 
displayed in Figure 7.4.4. In Figure 7.4.4, the solid curve is the desired response 
of Figure 7.4.1. The other curves show the step responses for increasing q. The 
control input for q — 3 is displayed in Figure 7.4.5. The simulation results 
clearly dem onstrate that perfect loop recovery cannot be achieved using the 
existing method of discrete-time LTR.
Next, using the procedure of selecting gd outlined in Appendix D the 
discretized plant is made minimum-phase by gd = [27 2]'. Sampling the
continuous-time plant with the same T0 and a GSHF (whose gains are defined 
later) interconnecting the continuous-time plant and the Kalman filter based 
compensator yields
Xd{k +  1) =  A<tXd(k) +  gvd(k)
yd{k) = cxd(k)
It can be readily shown that the finite zero is now at 0.5. The discretized 
plant from vd{k) to yd[k) is evidently minimum phase. Moreover, the product 
cgd =  2 ^ 0 .  Hence, perfect loop recovery is asymptotically achievable according 
to Theorem 7.3.1. The input to the plant, u(t)  is related to the output of the 
compensator, Vd{k) as follows:
u(t) = f{t )vd{k) kT0 < t < (k + \ )T0
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Multiples of Sampling Time
Figure 7.4.1: Step Response of Closed-loop System
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unit circle
Figure 7.4.2: Nvquist Plot of /i0&(~)
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increasing q
;/ / ..
unit circle
Figure 7.4.3: Nvquist Plots of h0b{z) and h^fH(z)
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increasing q
Multiples of Sample Time
Figure 7.4.4: Step Responses for Loop Transfer Recovery with C%PH(z)
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Multiples of Sampling Time
Figure 7.4.5: Plant Input, u(t) for Loop Transfer Recovery with C ^ H(z)
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with the GSHF gains associated with g</ given by:
m -1957 0 < t < 0.021707 0.02 < t < 0.04
To further demonstrate that perfect recovery is asymptotically achieved us­
ing the proposed method, we show some Nyquist plots for the loop transfer 
function, h^ f HF(z) when q varies over the same range as before. Following 
the same procedure of LQ optimisation outlined in Section 7.3, the Nyquist 
plot of h^jHF(z) is displayed in Figure 7.4.6. Again, in Figure 7.4.6, the solid 
curve is the desired response shown in Figure 7.4.2. The dotted curve shows the 
Nyquist plot of h<gj HF(z) for q — 3. As q increases beyond 9, the Nyquist plots 
of h^j HF[z) overlap with the desired one. We further present the simulation 
results for the step responses when loop recovery using the GSHF based com­
pensator is attempted. The step responses for different values of q are recorded 
in Figure 7.4.7. In Figure 7.4.7, the solid curve is the desired response of Fig­
ure 7.4.1 and is of course a continuous-time step response. It turns out that the 
step response for q = 3, which is the dotted curve, coincides with the desired 
one. The corresponding control input is displayed in Figure 7.4.8. Here, the 
disadvantage of the scheme becomes evident: large values of the control variable 
are encountered. By choosing a smaller value of q, the control excursion will 
become smaller, with some deterioration in the step response. Nevertheless, it 
is clear from the simulation results that perfect loop recovery is asymptotically 
achievable using the proposed method.
7.5 Sum m ary
A new approach to discrete-time LQG/LTR is proposed. The idea revolves 
around the capability of arbitrary zero placement using GSHF. By exploiting 
this power of GSHF. an arbitrary strictly proper, continuous-time, FDLTI plant 
can always be discretized to a minimum-phase one. As a consequence, per­
fect loop recovery is asymptotically achievable using the proposed GSHF based
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Figure 7.4.6: Nyquist Plots of hob{z) and h^fHF(z)
136 C hapter 7. Discrete-tim e Loop Transfer Recovery via GSHF Based C om pensator
Multiples of Sampling Time
Figure 7.4.7: Step Response for Loop Transfer Recovery with C^ f HF(z)
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Multiples of Sampling Time
Figure 7.4.8: Plant Input, u(t) for Loop Transfer Recovery with C^fSHF(z)
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compensator irrespective of whether the underlying continuous-time plant is 
minimum-phase or not. This idea is both substantiated by theories and illus­
trated by an example.
Chapter 8
Gain M argin Im provem ent 
U sing GSHF Based M ultirate  
O utput C om pensator
8.1 In trod u ction
As foreshadowed in Chapter 1, periodic controllers used in conjunction with 
FDLTI plants can offer a new dimension of flexibility in the design process. 
To recap, they have been used to achieve equivalent state feedback without 
observers, pole assignment, zero assignment, gain margin improvement, strong 
and simultaneous stabilisation and the removal of decentralised fixed modes in 
decentralised control. One of these results which is both theoretically inter­
esting and practically significant corresponds to the problem of gain margin 
improvement. The advantage of periodic controllers over LTI controllers in im­
proving the gain margin for a nonminimum-phase FDLTI plant seems to have 
been first indicated in [44]. Nevertheless, the result of [44] is only relevant 
to SISO discrete-time FDLTI bicausal plants with periodic discrete-time dy­
namic compensators. Some years later, a similar gain margin result for SISO 
continuous-time FDLTI plants with periodic continuous-time dynamic compen­
sators of a particular form was reported in [49]. At this juncture, it is important 
to mention that these two results do not involve the implementation of a digital
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controller with a continuous-time plant (through A/D elements, etc). Recently, 
it was shown in [25] that for a discrete-time FDLTI plant, LTI dynamic pre­
compensation with decimation of the plant output (which is equivalent to the 
use of a particular form of linear periodic dynamic compensator) can arbitrarily 
position the finite zeros of the resulting closed-loop system. Using this idea, the 
gain margin result in [44] was generalized to the multivariable case. To be pre­
cise, it was shown that the gain margin can be arbitrarily assigned likewise for 
a multivariable continuous-time FDLTI plant, by way of discretizing the plant 
with a sufficiently small sampling time and suitable choice of a digital periodic 
controller. The design procedure together with its drawback for this kind of 
controller, termed a conventional periodic controller, have been briefly reviewed 
in Chapter 2.
As we have also seen in Chapter 2, another kind of digital periodic controller 
which possesses the capability of gain margin improvement is a GSHF based 
dynamic compensator proposed in [79]. In [79], further improvement of gain 
margin using a GSHF dynamic compensator over a conventional periodic con­
troller was revealed. The approach therein is different from that of [25]. The 
key idea revolves around positioning the finite zeros of the discretized plant via 
the use of a GSHF developed in [38]. One of the interesting results is that for 
a SISO, strictly proper, continuous-time, FDLTI plant, significant gain margin 
improvement using a GSHF based dynamic compensator over a conventional 
periodic digital controller is achieved. Unfortunately, the compensator so de­
signed is not necessarily strictly causal. The disadvantages of a nonstrictly 
causal compensator are two-fold: first, it is well-known that it is practically 
difficult or sometimes impossible to implement a nonstrictly causal compen­
sator due to the implied assumption of zero computation time. Second, as has 
been shown in [77], stabilisation by a nonstrictly proper controller is never ro­
bust against singular perturbations whereas stabilisation by a strictly proper
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controller is always robust against singular perturbations. In this chapter, we 
explore the concept of multirate sampling of the plant output developed in [33] 
and propose a new type of GSHF based compensator which employs multirate 
sampling of the plant output with output-rate multiplicity, N°  = 2. Using 
the proposed compensator, not only the maximal level of gain margin obtained 
in [79] can be achieved, but also, more importantly, the new compensator is 
strictly causal. As a consequence, it is more easily realisable and guaranteed to 
be robust against singular perturbations.
The chapter is organised as follows: a review of the GSHF dynamic com­
pensator developed in [79] appears in Section 8.2. In particular, the formula 
for the maximal level of achievable gain margin derived in [79] is simplified. In 
the next section, the GSHF based multirate output compensator is proposed. 
An explicit formula for the maximal achievable gain margin achievable by the 
new compensator for the SISO plant considered in Section 8.2 is derived. A 
design procedure for the construction of the proposed compensator is also out­
lined. It is further shown that the maximal level of gain margin obtained in [79] 
can be achieved by the new compensator. An example appears in Section 8.4 
to illustrate the ideas and methods presented. Section 8.5 contains concluding 
remarks.
8.2 R ev iew  o f G SH F  B ased  D y n a m ic  C om ­
pen sator
Consider a SISO, strictly proper, continuous-time, FDLTI plant P(s) with a 
minimal state-space model given by
x(t) = Ax(t) T bu(t) t ( 0 )  = a'o (8.2.1)
y{t) = cx(t) (8.2.2)
For simplicity, the following assumption is made.
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A ssu m p tion  8.2.1: All the unstable poles of P(s)  are assumed to be simple 
and in H .
The GSHF dynamic compensator proposed in [79] has the form
zd(k +  1) =  Aczd(k) +  bcyd{k) (8.2.3)
vd{k) = cczd{k) +  dcyd(k) (8.2.4)
u(t) = f { t ) vd(k) (8.2.5)
t £ [kT0, (k +  l)To)
k =  0 ,1 ,2 , • • •
where zd(k) £ IRnc, Vd(k) £ IR \ vd(k) € 1R1, To > 0 is the frame period 
(which is also the sampling period for single-rate sampling), Ac, 6C, cc and dc are 
constant matrices of appropriate dimensions and / ( / )  is a 7o-periodic integrable 
and bounded matrix function of an appropriate dimension. Note that the frame 
period To is chosen according to the recommendations given in [10], [28] and [57] 
and such that To ^  2T’7r/Im(pt — pj) whenever Re(p, — pj) =  0, k =  0,1,2, * • 
The latter condition ensures tha t the discrete-time poles are also simple. Note 
also that in general dc ^  0 so that the compensator is not strictly causal.
The following equation
/  exp[A(T0 - t ) ] b f ( t ) d t  =  gd (8.2.6)
Jo
for the unknown f ( t )  with gd a given constant vector, plays an important role 
in the design of the GSHF based compensator. The properties with respect to 
(8.2.6) are summarized in Lemma 7.3.1 of the previous chapter.
Applying the GSHF control law of (8.2.3)-(8.2.5) to the continuous-time 
plant (8.2.1)-(8.2.2) and sampling the continuous-time state and output with 
single-rate To. we obtain the following discrete-time system from vd(k) to yd{k).
xd{k +  1) =  Adxd(k) +  gdvd(k) (8.2.7)
( 8.2.8)Vd(k) =  cxd(k)
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where
Ad =  exp(ATo) (8.2.9)
and gd is related to the GSHF gain f ( t )  as in (8.2.6). 
The associated transfer function is
P(z) =  c (z l  -  Ad) - l gd ( 8 .2 . 10)
Note that the discretized plant is strictly causal.
The following definition is needed in the subsequent development.
D efinition 8.2.1 Let P{s)  denote the transfer function of the SISO continuous- 
time FDLTI plant given by (8.2.1)-(8.2.2). For a given To > 0, define the 
maximal achievable gain margin I \ j x of P(s)  with respect to GSHF compensation 
as
Kji  — siip{k2/ki  : 0 < k\ <  1 < k2 and there exists
Concerning the maximal achievable gain margin for (8.2.1)-(8.2.2), we have 
the following theorem.
T heorem  8.2.1 [79] Adopt Assumption 8.2.1. Let I \ j : be as defined in Defi­
nition 8.2.1; then. for almost all sampling periods Tq > 0 ,
a controller (8.2.3)-(8.2.5) stabilising kP(s)  for all k £
( 8 .2 . 11)
where
( 8 .2 . 12)
and
e = [1 1 ••• (8.2.13)
(8.2.14)6 I R ^ « ^
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where pt i = 1,2, • • • , Ar2 are the unstable poles of the continuous-time plant
P(s).
In the sequel, we shall show tha t the above expression can be simplified to 
a form which does not involve m atrix inversion.
T heorem  8 .2 .2  Adopt Assumption 8.2.1. The maximal level of achievable gain 
margin, , in Theorem 8.2.1 can be written as
( 1 +  exp[(— U ll2! P, )7o]\ 2
U  -ex p K -E S .P .P ’o]/
(8.2.15)
where the p,, i = 1 . 2 . - - - , Ar2 denote the unstable poles of the continuous-time 
system P(s).
Proof: Define A, = exp(— plTo). Observe that
Lt =  [ 1/(1 -  A.Äj)] (8.2.16)
Further.
det Lt e' e 1 =  (1 — e Lt e')det( L j)  =  det (Lt — e'e) (8.2.17)
Since I A,-1 < 1, it follows that
L t  =  [ E £ o ( A ,
E
k=0
Ek= 1
( A i ) t  1
(A2)k
. (Ajv2)*'_
( A , ) 1' 1 
( A 2 ) ^
.  ( A;V2 I 1'  _
[ ( Ä , ) fc ( Ä 2 ) fc • • •  ( Ä Ag q
\
[ ( Ä , ) t  ( Ä 2 ) *  ( Ä jv, ) * ] +  e'e (8.2.18)
/
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So.
1 (M * 1 \
oo
Lt -  e'e =
(A2)fe
[(Ä.)1 (Ä2)fc • • (AN2)fc]
k=1
\ A^N2)k . /
= diag{Ai} Ir diag{A,} = 1,2, • • •, (8.2.19)
It follows from (8.2.17) and (8.2.19) that
(1 — e I T1e/)det(Lr) = det(diag{Ai})det(L7 )det(diag{A,}) (8.2.20)
{i = 1,2, • • •, N2)
i.e.
n2
1 -  eLTle' = Y[ |A,-|:
n2
<*t =  i t  I A,'I
J = 1
Since complex conjugates always occur in pairs and |A,| = A,- for each real A,, 
we have
n2 n2
<*T =  n  A> =  eXP [ (~ Y lP i ) } T0
1=1 J =1
Hence, the result of the theorem is established. □
8.3 G SH F  B ased  M u ltira te  O u tp u t C om p en ­
sator
The proposed GSHF based dynamic compensator employing multirate sampling 
of the plant output with output-rate multiplicity, N°  = 2 consists of an LTI 
compensator and a GSHF control law as follows:
Zd(k T 1) = ÄcZd(k) T Bcyd(k) (8.3.1)
vd(k) = Cczd(k) (8.3.2)
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GSHF u(t) y(t)
GAIN
-►  PLANT
v(kTo) STRICTLY CAUSAL y(kTQ)
Multirate
Sampling
LTI CONTROLLER
Figure 8.3.1: Closed-loop Configuration with the Proposed Compensator
where zd{k) £ IRnc, Vd{k) 6 IR1 and the collection of the output measurements 
in the time interval [kT0, k +  1J 0), k =  0.1.2. • • • are given by
Here. J 0 > 0 is the frame period. T°  = T0/ N °  is the sampling time, N °  =  2 is 
the output-rate multiplicity. ,4C. Bc and Cc are constant matrices of appropri­
ate dimensions and f( t )  is a Jo-periodic integrable and bounded hold function 
matrix of appropriate dimension.
Applying the proposed compensator (8.3.1 )-(8.3.3) and sampling the contin­
uous-time state by single-rate J 0. and the output with multirate, J ° ,  the fol­
lowing discrete-time system from vd(k) to yd{k) is obtained:
U(C = f{t)vd{k) (8.3.3)
t C [kTo. (k -f 1) Jo) 
k =  0.1.2,-**
(8.3.4)
xd(k + 1 )  =  A,jxd(k) +  gdVd(k) (8.3.5)
8.3. GSHF Based Multirate Output Compensator 147
Vd(k) =  CdXd(k) +  dd vd(k)
where A d is as defined in (8.2.9) and
9d
Cd
dd
j o
\  exp[A(T0 -  t )]bf(t)dt  
Jo
[cexp(A T0/2).
0
■ f o °  exp[A(T0 -  t)]bf(t)dt.
The associated transfer function is
P(z)  = dd + Cd( z l  -  A d) - 'g d
(8.3.6)
(8.3.7)
(8.3.8)
(8.3.9)
(8.3.10)
By suitable choice of gj, the discretized plant can merely have finite and stable 
zeros. A procedure for choosing gd for this purpose is given in Appendix D. 
For a given constant m atrix gd, the relation of gd to the GSHF gain, f ( t ) is 
as defined in (8.2.6). Further, Lemma 7.3.1 applies here. A block diagram 
showing the closed-loop configuration with the proposed compensator is shown 
in Figure 8.3.1.
Note tha t the discretized plant has a direct feedthrough term , dd. We remark 
tha t the notation, though perhaps standard, is a little misleading; in view of 
(8.3.4), the two entries of yd{k) are not both available at tim e kT0, but one 
is available only at time kT0 + T ° . A non-strictly causal compensator using 
yd{k) as input at time kT0 could not then actually operate. In (8.3.2), vd(k) 
assumed to be available at tim e kTo. depends on f/^(/)for / < k and thus the 
tim e for complete receipt of yd(k)r which is (k — l/2 )7o  until k 7o,is available for 
computation.
The following definitions are needed for the subsequent development.
D efin itio n  8.3.1 The zeros of a discrete-time system are termed stable if they 
lie strictly inside the unit circle in the complex plane.
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Definition 8.3.2 Let P{s) denote the transfer function of the SISO continuous­
time FDLTI plant given by (8.2.1 )-(8.2.2). For a given To > 0, define the 
maximal achievable gain margin I \ j2 of P(s) with respect to the GSHF based 
multirate output compensation as
I \ j2 = sup{k2/k\ : 0 < k\ < 1 < k2 and there exists a strictly causal 
controller (8.3.1 )-(8.3.3) stabilising kP(s) for all k £ [^1 ,^ 2]}
As foreshadowed in the introduction, the proposed compensator is strictly 
causal rather than just causal. Before we give a theorem concerning the exis­
tence of such a controller, we state here a result concerning the existence of a 
strictly causal LTI controller for achieving any prescribed gain margin.
Lemma 8.3.1 [79] Let P{z) be the discrete-time plant which has no unstable 
zero except an infinity zero of multiplicity 1. Assume that the unstable poles of 
P{z) are exp(p,7o), (?’ =  1,2. - • •, N,) and are simple where Rept, To > 0. Then 
the maximal gain margin of P (z ) with respect to proper LTI controllers tends 
to infinity when To goes to zero.
Now, we state and prove the theorem concerning the existence of a strictly 
causal GSHF based m ultirate output compensator.
Theorem 8.3.1 Adopt Assumption 8.2.1. Consider the SISO, strictly proper, 
continuous-time, LTI minimal plant P (s) given by (8.2.1 )-(8.2.2). Let I \ j x be 
as defined in Definition 8.2.1. For a prescribed level of gain margin k2/k\ < AYi 
with 0 < ki < 1 < k2, there always exists a strictly causal GSHF based multirate 
output compensator (8.3.1 )-(8.3.3) stabilising kP(s) for all k £ [A*i, k2\.
Proof: Let P denote the ring of proper rational functions which are stable
in the discrete-time sense. Then P{z) in (8.3.10) has a Smith-McMillan form 
over H as follows:
r i i / d i '
0
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where 0 represents the zero matrix of appropriate size, (ni,di) are coprime over 
R and ni/di  will have unstable poles exp(plT0) (i = 1, • • •, N2) but stable finite 
zeros (owing to suitable choice of gj described in Appendix D). (See [39] for 
details on Smith McMillan form.) Applying Lemma 8.3.1 to ni/zdi,  we can 
conclude that there is no problem in constructing a strictly causal compensator 
Ci(z) stabilizing n-i/di for all k £ [fci, fo] and achieving any prescribed gain mar­
gin, k2/k\ < I \tx • (An outline of a procedure for constructing the compensator 
is given subsequently). Hence, the result of the theorem is established. □
Remark 8.3.1 In [79], it was shown that given k] and k2, a strictly causal 
GSHF compensator stabilising kP(s) for all k £ [A'i, Ä'2] can be constructed for 
a SISO continuous-time FDLTI plant. Nevertheless, the plant considered is 
bicausal rather than strictly proper.
Corollary 8.3.1 Let K jx and A’j2 be as defined in Definition 8.2.1 and Defi­
nition 8.3.2 respectively. Then,
K t2 > K Tx (8.3.11)
Proof: The result follows from the proof of Theorem 8.3.1 and Defini­
tion 8.3.2. □
A systematic procedure towards constructing a strictly causal GSHF based 
multirate output compensator is now outlined:
1. Select To according to the recommendations given in [10], [28] and [57] 
and To ^  2^7r/Im(p! — pfi) whenever Re(p, — pj) = 0, A: = 0,1,2,-**. The 
latter condition ensures that the discrete-time poles are also simple under 
Assumption 8.2.1.
2. Choose an output-rate multiplicity N °  = 2 and discretize the continuous­
time plant with T0 obtained in (1). Let P(z)  denote the transfer function 
matrix of the discretized plant.
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3. Choose a gd so tha t the plant has no unstable zeros. A procedure for this 
purpose is given in Appendix D. The corresponding f( t )  can be computed 
via Lemma 7.3.1.
4. W ith a suitable unimodular m atrix, C/(z), transform P{z)  to the following 
Smith-McMillan form in R i.e.
where the zeros of pi(^), denoted by i =  1,2, • • • , 7V2, are finite and 
stable. The reason for obtaining stable zeros is to simplify the construction 
of the sensitivity function in the next step.
5. Given ki and k2 with k2/ki < I\tx , compute N  from
By (8.2.15), there always exists N  > 1. As will be shown later, this form 
of k2/k\ is related to obtaining a strictly causal compensator. Further, 
the value N  has implication on the stability of the sensitivity function, 
* i ( z ) .
6. Construct a sensitivity function Si(~) according to the procedure outlined 
in Appendix E. One such sensitivity function $i(z), is
U(z)P(z) =
(8.3.12)
si(z)
4^i<'2Af n ^ i [ -  -  exp(p,T0)][exp(p,To)g -  1]
A (z)
where
A(z ) = (k2 ~ ki )N2 JJ[exp(piro)2 -  l]2
2 =  1
-  2{k2 -f ki -  2kik2)N ]^[[^ -  exp(p(T’o)][exp(plTo)2: -  1]
+ ( h  ~ k i ) ni~ “  exp{piT0)]2
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with N  > 1.
7. The corresponding LTI compensator is given by
ci (z)
1 ~ si(z) 
s l {z)pl {z)
A(z)  -  4 h k 2N U j I=i[z ~  exp(p,To)][exp(p,To)2r -  1]
4A'ik2 nf=i[exp(ptT0)z -  l][z -  zdyi\
[(ATn S i  exp(p,T0) -  \ )2k2 -  ( N U &  exp(PtT0) +  l ) 2^ ] ^  
Ak\k2N  n S i [ exp(pt7o)2 -  l](z -  2 d,,)
terms of degrees lower than 2N2 
+ Akik2N l\?Mexv(PiTo)z - ! ] ( • ? -  *d,,)
where zd/ s  are the stable and finite zeros of P\{z) .
8. Define
C(z) =  [c,(z) 0 ]£/(*)
= [c i,i(;) c ,l2(z)]
where each Cij(z) , j  =  1,2 is of the form
(I _)_ 1 bj'2 z n 2  +  • • • 4 -  bJM
(j zn +  arz " -1 +  ö2r ri- 2 +  • • • +  a n
dj = [(Ar exp(p,To) -  1 )2k2 -  {N J J  exp(p,T0) +  1 f k^/ Aj
i=1 i=l
where .4j’s, a , 's and b j / s are constants. Note that with the choice of k2/ki  
in step (5), dj =  0 j  =  1,2.
152Chapt.er 8. Gain Margin Improvement Using GSHF Based Multirate Output Compensator
9. The proposed GSHF based multirate output compensator can then be 
constructed as
z j , d ( k  + 1 ) —
—a\ ~ a 2 —«3 • • • —a n- i —a
1 0 0 ••• 0 0
0 0 0 ••• 1 0
3 0 0 ••• 0 1
V
o
+ 0 y ( k  + - T 0) 0  =  1 , 2)  
J
_0_
> 1.1  b1,2 ••• b\ ,n 2^,1 &2,2 h . n ]
zj,d{k)
’ z h d W
■ Z2 Ak).
We remark that from step (6) of the design procedure, it can be seen that 
the ratio of the constant term of A(z) and the coefficient of z2N2 is given by
R = ~  k' ) (N2 exP[(Ef=2i 2pi)T0] +  1) -  2(k2 A h -  2k1k2)Nexp[(J2jIJ l pt)T0]
(^2 ~ h ) ( N 2 + e x p [ ( ^ 21 2pi)T0]) -  2{k2 + kx -  2kxk2) N expffE^?, Pi)T0]
It is easy to see that R  —► 1 as N  —► 1. As a consequence, the product of the
poles of Si {z) —> 1. This implies that the sensitivity function tends to instability.
8.4 A n E xam p le
For the following example
0  + 1)0 - 2)
it has been calculated m [79] that the maximal gain margin of the plant using 
a cntisal GSHF compensator is given by
A- = / l + e x p ( - 2T0) \ 2
’ \1-exp(-2r0)y
8.4. An Example 153
In particular,
100.63 To = 0.1
25.67
ÖII
4.68 To = 0.5
3.99 7o =  0.55
From this data, it is observed that K j x decreases rapidly as T0 increases.
Now, we shall construct a GSHF based multirate output compensator and 
show that the same level of gain margin is obtained.
Consider the following state-space model of the plant
1 O b = r1 /31
L o 2 J L1/3J
c = [ 2  1]
Choose Tq = 0.1, N°  = 2 and gd 01 so that the plant has finite and stable
zeros . One of the GSHF gains associated with gd can be found as follows:
m 370.6 0 < t <  0.05-352.5 0.05 < t  <0.1
Then,
where
P{~) = dd + Cd[zl -  exp(ATo)] gd
1
 ^ -  1.2214
1
.18.6409(2 -  1.1621).
Cd =
dd =
. cexp(/4T0/2 ) .
’T o/ 2
2 1
1.9025 1.1052.
“ 0 1
t)]bf(t)dtn .18.6409.
With the following unimodular matrix
^+1.6005 0 .05365?-t-0.0623 ’
T [ ( ~ \  — 2+0.5 2+0.5
L ~  18.6409(2- 1.2214) i
2+0.5 2+0.5
P(z)  has the following Smith-McMillan form in R
U(z)P(z)
r r+0.5 -1
> l ( * ) ‘2- 1.2214 _
L 0 0  J
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Using the procedure of constructing a sensitivity function, Si(z) outlined in 
Appendix E, the required sensitivity function is
S l ( z )
4kik2N{ z  -  1.2214)(1.2214c -  1)
W )
where
A( z )  = [4 .8856^ ^ ^  4- (1.22147V -  1 )2k2 -  (1.22147V +  1 )2kx\ z 2
-  [9 .9673^ ^ ^  -  2(2.4918Ar -  1.2214(7V2 4- 1 ))k2
-  2(2.49187V +  1.2214(7V2 4- l))fci]*
4- [4.88567VÄqk2 + ( N  -  1.2214)2Ar2 -  (N  +  1.2214)2A-1]
For N  =  1.01,
A{ z )  =  (4.9345M*2 4- 0.0546fc2 -  4.9S9A'j ) - 2
-  [10.067A'! A’2 -  0.0988A:2 -  9.9682Aq]z 
4- [4.9345Aq A*2 +  0.0477*2 -  4.9792Aq]
Then, the corresponding LTI compensator is
_  l - Sl (z)
8l ( z ) p i ( z )
(0.0546A-2 -  4.989A’! ) z 2 -f (0.0988A'2 4- 9.9682A:x)z  + (0.0477Ar2 -  4.9792*0  
4.04A'1A’2( 1.2214^ — l)(c 4- 0.5)
Define
C(z)  ±  [cx(z) 0 }U(z)
=  h .i ( - )  ch2{z)]
where
0.0111 1.0111
A'i k'2
1 0.0377  , 1 .9 8 3 3 \ _  2 , ( 0.0417  , 2.2242  \  _  , /  0.0155  1.615  \
, t  [ZEZ t  +  -K
c3 + 0.1813c2 -  0.5687c -  0.2046
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Cl, 2(2)
0.0006 0.0542
k2 ’
/  0 .0018 , 0 .2249 \  ^2  1 ( 0 .00018  , 0 .0717  , ( 0.0006  0 .0629  \
7~ +  ~ k T > z  +  l~TT~ + ~ k T > z  +  h T  >
z3 + 0.1813z2 -  0.5687z -  0.2046
It follows that the compensator is strictly causal if and only if k2/ki  = 91.37. 
This is the gain margin achieved by the proposed compensator for To = 0.1. 
For comparison, it has been calculated in [25] that the maximal gain margins 
achieved by conventional LTI compensator and conventional periodic controllers 
with the same T0 are 4 and 25.67 respectively. Further, as shown earlier, with 
respect to causal GSHF compensator with the same To, the maximal gain margin 
is 100.63. Note that our compensator is strictly causal, rather than just causal. 
As a consequence, it is more easily realisable and guaranteed to be robust against 
singular perturbations whereas the compensator in [79] may not be.
Observe also that with k2/ki  = 91.37, the ratio of the constant term and 
the coefficient of z2 of the sensitivity function Si(z) is < 1 for k2 > 1 > k\ > 0. 
Hence, the sensitivity function is stable. It can be shown that by taking N  
even closer to 1. the gain margin achieved by the proposed compensator tends 
to 100.63. Nevertheless, as mentioned earlier, the sensitivity function tends to 
instability.
The proposed GSHF compensator with multirate output sampling can be 
constructed as
z l,d{k + 1) —
'-0.1813
1
0.5687
0
0.2046'
0 z \,d{k) +
V
0
0 1 0 0
-0.1813 0.5687 0.2046'
1 0 0 
0 1 0
1
0
0
z2,d{k + 1 ) z2 ,d(k) + Vd{k + 1/2)
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/ M  0.0377 , 1.9833 0.0417 , 2.2242 0.0155
M k)  =  —fcl— l— jfc7“  ~kT + ~kT  T "
0.0018
i
■ 0.0717 0.0006 _  0.0629
k2 h7 k\
’*iAkY 
.* 2  A k )
u( t ) =  f{t )vd(k) t £ [kT0, k  +  1T0), k = 0 ,1 ,2 , •••
8.5 Sum m ary
In this chapter, we have shown that for a SISO, strictly proper, nonminimum 
phase, continuous-time, FDLTI plant, the closed-loop gain margin obtained via 
GSHF based dynamic compensator employing m ultirate sampling of the plant 
output is significantly improved over tha t achieved via a conventional periodic 
controller used in [25]. It turns out tha t the maximal level of gain margin 
improvement obtained in [79] can be achieved by the proposed compensator. 
More significantly, our compensator is strictly causal rather than just causal. 
As a consequence, our compensator could be implemented in practice and is 
guaranteed to be robust against singular perturbations whereas the compensator 
proposed in [79] may not be.
C hapter 9
C onclusions and D irectio n s for 
F uture R esearch
9 .1  C o n c lu s io n s
This thesis has further identified some advantages and disadvantages of peridoic 
controllers for FDLTI systems. On the one hand, we have mainly been concerned 
with identifying possible drawbacks of M ROC’s so tha t they can be possibly 
accepted by engineers and managers in the industry. On the other hand, our 
research has been mainly directed towards identifying possible advantages of 
periodic controllers in solving other control problems. In retrospect, the major 
contributions can be summarized as follows.
We have identified two possible drawbacks of M ROC’s in their practical 
applications. The first one involves identifying two situations where the gain 
m atrix of the controller will acquire extremely large entries as a result of inap­
propriate choice of the frame period, T0. This results in amplification of noise 
or nonlinearity in a practical situation even though the ideal plant will remain 
well-behaved. To help circumvent the problem, we provide some rules of thumb 
for the choice of the frame period, T0 that will ensure th a t excessive gain values 
are avoided for both cases when using the M ROC’s. The second one concerns 
the operation of the MROC's under process and /or measurement disturbances. 
By prescribing a certain linear quadratic performance index and deriving the
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equivalent discrete-time models for the two types of control laws, namely the 
MROC law and the LQG laws, we show that for a typical plant, the MROC law 
performs worse than two LQG laws, termed LQG law I and LQG law II, in the 
presence of noise disturbances. To recap, the LQG law I uses a one-step ahead 
prediction estim ate of the state and LQG law II uses a true filtered estim ate 
of the state. These two possible drawbacks associated with the M ROC’s were 
reported in Chapters 3 and 4 respectively. Having seen two possible drawbacks 
of the M ROC’s, it is natural to ask whether there are other potential problems 
associated with the M ROC’s. At this stage, it remains not clear whether this 
will be the case.
In contrast with identifying possible disadvantages of M ROC’s, we have iden­
tified further advantages of periodic controllers for FDLTI plants. The advan­
tages fall into two aspects, namely order reduction and robustness improvement. 
In the case of order reduction, we have given some new insights into using multi- 
rate sampling in designing reduced-order compensators. We have shown tha t in 
the case of designing a discrete-time linear functional observer, m ultirate output 
sampling has an advantage over single-rate output sampling. To be precise, a 
m ultirate output linear functional observer employing m ultirate sampling of the 
plant output of dimension much smaller than tha t of a single-rate output linear 
functional observer can be designed. A sort of dual result is obtained using 
m ultirate input sampling. This is shown in the case of implementing output in­
jection feedback law rather than state feedback law. Here, we show tha t in the 
case of designing a discrete-time dual observer-based compensator for achieving 
the pole positioning effect of output injection feedback, m ultirate input sam­
pling has advantage. To be specific, a m ultirate input compensator employing 
m ultirate sampling of the plant input of dimension much smaller than th a t of 
the single-rate input compensator can be designed. These two new results are 
reported in Chapters 5 and 6 respectively. Further, as briefly mentioned in the
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tex t, the same type of ideas could be used to achieve dimension reduction for 
multiple-input multiple-output systems using the alorgithm of [63].
Chapters 7 and 8 are concerned with further advantages of periodic con­
trollers in improving robustness. In Chapter 7, a new approach to discrete- 
time loop transfer recovery was presented. The key idea revolves around the 
zero placement capability of GSHF. Using this power of GSHF, we show that 
any strictly proper, continuous-time, FDLTI system can be discretized to a 
minimum-phase one with zero at infinity of order one. As a consequence, 
discrete-time perfect loop recovery can always be asymptotically achieved ir­
respective of whether the underlying continuous-time plant is minimum-phase 
or not. In Chapter 8, a GSHF based dynamic m ultirate output compensator 
was proposed. It is shown to possess the capability of improving the closed-loop 
gain margin over a conventional periodic controller for a SISO, strictly proper, 
nonminimum-phase, continuous-time, FDLTI plant. The level of improvement 
is found to be at least the same as tha t achieved by the GSHF based dynamic 
compensator with single-rate sampling of the plant output. More importantly, 
the new compensator, being strictly causal, is more easily realisable and is ro­
bust against singular perturbations. Having seen the advantages of GSHF based 
dynamic compensator, it is natural to ask whether there are any disadvantages 
associated with this type of controllers. To our knowledge, one disadvantage 
of the GSHF based compensator is that the GSHF gain tends to acquire large 
positive and negative values when the frame period becomes small. The im­
plication of this is th a t the plant inputs will take large positive and negative 
values during the transient response to, for example, a step.
9.2 Future D irection s o f R esearch
Though opportunities for future research abound, we only propose some most 
promising and significant directions and open questions.
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1. Clearly, there are probably more disadvantages to be discovered in other 
types of periodic controllers such as the recently developed block multi rate 
input-output controllers reported in [1]. We foresee th a t the work in this 
direction will be welcomed by the academic as well as the industry com­
munity. The reasons are three fold: first, engineers and managers in the 
industry will have no confidence in applying any of the existing periodic 
controllers unless they are aware of their possible potential drawbacks in 
the real-life environment; second, given the very few industrial applications 
of the existing periodic controllers, it will be more fruitful to continue to 
devise other periodic controllers to tackle some other control problems only 
when one can see more successful applications in the real-world; third, the 
need of practical control topics, which are critical to the successful oper­
ation of real-life control system and yet left out in most textbooks, has 
been advocated by some authors, [10], [19], [50] and [75]. The work in this 
direction will certainly help to bridge the well-known gap' between control 
theory and practice.
2. As we have seen in C hapter 4, the performance of the M ROC’s is signifi­
cantly degraded in the presence of noise disturbances. This is mainly due 
to the fact that noise is perturbing the true state  and the M ROC’s use 
the output measurements nonoptimally. To circumvent the disadvantage 
of MROC's under noise disturbances, it is proposed tha t some form of fil­
tering be incorporated in the MROC’s. Intuitively, if optimal filtering is 
applied, the quality of the estim ate will be improved. It is then conjectured 
that the performance of the controller will be enhanced. Nevertheless, note 
that the introduction of the optimal filter will lead to an increase in the or­
der of the resulting compensator consisting of the MROC and the optimal 
filter.
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3. As we have seen in Chapter 8, the proposed GSHF based dynamic m ultirate 
output compensator manifests its superiority over LTI control in improving 
gain margin and reducing the conflict between gain margin and sensitivity. 
It is our view that periodic control may overcome or reduce more conflicts 
peculiar to LTI control. A particularly interesting question is whether 
the proposed controller or other form of periodic controller can achieve an 
arbitrary phase margin, as opposed to gain margin, and at the same tim e 
maintain the minimal sensitivity.
4. In a more recent paper on m ultirate systems, [68], the design capabilities of 
a class of periodic systems, namely m ultirate systems with m ultirate input 
sampling and single-rate output sampling were studied with application 
to the eigenstructure assignment robust design technique. The criteria 
for the selection of minimum sample rates to produce the extra design 
freedom and the implication of this choice on the eigenstructure procedure 
was outlined. Further, the use of the extra freedom to produce perfectly 
decoupled closed-loop model responses was examined and the improved 
insensitivity properties of these methods were dem onstrated. It is natural 
to ask if a similar kind of result can be obtained for systems with single-rate 
input sampling and m ultirate output sampling. Further, which m ultirate 
systems will offer better improvement in insensitivity properties ?
5. As the real-world problems become more complicated each day, multi- 
objective control problems emerge. Given the now reasonably rich litera­
ture in periodic controllers, it is conjectured that a new trend in periodic 
control research is to develop some kind of m ulti-structured periodic con­
troller which possibly encompasses the various advantages of the existing 
periodic controllers to solve the multi-objective control problems. As an ex­
ample, a kind of m ulti-structured m ultirate digital controllers was proposed 
in [35]. Using the proposed controller, simultaneous pole assignment and
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simultaneous stabilisation for a wider class of plants were obtained. With 
the advent of periodic controllers and the desire to solve multi-objective 
control problems, it is conceivable that periodic controllers might replace 
the currently well-accepted LTI controllers in the time to come.
6. H°° control is now well-known as a new trend in control engineering in 
that it provides a new prespective for robust control design. Indeed, it has 
been proven to be a promising area of active research. In line with this, 
an attempt has been made to incorporate H°° control in periodic control 
in [45]. More specifically, it was shown in [45] that in the problems of 
H°° optimal control of LTI plants, arbitrary nonlinear, time-varying con­
trollers offer no advantage over LTI controllers in minimizing the induced 
operator norm of the input/output operator for the standard H°° control 
problem. However, as mentioned earlier, there is now a desire to solve 
multi-objective control problems. Indeed, recent attempts have been di­
rected towards solving a kind of extended H°° control problem, termed 
mixed H°°/ H 2 problem by many researchers. Given this scenario, it is 
not clear at this stage whether any arbitrary nonlinear, time-varying con­
trollers will not offer any advantage over LTI controllers in the new setting 
of control problems. It is conjectured that with some creativity, more de­
sign freedom of periodic control or some nonlinear, time-varying control 
can be explored to achieve better results in 7/°° multi-objective optimal 
control problems.
In conclusion, we point out that the above list by no means exhausts the
possibilities for future research.
A p p en d ix  A
P r o o f o f L em m a 4 .3 .1  in  
C hapter 4
It is known that the Riccati equation associated with the state equation (4.2.14)
and performance index (4.3.7) is given by:
P(k) = Q + F ' P ( k + l ) F -  P*{k + \) (A.l)
P m(k +  1) =  F,P { k ^ \ ) G [ R F G ,P ( k ^ \ ) G } - lG,P(k-^\ )F  (A.2)
P{N) = 0 (A.3)
L(k) = {R + G,P(k + \)G]-lG,P{k + \)F (A.4)
Using (A.4) in (A.2) yields
P m(k +  1) =  L\k)[R +  G'P(k +  1 )G]L{k) (A.5)
We first compute the difference between x'd(k +  1 )P{k -f 1 )xd(k +  1) and 
x'd(k)P(k)xd(k). Using (4.2.14) in x'd(k +  1 )P{k -f 1 )xd(k +  1), we have 
xd(k -f 1 )P{k l)xd(k 1)
=  [Fxd{k) +  Gud(k) +  nJud{k)]'P(k +  1 )[Fxd(k) +  Gud(k) + ujud(k)]
= [.Fxd(k) +  Gud(k)]'P(k +  1 )[Fxd{k) +  Gud(k)}
-\-[Fxd{k) +  Gud{k)]'P{k +  l)u>ud(k)
+u'ud(k)P{k +  l ) [ F r d(A’) +  Gud{k)} +  J ud(k)P(k +  l )uud(k)
(A.6)
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Also, by (A.l), there holds xd(k)P(k)xd(k)
= x'd(k)[Q +  F'P(k + 1 )F -  +  l)]xd(fc)
(A.7)
Therefore, x'd(k +  1 )P(k +  1 )xd(k +  1) -  x'd(k)P(k)xd(k)
= u'd(k)G'P(k +  l)Gu«,(fc) +  u'd(k)G'P(k +  1 )Fxd(k)
+x'd(k)F'P(k +  1 )Gud(k) +  -
-X d(k)Qxd(k) + x 'd(k)P"(k + + \)uiud(k)
+ [Fxd(k) +  Gud(k)]'P(k +  l)u
W » d(k)P(k + l ) {Fid(k) + Gud(k)}
(A.8)
Straightforward rearrangement yields
x'd(k)Qxd(k) +  ud{k)Rud{k) +  xd(k +  1 )P(k +  1 )xd(k -f 1) -  x'd{k)P(k)xd(k)
= [ud(k) +  L(k)xd(k)]'[R +  G'P(k +  1 )G][ud(k) +  L(k)xd(k)]
+u'ud (k) P( k +  1 )iüud (k)
+ [Fxd{k) +  Gud(k)]'P{k +  l)ujud(k)
+u>'ud{k)P{k + 1 )[Fxd{k) +  Gud(k)] (A.9)
Next, observe that because P(N)  = 0 by (A.3)
0 -  x'd(N)P(N)xd(N)
= x'd(0)P(0)xd(0)
N- 1
+ ^  [xd{k 1 )P(k +  1 )xd(k +  1)
k=o
- x d(k)P(k)xd(k)] (A.10)
Hence, J,v can be rewritten as
Jn = i£ { ii(0 )P (0 )* i(0 )
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N - 1
+ E  Wd(k)Qxd(k) +  u'd(k)Rud(k) 
k=0
+xd(k 4- 1 )P(k +  1 )xd(k +  1) -  xd(k)P(k)xd(k)]} (A .11) 
Using (A.9) in (A .11) yields 
JN =
N - 1
+ E {[«d(fr) + L(k)id{k)]'[R + G'P(k + 1)G]M*0 + L(k) id(k)}
k=0
~^ UJud(k)F>(k +  l)^ ’urf(^)} H" 2[Fxd(k) +  Gwd(k)]'P(k +  1 )^ud(k)}
(A. 12)
Because .r^O), u<f(j) and u)ud(j) are independent of xd(k) for all j  < A:, ud(k) 
is independent of coud(k). Also, ud(k) is independent of u?ud(k). Hence, the last 
summand has zero expectation. Consequently,
Jn = -^E{x'd{0)P{0)xd(0)
N - 1
+ E  M * 0  +  L(k)xd(k)]'[R +  G'P(k +  l)G][ud{k) +  L(k)xd(k)]}
k=0
+ ' f t r { Q P ( k + \ ) }
k=0
(A .13)
A p p en d ix  B
P r o o f o f  E x isten ce  o f  C ausal 
O bserver in C hapter 5
From (5.2.1)-(5.2.2), using the alternate way of multirate sampling of the plant 
output, we have
x d(k + 1) = A sx d(k) + bsud(k)
yd(k + 1) =  C x d(k) 4- dud(k)
where A s and bs are defined by
jo
A s = exp(/lTo) bs =  /  exp (At)bdt
In
respectively and
Vd{k + 1)
Vd(k + ttjj) 
Vd{k + ^ö)
. Vd{k + 1) .
’ cexp (ATo /N° )  
cexp (2AT0/ N ° )
c e x p ( A T 0)
c j ™  exp(At)bdt  
c JoT° A^ exp (At)bdt
c /J° exp (At)bdt
( B . l )
(B.2)
(B.3)
(B.4)
(B.5)
(B.6)
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Now, consider the following observer
Zd(k + 1) =  Fzd(k) +  Gyd(k 4- 1) -f eud(k) (B.7)
üd(k + 1) =  piid(k +  1) +  qzd(k) (B.8)
where ud{k) estimates a'Aj lxd(k). Note that (B.7)- (B.8) is causal, but not 
strictly causal.
From (B.1)-(B.2) and (B.7)-(B.8), we get
td{k + 1) =  Zd(k F  1) -  Txd(k F  1)
=  Fzd(k) -F Gyd(k F  1) F  eud(k) -  TA sxd(k) -  Tbsud(k)
= Fed(k) + ( F T - T A a + GC)xd{k)
+  (Gd -  Tba +  e)ud(k) (B.9)
Hence, zd(k) is an estimate of Txd(k) if and only if
Condition a: F is stable
Condition b: T A s — FT = GC
Condition c: e =  Tbs — Gd
From (B.1)-(B.2) and (B.7)-(B.8), we have
ud{k +  1) — a'A~lxd{k +  1)
=  pyd[k +  1) +  qzd{k) -  a A~'[Asxd(k) -f baud(k)]
= p[Cxd(k) -F dud(k)] F  qTxd(k) F  qed(k)
-a'xd(k) -  a'A~lbsiid(k)
= [pC +  qT -  a']xd(k) +  [pd -  a'A~lbs]ud(k) +  qed(k) (B.10)
Thus. ud{k) estimates a'Aj lxd(k) if there exists a transformation T  such 
that zd[k) estimates T x d(k) and
a = pC +  qT (B -ll)
pd =  a'A~lbs (B.12)
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or equivalently
a C V [ p ' l
■ K ^ a . J ' 0 . 1?'J
where As 1 = (As 1)'.
Solvability of p and q given C, d, T et al is guaranteed if
rank \C'd'
V
0 = rank
r c'
d'
v
o KA-.la.
(B.13)
(B. 14)
A p p en d ix  C
P r o o f o f In d ep en d en ce  o f  
C losed-loop  S tab ility  on r in  
C hapter 5
For the SISO case, with single-rate output sampling, the closed-loop system is
described by
xd(k + 1) As 0 bs ' x d{k)'
Zd( k + 1) = gc F d *<*(*■)
_ Ud{ k + 1) _ pc q r müd(k)m
where
(C.l)
T As — FT  = gc (C.2)
d = Tbs (C.3)
a = pc -1- qT (0.4)
r = a'A~lbs (C.5)
Now, using the following nonsingular basis change
W =
I
- T
-o 'A - l
0 0 
/  0 
0 /
(C.6)
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yields
x d{k +  1)
zd(k +  1) -  T x d(k +  1) 
ud(k +  1) -  a'A~lx d( k  +  1)
A s +  bsa' A s 1 0 bs
0 F  0
0 q 0
x d(k)
zd(k) -  T x d(k) 
ud(k) -  a 'A~l x d(k)
(C.7)
Since the basis change is nonsingular, the modes remain the same i.e.
A s 0 bs A s -f bsa'As 1 0 bs
{A,( gc F  d 
pc q r
)} =  {A.-(
i--
---
--
o
 o
0
 o
1 
__
_
=  M A .  + M ' O }  \ J{Xi (F)}  U {0}  (C.8)
Hence, the closed-loop stability is independent of r, and is determ ined by the 
observer dynamics m atrix, F  and the system m atrix A s -f b3a ' A j l which would 
be obtained if exact state feedback were used.
A p p en d ix  D
P roced u re for C hoosing  G^ in  
C hapter 7
1. Using the technique of coprime fractional representation devised in [64], 
the plant (7.3.8) can be written as
P9skf(z)  =  D-l ' ( z ) N l (z ) ( D . l )
where
NL(z) = Ci(zl  — Ad +  (D.2) 
Dl(z) = 1 - C d(zl  -  A (D.3)
It is well-known that Pgsh/{z) is minimum-phase if and only if Nl (z) is. 
Furthermore, the transmission zeros are not affected by feedback. Hence, to 
choose a Gd such that Pgshf(z) is minimum-phase is equivalent to choosing 
a Gd so that A'^(~) is. Similarly, Pgshj{z) has a simple zero at infinity if 
and only if N l ( z ) has this property.
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2. If (Ad, Cd) is not in the observer form of (D.8) and (D.9), transform (Ad, Cd) 
to observer form as follows:
(a) Let the matrix Cd be partitioned as
cd =
c l 
C2
■ CP -
(D.4)
and select a set of linearly independent row vectors starting from 
Ci, c2, • • •, cp, and then Ci Ad, c2Ad, • • •, cpAd and so forth, until n lin­
early independent vectors are found. The n selected independent vec­
tors are then rearranged as
M  4
C2-4 ? ' 1
Cp
(D.5)
IcpA? - 1
where ut‘s are termed the observability indices of the plant and 
Vi =  n.
(b) Define
[ 1^1 Ci 2 Cij,j ••• Cpi Cp2 * ' * Cpj/p ] (D.6)
and form Q from elVx (?' =  1,2, • • • ,p) as follows 
Q [Cii/j AdCii/j ■■■ Aj  fij/j ’ ■* Cpj,p AdtpUp A j  Cpj^ p] (D.7)
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(c) Premultiplying and postmultiplying Ad by Q 1 and Q respectively, we 
obtain Ad in the observer form i.e.
Ad Q 1 AdQ
r o 0  • • • 0 X 0 0  • • 0 X 0 0  • • • 0 X
i 0  • • • 0 X 0 0  • • • 0 X 0 0  • • • 0 X
0 0  • • • 1 X 0 0  • • 0 X 0 0  • • • 0 X
0 0  • • 0 X 0 0  • • 0 0 0 0  • • 0 X
0 0  • • 0 X 1 0  • • 0 X 0 0  • • 0 X
0 0 0 X 0 0  • • 1 X 0 0  • • 0 X
0 0  • • 0 X 0 0  • • •  0 X 0 0  • • •  0 X
0 0  • • 0 X 0 0  • • •  0 X 1 0  • • •  0 X
_ 0 0  • • •  0 X o 0  • • •  0 X 0 0  • • • 1 X
(D.8)
(d) The observer form of Cd is in turn obtained by postmultiplying Cd by
Q-
Cd = CdQ
'0 0 • • 0 1 0 0 • • 0 0 I • • I 0 0 • • 0 O '
0 0 • • 0 0 0 0 • • 0 1 • I 0 0 • • 0 0
o
 
••
0 • • • 0 0 0 0 • • 0 o ! • •! o 0 • • 0 1.
(D.9)
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(e) With this transformation, Pgshf{z) becomes
Pg,h l( z ) =
where
Q~lGd
0 . . . 0 '
0 •  •  • 0
& 1 , 2 0 0
* 1 . 1
0 0
— — — —
0 ^ 2 , 5 2 0
0 ^ 2 , 5 2 - 1 0
0 ^ 2 , c j  + 2 0
0 ^ 2 , c i + l 0
— — — —
0 0 P^.fp
0 0 f r p , C p - l
0 0 ^ p , C p — 1 + 2
0 0 ^ p , C p _  1 + 1  .
(D.10)
(D .ll)
3. Since the transmission zeros are not affected by feedback, (D.10) can be 
written as
P9st,t(z) = Cd(
= D-l \(D.12)
where
Nl(z ) = Cd(zl -  Ad + KCd)~xGd (D.13)
Dl(z) = I - C d(zl  - A d + KCd) - 'K  (D.14)
Further, since ( Ad,Cd) is observable, we can select an appropriate K such 
that
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Ad + KCd = cliag{
0 0 • 0 +i
1 0  • • •  0  — a tfe , _ 1+ 2
.0 0 ••• 1 ~ a i,e,
where
(D. 15)
— 0 (D.16)
£i = f'i + ^2 + ’ • ‘ + (i =  1,2, • • •, p) (D.17)
and a , j ’s, i — 1,2, • • • ,p, j  — £,_i + l,£,_i + 2, • • • ,£,• are constants.
It follows from (D.9), (D .ll), (D.13) and (D.15) that
p
detJVt (Z) = f l (D.18)
where
Ni(z) = b i,e ,Z U' 1 +  • • • +  6 t , g , _ i + 2 ^  +  ^ t . g - f l  
+  + * * * + + 2^  + «i.c.-i+l
(D. 19)
with 6tiJ, i = 1,2, • • • ,p, j  = £,_! -f l,£,_i -f 2, • • • ,£,• being the entries of 
Gd• Hence, the procedure boils down to selecting 6,-j’s, so that (D.18) is a 
stable polynomial and with 6,i5i ^  0 for each ?, to guarantee that z — oo 
is a simple zero. The required Gd that makes Pg3hj(z) minimum-phase is 
then obtained by premultiplying Gd by Q i.e.
Gd — QGd (D.20)
where Q and Gd are given by (D.7) and (D .ll) respectively.
A p p en d ix  E
P roced u re for C on stru ctin g  a 
S en sitiv ity  F unction  in C hapter  
8
This appendix only serves as a guide for the construction of a sensitivity function 
for our problem. More details on the construction of a sensitivity function can 
be found in [43].
Consider the following commutative diagram of mappings:
Figure E.l: Commutative Diagrams of Mapping
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Here, D, D and Dc are the open unit disk, closed unit disk and complement of 
open unit disk respectively. The region G is defined as
G = € \  { (-oo , -a'] U [6', oo)} (E.l)
where a' = k \ / ( l  — k\) and b' — k2/ (k2 — 1).
Let ip be the conformal mapping from Dc to D i.e.
V(z) =  l !z (E -2)
Further, let 9{z) be a conformal mapping from G to D. The existence of 6(z) 
under standard assumptions on G is in general the consequence of the well- 
known Riemann Mapping Theorem [IS], and there exist dictionaries, e.g. [46], 
where such mappings may be found. For the region of interest, G, the conformal 
mapping from G to D found in [43] is given by
0(z)
l - (
H (
\ - z / b '  p / 2  
1 +z/a '  >
^ - z / b '  p/2 
l + z / a '  '
(E.3)
and 0(0) =  0. From (E.3), it can be shown that the inverse mapping from D to 
G is given by
r'(.) 4 k\k2z
(k2 — k\ ) — 2 (^ 2  +  ki — 2k\k2)z + (k2 — k\ )z2
(E.4)
which is rational.
Note that in our case, the plant p\(z) has no unstable zeros and its unstable 
poles are exp(p,7o), i = 1,2,-** ,Ar2. Therefore, finding a sensitivity function 
S(z)  from D c to G with
S(exp(piT0)) = 0 i = 1,2, • • •, N2 (E.5)
amounts to a special form of the Nevanlinna-Pick interpolation problem, namely, 
finding an analytic function F(z)  from D to D with
F(
1
exp(p,7o)
— 0 ? — 1,2, • • •, A 2 (E.6)
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One such mapping is
F(z)  = exp(p(7b)
- 1 )
(E.7)
where p\ , P2 < • • • , Pn2 being the unstable poles of the continuous-time system 
(8.2.1 )-(8.2.2) and jV > 1. Note that other possible mappings from D to D can 
be constructed using a procedure described in [43].
As a consequence, the sensitivity function S(z)  can be constructed as follows:
S(z)  = 0~l ( F M z ) ) )
4 kik2<f>(z)
{h 2 — ) — 2(k'2 T k\ — 2kik2)<t>(z) +  (&2 — ki)(<f>(z))2
(E.8)
where
<p{z) =  F(<p(z))
nf=i(g -  exp(p,-7o)) 9
Ar n;= i(exp(ptT0)2: -  1)
The features of the so constructed sensitivity function are as follows:
1. S(z)  is real rational and analytic from Dc to G.
2. The zeros of S(z)  contain {exp(/q To), exp(p2^o), • • •, exp(p/v27o)} m ulti­
plicities included.
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