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Abstract
Bayesian modeling is now ubiquitous in problems of large-scale inference even
when frequentist criteria are in mind for evaluating the performance of a procedure.
By far most popular in the statistical literature of the past decade and a half are
empirical Bayes methods, that have shown in practice to improve significantly over
strictly-frequentist competitors in many different problems. As an alternative to
empirical Bayes methods, in this paper we propose hierarchical Bayes modeling for
large-scale problems, and address two separate points that, in our opinion, deserve
more attention. The first is nonparametric “deconvolution” methods that are appli-
cable also outside the sequence model. The second point is the adequacy of Bayesian
modeling for situations where the parameters are by assumption deterministic. We
provide partial answers to both: first, we demonstrate how our methodology ap-
plies in the analysis of a logistic regression model. Second, we appeal to Robbins’s
compound decision theory and provide an extension, to give formal justification for
the Bayesian approach in the sequence case.
1 Introduction
Suppose that we observe an n-dimensional random vector,
Y ∼ p(y; Θ), (1)
where Θ = (Θ1, ...,Θm)
T is an unknown vector of m parameters Θi ∈ T ⊆ R of interest
and p is a known function. In a large-scale study, m is large and, importantly, Θi (but
not necessarily yi) are in a sense treated symmetrically by p. The task is to use the
observations, Y = (Y1, ..., Yn)
T , Yi ∈ Y ⊆ R, to make certain decisions regarding each
parameter Θi or, more generally, regarding only the Θi in a subset of parameters selected
after viewing the data. For example, in a multiple testing problem, for each i = 1, ...,m
we decide whether to reject the null for Θi or not (the latter equivalent to “insufficient
information to decide”). In sign classification, for each i = 1, ...,m the decision may be
one of “positive”, “non-positive” or “insufficient information”. If effect size is the matter,
we will be interested in giving a point or interval estimate for each Θi, i = 1, ...,m, or
only for Θi corresponding, for example, to the K largest estimates.
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Even when intended for situations with nonrandom Θi, modern methods for large-
scale inference often formally add the assumption that the Θi are exchangeable random
variables,
Θ ∼ g(θ), (2)
where g(θ′) = g(θ) if θ′ is a permutation of θ. Two general approaches differ in the way
they treat g. In the empirical Bayes approach, (2) is usually specified by
Θi ∼ g˜(θ) (3)
independently for i = 1, ...,m, where g˜ is nonrandom and unknown to some extent. The
hierarchical Bayes (or “fully Bayes”) approach takes Θi to be conditionally i.i.d. given g˜
(this is in fact the only way to achieve exchangeability in (2) for every m, see Hewitt and
Savage, 1955), which is assigned a fully specified (i.e., known) distribution. Maybe the
most famous example is the James-Stein estimator, which addresses a frequentist problem
but has an empirical Bayes interpretation (appearing already in Stein, 1962) as well as a
hierarchical Bayes interpretation (see Lindley and Smith, 1972).
The James-Stein estimator is indeed a prototypical example for an empirical Bayes
method (Efron, 2012, opens his textbook with this example), but, more precisely, it is
a parametric empirical Bayes procedure, meaning that g˜ above is assumed to belong
to a parametric family of distributions. A nonparametric empirical Bayes approach is
more ambitious, in that it models g˜ as a member of some large nonparametric family.
Nonparametric empirical Bayes methods for estimation problems are old and new at the
same time, admitting a long list of modern references (Jiang and Zhang, 2009; Koenker
and Mizera, 2014; Efron, 2016, are few of many examples), but also going back to the
pioneering work of Herbert Robbins (e.g., Robbins, 1956) and relates to a seminal paper
by Kiefer and Wolfowitz (1956). There are basically two approaches to the nonparametric
empirical Bayes problem, f -modeling and g-modeling. The first is applicable when the
functional of g of interest, usually a Bayes rule, depends on g only through the mixture
f(y) =
∫
p(y;θ)g(θ)dθ; in that case, it is possible to estimate the functional directly
using an estimate fˆ , although analytical properties of the functional are not automatically
preserved, see Koenker and Mizera (2014). The second approach tries to recover the
mixing distribution g˜ in the first stage, and then plug the estimate into the functional of
interest. Here, the first stage is essentially pursuing the nonparametric MLE (NPMLE,
hence the connection to Kiefer and Wolfowitz, 1956), but approximations to the exact
NPMLE are usually sought for efficiency, both statistical and computational. Because
observations arrive on the y-scale rather than θ-scale, g-modeling is more challenging, but,
on the upside, it is more flexible as any functional of g˜ can be estimated by substituting an
estimate thereof. Moreover, analytical properties of the functional are obviously preserved.
In the special sequence model, where the likelihood (1) simplifies to
Yi ∼ p˜i(yi; Θi), (4)
independently for i = 1, ...,m, if we take Θi to be i.i.d. as in (3), then Yi is (uncondition-
ally) independently distributed accodring to f˜i(y) =
∫
p˜i(y; θ)g˜(θ)dθ. There is substantial
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existing work offering f -modeling empirical Bayes methods in the sequence model. Esti-
mation of location parameters has been considered in Zhang (1997); Brown and Green-
shtein (2009); Efron (2011); Koenker and Mizera (2014) relying on Tweedie’s/Brown’s
formula for the posterior mean; and Kwon and Zhao (2018) develop their own formula
for estimating multiple unknown variances. For hypothesis testing, most of the existing
empirical Bayes methods also model on the y-scale, for example Efron et al. (2001); Efron
(2008); Sun and Cai (2007); Sun and McLain (2012). Still, f -modeling is limited even if
we restrict attention to the sequence model. For example, if we want to classify the sign
of Θi or estimate a credible interval for Θi, f -modeling is not as useful. With g-modeling,
on the other hand, this is straightforward once we have an estimate of g˜, because we can
then plug it into Bayes’s rule to estimate the posterior distribution at any given y. In
the sequence model, efficient g-modeling programs have been proposed, e.g., in Dicker
and Zhao (2016); Efron (2016). As soon as we move away from the sequence model,
however, the “deconvolution” problem becomes much harder, and we not aware of any
methodological work done in that direction.
In this paper we offer nonparametric hierarchical Bayes methodology to address large-
scale inference problems. The modeling of the data can be considered a nonparametric
equivalent of a random-effects model. Specifically, g˜ itself is treated as a random draw
from a hierarchical Beta model that encompasses a very rich class of piecewise constant
densities, but at the same time features strong regularization through (marginal) depen-
dence. Importantly, our method is tuning-free except for the specification of a grid of
points and the number of levels in the Beta hierarchy. While we use Bayesian machinery,
the point of view for analysis is frequentist: the parameter Θ in (1) is assumed nonran-
dom, and using (2) is just a legitimate choice of the statistician in devising data-dependent
decisions.
For the sequence model (4) we thus offer a fully Bayes alternative to existing g-
modeling empirical Bayes methods, for example those of Jiang and Zhang (2009); Efron
(2016). When applying our methods in the sequence model, we give special attention
to the problem of testing a composite null hypothesis. Specifically, we focus on cases
where Θi in (4) are location parameters and the task is to test, for i = 1, ..., n, the null
hypothesis H0i : Θi ≤ 0 against the alternative H1i : Θi > 0. A standard method that
controls the false discovery rate (FDR) in this problem is the Benjamini-Hochberg (BH)
procedure applied to one-sided p-values; for example, when Yi ∼ N (Θi, 1), this amounts
to feeding the BH procedure with Pi = 1 − Φ(Yi). However, because H0i is composite,
methods that learn (estimate) a mixture distribution for the nulls are potentially much
more powerful (Sun and McLain, 2012). To support our frequentist perspective, we pro-
vide a justification for employing Bayesian methodology even when Θi are nonrandom,
through the connection to compound decision theory. While the basic connection be-
tween compound decision problems and a “marginal” Bayesian problem is by no means
new (Robbins, 1951; Zhang, 2003) and has even been extended beyond the symmetric
sequence case (e.g., Weinstein et al., 2018), we provide a new result.
But our methods are more broadly applicable than existing deconvolution-based meth-
ods, in that they are not limited to the sequence model. Indeed, we demonstrate how our
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methods apply in a case where there is no reduction from (1) to (4). Specifically, we im-
plement our hierarchical Bayes methods to analyze data from a high-dimensional logistic
regression model in which Θ is the vector of model coefficients β, and Yi ∼ Bernoulli(µi)
for µ = Xβ. Our shrinkage estimates achieve a very substantial reduction in the mean
squared error compared to other methods. Figure 1 shows estimates for the success prob-
abilities, i.e., the components qi of
q = exp(Xβ)/(1 + exp(Xβ)),
obtained by different methods in Example 1 of Section 6. In this simulated example,
X ∈ Rn×p, n = 4000, p = 800, has i.i.d. N (0, 1/n) entries, and β consists of 100 replicates
of −10, 100 replicates of +10 and 600 replicates of zero. Among the methods compared
to the usual maximum-likelihood estimate (MLE), are the “adjusted” (“debiased”) MLE
of Sur and Cande`s (2019); a LASSO penalized-likelihood estimate; and our proposed
method. In Figure 1, the black circles are the MLE estimates, and the colored circles in
the different panels represent the three other competing methods. As observed in Sur and
Cande`s (2019), the MLE shrinks aggressively towards the extreme values zero or one; the
LASSO estimates, on the other hand, seem to shrink insufficiently. Note the behavior of
the different estimates near the extremes, 0 and 1; in particular, the difference between
the hierarchical Beta estimates and the LASSO estimates are pronounced near those
extremes. Section 6 includes analogous figures for two additional examples. Although the
three examples are very different, the proposed method, which is implemented in exactly
the same way, attains significantly smaller MSE than the others.
Figure 1: Estimates of the success probabilities in a logistic regression simulated example.
The MLE (black circles) is compared to three other methods (colored circles) as explained
in the main text. The green diagonal line is the identity line. The numbers in the bottom
right are the loss
∑
(qi−qˆi)2/4000 displayed as a fraction of the loss for the MLE. Estimates
from the proposed hierarchical Beta model shrink most effectively.
The paper is organized as follows. In Section 2 we provide some theoretical foun-
dation for our methods, adopting a compound decision viewpoint in analyzing the case
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of the sequence model. We review Robbins’s original idea, and propose an extension of
the compound decision framework to selective inference. In Section 3 we describe our
methodology in detail and examine it. Sections 4-5 present three different applications
in simulations and on real data. The example of Section 4 is a simulation focused on
composite null testing in the normal model. In Section 5 we analyze a real data set from
Simar et al. (1976). In Section 6 we present the application to the high-dimensional lo-
gistic regression model; we extend our algorithm to accommodate the nontrivial technical
challenges arising when we move away from the sequence model. A short discussion in
Section 7 concludes the paper.
2 A compound decision perspective
Before describing our hierarchical Bayes methodology, we would like to provide some
theoretical basis. In this section we motivate the hierarchical Bayes, or empirical Bayes,
modeling for the problem from an entirely frequentist perspective—at least for a special
case of the sequence model referred to in the Introduction. More specifically, suppose that
the likelihood can be written as in (4) with p˜i ≡ p˜. We call this the symmetric sequence
model. Then we show that if we frame the inferential task as a compound decision problem
with an appropriate loss, then the oracle versions of the Bayes procedures we implement
exhibit an appealing optimality property for every fixed Θ.
As mentioned above, our results in this section are stated only under the symmetric
sequence model. Extensions do exist, however. For example, a non-symmetric case where
each independent Yi is observed along with a covariate, say ϑi, can be in a sense reduced
to fit the symmetric sequence model by applying the ideas of Weinstein et al. (2018).
Throughout this section, then, assume that Θi are nonrandom and, unless specified
otherwise, that
Yi ∼ p˜(yi; Θi) (5)
independently for i = 1, ...,m. In a large-scale study we are going to observe the Yi and
make individual decisions regarding all or some of the Θi, where, loosely speaking, there
is some symmetry in the problem with respect to the Θi. Of course, if we want to speak
of the adequacy of any decision rule, we have to first formalize the problem. A decision-
theoretic framework was proposed by Robbins for the case where we are interested in
making a decision about each of the m coordinates. Thus, let δ be a rule mapping the
observed vector y to m individual actions δ(y) = (δ1(y), ..., δm(y)) ∈ Am, one for each of
the original coordinates. The loss incurred is the average of the individual losses,
1
m
m∑
i=1
L(δi(y),Θi),
where L(a, θ) is some loss function defined over A× T . Accordingly, the risk of δ is
Rm(δ,Θ) = EΘ
{
1
m
m∑
i=1
L(δi(Y),Θi)
}
. (6)
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Robbins called a problem that can be cast as above a compound decision problem, cf.
Robbins (1951). His ingenious observation was that, if we restricted attention to separable
decision rules, meaning that δi(y) = δ˜(yi) for a common (but arbitrary) function δ˜ : Y →
A, then the risk can be written as
Rm(δ,Θ) =
m∑
i=1
1
m
EΘi
{
L(δ˜(Yi),Θi)
}
=
m∑
i=1
1
m
E
{
L(δ˜(Z),Ω)|U = i
}
= E
{
L(δ˜(Z),Ω)
}
,
(7)
where expectation in the last term is taken over (Z,Ω, U) jointly distributed according to
P(U = i) = 1/m, for i = 1, ...,m, (Z,Ω)|U = i ∼ (Yi,Θi). (8)
In words, the compound risk for the original m-dimensional problem can be written as
the Bayes risk for a single copy of the problem, where the parameter has the empirical
distribution of the original (nonrandom) Θi. Unless specified otherwise, whenever we
refer to Z and Ω throughout the manuscript, it should be understood as the pair with
the specific joint distribution induced by (8).
It is now obvious that the Bayes rule,
δ˜∗(z) = arg min
a
E{L(a,Ω)|Z = z}, (9)
is the optimal separable rule, in the sense that it minimizes (6) over all rules of the
restricted form. Note that this optimality is for every Θ, a much stronger notion than,
for example, minimaxity. Of course, the problem is that t∗ depends on Θ, so it is not a
legal procedure but rather an “oracle” rule. However, this dependence is only through the
empirical distribution of the Θi, say Gm, which can be replaced by an estimate of g˜ under
a postulated model given by (5) and (3) with g˜ unknown and nonrandom. This is exactly
the nonparametric empirical Bayes setup, and the pursuit to recover g˜ is colloquially
known as the deconvolution problem. Once we obtain an estimate Ĝm, we can plug it
into (9), now viewed as a functional of Gm. See Zhang (2003) for a more comprehensive
account.
A compound decision problem classically entails that a decision is made for each
of the original m parameters. Suppose now that we have a (predetermined) selection
rule I, taking Y as its input and outputting a subset I(Y) = Î ⊆ {1, ...,m} of indices
corresponding to selected parameters. We can consider a selective version of the compound
decision problem, where decisions are made only for the selected coordinates. Thus, let
δS be a rule that returns a vector δS(y) = (δS1 (y), ..., δ
S
m(y)) ∈ Am with δSi (y) set to an
arbitrary element of A if i /∈ Î. The loss incurred is now taken to be
1
m
m∑
i=1
L(δSi (y),Θi)1(i ∈ Î),
and, correspondingly, the risk is
Rm(δ
S ,Θ; I) = EΘ
{
1
m
m∑
i=1
L(δSi (y),Θi)1(i ∈ Î)
}
. (10)
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Now restrict attention to marginal selection rules by requiring that
i ∈ Î ⇐⇒ Yi ∈ Γ,
where Γ is some fixed measurable subset of Y . If the selection rule is marginal and the
decision rule is separable, then the risk (10) is equal to
Rm(δ
S ,Θ; I) = EΘ
{
1
m
m∑
i=1
L(δ˜S(Yi),Θi)1(Yi ∈ Γ)
}
. (11)
We are again interested in the rule δ˜S∗ that minimizes (11) over δ˜S for a given Γ.
We now show how this question fits the framework of Yekutieli (2012), which will, in
turn, reveal the optimal solution. Yekutieli (2012) proposed selection-adjusted Bayesian
inference, where in his framework there is some “ordinary” loss function but, crucially,
the Bayes risk is computed with respect the selection-adjusted joint distribution of the
parameter and the data. He considers the different cases of a “random parameter”, “fixed
parameter” and a “mixed parameter”, that give rise to different selection-adjusted joint
distributions. Now define
fΓ(z, ω) =
{
(1/m) · p˜(z; Θi) · 1(z ∈ Γ)/P(Z ∈ Γ), if ω = Θi
0, otherwise
(12)
to be the selection-adjusted joint distribution of (Z,Ω), the subscript Γ used to distinguish
it from the unadjusted joint distribution. Writing (11) as
1
m
m∑
i=1
∫
p˜(z; Θi)L(δ˜
S(z),Θi)1(z ∈ Γ)dz
=
m∑
i=1
1
m
∫
p˜(z; Θi)1(z ∈ Γ) · L(δ˜S(z),Θi)dz,
we see that (11) and∫
L(δ˜S(z), ω)fΓ(z, ω)dzdω =
m∑
i=1
1
m
∫
p˜(z; Θi)1(z ∈ Γ)/P(Z ∈ Γ) · L(δ˜S(z),Θi)dz (13)
differ only by the constant P(Z ∈ Γ). Yekutieli (2012) calls (13) the average risk incurred
in selective inference for Ω, and shows in general that it is minimized by taking for each
z the action δ˜S∗(z) that minimizes∫
L(a, ω)fΓ(ω|z)dω
over a, where he defines
fΓ(ω|z) := fΓ(z, ω)∫
fΓ(z, u)du
.
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But for the selection-adjusted joint distribution in (12), we have, for z ∈ Γ,
fΓ(ω|z) = p˜(z; Θi)∑m
j=1 p˜(z; Θj)
,
which is the same as the (unadjusted) posterior distribution of Ω given Z = z, where
(Z,Ω, U) were defined when discussing the non-selective case. We conclude that the
optimal separable rule is again (9) regardless of Γ.
In what follows, we apply the general results above to specific tasks in large-scale infer-
ence. Thus, for hypothesis testing, confidence interval construction and point estimation,
we pose the problem in the usual or selective compound decision framework above. For
each case, we will need to instantiate the general framework by specifying the action
space A and elementary loss function L, and whether the usual framework or selective
framework applies. We then identify the best separable rule. Note that we cannot directly
use the optimality results of, e.g., Sun and McLain (2012), because these assume Θi are
random.
1. Testing for positive effects. Of central interest in this paper is the problem
of multiple testing for composite nulls. Specifically, for testing H0i : Θi ≤ 0 against
H1i : Θi > 0, i = 1, ...,m, we consider the risk (6) with the elementary loss function
L(a, θ) = λ1(a = 1, θ ≤ 0) + 1(a = 0, θ > 0),
as in Sun and McLain (2012). Above, the action a = 1 corresponds to rejecting the null,
and a = 0 means we decide not to reject. By (7), the posterior expected loss for any fixed
Θ is
ρ(a, z) := E
{
L(a,Ω)
∣∣Z = z} = {λ · fdr(z), a = 1
1− fdr(z), a = 0 ,
where
fdr(z) := PΘ(Ω ≤ 0
∣∣Z = z) (14)
is the local false discovery rate. It is now easy to see that the best separable rule is
δ˜∗(z) =
{
1, fdr(z) < 1/(λ+ 1)
0, otherwise
. (15)
In the examples of the following sections we work in a Neyman-Pearson (NP)-like
framework, where the objective is to design powerful tests subject to some Type-I error
rate control. Hence, it would add to the appeal of the solution in (15) if we could justify
it within a NP framework. The connection between the compound decision problem and
the NP problem was studied carefully in Sun and Cai (2007) and Sun and McLain (2012).
Specifically, Sun and McLain (2012) show for any m and when Θi are i.i.d., the two
problems are equivalent in the sense that there exists λ > 0 such that (15) is not only the
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best (i.e., orcale) rule for the compound decision problem, but it is also best in the sense
that it minimizes the expectation (over Θ) of
mMDR =
EΘ{
∑m
i=1 1(Θi > 0, t(Yi) > τ)}
EΘ {
∑m
i=1 1(Θi > 0)}
over all tests that reject H0i whenever t(Yi) ≤ τ for some function t(·) and a constant τ ,
and control the expectation of
mFDR =
EΘ{
∑m
i=1 1(Θi ≤ 0, t(Yi) ≤ τ)}
EΘ {
∑m
i=1 1(t(Yi) ≤ τ)}
below α. Because we have translated the compound decision problem for fixed Θ to a
marginal problem where Ω is random, we can apply the result of Sun and McLain (2012)
with m = 1 and arrive immediately at
Corollary 1. Consider the collection of all (separable) tests that reject H0i whenever
t(Yi) ≤ τ for some function t(·) and a constant τ . Then, among tests in this class that
have smaller or equal mFDR, (15) has minimum mMDR.
Remark. It is easy to show that mFDR = PΘ{Ω ≤ 0
∣∣t(Z) ≤ τ} exactly for any fixed Θ,
and a similar calculation applies for mMDR. For example, this follows from Theorem 1
in Storey (2002) with m = 1, after rewriting mFDR in terms of (Z,Ω). This identity can
be used to obtain a direct proof of Corollary 1, that is, without appealing to Sun and
McLain (2012). In fact, using the identity above we can show that the corollary holds in
a stronger sense, namely, when allowing any separable rule.
2. Selective interval estimates. In large-scale studies, it would often be of interest
to give interval estimates for Θi selected after viewing the data. Take A to be the set of
all measurable subsets of Y , and consider the loss
L(A, θ) = λ1(θ /∈ A) + |A|
where |A| is the Lebesgue measure of A (if A is an interval, this is simply the length).
The posterior expected loss for any given A is
ρ(A, z) = λP(Ω /∈ A∣∣Z = z) + |A|.
Candidates for minimizing the posterior expected loss are clearly only “highest posterior-
density” regions, namely, subsets of Y that have the minimum Lebesgue measure among
all regions that capture the same posterior probability. The latter property can be consid-
ered a Neyman-Pearson “equivalent” of decision-theoretic optimality for the loss function
above, and is a natural criterion to pursue.
3. Selective point estimates. Sometimes we want to give point estimates for Θi
selected after viewing the data, e.g., Efron (2011); Reid et al. (2017). If the selection rule
is marginal (as defined earlier), then, by the argument above, the optimal separable rule
for squared loss is the “usual” Bayes rule, i.e., the posterior expectation.
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3 The L-level hierarchical Beta model
The hierarchical Beta model is a sampling scheme we use for generating distributions
with density functions that are piecewise constant on subintervals of [amin, amax] ⊆ R
with endpoints a = (a0, a1, ..., aI), where I = 2
L and amin = a0 ≤ a1 ≤, ...,≤ aI = amax.
The model consists of the following components.
a. Independent Beta random variables. The sampling scheme is based on a sequence
of I − 1 independent Beta random variables,
φl,j ∼ Beta(αl,j, βl,j), l = 1, ..., L, j = 1, ..., 2l−1.
b. Decision tree. Given the Beta random variables φ = (φ1,1, ..., φL,2L−1), a decision
vector, d = (d1, ..., dL) with dl ∈ {0, 1}, is generated as follows: d1 ∼ Bernoulli(φ1,1); if
d1 = 0 then d2 ∼ Bernoulli(φ2,1), however if d1 = 1 then d2 ∼ Bernoulli(φ2,2); and at
level l = 3, ..., L, for i =
∑l−1
j=1 dj ·2j + 1 we have dl ∼ Bernoulli(φl,i). The decision vector
d specifies an index δ(d) ∈ {1, 2, ..., I} through the binary expansion
δ(d) =
L∑
l=1
dl · 2l−1 + 1.
c. Probability vector. It is important to note that given φ, the index δ(d) may be
directly generated as a single multinomial realization with probability vector
piL = (piL,1, piL,2, ..., piL,I),
whose components are products of the Beta random variables, defined hierarchically as
follows. For the first level of the hierarchy we define pi1,1 = 1 − φ1,1 and pi1,2 = φ1,1.
For the second level of the hierarchy we define pi2,1 = (1 − φ2,1) · pi1,1, pi2,2 = φ2,1 · pi1,1,
pi2,3 = (1 − φ2,2) · pi1,2, and pi2,4 = φ2,2 · pi1,2. At level l = 3, ..., L of the hierarchy, for
j = 1, ..., 2l−1 we define pil,2·j−1 = (1− φl,j) · pil−1,j and pil,2·j = φl,j · pil−1,j.
d. Step function PDF. Given the probability vector piL = (piL,1, ..., piL,I) and endpoints
vector a = (a0 ≤ a1 ≤ ... ≤ aI), we define a distribution with a PDF that is a step
function whose values are the components of piL at sub-intervals that are specified by the
components of a,
f(θ; a,piL) = piL,1 · 1[a0,a1](θ)
a1 − a0 +, ...,+piL,I ·
1[aI−1,aI ](θ)
aI − aI−1 . (16)
In Figure 2 we provide a schematic for the hierarchical Beta model with L = 3 levels
revealing self-similarity properties of our model: node probabilities are sums of lower
level node probabilities; for L′ < L, levels l = 1, ..., L′ of the hierarchical Beta model form
a L′ level hierarchical Beta model; the probabilities cumulative sums sequence for level
L′,
∑j′
i′=1 piL′,i′ for j
′ = 1, ..., 2L
′
, is a subsequence of the probabilities cumulative sums
sequence for level L,
∑j
i=1 piL,i for j = 1, ..., 2
L.
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pi1,1
pi2,1
pi3,1
φ3,1
pi3,2
1− φ3,1
φ2,1
pi2,2
pi3,3
φ3,2
pi3,4
1− φ3,2
1− φ2,1
φ1,1
pi1,2
pi2,3
pi3,5
φ3,3
pi3,6
1− φ3,3
φ2,2
pi2,4
pi3,7
φ3,4
pi3,8
1− φ3,4
1− φ2,2
1− φ1,1
Figure 2: Schematic of the hierarchical Beta model, L = 3. φ1,1, φ2,1, ..., φ3,4 are indepen-
dent Beta random variables. For l = 1, ..., L and j = 1, ..., 2l, the probability pil,j is the
product of the Beta random variables on the edges connecting it to the root node (filled
black circle). The probabilities at level L specify the step function PDF: for θ ∈ [ai−1, ai],
f(θ; a,pi) = piL,i/(ai − ai−1).
3.1 Generative model for the data
For the analysis in this section, we impose the following hierarchical model for generating
the data Y = (Y1, ..., Ym).
Definition 1 (Generative model).
1. For l = 1, ..., L and j = 1, ..., 2l−1, generate i.i.d. φl,j ∼ Beta(1, 1).
2. For i = 1, ...,m, independently generate decision vector di = (d
i
1, ..., d
i
L) from the
decision tree based on φ1,1, ..., φL,2L−1 , and compute index δi = δ(di).
3. For i = 1, ...,m, generate independent Θi ∼ U [aδi−1, aδi ].
4. Generate Y ∼ p(y; Θ).
Remark. Let PS = PS(a) denote the subset of distributions with PDFs that are step
functions on intervals whose endpoints are the components of a and density 0 for θ /∈
[amin, amax]. The one-to-one mapping in (16) between probability vectors and distributions
in PS allows us to specify a distribution on PS. For piS ∈ PS corresponding to probability
vector piL, DhBeta(piS) is the density that the generative model assigns to piL. Note also
that in the generative model of Definition 1 we may equivalently sample Θi from the
distribution whose PDF is the step function (16). This yields an equivalent representation
for the model in Definition 1: first sample piS ∼ DhBeta(piS); then, for i = 1, ...,m, sample
Θi
i.i.d.∼ piS, and then sample Y ∼ p(y; Θ).
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In the next sections we derive expressions for the conditional distribution of piL, first
given the parameter vector Θ, and then given (only) the data vector Y. To do so we
define a set of indicators that encode the outcomes of the generative model. For i =
1, ...,m, N i1,1 = 1 − di1, N i1,2 = di1; and in general at level l = 1, ..., L for δ(di1, ..., dil) =∑l
u=1 d
i
u · 2u−1 + 1, we set N il,δ(di1,...,dil) = 1 and N
i
l,k = 0 for all other k ∈ {1, ..., 2l}. In
particular, N iL,k = 1 if and only if δi = k. We also define Nl,k =
∑m
i=1N
i
l,k, for which ∀l,
m =
∑2l
k=1Nl,k.
3.2 Posterior distribution for the no-noise case
The no-noise case refers to the theoretical (or hypothetical) case that we get to observe
Θ1, ...,Θm without noise. Observing Θ1, ...,Θm, yields index vector δ = (δ1, ..., δm) and
determines the node counts Nl,k for l = 1, ..., L and k = 1, ..., 2
l−1.
Notice that in the generative model of Definition 1, for l = 1, ..., L and k = 1, ..., 2l−1,
φl,k ∼ Beta(1, 1); N1,2|φ1,1 ∼ Binom(m,φ1,1); for l = 2, ..., L and k = 1, ..., 2l−1, we have
Nl,2,...,k|Nl−1,k, φl,k ∼ Binom(Nl−1,k, φl,k). Thus, for l = 1, ..., L, φl,k|Nl;2,...,k−1, Nl;2,...,m ∼
Beta(1 + Nl;2·k−1, 1 + Nl;2,...,k). This conjugacy means that in the no-noise case, the
posterior distribution of piL is the (marginal) distribution of piL in an L-level hierarchical
beta model with φl,k ∼ Beta(1 +Nl;2,...,k−1, 1 +Nl;2,...,k).
Remark. Per construction, the hierarchical Beta model assigns probability piL,j to interval
IL,j. For l = L, ..., 2, recursively joining pairs of contiguous intervals, we further define
intervals Il−1,j = Il,2·j−1 ∪ Il,2·j for j = 1, ..., 2l−1. The additive relation that pil−1,j =
pil,2·j−1 + pil,2·j, implies that the hierarchical Beta model further assigns probability pil,j
to interval Il,j. The multiplicative relation that pil,2·j−1 = pil−1,j · φl,j, implies that φl,j
is the conditional probability of Il,2·j−1 given Il−1,j and that 1 − φl,j is the conditional
probability of Il,2·j given Il−1,j. In our hierarchical Bayesian approach, we estimate pil,j by
its expectation. First, we have that, unconditionally, pil,j is the product of l i.i.d. Beta(1, 1)
random variables, thus E(pil,j) = (1/2)l. In the no-noise case the hierarchical Bayes
model produces essentially nonparametric density estimators. We have shown in the
previous subsection that, φl,j|Θ ∼ Beta(1 + Nl,2·j−1, 1 + Nl,2·j). Thus, our estimator for
P(Il,2·j−1|Il−1,j) is E(φl,2·j−1|Θ) = (1 +Nl,2·j−1)/(2 +Nl−1,j), and our estimator for P(IL,j)
is E(piL,j|Θ), given by the the product of the estimators for the conditional probabilities
of intervals covering IL,j. For example,
Pˆ(IL,1) = Pˆ(IL,1|IL−1,1)× Pˆ(IL−1,1|IL−2,1)× · · · × Pˆ(I2,1).
In Example 1 we compare this estimator with the empirical probability mass function
(PMF) estimator, Pˆ(IL,j) = NL,j/m. In the practical (noisy) case, where we only get
to observe Y, the hierarchical Beta model produces nonparametric deconvolution density
estimators, Pˆ(IL,j) = E(piL,j|Y). In Subsection 3.3 we derive the posterior hierarchical
model for the noisy case and provide an algorithm for sampling from it. In Example 2 we
illustrate how this algorithm is implemented on simulated data.
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Example 1. In this simulated example, Θ consisted of 1000 i.i.d. U [0, 1] components. For
L = 1, , ..., 20, we study the performance of the density estimator for the no-noise hierar-
chical Beta (hBeta) model, E(piL,j|Θ)/(aj−aj−1) for a regular grid on [0, 1], ai = i/2L for
i = 0, 1, ..., 2L. We conducted a simulation study with 105 runs to evaluate our estimator.
In each run, we consecutively generated L random variables: N1 ∼ Binom(1000, 1/2),
and then for l = 2, ..., L, we generated Nl ∼ Binom(Nl−1, 1/2). As aj − aj−1 = (1/2)L,
our estimator was given by
1 +N1
2 + 1000
× 1 +N2
2 +N1
× · · · × 1 +NL
2 +NL−1
/(1/2)L.
In Figure 7 of the Appendix we display the standard deviation of our density estimator.
The simulation mean for our estimator was practically 1. We compare our estimator to
the empirical PMF estimator for the density,
(NL,j/1000)/(1/2)
L
with NL,j ∼ Binom(1000, (1/2)L). This estimator is unbiased with standard deviation√
(1/2)L · (1− (1/2)L)/1000/(1/2)L. Figure 7 reveals that when the sample size is large
in relation to the interval probability the performance of the two estimators is very similar.
However, when the interval probability is of the order of one over the sample size, i.e.
O(0.001), the standard deviation of the empirical PMF estimator is close to its mean, the
estimated density, and increases very rapidly with L. The standard deviation of the hBeta
estimator, on the other hand, increases very slowly in L and only exceeds the estimated
density at interval probability of about (1/2)14.
For example, for L = 15 the standard deviation for the empirical PMF estimator
was 5.72 while the standard deviation of the hBeta estimator was only 1.13. To illus-
trate why this happens, in Figure 8 of the Appendix we display the hBeta estimates,
E(pi15,j|Θ)/(1/2)L, j = 1, ..., 1000, for a single run of the simulation. In this particular Θ
realization, N15,1, ..., N15,1000 consisted of 976 zeros and 24 ones. In intervals with NL,j = 1
the hBeta estimates have peaks ranging from about 3 to 9, and moving away from the
peaks the density estimates decrease to about 1/2. By comparison, the empirical PMF
density estimate equals 0 in intervals with NL,j = 0 and in intervals with NL,j = 1 it
equals (1/1000)/(1/2)15 = 32.768.
3.3 Posterior distribution for the noisy case
In this subsection we derive the posterior distribution of piL and Θ for the practical case
that we only get to observe Y, and provide an algorithm for sampling them. For brevity we
replace NL,k with Nk and define the counts vector N = (N1, ..., NI). For n = (n1, ..., nI),
with nk ∈ {0, 1, ...,m} and n1 + ...+nI = m, let A(n) = {δ : N1 = n1, ..., NI = nI}. A(n)
includes n(n) = m!/(ΠIk=1nk!) values of δ. In the generative model of Definition 1, N|pi
is Multinomial(m,piL). Therefore, all δ ∈ A(n) have the same conditional probability
given piL and thus also marginal probability of being generated in the model of Definition
1. We denote this probability P(δ; n).
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We express the posterior distribution of piL as a sum over all I
m possible values of δ,
f(piL|Y) = f(pi,Y)
f(Y)
=
∑
δ f(pi,Y, δ)∑
δ f(Y, δ)
=
∑
δ f(piL|δ,Y) · f(Y|δ) · P(δ)∑
δ f(Y|δ) · P(δ)
=
∑
n
∑
δ∈A(n) f(piL|δ) · f(Y|δ) · P(δ; n)∑
n
∑
δ∈A(n) f(Y|δ) · P(δ; n)
=
∑
n f(piL|δ, δ ∈ A(n)) · {P(δ; n)) · (
∑
δ∈A(n) f(Y|δ))}∑
n{P(δ; n)) · (
∑
δ∈A(n) f(Y|δ))}
(17)
where f(y|θ) = p(y;θ), and where piL|δ is the posterior distribution of piL for the no-
noise case, which we derived in the previous subsection. The equality in (17) is because
the conditional distribution piL|δ and the probability P(δ) are the same for all δ ∈ A(n).
Expression (17) reveals that the distribution piL|Y is a mixture of hierarchical Beta models
with the mixture weights given in the curly brackets.
While we may analytically derive each mixture weight in (17), assessing all Im mixture
weights is unfeasible. In practice, we evaluate the posterior distribution of piL by Gibbs
sampling algorithms. To that end we further derive the conditional distribution of Θ
given Y and piL,
f(θ| Y = y,pi) = f(y|θ,pi)f(θ|pi)
f(y|pi) =
f(y|θ)f(θ|pi)
f(y|pi) ∝ f(y|θ)f(θ|pi), (18)
where f(θ|pi) = Πmi=1f(θi; a,pi). In the hierarchical Beta model Θi are conditionally inde-
pendent given piL. In the special case that Yi ∼ p˜i(yi; θi), as (Θi, Yi) are also conditionally
independent given piL, we may express
f(θi| Y = y,pi) = f(θi,y|pi) · f(pi)
f(y,piL)
=
f(θi, yi|pi) · Πj 6=if(yj|piL) · f(pi)
f(y,piL)
∝ f(θi, yi|pi) = p˜i(yi; θi) · f(θi; a,pi). (19)
In Algorithm 1 we provide the Gibbs sampling algorithm for generating posterior samples
(pi(1),Θ(1)), ..., (pi(G),Θ(G)) in the sequence model Yi ∼ p˜i(yi; Θi). In line 6 of the algo-
rithm we use the fact the conditioning on Θ amounts to evaluating piL for the no-noise
case. In Section 6 we present a counterpart of (19) for the general case, that is, when the
sequence model does not hold.
Example 2. In this simulated example, we generate a single realization of Θ, consisting
of 1000 i.i.d. Θj sampled from a mixture
g˜(θ) = 0.90 · TN(0.5, 0.12) + 0.09 · U [0, 1] + 0.01 · U [0.49, 0.51],
where TN(0.5, 0.12) is the density of a normal distribution truncated to the interval [0, 1].
We then generate a single realization of Y, with Yj ∼ N (Θj, 0.12) for j = 1, ..., 1000.
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Algorithm 1: Gibbs sampler for the sequence model
Input : Y; number of levels L; grid a; initial value pi(0)
Output: posterior samples (pi(1),Θ(1)), ..., (pi(G),Θ(G))
1 for g = 1 ,..., G do
2 for i = 1, ...,m do
3 Sample Θ
(g)
i from its conditional distribution given Y = y and piL = pi
(g−1)
in (19)
4 end
5 for l = 1, ..., L and k = 1, ..., 2l−1 do
6 Compute Nl,k from Θ
(g); generate independent
φl,k ∼ Beta(1 +Nl,2·k−1, 1 +Nl,2·k); use the Beta random variables to
compute pi(g)
7 end
8 end
We evaluate the posterior distribution of piL with Gibbs sampling Algorithm 1, for a
10-level hierarchical Beta model on a regular grid with 1024 intervals on [−0.2, 1.2]. Our
initial value for pi(0) is a Dirichlet random variable with concentration vector α = (1, ..., 1).
We generated 20 independent runs of the Gibbs sampler, each consisting of 150 iterations.
We recorded iterations 51 to 151 from each run, thus providing us with a total of 2000
posterior realizations of pi10, pi
(1)
10 · · ·pi(2000)10 .
In Figure 9 we display the distribution of Gibbs sampler realizations pi
(g)
10,512 and pi
(g)
10,513
for g = 1, ..., 500. The mean probability across all 2000 Gibbs sampler iterations was 0.004
for pi
(g)
10,512 and 0.005 for pi
(g)
10,513. The plot reveals that the Gibbs sampler distribution of
the posterior interval probabilities is highly erratic with very slow mixing.
In Figure 10 we display the estimates for the truncated-Normal–Uniform mixture
density. The green curve is the deconvolution density estimates E(pi10,i|Y)/(1/1024),
evaluated by dividing the mean across the 2000 Gibbs sampler of pi
(1)
10,i · · · pi(2000)10,i by the
interval length, (1.2−−0.2)/1024. Recall that the components of pi5 = (pi5,1, ..., pi5,32) are
given by partial sums of the components of pi10, pi5,i = pi10,(i−1)·32+1+, ...,+pi10,(i−1)·32+32.
Thus, we may compute posterior realizations of pi5 by the corresponding partial sums
of the posterior realizations of pi10. The blue curves in Figure 10 are density estimates
E(pi5,j|Y)/(1/32) evaluated by dividing the mean of the posterior realizations of pi5 with
the interval length, (1.2− (−0.2))/32. The plot reveals that for 1024 intervals, the means
of 2000 Gibbs sampler realizations are also highly erratic; for 32 intervals, the Gibbs
sampler density estimator is smoother, but still does a very bad job teasing out the
particular features of the truncated-Normal–Uniform mixture density.
However, we maintain that for our hierarchical Bayes approach it is only necessary be
able to well approximate “global” features of the mixture distribution, and this may be
assessed by studying how well we estimate the CDF of the mixing distribution. In Figure
11 of the Appendix we display estimation of the CDF of the truncated-Normal–Uniform
mixture distribution. For our 1024 interval CDF estimates we compute cumulative sums
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of the Gibbs sampler realizations, Σ
(g)
10,0 = 0 and for i = 1, ..., I, Σ
(g)
10,i = pi
(g)
10,1 + · · ·+ pi(g)10,i.
Our CDF estimate is the CDF produced by the polygon whose X coordinates are ai and
Y coordinates are the means of Σ
(1)
10,i · · ·Σ(2000)10,i , for i = 0, ..., 1024. Similarly, our 95%
credible intervals is the CDF produced by polygons whose Y coordinates are 0.025 and
0.975 quantiles of Σ
(1)
10,i · · ·Σ(2000)10,i . The 32 interval estimates and credible intervals are
sub-sequences of the 1024 interval estimates and credible interval. The plot reveals that
the 1024 interval CDF estimates and credible intervals and 32 interval CDF estimates
and credible intervals are very similar: the CDF estimates approximate the CDF of the
truncated-Normal–Uniform mixture distribution well; the credible intervals for the CDF
cover the CDF of the truncated-Normal–Uniform mixture distribution.
The targets for estimation in this manuscript are ultimately the expectation, and 0.025
and 0.975 quantiles, of the posterior distribution of Θj. In Figure 12 of the Appendix we
display estimation of the CDF of the of the posterior distribution of Θj given Yj = 0.7. To
derive our estimates, we produce Gibbs sampler realizations of the posterior distribution
of Θj|Yj = 0.7 by updating each Gibbs sampler realization pi(g)10,i by the likelihood of
Yj = 0.7 for Yj ∼ N(Θj, 0.12), pi(g)−post10,i ∝ pi(g)10,i ·φ((a˜i−0.7)/0.1) for interval i = 1, ..., 1024
where a˜i = (ai−1 + ai)/2 is the middle of the interval. We then use the cumulative
sums of the updated probability vectors pi
(g)−post
10,1 · · · pi(g)−post10,1 to evaluate the posterior
mean and credible intervals for the CDF of the posterior distribution of Θi. Figure 12
reveals that we are able to estimate the posterior distribution of Θj given Yj = 0.7 well.
Indeed, we calculated the true posterior mean of Θj given Yj = 0.7 to be 0.608, while
our estimate for the posterior mean—the expectation the mean over the updated Gibbs
sampler realizations—was 0.615. Furthermore, the true 95% credible interval for Θj is
[0.463, 0.777], while the Gibbs sampler 95% credible interval for Θj was [0.4601, 0.805].
To produce this credible interval we generate a single random sample Θ
(g)−post
j from each
updated Gibbs sampler probability vector pi
(g)−post
10 , and then compute the 0.025 and
0.975 empirical quantiles of Θ
(1)−post
j · · ·Θ(g)−postj . Without making a formal statement,
we expect the Gibbs sampler credible interval for Θj to cover the oracle credible interval
for Θj if the the Gibbs sampler credible interval for the CDF of the posterior distribution
covers the CDF of the oracle posterior distribution.
4 Application I: Normal means model
In our first simulation example the observations are
Yi ∼ N (Θi, 1) (20)
for i = 1, ...,m = 104, and the primary task is to test, for each i,
H0i : Θi ≤ 0 Vs. H1i : Θi > 0.
We consider multiple testing procedures that reject H0i whenever tˆ(Yi) ≤ τˆ , where the
mapping tˆ(·) itself and the threshold τˆ may depend on the data Y. We aim for procedures
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(tˆ, τˆ) that, for any fixed Θ, approximately control the false discovery rate,
FDR := EΘ
{∑m
i=1 1(Θi ≤ 0, tˆ(Yi) ≤ τˆ)∑m
i=1 1(tˆ(Yi) ≤ τˆ)
}
.
Among tests that control the FDR, we prefer procedures that have smaller Type-II error,
here measure by the missed discovery rate,
MDR := EΘ
{∑m
i=1 1(Θi > 0, tˆ(Yi) > τˆ)∑m
i=1 1(Θi > 0)
}
.
In practice, FDR and mFDR (defined earlier) are usually very close when selections are
not too rare. Because we anyway do not insist on exact control of FDR, we will be content
with procedures that approximately control mFDR instead of FDR. On a similar note,
we allow ourselves to consider mMDR instead of MDR.
We generate Θ once, such that Θi are i.i.d. from the probability mass function
g˜(θ) =

0.85/2, θ = ±0.02
0.1/2, θ = ±0.2
0.05/2, θ = ±2
. (21)
Then, using α = 0.1 and holding Θ fixed throughout, for each of K = 100 simulation
rounds, we sample the Yi from (20) and compare five different multiple testing procedures.
The five methods are described below.
Oracle Bayes. This is the optimal separable rule of Section 2, which we now write down
explicitly for the current example. Let φ(z) be the density of a standard normal variate,
Φ(z) its cdf, and Φ¯(z) := 1− Φ(z). If the target mFDR level is α, then the oracle Bayes
rule rejects H0i whenever fdr(Yi) ≤ τ ∗, where
fdr(z) = PΘ(Ω ≤ 0
∣∣Z = z) = ∑i p˜(z; Θi)1(Θi ≤ 0)∑
i p˜(z; Θi)
=
∑
i 1(Θi ≤ 0)φ(z −Θi)∑
i φ(z −Θi)
, (22)
and where τ ∗ is the largest value of τ such that
mFDR = PΘ
{
Ω ≤ 0∣∣fdr(Z) ≤ τ}
is less than or equal to α. Now, by inspection of (22), we see that fdr(z) is decreasing
in z no matter the values of Θ1, ...,Θm. We conclude that the the oracle rule rejects H0i
whenever Yi ≥ y∗, where y∗ is the value of y such that
Fdr(y) := PΘ(Ω ≤ 0
∣∣Z ≥ y) = ∑i 1(Θi ≤ 0)Φ¯(y −Θi)∑
i Φ¯(y −Θi)
is equal to α.
Hierarchical Beta. This is our proposed method. We apply the algorithm described in
Section 3 with L = 7 levels and grid a = (a0 = −5 < a1 <, ..., < aI+1 = 5). Specifically,
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for each Y, we (i) use the Gibbs sampler to obtain posterior samples of piL, then (ii)
for each posterior sample of piL, compute an estimate F̂dr(y) as the posterior probability
P{Ω ≤ 0∣∣Z ≥ y} under Ω ∼ Multinomial(1,piL), and finally (iii) take the average of
these estimates as the final estimate for Fdr(y). We reject H0i whenever Yi > yˆ
∗, where
yˆ∗ is the smallest y such that F̂dr(y) ≤ α.
Deconvolution (delta). The deconvolution methods of Efron (2016) are used to esti-
mate a probability mass function for Θi under the postulated model given by (4) and
(3) with g˜ deterministic. In the terminology of Section 3, this amounts to estimating piL
where piL is now treated as deterministic. We set pDegree = 7 and compute the esti-
mate of g˜ with the optional argument deltaAt = 0, that tells the program to estimate
a point mass at zero. To estimate a cutoff we proceed similarly as in the previous item.
Deconvolution. Same as the previous item, except we set deltaAt = NA, that tells
the program not to treat any of the grid values specially.
Benjamini-Hochberg. We run level-α BH on the one-sided p-values Pi = 1− Φ(Yi).
Table 1 displays average FDR and power for the different methods. For power we
display the average MDR as a fraction of MDR∗, the MDR for the oracle Bayes rule.
As expected, BH is the most conservative. Deconvolution with delta at zero is also very
conservative, while the same method without delta at zero is too liberal. Our hierarchical
Beta method is also too liberal, but a bit less than Efron (2016)’s method with delta
at zero. The oracle maintains nominal FDR level. This is a hard example because the
signs of the effects at ±0.02 are essentially indistinguishable; in other words, it is hard to
compete with the oracle in this example. Because in this example all five methods use the
“right” test statistic Yi, the differences in performance have to do only with the choice of
the threshold. BH loses a lot of power because it anticipates uniform p-values under the
null, while many of the null Pi are stochastically much larger than uniform.
hBeta Deconv Deconv (del) BH Oracle
FDR 0.171 0.192 0.051 0.042 0.100
MDR÷MDR∗ 4.929 2.576 0.458 0.340 1
Table 1: Average FDP and relative power for simulation
Figures 3a and 3b show estimates of the local false discovery rate, fdr(y), and the
“tail area”, Fdr(y), respectively, for the testing methods (excluding BH) and for a single
realization of the data Y. The estimates for the hierarchical Beta method are based on
50 successive MCMC runs of the algorithm of Section 3. The vertical colored tick marks
in Figure 3b are the estimated cutoffs yˆ∗ for α = 0.1 and the different methods.
In the remainder of this subsection we address post-selection inference. Thus, we are
concerned with inference for parameters Θi corresponding to the null hypotheses rejected
by the hierarchical Beta method. We estimate the (normalized) mean squared error
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(a) (b)
Figure 3: (a) Estimates of the local false discovery rate, fdr(y) (b) estimates of the “tail
area”, Fdr(y). The legend on the left applies to both panels of the figure.
(MSE) by the average of the loss,
|Î|−1
m∑
i=1
(Θ̂i −Θi)2 · 1(i ∈ Î),
in the 100 simulation runs, where Î = {i : Yi ≥ yˆ∗}, the set of indices corresponding to
rejected nulls. The MSE for the naive estimate, Θ̂i = Yi, i ∈ Î, was 6.08 times larger
than the average MSE of the oracle. For the deconvolution method with delta, the MSE
relative to the oracle was 1.12; while for the hierarchical Beta method it was 1.1.
Figure 4 shows point estimates and interval estimates for the same single realization
of the experiment as in Figure 3. The hierarchical Beta method rejects 83 of the null
hypotheses for this realization, the subset Î = {i : Yi ≥ yˆ∗ = 2.84}; this region is indicated
by darker curves in both subfigures. The true parameter values for selected observations
are indicated with orange points. The green line in the figure, representing the oracle,
is instance-optimal in the sense of Section 2 for estimating the selected parameters. The
shrinkage (posterior mean) estimates produced by the Hierarchical Beta method and the
deconvolution method (with delta at zero) are quite similar, both following the oracle
Bayes rule closely for smaller values of the observations. For the selected observations,
there is an appreciable difference between these and the oracle: the blue and purple lines
in the left panel of Figure 4 do shrink the naive estimate Θ̂i = Yi substantially, but not
enough.
The right panel of Figure 4 shows (estimated) 95% highest-posterior-density credi-
ble intervals produced by the Hierarchical Beta method in blue, versus level-0.95 FCR-
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adjusted (symmetric) intervals of Benjamini and Yekutieli (2005) in black. Oracle “in-
tervals” are not shown in this figure only because these are unions of at most 6 discrete
points (on which the posterior mass concentrates), and displaying these might affect the
appearance of the plot. The blue intervals are much shorter than the black ones, but
also feature an entirely different shape; for example, they are not always contained in the
black intervals. For this realization of the experiment, the true Θi for selected observa-
tions were all covered by the blue intervals, whereas the black intervals missed one out of
the 58 selected parameters. In both panels of the figure, the curves for the Hierarchical
Beta method are based on averages over 50 MCMC runs of the algorithm.
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Figure 4: Point estimates and interval estimates for selected observations. The curves are
darker in the selection region, y > 2.84. Orange points represent the true values of Θi for
the set selected.
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5 Application II: Accident data
In this section we apply our methodology to real data. We consider the accident data
set analyzed by Simar et al. (1976) and discussed in Carlin and Louis (2010). The data
consists of number of claims per year for m = 9461 policies issued by La Royal Belge
Insurance company. The analysis assumes a mixture model for the number of claims for
policy i = 1, ...,m, Yi|λi ∼ Poisson(λi) for nonnegative rate λi ∼ G.
Columns 1-6 in Table 2 are taken from Carlin and Louis (2010). Columns 1-3 sum-
marize the distribution of the policy counts, with mˆG(y) = #{i : yi = y}/9461 for
y = 0, ..., 7. Column 4 is Robbins’s nonparametric empirical Bayes (EB) estimate for the
posterior mean of λi, given by Eˆ(λi|Yi = y)=(y+1)·mˆG(y+1)/mˆG(y). The parametric EB
estimates in Column 5 are computed under the Gamma-Poisson mixture model. Here, if
G is Gamma-distributed with scale = θ and shape = r, the posterior distribution of λi is
Gamma with scale = θ/(1+θ) and shape = r+y. The maximum likelihood estimates are
θˆ = 0.3448 and rˆ = 0.6163, yielding the estimates displayed in the table through the rela-
tion Eˆ(λi|Yi = y)=(y+rˆ)·θˆ/(1+θˆ). Carlin and Louis (2010) also provide the EM algorithm
of Simar et al. (1976) for finding the k-valued discrete distribution Gˆk that maximizes the
mixture likelihood for y1 · · · ym. For any predetermined (fixed) value of k, we will refer to
such an estimate as a nonparametric maximum-likelihood estimate (NPMLE). The pos-
terior means in Column 6 of the Table are the NPMLE estimates for k = 4 given in Simar
et al. (1976), GˆSimar4 , that takes on the values (0.089, 0.580, 3.176.3.669) with probabilities
(0.7600, 0.2362, 0.0037, 0.002), and for which the mixture log-likelihood equals −5341.528.
Several reports in the literature suggest that GˆSimar4 is in fact not the MLE. To
verify this we implemented ourselves the EM algorithm of Simar et al. (1976) in R,
and applied it to the accident data with different values of k. For k = 4 the output
GˆEM4 of the EM procedure takes on the values (0, 0.332, 0.343, 2.545) with probabilities
(0.4182, 0.3889, 0.1842, 0.0087), with log-likelihood −5340.704. Interestingly, we obtained
the same maximum log-likelihood for all k ≥ 3. Figure 15 of the Appendix shows the
CDF of GˆSimar4 and of Gˆ
EM
4 .
Throughout this example, we implement the hierarchical Beta (hBeta) method with
L = 8 levels, and with amin = 0 and amax = 4. We use 20 independent Gibbs sampler
runs consisting of 50 burn-in iterations and 200 recorded iterations. The log-likelihood for
the hBeta posterior mean of mixing distribution was −5341.363. We display the resulting
posterior mean and 95% credible intervals for the CDF of the mixing distribution in Figure
15. Figure 15 reveals that the three estimators for the mixing distribution yield similar
results. Columns 7 and 8 in Table 2 display the posterior mean and 95% CI for λi for
the hierarchical Beta model; indeed, we see that the posterior means are very close to
the estimates of Simar et al. (1976). The wide credible intervals, however, imply high
uncertainty in assessing the value λi.
Next we study the performance of our method in a simulation where the parameters
λi ∼ GˆSimar4 independently for i = 1, ...,m. We begin with a single run where we draw
the λi and then draw Yi ∼ Poisson(λi) for i = 1, ...,m. We distinguish between GˆSimar4
and the empirical distribution of the λi in our simulation, Gˆ
emp
4 , that took on the values
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(0.089, 0.580, 3.176.3.669) with probabilities (7121/9461, 2313/9461, 25/9461, 2/9461). In
Figure 16 of the Appendix we display the CDF of GˆSimar4 and Gˆ
emp
4 , the hBeta posterior
mean and 95% credible intervals for the CDF of the mixing distribution, and the CDF of
GˆEM4 , the 4-valued discrete mixing distribution maximizing the likelihood that took on
the values (0.044, 0.279, 0.915, 4.558) with probabilities (0.502, 0.419, 0.078, 0.0007). For
GˆSimar4 the log-likelihood was −5343.13, for Gˆemp4 the log-likelihood was −5342.67, for
GˆEM4 the log-likelihood was −5341.94, while for the log-likelihood for the hBeta posterior
mean was −5342.31.
We compare the (normalized) squared error loss,
∑m
i=1{λˆi(Yi)− λi}2/m, of the hBeta
posterior means to four other estimators of the parameter vector. The first two estimators
are the “oracle” posterior means E(λi|Yi = y), based on the theoretical distribution GˆSimar4
and the empirical parameter distribution Gˆemp4 , for which the squared error losses were
0.0528 and 0.0527, respectively; as expected, the two are very close. The third estimator
is the MLE for λi, λˆ
MLE
i (Yi) = Yi, for which the squared error loss was 0.216. The fourth
estimator is the the posterior mean of λi when plugging in the NPMLE Gˆ
EM
4 , for which
the squared error loss was 0.0752. The squared error loss for the hBeta posterior means
was 0.0526.
Next we compute the risk, i.e., the expectation of the squared error loss. For the Poisson
MLE the risk is 0.218. The risk for the posterior mean for mixing distribution GˆSimar4
was 0.05116 while risk for the posterior mean for mixing distribution Gˆemp4 , which is the
Bayes rule, was 0.05037. To evaluate the risk for the hBeta and NPMLE estimators we
simulated 400 independent data vector realizations. The estimated risk for the NPMLE
estimator was 0.0525 (standard error 0.0003) The estimated risk for the hBeta estimator
was 0.05140 (standard error 0.00009), Thus we see that the risk for the four Bayesian
estimators is four times smaller than the risk for the MLE. Interestingly, even though the
parametric form of the mixing for the hBeta model is incorrect (a continuous distribution
with step function density instead of a discrete distribution that takes on four values), the
risk of the hBeta estimator was smaller than the risk of the NPMLE estimator and almost
as small as the risk of the two oracle estimators. To summarize, at least in this example,
our method appears to produce a regularized estimate for the mixing distribution, having
smaller likelihood but also smaller estimation error than NPMLE.
6 Application III: High dimensional logistic regres-
sion
In this section we consider a case in which model (1) cannot be reduced to a sequence
model (4). Specifically, the labels are binary outcomes,
Yi = Bernoulli(qi), qi = exp(µi)/(1 + exp(µi))
for µn×1 = Xβ, and where Xn×m is an observed design matrix and βk×1 an unknown
(deterministic) vector of parameters. We first describe the necessary modifications to our
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yi Count mˆG Robbins Gamma NPMLE hBeta (mean + CI)
0 7840 0.82867 0.168 0.159 0.168 0.168 [0.005, 0.620]
1 1317 0.13920 0.363 0.417 0.371 0.356 [0.042, 0.995]
2 239 0.02526 0.527 0.675 0.608 0.621 [0.098, 2.439]
3 42 0.00444 1.333 0.933 0.996 1.134 [0.208, 3.652]
4 14 0.00148 1.429 1.191 1.942 1.905 [0.348, 3.889]
5 4 0.00042 6.000 1.449 2.832 2.552 [0.542, 3.940]
6 4 0.00042 1.750 1.707 3.136 2.934 [0.936, 3.960]
7 1 0.00011 0.000 1.965 3.204 3.112 [1.458, 3.970]
Table 2: Accident data observed counts and estimated posterior means and 95% credible
intervals
method in computing the likelihood for the logistic regression case, and then implement
our methodology in three simulated examples from Sur and Cande`s (2019).
6.1 Methodology
We model Y as being generated by the following hierarchical model.
Definition 2 (Generative model for logistic regression).
1. For l = 1, ..., L and j = 1, ..., 2l−1, generate i.i.d. φl,j ∼ Beta(1, 1).
2. For j = 1, ..., k, independently generate decision vector dj = (d
j
1, ..., d
j
L) from the
decision tree based on φ1,1, ..., φL,2L−1 and compute index δj = δ(dj).
3. For j = 1, ..., k, generate independent βj ∼ U [aδj−1, aδj ].
4. Compute µ = Xβ
5. For i = 1, ..., n and qi = exp(µi)/(1 + exp(µi)), generate Yi ∼ Bernoulli(qi).
A Gibbs sampling scheme for generating posterior samples under the logistic model is
presented in Algorithm 2. In essence, Algorithm 2 modifies Algorithm 1 to accommodate
more general situations than (4). Specifically, in line 3 of Algorithm 1 we relied on the fact
that in the sequence model, conditional on piL the posterior distribution of Θi depends
only on Xi. To derive a sampling algorithm for βi for the logistic model in Definition
2, we further condition on the values of the other components of the parameter vector
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β(i) = {βj : j 6= i}. Indeed, we may express
f(βi| Y = y,β(i),pi) =
f(βi, Y = y,β(i),pi)
f(y,β(i),pi)
=
f(y|βi,β(i),pi) · f(βi,β(i),pi)
f(y,β(i),pi)
=
f(y|βi,β(i)) · f(βi|pi) · Πj 6=if(βj|pi)
f(y,β(i),pi)
∝ f(y|βi,β(i)) · f(βi|pi),
(23)
where f(y|βi,β(i)) is the probability of observing Y = y and f(βi|pi) = f(βi; a,pi). Thus,
instead of the step in line 3 of Algorithm 1, in Algorithm 2 we sample from the conditional
distribution of β(g) given pi(g) and Y = y. The initial value β(1) for the coefficient vector
is the maximum-likelihood estimate (MLE), βMLE, and the initial value pi(1) for the
probability vector is the empirical mass function for βMLE.
Algorithm 2: Gibbs sampler for logistic regression
Input : Y ∈ {0, 1}n; Xn×m; number of levels L; grid a; initial values β(1),pi(1)
Output: posterior samples β(1), ...,β(G)
1 for g = 1, ..., G do
2 Specify a dense grid of K possible values for β
(g)
i , amin < b1 <, ..., < bK < amax.
3 for i = 1, ...,m do
4 Compute f(bk|pi(g)), the value of step function f(β(g)i ; a,pi(g)) at β(g)i = bk
5 Compute f(y|bk, β(g)(i) ), which is the value of f(y|βi,β(i)) for βi = bk and
β(i) = (β
(g)
1 , , ..., , β
(g)
k−1, β
(g−1)
k+1 , , ..., β
(g)
m ).
6 end
7 end
6.2 Simulations
We now apply our approach to the three simulated examples of Sur and Cande`s (2019).
In all three examples, n = 4000 and m = 800. The components of Xn×m are independent
N (0, 1/n). In Example 1, β consists of 100 replicates of−10, 100 replicates of +10 and 600
replicates of 0. In Example 2, the components of β are i.i.d. N (3, 42). In Example 3, the
components of β are independently set to zero or drawn from a N (7, 1) with equal prob-
abilities. The main goal is to estimate, under (normalized) sum-of-squares error, different
parameters of the logistic regression model: the model coefficients β = (β1, ..., βm); the
linear predictor µ = (µ1, ..., µn); and the success probabilities q = (q1, ..., qn). We com-
pare five different methods: the maximum-likelihood estimate (“MLE”); the “corrected”
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adj.MLE LASSO Ridge hBeta
β 0.33 0.19 0.19 0.10
Example 1 µ 0.31 0.21 0.20 0.11
q 0.75 0.49 0.61 0.34
β 0.34 0.38 0.26 0.17
Example 2 µ 0.32 0.38 0.27 0.17
q 0.75 0.80 0.64 0.32
β 0.36 0.27 0.25 0.18
Example 3 µ 0.34 0.26 0.26 0.19
q 0.76 0.67 0.63 0.48
Table 3: Mean squared error in estimation for Examples 1-3. Numbers are based on a
single realization, and displayed as fractions of the (normalized) mean squared error for
the maximum-likelihood estimate.
maximum-likelihood estimate of Sur and Cande`s (2019, “adj.MLE”); the maximizer of an
`1-penalized likelihood (“LASSO”); the maximizer of an `2-penalized likelihood (“Ridge”);
and the proposed hierarchical Beta method (“hBeta”). Each method is used to estimate
the vector β, and then this estimate is plugged in to yield µˆ and qˆ, except for the proposed
method where we use posterior samples of qi directly to estimate qi (this gives different
results because q is not a linear function of β).
Ridge-penalized estimates were produced with R’s Glmnet package (Friedman et al.,
2010) with the option for intercept set to FALSE in Examples 1 and 3, and to TRUE
in Example 2. Lasso-penalized estimates were obtained with the same software and us-
ing intercept=FALSE. For our implementation of the hierarchical Beta method, we
used L = 6 levels yielding step functions with I = 64 values, and set amin = −24
and amax = 24. Thus in the probability scale the support of our step functions is from
3.8 × 10−11 = exp(−24)/(1 + exp(−24)) to 1 − 3.8 × 10−11 = exp(24)/(1 + exp(24)). In
our Gibbs sampler we assign βj a grid of 1280 = 64 ∗ 200 equally spaced possible values
in [−24, 24]. For Examples 1 and 2, we ran the Gibbs sampler a single MCMC simula-
tion consisting of G = 1000 iterations, iterations 101 to 1000 were used to evaluate the
posterior distributions. For Example 3 we ran the Gibbs sampler 10 independent MCMC
simulations each consisting of G = 150 iterations, we aggregated iterations 51 to 150
from each simulation and used the ensemble of 1000 iterations to evaluate the posterior
distributions.
Table 3 displays the (estimated) normalized mean squared error (MSE) relative to
that of the MLE, for each of the model parameters β,µ,q. The numbers shown are
based on a single realization of each of the experiments. The hierarchical Beta method
performs best in each of the examples and for each choice of the model parameters, in
other words, it appears to provide the most effective shrinkage of the MLE estimates
among the competing methods considered.
Figure 5 is a counterpart of Figure 1 of the Introduction, and visualizes shrinkage for
estimating the success probabilities qi. For space considerations, other than the proposed
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method and the adjusted MLE, we included in the plot only the ridge estimates for
Example 2, and only LASSO for Example 3. Again, black circles correspond to (standard)
maximum likelihood estimates. The numbers RˆR in the bottom right are the loss
∑
(qi−
qˆi)
2/4000 displayed as a fraction of the loss for the MLE. The estimates from the proposed
method sit tighter around the identity line than the adjusted MLE in all three examples,
and the reduction in MSE is substantial. Figure 6 shows shrinkage on the β-scale: for
each of the examples we plot βˆj as well as the true coefficient βj against the maximum-
likelihood estimate βMLEj . Qualitatively, if the MLE shrinks too little, then LASSO and
Ridge shrink too much, while our estimates seem to strike a better balance. Figure 13 in
the Appendix shows marginal 95% credible intervals for the βj under the generative model
of Definition 2, for each of the three examples. The coverage of the credible intervals in
Examples 1, 2 and 3 was 99%, 93.875% and 92.5%, respectively. Figure 14 of the Appendix
visualizes the Gibbs sampler distribution of piL = (pi1, ..., pi64) and corresponding CDF.
Figure 5: Estimates of success probabilities qi. Black circles correspond to the MLE. Top
row is for Example 2, bottom row is for Example 3.
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Figure 6: Estimates of model coefficients βj.
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7 Discussion
Hierarchical modeling is a well known approach for facilitating sharing of information
between (conditionally) independent observations. Here we proposed a hierarchical Beta
construction to implement in essence a flexible, nonparametric random-effects model.
Our method is free of tuning, except for the specification of a discrete grid of points
and the number of levels in the “Beta” hierarchy. We analyzed the model and derived
convenient expressions for posterior distributions, and demonstrated its effectiveness in
different simulated examples. Where most work in large scale inference assumes a sequence
model, we consider a more general setup that encompasses, for example, generalized linear
models. We view this work as another step towards building a more extensive toolbox—
methodological, theoretical and computational—for analyzing large-scale data.
Many challenges remain. On the theoretical side, establishing meaningful oracle bench-
marks beyond the symmetric sequence model, will allow to formalize notions of optimality
in a broader sense than that associated with the classical compound decision paradigm.
As implied by our terminology, we advocate here the approach of Robbins where asymp-
totic instance-optimality is sought, meaning that we compete with the best (restricted)
rule for the actual underlying Θ rather than resorting to worst-case (minimax) analysis.
On the methodological aspect, we would be interested in the future to extend the appli-
cability of the hierarchical Beta model to even more general situations than (1), where
the likelihood is
Y ∼ p(y; Θ,η),
where η ∈ Rq is a vector of unknown nuisance parameters. This includes, for example,
the linear regression model, where we customarily do not know σ. One route that we
would like to explore, is to treat σ as a nonrandom parameter, and obtain a likelihood
profile for σ, so that in generating each point on that graph we effectively know the value
of σ—bringing us back to the more amenable situation (1). Finally, an R package is
being written for easy and faster implementation of the methodology. An accompanying
vignette will also provide guidance for choosing the grid for the method, and demonstrate
the application of the hierarchical Beta method in a variety of examples.
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Figure 7: Standard deviation of density estimators for Θ consisting of 1000 i.i.d. Θj ∼
U [0, 1]. The X-axis values correspond to the resolution of the regular grid, a0 =
0, a1, ..., a2L = 1, on which the density is estimated. On the Y-axis we display the stan-
dard deviation of the two estimators: the green curve corresponds empirical probability
mass function estimator (NL,i/1000)/(ai− ai−1); the blue curve corresponds to hierarchi-
cal Beta estimator E(piL,i|Θ)/(ai − ai−1). The horizontal dashed line is drawn at 1, the
value of the U [0, 1] density.
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Figure 8: 15-level Hierarchical Beta density estimates, E(piL,i|Θ)/(1/2)15 for i =
1, ..., 1000, for a single realization of Θ consisting of 1000 i.i.d. Θj ∼ U [0, 1]. The X-axis
values correspond to the resolution of the regular grid, a0 = 0, a1, ..., a1000 = 1000/2
15, on
which the density is estimated. The horizontal dashed line is drawn at 1, the value of the
U [0, 1] density.
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Figure 9: Distribution of the deconvolution interval probabilities for the truncated-
Normal–Uniform mixing distribution for 5 independent runs of 100 iterations of the Gibbs
sampler. The X-axis values correspond to Gibbs sampler iteration, the independent Gibbs
sampler runs are divided by the dashed vertical lines. On the Y-axis we draw the Gibbs
sampler realizations, pi
(g)
10,i for g = 1 · · · 500 for i = 512 (red curve) and for i = 513 (green
curve).
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Figure 10: Deconvolution density estimates for the truncated-Normal Uniform mixing
distribution. The X-axis values correspond to the values of θ on which the density was
estimated. The red curve is the truncated-Normal–Uniform mixture density; the green
curve is the 1024 interval hierarchical Beta estimate, E(pi10,j|Y)/(1.4/1024); the blue curve
is the 32 interval hierarchical Beta estimate, E(pi5,j|Y)/(1.4/32).
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Figure 11: Deconvolution estimates for the CDF of the truncated-Normal Uniform mix-
ture. The X-axis values correspond to the values of θ. The red curve is the truncated-
Normal–Uniform mixture CDF; the green curves are the 1024 interval hierarchical Beta
estimates (solid) and 95% credible intervals (dashed) for the truncated-Normal–Uniform
mixture CDF; the blue curves are the 32 interval hierarchical Beta estimates (solid) and
95% credible intervals (dashed) for the truncated-Normal–Uniform mixture CDF.
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Figure 12: Estimates of the CDF of the the posterior distribution of Θi|Yi = 0.7 for Θi
sampled from the truncated-Normal distribution. The X-axis values correspond to the
values of θ. The red curve is the CDF of the posterior distribution of Θi. the green curves
are the 1024 interval hierarchical Beta estimates and 95% credible intervals for the CDF
of the posterior distribution of Θi; the blue curves are the 32 interval hierarchical Beta
estimates and 95% credible intervals for the CDF of the posterior distribution of Θi.
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Figure 13: Marginal 95% credible intervals for the model coefficients βj as a function of
the MLE. The endpoints of the blue segments are 2.5% and 97.5% quantiles of the Gibbs
sampler distribution of βj.
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Figure 14: Gibbs posterior samples for piL. Top, middle and bottom rows correspond to
Examples 1, 2 and 3, respectively. Left column: boxplots of the distribution of the 64
interval probabilities in Gibbs sampler runs 101 to 1000: pi
(101)
i , ..., pi
(1000)
i , for i = 1, ..., 64.
Right column: Gibbs sampler (posterior) distribution of the cumulative sum of the 64
interval probabilities. Solid blue curve is the mean of the cumulative sums of pi
(g)
L , g =
101, ..., 1000; dashed blue curves are 2.5% and 97.5% quantiles of the 900 cumulative sums;
green curve is the empirical distribution of β.
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Figure 15: Estimated mixing distribution CDF for the accident data of Simar et al. (1976).
The blue curves are the posterior mean and 95% CI for the cumulative sum of pi
(g)
1 · · · pi(g)i
for i = 1 · · · 128; The CDF of GˆSimar4 is drawn in red; The CDF of GˆEM4 is drawn in green.
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Figure 16: CDF of estimated mixing distribution for simulated data. the blue curves are
the posterior mean and 95% CI for the cumulative sum of pi
(g)
1 · · · pi(g)i for i = 1 · · · 128;
the CDF of GˆSimar4 is drawn in red; the empirical CDF of λ · · ·λm is drawn in green; the
CDF of GˆEM4 is drawn in bright blue.
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