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A simple stochastic model of a self regulating gene that displays bistable switching is analyzed.
While on, a gene transcribes mRNA at a constant rate. Transcription factors can bind to the
DNA and affect the gene’s transcription rate. Before an mRNA is degraded, it synthesizes protein,
which in turn regulates gene activity by influencing the activity of transcription factors. Protein is
slowly removed from the system through degradation. Depending on how the protein regulates gene
activity, the protein concentration can exhibit noise induced bistable switching. An asymptotic
approximation of the mean switching rate is derived that includes the pre exponential factor, which
improves upon a previously reported logarithmically accurate approximation. With the improved
accuracy, a uniformly accurate approximation of the stationary probability density, describing the
gene, mRNA copy number, and protein concentration is also obtained.
I. INTRODUCTION
Metastability in a stochastic process is described by
rare, noise-induced dynamical events. For example, a
Brownian particle in a double well potential, where the
fluctuations are weak compared to the force of the poten-
tial, occationally jumps back and forth between each well.
Metastability is of particular interest in gene regulation
circuits because rare extreme shifts in the expression of a
gene can have a profound effect on the behavior of a cell
[1]. The challenge for stochastic modeling is to elucidate
possible metastable events and quantify the timescale on
which those events are likely to occur. Quantitative the-
oretical models can distinguish between events that may
realistically occur on the timescale of cell division and
those that occur on longer timescales. Understanding
the relative stability of metastable states in an artifi-
cial gene expression circuit is relevant in synthetic bi-
ology. Because metastable events are by definition rare,
an analysis based on direct simulation is computation-
ally impractical. In this paper, we derive an asymptotic
approximation using perturbation theory.
One of the most difficult aspects of applying stan-
dard stochastic techniques to study gene regulation is
accounting for reactions involving the gene. Regulatory
molecules, activators and repressors, bind to regulatory
segments of DNA and interact with the gene promotor to
affect the transcription rate (synthesis of mRNA). There
can be as few as one active copy of the gene in a given
cell. The case of linear feedback regulation is analyti-
cally tractable and many exact results are available [2–
5]. However, for the general case of nonlinear regulation,
approximation methods are necessary.
Metastable behavior necessarily occurs under weak
noise conditions, where fluctuations, whatever their
source, are weak compared to deterministic forces. A
stochastic description of a given chemical reaction con-
verges to deterministic mass action kinetics in the large
system size limit where the number of molecules is
∗ newby.23@mbi.osu.edu
large; this limit is sometime referred to as the large N
limit, where N is the characteristic number of molecules.
Hence, it is natural to consider weak noise conditions
for a stochastic chemical reaction to occur when N is
large but finite. This is precisely the limit in which the
chemical master equation is approximated by the chem-
ical Fokker-Planck equation.
Clearly, no such limit is possible for a reaction involv-
ing a species having a single member. However, if the
reaction involving the gene is fast, one can obtain a deter-
ministic description by taking an adiabatic limit, where
the gene is described as switching between its various
states infinitely fast so that it obtains an averaged tran-
scription rate. For example, a gene that switches between
on and off states would, in the adiabatic limit, have an
effective transcription rate scaled by the fraction of time
spent in the on state. A stochastic gene regulation model
can then be said to be under weak noise conditions when
it switches between its different states fast but not in-
finitely fast.
One could argue that mRNA should also be regarded
as an adiabatic species. In most situations mRNA copy
number is quite low. While mRNA are expensive to syn-
thesize, a single copy is capable of producing many pro-
teins. If a gene expression model displays metastable be-
havior (i.e., weak noise conditions) and mRNA is present
in small numbers, then it follows that the mRNA tran-
scription and degradation must be fast (on the same time
scale as promotor switching).
Methods for approximating mean switching times are
well known in the applied math literature for continuous
Markov processes described by a Fokker–Planck equation
[6–9]. The rigorous mathematical basis of this theory
is known as large deviation theory [10–12]. The theory
used to describe metastable behavior for chemical sys-
tems generally considers large-N -type weak noise con-
ditions [13–18]. The bistable switch has been analyzed
using a variety of means to eliminate promotor switch-
ing from the problem, by using a diffusion approximation
[17, 19, 20], by taking the adiabatic limit [17], or by as-
suming that mRNA is synthesized in bursts [21]. How-
ever, the first two approaches result in quantitatively in-
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2accurate estimates for the mean switching times [22], and
the latter is only applicable when the mRNA degradation
rate is large compared to the transcription rate and the
promotor transition rates.
The first to make progress on developing a general
asymptotic approximation, Assaf and coworkers obtained
a partial description of bistable switching in a three-
species stochastic model (promotor, mRNA, and protein)
[23]. The result was significant because their model ex-
plicitly included mRNA copy number and stochastic “on-
off” promotor switching. However, their result does not
account for more than two promotor states, and they as-
sumed that mRNA are present in sufficient numbers that
it can be treated as a continuous quantity. Additionally,
they derived a logarithmically-accurate asymptotic esti-
mate of the mean switching times, lacking a pre exponen-
tial factor (PEF). Methods for computing the PEF are
well developed for the Fokker–Planck equation [6–9], but
they have not been widely applied to chemical systems.
We argue that a different approach is necessary to solve
the problem, one that applies to chemical systems where
weak noise arises from species that can be either “large
N” or “adiabatic”. Using theory first developed to study
metastability in a molecular motor model with an adia-
batic motor configuration [24], the authors later derived
an approximation to the gene expression problem that ac-
counts for an arbitrary number of promotor states [22, 25]
and a mean switching time approximation that included
the PEF, but did not explicitly include mRNA.
In this paper, we develop a complete description of
bistable switching in a simple gene regulation circuit that
includes promotor switching, a discrete mRNA reaction,
and a protein concentration that regulates the promo-
tor switching rates. Our main assumption is that all
of the transition rates (the promotor switching rates, the
mRNA transcription and degradation rates, and the pro-
tein synthesis rate) are large compared to the protein
degradation rate. Physically, this assumption is valid in a
given system if (i) protein is present in sufficient quantity
that it can be regarded as a concentration, (ii) mRNA is
present in small number, and (iii) intrinsic noise weakly
affects the protein concentration.
Using a recently developed quasi-stationary analysis
(QSA) [22], we obtain a Arrhenius–Eyring–Kramers rate
that includes the previously unknown PEF. Our result
agrees with the logarithmically accurate approximation
reported in [23] under a less restrictive set of assump-
tions (we make no assumption about the rate of tran-
scription compared to the rate of mrNA degradation).
In addition to the Kramers rate, the PEF allows us to
derive a uniformly accurate asymptotic approximation
of the joint stationary probability distribution, includ-
ing the discrete conditional distribution of mRNA. The
theory is independent of the particular choice of protein
dependent promotor switching rates.
The paper is organized as follows. First, we intro-
duce the model in Section II, along with the determinis-
tic limit. In Section III we introduce the QSA and the
approximation formula for mean switching times. The
WKB approximation of the stationary probability den-
sity function is calculated in Section III A. Finally, in Sec-
tion IV we compare our results with Monte-Carlo simu-
lations (obtained using the standard Gillespie algorithm)
for a simple example of positive feedback regulation.
II. MODEL
Let s represent the gene state with s = 1 when the
gene is on and s = 0 when it is off. When the gene
is on, mRNA M is transcribed at a rate σ/, and each
mRNA is removed at a constant rate γ/. Assume that
the transitions are fast so that  1 is a small parameter.
Each mRNA synthesizes protein X at a rate kd/ and
each protein molecule is removed at a rate k. Then, we
have the following set of chemical reactions,
∅
sσ/
−→←−
γ/
M
M
kd/
−→ M +X
X
k
−→ ∅.
Set the characteristic time to the average lifetime of a sin-
gle mRNA so that γ = 1. Then, σ is the average number
of mRNA, assuming the gene is permanently switched
on.
Let n be the number of proteins of type X, and de-
fine the “concentration” of X to be x = n. Note that
x is not a physical concentration since  is a non dimen-
sional parameter. Assume that X regulates the gene ac-
tivity by affecting the promotor switching rates. The
gene switches off (s = 0) and on (s = 1) randomly ac-
cording to the two state Markov process
(off)
α(x)/
−→←−
β(x)/
(on). (2.1)
The analysis presented here is independent of the partic-
ular choice of α(x) and β(x).
The master equation for the process is
∂
∂t
P (s,m, x, t) =
1

[
L(s) + L(m)
]
P + L(x)P, (2.2)
where
L(s)[f ](s) ≡ (2s− 1)(αf(0)− βf(1)), (2.3)
L(m)[f ](m) ≡ sσ[f(m− 1)− f(m)] (2.4)
+ γ[(m+ 1)f(m+ 1)−mf(m)],
L(x)[f ](x) =
1

[
mkd(e
−∂x − 1)f + k(e∂x − 1)xf] .
(2.5)
3Formally, we write jump operators e±∂x in terms of a
Taylor’s series expansion with
e±∂xf(x) ≡
∞∑
j=0
(±)j
j!
dj
dxj
f(x) = f(x± ). (2.6)
A. Deterministic dynamics
In the limit → 0, the proceses becomes deterministic,
with
s→ ϕon(x) ≡ α(x)
α(x) + β(x)
, m→ σϕon(x).
The concentration of protein satisfies
dx
dt
= V (x) ≡ kdσϕon(x)− kx. (2.7)
Assume that (2.7) is bistable for a range of parameter
values, having three fixed points, two of which are stable.
Label the two stable fixed points x± and the unstable
fixed point x∗ so that 0 < x− < x∗ < x+. For a discusion
on how the choice of α and β affect stability see Ref. [26].
III. QUASI-STATIONARY ANALYSIS
The master equation (2.2) can be written as
∂
∂t
P (s,m, x, t) = LP, (3.1)
where we have defined the linear operator
L ≡ 1

[
L(s) + L(m)
]
+ L(x). (3.2)
The solution to (3.1) can be written in terms of the eigen-
values λj and eigenfunctions ψj of −L with
P (s,m, x, t) =
∞∑
j=0
cjψj(s,m, x)e
−λjt. (3.3)
The process looks very different depending on whether
it starts at x0 < x∗ or at x0 > x∗. For the sake of il-
lustration assume that x0 = x−. On intermediate time
scales, the solution will converge to a stationary density
around x− that, figuratively speaking, does not see be-
yond x∗ to the other stable fixed point. Slowly, over
a long timescale, the solution converges to the full sta-
tionary density as probability slowly leaks out past x∗
toward x+. The timescale for this long-time convergence
is exponentially large (i.e., O(eC
2/)). Since a station-
ary solution exists, the smallest eigenvalue λ0, called the
principal eigenvalue, is λ0 = 0, and the stationary den-
sity is the eigenfunction ψ0(s, n, x) (up to a normalization
constant).
The separation of time scales in the problem can be ex-
ploited to approximate the solution. To understand how
this works consider the process where a boundary condi-
tion is placed at x∗ so that the process truly does not see
beyond the unstable fixed point. We want to consider two
different boundary conditions: reflecting and absorbing.
To distinguish between each case, we write the princi-
pal eigenvalue and eigenfunction (dropping the subscript)
as λ(a), ψ(a) and λ(r), ψ(r) for absorbing and reflecting
boundary conditions, respectively. If we place a reflecting
boundary at x∗ the principal eigenvalue λ(r) = 0, but the
eigenfunction ψ(r) is now restricted to x ∈ (−∞, x∗) (or
x ∈ (x∗,∞) if we instead assume that x0 > x∗). We call
ψ(r)(s, n, x) the quasi-stationary density; it is a solution
to
Lψ(r) = 0. (3.4)
Note that ψ(r) is defined up to a normalization factor.
One of the nice things about the quasi-stationary den-
sity is that it can be approximated using the Wentzel–
Kramers–Brillouin (WKB) method.
Now suppose that an absorbing boundary is imposed
at x∗. In this case, no stationary density exists, and
the principal eigenvalue is perturbed by an exponentially
small amount, that is, λ(a) = O(e−C/), for some C > 0.
The eigenfunction ψ(a) is also perturbed, but away from
the boundary, ψ(a) ∼ ψ(r). Thus, if we can calculate
the eigenvalue and eigenfunction, we have an accurate
approximation to the absorbing boundary problem with
P (s,m, x, t) ∼ Nψ(r)(s,m, x)e−λ(a)t, (3.5)
where N is a normalization constant.
The quantity we are most interested in calculating is
the mean first exit times to switch between x±. Let τ be
the first exit time for the process, having started at x−,
to reach x∗. From (3.5), the survival probability is
Prob[t < τ ] =
∑
s,m
∫ ∞
−∞
P (s,m, x)dx ∼ e−λ(a)t.
It follows that the first exit time is approximately an
exponential random variable with mean T = 1/λ(a).
The quasi-stationary density and the principle eigen-
value are approximated as follows. The WKB approxi-
mation of ψ(r) proceeds with the anzatz,
ψ(r)(s,m, x) ∼
K(x)
[
ρ(s,m|x) + ρ(1)(s,m, x)
]
e−
1
Φ(x), (3.6)
where ρ is the conditional distribution for the
gene/mRNA states and Φ is called the quasipotential.
The PEF K(x) can be viewed as a normalization factor
for ρ.
Let us write the principle eigenvalue λ(a) corresponding
to x0 = x± as λ± so that the mean exit time to transition
from x± → x∗ is given by T± = 1/λ±. Using a spectral
4projection method [22], one can derive an asymptotic ap-
proximation of the principle eigenvalue given by,
λ± ∼ V
′(x∗)
piΦ′′(x∗)
√
|Φ′′(x∗)|Φ′′(x±)K(x∗)
K(x±)
× exp
[
−1

(Φ(x∗)− Φ(x±))
]
,
(3.7)
where V (x) is given by (2.7). The above formula is known
in the literature as the Arrhenius–Eyring–Kramers reac-
tion rate formula [27].
In the next section we calculate the WKB approxi-
mation, which yields an approximation of the stationary
density function and, using (3.7), the mean switching
times.
A. WKB approximation
Applying the jump operators e±∂x defined by (2.6) to
the WKB solution (3.6) and expanding in powers of 
involves expressions of the type
e±∂x[g(x)e−Φ(x)/] ∼
[
g(x)e∓Φ
′(x) +O()
]
e−Φ(x)/,
(3.8)
where g(x) is an arbitrary function. Substituting (3.6)
into (3.4) and collecting leading order terms in  yields[
L(s) + L(m) +mkd(ep − 1) + xk(e−p − 1)
]
ρ(s,m|x) = 0,
(3.9)
where
p ≡ Φ′(x). (3.10)
Note that p = 0 at x = xfp so that Φ(x) has local min-
ima/maxima at the deterministic fixed points. The goal
of the first part of this section is to compute Φ′(x) and
ρ(s,m|x) (the PEF is determined at higher order). It is
rarely possible to integrate Φ′(x) to get a closed form so-
lution for Φ(x). However, using Chebyshev interpolation,
the solution can be efficiently computed numerically to
any desired accuracy. There are many software packages
that compute Chebyshev approximations, including the
GNU Scientific Library, which can be easily used
from within Python. For Matlab, the Chebfun pack-
age provides the necessary tools.
For notational convenience, let
v(p) ≡ kd(ep − 1), u(x, p) ≡ −kx(e−p − 1). (3.11)
We proceed by developing a solution of the associated
eigenvalue problem,[
L(s) + L(m) +mv(p)− u(x, p)− µ(x, p)
]
rs,m(x, p) = 0,
(3.12)
where µ(x, p) is the eigenvalue and rs,m(x, p) the eigen-
vector. Then, Φ′(x) is implicitly defined by setting
µ(x,Φ′(x)) = 0. Given Φ′(x), the conditional distri-
bution ρ is rs,m(x,Φ
′(x)) up to a normalization fac-
tor. For the case where the dimension of linear oper-
ator in (3.12) is finite (i.e., a matrix), it follows from
the Perron–Frobenius Theorem that there is a unique
eigenvalue called the principal eigenvalue corresponding
to a nonnegative eigenvector. The principal eigenvector
is real, simple, and is greater than the real part of all
other eigenvalues. We assume that the statement holds
in the present situation when v < 1. Define the generat-
ing function,
Gs(z;x, p) ≡
∞∑
m=0
zmrs,m(x, p). (3.13)
Multiplying both sides of (3.12) by zm and summing over
all m yields (in component form),
((1− v)z − 1) ∂
∂z
G0 = −(u+ µ)G0 (3.14)
− αG0 + βG1,
((1− v)z − 1) ∂
∂z
G1 = (σ(z − 1)− u− µ)G1 (3.15)
+ αG0 − βG1.
We can transform the above system into a single second
order equation. Rearranging the first equation to obtain
G1 in terms of G0 yields
βG1 = ((1− v)z − 1)∂G0
∂z
+ (α+ u+ µ)G0 (3.16)
After substituting (3.16) into (3.15), changing variables
with t = σ(1−v)2 ((1−v)z−1), and setting y(t) = G0(z(t))
we obtain the second order equation,
ty′′ + (b− t)y′ −
(
a+
c
(1− v)3t
)
y = 0, (3.17)
where
a ≡ α+ u+ µ
1− v , (3.18)
b ≡ 1 + α+ β + 2(u+ µ)
1− v −
σv
(1− v)2 , (3.19)
c ≡ σ(α+ u+ µ) (3.20)
− (1− v)[(σ + u+ µ)(α+ u+ µ) + β(u+ µ)].
Recall that at fixed points, we must have p = 0, and
notice that v(0) = u(x, 0) = 0. If we set p = 0, µ = 0,
and y = y0 in (3.17) it simplifies to
ty′′0 + (b0 − t)y′0 − αy0 = 0, (3.21)
where b0 = 1 + α+ β. The solution is
y0(t) = F (α, b0, t) ≡
∞∑
n=0
Γ(b0)Γ(α+ n)t
n
Γ(α)Γ(b0 + n)n!
, (3.22)
5where F is the so-called Kummer function or confluent
hypergeometric function (sometimes written as 1F1) and
Γ is the gamma function. The solution (3.22) is con-
sistent with results found in Ref. [28] for the generating
function of the distribution of mRNA transcribed by an
on-off gene (i.e., ignoring protein synthesis and regula-
tion). Similar results utilizing generating function meth-
ods that involve F have been obtained for a variety of
linear feedback regulation models [2–5]. For p 6= 0, we
notice that there is a solution of the form y(t) = F (a, b, t)
provided that c = 0. Of course, there are an infinite num-
ber of solutions, one for each of the eigenfunctions of the
compact infinite dimensional linear operator (3.12). As-
suming there is a unique nonnegative eigenvector (as is
the case for appropriately defined finite dimensional ma-
trices), we can confirm that we have selected the correct
solution if the inverse transform of G is nonnegative (up
to a normalization factor). Setting c = 0 yields the char-
acteristic equation,
µ2 +
[
α+ β + 2u− σv
1− v
]
µ
−
[
(α+ u)
σv
1− v − (α+ β)u− u
2
]
= 0. (3.23)
To obtain the WKB solution, we must solve for p(x) sat-
isfying µ(x, p) = 0. Substituting µ = 0 into (3.23) yields
v
[
u2 + (α+ β + σ)u+ σα
]− (α+ β)u− u2 = 0. (3.24)
Let ξ = e−p and rewrite (3.11) as v(ξ) = kd(1/ξ − 1)
and u(x, ξ) = −kx(ξ − 1). From the latter we have ξ =
1− u/(kx), which we substitute into v(ξ) to get
v =
kdu
kx− u. (3.25)
After substituting (3.25) into (3.24), we find that u is a
root of
u2 +
(
α+ β +
kdσ − kx
kd + 1
)
u+
kdσα− kx(α+ β)
kd + 1
= 0,
There is one root that vanishes when x = xfp, namely
u(x) = −W (x) +
√
W (x)2 − (α(x) + β(x))V (x)
kd + 1
,
(3.26)
W (x) ≡ 1
2
[
kdσ − kx
kd + 1
+ α(x) + β(x)
]
, (3.27)
where V (x) is the deterministic dynamics (2.7) (for which
V (xfp) = 0 by definition). Then, using (3.11) we obtain,
Φ′(x) = − ln(1− u(x)
kx
). (3.28)
Interestingly, (3.28) has the same form as the equiva-
lent expression in Ref. [23], which was derived under a
stricter set of assumptions. Because the WKB method is
more commonly applied to large-N -type weak noise con-
ditions, they made the initial assumption that mRNA can
be treated as a concentration (i.e., that γ  σ). Later in
the analysis, after the WKB expansion, they use a fast
slow analysis to obtain Φ′ by assuming that the rate of
mRNA degradation is much larger than the transcription
rate (i.e., γ  σ), seemingly at odds with their initial as-
sumption. The derivation of (3.28) makes no assumption
about the size of γ relative to σ.
Now that Φ′ has been determined, the conditional dis-
tribution ρ is
ρ(s,m|x) = A(x)rs,m(x,Φ′(x)), (3.29)
where A is a normalization factor given by
A(x) ≡
∑
s=0,1
∞∑
m=0
rs,m(x,Φ
′(x)) = lim
z→1
∑
s=0,1
Gs(z;x,Φ
′(x)).
(3.30)
Hence, to determine ρ we need the right eigenvector r
and its generating function Gs. Setting p = Φ
′(x) allows
us to solve (3.17) and obtain,
G0(z;x,Φ
′(x)) = F (a(x), b(x),
σ((1− v(x))z − 1)
(1− v(x))2 ),
(3.31)
where a(x) and b(x) are given by (3.18) (with µ = 0,
v = v(x), and u = u(x)). Recall that v(x) = kdu(x)kx−u(x) and
u(x) is given by (3.26). The generating function G1 is
written in terms of G0 using (3.16).
We recover r from the generating function using the
inverse transform,
r0,m(x,Φ
′(x)) = lim
z→0
∂mG0(z;x,Φ
′(x))
∂zm
.
After some calculation, we obtain
6ρ(0,m|x) = Γ(b)Γ(a+m)
AΓ(a)Γ(b+m)
(
σ
1− v
)m
e
− σ
(1−v)2
m!
F (b− a, b+m, σ
(1− v)2 ), (3.32)
ρ(1,m|x) = 1
β(x)
[(α(x) +m(1− v(x)) + u(x))ρ(0,m|x)− (m+ 1)ρ(0,m+ 1|x)] , (3.33)
where F is defined by (3.22). In practice, the validity of
the approximation can be verified by confirming that the
above distribution is nonnegative. A general proof of this
based on precise assumptions about the model parame-
ters is beyond the scope of this paper. However, it follows
immediately that if 0 < a(x) < b(x) then ρ(0,m|x) ≥ 0.
We anticipate that this is true when all the parameters
(x, k, kd, σ, α, and β) are positive.
1. Pre exponential factor
Collecting O() terms in the WKB expansion yields
[L(s) + L(m) +mv − u]ρ(1)(s,m, x)
= K(x)
[
− ∂
2u
∂p∂x
+
1
2
Φ′′(x)
(
m
∂2v
∂p2
− ∂
2u
∂p2
)]
ρ
+
(
m
∂v
∂p
− ∂u
∂p
)(
K ′(x)ρ+K(x)
∂ρ
∂x
)
,
(3.34)
where u(p) and v(x, p), defined by (3.11), and their
derivatives are evaluated at p = Φ′(x), given by (3.28).
Recall that v(Φ′(x)) and u(x,Φ′(x)) are given by (3.25)
and (3.26). More details on obtaining the above expres-
sion (namely the second order term in (3.8)) can be found
in Ref. [22]. The PEF is determined by a solvability con-
dition, which makes use of the left eigenvector,
ls,m ≡ Csζm, (3.35)
Cs(x) =
α(x) + su(x)
α(x) + (u(x) + α(x))2/β(x)
, (3.36)
ζ(x) =
1
1− v(x) . (3.37)
The derivation can be found in Appendix A. Define the
inner product according to
〈a, b〉 ≡
∑
s=0,1
∞∑
m=0
a(s,m)b(s,m). (3.38)
It follows from the Fredholm Alternative Theorem [29]
that a solution ρ(1) to (3.34) exists provided that
K ′
(
∂u
∂p
〈l, ρ〉 − v′ 〈l,mρ〉
)
= K
(
v′
〈
l,m
∂ρ
∂x
〉
− ∂u
∂p
〈
l,
∂ρ
∂x
〉)
+K
[
− ∂
2u
∂p∂x
〈l, ρ〉+ 1
2
Φ′′
(
v′′ 〈l,mρ〉 − ∂
2u
∂p2
〈l, ρ〉
)]
.
(3.39)
The inner products can be evaluated explicitly using
the generating function for rs,m(x,Φ
′(x)). It is simpler
to use the unnormalized eigenvector to evaluate the inner
products. Recall that rs,m(x,Φ
′(x)) = A(x)ρ(s,m|x),
where A is a normalization factor defined by (3.30).
Hence, 〈l, ρ〉 = A 〈l, r〉.
Using the generating function Gs(z;x, p), given by
(3.31) and (3.16), the inner product of the left and right
eigenvector is
Z ≡ 〈l, r〉 =
∑
s=0,1
Cs
∞∑
m=0
ζmrs,m
= lim
z→ζ
∑
s=0,1
CsGs(z;x,Φ
′(x)).
(3.40)
Note that we have normalized ls,m so that Z = 1. Like-
wise, we define
Ẑ(x) ≡ 〈ml, r〉 = ζ(x)
∑
s=0,1
Cs(x)
∂
∂z
Us(ζ(x);x),
(3.41)
Ẑx(x) ≡
〈
ml,
dr
dx
〉
= ζ(x)
∑
s=0,1
Cs(x)
∂2
∂z∂x
Us(ζ(x);x),
(3.42)
Zx(x) ≡
〈
l,
dr
dx
〉
=
∑
s=0,1
Cs(x)
∂
∂x
Us(ζ(x);x), (3.43)
where Us(z;x) ≡ Gs(z;x,Φ′(x)). The various partial
derivatives of the generating function simplify consider-
ably when evaluated at z = ζ; they are listed in Appendix
B. With the above inner products, we can write the PEF
7as
K(x) = A(x)e−Ψ(x), (3.44)
Ψ′(x) =
Hpx(x) +
1
2Φ
′′(x)Hpp(x)
Hp(x)
, (3.45)
where
Hp(x) ≡ ∂v
∂p
Ẑ(x)− ∂u
∂p
, (3.46)
Hpx(x) ≡ ∂v
∂p
Ẑx(x)− ∂u
∂p
Zx(x), (3.47)
Hpp(x) ≡ ∂
2v
∂p2
Ẑ(x)− ∂
2u
∂p2
. (3.48)
The partial derivatives of u and v are evaluated at p =
Φ′(x), which is given by (3.28). Note that Ψ′(x) contains
removable singularities at the fixed points, and is best
evaluated using a Chebyshev approximation.
IV. RESULTS
Suppose that there is a background concentration of
active inhibitor R that binds to the DNA and turns the
gene off. Suppose further that the protein X deactivates
the inhibitor through the reaction,
2X +R −→←− R
∗, (4.1)
where R∗ is the deactivated inhibitor. Assuming that
this reaction is fast, a simple way to include regulation
in the model is to set
β(X) =
β0
1 + κX2
, (4.2)
where β0 and κ are positive parameters.
We compute the WKB (3.6) and mean switching time
(3.7) approximations in Python using the Scipy pack-
age for plotting. We numerically integrate Φ′(x) (3.28)
and Ψ′(x) (3.44) using the Chebyshev approximation
toolbox from the GNU Scientific Library. All fig-
ure are generated using 100 interpolation points on the
interval (0, 5.2).
In Fig. 1, we show the WKB approximation of the
marginal stationary density function
P (x) ≡
∑
s=0,1
∞∑
m=0
P (s,m, x) ∼ 1N K(x)e
− 1Φ(x),
where the normalization factor is
N ∼
∑
j=±
√
2pi
Φ′′(xj)
K(xj)e
− 1Φ(xj).
To see the accuracy in the tails of the distribution, we
also show − log(P (x)). In Fig. 2 we show the mean
switching times T± ∼ 1/λ± as a function of 1/. The
approximations that ignore the PEF are shown as dashed
lines for comparison.
V. DISCUSSION
Using the QSA, we develop an accurate approximation
of the stationary density function and the mean switch-
ing times T±. Our only assumption is that the protein
degradation rate is small compared to all other rates.
Physically, this corresponds to fast promotor and mRNA
dynamics and a relatively large number of proteins. Our
assumptions are valid for many physically relevant pa-
rameter regimes, including transcriptional bursting when
γ  σ  α, β.
Using the generating function for the right eigenvector,
we obtain an analytical formula (up to a numerical inte-
gration) for the PEF. The results from a positive feedback
model of regulation show that the contribution from the
PEF to the stationary density approximation is most sig-
nificant for small x. It is no surprise then that the PEF
is critical for the accuracy of the mean exit time from the
left well surrounding stable fixed point x− to the right
well.
There are also interesting possibilities for how the
asymptotic approximation can be used to construct an
efficient simulation algorithm. For continuous Markov
processes, many simulation tools have been developed to
study rare events, including importance sampling, which
can be used in conjunction with the type of asymptotic
approximation developed here to speed up simulation
time [30].
The results are derived independent of how regulation
is modeled (how α and β depend on x). It should be
possible to extend these results to more complicated gene
regulation circuits and gene networks. For example, one
might consider additional chemical species that interact
with the protein synthesized by the gene. More possibil-
ities exist for metastable behavior in higher dimensions,
and analyzing such systems is possible using a recently
derived large deviation principle [31].
Appendix A: Adjoint problem
We make use of the left eigenvector satisfying{[
L(s) + L(m)
]∗
+mv − u
}
ls,m = 0, (A.1)
〈l, r〉 = 1, (A.2)
where[
L(s) + L(m)
]∗
ls,m = [sβ − (1− s)α](l0,m − l1,m)
+ sσ(ls,m+1 − ls,m) +m(ls,m−1 − ls,m). (A.3)
Consider the trial solution
ls,m = Csζ
m, (A.4)
where C0,1 and ζ are unknown constants. First, notice
that if we substitute (A.4) into (A.1) with L(s) = 0, we
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FIG. 1. The WKB approximation of the marginal stationary density function P (x) compared to Monte-Carlo simulations
(symbols) with 108 samples. The solid line shows the approximation with the pre exponential factor and the dashed line show
it without. Parameter values are α = 0.1, β0 = 3, κ = 7, σ = 4.7, kd = k = 0.3, and  = 0.03.
20 40 60 80 100
1/²
101
102
103
104
T
−
left well
20 40 60 80 100
1/²
101
102
103
104
105
T
+
right well
FIG. 2. The mean exit time T− from x− to x∗ and T+ from x+ to x∗. Solid line shows the approximation with the prefactor,
and the dashed line shows it without. Symbols show 103 averaged Monte-Carlo simulations. Parameter values are the same as
in Fig. 1.
find that ζ = 1/(1 − v). With L(s) nonzero and ζ =
1/(1− v), substituting (A.4) into (A.1) yields,[−u− α α
β(1− v) σv − (1− v)(u+ β)
] [
C0
C1
]
= 0
Setting the determinant of the above matrix to zero yields
an expression equivalent to the characteristic equation
(3.24) for the principal eigenvalue, which indicates that
we have correctly guessed the left eigenvector we need.
Using the normalization condition (A.2), we have[−u− α α
G0(ζ) G1(ζ)
] [
C0
C1
]
=
[
0
1
]
.
Appendix B: Derivatives of the generation function
Let h(x) ≡ 1 − kdu(x)kx−u(x) , with u(x) given by (3.26).
The generating function Gs is given by (3.31) and
(3.16). Define Us(z;x) = Gs(z;x,Φ
′(x)) and Q(t, x) =
F (a(x), b(x), t), where a and b are given by (3.18) and
F is defined by (3.22). For ease of notation, we write
partial derivatives of Q with a subscript:
Qt(0, x) =
(α+ u)h
h2 + (α+ β + 2u)h− σ(1− h) , (B.1)
Qtt(0, x) =
(α+ u+ h)hQt
2h2 + (α+ β + 2u)h− σ(1− h) . (B.2)
Then, U0(z;x) = Q(
σ(hz−1)
h2 , x). The z derivatives
evaluated at z = ζ are
∂U0
∂z
=
σ
h
Qt,
∂U1
∂z
=
σ
β
(
1 +
u+ α
h
)
Qt. (B.3)
The x derivatives evaluated at z = ζ are
∂U0
∂x
=
σh′
h3
Qt,
∂U1
∂x
=
u′
β
+
h′
h2
∂U1
∂z
. (B.4)
9The z, x derivatives evaluated at z = ζ are
∂2U0
∂x∂z
=
σ2h′
h4
Qtt +
σ
h
Qtx − σh
′
h2
Qt, (B.5)
∂2U1
∂x∂z
= −σ
2h′
βh4
(u+ α)Qtt +
σ
β
(
1 +
u+ α
h
)
Qtx
+
σ
βh
(
u′ − h
′
h
(u+ α)
)
Qt.
(B.6)
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