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Cryogenic buffer-gas beam sources are capable of producing intense beams of a wide variety of molecules, and
have a number of advantages over traditional supersonic expansion sources. In this work, we report on a neon
matrix isolation study of carbon clusters produced with a cryogenic buffer-gas beam source. Carbon clusters
created by laser ablation of graphite are trapped in a neon matrix and detected with a Fourier transform
infrared spectrometer in the spectral range 4000− 1000 cm−1. Through a study of carbon cluster production
as a function of various system parameters, we characterize the behavior of the buffer-gas beam source and
find that approximately 1011 − 1012 of each cluster is produced with each pulse of the ablation laser. These
measurements demonstrate the usefulness of cryogenic buffer-gas beam sources for producing molecular beams
of clusters.
I. INTRODUCTION
Laser vaporization based cluster sources are widely
used in molecular spectroscopy.1 For example, they have
been used to study a variety of metal atom clusters,2–4
metal alloy clusters,5,6 and clusters of metal oxides7,8 and
carbides.9,10 Additionally, the laser vaporization cluster
source has found widespread use in the study of linear
chains and rings of carbon atoms,11–13 including the dis-
covery of the C60 buckminsterfullerene.
14 The majority
of these laser vaporization sources consist of a solid tar-
get held in the vicinity of a pulsed valve from which a
gas pulse is introduced to cool ablated molecules via en-
trainment in a supersonic expansion. A growth chan-
nel located downstream of the pulsed valve is often used
to increase collisional interaction time and cluster yield.
Given the wide applicability of these sources, it is of
general interest to investigate other methods for pro-
ducing clusters, such as the cryogenic buffer-gas beam
source,15–18 which could provide a cluster beam with in-
creased intensity and lower internal state temperature
compared to a traditional supersonic expansion source.
Both supersonic expansion and buffer-gas beam
sources rely on collisions with a dense, cold buffer gas
to cool hot molecules from > 1000 K into the few kelvin
regime; however, their construction is significantly dif-
ferent. In its simplest form, a buffer-gas beam source
consists of a cell with a constant flow of inert buffer gas
(e.g., helium or neon) entering through a small aperture.
The cell is held at a temperature on the order of 10 K
to cool the buffer gas, into which the molecules of inter-
est are introduced through laser ablation of a solid target
located inside the cell. The ablated molecules become en-
trained in the flow of cold buffer gas where they rapidly
a)Electronic mail: cameron.straatsma@colorado.edu
cool and eventually exit the cell through a small aperture
to form a bright beam of cold molecules.
Buffer-gas beam sources have a number of advan-
tages over traditional supersonic expansion sources, such
as lower forward velocity, higher brightness, and a
longer collisional cooling timescale.18 Both sources read-
ily achieve peak buffer gas densities on the order of
1017 cm−3; however, molecules ablated in the vicinity
of a supersonic expansion typically interact with buffer
gas of this density for times on the order of 100 µs,1
whereas this timescale can be longer than 1 ms inside
a buffer-gas cell.18 This longer interaction time with a
high density, cold buffer gas could lead to lower internal-
state temperatures for many molecules compared to a
supersonic expansion source. An additional benefit of
the longer interaction time in a buffer-gas source is the
possibility of lower internal state temperatures for large,
strongly bound clusters, such as carbon clusters or clus-
ters of metal oxides and carbides, all of which experi-
ence significant heating upon aggregation due to binding
energies of 4 − 5 eV per bond.1 To date, many molecu-
lar species have been successfully cooled with a buffer-
gas beam source, including diatomic15,19–23 and poly-
atomic24–28 molecules, but there currently exist no stud-
ies on the formation and cooling of cluster systems with
such a source. The ability to cool a wide range of clusters
to their vibrational ground state could aid in their struc-
tural determination with high-resolution spectroscopy.
In this work, we investigate the production of carbon
clusters with a neon buffer-gas beam source, which is
in contrast to previous studies of small carbon clusters29
that primarily utilized supersonic expansion sources. Us-
ing matrix isolation spectroscopy, we observe clusters
ranging in size from C3 to C12, and estimate the number
of each cluster produced. Clusters in this size range have
been previously produced using a supersonic expansion
source with a small growth channel.13,30,31 This paper is
organized as follows. Section II provides an overview of
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FIG. 1. A schematic of the buffer-gas cell used for the pro-
duction of carbon clusters. It consists of a copper box with
a cylindrical bore (Lcell = 40 mm and dcell = 20 mm) drilled
through the center. A thin plate attached to the bottom con-
tains an aperture of diameter dap = 5.3 mm. Neon gas (blue
arrows) first enters a reservoir at the top of the cell before
flowing into the main cell, and exits through the aperture at
the bottom. The ablation laser enters through an uncoated
N-BK7 window attached to the outside of the cell, and is
focused onto a graphite target attached to the inside of the
cell.
the apparatus and the experimental procedure used to
characterize the buffer-gas beam source. Section III in-
vestigates the production of carbon clusters as a function
of various system parameters, and describes a method for
quantifying the number of each cluster produced. Sec-
tion IV concludes and provides a future outlook.
II. EXPERIMENTAL METHODS
A schematic of the buffer-gas cell used in this work
is shown in Fig. 1. It consists of a copper box with a
cylindrical bore of length Lcell = 40 mm and diameter
dcell = 20 mm. The flow of neon buffer gas into the cell
is controlled by a mass flow controller (Alicat Scientific,
MC-100SCCM-D), and first enters a small reservoir at
the top of the cell to promote laminar flow through the
main compartment of the cell. A thin aperture of di-
ameter dap = 5.3 mm located in the bottom face of the
cell allows for beam extraction. Through a weak connec-
tion to the second stage of a two-stage cryocooler (SHI
Cryogenics Group, RDK-415D), the cell is held at a tem-
perature of Tcell = 25 K to prevent neon gas from freezing
to the cell walls. Note that the neon gas line is also an-
chored to the first stage of the cryocooler to cool the neon
gas from room temperature to approximately 30 K prior
to it entering the buffer-gas cell.
Carbon clusters are produced inside the buffer-gas cell
by laser ablation of a graphite target located at the edge
of the cylindrical bore halfway along the length of the
cell. To ablate graphite, the output of a Nd:YAG laser
(Spectra Physics, Quanta-Ray Lab-150, 532 nm) is fo-
cused onto the target to a spot roughly 30 µm in diame-
ter using a biconvex lens with a 400 mm focal length. To
prevent the ablation laser from drilling a hole into the tar-
get,1 the beam is constantly scanned in two dimensions
using a motorized mirror mount. Without scanning, we
observe rapid degradation in the number of molecules
produced per laser pulse.
Following ablation, the carbon clusters undergo colli-
sions with the cold neon buffer gas for a few millisec-
onds before becoming entrained in the molecular beam
extracted from the cell. The properties of this buffer-
gas beam are determined by the cell geometry, the aper-
ture diameter, and the flow rate of neon gas into the
cell.18 The first two variables are fixed in this experi-
ment, whereas the neon flow rate can be varied in the
range 0 − 100 sccm using the mass flow controller. No-
tably, both cluster formation and collisional cooling of
the ablation products occur during the interaction time
inside the cell.
To measure the number and composition of carbon
clusters produced inside the neon buffer-gas cell, we use
a matrix isolation spectroscopy setup.32 The buffer-gas
beam exiting the cell is frozen onto a CaF2 window
(T ∼ 5 K) located approximately 2 cm from the cell aper-
ture. Infrared absorption spectra of matrix isolated car-
bon clusters are acquired in the range 4000− 1000 cm−1
at 1 cm−1 resolution using a Fourier-transform infrared
spectrometer (Thermo Fisher Scientific, Nicolet iS50).
We average 36 scans for each acquired spectrum resulting
in a dynamic range of approximately 70 dB. This leads
to a signal-to-noise ratio of about 925 : 1 for the ν6 mode
of C9 as depicted in the spectrum of Fig. 2(a), which is
acquired after 30 minutes of deposition.
For a given set of system parameters, which include
the neon flow rate QNe, laser pulse energy Ep, and laser
repetition rate fr, we ablate continuously for two min-
utes then acquire a spectrum. During the acquisition of
each spectrum, the neon flow is turned off and the abla-
tion laser is physically blocked by a mechanical shutter.
This process is repeated 15 times for a total deposition
time of 30 minutes to determine the rate of increase in
optical depth (i.e., absorbance) for each observed peak.
Given this change in optical depth, we quantify the per-
formance of our buffer-gas beam source by estimating the
number of each carbon cluster produced per pulse of the
ablation laser. The following section discusses the results
of this experiment as a function of QNe, Ep, and fr, and
describes our method for estimating molecule production
per pulse from the rate of increase in optical depth.
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FIG. 2. Infrared absorption spectrum of carbon clusters isolated in a neon matrix at 5 K. The system parameters were
QNe = 40 sccm, Ep = 2 mJ, and fr = 7.5 Hz. Note the difference in the vertical scale for the spectral range (a) 2200−1800 cm−1
and (b) 1750− 1150 cm−1.
III. RESULTS AND DISCUSSION
A typical infrared spectrum of carbon clusters isolated
in a neon matrix, acquired using the apparatus described
above, is shown in Fig. 2. We observe vibrational modes
of linear carbon chains ranging in size from C3 up to
C12, where peak assignments are based on previous ma-
trix isolation spectroscopy results.33–44 As a consistency
check, we have calculated correlation coefficients for all
clusters with multiple absorption lines (C5 to C11) using
data over a wide range of system parameters, and find
r > 0.995 in all cases. This indicates that our peak as-
signment based on previous work is valid. A summary
of the data depicted in Fig. 2 is given in the first three
columns of Table I. Note that the spectrum in Fig. 2 is
acquired after 30 minutes of deposition onto the matrix
window held at a temperature of about 5 K. Because
5 K is below the neon matrix annealing temperature of
about 10 K, we conclude that the larger clusters observed
spectroscopically are formed within the buffer-gas cell.
This is in contrast to other matrix isolation studies of
carbon clusters,33–35,37,40 where an additional annealing
step was necessary to promote diffusive aggregation of
smaller clusters into larger clusters.46,47
To quantify the number of each cluster present in a
given spectrum, we start from Beer’s law:
τ(ν) = ln
[
I0(ν)
I(ν)
]
, (1)
where I0(ν) and I(ν) are the incident and transmitted in-
tensity, respectively, and τ(ν) is the frequency-dependent
optical depth of the sample (absorbance is related to op-
tical depth by A ≈ 0.434τ). From Beer’s law, we define
the integrated molar absorption coefficient, or infrared
4TABLE I. Representative data for QNe = 40 sccm, Ep =
2 mJ, and fr = 7.5 Hz. The center frequency of each absorp-
tion line, ν0, is given along with theoretical infrared intensi-
ties, S, peak optical depth per ablation pulse, ∆τpp, and the
number of each carbon cluster produced per ablation pulse,
Npp. Quoted uncertainties are statistical.
Molecule Mode ν0
a Sb ∆τpp Npp
(cm−1) (km/mol)
(
10−6
) (
1011
)
C3 ν3 2036.59(1) 612.0 21.6(4) 10.8(2)
C4 ν3 1547.07(1) 321.0 6.44(8) 6.12(8)
C5 ν3 2166.36(3) 1648.8 20.4(3) 3.78(6)
ν4 1444.24(3) 97.3 1.38(6) 4.3(2)
C6 ν4 1958.65(1) 800.8 8.7(1) 3.33(4)
ν5 1199.29(2) 60.3 0.91(7) 4.6(4)
C7 ν4 2135.08(2) 2695 16.4(2) 1.86(2)
ν5 1897.31(1) 677.4 9.16(6) 4.13(3)
C8 ν5 2067.69(1) 1366.3 4.20(4) 0.937(9)
ν6 1707.47(5) 984.8 1.61(8) 0.50(3)
C9 ν5 2081.13(3) 2324 1.99(4) 0.261(5)
ν6 2010.02(1) 3030 22.1(2) 2.22(2)
ν7 1602.74(1) 376.5 1.68(5) 1.36(4)
C10 – 2075.01(3) – 1.97(4) –
– 1915.85(5) – 1.24(9) –
C11 ν7 1938.72(3) – 2.88(6) –
ν8 1853.86(5) – 1.75(5) –
C12
c ν8 2003.47(8) – 4.08(6) –
a Line centers are determined from a Gaussian fit to each peak,
and uncertainties represent 95% confidence bounds on the fit.
b Infrared intensities from Ref. [45].
c Tentative assignment based on Ref. [42].
intensity S as48
S =
1
nl
∫
dν τ(ν), (2)
where n is the molar concentration of the absorbing
species, l is the absorption length, and the integration is
over the entire absorption line. Assuming that we probe
an area of uniform density, we estimate the number of
molecules in the matrix as
N ≈
(
NAAp
S
)
∆ν τp, (3)
where NA is Avogadro’s constant, Ap is the approxi-
mate area of the buffer-gas beam at the matrix window,
and the integral has been approximated as the product
between the width of the absorption line, ∆ν, and the
peak optical depth, τp. For the calculations here, we use
Ap ∼ 5 cm2, and assume ∆ν ∼ 1 cm−1 as a typical value
for matrix isolated species.49
Given Eq. (3), we calculate the number of molecules
produced per ablation pulse in the following way. We
first extract τp for each observed peak in the spectrum
after every two-minute deposition cycle, then use linear
regression to calculate the time rate of change of τp for
each peak. Finally, we convert this time rate of change to
a change in peak optical depth per ablation pulse, ∆τpp,
using the repetition rate of the laser. Thus, we arrive
at the following expression for the number of molecules
produced per ablation pulse:
Npp ≈ 3× 1019
(
∆τpp
S
)
, (4)
where S is in units of km/mol, and we have substituted
Ap and ∆ν for the values given above. Table I shows
the results of this analysis for a representative data set
with QNe = 40 sccm, Ep = 2 mJ, and fr = 7.5 Hz.
Note that this calculation depends on knowledge of the
infrared intensity for a given molecular transition. As
this parameter is difficult to measure directly, we rely on
results from density functional theory calculations for lin-
ear C3 to C9.
45 We neglect C10 to C12 in our analysis as
we have been unable to find consistent theoretical values
of S for the observed absorption lines. For C5 to C8, we
find reasonable agreement (i.e., same order of magnitude)
for the value of Npp calculated from different absorption
lines of the same molecule, which implies good relative
accuracy of the theoretical infrared intensities. However,
for C9, the value of Npp calculated for the ν5 mode is
off by an order of magnitude from the corresponding val-
ues for the ν6 and ν7 modes. This inconsistency likely
stems from a neglect of electrical anharmonicity in the
theoretical method used to determine S.
We now apply the analysis described above to inves-
tigate carbon cluster production in the buffer-gas cell as
a function of the system parameters. For clusters that
have multiple absorption lines, we use the line with the
largest infrared intensity (corresponding to largest peak
optical depth) to calculate Npp. In Fig. 3, the number of
each carbon cluster produced per pulse is plotted versus
the flow rate of neon buffer gas. For all detected clus-
ters, we observe a linear increase in production with flow
rate up to about QNe = 40 sccm. This increase then
saturates and begins to decrease for higher flow rates, an
effect that has been observed in a number of other buffer
gas experiments.19,21,50–52
The effect of neon flow rate on the number of each
cluster detected in the matrix can be understood by con-
sidering the two relevant timescales that characterize the
buffer-gas cell dynamics: the molecule diffusion time to
the cell walls, td, and the cell pumpout time, tp. If
td  tp then molecules produced by ablation diffuse to
the cell walls and are lost before they are extracted from
the cell. On the other hand, if td  tp, we expect that
the molecules are extracted from the cell before being lost
to the cell walls resulting in a larger number of molecules
detected inside the matrix. The cell pumpout time is
governed by the conductance of the cell aperture, and is
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FIG. 3. Number of each carbon cluster produced per pulse
for (a) C3 to C6 and (b) C7 to C9 as a function of neon flow
rate for Ep = 2 mJ and fr = 7.5 Hz. Error bars represent
statistical uncertainty propagated from the determination of
∆τpp. Lines are guides for the eye.
therefore purely geometrical. The diffusion time, how-
ever, depends on the density of neon buffer gas inside
the cell, which is linearly proportional to the flow rate.
Thus, we characterize the extraction behavior using the
dimensionless quantity18 γcell ≡ td/tp. It is typically as-
sumed that td is dominated by the lowest order diffusion
mode in the cell (a good approximation at low buffer-gas
density21), and increases linearly with the neon density
in the cell.53 For our system parameters, we find γcell ≈ 1
for QNe ≈ 25 sccm, which corresponds to td = tp ≈ 8 ms.
This correlates well with the observed linear increase in
molecules per pulse up to about QNe = 30 − 40 sccm
shown in Fig. 3. As γcell becomes much larger than
unity, we would expect the number of detected clusters
to saturate as all molecules should be extracted from the
cell before diffusing to the cell walls. However, at high
buffer-gas densities (i.e., high flow rate) the diffusion pro-
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FIG. 4. Number of each carbon cluster produced per pulse
for (a) C3 to C6 and (b) C7 to C9 as a function of ablation
pulse energy for QNe = 40 sccm and fr = 7.5 Hz. Error bars
represent statistical uncertainty propagated from the deter-
mination of ∆τpp. Lines are guides for the eye.
cess is no longer dominated by the lowest order mode.21
Since higher-order diffusion modes have smaller time con-
stants,53 the result is an effective decrease in γcell, and
therefore in the extraction efficiency. Additionally, it is
possible that the neon flow becomes turbulent,52 and neg-
atively impacts the extraction efficiency in a similar way.
We observe these effects as a reduction in the number of
each carbon cluster detected in the matrix at neon flow
rates in excess of about 40− 50 sccm.
In addition to flow rate, carbon cluster production as
a function of the ablation laser pulse energy and repeti-
tion rate is investigated, the former of which is plotted
in Fig. 4. We observe a linear increase in the produc-
tion of all carbon clusters with increasing ablation pulse
energy up to Ep = 4 mJ, at which point a substantial
amount of carbon dust was present in the vacuum cham-
ber. Therefore, we did not explore higher pulse energies.
6We observed no variation in cluster production rate for
laser repetition rates of fr = 3, 5, and 7.5 Hz, imply-
ing local heating of the substrate does not effect cluster
production at these low repetition rates.
IV. CONCLUSION
We have produced carbon clusters C3 to C12 using a
cryogenic buffer-gas beam source. For each of the C3
to C9 molecules, we estimate a production rate on the
order of 1011 − 1012 molecules per pulse of the abla-
tion laser based on infrared intensities determined from
density functional theory calculations. Similar to other
buffer-gas beam experiments, we observe an initial linear
increase in molecule production with neon flow rate fol-
lowed by a decrease at high flow rates (i.e., high neon den-
sity in the cell). We attribute this decrease at high flow
rates to a reduction in the diffusion time for molecules to
be lost to the cell walls.
Based on the direct observation of large numbers of
carbon clusters containing more than a few atoms, the
buffer-gas beam source may be a viable method for the
production of more exotic cluster systems such as metal
oxides and carbides. Furthermore, given the increased
number of collisions in comparison to a supersonic expan-
sion source, we anticipate the buffer-gas beam to be a use-
ful source for the production of vibrationally cold cluster
systems. Indeed, the ability to cool complex molecules
to their vibrational ground state will remove much of the
ambiguity associated with the spectral assignment pro-
cess, and could provide validation for the large variety of
theoretical techniques currently being used in conjunc-
tion with experiments to determine molecular structures.
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