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ABSTRACTS OF ADDITIONAL WORKSHOP LECTURES* 
Geometric Aspects of Catastrophe Theory. J. Callahan (Department of Mathematics, Smith College, 
Clark Science Center, Northampton. Massachusetts 01063. USA). 
Elementary catastrophe theory is the study of singularities of functions. A basic problem is 
bifurcation: How does a degenerate critical point evolve into less degenerate forms as the defining 
function unfolds. that is. undergoes perturbation? This is a geometric problem whose answer has 
two aspects: One must describe all critical point configurations which can arise in an unfolding and 
determine which functions in that unfolding are associated with a particular configuration. Catas- 
trophe theory offers a new paradigm for the sciences: its descriptive power is primarily visual and 
it relies on a clear treatment of geometric questions. This paper surveys some methods used to 
study bifurcation in catastrophe theory. particularly those which can be applied to complicated 
bifurcations in more than three dimensions. Topics covered are the hierarchy of singularities and 
their blossoms. the method of tableaus. and the use of apparent contours. 
A Geometrical Formulation of the Embedding Problem for Stochastic Matrices. Gerald S. Goodman 
(Universita Degli Studi, lnstituto Matematico, Viale Morgugni 67/A, 50134 Firenze, Italy). 
A classical problem in analytic probability proposed by Doeblin in the thirties, is to characterize 
those II x II stochastic matrices that can occur as transition matrices for an /I-state continuous 
time, nonhomogeneous Markov chain. 
Analytically, the problem is to find which stochastic matrices P can be embedded in a two 
parameter family P(s,t) which is continuous in (s,l) for 0 5 s 5 t 5 t,,, and satisfies the Chapman- 
Kolmogorov functional equation 
P(s,t) = P(s,u)P(u,t) for 0 % s 5 n 5 t 5 to 
with 
P(s,r) = I when s = t 
and 
P(OJ,) = P. 
Here the matrix P is given and conditions are sought which allow the family of stochastic matrices 
P(s,t) to be found. The problem has important applications in the statistical modelling of biological 
and social processes using fragmentary data. 
About ten years ago, the author showed that, by introducing a suitable time scale, the family 
P(s.t) could be exhibited as the general solution of the Kolmogorov differential equation 
dP 
- = PQ(t), 0 5 t I to, 
dt 
*No papers were submitted for these lectures. 
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where, for each t, Q is an intensity matrix, i.e.. an infinitesimal generator of the semigroup made 
up of all stochastic matrices. The problem of finding P( s, t) is thereby reduced to the problem of 
finding the family P(r), for 0 5 t I t ,,. In this way, the embedding problem becomes a problem of 
co/~rru~l tlworl\.: Find the reachable set for Kolmogorov’s differential equation using all possible 
control functions Q. The control problem does not yield to a direct attack, and the author has, 
therefore, formulated a geometrical problem which is equivalent to it. In the simplest case, n = 3, 
the problem is as follows: Consider a triangle whose vertices are labeled A, 5, C. Now contract 
the triangle by choosing a pair of vertices and sliding the first one towards the second along their 
common edge. Carry along the label of the moving vertex and join its new position to the third 
vertex of the original triangle. This yields a new triangle with vertices A, B, C, which lies inside 
the original one. The procedure can then be iterated any number of times by choosing different 
pairs of vertices. When expressed in barycentric coordinates with respect to the original vertices, 
the vertices of any generated triangle constitute a stochastic matrix, and any embeddable stochastic 
matrix can be generated in this way. 
The author has conjectured that any triangle that can be generated in the foregoing manner can 
also be generated in no more than sir moves. This would mean that the corresponding control 
system satisfies a b~r~&tr/~~ principle. The author intends to discuss the present status of this 
conjecture. 
The Local Classification of Phase Diagrams in Thermodynamic Field Space. Donal O’Shea (Depart- 
ment of Mathematics, Queen’s University, Kingston, Canada K7L 3N6). 
Let Y be thermodynamic field space, Q C Y the closure of the subspace consisting of all points 
at which a phase transition takes place. If q E Q, the assumption that a sufficiently small neigh- 
bourhood, N C Y of q, results in a pair (N rl Y, N n Q) homeomorphic to the bifurcation set 
of an algebraic singularity accords well with experiment. Using this assumption, techniques and 
concepts from singularity theory are employed to discuss the codimension of a phase point, to give 
a generalized version of the Gibbs’ phase rule for generic systems, and to classify phase diagrams 
up to local homeomorphism. Nongeneric systems and other phenomenological theories of phase 
transitions are discussed briefly. 
Alternative Representations for Geometric Models of Three-Dimensional Free-Form Objects. Jeffrey 
L. Posdamer (Department of Computer Science, State University of New York at Buffalo, Am- 
herst, New York 14226, USA). 
The representation of three-dimensional objects in the intrinsically one-dimensional memory of a 
computer is the fundamental problem of computational geometry. Three alternative schemas for 
representation of the geometry (coordinate position) and topology of free-form objects will be 
described in terms of basic concepts, primitive and combinatorial complexity of object descriptions, 
and algorithmic and geometric properties. The three schema are sampled descriptions, facetted 
descriptions, and functional descriptions. 
Sampled descriptions result from surface or volume measurement of physical objects. Facetted 
descriptions are a surface description techmque in which a set of 2 degree-of-freedom elements 
(typically planar polygons) are used to approximate a surface. Functional descriptions result from 
mathematical description of surface via locally continuous 2 or 3 degree-of-freedom functions. 
