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Abstract
We derive a readily computable sufficient condition for the existence of a nonnegative
symmetric circulant matrix having a prescribed spectrum. Moreover, we prove that any set
λ1λ2· · ·λn is the spectrum of real symmetric centrosymmetric matrices S1 and S2 such
that for S1 an eigenvector corresponding to λ1 is the all ones vector and for S2 an eigen-
vector corresponding to λ1 is the vector with components 1 and −1 alternately. The proof is
constructive. Then, we derive an improved condition on {λk}nk=1 such that S1 = λ1E, where
E is a stochastic symmetric centrosymmetric matrix. Finally, we propose an algorithm to
compute the eigenvalues of some real symmetric centrosymmetric matrices. All the numerical
procedures are based on the use of the Fast Fourier Transform.
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1. Introduction
A centrosymmetric matrix A = (ai,j ) of order n× n is a matrix such that
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ai,j = an−i+1,n−j+1 for 1  i, j  n. (1)
Symmetric centrosymmetric matrices arises, for example, in information theory [6],
linear system theory [7], in the numerical solution of some differential equations [1], in
some Markov processes [11], and in physics and engineering problems [5]. Important
examples of symmetric centrosymmetric matrices are the symmetric Toeplitz matrices,
the centrosymmetric Hankel matrices and the symmetric circulant matrices.
Let J be the matrix with ones along the secondary diagonal and zeros elsewhere.
We see that A is a centrosymmetric matrix if and only if JA = AJ and thus if A
and B are centrosymmetric matrices and α is a scalar then A+ αB and AB are also
centrosymmetric matrices.
An inverse eigenvalue problem asks for the reconstruction of a matrix from a
giving spectral data. In Section 2, we derive a readily computable sufficient condition
for the existence of a nonnegative symmetric circulant matrix having a prescribed
spectrum. In Section 3, we prove that any set λ1  λ2  · · ·  λn is the spectrum of
some real symmetric centrosymmetric matrix S1 with eigenvector
e = [1, 1, . . . , 1]T
corresponding to λ1 and the spectrum of some real symmetric centrosymmetric
matrix S2 with eigenvector
f =
[
1,−1, 1,−1, . . . , (−1)n+1
]T
corresponding to λ1. The proof is constructive and it is based on some properties
of the real symmetric circulant matrices. The procedure of construction uses the
algorithm of the Fast Fourier Transform (FFT ) [4]. In Section 4, we give conditions
on {λk}nk=1 such that S1 = λ1E, where E is a stochastic symmetric centrosymmet-
ric matrix. Finally, in Section 5, we propose an algorithm based on the use of the
FFT to compute the eigenvalues of a given real symmetric centrosymmetric matrix
A = T +H where T is a real symmetric Toeplitz and H is a real centrosymmetric
Hankel matrix. These matrices are related as follows: if
[t0 t1 . . . . . . tn−2 tn−1]
is the first row of T then
[t1 t2 . . . . . . tn−1 tn]
is the first row of H.
2. Real symmetric circulant matrices
We begin this section reviewing some properties of the real symmetric circulant
matrices relevant to our study.
Let ω = exp
(
2π i
n
)
, i2 = −1. We define the n× n matrix F = (fk,j ) by fk,j =
ω(k−1)(j−1), 1  k, j  n. Then FF = FF = nI . It is known that the columns of F
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form an orthogonal basis of eigenvectors of any n× n complex circulant matrix and
that the corresponding eigenvalues of the n× n circulant matrix
C = circul(cT) =


c0 c1 c2 . . . cn−1
cn−1
.
.
.
.
.
.
.
.
.
...
cn−2
.
.
.
.
.
.
.
.
. c2
...
.
.
.
.
.
.
.
.
. c1
c1 . . . cn−2 cn−1 c0


, (2)
c = [c0, c1, . . . , cn−1]T
are
λj = c0 + c1ω(j−1) + c2ω2(j−1) + · · · + cn−2ω2(j−1) + cn−1ω(j−1) (3)
for j = 1, 2, . . . , n.
The order of J, I and F will be clear from the context in which they are used.
Let  = [λ1, λ2, . . . . . . , λn]T. From (3)
 = F c. (4)
Then
c = 1
n
F. (5)
From (3), if C is a real circulant matrix then
λ1 ∈ R and λj = λn−j+2, j = 2, . . . ,
[
n+ 1
2
]
, (6)
where
[
n+1
2
]
is the largest integer not exceeding n+12 .
Definition 1. A vector  = [λ1, λ2, λ3, . . . , λn]T ∈ Cn is a conjugate-even vector if
and only if (6) holds.
The property in (6) gives a necessary condition for a set of complex numbers
be the spectrum of a real circulant matrix. We observe that if [λ1, λ2, . . . , λn]T is a
conjugate-even vector and n = 2m+ 2 then λm+2 ∈ R.
From (5), the problem of finding a circulant matrix with a prescribed spectrum
may be easily solved. The matrix-vector multiplication in either (4) or (5) can be
computed in a fast and stable way by the use of the FFT.
We define the permutation matrix  =
[
1 0T
0 J
]
. It follows that 2 = I , P =
F = F,F = F = F and =  if and only if  = [λ1, λ2, . . . , λn]T is a con-
jugate-even vector.
Lemma 1. Let {λ1, λ2, . . . , λn} be a set of complex numbers. Then, there exists a
real circulant matrix with eigenvalues λ1, λ2, . . . , λn if and only if λ1, λ2, . . . , λn
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can be arranged in a conjugate-even order, that is, as the components of a conju-
gate-even vector .
Proof. We already know that if λ1, λ2, . . . , λn are the eigenvalues of a real circulant
matrix then they appear in a conjugate-even order, that is, as the components of
a conjugate-even vector . Conversely, suppose that λ1, λ2, . . . , λn are the com-
ponents of a conjugate-even vector . There is no loss of generality in assuming
 = [λ1, λ2, . . . , λn]. Then,  = . Let C = circul(cT), where c = 1nF. Then,
λ1, λ2, . . . , λn are the eigenvalues of C. It remains to show that C is a real matrix.
We have c = 1
n
F = 1
n
F = 1
n
F = c. Therefore, C is a real circulant
matrix. 
Lemma 2. If the spectrum of a real circulant matrix C is real then C is a symmetric
matrix.
Proof. Let C = circul(cT) be a real circulant matrix with only real eigenvalues.
Since C is a real circulant matrix, the vector of eigenvalues of C,
 = [λ1, λ2, λ3, . . . , λn]T = F c
is a conjugate-even vector. Moreover, since  is real vector,  =  = . From
the equation F c = , after complex conjugation, F c = . Then, Fc =  = F c.
Hence,c = c. That is, cn−1 = c1, cn−2 = c2, cn−3 = c3, cn−4 = c4, etc. It follows
that C is a symmetric matrix. 
Corollary 3. If  = [λ1, λ2, . . . , λn]T is a real conjugate-even vector then c = 1nF
is a real conjugate-even vector.
Proof. From the proof of Lemma 1, it follows that c is a real vector. Hence, C =
circul(cT) is a real circulant matrix with real eigenvalues λ1, λ2, . . . , λn−1, λn. From
the proof of Lemma 2, we have c = c. Then c is a conjugate-even vector. 
Let  = [λ1, λ2, . . . , λn]T be a complex conjugate-even vector. Let P be the set
of permutations p on {λ2, λ3, . . . , λn} preserving the conjugate-even property, that
is,
p(λj ) = λk if and only if p(λn−j+2) = λk
for j = 2, 3, . . . , n.
We recall the following theorem [10].
Theorem 4. Let  = [λ1, λ2, . . . , λn]T be a complex conjugate-even vector and
let λ1  max2kn |λk|. A necessary and sufficient condition for σ = {λ1, λ2, . . . ,
λn} to be the spectrum of some nonnegative circulant matrix is λ1  λ0 where
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λ0 = min
p∈P max0k2m


−2
m+1∑
j=2
Rep(λj ) cos 2k(j−1)π2m+1
−2
m+1∑
j=2
Imp(λj ) sin 2k(j−1)π2m+1


if n = 2m+ 1, or
λ0 = min
p∈P max0k2m+1


−2
m+1∑
j=2
Rep(λj ) cos k(j−1)πm+1 − (−1)kλm+2
−2
m+1∑
j=2
Imp(λj ) sin k(j−1)πm+1


if n = 2m+ 2.
In particular, if  is a real conjugate-even vector then
 = [λ1, λ2, λ3, . . . , λm, λm+1, λm+1, λm, . . . , λ3, λ2]T if n = 2m+ 1
or
=[λ1, λ2, λ3, . . . , λm, λm+1, λm+2, λm+1, λm, . . . , λ3, λ2]T if n=2m+ 2
and
P = {p : p permutation on {λ2, λ3, . . . , λm, λm+1}}.
Theorem 5. Let  = [λ1, λ2, λ3, . . . , λn−1, λn] be a real conjugate-even vector and
letλ1  max1kn |λk|.A necessary and sufficient condition forσ = {λ1, λ2, λ3, . . . ,
λn−1, λn} to be the spectrum of some nonnegative symmetric circulant matrix is
λ1  λ0 where
λ0 = min
p∈P max0k2m

−2
s+1∑
j=2
(p(λj )+ (−1)kp(λ2s+3−j )) cos 2k(j − 1)π4s + 1


(7)
if n = 2m+ 1 with m = 2s, or
λ0 = min
p∈P max0k2m


−2
s+1∑
j=2
(p(λj )+ (−1)kp(λ2s+4−j )) cos 2k(j−1)π4s+3
−2p(λs+2) cos k(s+1)π4s+3

 (8)
if n = 2m+ 1 with m = 2s + 1, or
λ0 = min
p∈P max0k2m+1


−2
s+1∑
j=2
(p(λj )+ (−1)kp(λ2s+3−j )) cos k(j−1)π2s+1
−(−1)kλm+2

 (9)
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if n = 2m+ 2 with m = 2s, or
λ0 = min
p∈P max0k2m+1


−2
s+1∑
j=2
(p(λj )+ (−1)kp(λ2s+4−j )) cos k(j−1)π2s+2
−2p(λs+2) cos kπ2 − (−1)kλ2s+3


(10)
if n = 2m+ 2 with m = 2s + 1.
Proof. The theorem easily follow by Theorem 4, the assumptions and the trigonom-
etry identity
cos
k(m+ 1 − j + 1)
m+ 1 = (−1)
k cos
k(j − 1)π
m+ 1 . 
Clearly the computation of λ0 for a large n becomes a prohibitive task.
Next we derive a readily computable sufficient condition for the existence of a
nonnegative symmetric circulant matrix with a prescribed spectrum σ = {λ1, λ2,
λ3, . . . , λn−1, λn}. Without loss of generality we suppose λ1  λ2  λ3  · · · 
λm+1 for n = 2m+ 1 or n = 2m+ 2.
Let
Q = {p : p permutation on {λ2, λ3, . . . , λm+1}
such that p(λj )− p(λm+3−j )  0 for j = 2, . . . , s + 1}.
The set Q is not empty. In fact, p1(λj ) = λj for j = 2, 3, . . . , m+ 1 belongs to Q.
Another permutation in Q is p2 defined by
p2(λj ) = λ2j−2, p2(λ2s+3−j ) = λ2j−1 (11)
for j = 2, 3, . . . , s + 1 if m = 2s and by
p2(λj ) = λ2j−2, p2(λ2s+4−j ) = λ2j−1 (12)
p2(λs+2) = λ2s+2
for j = 2, 3, . . . , s + 1 if m = 2s + 1.
Theorem 6. Let  = [λ1, λ2, λ3, . . . , λn−1, λn] be a real conjugate-even vector and
let λ1  max1kn |λk|. Let λ2  λ3  · · ·  λm+1. A sufficient condition for the
existence of a nonnegative symmetric circulant matrix with spectrum σ =
{λ1, λ2, . . . , λn−1, λn} is
λ1  max
{
2 (|λ2 + λ3| + |λ4 + λ5| + · · · + |λ2s + λ2s+1|) ,
2 (λ2 − λ3 + λ4 − λ5 + · · · + λ2s − λ2s+1)
}
(13)
if n = 2m+ 1 with m = 2s, or
λ1  max
{
2 (|λ2 + λ3| + |λ4 + λ5| + · · · + |λ2s + λ2s+1| + |λ2s+2|) ,
2 (λ2 − λ3 + λ4 − λ5 + · · · + λ2s − λ2s+1 + |λ2s+2|)
}
(14)
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if n = 2m+ 1 with m = 2s + 1, or
λ1  max
{
2 (|λ2 + λ3| + |λ4 + λ5| + · · · + |λ2s + λ2s+1|)− λ2s+2,
2 (λ2 − λ3 + λ4 − λ5 + · · · + λ2s − λ2s+1)+ λ2s+2
}
(15)
if n = 2m+ 2 with m = 2s, or
λ1  max
{
2
(|λ2 + λ3| + |λ4 + λ5| + · · · + |λ2s + λ2s+1| + |λ2s+2|)− λ2s+3,
2
(
λ2 − λ3 + λ4 − λ5 + · · · + λ2s − λ2s+1
)+ λ2s+3
}
(16)
if n = 2m+ 2 with m = 2s + 1.
Proof. We give the proof for the case n = 2m+ 2 with m = 2s. By (9) and Q ⊂ P
we have
λ0 = min
p∈Pmax


maxk even
{
−2
s+1∑
j=2
(p(λj )+ p(λ2s+3−j )) cos k(j−1)π2s+1 − λ2s+2
}
,
maxk odd
{
−2
s+1∑
j=2
(p(λj )− p(λ2s+3−j )) cos k(j−1)π2s+1 + λ2s+2
}


min
p∈Qmax


maxk even
{
−2
s+1∑
j=2
(p(λj )+ p(λ2s+3−j )) cos k(j−1)π2s+1 − λ2s+2
}
,
maxk odd
{
−2
s+1∑
j=2
(p(λj )− p(λ2s+3−j )) cos k(j−1)π2s+1 + λ2s+2
}


.
For any p ∈ Q, we have
−2
s+1∑
j=2
(p(λj )+ p(λ2s+3−j )) cos k(j − 1)π2s + 1 − λ2s+2
 2
s+1∑
j=2
|p(λj )+ p(λ2s+3−j )| − λ2s+2
and
−2
s+1∑
j=2
(p(λj )− p(λ2s+3−j )) cos k(j − 1)π2s + 1 + λ2s+2
 2
s+1∑
j=2
(p(λj )− p(λ2s+3−j ))+ λ2s+2.
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Then
λ0min
p∈Q max


2
s+1∑
j=2
|p(λj )+ p(λ2s+3−j )| − λ2s+2,
2
s+1∑
j=2
(p(λj )− p(λ2s+3−j ))+ λ2s+2


max


2
s+1∑
j=2
|p2(λj )+ p2(λ2s+3−j )| − λ2s+2,
2
s+1∑
j=2
(p2(λj )− p2(λ2s+3−j ))+ λ2s+2


=max
{
2(|λ2 + λ3| + |λ4 + λ5| + · · · + |λ2s + λ2s+1|)− λ2s+2,
2(λ2 − λ3 + λ4 − λ5 + · · · + λ2s − λ2s+1)+ λ2s+2
}
.
Hence if λ1 satisfies (15) then λ1  λ0 and by Theorem 5 there exists a nonnegative
symmetric circulant having the spectrum σ . The proof for each of the other cases is
similar. 
Corollary 7. Let  = [λ1, λ2, λ3, . . . , λn−1, λn]T be a real conjugate-even vector
and let λ1  max1kn |λk|. Let λ2  λ3  · · ·  λm+1. If
λ2 + λ3  0 (17)
whenever n = 2m+ 1, or
λ2 + λ3  0, (18)
2λ2 + 2λ4 + · · · + 2λ2s + λ2s+2  0
whenever n = 2m+ 2 with m = 2s, or
λ2 + λ3  0, (19)
2λ2 + 2λ4 + · · · + 2λ2s + λ2s+2 + λ2s+3  0
whenever n = 2m+ 2 with m = 2s + 1, then a necessary and sufficient condition
for the existence of a nonnegative symmetric circulant matrix with spectrum σ =
{λ1, λ2, . . . , λn−1, λn} is
λ1 + λ2 + · · · + λn  0. (20)
Proof. Clearly (20) is a necessary condition. We give the proof for the case n =
2m+ 2 with m = 2s + 1. Suppose (20) and (19). Then
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max
{
2 (|λ2 + λ3| + |λ4 + λ5| + · · · + |λ2s + λ2s+1| + |λ2s+2|)− λ2s+3,
2(λ2 − λ3 + λ4 − λ5 + · · · + λ2s − λ2s+1)+ λ2s+3
}
= max
{−2(λ2 + λ3 + λ4 + λ5 + · · · + λ2s + λ2s+1 + λ2s+2)− λ2s+3,
2(λ2 − λ3 + λ4 − λ5 + · · · + λ2s − λ2s+1)+ λ2s+3
}
= −2(λ2 + λ3 + λ4 + λ5 + · · · + λ2s + λ2s+1 + λ2s+2)− λ2s+3
= −(λ2 + λ3 + · · · + λ2s+2 + λ2s+3 + λ2s+2 + · · · + λ3 + λ2)
= −
n∑
j=2
λj  λ1.
Therefore, (16) holds and thus there exists a nonnegative symmetric circulant matrix
with eigenvalues λ1, λ2, λ3, . . . , λn−1, λn. 
In the numerical examples, we give the results to four decimal places.
Example 1. Let
 = [λ1, 1.2,−1.3,−2,−2.3, 1.6,−2.3,−2,−1.3, 1.2]T.
Then n = 10 = 2m+ 2, m = 2s = 4, λ2 + λ3 = −0.1 < 0 and 2(λ2 + λ4)+ λ6 =
0. Hence (18) holds and thus for λ1  7.2 there exists a nonnegative symmetric circ-
ulant having the prescribed spectrum. For λ1 = 7.2 the matrix is
circul(0.0000, 0.1370, 1.5696, .0.7630, 0.6304, 1, 0.6304, 0.7630, 1.5696, 0.1370).
3. Existence of symmetric centrosymmetric matrices
Let σ = {λ1, λ2, . . . , λm, λm+1} be given with λ1  λ2  · · ·  λm+1. In [8] we
derive a procedure to construct a real symmetric matrix having a prescribed spectrum
λ1  λ2  · · ·  λm+1. In the procedure an intermediary real circulant matrix of
order (2m+ 2)× (2m+ 2) is constructed by solving the equation
c = 1
n
F
where
 =

−2m+1∑
j=2
λj , λ2, λ3, . . . , λm, λm+1,
0, λm+1, λm, . . . , λ3, λ2


T
.
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In [9] the above procedure is modified using
 =


−
m+1∑
j=2
λj , p2(λ2), p2(λ3), . . . , p2(λm), p2(λm+1),
−
m+1∑
j=2
λj , p2(λm+1), p2(λm), . . . , p2(λ3), p2(λ2)


T
,
where p2 is the permutation defined in (11) and (12).
In both procedures we arrive to a real symmetric centrosymmetric matrix having
the prescribed spectrum.
Here we consider any permutation p on {λ2, λ3, . . . , λm+1}. Let µ = −∑m+1j=2 λj
and
p() =
[
µ,p(λ2), p(λ3), . . . , p(λm), p(λm+1),
µ, p(λm+1), p(λm), . . . , p(λ3), p(λ2)
]T
.
We see that p() is a (2m+ 2)-dimensional real conjugate-even vector. Let
c(p) = 1
(2m+ 2)Fp(), (21)
where
F = (ω(k−1)(j−1)), 1  k, j  2m+ 2 and
ω = exp
(
π i
m+ 1
)
, i2 = −1.
By Lemma 2, (21) defines a real symmetric circulant matrixC(p) = circul(cT(p))
of order (2m+ 2)× (2m+ 2) with real eigenvalues µ, λ2, λ3, . . . , λm+1, each of
them of algebraic multiplicity two. Since 2µ+ 2∑nj=2 λj = 0 = trace(C(p)), it
follows that c0(p) = 0. Then
cT(p) =
[
0, c1(p), c2(p), . . . , cm−1(p), cm(p),
cm+1(p), cm(p), cm−1(p), . . . , c2(p), c1(p)
]
Since C(p) is a symmetric centrosymmetric matrix, it can be partitioned as follows
[3]:
C(p) =
[
T (p) H(p)J
JH(p) T (p)
]
,
here T (p) is a real symmetric Toeplitz matrix whose first row is
[0, c1(p), c2(p), . . . , cm−1(p), cm(p)]
and H(p) is a centrosymmetric Hankel matrix whose first row is
[c1(p), c2(p), c3(p), . . . , cm−1(p), cm+1(p)].
We observe that T (p) and H(p) are uniquely determined by the entries of the first
row. The matrices T (p) and H(p) are both symmetric centrosymmetric matrices of
order (m+ 1)× (m+ 1).
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Let Q be the matrix
Q = 1√
2
[
I I
J −J
]
.
Q is an orthogonal matrix and
QTC(p)Q =
[
T (p)+H(p) 0
0 T (p)−H(p)
]
.
Therefore
σ(C(p)) = σ(T (p)+H(p)) ∪ σ(T (p)−H(p)). (22)
In [9] we claim without a proof that
σ(T (p2)+H(p2)) = {µ, λ2, λ3, . . . , λm, λm+1},
σ (T (p2)−H(p2)) = {µ, λ2, λ3, . . . , λm, λm+1}.
Next we show that these results hold for any permutation p in {λ2, λ3, . . . , λm+1}.
Moreover, we find an eigenvector corresponding to µ for the matrix T (p)−H(p).
Lemma 8
σ(T (p)+H(p)) = {µ, λ2, λ3, . . . , λm+1}
and
σ(T (p)−H(p)) = {µ, λ2, λ3, . . . , λm+1}.
Moreover,
e = [1, 1, . . . . . . , 1]T
is an eigenvector corresponding to µ for T (p)+H(p) and
f =
[
1,−1, 1,−1, . . . , (−1)m+2
]T
is an eigenvector corresponding to µ for T (p)−H(p).
Proof. The columns of the matrix F are eigenvectors of the circulant matrix C(p).
Let x be an eigenvector corresponding to an eigenvalue α of matrix C(p). Then
C(p)x =αx.
Let x =Qy. Hence
QTC(p)Qy = αQTQy = αy.
Then [
T (p)+H(p) 0
0 T (p)−H(p)
] [
y1
y2
]
=
[
αy1
αy2
]
.
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Hence
(T (p)+H(p))y1 = αy1,
(T (p)−H(p))y2 = αy2.
The (2m+ 2)-dimensional vector x = [1, 1, . . . , 1]T, the first column of F, is an
eigenvector corresponding to the eigenvalue α = µ of the matrix C(p). For this
eigenpair, we have
y = QTx = 1√
2
[2, 2, . . . , 2 | 0, 0, . . . , 0]T = [yT1 | yT2 ] .
This shows that the (m+ 1)-dimensional vector e = [1, 1, . . . , 1]T is an eigenvec-
tor corresponding to the eigenvalue µ of T (p)+H(p). The (2m+ 2)-dimensional
vector x = [1,−1, . . . , 1,−1]T, the (m+ 2)th column of F, is an eigenvector corre-
sponding to the eigenvalue α = µ of the matrix C(p). For this eigenpair, we obtain
y =QTx = 1√
2
[
0, 0, . . . , 0 | 2,−2, 2,−2, . . . , (−2)m+2
]T = [yT1 | yT2 ] .
Thus, the (m+ 1)-dimensional vector f = [1,−1, 1,−1, . . . , (−1)m+2]T is an eigen-
vector corresponding to the eigenvalue µ of T (p)−H(p). For α = λj , j = 2, . . . ,
m+ 1, we obtain y1 /= 0 and y2 /= 0. It follows that λj is an eigenvalue of the
matrices T (p)+H(p) and T (p)−H(p). 
Let
B1(p) = T (p)+H(p)
and
B2(p) = T (p)−H(p).
It follows that B1(p) and B2(p) are both real symmetric centrosymmetric matrices.
We recall now a theorem due to Brauer [2]
Theorem 9. Let A be an n× n arbitrary matrix with eigenvalues λ1, λ2, . . . , λn.
Let v = [v1, v2, . . . , vn]T be an eigenvector of A corresponding to the eigenvalue
λk and let q be any n-dimensional column vector. Then, the matrix A+ vqT has
eigenvalues λ1, λ2, . . . , λk−1, λk + vTq, λk+1, . . . . . . , λn.
From Lemma 8, B1(p) has eigenvalues µ, λ2, λ3, . . . , λm+1 with eigenvector
e corresponding to µ. Let
S1(p) = B1(p)+ λ1 − µ
m+ 1 ee
T.
From Theorem 9, it follows that the real symmetric centrosymmetric S1(p) has
eigenvalues
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µ+ λ1 − µ
m+ 1 e
Te = λ1, λ2, λ3, . . . , λm+1.
Moreover
S1(p)e = B1(p)e+λ1 − µ
m+ 1 ee
Te = µe+(λ1 − µ)e = λ1e.
Similarly, the matrix
S2(p) = B2(p)+ λ1 − µ
m+ 1 ff
T
has eigenvalues λ1, λ2, λ3, . . . , λm, λm+1 with eigenvector f corresponding to λ1.
We summarize these results in the following theorem.
Theorem 10. Let λ1  λ2  · · ·  λm  λm+1 be given. Then there exist real sym-
metric centrosymmetric matrices S1 and S2 with eigenvalues λ1, λ2, . . . , λm+1.More-
over,
e = [1, 1, . . . , 1]T
is an eigenvector corresponding to the eigenvalue λ1 of S1 and
f =
[
1,−1, 1,−1 . . . , (−1)m+2
]T
is an eigenvector corresponding to the eigenvalue λ1 of S2.
Algorithm 1. This algorithm constructs the matrices S1(p) = S1 and S2(p) = S2
in Theorem 10.
1. Compute
µ = −
m+1∑
k=2
λk.
2. Compute
c(p)= 1
2m+ 2Fp()
=
[
0, c1(p), c2(p), . . . , cm−1(p), cm(p),
cm+1(p), cm(p), cm−1(p), . . . , c2(p), c1(p)
]T
via the FFT . Here,
F =
(
ω(k−1)(j−1)
)
, 1  k, j  2m+ 2 with
ω=exp
(
π i
m+ 1
)
, i2 = −1,
and
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p() =
[
µ,p(λ2), p(λ3), . . . , p(λm), p(λm+1),
µ, p(λm+1), p(λm), . . . , p(λ3), p(λ2)
]T
,
where p is a permutation on {λk}m+1k=2 .
3. Define the symmetric Toeplitz matrix T (p) whose first row is
[0, c1(p), c2(p), . . . , cm−1(p), cm(p)]
and the centrosymmetric Hankel matrix H(p) whose first row is
[c1(p), c2(p), c3(p), . . . , cm−1(p), cm(p), cm+1(p)]
4. Construct the matrices B1(p) = T (p)+H(p) and B2(p) = T (p)−H(p).
5. Construct the matrices
S1(p) = B1(p)+ λ1 − µ
m+ 1 ee
T
and
S2(p) = B2(p)+ λ1 − µ
m+ 1 ff
T.
Remark 1. If the permutation p2 is used in Algorithm 1 then
p() =
[
µ, λ2, λ4, . . . , λ2s−2, λ2s , λ2s+1, λ2s−3, . . . , λ5, λ3,
µ, λ3, λ5, . . . , λ2s−3, λ2s+1, λ2s , λ2s−2, . . . , λ4, λ2
]T
if m = 2s or
p() =
[
µ, λ2, λ4, . . . , λ2s , λ2s+2, λ2s+1, λ2s−3, . . . , λ5, λ3,
µ, λ3, λ5, . . . , λ2s−3, λ2s+1, λ2s+2, λ2s , . . . , λ4, λ2
]T
if m = 2s + 1 and Algorithm 1 coincides with Algoritm 4 of [9] for the matrix S1.
4. Nonnegative symmetric centrosymmetric matrices
In this section, we give sufficient conditions on λ1  λ2  λ3  · · ·  λm+1 to
be the spectrum of a nonnegative symmetric centrosymmetric matrix.
Since p() is a (2m+ 2)-dimensional real conjugate-even vector, it follows from
Corollary 3 that
c(p) = 1
2m+ 2Fp() (23)
is a (2m+ 2)-dimensional real conjugate-even vector. Then, after complex conjuga-
tion,
c(p) = 1
2m+ 2Fp(). (24)
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From (23) and (24)
c(p) = 1
2m+ 2
(
F + F
2
)
p().
We recall that(
F + F
2
)
k,j
= cos (k − 1)(j − 1)π
m+ 1 , 1  k, j  2m+ 2
and
p() =
[
µ,p(λ2), p(λ3), . . . , p(λm), p(λm+1),
µ, p(λm+1), p(λm), . . . , p(λ3), p(λ2)
]T
Then, for 0  l  m+ 1,
cl(p)= 12m+ 2


µ+ (−µ)l +
m+1∑
j=2
p(λj ) cos
l(j−1)π
m+1
+
m+1∑
j=2
p(λm+3−j ) cos l(m+j)πm+1


= 1
2m+ 2

µ+ (−µ)l + 2m+1∑
j=2
p(λj ) cos
l(j − 1)π
m+ 1

 .
Therefore
c2k−1(p)= 12m+ 2

2m+1∑
j=2
p(λj ) cos
(2k − 1)(j − 1)π
m+ 1


= 1
m+ 1
m+1∑
j=2
p(λj ) cos
(2k − 1)(j − 1)π
m+ 1 (25)
and
c2k(p)= 12m+ 2

2µ+ 2m+1∑
j=2
p(λj ) cos
2k(j − 1)π
m+ 1


= 1
m+ 1

µ+ m+1∑
j=2
p(λj ) cos
2k(j − 1)π
m+ 1

 . (26)
After some calculations we obtain
c2k−1(p) = 1
m+ 1
s+1∑
j=2
(p(λj )− p(λm+3−j )) cos (2k − 1)(j − 1)π
m+ 1 (27)
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for m = 2s or m = 2s + 1, and
c2k(p) = 1
m+ 1
s+1∑
j=2
(p(λj )+ p(λm+3−j ))
(
cos
2k(j − 1)π
m+ 1 − 1
)
(28)
if m = 2s and
c2k(p) = 1
m+ 1


s+1∑
j=2
(p(λj )+ p(λm+3−j ))
(
cos
2k(j−1)π
m+1 − 1
)
+(−1 + (−1)k)p(λs+2)

 (29)
if m = 2s + 1.
Lemma 11. Let m = 2s or m = 2s + 1. Let λ1  λ2  · · ·  λm  λm+1. Let p ∈
Q. Let
α(p) = 1
m+ 1 cos
π
m+ 1
s+1∑
j=2
(p(λj )− p(λm+3−j )).
Then, α(p)  0, c1(p)  0 and
c2k−1(p)+ α(p)  0
for 1  2k − 1  m+ 1.
Proof. Let p ∈ Q. Clearly, α(p)  0. Since 0 < (j−1)π
m+1 <
π
2 for 2  j  s + 1,
c1(p) = 1
m+ 1
s+1∑
j=2
(p(λj )− p(λm+3−j )) cos (j − 1)π
m+ 1  0.
Moreover
(p(λj )− p(λm+3−j )) cos (2k − 1)(j − 1)π
m+ 1
 −(p(λj )− p(λm+3−j )) cos π
m+ 1 .
Therefore
c2k−1(p)= 1
m+ 1
s+1∑
j=2
(p(λj )− p(λm+3−j )) cos (2k − 1)(j − 1)π
m+ 1
− 1
m+ 1 cos
π
m+ 1
s+1∑
j=2
(p(λj )− p(λm+3−j )).
Then, c2k−1(p)+ α(p)  0. 
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An important property of the permutation p2 is given in the following lemma.
Lemma 12
min{α(p) : p ∈ Q} = α(p2).
Proof. We already observe that p2 ∈ Q. Moreover
α(p2)= 1
m+ 1 cos
π
m+ 1
s∑
j=1
(λ2j − λ2j+1)
α(p) for all p ∈ Q. (30)
We have proved that α(p2) is the smallest value of α(p), p ∈ Q, such that c2k−1(p)+
α(p)  0 for 1  2k − 1  n. 
This property of the permutation p2 it was not realized in [9].
Using p2 in the formulas (27)–(29) we obtain
c2k−1(p2) = 1
m+ 1
s∑
j=1
(λ2j − λ2j+1) cos (2k − 1)jπ
m+ 1 (31)
if m = 2s or m = 2s + 1,
c2k(p2) = 1
m+ 1
s∑
j=1
(λ2j + λ2j+1)
(
cos
2kjπ
m+ 1 − 1
)
(32)
if m = 2s and
c2k(p) = 1
m+ 1


s∑
j=2
(λ2j + λ2j+1)
(
cos
2kjπ
m+1 − 1
)
+(−1 + (−1)k)λ2s+2

 (33)
if m = 2s + 1.
Theorem 13. Let λ1  λ2  λ3  · · ·  λm+1. Suppose λ2 + λ3  0. If
λ1 
(
cos
π
m+ 1 − 1
) s∑
j=1
λ2j −
(
cos
π
m+ 1 + 1
) s∑
j=1
λ2j+1 (34)
whenever m = 2s, or if
λ1 
(
cos
π
m+ 1 − 1
) s∑
j=1
λ2j −
(
cos
π
m+ 1 + 1
) s∑
j=1
λ2j+1 − λ2s+2
(35)
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whenever m = 2s + 1, then there exists S = λ1E with eigenvalues λ1, λ2, λ3, . . . ,
λm+1, where E is a stochastic symmetric centrosymmetric matrix.
Proof. For brevity, we write α(p2) = α. Let S = S1(p2) in Algorithm 1. Then, S is
a symmetric centrosymmetric with spectrum σ = {λ1, λ2, λ3, . . . , λm+1} and eigen-
vector e corresponding to λ1. It remains to show that S is a nonnegative matrix. From
Lemma 11, we have c2k−1 + α  0. Clearly λ2j + λ2j+1  0 for j = 3, 4, . . . , m
and λj  0 for j = 3, 4, . . . , m+ 1. Then (32) or (33) implies c2k  0 for all k.
Since the entries of the matrix B = B1(p2) in Algorithm 1 are of the form c2k−1 +
c2j , we have that A = B + αeeT is a nonnegative matrix. Let β = µ+ (m+ 1)α.
Let m = 2s. Then
β=−
2s+1∑
j=1
λj + cos π
m+ 1
s∑
j=1
(λ2j − λ2j+1)
=
(
cos
π
m+ 1 − 1
) s∑
j=1
λ2j −
(
cos
π
m+ 1 + 1
) s∑
j=1
λ2j+1.
Let now m = 2s + 1. Then
β=−
2s+2∑
j=1
λj + cos π
m+ 1
s∑
j=1
(λ2j − λ2j+1)
=
(
cos
π
m+ 1 − 1
) s∑
j=1
λ2j −
(
cos
π
m+ 1 + 1
) s∑
j=1
λ2j+1 − λ2s+2.
We have
S=B + λ1 − µ
m+ 1 ee
T
=B + λ1 − β + (m+ 1)α
m+ 1 ee
T
=B + αeeT + λ1 − β
m+ 1 ee
T
=A+ λ1 − β
m+ 1 ee
T.
Since A is a nonnegative matrix, we conclude that S is a nonnegative matrix for
λ1  β. Since e is an eigenvector corresponding to λ1 > 0, we have S = λ1E with
E a stochastic symmetric centrosymmetric matrix. 
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Example 2. Let λ2 = 0.2, λ3 = −0.25, λ4 = −0.6, λ5 = −0.65, λ6 = −1, λ7 =
−1.1, λ8 = −1.2. Here, m = 7 and the second right hand of (35) is β = 5.1543. For
λ1 = 5.1543, the matrix S is

0.1305 1.0367 0.9810 0.6561 0.6361 0.5987 0.5608 0.5545
1.0367 0.0748 0.7117 0.9611 0.6187 0.5982 0.5924 0.5608
0.9810 0.7117 0.0549 0.6743 0.9232 0.6123 0.5982 0.5987
0.6561 0.9611 0.6743 0.0170 0.6680 0.9232 0.6187 0.6361
0.6361 0.6187 0.9232 0.6680 0.0170 0.6743 0.9611 0.6561
0.5987 0.5982 0.6123 0.9232 0.6743 0.0549 0.7117 0.9810
0.5608 0.5924 0.5982 0.6187 0.9611 0.7117 0.0748 1.0367
0.5545 0.5608 0.5987 0.6361 0.6561 0.9810 1.0367 0.1305


.
Theorem 13 is a stronger version of Theorem 6 in [9] which is derived here as a
corollary.
Corollary 14. Let λ1 > 0  λ2  λ3  · · ·  λm+1. If
λ1  −2
s∑
j=1
λ2j+1 (36)
whenever m = 2s, or
λ1  −2
s∑
j=1
λ2j+1 − λ2s+2 (37)
whenever m = 2s + 1, then there exists S = λ1E with eigenvalues λ1, λ2, λ3, . . . ,
λm+1, where E is a stochastic symmetric centrosymmetric matrix.
Proof. From λ1 > 0  λ2  λ3  · · ·  λm+1 it follows λ2 + λ3  0. Since
−2
s∑
j=1
λ2j+1 >
(
cos
π
m+ 1 − 1
) s∑
j=1
λ2j −
(
cos
π
m+ 1 + 1
) s∑
j=1
λ2j+1
and
−2
s∑
j=1
λ2j+1 − λ2s+2
>
(
cos
π
m+ 1 − 1
) s∑
j=1
λ2j −
(
cos
π
m+ 1 + 1
) s∑
j=1
λ2j+1 − λ2s+2
the corollary follows. 
Theorem 15. Let λ1  λ2  λ3  · · ·  λm+1, λ1 > 0 and λ2 + λ3  0. Let c be
the vector obtained in step 2 of Algorithm 1 with p = p2. Let c = min{c1, c3, . . . ,
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c2s+1} if m = 2s or m = 2s + 1. Let µ = −∑m+1k=2 λk. If λ1  µ− (m+ 1)c then
there exists S = λ1E with eigenvalues λ1, λ2, λ3, . . . , λm+1, where E is a stochastic
symmetric centrosymmetric matrix.
Proof. Suppose λ1  µ− (m+ 1)c. Let S = S1(p2) be the matrix obtained in algo-
rithm 1. Then, S is a symmetric centrosymmetric with spectrum σ = {λk}m+1k=1 and
eigenvector e belonging to λ1. Suppose c = min{c1, c3, . . . , c2s+1} and λ1  µ−
(m+ 1)c. Let B = B(p2). We have S = B + λ1−µm+1 eeT. It remains to see that S =
(si,j ) is a nonnegative matrix. From the proof of Theorem 13, c2k  0 for all k.
Since the entries of the matrix B are of the form c2k−1 + c2j and c0 = 0, it follows
that the smallest entry of B occurs on its diagonal and it is c = min{c1, c3, . . . , c2s+1}
if m = 2s or m = 2s + 1. Therefore
si,j = bi,j + λ1 − µ
m+ 1  c +
λ1 − µ
m+ 1  0.
Hence, S is a nonnegative matrix. Since eigenvector e belonging to λ1 > 0, S = λ1E,
where E is a stochastic symmetric centrosymmetric matrix. 
Example 3. Let λ2 = 0.2, λ3 = −0.25, λ4 = −0.6, λ5 = −0.65, λ6 = −1, λ7 =
−1.1, λ8 = −1.2 as in example 2. For these values, µ = 5 and c = −0.0136. From
Theorem 15, for λ1  5.0187, there exists a nonnegative symmetric centrosymmetric
matrix S having the prescribed spectrum. For λ1 = 5.0187,
S =


0.1135 1.0197 0.9641 0.6391 0.6192 0.5817 0.5438 0.5375
1.0197 0.0579 0.6948 0.9441 0.6017 0.5813 0.5754 0.5438
0.9641 0.6948 0.0379 0.6573 0.9062 0.5954 0.5813 0.5817
0.6391 0.9441 0.6573 0 0.6510 0.9062 0.6017 0.6192
0.6192 0.6017 0.9062 0.6510 0 0.6573 0.9441 0.6391
0.5817 0.5813 0.5954 0.9062 0.6573 0.0379 0.6948 0.9641
0.5438 0.5754 0.5813 0.6017 0.9441 0.6948 0.0579 1.0197
0.5375 0.5438 0.5817 0.6192 0.6391 0.9641 1.0197 0.1135


.
The nonnegative symmetric centrosymmetric matrix S in the above theorems and
corollary can be constructed by Algorithm 1 with p = p2.
5. Computing the eigenvalues of some symmetric centrosymmetric matrices
In this section, we propose a procedure to find the eigenvalues of a matrix A of
the form
A = T +H, (38)
where T is a real symmetric Toeplitz matrix whose first row is
[t0, t1, t2, . . . , tn−2, tn−1]
and H is a real centrosymmetric Hankel matrix whose first row is
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[t1, t2, t3, . . . , tn−1,tn].
We see that
λ1 = t0 + 2t1 + 2t2 + · · · + 2tn−1 + tn (39)
is an eigenvalue of A with eigenvector the all ones vector.
Since the first row of A is
[t0 + t1 t1 + t2 t2 + t3 · · · tn−2 + tn−1 tn−1 + tn],
the equation
tj = a1,j − tj−1, j = 1, 2, . . . , n
determines a T +H decomposition of A assuming that t0 is given.
An example of such a matrix A is
A =


6 5 4 7
5 5 8 4
4 8 5 5
7 4 5 6

 .
Let t0 = trA4 = 5.5. Then
t1 = 6 − 5.5 = 0.5, t2 = 5 − 0.5 = 4.5,
t3 = 4 − 4.5 = −0.5, t4 = 7 − (−0.5) = 7.5
and 

6 5 4 7
5 5 8 4
4 8 5 5
7 4 5 6


= T (5.5, 0.5, 4.5,−0.5)+H(0.5, 4.5,−0.5, 7.5)
=


5.5 0.5 4.5 −0.5
0.5 5.5 0.5 4.5
4.5 0.5 5.5 0.5
−0.5 4.5 0.5 5.5

+


0.5 4.5 −0.5 7.5
4.5 −0.5 7.5 −0.5
−0.5 7.5 −0.5 4.5
7.5 −0.5 4.5 0.5

 .
Suppose that matrices T and H defined as above have been found such that A =
T +H . Let
C =
[
T HJ
JH T
]
.
We see that C is a real symmetric circulant matrix of order (2n)× (2n) defined by
C = circul(t0, t1, t2, . . . , tn−2, tn−1, tn, tn−1, . . . , t2, t1)
and
σ(C) = σ(A) ∪ σ(U − V ).
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Lemma 16. Let λ1, λ2, λ3, . . . , λn−1, λn be the eigenvalues of A = U + V with λ1
as in (39). Then
σ(U − V ) = {µ, λ2, λ3, . . . , λn−1, λn}
where
µ = t0 − 2t1 + 2t2 − 2t3 + · · · + 2(−1)n−1tn−1 + (−1)ntn (40)
with eigenvector
[
1,−1, 1,−1, . . . , (−1)n−1]T .
Proof. Quite similar to the proof of Lemma 8. 
Lemma 17. A necessary and sufficient condition for µ = λ1 is t0 = tr(A)n .
Proof. Suppose that µ = λ1. From this hypothesis and Lemma 16, we obtain
σ(A) = σ(U − V ).
Hence
tr(C) = 2nt0 = 2tr(A).
Thus
t0 = tr(A)
n
. (41)
Conversely, if (41) holds then
nt0=(t0 + t1)+ (t0 + t3)+ · · · + (t0 + t3)+ (t0 + t1)
=nt0 + 2t1 + 2t3 + · · · + 2tn−1
if n is even or
nt0=(t0 + t1)+ (t0 + t3)+ · · · + (t0 + t3)+ (t0 + t1)
=nt0 + 2t1 + 2t3 + · · · + 2tn−2 + tn.
if n is odd. Hence
2t1 + 2t3 + · · · + 2tn−1 = 0 if n is even (42)
or
2t1 + 2t3 + · · · + 2tn−2 + tn = 0 if n is odd. (43)
From (39), (40) and (42) or (43), it follows that µ = λ1. 
We are ready to propose the following procedure to compute the eigenvalues of A.
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Algorithm 2. This algorithm compute the eigenvalues of the matrix A in (38).
1. Compute
t0 = tr(A)
n
2. For 1  i  n, compute
ti = a1,i − ti−1
3. Apply the FFT to compute the eigenvalues of the real symmetric circulant matrix
C,
C = circul(t0, t1, t2, . . . , tn−2, tn−1, tn, tn−1, . . . , t2, t1),
that is, compute via the FFT the vector
 = F c
c = [t0, t1, t2, . . . , tn−2, tn−1, tn, tn−1, . . . , t2, t1]T.
Here
F =
(
ω(k−1)(j−1)
)
, 1  k, j  2n with
ω = exp
(
π i
n
)
, i2 = −1.
4. The eigenvalues of A are the eigenvalues of C. The multiplicity of each eigenvalue
of A is the half of the multiplicity of it as eigenvalue of C.
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