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Abstract
Background: The computational prediction of mycobacterial proteins' subcellular localization is
of key importance for proteome annotation and for the identification of new drug targets and
vaccine candidates. Several subcellular localization classifiers have been developed over the past
few years, which have comprised both general localization and feature-based classifiers. Here, we
have validated the ability of different bioinformatics approaches, through the use of SignalP 2.0, TatP
1.0, LipoP 1.0, Phobius, PA-SUB 2.5, PSORTb v.2.0.4 and Gpos-PLoc, to predict secreted bacterial
proteins. These computational tools were compared in terms of sensitivity, specificity and
Matthew's correlation coefficient (MCC) using a set of mycobacterial proteins having less than 40%
identity, none of which are included in the training data sets of the validated tools and whose
subcellular localization have been experimentally confirmed. These proteins belong to the TBpred
training data set, a computational tool specifically designed to predict mycobacterial proteins.
Results: A final validation set of 272 mycobacterial proteins was obtained from the initial set of
852 mycobacterial proteins. According to the results of the validation metrics, all tools presented
specificity above 0.90, while dispersion sensitivity and MCC values were above 0.22. PA-SUB 2.5
presented the highest values; however, these results might be biased due to the methodology used
by this tool. PSORTb v.2.0.4 left 56 proteins out of the classification, while Gpos-PLoc left just one
protein out.
Conclusion: Both subcellular localization approaches had high predictive specificity and high
recognition of true negatives for the tested data set. Among those tools whose predictions are not
based on homology searches against SWISS-PROT, Gpos-PLoc was the general localization tool
with the best predictive performance, while SignalP 2.0 was the best tool among the ones using a
feature-based approach. Even though PA-SUB 2.5 presented the highest metrics, it should be taken
into account that this tool was trained using all proteins reported in SWISS-PROT, which includes
the protein set tested in this study, either as a BLAST search or as a training model.
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Background
The computational prediction of protein subcellular
localization has been an important task accomplished by
bioinformatics and many computational tools have been
developed over the last two decades for this purpose [1-3].
Bioinformatics tools have largely been based on machine-
learning methods such as artificial neural networks
(ANNs), hidden Markov models (HMMs) and support
vector machines (SVMs) [3]; all of which share the com-
mon feature of being data driven, ie, they can be trained
based on examples and further optimized [2,4].
Protein trafficking and localization to the cell membrane
in prokaryotic cells is mainly mediated by a translocation
machinery that specifically recognizes a signal peptide at
the protein's N-terminus [5,6], which is commonly
referred to as the classical secretory pathway or the sec-
dependent pathway [2,7]. However, a large number of
proteins that are expressed on the cell surface or are
secreted to the cell milieu do not have an intrinsic signal
peptide, and hence are grouped as proteins transported
via non-classical secretory pathways [8]. There are also
other mechanisms alternative to the classical secretory
pathway by which proteins having consensus motifs
within their signal peptides are secreted [4]; such mecha-
nisms include twin arginine translocation (Tat) and lipo-
protein transport pathways.
Several studies have been carried out with the common
goal of comparing the general predictive values of differ-
ent computational tools, in terms of specificity and sensi-
tivity percentages. In this work, we have validated the
ability of two types of machine-learning tools to predict
bacterial secreted proteins: a feature-based approach for
which we used SignalP 2.0 [9], TatP 1.0 [10], LipoP 1.0
[11] and Phobius [12], and a general localization
approach for which we used PA-SUB 2.5 included in Pro-
teome Analyst 3.0 [1], Gpos-PLoc [13] and PSORTb
v.2.0.4 [14]. Such tools are well known for their high per-
formance in predicting signal peptide, protein subcellular
localization and characteristic motifs displayed by trans-
membrane proteins.
Given the need for reliable computational tools suitable
to predict Gram-positive secreted proteins and the inher-
ent difficulty in isolating mycobacterial surface proteins in
vitro due to the envelope's intrinsic complexity [15], we
have validated the above mentioned tools based on a set
of 272 mycobacterial proteins having less than 40% iden-
tity, as assessed in this study by comparing dipeptides
with the Cd-hit algorithm [16,17]. Such protein set com-
prises the data set of TBpred, a computational tool specif-
ically designed to predict subcellular localization of
mycobacterial proteins.
Our goal was to establish which tools predicted protein
subcellular localization with higher accuracy and there-
fore which ones could be used to specifically identify
mycobacterial secretory proteins, considering the high rel-
evance of such kind of proteins in host-cell recognition
and pathogenesis. For example, the use of bioinformatics
tools can greatly improve the identification and character-
ization of possible candidates to be included in the design
of a minimal-subunit based vaccine against tuberculosis
[18], a disease that annually causes 9.2 million new cases
and the death of approximately 1.7 million people world-
wide (including HIV-infected people) [19]. Furthermore,
knowledge regarding protein subcellular localization and
the mechanisms mediating protein trafficking to cell
membrane is of key relevance since it can further help
improve such identification process.
Results
Data set
The Cd-hit algorithm n = 2 (where n denotes word length)
was used to calculate protein identity in 852 proteins
comprising the entire TBpred training data set [17], setting
the identity threshold at 0.4 [16,20]. This analysis yielded
a final validation set of 272 proteins consisting of: 26 pro-
teins attached to membrane by lipid anchor (amla), 68
cytoplasmatic (cyto), 174 integral membrane proteins
(imp) and 4 secreted proteins (sec).
Evaluation metrics
There are at least four different ways to calculate protein
identity [20], of which the mechanism used in this work
was the one based on the length of the shortest sequence.
This method clusters proteins into subsets sharing a simi-
larity threshold set by the user, known as the sequence
identity, and gives a representative sequence for each clus-
ter.
According to the results obtained after determining the
identity of the 852 sequences comprising the TBpred pro-
tein training set, only 340 non-redundant proteins were
identified within the data set by the Cd-hit algorithm.
However, when these proteins were compared against
each tool's data sets, 68 proteins were present in both data
sets and thus were removed from the test set to make sure
that the validation set was completely independent. As a
result, the final test set contained a total of 272 proteins.
In particular, Mamoon et al. [17] obtained 343 proteins
by using the same algorithm, however it should be noted
that the algorithm's results might vary depending on the
identity threshold chosen by the user.
The results obtained for the feature-based tools (SignalP
2.0, TatP 1.0 and LipoP 1.0) were considered as a single
group in the analysis, same as reported by Gardy et al. [1].BMC Bioinformatics 2009, 10:134 http://www.biomedcentral.com/1471-2105/10/134
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This approach excluded proteins secreted via non-classical
pathways from the group, since the validation aimed at
comparing only proteins containing signal peptides or
displaying characteristic secretion motifs. Even though
LipoP 1.0 predicts type I and II Signal Peptidase (SPI and
SPII) recognition sequences, Transmembrane Domains
(TM) (indicative of secretion) or Cytoplasmatic Proteins
(Cyt), only those proteins predicted as being cleaved by a
Signal Peptidase II (SPII) were included in the present
analysis, given that Juncker et al. argue that this tool was
designed exclusively for identifying such type of proteins
[11].
Once the final validation data set consisting of 204
secreted and 68 non-secreted mycobacterial proteins had
been defined, we calculated the number of true positives
(TPs), true negatives (TNs), false positives (FPs) and false
negatives (FNs) obtained by each tool and used these val-
ues to construct a confusion matrix for each tool (see
additional file 1) in order to determine which tools
yielded higher predictive precision. The number of pro-
teins identified within each parameter is shown in Table
1.
The results show that from the group of feature-based
tools, the combination between SignalP 2.0, TatP 1.0 and
LipoP 1.0 recognized the largest number of TPs and FNs
(being the latter value even higher). PA-SUB 2.5 was the
general localization tool that reported the highest number
of TPs, which varied between 55 and 204, being 204 the
maximum possible value (total number of secreted pro-
teins). On the other hand, the number of TNs varied less
than the aforementioned parameter (range 53–68, maxi-
mum possible value = 68), being again PA-SUB 2.5 the
tool recognizing the entire protein input set. The number
of FPs also displayed a moderate variation (range 0–14,
maximum possible = 68), while the number of FNs
ranged between 0–149 (maximum possible value = 204),
being the second parameter the one varying the most
among all prediction tools.
Specificity, Sensitivity and Matthews' Coefficient 
Correlation
According to the specificity results (where a 95% precision
indicates that 5 out of every 100 proteins are FPs), in gen-
eral, all tools presented high specificity, being PA-SUB 2.5,
v.2.0.4, SignalP 2.0 and the combination between SignalP
2.0, TatP 1.0 and LipoP 1.0, the ones presenting specificity
values closer to one.
Sensitivity, understood as the method's capacity to iden-
tify TPs (where a 95% sensitivity indicates that 5 out of
every 100 proteins are FNs), displayed an interesting
behavior. Only two tools had sensitivity values above
90% (PA-SUB 2.5 and PSORTb v.2.0.4).
MCC was used as a performance predictive metric as it
estimates the TP rate of each tool by simultaneously incor-
porating precision and sensitivity. As shown in Table 1,
MCC values for PA-SUB 2.5 and PSORTb v.2.0.4 varied
around 90%, which indicates that these two algorithms
have high performance to predict mycobacterial protein
subcellular localization. Similarly, SignalP 2.0 was the
most sensitive and precise feature-based tool when ana-
lyzed independently, as it yielded a higher MCC value
than the one obtained by SignalP 2.0 in combination with
TatP 1.0 and LipoP 1.0.
Particularities in the predictions
Interestingly, TatP 1.0 identified 9 proteins having the Tat
characteristic feature, four of which were predicted only
by this tool, while the remaining ones were also identified
Table 1: Comparison between feature-based and general localization tools according to the validation metrics.
Feature-based tools General localization tools
Parameters SignalP 2.0, TatP 1.0, LipoP 1.0 SignalP 2.0 Phobius PA-SUB 2.5 Gpos-PLoc PSORTb v.2.0.4
TPs 91 87 55 204 147 145
TNs 65 65 64 68 53 56
FPs 3 3 4 0 14 1.0
FNs 113 117 149 0 57 14
Specificity 0.97 0.97 0.93 1.0 0.91 0.99
Sensitivity 0.45 0.43 0.27 1.0 0.72 0.91
MCC 0.37 0.35 0.22 1.0 0.45 0.84
Summatory
Secreted (TPs+FNs) 204 204 204 204 204 159
Non secreted (TNs+FPs) 68 68 68 68 67 57
TPs, True Positives. TNs, True Negatives. FPs, False Positives. FNs, False Negatives. Secreted proteins (n = 204), non-secreted proteins 
(n = 68), N = 272BMC Bioinformatics 2009, 10:134 http://www.biomedcentral.com/1471-2105/10/134
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by SignalP 2.0. On the contrary, LipoP 1.0 did not recog-
nize any of the proteins in the input set as being SPII,
which diminished this tool's TP value to zero.
With regard to general localization tools, some proteins
were reported as "unknown", specifically Gpos-PLoc
reported a protein within the non-secreted protein set,
while PSORTb v.2.0.4 labeled 44 secreted and 11 non-
secreted proteins as "unknown" (see additional file 1).
Discussion
The use of accurate and high-performance bioinformatics
tools to predict secreted proteins could significantly favor
the search for new antituberculous vaccine candidates and
drug targets, since it is well known that envelope compo-
nents and surface proteins are involved in mycobacterial
invasion to host cells and that secreted proteins partici-
pate in different cellular processes such as enzymatic,
receptor and signal transduction mechanisms [21-23].
For any type of predictive tool, the prime interest is for it
to perform well on novel data that have not been used in
the process of constructing it. On the other hand, the
actual predictive accuracy is intimately related to the
degree of similarity existing between the training and test
sets, being often relevant to measure the prediction accu-
racy at different levels [24]. The aim of the present study
was to compare the ability of general localization and fea-
ture-based tools, to predict secreted proteins belonging to
a specific biological group.
It should be highlighted that validating generic tools
through the use of specific data sets allows bioinformatics
users to establish the actual predictive value of the availa-
ble tools. In this regard, Klee [2] and Gardy [1] reported
that validation in Gram-positive proteins is a complex
exercise due to the scarcity of available data to perform
such type of approaches.
Validations are generally performed on generic protein
sets comprising a wide range of biological species; here,
we focused our validation on mycobacterial proteins.
Even though we are aware that reports known to date
establish a 25% identity and, particularly, that the method
or methods used to obtain such estimation are not shown
by the authors, we consider that the approach followed in
this study is conservative, similar to approaches followed
in other studies [25].
The tools included in this benchmarking analysis shared
the common methodological feature that all were trained
on Gram-positive protein sequences, which is highly con-
venient for our purposes. Though there are a large number
of high-performance prediction tools, a good starting
point for analyzing a biological problem is validating
these tools with a novel set of previously tagged proteins.
There are also other web-available tools for predicting
subcellular localization such as CELLO [26], P-CLASSI-
FIER [27], and BaCelLo [28], but these tools were not
included in this study given that they were only trained on
Gram-negative bacterial proteins (even though the latter
tool also allows predicting Gram-positive bacterial pro-
teins). Moreover, only tools based on probability theory,
machine-learning skills and whose training sets are avail-
able on the web were included in this benchmarking anal-
ysis (e.g. SignalP version 3.0 was not included in this
study because its training set is not yet publicly available).
On the other hand, understanding general localization
tools can be of great value if their predictive capacity is
known a priori. Likewise, users can refine their predictions
by using feature-based tools, whose results provide more
information regarding the tool's specificity. The ideal pre-
dictive system would be the one allowing users to com-
bine different predictors adjustable along the decision-
making process, being decision trees an example of such
type of systems [13].
The tools included in this study use different prediction
strategies. Particularly, PA-SUB 2.5 predictions are based
on homology comparison through BLASTP against the
SWISS-PROT database, while PSORTb v.2.0.4 prediction
strategy combines six different modules: 1) SCL-BLAST,
which is a manually curated data base http://db.psort.org,
2) Prosite motif-based analysis, 3) HMMTOP, 4) a novel
outer membrane protein motif analysis, 5) SubLoc, which
is a type II secretion signal peptide predictor and 6) signal
peptides [29]. Accordingly, we consider that even though
the tools use different methodological approaches, we
believe that an appropriate way of evidencing their predic-
tive capacities is by performing validations such as the one
done in this study. We chose not to validate the predictive
ability of TBpred in order to eliminate statistical bias,
since the benchmarking set used in this study was derived
from this tool.
In general, all tools validated in this study displayed a
good performance for detecting TNs as well as FPs. The
validation metrics obtained for the SignalP 2.0, TatP 1.0
and LipoP 1.0 combination presented no greater variation
compared the ones obtained for SignalP 2.0 alone. This
suggests that the first result depended largely upon Sig-
nalP 2.0 prediction, thereby leading us to conclude that
although SignalP 2.0 had lower predictive precision than
general localization tools, its large number of FNs can beBMC Bioinformatics 2009, 10:134 http://www.biomedcentral.com/1471-2105/10/134
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explained by the fact that proteins are secreted through
multiple secretory mechanisms, not all recognized by this
tool, but that are possibly included within non-classical
secretory pathways.
Between SignalP 2.0 and Phobius, the one showing the
highest predictive capacity (in terms of validation metrics)
was SignalP 2.0, which differs from the results obtained
by comparing it against all the remaining feature-based
tools. Regarding Signal 2.0 predictive precision, it should
be noted that the results might be biased by this tool's ina-
bility to discern between a signal peptide and a transmem-
brane helix located at the protein's N-terminus, which
suggests that Phobius might have even larger specificity
and sensitivity values that would increase its MCC. Fur-
thermore, these tools have been outlined due to their con-
fidence and precision in most validations carried out by
other authors [1,4,30], but in our analysis such metrics
were below expected values.
General subcellular localization algorithms are not meant
to determine by which pathway a protein is secreted, but
instead to establish their specific localization, i.e., these
algorithms do not yield a signal peptide presence or
absence probability, but instead locate the protein in a
specific subcellular compartment.
Interestingly, PA-SUB 2.5 was the best-performing predic-
tion tool among all tools evaluated in this study, as shown
by its specificity, sensitivity and MCC equal to 1. This tool
had the largest training data set (10,029 sequences),
which contained 43 of the 68 proteins that were removed
from the analysis because they were also present within
the test set (see additional file 2).
However, the outstanding performance shown by PA-SUB
2.5 can be attributed to the fact that the 272-validation
protein set is included in the SWISS-PROT database,
against which PA-SUB 2.5 carries out a BLAST search and
builds homology profiles for each query protein. Hence,
this strategy explains why all proteins were accurately rec-
ognized and classified by PA-SUB 2.5.
The expected performance of PA-SUB 2.5 with proteins
displaying low similarity values than those available in
SWISS-PROT is uncertain; additional studies validating
prediction tools with independent data sets not included
in this database and using the same approach followed in
this study would provide evidence to further elucidate this
issue.
According to the results, GposPLoc was the best-perform-
ing tool among those not using similarity searches against
SWISS-PROT, given its high specificity and sensitivity val-
ues and its correct classification of almost all proteins in
the validation set.
In general, a positive relationship was evidenced between
the behavior shown by the feature-based and general
localization tools in terms of specificity, while the same
relationship was not observed in terms of sensitivity. Fur-
thermore, feature-based tools presented a moderate pre-
dictive performance compared to general localization
tools, given that the three tools yielded sensitivity values
close to 1 (maximum value). On the basis of such evi-
dence, it can be concluded that the feature-based tools'
prediction failure is basically due to the recognition of
FNs.
Despite the large number of different machine-learning
tools available online, it is important for users to choose
tools whose protein training sets are known as well as the
mathematical and statistical methodology followed in
their training, so as to recognize their strengths and weak-
nesses.
The protein data set used in the training of SignalP 2.0 and
TatP 1.0 included both Gram-positive and Gram-negative
bacterial proteins, while the training set of Lipo 1.0
included only Gram-negative bacterial proteins. However,
Juncker et al. [11] affirmed having included a set of Gram-
positive bacterial proteins in the validation of this tool,
which allows it to recognize a variety of Gram-positive
bacterial proteins and hence mycobacterial proteins with
a 92.9% sensitivity.
According to the analysis performed in this study, none of
the proteins included within the test set was detected as
being a lipoprotein even though 22 proteins are anno-
tated as being "putative lipoprotein", "lipoprotein", "pro-
lipoprotein" or "uncharacterized lipoprotein" (none of
them being detected as non-secreted). This result can be
directly affected by the inherent complexity of training a
model with sequences belonging to specific biological
groups, which would hence indicate that the validation
performed by Bendtsen et al. [10] is indeed an isolated
case and that caution should be exercised when using this
type of tools with biological groups different to the ones
included in the training process.
Only five of the 9 proteins identified as being secreted by
TatP 1.0 were also detected by SignalP 2.0. However, this
result could be biased given that proteins recognized by
these two prediction tools are cleaved by an SPI despite
being secreted through different pathways. Interestingly,
the remaining four proteins not being identified by Sig-
nalP 2.0 as secreted might correspond to proteins carrying
the Tat motif that are exported to either the periplasmatic
space or the extracellular milieu, irrespectively of whether
there is a signal peptide or not.
In several occasions, general localization tools can place
proteins in more than one subcellular localization or labelBMC Bioinformatics 2009, 10:134 http://www.biomedcentral.com/1471-2105/10/134
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them as unknown according to the prediction being
applied. In the particular case of PSORTb v.2.0.4 predic-
tion for the 272 proteins, three proteins were predicted as
having multiple localization sites and 55 as "unknown".
Among these proteins, 44 belonged to the set of secreted
proteins while the remaining proteins were classified as
being non-secreted proteins (see additional file 1). Due to
the "unknown" category, the statistical result of PSORTb
v.2.0.4 cannot be contrasted against the results yielded by
the other tools.
Conclusion
Altogether the results indicate that both general localiza-
tion and feature-based tools had high predictive specifi-
city and high recognition of TNs for the set of tested
mycobacterial proteins. According to the results of the val-
idation analysis, PSORTb v.2.0.4 showed higher specifi-
city, sensitivity and MCC values than Gpos-PLoc, but
failed to classify 56 proteins. Gpos-PLoc had the best pre-
dictive performance within the first approach given that it
only left one protein unclassified, while SignalP 2.0 was
the best one in the second approach. Even though PA-SUB
2.5 yielded the highest metrics (specificity = 1.0, sensitiv-
ity = 1.0 and MCC = 1.0), it should be taken into account
that all proteins included in SWISS-PROT are used in the
training process of this tool, as is the case of the protein set
used in this study, either as a BLAST search or as training
model. In consequence, PA-SUB 2.5 might not classify
with the same accuracy a protein that is not included in
SWISS-PROT.
On the other hand, the SignalP 2.0, TatP 1.0 and LipoP
1.0 combination had a similar performance to the one
obtained by SignalP 2.0 alone. Therefore, it is likely that
this result depended largely on SignalP 2.0.
It is important to understand which methodological strat-
egies are used by subcellular localization prediction tools
as well as to know on which protein sets they were trained,
given that this allows identifying their limitations and
facilitates the correct interpretation of the results. Even
though new and specific prediction tools are continuously
being trained, their ability to determine protein localiza-
tion does not necessarily exceed that of existing general
predictors. We consider that validating general predictors
with specific data sets is as important as developing new
specific tools.
Finally, the validation of heterogeneous tools allows users
to contrast different bioinformatics methodologies under
a single model. This work constitutes an important contri-
bution to the pre-selection of target antigens for the devel-
opment of new drugs and more efficient vaccines against
tuberculosis.
Methods
Data set
The mycobacterial protein sequence data set used for val-
idating the different prediction tools was obtained from
the training set of the TBpred tool [17], which is an algo-
rithm specifically designed for predicting subcellular
localization of mycobacterial proteins. This tool's data set
contains 852 proteins (extracted from SWISS-PROT),
which were classified by Mamoon et al. into four major
localization classes, each containing a reasonable number
of proteins, as follows: 340 cyt, 402 imp, 50 sec and 60
amla proteins [17]. In this work, the entire sequence set
was filtered by using the Cd-hit algorithm [16] in order to
obtain a final test set containing only proteins having less
than 40% identity and hence discard redundant
sequences.
As a result of this preliminary analysis, a total of 340 pro-
teins was obtained. However, when these proteins were
compared to the sequences of each tool's training data set,
68 proteins were shared between both data sets (see addi-
tional file 2). Therefore, in order to eliminate protein
redundancy in the validation data set, these shared pro-
teins were not considered within the final test set.
Each protein's annotation was retrieved from the NCBI
database by using the blastp tool (available at http://
www.ncbi.nlm.nih.gov/BLAST/). In addition, the results
of the subcellular localization tools and the sequences of
Table 2: Protein sequence features related to subcellular localization prediction.
Secretion System and/or SP
TOOLS SPI SPII Cyt TM Type I Type II Cell Wall Extracell Plasma membrane Periplasm
SignalP 2.0 (Sec-dependent) X X X
TatP 1.0 (altern system) X X X X
LipoP 1.0 (Sec-dependent) X X X X X X
Phobius X X X
PA-SUB 2.5 X X X
Gpos-Ploc X X X X X
PSORTb v.2.0.4 X X X X
SP, Signal Peptidase. SPI, Signal Peptidase I. SPII, Signal Peptidase II. Cyt, Cytoplasmatic. TM, Transmembranal protein.BMC Bioinformatics 2009, 10:134 http://www.biomedcentral.com/1471-2105/10/134
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the 204 secreted and 68 non-secreted proteins are pro-
vided together with this article in additional files 1 and 3,
respectively.
Categorizing the validation set
The validation set was divided into two groups: 1)
Secreted proteins (n = 204), corresponding to imp, amla
and sec; and 2) non-secreted proteins (n = 68), including
all cyto proteins.
Criteria for selecting bioinformatics tools
The following criteria were chosen for selecting the bioin-
formatics tools considered in this study: 1) having train-
ing data sets available to the general public, 2) being
trained with Gram-positive bacterial protein sequences,
except for TatP 1.0 (even though Bendtsen et al. proved its
predictive efficacy on an artificial set of Gram-positive
bacterial proteins [10]), and 3) being based on probabil-
ity theory and built as machine-learning methods.
The predictive tools used two methods, general localiza-
tion and the feature-based approach [1]. The first one was
oriented towards defining the proteins' subcellular locali-
zation by using the Protein Analyst-homology-based sub-
cellular localization predictor (PA-SUB server v2.5) [4,31]
hosted at http://pa.cs.ualberta.ca:8080/pa/pa/index.html,
Gpos-PLoc [13] at http://sbgrid.org/chou/bioinf/Gpos/
and PSORTb v.2.0.4 [29] at http://www.psort.org/psortb/.
The second approach used SignalP 2.0 [9] which recog-
nized type I signal peptides http://www.cbs.dtu.dk/serv
ices/SignalP-2.0/, TatP 1.0 [10] which detects Tat-trans-
porter signal peptides http://www.cbs.dtu.dk/services/
TatP/, LipoP 1.0 [11] that identifies type II signal peptides
(lipoproteins) http://www.cbs.dtu.dk/services/LipoP/
and Phobius [12] that allows identifying type I and II sig-
nal peptides. Table 2 shows the features related to subcel-
lular localization prediction recognized by each of the
different tools.
Threshold values for feature-based and general 
localization tools
The threshold for the feature-based tools SignalP 2.0
(HMM-calculated probability of having a signal peptide)
and TatP 1.0 (max. S value) was set to ≥ 0.5 score. As it can
be observed in the additional file 1, only those proteins
showing a characteristic Tat motif within their signal pep-
tides were further used for the detailed metrics evaluation.
The best observed score for the probability of having a
SPase II cleavage site was used as the threshold for LipoP
1.0. In the case of Phobius, only proteins predicted as hav-
ing a signal peptide (denoted by the letter Y) were
included in the analysis.
Regarding general localization tools, all those proteins
predicted by PA-SUB 2.5 as being extracellular or plasma
membrane proteins, as well as those predicted by PSORTb
v.2.0.4 as being extracellularly located or on the cytoplas-
matic membrane, and those classified by Gpos-Ploc as
extracellular or plasma membrane proteins were included
in the analysis.
Metric evaluation
The application of consistent metrics for validating the
different tools involves some difficulties such as analyzing
data under the same standardized criteria and the bias
resulting from the use of ideal data sets that lead to over-
rating the tools predictive value [24,30].
The tools were validated based on current statistical tech-
niques applying the following parameters: i) a confusion
matrix which involved classifying tool's predictions
within the following categories: 1) TPs, 2) TNs, 3) FPs and
4) FNs, and whose criteria were set a priori based on the
categorization of the validation set (see Table 3). ii) Qual-
ity considered as the accuracy of the prediction beyond
quantity (number of predicted proteins), which was
established by using a measure known as precision or spe-
cificity that was calculated as TPs/(TPs+FPs). iii) The pre-
diction estimate was coupled with a sensitivity measure
reflecting each tool's capacity to identify TPs, computed as
TPs/(TPs+FNs) [1,2,32].
Additionally, the precision of each method was estab-
lished based on the MCC [33], which ranges between -1
and +1 and can be used on non-binary variables. Accord-
ing to MCC values, a -1 value indicates an inaccurate pre-
diction while a +1 value denotes an accurate prediction
and 0 denotes a random prediction [24]. MCC values
were computed using the following formula [1]:
Table 3: Criteria used for constructing the confusion matrix.
Parameters Secreted Category
TPs Protein predicted as secreted being secreted.
TNs Protein predicted as non-secreted being non-secreted.
FPs Protein predicted as secreted being non-secreted.
FNs Protein predicted as non-secreted being secreted.BMC Bioinformatics 2009, 10:134 http://www.biomedcentral.com/1471-2105/10/134
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