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Abstract - In this paper we show that stochastic
learning automata based feedback control switching
strategy can be used for Dynamic Power Management
(DPM) employed at the system level. DPM strategies
are usually incorporated at the operating system of
embedded devices to exploit multiple power states
available in today's ACPI compliant devices. The idea
is to switch between power states depending on device
usage, and since device usage times are not
deterministic, probabilistic techniques are often used
to create stochastic strategies, or strategies that make
decisions based on probabilities of device usage spans.
Previous work 111 has shown how to approximate the
probability distribution of device idle times and
dynamically update them, and then use such
knowledge in controlling power states. Here, we use
stochastic learning automaton (SLA) which interacts
with the environment to update such probabilities,
and then apply techniques similar to 111 to optimize
power usage with minimal effect on response time for
the devices.
I. NTRODUCTION

The technical focus of the work presented here is on
strategies that can be employed by the operating system,
networking software and to some extent application
software in effectively managing power usage. Due to
constraints on power budgets of electronic systems,
Dynamic Power Management (DPM) is increasingly
gaining importance, as evidenced in the research literature
[6][8][2][3][ 14][4][23][ 121, as well as concerted industry
efforts such as Microsoft's OnNow [9] and ACPI [IO].
Significant work has been done in the area of DPM in
search of strategies that yield the most reduction in
powedenergy with the least amount of runtime
computational effort. These include heuristic shutdown
policies [5], prediction based shutdown policies [6][8],
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multiple voltage scaling [2], and stochastic modeling
based policy optimization [18][11]. Most strategies are
designed using experimental intuition and are then
experimentally evaluated to be effective. In our work, we
are trying to create a foundation on which to build
strategies in a more systematic manner. As discussed in
[3], the design and analysis of power management policy
optimization techniques are still wide open fields of
research.. Our framework for analysis is that of design of
closed loop dynamic control by treating this problem as a
stochastic feed back control design problem.
Industry initiatives such as ACPI [lo] and &Now [9],
have tried to develop standard APIs for operating system
developers to access power state information of devices
which are endowed with such states, and to change them
under the operating system control. ACPI also develops
specification for different classes of devices, how many
power states such devices should have and their general
characteristics. For example, for storage class devices
(e.g. disk drives), ACPI prescribes 4 inactive power
states. Before power became a first class parameter for
system design, devices were manufactured with only ON
and OFF states. However, bringing devices back from
OFF state to ON state causes penalties in terms of delay
and energy. Hence, unless the devices are idle for a long
enough time, turning off a device does not result in power
savings. In fact, it may result in energy loss, and
unwarranted delay and reduction in system throughput
with negative or no gain in battery life. Introduction of
various kinds of shutdown power states by ACPI
standards led the manufacturers to develop devices with
multiple power states. For example, most disk drives
manufactured today have 4 shutdown power states.
Whereas ACPI does a good job of classifying the system
devices into various classes (e.g., Storage class, Audio
Device class, Communication Device class etc.), they do
not prescribe how to optimally use these power states to
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enable the system to reduce energy expenditure while not
compromising performance. That is left to the designers
of the operating system components and services for
power management. Since this is a multidimensional
optimization problem and the pattern of device usage by
applications running on the system are unhnown a priori,
these lead to on-line optimization problems.
While adjusting (or scheduling) ON or OFF states of a
device with the goal of minimizing energy usage is a
well-studied problem, formal understanding and
scheduling techniques for device power management with
multiple operating and shutdown states is an ongoing
research problem. Moreover, devices can also have
multiple active power states. For example, most CPUs
including Intel’s most recent mobile processor code
named BANIAS has multiple frequency and voltage
settings which can be changed under O/S control. A
communication class device may have multiple power
levels to transmit data on wireless links, and different
such levels may be selected based on the criticality of the
communication etc. Devising power management
strategies for such devices (with multiple active states and
multiple shutdown state) which optimize energy
expenditure without undue cost on performance is an
even more challenging problem.

.

One way to address this issue is to characterize typical
input sequences by a probability distribution and optimize
the online algorithm for that distribution. This has the
advantage that algorithms are tuned for the input
sequences that are thought to be more typical of those
arising in the given application. Of course, the success of
this method depends on the ability to accurately describe
the input sequence by a probability distribution. When the
input sequence characteristic changes, one must be able to
switch to a different control strategy. However,
discovering dynamically that the probability distribution
has changed by itself is a challenge, which was taken into
consideration in [l]. An approximation strategy for input
sequence probability distribution and dynamic updating
of the approximation was done there. A probability based
control strategy that makes use of this approximate
probability distribution was formulated. This paper
provides an alternative approach to this inference andor
approximationof the probability distribution via SLAs.
11. OTHER RELEVANT WORK

There is an extensive body of research [11][17][18][19]
on the probabilistic formulation of the DPM problem in
which the power state changes are modeled by
MarkovISemi-Markov processes and the input request
arrivals are modeled by well known distributions (e.g.
Binomial or Poisson, and inter-arrival times are then
distributed as Geometric, Exponential etc). The

formulation is then turned into an optimization problem,
which is then solved to obtain system parameters to tune
the DPM strategy. However, it is a strong assumption that
inter-arrival times are distributed according to some
special case distribution, especially when the arrivals are
very much application dependent. This concern was
addressed in [191 in which a method was developed that
was independent of the distribution generating the idle
period length. Unfortunately, this approach requires
solving a large instance of linear programming at every
idle period, which is clearly impractical for runtime
determined in embedded systems.
An online DPM strategy can be characterized by a
threshold on the idle time interval for transitioning from
the active to the sleep state. For multiple state systems,
there is a sequence of thresholds each of which indicates
when to transition to the next lower power consumption
state. Previous work on prediction based dynamic power
management can be categorized into two groups: adaptive
and non-adaptive. A non-adaptive strategy sets its
thresholds once and for all and does not alter them.
Adaptive strategies, on the other hand, use the history of
idle periods to guide the decisions of the algorithm for
future idle periods. There have been a number of adaptive
strategies proposed in the literature [6][7][8][13][15][16].
Many adaptive dynamic power management strategies
use a sequence of past idle period lengths to predict the
length of the next idle period. These strategies typically
describe their prediction for the next idle period with a
single value. Given this prediction, they transition to the
power state that is optimal for this specific idle period
length. In the case that their prediction is wrong, they
transition to the lowest power state if the idle period
extends beyond a fixed threshold value. For the sake of
comparison with other approaches, we shall call these
predictive DPM schemes single-value prediction schemes
(SVP). In particular, Chung, Benini and De Micheli [161
address multiple idle state systems using a prediction
scheme based on adaptive learning trees. Their method
has an impressivelyhigh hit ratio in its prediction.

One of the chief limitations of the single-valued
prediction approach is that it fails to capture uncertainty
in the prediction for upcoming idle period length. For
example, if a very short idle period and a very long idle
period are equally likely, these methods are forced to pick
a single prediction, and pay a penalty in the likely event
that the prediction is wrong. We address this limitation by
using a probability distribution to describe the upcoming
idle period. The distribution allows for a much richer
prediction so that the algorithm can optimize in a way that
takes the nature of this additional information into
account.
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The idea of modeling idle period lengths by a probability
distribution leads to two distinct questions:

.

If the upcoming idle period length will be
generated according to a probability distribution
known to the algorithm, how can this
information be used to optimize power
consumption?

Embedded devices conforming to ACPI with multiple
modes of operation for power management purposes can
be modeled the as follows. Let us say that there are n
different power modes an embedded system can be in.
There is a running cost associated with operating in
various modes. There is also a cost associated with
switching from one state to the
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Given historical data for previous idle periods,
how can we use this information to reliably
construct a probability distribution describing
hture idles periods? Note that, this probability
distribution changes dynamically depending on
applications running on the system. Hence, this
probability distribution needs to be learned
dynamically as well.

III. OUR APPROACH
In [ 121, we have addressed the first question, and devised
strategy for DPM, and in [20] we have addressed the
second question. In answer to the first question, an
algorithm is given which determines thresholds to
transition from one state to the next given that the next
idle period will be generated by a fixed, known
distribution. Analytical as well as empirical results are
given which demonstrate that this algorithm does very
well when the idle periods follow an a priori known
probability distribution. In the second work, we
developed a method to use recent history to form an
estimate for a distribution governing hture usage patterns
for the device. Here we revisit them again with a different
control theoretic approach as follows:

Figure 1: Various modes of operation
and the associated SLA.

other. The set of states is a linear ordered set, the ‘‘normal
set” being the one that is the largest member (implying
that it has the highest power consumption). The modes
are ordered on the basis of the power consumption. The
cost of switching in general is not symmetric, since the
cost to switch from A to B might not be same as from B
to A. Also, the cost of switching is generally proportional
to how many states are between two states in the ordering
of the sets. As an example we consider an embedded
system with three states, namely, normal, standby and
sleep states.
The overall problem statement can be stated as follows.
The system dynamics are given in terms of a timed
automaton as:

4 # = w(qJ(q7x))
X=1
P(47X) =0

(11

These dynamics show the discrete transition of the
discrete state q that can take three values corresponding to
the three modes of operation; they show the clock as a
continuous variable in terms of a stop watch, since it gets
reset by the jump transition during every switch. The
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problem formulation is in terms of designing a feedback
controller i ( q , x ) that attempts to keep the following
cost objective low.

Fqpm 2: Modeofor SLA

Mode: 1
Swit &I ing Cost

The objective shows that the total cost in an infinite
execution is obtained by tracking all the cost of staying in
any states for some time, as well as by including the costs
associated with all the switching involved.
We show in this paper a stochastic learning automata
based feedback control switching strategy that is aimed at
keeping the overall average cost low. The scheme is
shown on the right hand side of Figure 1. The stochastic
learning automaton (SLA) interacts with the environment
to update its probabilities. The actions are based on
probabilities of various switches that are updated by the
response from the environment. The response from the
environment is quantified in terms of how much time
elapsed before a new data (or program) to be served
comes into the system. The SLA can use all or some of
the old inter-arrival valuedpatterns for updating the
action probabilities.
We combine the action probabilities scheme of the SLA
with the timed automaton model of the system to obtain
an overall closed loop stochastic learning feedback hybrid
automaton for the problem. We study various SLA
schemes in this framework such as reward-penalty and
reward inaction in terms of performance of the overall
system, and also in terms of verifiable properties, such as
liveness and safety.
The SLA control design as presented above is based on a
heuristic strategy motivated from the connections of SLA
to mathematical psychology. However, the aim of
achieving (2) using SLA design can be made more
analytic by viewing the SLA feedback design as a

solution of a value iteration or policy iteration scheme of
dynamic programming [2 1][22]. This
relationship will be pursued in a future paper.

detailed

The SLA Design
The SLA design architecture is illustrated using the
following example, which is a restricted version of the
general case.

In this example there are three modes: normal, standby
and sleep. They are numbered 1 , 2 and 3 as shown. The
control design is a randomized algorithm in the sense that
when the system is in any state, there are probabilities of
switching to through the allowable transition curves.
These probabilities are updated when a new service
request arrives, or in other words, the last idle time
interval is known. The probabilities can be updated using
various SLA schemes of reward-penalty, reward-inaction,
etc. The general update law for the probabilities is given
below.

(3)
Equation (3) shows that the updated probability from
mode i t o j is a function of the previous value of the
probability, the latest idle time T, and a vector S that
contains all the times spent in each mode during that
cycle. After the idle time is over, we can compare the
components of vector S with the values of another vector
So that contains the times that would be spent in each
mode if we used an “offline” optimal controller that
would know the actual idle times beforehand The
probabilities are updated based on the difference between
S and S,. For instance, let us say that the time spent in
mode 1 was less than the corresponding time of the
offline optimal controller, then the updated probability
from mode 1 to other modes will have a positive
increment that can be a linear function of the time
difference. More detailed description of this SLA and the
experimental results will be described in the journal
version.
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