Absfraa One of the most difficult problems in speech analysis is reliable discrimination among silence, unvoiced speech, and voiced speech which has been transmitted over a telephone line. Although several methods have been proposed for making this 3-level decision, these schemes have met with only modest success. In this paper a novel approach to the voiced-unvoiced-silence detection problem is proposed in which a spectral characterization of each of the 3 classes of signal is obtained during a training session, and an LPC distance metric and an energy distance are nonlinearly combined to make the final discrimination. This algorithm has been tested over conventional switched telephone lines, across a variety of speakers, and has been found to have an error rate of about 5%, with the majority of the errors (about 2/3) occurring at the boundaries between signal classes. The algorithm is currently being used in a speaker independent word recognition system.
I. Introduction
The problem of reliably discriminating among voiced speech, unvoiced speech, and silence is one of the most difficult problems in speech analysis. There are several reasons why this is so. One problem is the large dynamic range of the speech signal itself in which a ured features of the signal -e.g., energy, zero crossings etc. [2] When used in conjunction with pitch detection, features of the pitch detector are often used to supplement the voiced-unvoiced decision [3] [4] [5] [6] (8)) (1) and the log energy for the jfi frame as 101og10 x2(n) (2) where x(n) is the highpass filtered signal and n,, is the index of the initial sample in the i" frame. (4) give (5) used.
2.
Flow diagram of algorithm for combining energy distance and classification. The quantities (j), °(j) and m1 are obtained as
where N1 is the number of frames in the training set for which k, = j, and 1 is the total number of frames in the training set. Figure 3 shows LPC spectra derived from the m's of Eq. (9) .
The spectra were obtained from the relation Average spectra for 3 signal classes from the training data.
III. Evaluation Tests
To evaluate the method a total of 6 speakers (3 male, 3
female) each spoke 2 utterances over dialed-up telephone lines.
None of the 6 speakers were in the training set, and each individual utterance was made over a different telephone line. A manual (8) classification was made for each 15 msec frame based on both the acoustic waveform, and a phonetic transcription of the utterance.
Two independent manual classifications were made and each 15 msec frame was given one of the following classifications:
1.
Certain -Both manual classifications were in agreement.
Uncertain -The manual classifications did not agree with each other, or the individual classifications were in doubt. The uncertain intervals were given either a single or a double classification based on the individual results A total of 1549 frames were used in the test Set. Table I gives an analysis of the results obtained on three data sets. For notational purposes we refer to TS1 as the set of data containing only frames for which the classification was certain, TS2 as the set of data containing all single class decisions, and TS3 as the total set of data (i.e., including the frames for which a double classification was made). The notation SU etc., in Finally, Figure 4 shows a typical example illustrating the operation of the method. Part a of this figure shows the raw analysis contour; part b shows the results of nonlinearly smoothing the analysis contour using a median smoother [13] ; parts c, d, and e show plots of the probability of correct classification based on the particular distance used for each signal class -i.e., for silence the energy distance is generally used, whereas for unvoiced The algorithm was tested using a number of different speakers, telephone lines, and utterances. Overall error rates of about 5% were obtained, based on manual classification of the frames. This result compares favorably to error scores obtained using statistical decision techniqoes on telephone line utterances 81.
Currently the algorithm is being used as an analysis tool in research on speaker independent recognition .f words. [14] RAW DATA SMOOTHED
