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Abstract
Many estimators of the average effect of a treatment on an outcome require esti-
mation of the propensity score, the outcome regression, or both. It is often beneficial
to utilize flexible techniques such as semiparametric regression or machine learning
to estimate these quantities. However, optimal estimation of these regressions does
not necessarily lead to optimal estimation of the average treatment effect, particularly
in settings with strong instrumental variables. A recent proposal addressed these is-
sues via the outcome-adaptive lasso, a penalized regression technique for estimating
the propensity score that seeks to minimize the impact of instrumental variables on
treatment effect estimators. However, a notable limitation of this approach is that its
application is restricted to parametric models. We propose a more flexible alternative
that we call the outcome highly adaptive lasso. We discuss large sample theory for
∗Denotes an equal contribution to the manuscript
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this estimator and propose closed form confidence intervals based on the proposed es-
timator. We show via simulation that our method offers benefits over several popular
approaches.
Keywords: causal inference, instrumental variables, targeted minimum loss-based esti-
mation, adaptive estimation
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1 Introduction
Across many fields, researchers are interested in the average effect of a treatment on an
outcome. This “treatment” might correspond to a drug, a harmful exposure, or a policy in-
tervention. Often, the treatment may not be randomized due to ethical or logistical reasons,
which necessitates statistical methodology to address differences between those observed
to take the treatment and those observed not to take the treatment [Rosenbaum and Ru-
bin, 1983]. These differences are often accounted for through regression adjustment, either
through estimation of the mean outcome given treatment and confounders (the outcome
regression), the probability of treatment given confounders (the propensity score), or both.
Many popular techniques for generating efficient estimates of the average treatment effect
(ATE) utilize these regression estimates as an intermediate step. For example, the inverse
probability of treatment weighted (IPTW) estimator, inverse weights the observed outcomes
according to the inverse estimated probability of each observations receiving treatment. More
involved procedures are available that use both the outcome regression and propensity score
to generate an asymptotically efficient estimate of the average treatment effect. These ef-
ficient procedures include augmented inverse probability of treatment weighted (AIPTW)
estimators and targeted minimum loss-based estimators (TMLEs).
Commonly, the requisite regressions for estimation of the ATE are modeled using para-
metric techniques such as linear and logistic regression. However, misspecification of regres-
sion models can lead to extreme bias in estimates of the ATE [Kang and Schafer, 2007],
which has led to growing interest in the use of nonparametric methods [Robins et al., 2006,
Hubbard et al., 2000, her, Farrell, 2015, Kennedy, 2018] and adaptive regression techniques
to estimate the ATE [van der Laan and Rubin, 2006, Lee et al., 2010, Karim and Platt,
2017, Wyss et al., 2018, Karim et al., 2018]. In particular, the field of targeted learning has
emerged as a paradigm for deriving formal statistical inference about estimated treatment
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effects when machine learning techniques are used to fit regressions [van der Laan and Rose,
2011, 2018]. A particularly interesting machine learning algorithm in this context is the
highly adaptive lasso (HAL, Benkeser and van der Laan [2016], van der Laan [2017]). Under
weak conditions, HAL achieves a fast convergence rate irrespective of the dimension of puta-
tive confounding variables. In fact, the convergence rate is sufficient to guarantee asymptotic
efficiency of AIPTW estimators and TMLEs under weak conditions [van der Laan, 2017].
A key problem for any ATE estimation strategy is selecting confounders from a poten-
tially larger set of measured variates. Recent studies have shown that including instrumental
variables – variates that affect the propensity score, but not the outcome regression – in the
propensity score leads to inflation of the variance of the estimator of the average treatment
effect relative to estimators that exclude such variables [Schisterman et al., 2009, Rotnitzky
et al., 2010, van der Laan et al., 2010, Schneeweiss et al., 2009, Ju et al., 2017]. Shortreed
and Ertefaie [2017] proposed a data-driven approach to variable selection in an estimate of
propensity scores. The proposal involves estimating the outcome regression using a gener-
alized linear model and using the coefficients from this fit as evidence of how strongly each
covariate is related to the outcome. The adaptive lasso [Zou, 2006] is used to fit the propen-
sity score, where the penalty associated with each variable is proportional to the absolute
value of the inverse of the variable’s outcome regression coefficient. Thus, variables that
are strongly related to the outcome (i.e., have a large coefficient in the outcome regression
model) are penalized less, and are more likely to be included the propensity score. The
resultant propensity score estimate is referred to as the outcome adaptive lasso. The authors
use this estimated propensity score to construct an IPTW estimator of the ATE.
In this work, we consider the implications of using the proposal of Shortreed and Erte-
faie [2017], but using HAL instead of parametric outcome regression and propensity score
models. This seemingly straightforward extension turns out to have interesting implica-
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tions for estimation and inference. In particular, the HAL representation of a function as a
linear combination of tensor products of infinitesimal indicator basis functions leads to fine-
grained screening for instruments. Specifically, the method screens for instrumental basis
functions, the set of infinitesimal indicator basis functions that may be excluded from the
outcome regression while still capturing its true form. The second interesting implication
of utilizing Shortreed’s method is that, by construction, the OHAL propensity score esti-
mate may be inconsistent for the true propensity score when instrumental basis functions
are present. Recent works have demonstrated that inference derived from procedures that
na¨ıvely use inconsistent nuisance estimators is often severely biased and further steps are
needed to provide robust inference [van der Laan, 2014, Benkeser et al., 2017]. Building on
these results, we propose a n1/2-consistent estimator of the average treatment effect that has
an asymptotic Normal sampling distribution and whose variance can be estimated in closed
form irrespective of whether there are true instruments present in the data. We demonstrate
the potential benefits of our approach via simulation.
The remainder of the article is organized as follows. Section 2 provides background of
this work, including identification of the ATE, estimation using TMLE, outcome-adaptive
estimation of the propensity score, and estimation using HAL. Section 3 proposes our esti-
mator, describes its implementation, and discusses its weak convergence. Section 4 provides
an empirical study of the proposed estimator. We conclude with a discussion of possible
future directions.
5
2 Background
2.1 Identification of average treatment effect
Suppose we observe n independent copies of the data unit O ∼ P0, which consists of
(W,A, Y ), where W is a p-dimensional vector of baseline covariates, A is a binary treat-
ment assignment, and Y is an outcome of interest. Without loss of generality, we assume
that Y ∈ [0, 1]. We assume a nonparametric model M for P0. Our interest is in eval-
uating the difference in average outcome if the entire population were assigned to receive
A = 1 versus A = 0. Specifically, we follow Pearl [2009] and define a nonparametric struc-
tural equation model (NPSEM), W = fW (UW ), A = fA(W,UA), Y = fY (A,W,UY ), where
fW , fA, fY are deterministic functions, and UW , UA, UY are exogenous variables. The model
assumes data are generated sequentially: the baseline covariates W are generated based on
UW and fW ; then, the treatment A is generated W , UA, and fA; finally, the outcome Y is
generated based on A, W , UY , and fY . We consider intervening in this system to determin-
istically set A, rather than allowing fA to determine its value. This intervention generates
Y (a) = fY (a,Wi, UY,i), a ∈ {0, 1}, so-called counterfactual random variables. For a = 0, 1,
we denote by Pa0 the distribution of the counterfactual random variable Y (a). Our parameter
of interest is EP10 [Y
(1)]− EP00 [Y (0)], which we refer to as the average treatment effect (ATE).
The ATE is identifiable under the following assumptions: consistency, Yi = Y
(Ai)
i , i =
1, . . . , n; no interference: Y
(Ai)
i does not depend on Aj for i = 1, . . . , n and j 6= i; ignorability:
Ai |= (Y (1)i , Y (0)i )|Wi, i = 1, . . . , n; positivity: prP0{0 < prP0(A = 1 | W ) < 1} = 1. The first
two assumptions are needed so that the counterfactual random variables are well defined.
The ignorability condition states that there are no unmeasured confounders of A and Y , while
the positivity criterion states that every participant has a non-zero probability of receiving
A = 1 and A = 0. If these assumptions hold, the average treatment effect is identified based
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on the observed data according to the G-computation identification
EP10{Y (1)} − EP00{Y (0)} = EP0 [EP0{Y | A = 1,W} − EP0{Y | A = 0,W}] . (1)
2.2 Locally efficient estimation of the average treatment effect
using TMLE
For simplicity, in the remainder, we explicitly consider estimation of ψ0 = EP0{EP0(Y |
A = 1,W )}. A symmetric argument can be made for estimation of EP00{Y (0)}, and thus the
ATE. Several nonparametric approaches have been proposed for estimating the ATE that use
flexible estimates of the outcome regression and propensity score. Targeted minimum loss-
based estimation (TMLE) is one such example. For each possible w, we denote by Q¯n(w) an
estimate of Q¯0(w) := EP0(Y | A = 1,W = w), the true outcome regression at w. Similarly,
we denote by G¯n an estimate of the propensity score G¯0(w) := prP0(A = 1 | W = w).
Using these estimates, a TMLE is computed by defining a particular parametric working
model. Because Y ∈ [0, 1], we may use a logistic working model for the outcome regression,
{Q¯n, = expit[logit(Q¯n) + Hn] :  ∈ R}, where Hn(Wi) := 1/G¯n(Wi). Note that this defines
a logistic regression model with offset given by the logit of the initial estimator and single
covariate Hn(W ). We also note that the use of this particular submodel is not restricted to
binary outcomes; in particular, any real-valued outcome can be scaled to the unit interval
by subtracting the minimum value of Y and dividing by the range of Y , so that this same
model can be used [Gruber and van der Laan, 2010]. A maximum likelihood estimator n
of  is found using data from observations with Ai = 1 (e.g., using iteratively re-weighted
least-squares) and the TMLE is ψ∗n :=
1
n
∑n
i=1 Q¯n,n(Wi).
Study of the stochastic properties of TMLEs is facilitated through a linearization of the
G-computation parameter, which involves the efficient influence function, a key object in
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efficiency theory [Bickel et al., 1998]. Given an outcome regression Q¯, a propensity score
G¯, and a marginal cumulative distribution function of W , Q, we define the nonparametric
efficient influence function
D(Oi | Q¯, G¯, Q) := Ai
G¯(Wi)
{Yi − Q¯(Wi)}+ Q¯(Wi)−
∫
Q¯(w)dQ(w) . (2)
We remark that the efficient influence function is a key ingredient in many causal effect
estimators. Indeed, the choice of submodel used in the TMLE procedure described above is
directly related to the form of the efficient influence function. The efficient influence function
is also important for estimating equations-based estimators and one-step estimators, which
are asymptotically equivalent with TMLE (for more discussion, see van der Laan et al.
[2018]).
We denote by Qn the empirical cumulative distribution function of W1, . . . ,Wn. If the
outcome regression and propensity score estimators are such that D(· | Q¯n, G¯n, Qn) falls
in a P0-Donsker class with probability tending to one and
∫ {D(o | Q¯n, G¯n, Qn) − D(o |
Q¯0, G¯0, Q0)}2dP0(o) converges in probability to zero then
ψ∗n − ψ0 =
1
n
n∑
i=1
D(Oi | Q¯0, G¯0, Q0) +Rn + op(n−1/2) , (3)
where the second-order remainder is
Rn :=
∫ [
{Q¯n,n(w)− Q¯0(w)}
{
G¯n(w)− G¯0(w)
G¯n(w)
}]
dQ0(w) . (4)
This term can be shown to be asymptotically negligible, in the sense that Rn = op(n
−1/2),
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provided
∫
{Q¯n(w)− Q¯0(w)}2dQ0(w) = op(n−1/4) , and∫
{G¯n(w)− G¯0(w)}2dQ0(w) = op(n−1/4) . (5)
If indeedRn = op(n
−1/2), then ψ∗n−ψ0 = 1n
∑n
i=1D(Oi | Q¯0, G¯0, Q0)+op(n−1/2). Thus, the
central limit theorem implies that the centered and scaled estimator, n1/2(ψ∗n−ψ0) converges
in distribution to a mean-zero Gaussian random variable with variance σ20 = varP0{D(O |
Q¯0, G¯0, Q0)} =
∫
D(o | Q¯0, G¯0, Q0)2dP0(o). The asymptotic variance σ20 may be consistently
estimated by
σ2n = varPn{D(O | Q¯n, G¯n, Qn)} =
∫
D(o | Q¯n, G¯n, Qn)2dPn(o)
=
1
n
n∑
i=1
D(Oi | Q¯n, G¯n, Qn)2 .
(6)
The Wald-style confidence interval
(
ψ∗n − z1−α/2
σn
n1/2
, ψ∗n + z1−α/2
σn
n1/2
)
(7)
will have asymptotic coverage probability no smaller than 1− α.
2.3 Outcome-adaptive estimation of propensity scores
It is common in many applications that relevant baseline covariates must be selected from a
larger set of variables. Therefore, an important consideration in any analysis is deciding what
variables should comprise W . The ignorability assumption suggests that, at a minimum, W
should include all variables that are related both with the treatment A and the outcome Y .
However, there is also potential benefit in including variables related only to the outcome
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[Zhang et al., 2008, Moore and van der Laan, 2009], and there is risk in including variables
related only to the treatment [Schisterman et al., 2009]. Moreover, in finite samples it is often
beneficial to remove true confounding variables that cause extreme values in the propensity
score [Petersen et al., 2012]. This has motivated many proposals for automated variable
selection for estimation of the ATE [Rotnitzky et al., 2010, Schneeweiss et al., 2009, van der
Laan et al., 2010, Ju et al., 2017, 2018].
An interesting approach to automated variable selection was discussed by Shortreed and
Ertefaie [2017]. Their proposal can be summarized as follows. First, we define a main
terms parametric regression model for the outcome regression, e.g., {logit[Q¯α,η(a, w)] =
α0 + ηa + w
>α : (α0, η, α) ∈ Rp+2} and estimate (α0, η, α) via maximum likelihood. We
denote by αˆj the coefficient for variable Wj in the outcome regression, and define αˆ := (αˆj :
j = 1, . . . , p). Next, we define a logistic regression model for the propensity score, e.g.,
{logit{G¯β(1, w)} = β0 + w>β : (β0, β) ∈ Rp+1} and estimate (β0, β) via the adaptive lasso
[Zou, 2006] with penalty weight for βj given by |αˆj|−γ, where γ is a user-supplied tuning
parameter. The authors discuss using the resultant propensity score estimate to construct a
stabilized IPTW estimate of the average treatment effect, though in principle, the outcome
regression and IPTW estimates could be used in a locally efficient procedure like TMLE.
2.4 Highly adaptive lasso
The highly adaptive lasso (HAL) estimator is a semiparametric regression estimator that is
consistent for the true regression function assuming only that the true regression function
has finite variation norm [Benkeser and van der Laan, 2016, van der Laan, 2017]. Moreover,
a TMLE constructed based on HAL estimates of the outcome regression and propensity
score will generally satisfy the requisite regularity conditions discussed in section 2.2. HAL
is therefore an appealing choice for use when estimating the average treatment effect in
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settings where flexible regression models are needed.
A HAL regression of an outcome Z on covariates X is achieved by mapping X into a set
of indicator basis functions. If X is univariate, we generate a basis expansion for a typical
observation x as φ∗n(x) = (φ
∗
1(x), . . . , φ
∗
n(x))
>, where for j = 1, . . . , n, φ∗j(x) = I(x ≥ Xj).
An L1-penalized regression of the outcome is fit using these basis functions, with the optimal
L1-norm chosen via cross-validation. In a single dimension, HAL is equivalent with zero-
order trend filtering [Kim et al., 2009]. In higher dimensions, tensor-product basis functions
are included in the basis expansion, e.g., if X = (X1, X2), we generate first-order basis
functions as well as second-order basis functions of the form φ∗j(x) = I(x1 ≥ X1j, x2 ≥ X2j)
for j ∈ {1, . . . , n}. We use φn(x) to denote the p-vector of basis functions evaluated at a
typical observation x. The intuition for the particular choice of basis functions used by HAL
is as follows. For each λ on the lasso solution path, the corresponding HAL estimate has been
shown to be a minimum loss-estimator (MLE) over the class of functions with variation norm
no larger than the L1-norm of the coefficient vector. For each λ, this is a Donsker class, which
implies a fast convergence rate of the MLE. Oracle properties of cross-validation imply that
selecting the variation norm using cross-validation does not adversely affect the convergence
rate. For more details pertaining to HAL, we refer readers to the original publications.
Given the formulation of HAL as a regression of an outcome onto a set of (binary indica-
tor) variables, HAL provides a natural extension of the proposal of Shortreed and Ertefaie
[2017] for outcome-adaptive propensity score estimation. In the next section, we discuss
implications for estimation and inference.
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3 Methodology
3.1 Outcome highly adaptive lasso propensity estimation
The reliance of Shortreed and Ertefaie [2017] on parametric regression models limits its ap-
plicability settings where more flexible models are required. However, because the highly
adaptive lasso in a way is just a special case of the usual lasso, it is straightforward to accom-
modate outcome-adaptive weights in the HAL-based estimation of the propensity score. An
algorithm for generating a propensity score estimate is as follows. First, we compute the HAL
estimate of the outcome regression, using Y as outcome and W as predictors in the subgroup
of participants with A = 1. We denote by αˆ the vector of HAL-estimated coefficients associ-
ated with the HAL basis functions. Next, we fit HAL using the treatment indicator A as out-
come, and W as features, but using outcome-adaptive weights. Specifically, the HAL model
for the propensity score is {logit{G¯β0,β(w)} := β0+β>φn(w) : β ∈ Rdn+1}, where dn is the di-
mension of φn, which is no larger than n(2
p−1). Fitting HAL corresponds to the optimization
problem of finding (βˆ0(λ), βˆ(λ)) := argminβ0,β
∑n
i=1 log[G¯β0,β(Wi)
Ai{1 − G¯β0,β(Wi)}1−Ai ] +
λ
∑p
j=1 |αˆj|−γ|βj|, where γ is a user-supplied tuning parameter. The penalty parameter λ
is selected via cross-validation. We call the resultant fit the outcome highly adaptive lasso
(OHAL).
An interesting observation on OHAL propensity estimation is that individual basis func-
tions, rather than entire variables are penalized in the fit. Thus, we could say that OHAL
screens for instrumental basis functions, those basis functions that parameterize directions
in the covariate space along which the outcome regression does not vary. Therefore, the
approach provides an extremely granular means of screening for instruments and remov-
ing them to avoid possibly extreme propensity score estimates. To illustrate the potential
benefit, consider the data set illustrated in Figure 1.
12
In this example, W is not an instrumental variable and, due to the overall linear trend in
the outcome regression, would likely not be labeled as such by common screening procedures.
However, when W is viewed as a collection of infinitesimal indicator basis functions, any basis
function of the form φw(u) = I(u ≥ w) for w ≥ 0 is an instrumental variable because the
outcome regression is constant over this region. Moreover, there are extreme propensity
score values for these same values of W , which may cause erratic behavior of causal effect
estimators. Thus, to improve performance of causal effect estimators, we may wish to remove
these basis functions from the propensity score fit. This is precisely the goal of our proposed
approach. Theoretically, there may be relevant benefits to this approach in both small and
large samples. In small samples, avoiding extreme propensity score estimates may yield more
stable estimates of treatment effects. Considering large samples we note that OHAL will
converge pointwise to G¯(Q¯0) = G¯0(w) for w < 0 and prP0(A = 1 | W ≥ 0) for w ≥ 0. Indeed,
we see in the single data analysis, OHAL fits a constant function of W that is close to G¯0(w)
for w < 0 and in between the extreme values of G¯0(w) for w > 0. We recall that the form of
the asymptotic variance of a nonparametric efficient estimator is varP0{D(O | Q¯0, G¯0, Q0)}
and that the efficient influence function D involves dividing by G¯0. Because G¯0(w) is near
to 0 for some w the efficient variance may be quite large. On the other hand, because G¯(Q¯0)
pools the propensity score over all w > 0, we might expect that a locally efficient estimator
based on OHAL rather than, e.g., HAL will lead to improvements in asymptotic variance
relative to a locally efficient estimator.
3.2 Inference when using OHAL
Unfortunately, there are generally repercussions with respect to inference when considering
locally efficient estimators that are based on inconsistent estimates of either the outcome
regression or propensity score [van der Laan, 2014, Benkeser et al., 2017]. In particular, the
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remainder (4) may not be asymptotically negligible if instrumental variables (or instrumental
basis functions) are present in Q¯0, due to the fact that OHAL is estimating G¯(Q¯0) rather
than G¯0. Thus, the remainder term may contribute to the first-order behavior of a locally
efficient estimator. If Q¯n is a well-specified MLE in a finite-dimensional regression model for
Q¯0, then locally efficient estimators will still have an asymptotic Normal distribution, though
the variance estimator (6) and confidence interval (7) will generally no longer be valid. In the
case that Q¯n is based on an adaptive algorithm, such as HAL, the repercussions on inference
are severe: asymptotically, the confidence interval (7) has zero coverage probability and has
been shown to behave poorly in finite samples [Benkeser et al., 2017]. van der Laan [2014]
proposed TMLE methods that yield confidence intervals that are robust to inconsistent
estimation of one of the outcome regression or propensity score. An alternative TMLE
approach was proposed and evaluated in Benkeser et al. [2017].
3.3 Proposed estimator
We propose a TMLE based on a HAL estimate of the outcome regression and an OHAL
estimate of the propensity score. Because HAL is used, our outcome regression estimator
is consistent under weak conditions. However, the OHAL propensity score estimator is
consistent for G¯(Q¯0), which may or may not equal the true propensity score. This all depends
on whether instrumental basis functions are present. Because the analyst is unlikely to have
a-priori knowledge of whether or not such basis functions are present, we make use of the
results of Benkeser et al. [2017] to develop an estimator and confidence intervals that have
sound theoretical behavior in either situation without needing to know which situation is
true. Our proposed estimator is efficient when no instrumental basis functions are present
and may be super efficient otherwise. In both cases, the proposed estimator has a closed-
form influence function, which we can use to construct robust Wald-style confidence intervals.
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Relative to a standard TMLE, this estimator requires estimation of two additional, univariate
regression functions, and includes a two- rather than one-step targeting procedure.
The proposed TMLE estimator can be implemented as follows.
Obtain initial estimates of nuisance parameters
(i) use HAL to obtain estimate Q¯n of Q¯0;
(ii) use OHAL based on Q¯n to obtain estimate G¯n of G¯(Q¯0);
(iii) use HAL to obtain estimate G¯r,1,n of the “reduced-dimension” regression G¯r,1,0 :=
prP0{A = 1 | Q¯0} by fitting HAL with outcome Ai and univariate covariate Q¯n(Wi),
for i = 1, . . . , n;
(iii) use HAL to obtain estimate G¯r,2,n of the “reduced-dimension” regression G¯r,2,0 :=
EP0 [{A−G¯(Q¯0)(W )}/G¯(Q¯0)(W ) | Q¯0] by fitting HAL with outcome {Ai−G¯n(Wi)}/G¯n(Wi),
for i = 1, . . . , n.
Iterative targeting of outcome regression
(iv) define Hr,n(Wi) =
G¯r,2,n(Wi)
G¯r,1,n(Wi)
and Hn(Wi) =
1
G¯n(Wi)
, i = 1, . . . , n;
(v) fit a logistic regression using outcome Yi, offset logit{Q¯n(Wi)} and single covariate
Hr,n(Wi) using observations with Ai = 1 ; call the estimate of the univariate parameter
of this regression r,n and set logit{Q¯1,n(Wi)} = logit{Q¯n(Wi)}+ r,nHr,n(Wi);
(vi) fit a logistic regression using outcome Yi, offset logit{Q¯1,n(Wi)} and single covariate
Hr,n using observations with Ai = 1; call the estimate of the univariate parameter of
this regression model 2,n, and define the targeted outcome regression as Q¯
∗
n(Wi) =
expit[logit{Q¯1,n(Wi)}+ 2,nHn(Wi)].
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Repeat steps (iv)-(vi) above until 1
n
∑n
i=1D(Oi | Q¯∗n, G¯n, Qn) < cn and 1n
∑n
i=1Dr(Oi |
Q¯∗n, G¯r,n) < cn, where cn = op(n
−1/2). In our simulation, we used cn = 1/{n1/2log(n)}.
Compute plug-in estimator
(vii) the TMLE is ψ∗n :=
1
n
∑n
i=1 Q¯
∗
n(Wi).
In the supplement, we describe an alternative implementation that avoids iteration. We
found no practical difference between the estimators in our simulation.
The motivation for the “reduced-dimension” regressions G¯r,0 := (G¯r,1,0, G¯r,2,0) can be
explained as follows. If G¯0(Q¯0) 6= G¯0, i.e., instrumental basis functions are present, then the
remainder Rn can be viewed as a nonparametric plug-in estimator of 0, which we may express
as R(Q¯n), where R maps from the outcome regression model space to R. In general, plug-in
estimators based on nonparametric regression functions, like HAL, are not n1/2-consistent
estimators of their target (c.f., certain sieve estimators [Chen, 2007]). For example, the
plug-in estimator 1
n
∑n
i=1 Q¯n(Wi) of ψ0, based on HAL is not generally n
1/2-consistent. This
fact motivates the use of TMLE, where we estimate an additional regression, namely the
propensity score, and we modify our initial estimate of Q¯0 based on the estimated propensity
score. A parallel can be drawn to the situation above: R(Q¯n) is not a n
1/2-consistent
estimator of zero and so we use a step of TMLE that involves estimation of additional
regression quantities G¯r,0 that we use to modify our initial estimate of Q¯0. The result is that
R(Q¯∗n) is a n
1/2-consistent estimator of zero.
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3.4 Statistical inference
For a typical observation Oi, and given outcome regression Q¯ and “reduced-dimension”
regressions G¯r := (G1,r, G2,r), we define
Dr(Oi | Q¯, G¯r) := Ai G¯r,1(Wi)
G¯r,2(Wi)
{Yi − Q¯(Wi)} .
Note that G¯r implicitly is indexed by a given propensity score, though we omit this notation
for simplicity. In the theorem, we assume the index is set to the OHAL limit G¯(Q¯0). We
now present a theorem describing the weak convergence of ψ∗n.
Theorem 1. Under regularity conditions explicitly stated in the appendix,
ψ∗n − ψ0 =
1
n
n∑
i=1
{
D(Oi | Q¯0, G¯(Q¯0), Q0)−Dr(Oi | Q¯0, G¯r,0)
}
+ op(n
−1/2) ,
and n1/2(ψ∗n − ψ0) converges weakly to a mean-zero Normal variate with variance
τ 20 := varP0{D(O | Q¯0, G¯(Q¯0), Q0)−Dr(O | Q¯0, G¯r,0)} .
Note that when the OHAL limit G¯0(Q¯0) equals the true propensity score G¯r,2,0(w) = 0
for all w and thus Dr(o | Q¯, G¯r,0 = 0) for all o. In words, when there are no instrumental
variables nor instrumental basis functions, ψ∗n is a nonparametric efficient estimator of ψ0. On
the other hand, if there are such basis functions, then ψ∗n is still a n
1/2-consistent estimator
of ψ0, though there is a first-order contribution to its influence function stemming from the
intentional inconsistent estimation of G¯0.
In our numeric studies, we evaluate Wald-style confidence intervals based on two dif-
ferent standard error estimates. The first is a typical influence-function-based estimate,
τ 2n := varPn{D(O | Q¯n, G¯n, Qn)−Dr(O | Q¯n, G¯n,r)}. The second is a partially cross-validated
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influence-function-based estimator. The HAL outcome regression and OHAL propensity
score regression each utilize V -fold cross-validation to select the lasso penalty parameter.
Thus, after these regressions are fit, we have V lasso fits available for each of the outcome re-
gression and outcome-adaptive propensity score, one for each training fold. For i = 1, . . . , n,
we denote by Q¯n,v the HAL-estimated outcome regression estimated in the v-th training
fold. Given an observation Oi in the v-th validation fold, we say that Q¯n,v(Wi) is a partially
cross-validated estimate of Q¯0(Wi). We say partially cross-validated since observation i was
used to select the lasso tuning parameter. Similarly, we denote by G¯n,v the outcome-adaptive
HAL propensity score estimate obtained in the v-th training fold. Again, this estimator is
partially cross-validated, since observation i was used both to construct the HAL outcome
regression estimator and to select the tuning parameter for the OHAL fit. Finally, we denote
by G¯n,r,v the estimate of the reduced-dimension regression obtained in the v-th training fold
(i.e., based on Q¯n,v and G¯n,v). For v = 1, . . . , V , we denote by Pn,v the empirical distribution
of observations in the v-th validation fold and define
τn,CV :=
1
V
V∑
v=1
varPn,v{D(O | Q¯n,v, G¯n,v, Qn)−Dr(O | Q¯n,v, G¯n,r,v)} . (8)
In spite of this estimator’s reliance on cross-validation, it is obtained with essentially no
additional computational burden beyond that needed to obtain ψ∗n, since it merely recycles
cross-validated lasso fits needed to compute ψ∗n itself.
4 Simulation
We designed a simulation to highlight the two potential benefits of our proposed method-
ology. First, our proposal uses flexible estimators of the outcome regression and can adapt
to complex underlying true regression functions. In these settings, we expect benefit of our
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approach relative to approaches that utilize misspecified parametric regression models. On
the other hand, more flexible regression methodologies can be used to capture these rela-
tionships. However, the second benefit of our proposal is that we use OHAL to estimate the
propensity score, which may be expected to offer benefits in settings with instrumental vari-
ables and/or instrumental basis functions. So relative to other nonparametric approaches,
we also expect to see improvements. Therefore, we designed a simulation study that in-
cluded both non-linear relationships and instrumental variables and compared our proposal
to several other approaches in this setting.
We simulated one thousand data sets at each of three sample sizes, n ∈ {100, 500, 1000}.
We drewW = (W1,W2,W3,W4) by independently sampling each component from a Uniform(-
1, 1), Bernoulli(0.5), Uniform(-1, 1), and Uniform(0,1) distribution, respectively. The
treatment was drawn from a Bernoulli distribution with G¯0(1,W ) = logit
−1{0.5 − W3 +
2W3W2 − 2.5W4}. The outcome was drawn from a Bernoulli distribution with Q¯0(A,W ) =
logit−1{−2W11(W1 > −1/2)−W3 + 2W2W3 +A}. The average treatment effect implied by
this data generating distribution is approximately 0.20.
We studied several estimators of the average treatment effect. First, we considered two
G-computation (also known as standardization estimators [Robins, 1986]) estimators based
on parametric models. The first was based on a parsimonious, correctly-specified logistic
regression model for the outcome regression. The second was based on a misspecified, main
terms logistic regression model. We also considered two inverse probability of treatment
weighted (IPTW) estimators, with one again based on a parsimonious, correctly-specified
logistic regression and one based on a misspecified, main terms model for the propensity
score. For both the G-computation and IPTW estimator, we view the estimators based on
correctly specified regression models as idealized benchmarks, since in practice it is often
difficult to correctly specify a parametric regression model. Confidence intervals for these
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estimators were constructed using a percentile-based nonparametric bootstrap based on 500
bootstrap samples.
We also implemented Shortreed’s estimator of the average treatment effect, where the
outcome regression was inconsistently estimated via a main terms logistic regression and
the propensity score was estimated using the outcome adaptive lasso. Treatment effect
estimators based on this approach should remove deleterious effects of the instrumental
variable (W4), but will yet suffer from incorrect specification of the outcome regression. We
implemented the IPTW estimator proposed in Shortreed et al, in addition to a TMLE based
on these regression fits. Confidence intervals for these estimators were constructed using the
bootstrap approach recommended in Shortreed [Efron, 2014].
For a nonparametric treatment effect estimator, we used TMLE based on HAL-estimated
outcome regression and HAL-estimated propensity score. This estimator should properly ac-
count for non-linearity, but will not remove the instrumental variable, leaving the possibility
of extreme estimated propensity scores. On the other hand, our proposed TMLE that uses
OHAL estimated propensity score is expected to simultaneously account for non-linearity,
avoid extreme estimated propensity scores, and maintain low bias in spite of the inconsistent
propensity score estimate. Two types of confidence intervals were computed for both TMLE
HAL and TMLE OHAL. The first was based on the estimated influence function, as in (6);
the second was based on the cross-validated estimate of the influence function, as in (8).
We compared these estimators on their Monte Carlo-estimated bias, standard error, and
mean squared-error. We also compared the coverage of nominal 95% confidence intervals, as
well as the median width of the confidence interval.
We found that, as expected, the benchmark estimators were essentially unbiased and had
low mean squared-error, with the correctly-specified G-computation estimator performing
slightly better than the IPTW estimator (top two rows, Table 1). On the other hand, the
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estimators based on misspecified parametric models exhibited large bias, resulting in large
MSE. The benefits of the outcome-adaptive lasso are seen in the improved standard error of
the estimators based on an OAL propensity estimate relative to those that do not penalize
the inclusion of instrumental variables. However, the bias of both OAL-based estimators
are large owing to the misspecification of the relevant regressions. TMLE based on HAL
had relatively large bias in small sample sizes, but bias improved in larger samples. By
comparison, our proposed TMLE based on OHAL had low bias in all sample sizes. In the
smallest sample size, our proposed estimator had improved bias and standard error relative
to TMLE based on HAL. In larger sample sizes, our estimator had improved bias. Overall,
TMLE with OHAL had MSE 66%, 75%, and 75% that of the TMLE based on HAL for
sample sizes 100, 500, and 1000, respectively.
The benchmark estimators had near nominal coverage at all sample sizes (Table 2).
Estimators based on misspecified parametric models had poor coverage. Surprisingly, the
estimators based on OAL had near nominal coverage in large sample sizes. Because of the
bias of these estimators, we suspect that coverage is due to conservative standard error
estimates. Indeed, we find that in large samples, these confidence intervals tended to be
considerably wider than the other intervals considered. For both nonparametric estimators,
we found that the cross-validated standard error estimates provided better coverage in small
samples than their non-cross-validated counterparts. Confidence intervals for our proposed
estimator based on cross-validated standard error estimates had near nominal coverage at
each sample size, while those based on the TMLE that used HAL provided coverage less
than the nominal level.
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5 Discussion
OHAL provides a new tool for flexibly estimating the propensity score while simultaneously
accounting for fine-grained variable selection. Our simulation results point to potential
benefits in utilizing this approach over existing nonparametric efficient estimators in some
situations. In future work, we may wish to investigate the benefit of using OHAL for esti-
mating the causal effect of a treatment administered over several time points, where extreme
propensity scores are commonly encountered in practice. Another avenue for future research
is to explore methods for adaptively tuning the regularization for HAL outcome regression.
The outcome regression in OHAL plays a particularly important role as it contributes to the
estimation of the average treatment effect both through its role as an estimator of the true
outcome regression, as well as through its role in the propensity score estimation. Thus,
errors in tuning the outcome regression may easily propagate down to the estimate of the
average treatment effect. We have begun experimentation with recursive tuning procedures,
but so far have found no change in the estimators’ performance. Another important con-
sideration is selection of the hyper-parameter γ in OHAL. In our simulations, we simply set
γ = 1, but it is possible that with more careful tuning of γ, the performance of estimators
based on OHAL may be further improved.
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Appendix
6.1 Proof of Theorem 1
In the proof, we adopt the shorthand notation P0f to denote
∫
f(o)dP0(o) for any P0-
integrable function f . Consequently, using Pn to denote the empirical distribution function
of n observations of O, we have Pnf = n
−1∑n
i=1 f(Oi). Our proof relies on the following
regularity conditions:
A1. D(· | Q¯n, G¯n, Qn) falls in a P0-Donsker class with probability tending to one and
P0{D(· | Q¯n, G¯n, Qn)−D(· | Q¯0, G¯0(Q¯0), Q0)}2 converges in probability to 0.
A2.
∫ {G¯n(w)− G¯0(Q¯0)(w)}2dQ0(w) = op(n−1/4).
A3.
∫ {Q¯n(w)− Q¯0(w)}2dQ0(w) = op(n−1/4).
A4.
∫ {G¯r,2,0n(w)/G¯r,1,0n(w)− G¯r,2,0(w)/G¯r,1,0(w)}2dQ0(w) = op(n−1/4)
A5.
∫ {G¯r,2,n(w)/G¯r,1,n(w)− G¯r,2,0(w)/G¯r,1,0(w)}2dQ0(w) = op(n−1/4)
A6. Dr(· | Q¯n, G¯r,n) falls in a P0-Donsker class with probability tending to one and P0{Dr(· |
Q¯n, G¯r,n)−Dr(· | Q¯0, G¯r,0)}2 converges in probability to 0.
We note that by design our estimators Q¯∗n, G¯n, G¯r,n satisfy
PnD(· | Q¯∗n, G¯n, Qn) = op(n−1/2) , and (9)
PnDr(· | Q¯∗n, G¯r,n) = op(n−1/2) . (10)
We note also that the efficient influence function is doubly robust in the sense that P0D(· |
Q¯0, G¯, Q0) = 0, for any choice of G¯.
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We begin with an exact second-order linearization of the parameter, ψ∗n−ψ0 = −P0D(· |
Q¯∗n, G¯n, Qn)+Rn. We add and subtract (Pn−P0)D(· | Q¯0, G¯0(Q¯0), Q0) and rearrange terms.
Noting the double-robustness of the efficient influence function and (9), we arrive at the
equation
ψ∗n − ψ0 = PnD(· | Q¯0, G¯0(Q¯0), Q0) +Rn +Mn ,
where Mn = (Pn − P0){D(· | Q¯n, G¯n, Qn) − D(· | Q¯0, G¯0(Q¯0), Q0)}. By assumption A1,
Mn = op(n
−1/2). Thus, it remains to examine the behavior of the remainder. Now,
Rn = P0
{
G¯n − G¯0
G¯n
(Q¯n − Q¯0)
}
= P0
{
G¯n − G¯0
G¯0(Q¯0)
(Q¯n − Q¯0)
}
+R1,n
= P0
{
G¯0(Q¯0)− G¯0
G¯0(Q¯0)
(Q¯n − Q¯0)
}
+R1,n +R2,n
where R1,n = P0[(Q¯n−Q¯0){G¯n−G¯0(Q¯0)}{G¯0(Q¯0)−G¯n}/{G¯nG¯0(Q¯0)}] and R2,n = P0[(Q¯n−
Q¯0){G¯n − G¯0(Q¯0)}/G¯0(Q¯0)]. By assumption A2 and A3, R1,n = op(n−1/2) and R2,n =
op(n
−1/2). Now, allowing some abuse of our shorthand notation,
P0
{
G¯0(Q¯0)− G¯0
G¯0(Q¯0)
(Q¯n − Q¯0)
}
= −P0
{
A− G¯0(Q¯0)
G¯0(Q¯0)
(Q¯n − Q¯0)
}
= −P0
{
Gr,2,0n(Q¯n − Q¯0)
}
= P0
{
A
G¯r,1,0n
G¯r,2,0n(Q¯n − Q¯0)
}
,
where G¯r,2,0n(w) := EP0 [{A− G¯0(Q¯0)(W )}/G¯0(Q¯0) | Q¯n(W ) = Q¯n(w), Q¯0(W ) = Q¯0(w)] and
G¯r,1,0n(w) := EP0{A | Q¯n(W ) = Q¯n(w), Q¯0(W ) = Q¯0(w)}. We note that
P0
{
A
G¯r,1,0n
G¯r,2,0n(Q¯n − Q¯0)
}
= −P0Dr(· | Q¯n, G¯r,n) +R3,n +R4,n ,
where R3,n = P0{A(G¯r,2,0n/G¯r,1,0n− G¯r,2,0/G¯r,1,0)(Q¯0− Q¯n)} and R4,n = P0{A(G¯r,2,0/G¯r,1,0−
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G¯r,2,n/G¯r,1,n)(Q¯0 − Q¯n)}. Assumptions A3-A5 imply that R3,n + R4,n = op(n−1/4). We can
now add and subtract (Pn − P0)Dr(· | Q¯0, G¯r,0) and rearrange terms. Noting the double-
robustness of Dr and (10), we have
−P0Dr(· | Q¯n, G¯r,n) = −PnDr(· | Q¯n, G¯r,n) +M1,n ,
where M1,n = (Pn − P0){Dr(· | Q¯n, G¯r,n) − Dr(· | Q¯0, G¯r,0)}. Assumption A6 implies that
M1,n = op(n
−1/2), which completes the proof.
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List of Figures
1 Illustration of HAL vs. OHAL propensity score estimation on a data set of
n = 250. W from a Uniform(-6, 6) distribution. The true outcome regression
and propensity score are shown in gray. HAL fits are shown as dashed lines,
and the OHAL fit is shown as a dotted line. . . . . . . . . . . . . . . . . . . 32
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Figure 1: Illustration of HAL vs. OHAL propensity score estimation on a data set of n = 250.
W from a Uniform(-6, 6) distribution. The true outcome regression and propensity score are
shown in gray. HAL fits are shown as dashed lines, and the OHAL fit is shown as a dotted
line.
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List of Tables
1 Monte Carlo bias (scaled by n1/2), standard error (scaled by n1/2), and mean
squared-error of the estimators (scaled by n) at three sample sizes. Abbrevia-
tions: GCOMP = G-computation, IPTW = inverse probability of treatment-
weighted estimator, GLM = generalized linear model, (C) = estimator based
on correctly-specified regression, (M) = estimator based on misspecified re-
gression, OAL = outcome-adaptive lasso, TMLE = targeted minimum loss-
based estimation, HAL = highly adaptive lasso, DRTMLE = doubly robust
TMLE, OHAL = outcome highly adaptive lasso. . . . . . . . . . . . . . . . . 34
2 Monte Carlo coverage probability of nominal 95% confidence intervals and
median width of confidence intervals. Abbreviations: CI = confidence interval;
CV-SE = cross-validated standard error; for others, see Table 1 . . . . . . . 35
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Bias Standard error Mean squared-error
n = 100 500 1000 100 500 1000 100 500 1000
GCOMP GLM (C) -0.03 0.09 0.02 1.10 1.08 1.03 1.21 1.17 1.06
IPTW GLM (C) -0.02 0.05 -0.05 1.38 1.32 1.25 1.90 1.75 1.57
GCOMP GLM (M) 0.56 1.34 1.82 1.09 1.10 1.03 1.51 3.02 4.36
IPTW GLM (M) 0.61 1.43 1.90 1.22 1.17 1.11 1.85 3.41 4.85
IPTW OAL (M) 0.59 1.42 1.90 1.15 1.15 1.10 1.68 3.33 4.82
TMLE OAL (M) 0.66 1.48 1.98 1.17 1.15 1.09 1.81 3.51 5.11
TMLE HAL 0.58 0.91 0.73 1.27 1.27 1.19 1.95 2.44 1.93
DRTMLE OHAL 0.09 0.39 0.10 1.13 1.30 1.21 1.29 1.83 1.47
Table 1: Monte Carlo bias (scaled by n1/2), standard error (scaled by n1/2), and mean
squared-error of the estimators (scaled by n) at three sample sizes. Abbreviations: GCOMP
= G-computation, IPTW = inverse probability of treatment-weighted estimator, GLM =
generalized linear model, (C) = estimator based on correctly-specified regression, (M) = es-
timator based on misspecified regression, OAL = outcome-adaptive lasso, TMLE = targeted
minimum loss-based estimation, HAL = highly adaptive lasso, DRTMLE = doubly robust
TMLE, OHAL = outcome highly adaptive lasso.
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CI coverage (median width)
n = 100 500 1000
GCOMP GLM (C) 94.3 (0.42) 93.6 (0.18) 95.6 (0.13)
IPTW GLM (C) 93.6 (0.52) 93.5 (0.23) 95.8 (0.16)
GCOMP GLM (M) 89.5 (0.42) 73.9 (0.19) 60.1 (0.13)
IPTW GLM (M) 90.9 (0.48) 75.6 (0.2) 61.4 (0.14)
IPTW OAL (M) 89.4 (0.45) 91.2 (0.28) 95.2 (0.24)
TMLE OAL (M) 86.1 (0.45) 89.8 (0.28) 94.2 (0.24)
TMLE HAL 75.1 (0.34) 74.4 (0.16) 81.5 (0.12)
TMLE HAL (CV-SE) 93.1 (0.48) 86.2 (0.21) 91.9 (0.15)
DRTMLE OHAL 88.1 (0.38) 86.4 (0.18) 93.2 (0.14)
DRTMLE OHAL (CV-SE) 96.7 (0.48) 91.9 (0.21) 96.4 (0.15)
Table 2: Monte Carlo coverage probability of nominal 95% confidence intervals and median
width of confidence intervals. Abbreviations: CI = confidence interval; CV-SE = cross-
validated standard error; for others, see Table 1
35
