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GA Golgi apparatus Golgijev aparat
FV fusiform vesicle fuziformni vezikel
ER endoplasmic reticulum endoplazemski retikulum
FIB-
SEM
focus-ion beam - scanning elec-
tron microscope
vrsticˇni elektronski mikroskop
s fokusiranim ionskim zˇarkom
MSE mean squared error srednja kvadratna napaka
BCE binary cross-entropy binarna precˇna entropija
CCE categorical cross-entropy kategoricˇna precˇna entropija
SGD stohastic gradient descent stohasticˇni gradientni spust
ReLU rectified linear unit popravljena linearna enota
PReLU parametric rectified linear unit parametricˇna popravljena line-
arna enota
DSC Dice similarity coefficient Diceov koeficient
TPR true positive rate stopnja dejansko pozitivnih
primerov




Naslov: Avtomatska segmentacija Golgijevih aparatov v volumetricˇnih po-
datkih elektronske mikroskopije
Avtor: Eva Bonesˇ
Golgijev aparat (GA) je organel, ki ga najdemo v evkariontskih celicah. Za-
radi njegove strukture in do nedavnega pomanjkanja ustreznih pristopov je
sˇe vedno precej slabo raziskan. Pri nadaljnjem raziskovanju bi med drugim
pomagala tudi informacija o njegovi 3D organizaciji in razporeditvi v celici.
Ker je rocˇno segmentiranje velikega sˇtevila GA-jev cˇasovno zelo zahtevno in
je njegova kvaliteta odvisna od sposobnosti oznacˇevalca, je v diplomski nalogi
predstavljen pristop k avtomatski segmentaciji GA-jev v volumetricˇnih po-
datkih elektronske mikroskopije. Predlagan je cevovod, ki sestoji iz nevron-
ske mrezˇe, naucˇene na grobih segmentacijah, aktivnih kontur za natancˇnejˇso
segmentacijo in odstranjevanja napacˇnih oznacˇb. Kolikor nam je znano, je
to prvi pristop za avtomatsko segmentacijo kompleksnih GA-jev v volume-
tricˇnih podatkih. Uporaba grobo oznacˇenega zlatega standarda je prihranila
80% cˇasa, potrebnega za rocˇno oznacˇevanje vhodnih podatkov. Metoda je
bila ovrednotena na volumetricˇni ucˇni mnozˇici, kjer je pokazala obetavne re-
zultate – pravilno je bila oznacˇena vecˇina GA-jev in sicer z 89% obcˇutljivostjo
in 99% specificˇnostjo.
Kljucˇne besede: Golgijev aparat, avtomatska segmentacija, konvolucijske
nevronske mrezˇe, aktivne konture.

Abstract
Title: Automatic segmentation of the Golgi apparatus in electron microscopy
volumetric data
Author: Eva Bonesˇ
The Golgi apparatus (GA) is an organelle found in eukaryotic cells. Due to
its complex organization and until recently lack of appropriate approaches
GA is still rather poorly researched. Knowledge of its 3D organization and
distribution inside complex cells would aid to further understand the role of
GA. However, manual segmentation of large volumes is very time consuming
and its quality depends on the ability of the human annotator. In the thesis,
an approach for automatic segmentation of GAs in electron microscopy volu-
metric data is proposed. The proposed pipeline consists of a neural network
trained on roughly annotated data, active contours for a more precise seg-
mentation, and filtering of false segmentations. To our knowledge, this is the
first approach that segments complex GAs in volumetric data automatically.
The use of roughly annotated ground truth saved 80% of the time needed
for manual annotation of the input data. The method was evaluated on a
volumetric dataset and it showed promising results – it was able to annotate
a wast majority of GAs with 89% sensitivity and 99% specificity.





Glive, rastline in zˇivali, vkljucˇno s cˇlovekom, so zgrajene iz evkariontskih
celic, za katere je znacˇilna notranja organizacija, t.j. razdelitev citoplazme
na celicˇne predelke ali organele. Celicˇni organeli omogocˇajo prilagoditev
notranjega okolja celice in posledicˇno ucˇinkovitejˇse izvajanje celicˇnih proce-
sov. Razumevanje njihovega delovanja pripomore k boljˇsemu razumevanju
temeljnih procesov delovanja celice, tako pri zdravih, kot pri bolnih osebah,
kar odpira nove mozˇnosti razvoja na podrocˇju medicine in biologije.
Eden izmed celicˇnih organelov je Golgijev aparat (GA), ki je prisoten v
skoraj vseh evkariontskih celicah. Ima pomembno nalogo kemicˇnega spre-
minjanja in usmerjanja molekul na njihova tarcˇna mesta znotraj in zunaj
celice. Za podrobnejˇse razumevanje njegovega delovanja moramo med dru-
gim poznati sˇtevilo GA-jev v celici, njihovo velikost, prostorsko razporeditev
ter odnose med njimi.
Natancˇno prostorsko razporeditev objektov pridobimo z analizo volume-
tricˇnih podatkov, bolj specificˇno s segmentacijo. Z razvojem ucˇinkovitih pri-
stopov za zajem volumetricˇnih podatkov je pridobivanje podatkov z zadostno
locˇljivostjo vedno lazˇje, ozko grlo procesa pa postaja njihova analiza.
Z diplomskim delom zato predstavljamo avtomatski cevovod za segmen-
tacijo GA-jev v volumetricˇnih podatkih, ki bo pripomogel k pohitritvi prido-
bivanja podatkov, potrebnih za nadaljnje raziskave na podrocˇju prostorske
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razporeditve GA-jev znotraj celice. V predstavljenem pristopu uporabljamo
grobo oznacˇen zlati standard in metodo aktivnih kontur. Tak pristop bi bil
lahko uporaben na vecˇ vrstah podatkov, sˇe posebej pa je primeren za segmen-
tiranje objektov z raznolikim robom, katerih natancˇno rocˇno oznacˇevanje zˇe
majhnega sˇtevila podatkov, potrebnih za ucˇno mnozˇico, zahteva veliko cˇasa,
znanja in pozornosti.
V nalogi najprej opisujemo podrocˇje analize biomedicinskih slik in GA-jev
ter nekaj teorije o delovanju uporabljenih metod. V Poglavju 4 predstavimo
predlagan pristop za avtomatsko segmentacijo GA-jev, nato pa opiˇsemo re-
zultate njegovega testiranja in mozˇne izboljˇsave.
Poglavje 2
Pregled podrocˇja
2.1 Analiza biomedicinskih slik
V predstavljenem delu se ukvarjamo z analizo mikroskopskih biomedicinskih
slik (mikrografij), ki nam omogocˇajo opazovanje osnovne gradbene enote
zˇivljenja – celice.
Pri vseh vrstah biomedicinskih slik obstajata dve glavni komponenti sli-
kanja: 1) zajem in rekonstrukcija slike ter 2) obdelava in analiza slik [31]. Pri
zajemu slik so vkljucˇeni razlicˇni procesi, skozi katere se oblikujejo dvodimen-
zionalne (2D) slike tridimenzionalnih (3D) objektov, pri rekonstrukciji pa se
za izdelavo 2D in 3D slik zanasˇamo na niz algoritmov, ki slike obicˇajno tvo-
rijo iz projekcijskih podatkov objekta [26]. Obdelava slike v drugem koraku
vkljucˇuje uporabo algoritmov za izboljˇsanje lastnosti slike (odstranjevanje
sˇuma, izboljˇsanje kontrasta, ...), analiza pa iz slike pridobiva informacije, ki
jih na koncu potrebujemo.
Biomedicinske slike se med seboj mocˇno razlikujejo tako glede na nacˇin
njihovega zajemanja kot glede na objekt slikanja (celotno telo, organi, tkivo,
posamezne celice ...), zato se razlikujejo tudi metode za njihovo analizo.
Glede na zˇeljene informacije lahko analizo razdelimo na vecˇ kategorij, najpo-
gostejˇse med njimi so:
• segmentacija (angl. image segmentation), kjer sliko razdelimo na
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razlicˇne segmente. Ti ponavadi predstavljajo razlicˇne organe, tkiva
oziroma druge biolosˇke strukture. V [6] so na primer segmentirali dele
ocˇesa na MRI slikah;
• poravnavanje slik (angl. image registration), kjer iˇscˇemo pravilno
prekrivanje dveh ali vecˇ slik. V medicini zˇelimo pogosto zdruzˇiti z
razlicˇnimi tehnikami zajeti sliki enakega objekta, s cˇimer pridobimo
dodatne informacije. Primer poravnavanja slik je sˇiroko uporabljena
kombinacija racˇunalniˇske tomografije in pozitronske emisijske tomo-
grafije za raziskave raka [22];
• klasifikacija (angl. image classification), kjer klasificiramo objekte na
sliki. Lahko je binarna, kjer se odlocˇamo, ali objekt je na sliki ali ne, ali
vecˇrazredna, kjer objektu na sliki dolocˇimo enega izmed vecˇih mozˇnih
razredov. Klasificiranje raka na histolosˇkih slikah [3] je lahko primer
obojega - binarna, cˇe klasificiramo ali je rakavo tkivo prisotno na sliki
ali ne in vecˇrazredna, cˇe klasificiramo med razlicˇnimi vrstami raka;
2.1.1 Segmentacija biomedicinskih slik
Ker v nalogi predstavljamo pristop za avtomatsko segmentacijo, se bom pri
pregledu podrocˇja osredotocˇila na ta, najpogostejˇsi nacˇin analiziranja biome-
dicinskih slik. Uporabljamo jo, kadar zˇelimo na sliki locirati objekte oziroma
njihove robove. V postopku vsakemu slikovnemu elementu na sliki dolocˇimo
oznako, tako da si tisti z isto oznako delijo dolocˇene lastnosti.
Segmentacije objektov na biomedicinskih slikah so pridobivali zˇe odkar
so se razvile metode za njihovo zajemanje. Sprva so jih izvajali rocˇno z ob-
krozˇanjem zˇeljenih objektov na slikah, nato pa je zˇelja po hitrejˇsem pridobiva-
nju podatkov, katerih kvaliteta ni odvisna od uporabnika, kmalu spodbudila
raziskovanje na podrocˇju avtomatske segmentacije.
V zacˇetku so problem resˇevali z algoritmicˇnimi pristopi, kot so uprago-
vanje (angl. thresholding) [25], segmentiranje na podlagi detektiranja robov
[10], segmentiranje na podlagi regij [20] ter segmentiranje glede na teks-
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turo [30], v zadnjem cˇasu pa prevladujejo pristopi, ki temeljijo na globokem
ucˇenju, predvsem konvolucijske nevronske mrezˇe.
Najbolj znana, posebej za segmentiranje biomedicinskih slik ustvarjena
arhitektura, je U-net [27], ki je sestavljena iz enakega sˇtevila slojev za zviˇsanje
kvalitete slike (angl. upsampling) in slojev zdruzˇevanja (angl. downsam-
pling), med katerimi potekajo preskocˇne povezave (angl. skip connections).
Cˇeprav je bila v osnovi namenjena 2D podatkom, so kmalu pokazali, da lahko
z njo pridobimo tudi 3D rezultate, cˇe ji kot vhod podamo 2D rezine istega
volumna [34]. Zaradi uspesˇnosti U-neta je v letih po je njeni predstavitvi
nastalo veliko nadgradenj, predvsem za volumetricˇne podatke. Ti posta-
jajo vedno bolj dostopni prav tako pa so racˇunalniki vedno bolj zmogljivi
in omogocˇajo dovolj hitro procesiranje 3D podatkov. V-net kot nadgradnja
U-net je bila posebej ustvarjena za 3D podatke [24] in uporablja 3D konvo-
lucijske sloje. Leto kasneje predstavijo HighRes3DNet [19] – 3D arhitekturo,
ki uporablja razsˇirjene konvolucije.
Podrocˇje segmentacije biomedicinskih slik s pomocˇjo globokih nevronskih
mrezˇ je mocˇno raziskano in izbiranje ustrezne arhitekture za nasˇe potrebe je
zaradi tega lahko precej zahtevno. V splosˇnem pa obstaja velika verjetnost,
da bo pristop, ki dosega dobre rezultate na enaki vrsti podatkov kot jih
uporabljamo mi, vsaj kot osnova primeren tudi za nasˇo uporabo. Zato smo
se za izdelavo globokega dela nasˇe arhitekture odlocˇili za HighRes3DZMNet
[8] arhitekturo, nadgradnjo prej omenjene HighRes3DNet [19]. Ustvarjena je
bila za segmentacijo mitohondrijev in endolizosomov na isti podatkovni bazi
kot jo pri testiranju nasˇega pristopa uporabljamo mi.
Cˇeprav je arhitektur na podrocˇju segmentacije biomedicinskih slik veliko,
pa pristopa za avtomatsko segmentacijo GA-jev v volumetricˇnih podatkih,
kolikor je nam znano, sˇe ni.
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2.2 Golgijev aparat
Za izdelavo uspesˇnega pristopa za resˇevanje problema je pomembno, da
imamo vsaj nekaj znanja o problemski domeni, cˇeprav ta ni nujno iz nasˇega
podrocˇja. Zato v tem poglavju na kratko opisujemo Golgijev aparat (GA).
Slika 2.1: Posamezni deli GA. Slika povzeta po [5].
.
GA je celicˇni organel, ki ga najdemo v vecˇini od ocenjenih 3.72 × 1013
celic v cˇlovesˇkem telesu (izjema so npr. eritrociti) [4]. Ima kljucˇno vlogo pri
posttranslacijski modifikaciji proteinov, ki vanj vstopajo iz endoplazemskega
retikuluma (ER), ter deluje kot sortirna postaja, ki funkcionalizirane proteine
usmerja proti tarcˇnim mestom v plazmalemo, lizosome in drugam [29].
GA je zgrajen iz ene ali vecˇih skladovnic GA. Posamezno skladovnico
sestavljajo tubulo-vezikularno cis-GA mrezˇje na strani vstopa tovora iz ER,
splosˇcˇene membranske cisterne v centralnem delu GA ter tubulo-vezikularno
trans-GA mrezˇje na strani izhoda tovora [1], kar je prikazano na Sliki 2.1.
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Znano je, da se sˇtevilo cistern v skladovnici GA razlikuje tako med tipi
celic, kot tudi znotraj istega tipa glede na biosintetsko aktivnost ali fiziolosˇko
stanje celice (normalno vs. patolosˇko). Sˇtudij o prostorski razporeditvi GA
v celicah je trenutno relativno malo, poleg tega pa so mnoge izmed njih
izvedene na relativno preprostih modelnih sistemih kot so trajne celicˇne linije
in z metodami, ki ne omogocˇajo neposrednega opazovanja GA.
Dovolj kompleksen model za sˇtudije GA predstavlja urotelij [18]. Urote-
lij je visoko specializirano krovno tkivo (epitelij), ki pokriva spodnja secˇila
sesalcev. Primarna funkcija urotelija je vzdrzˇevanje krvno–urinske pregrade.
Urotelij gradijo trije skladi celice, t.j. bazalne, vmesne in povrsˇinske uro-
telijske celice. Visoko diferencirane povrsˇinske urotelijske celice (imenovane
tudi dezˇnikaste celice) imajo v svoji citoplazmi mnogo diskasto splosˇcˇenih
fuziformnih veziklov (FV), ki so v citoplazmi organizirani v skladovnice, ki
spominjajo na skladovnice GA, kot je vidno na sliki 2.2.
Segmentiranje GA v uroteliju predstavlja dodaten izziv, saj moramo poleg
locˇevanja GA od ozadja, GA locˇiti tudi od skladovnic FV. Zato smo si za
testiranje nasˇega pristopa izbrali podatke pridobljene iz urotelijskih celic.
Rocˇna segmentacija GA je cˇasovno obsezˇna in zahteva izkusˇenega upo-
rabnika, saj ima GA zaradi cistern in veziklov zelo razgiban rob, ki ga je treba
za pridobitev pravilne segmentacije natancˇno obkrozˇiti. Za nadaljnje razi-
skovanje prostorske razporeditve celic in njihovega delovanja je zato delujocˇ
pristop za avtomatsko segmentacijo GA velikega pomena.
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V tem poglavju opisujemo metode, ki jih uporabljamo pri predlaganem pri-
stopu za avtomatsko segmentacijo GA.
V poglavju 3.1 opisujemo splosˇno strukturo in delovanje globokih ne-
vronskih mrezˇ. Bolj podrobno so opisane konvolucijske nevronske mrezˇe in
model HighRes3DZMNet, ki smo ga uporabili v nasˇem delu. V poglavju 3.2
predstavimo delovanje metode aktivnih kontur.
3.1 Globoke nevronske mrezˇe
Nevronske mrezˇe so racˇunalniˇski sistemi, ki delujejo po vzoru cˇlovesˇkih ozi-
roma zˇivalskih mozˇganov in so bile sprva ustvarjene kot poizkus resˇevanja
problemov, ki jih obicˇajni algoritmi niso znali resˇiti. Eden izmed takih pri-
merov je branje rocˇno pisanih sˇtevil [17]. Cˇeprav se na prvi pogled zdi raz-
poznavanje sˇtevil enostavno (sˇtevilo devet ima na primer na vrhu krozˇnico
in na desni strani cˇrto), se hitro izkazˇe, da je problem zelo kompleksen, cˇe ga
zˇelimo resˇiti algoritmicˇno. Za spodobne rezultate bi morali opisati ogromno
sˇtevilo pravil in izjem.
Nevronske mrezˇe pa delujejo na drugacˇen nacˇin. Za resˇevanje ne potrebu-




3.1.1 Struktura in delovanje
Nevronske mrezˇe so v osnovi usmerjeni, obtezˇeni grafi sestavljeni iz vozliˇscˇ,
ki predstavljajo nevrone, in povezav med njimi, ki lahko, tako kot pove-
zava akson-sinapsa-dendrit v mozˇganih, prevajajo signale. Nevroni v globoki
nevronski mrezˇi so razvrsˇcˇeni v sloje, ki vkljucˇujejo vhodni in izhodni sloj
ter med njima poljubno sˇtevilo skritih slojev, kot je prikazano na Sliki 3.1.
Zaradi vecˇjega sˇtevila teh slojev so tudi dobile ime globoke nevronske mrezˇe.
Slika 3.1: Prikaz slojev v globoki nevronski mrezˇi.
Nevron
Osnovni element nevronske mrezˇe je tako imenovani umetni nevron, prikazan
na Sliki 3.2. Delovanje posameznega umetnega nevrona lahko opiˇsemo z
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Slika 3.2: Delovanje nevrona v nevronski mrezˇi.
enostavno matematicˇno formulo:
y = f(X ·W + b) (3.1)
kjer je y rezultat aktivacijske funkcije, f aktivacijska funkcija, X vektor
vhoda, W vektor utezˇi na povezavah in b odmik.
Vhodni signali nevrona so realna sˇtevila, ki prihajajo iz prejˇsnjih nevronov
(X), pomnozˇena z utezˇmi (W ) na pripadajocˇih povezavah. Utezˇi slabijo
oziroma krepijo poslani signal, z vrednostjo 0.0 pa ga lahko tudi iznicˇijo.
Odmik (angl. bias) b je skalar, uporabljen, da zagotovimo, da se vsaj nekaj
nevronov v vsakem sloju aktivira, ne glede na mocˇ vhodnega signala. Tako
tudi v primeru slabega signala omogocˇamo nevronski mrezˇi, da nadaljuje z
ucˇenjem. Tako utezˇi kot odmiki se tekom ucˇenja spreminjajo. Aktivacijska
funkcija f ima, podobno kot utezˇi, nalogo filtriranja signalov. Podrobneje
je opisana v naslednjem podpoglavju. Dobljeni izhod y je kot vhodni signal
poslan v povezane nevrone naslednjega sloja nevronske mrezˇe.
Aktivacijska funkcija
Aktivacijska funkcija v model vpeljuje nelinearnost. Glede na pomembnost
posameznega nevrona lahko njegov signal iznicˇi, oslabi ali okrepi. Kadar je
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rezultat aktivacijske funkcije nenicˇelen, pravimo, da je nevron aktiviran. V
uporabi je vecˇ aktivacijskih funkcij, vecˇina izmed njih (ne pa vse) pretvorijo
vhodne signale na enostaven interval, kot sta [0, 1] ali [−1, 1]. V nadalje-




Slika 3.3: Primeri aktivacijskih funkcij: (a) linearna, (b) sigmoidna, (c)
ReLU in (d) PReLU.
• Linearna funkcija je definirana z naslednjo enacˇbo, kjer x predstavlja
vrednost signala:
f (x) = x (3.2)
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Je najbolj enostavna aktivacijska funkcija, ki je pravzaprav enotska
funkcija. V praksi to pomeni, da signal skozi funkcijo preide nespreme-
njen. V nevronski mrezˇi se ponavadi uporablja na vhodnem sloju.





kjer je x vrednost signala. Znacˇilnost sigmoidne funkcije je, da ekstre-
mne vrednosti in osamelce skrcˇi na interval [0.0, 1.0]. Vecˇina izhodov
te funkcije je zelo blizu 0 oziroma 1. Vcˇasih je bila veliko v uporabi,
v zadnjem cˇasu pa se bolj uporabljajo druge funkcije, kot na primer
ReLU in njene variacije.
• Definicija aktivacijske funkcije popravljene linearne enote (angl. recti-
fied linear unit, ReLU) je sledecˇa:
f(x) = max(0, x) (3.4)
kjer x predstavlja vrednost signala. ReLU in njene variacije se trenu-
tno uporabljajo pri najsodobnejˇsih pristopih, saj dokazano delujejo na
mnogo razlicˇnih primerih. Nevron je aktiviran kadar njegova vrednost
presezˇe dolocˇeno mejo. V primeru navadne ReLU funkcije, ki je pri-
kazana na Sliki 3.3c, je ta meja 0 – negativne vrednosti postanejo 0,
pozitivne pa ostanejo enake.
• Variacijo funkcije ReLU, imenovano PReLU (parametricˇna popra-
vljena linearna enota), ki je prikazana na Sliki 3.3d, pri nasˇem pristopu
uporabljamo tudi mi. PReLU negativne vrednosti namesto iznicˇenja,
kot to pocˇne ReLU, pomnozˇi z ucˇljivim koeficientom. Tekom ucˇenja se
ta koeficient, tako kot utezˇi in odmiki, prilagaja podatkom. Ta manjˇsa
sprememba izboljˇsa rezultate, dodatna cena ucˇenja, ki jo povzrocˇi, pa
je, kot trdijo avtorji [12], zanemarljiva.
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3.1.2 Ucˇenje
Zgrajena nevronska mrezˇa z nevroni, povezavami med njimi in dolocˇenimi ak-
tivacijskimi funkcijami ne zna resˇiti zadanega problema, dokler je ne naucˇimo
na mnozˇici ucˇnih podatkov. Pred zacˇetkom ucˇenja so utezˇi na povezavah na-
stavljene na dolocˇene vrednosti (v teoriji so lahko inicializirane nakljucˇno, v
praksi pa pogosto uporabljamo vzorcˇenje razlicˇnih porazdelitev), med proce-
som ucˇenja pa se z uporabo razlicˇnih algoritmov uravnavajo in s tem izhod
nevronske mrezˇe priblizˇujejo zˇeljenemu.
Osnovna ideja ucˇenja nevronskih mrezˇ je enostavna. S prenosom signalov
po slojih nevronske mrezˇe zˇelimo izracˇunati pravilen izhod glede na vhod. Cˇe
je izhod drugacˇen od pricˇakovanega, moramo utezˇi na povezavah prilagoditi
tako, da odstopanje dobljenega rezultata od pricˇakovanega zminimiziramo.
Funkcija izgube
Funkcije izgube (angl. loss functions) nam omogocˇajo racˇunanje napake
modela, tj. odstopanja dobljene resˇitve od pricˇakovane. Pricˇakovano resˇitev
imenujemo tudi zlati standard (angl. ground truth). Tako kot aktivacijskih
funkcij, je tudi funkcij izgube vecˇ, glede na vrsto problema pa se odlocˇimo
katero bomo izbrali. V nadaljevanju opisujemo nekaj standardnih funkcij
izgube:
• Srednja kvadratna napaka (angl. mean squared error, MSE) je
definirana z naslednjo enacˇbo kot povprecˇje kvadratov razlik med pri-






(yi − yˆi)2 (3.5)
V enacˇbi yˆi predstavlja i-ti skalar izhoda, yi pripadajocˇo pricˇakovano
vrednost in n sˇtevilo skalarjev izhoda. MSE uporabljamo za resˇevanje
regresijskih problemov.
• Binarno precˇno entropijo (angl. binary cross-entropy, BCE) in ka-
tegoricˇno precˇno entropijo (angl. categorical cross-entropy, CCE)
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uporabljamo za resˇevanje klasifikacijskih problemov. BCE v primeru
binarne, CCE pa v primeru vecˇrazredne klasifikacije. Cˇe privzamemo,
da je yˆi i-ti skalar izhoda, yi pripadajocˇa pricˇakovana vrednost in n




yi · log yˆi (3.6)
Enacˇbo lahko preuredimo tudi za resˇevanje binarne klasifikacije:




yi · log yˆi + (1− yi) · (1− yˆi) (3.7)
• Funkcijo izgube, ki temelji na Diceovem koeficientu, so predstavili
v [24] posebej za segmentiranje volumetricˇnih podatkov. V nasˇem pri-
stopu jo uporabljamo tudi mi. Diceov koeficient D zavzema vrednost v
intervalu [0.0, 1.0] in ga zˇelimo maksimizirati, saj predstavlja ujemanje
dobljenega in pricˇakovanega volumna.
Privzamemo, da je N sˇtevilo vokslov v dobljenem volumnu segmenta-













Z izbiro ustrezne funkcije izgube izracˇunamo napako dobljenega izhoda.
V procesu ucˇenja zˇelimo to napako minimizirati, pri cˇemer si pomagamo z
metodo vzvratnega razsˇirjanja.
Vzvratno razsˇirjanje
Vzvratno razsˇirjanje (angl. backpropagation) [32] je iterativen algoritem
ucˇenja, ki omogocˇa ucˇinkovito racˇunanje gradienta funkcije izgube, ki je po-
treben za minimiziranje napake modela. Algoritem vhodne podatke med
prehodom naprej (angl. forward pass) najprej posˇlje v nevronsko mrezˇo. Na
izhodu z uporabo funkcije izgube pridobi napako, nato pa se gradient funk-
cije izgube razsˇirja po mrezˇi nazaj, od koder tudi ime algoritma. Na koncu
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iteracije se utezˇi posodobijo glede na svoj gradient in stopnjo ucˇenja (angl.
learning rate).
Stopnja ucˇenja je eden izmed pomembnih hiperparametrov globokega
ucˇenja. Ima majhno pozitivno vrednost, pogosto v intervalu [0.0, 1.0]. Para-
meter predstavlja koeficient, s katerim je pri posodabljanju utezˇi pomnozˇen
gradient. S spreminjanjem stopnje ucˇenja kontroliramo kako hitro se mo-
del prilagodi podatkom, dolocˇanje njene optimalne vrednosti pa ni trivialno.
Viˇsje vrednosti sicer omogocˇajo hitrejˇse ucˇenje modela, vendar tvegamo, da
utezˇi konvergirajo k neoptimalni resˇitvi. Nizˇje vrednosti pa sicer povecˇajo
mozˇnost za optimalno resˇitev, vendar lahko ucˇenje modela traja bistveno
dlje.
V procesu vzvratnega razsˇirjanja uporabljamo tudi optimizacijske algo-
ritme. Najbolj splosˇen med njimi je gradientni spust (angl. gradient descent),
ki v vsaki iteraciji ucˇenja za eno posodobitev utezˇi izracˇuna gradiente vseh
primerov v ucˇni mnozˇici. Tako racˇunanje z narasˇcˇanjem sˇtevila ucˇljivih para-
metrov in primerov hitro postane neucˇinkovito. Zato namesto gradientnega
spusta pogosto uporabljamo stohasticˇni gradientni spust (angl. stochastic
gradient descent, SGD), ki namesto pravega gradienta, izracˇunanega na vseh
primerih, uporablja njegov priblizˇek, izracˇunan na enem samem, nakljucˇno
izbranem primeru. Ta sprememba postopek znatno pospesˇi. SGD do mini-
muma ponavadi pride po daljˇsi poti kot navaden gradientni spust, vendar za
njeno racˇunanje vseeno potrebuje manj cˇasa. SGD je tudi osnova za mnoge
izboljˇsave optimizacijskih algoritmov. Ena izmed njih, ki smo jo uporabili v
nasˇem pristopu, je Adam [16]. Za razliko od SGD, ki skozi celoten proces
ucˇenja in na vseh parametrih ohranja enako stopnjo ucˇenja, Adam vsakemu
parametru dolocˇi svojo stopnjo ucˇenja, ki se tekom ucˇenja modela prilagaja.
3.1.3 Konvolucijske nevronske mrezˇe
Prva enostavna nevronska mrezˇa je nastala zˇe leta 1943 [23] in od takrat so
razvili zˇe veliko njenih razlicˇic. Vsaka izmed njih ima svoje prednosti in sla-
bosti, katero bomo izbrali pa je odvisno od tipa vhodnih podatkov, zˇeljenega
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rezultata, nasˇega znanja, zmogljivosti racˇunalnika, cˇasa, ki ga imamo na voljo
za racˇunanje ...
Nevronske mrezˇe, kot so bile opisane v prejˇsnjem poglavju, niso najbolj
primerne za slike. Zˇe pri majhni RGB sliki velikosti 32 × 32 × 3 bi bilo
na vhodnem sloju nevronske mrezˇe 32 × 32 × 3 = 3072 nevronov in utezˇi,
ki jih je treba prilagajati. Slike, ki jih zˇelimo analizirati imajo vecˇinoma
precej viˇsjo locˇljivost in sˇtevilka hitro postane neobvladljiva, cˇasi za njihovo
racˇunanje pa predolgi. Prav tako s preoblikovanjem slike v vektor (ki je oblika
vhodnih podatkov za standardne nevronske mrezˇe) izgubimo vso prostorsko
razporeditev na sliki, brez cˇesar pa je skoraj nemogocˇe razpoznati objekte.
Pri resˇevanju problema racˇunalniˇskega vida se zopet naslanjamo na cˇlove-
sˇke mozˇgane in njihovo procesiranje vidnih informacij. Posamezni kortikalni
nevroni se odzivajo samo na drazˇljaje omejenega podrocˇja nasˇega vidnega
polja imenovanega dovzetno polje [2]. Dovzetna polja razlicˇnih nevronov se
delno prekrivajo tako da skupaj pokrivajo celotno vidno polje. V konvolucij-
skih nevronskih mrezˇah (angl. convolutional neural networks), ki trenutno
na mnogo podrocˇjih racˇunalniˇskega vida dosegajo zelo dobre rezultate, s
pomocˇjo operacije konvolucije simuliramo ravno to.
Nevroni v konvolucijski nevronski mrezˇi so zdruzˇeni v sloje, ki se med
seboj razlikujejo po strukturi in delovanju. Najpogosteje uporabljeni med
njimi so konvolucijski, zdruzˇevalni, ReLU in polno povezani sloj, ki jih v
nadaljevanju podrobneje opisujemo.
Konvolucijski sloj
Konvolucijski sloj (angl. convolutional layer) je osnovni gradnik konvolucij-
skih nevronskih mrezˇ. Ucˇljivi parametri so tako imenovani filtri – matrike,
ki so v sˇirino in viˇsino ponavadi majhne, njihova globina pa je enaka globini
vhodnih podatkov.
Med prehodom naprej vsak filter drsimo cˇez celotno sˇirino in viˇsino vho-
dnega volumna in na vsakem koraku izracˇunamo skalarni produkt med fil-
trom in vrednostmi na vhodu. Tej operaciji pravimo konvolucija, zaradi cˇesar
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se sloj tudi imenuje konvolucijski. Ker sta globini vhoda in filtra enaki, je
rezultat ene konvolucije vedno 2D matrika, ki jo imenujemo tudi aktivacijska
matrika (angl. activation map) tistega filtra. Vsak element dobljene akti-
vacijske matrike (ki postane nevron v naslednjem sloju) je povezan z delom
vhodne slike v velikosti filtra, kar predstavlja njegovo dovzetno polje.
Na Sliki 3.4 je prikazana slika v velikosti 5× 5, filter v velikosti 3× 3 ter
aktivacijska matrika filtra.
Slika 3.4: Konvolucija 3× 3 filtra na 5× 5 sliki.
Cilj konvolucijskega sloja je pridobiti znacˇilke, kot so na primer robovi,
barva in smer gradienta iz vhodnih podatkov. Z uporabo razlicˇnih filtrov in
posledicˇno razlicˇnih aktivacijskih matrik prepoznamo razlicˇne znacˇilke. Vse
aktivacijske matrike po globini zdruzˇimo v 3D matriko, kar je tudi rezultat
konvolucijskega sloja.
Izhod konvolucijskega sloja je po sˇirini in viˇsini enak vhodu, globina pa
je enaka sˇtevilu filtrov, ki jih uporabimo.
Zdruzˇevalni sloj
Zdruzˇevalni sloj (angl. pooling layer) uporabljamo za manjˇsanje velikosti
predstavitve podatka z namenom zmanjˇsanja sˇtevila parametrov in zahtev-
nosti racˇunanja v nevronski mrezˇi. Prav tako z manjˇsanjem velikosti iz po-
datkov v naslednjih konvolucijskih slojih pridobimo dominantne znacˇilke.
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Obstaja vecˇ vrst zdruzˇevanja, med katerimi je zdruzˇevanje z maksimiza-
cijo (angl. max pooling) najbolj pogosto. Pri njem manjˇsi 2D filter drsimo
cˇez vhodno matriko in v vsakem koraku v izhodno matriko prepiˇsemo ma-
ksimalno vrednost dela matrike, ki ga prekriva filter. Delovanje je prikazano
na Sliki 3.5. Vcˇasih se je precej uporabljalo tudi zdruzˇevanje s povprecˇenjem
(angl. average pooling), ki namesto maksimalne vrednosti vrne povprecˇno,
vendar se je v praksi zdruzˇevanje z maksimizacijo pokazalo za bolj uspesˇnega.
Slika 3.5: Zdruzˇevanje z maksimizacijo na rezultatu konvolucije v velikosti
3× 3 z 2× 2 filtrom.
Izhod zdruzˇevalnega sloja je po sˇirini in viˇsini manjˇsi kot vhod, globina
pa ostaja enaka.
ReLU sloj
ReLU sloj rezultat prejˇsnjega sloja posˇlje skozi aktivacijsko funkcijo ReLU,
ki odstrani negativne vrednosti in jih nastavi na 0. S tem pridobimo neline-
arnost, ne da bi vplivali na dovzetna polja konvolucijskega sloja.
Vhod in izhod ReLU sloja sta enakih dimenzij.
Polno povezani sloj
Polno povezani sloji (angl. fully connected layers) sestavljajo drugi del kon-
volucijskih nevronskih mrezˇ, ki je enak nevronskim mrezˇam, ki so bile opisane
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v prejˇsnjem podpoglavju. Pred prvim polno povezanim slojem moramo po-
datke, ki so sˇe v 3D obliki, preoblikovati v 1D vektor, ki nato sluzˇi kot vhod
za naslednji sloj. Namen tega dela konvolucijske nevronske mrezˇe je anali-
ziranje znacˇilk, ki smo jih v prvem delu izlusˇcˇili. Nevroni so tu, za razliko
od konvolucij, povezani z vsemi nevroni prejˇsnjega in naslednjega sloja, zato
sloj tudi imenujemo polno povezani.
Kot vidimo je vsak sloj namenjen svoji specificˇni nalogi, zato jih v razlicˇne ar-
hitekture zdruzˇujemo glede na to kaj potrebujemo. Najpogosteje vidimo po-
navljanje skupkov nekaj konvolucijskih in ReLU slojev, ki jim sledi zdruzˇevalni
sloj, za njimi pa navadna nevronska mrezˇa s polno povezanimi sloji in zadnji
odlocˇitveni (v primeru na Sliki 3.6 Softmax) sloj, ki prikazuje rezulat.
Slika 3.6: Primer arhitekture konvolucijske nevronske mrezˇe za klasifikacijo.
Vir slike: [28]
3.1.4 HighRes3DZMNet
V prejˇsnjem podpoglavju smo predstavili osnovne gradnike in koncepte kon-
volucijskih nevronskih mrezˇ. V zadnjih letih, ko so konvolucijske nevronske
mrezˇe prodrle na vsa podrocˇja analize slik in tam tudi dosegle dobre rezul-
tate, se je razvilo veliko razlicˇnih izboljˇsav, arhitektur in gradnikov. Kaksˇno
arhitekturo in katere koncepte bomo uporabili je odvisno predvsem od po-
drocˇja in problema, ki ga resˇujemo. Za nasˇe delo bomo uporabili arhitekturo
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HighRes3DZMNet [8], ki uporablja mehanizme razsˇirjenih konvolucij, blokov
z ostanki, konvolucij s povprecˇjem 0 in normalizacije paketov. Te dodatne




Slika 3.7: Prikaz razlike v efektivnih dovzetnih poljih pri (a) navadnem filtru
in (b) filtru, razsˇirjenim z 2.
Filtri, ki smo jih spoznali v konvolucijskem sloju so bili vedno povezani
– deli filtra v matriki so bili sosednji. Poznamo pa tudi filtre, ki imajo
med svojimi elementi prazne prostore. Konvolucije s takimi filtri imenujemo
razsˇirjene konvolucije (angl. dilated convolutions).
Razsˇirjene konvolucije omogocˇajo eksponentno vecˇanje dovzetnega polja
brez izgube locˇljivosti ali pokritosti [33]. Na Sliki 3.7 vidimo primerjavo med
navadnim filtrom in filtrom, razsˇirjenim z 2. Na levih slikah sta prikazana
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3 × 3 filtra. Rdecˇe pike predstavljajo aktivirane nevrone, pobarvani del pa
njihova dovzetna polja. Vidimo, da ima navadni filter (3.7a) dovzetno polje
velikosti 3× 3, razsˇirjeni na (3.7b) pa ob enakemu sˇtevilu parametrov 5× 5.
Predstavljamo si, da so nevroni iz leve slike povezani s svojimi dovzetnimi
polji v prejˇsnjem sloju, saj od njih prejemajo informacije. Temu pravimo
efektivno dovzetno polje. Na sredinski Sliki 3.7a je dovzetno polje veliko
5× 5, v 3.7b pa se je povecˇalo zˇe na 9× 9. Cˇe pogledamo efektivno dovzetno
polje sˇe en sloj nazaj vidimo zˇe veliko razliko med filtrom, ki ima efektivno
dovzetno polje velikosti 7 × 7 in razsˇirjenim filtrom z efektivnim dovzetnim
poljem 13× 13.
Bloki z ostanki
Bloke z ostanki (angl. residual blocks) so predstavili Kaiming He idr. [11] za
uporabo v zelo globokih nevronskih mrezˇah. Z izdelovanjem vedno globljih
modelov so namrecˇ kmalu ugotovili, da vecˇ slojev ne pomeni nujno boljˇsega
rezultata.
Za razumevanje ideje za bloki z ostanki [35] predpostavimo, da imamo
mnozˇico funkcij F1, ki jih lahko dana arhitektura dosezˇe in funkcijo f
∗, ki je
nasˇa zˇeljena funkcija. Zˇeljene funkcije najbrzˇ ne bo v nasˇi mnozˇici funkcij
F1, zato bomo poiskali najblizˇjo, ki jo nasˇa mnozˇica vsebuje. Predvidevamo
pa, da se bomo, cˇe zgradimo novo, boljˇso arhitekturo z vecˇ sloji in posledicˇno
vecˇjo mnozˇico funkcij F2, rezultatu sˇe bolj priblizˇali. Vendar ni vedno tako.
Na Sliki 3.8 vidimo dva primera mnozˇic funkcij F1, ..., F5, ki se sicer
vecˇajo, vendar ne nujno priblizˇujejo zˇeljeni funkciji f ∗. Rezultat je s po-
vecˇanjem kompleksnosti lahko celo slabsˇi, kar vidimo na desni sliki. Temu
pa se lahko izgonemo, cˇe uporabljamo gnezdene razrede funkcij, kot je pri-
kazano na levi sliki. To pomeni, da imamo samo, cˇe vecˇji razredi funkcij
vsebujejo manjˇse, zagotovilo, da bo povecˇanje modela in njegove komple-
ksnosti izboljˇsalo njegov rezultat. Pri globokih nevronskih mrezˇah lahko iz
tega sklepamo, da cˇe nam uspe nov dodani sloj naucˇiti identitete f(x) = x
enega izmed prejˇsnjih slojev, bo nov model zagotovo enako ucˇinkovit kot ti-
Diplomska naloga 23
Slika 3.8: Pri ne gnezdenih mnozˇicah funkcij (desno) vecˇja mnozˇica ne ga-
rantira, da se bomo priblizˇali zˇeljeni funkciji. Pri gnezdenih mnozˇicah (levo)
pa to ni problem.
sti. Ker pa ima mozˇnost da najde boljˇso resˇitev, bi lahko z dodajanjem sloja
izboljˇsali rezultat.
Na sliki 3.9 je realizacija zgornje ideje, ki so jo predstavili Kaiming He
idr. [11]. x predstavlja vhod v skriti sloj. Predpostavimo, da je f(x) zˇeljena
funkcija, ki bi jo poslali v aktivacijsko funkcijo na vrhu. Na levi strani Slike
3.9 mora blok znotraj cˇrtkanih cˇrt direktno najti preslikavo f(x), na desni
strani pa mora blok znotraj cˇrtkanih cˇrt najti samo preslikavo ostanka f(x)−
x. Cˇe zˇelimo poiskati preslikavo f(x) = x, je ucˇenje ostanka manj zahtevno
od ucˇenja celotne preslikave – samo utezˇi zadnjega skritega sloja moramo
postaviti na 0. Desna slika na Sliki 3.9 predstavlja ResNet blok. Povezavo,
po kateri gre x do operatorja sesˇtevanja imenujemo povezava ostanka (angl.
residual connection) ali preskocˇna povezava (angl. skip connection).
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Slika 3.9: Prikaz navadnega bloka (levo) in bloka z ostanki (desno).
Konvolucije s povprecˇjem 0
Konvolucije s povprecˇjem 0 (angl. zero-mean convolutions) so enostaven in
ucˇinkovit mehanizem za zmanjˇsevanje vpliva raznolikosti (na primer glede
svetlosti ali kontrasta) vhodnih podatkov na ucˇenje nevronske mrezˇe. Pri
mikroskopskih podatkih je to sˇe posebej pomembno, saj je pridobivanje po-
datkov delikaten proces pri katerem vsaka manjˇsa sprememba povzrocˇi spre-
membo na koncˇnem rezultatu.
Z uporabo spodnje enacˇbe, kjer K predstavlja naucˇen filter s koeficienti




Ki,j,k = 0 (3.9)
S tem nevronsko mrezˇo prisilimo, da se naucˇi filtrov, ki temeljijo na raz-




Normalizacija paketov (angl. batch normalization) je metoda, predstavljena
leta 2015 [13], uporabljena za pospesˇitev ucˇenja globokih nevronskih mrezˇ
in povecˇanje njene stabilnosti. Izboljˇsavo dosezˇe z normaliziranjem izhoda
posameznega sloja. Rezultat sloja ima tako vedno povprecˇno vrednost 0 in
standardno deviacijo 1. V procesu ucˇenja se zaradi tega med posodabljanjem
utezˇi razpon in distribucija njihovih vrednosti ne spreminjata prevecˇ, zaradi
cˇesar je proces hitrejˇsi, nevronska mrezˇa pa bolj stabilna.
Celotna arhitektura
Slika 3.10: Arhitektura HighRes3DZMNet. Slika povzeta po [8].
Na Sliki 3.10 je prikazana celotna HighRes3DZMNet arhitektura. Nevron-
ska mrezˇa je sestavljena iz 20 slojev konvolucij. Prvih 7 uporablja 3× 3× 3
konvolucije, sledi jim 6 slojev kjer so filtri razsˇirjeni s faktorjem 2 in 6 slojev
kjer so razsˇirjeni s faktorjem 4. Na koncu je zdruzˇevalni sloj z 1 × 1 × 1
konvolucijskim filtrom, ki vrednosti preoblikuje v prvotno obliko, ki mu sledi
sˇe Softmax odlocˇitveni sloj. Na vsakem koraku pozˇenemo tudi normalizacijo
paketov in izhod posˇljemo skozi ReLU funkcijo. Dva zaporedna konvolucij-
ska sloja, z izjemo prvega in zadnjega, sta v arhitekturi povezana v blok z
ostanki. Za spoprijemanje z razlikami v vhodnih podatkih so prvemu sloju
dodane konvolucije s povprecˇjem 0.
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3.2 Aktivne konture
Metodo aktivnih kontur (angl. active contours) so leta 1988 predstavili Kass,
Witkin in Terzopoulos [14] za obrisovanje objektov na 2D slikah. Metoda
se na podrocˇju racˇunalniˇskega vida sˇe vedno pogosto uporablja za sledenje
objektov, prepoznavanje oblik, segmentacijo, zaznavanje robov ... Uporabna
je v primerih, kjer je priblizˇna oblika objekta, ki ga zˇelimo natancˇno raz-
mejiti, zˇe znana, bodisi s pomocˇjo interakcije z uporabnikom, informacij iz
predhodnih slik ali s predprocesiranjem slike z drugimi algoritmi. Njihovo
delovanje na mikroskopski sliki je prikazano na Sliki 3.11.
(a) (b)
Slika 3.11: Prikaz delovanja aktivnih kontur. (a) prikazuje grobo segmenta-
cijo GA, ki nam sluzˇi kot vhod v algoritem aktivnih kontur, (b) pa segmen-
tacijo, ki je rezultat algoritma aktivnih kontur.
3.2.1 Definicija konture
Kacˇa (angl. snake), kot je drugacˇe poimenovana aktivna kontura, je zlepek,
ki z deformiranjem minimizira svojo skupno energijo. Definirana je z mnozˇico
n tocˇk na krivulji vi za i = 0, ..., n − 1 in energijo kacˇe Esnake, ki je vsota
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njene notranje Eint in zunanje energije Eext. Cˇe pozicijo kacˇe predstavimo z




Esn (v (s)) ds =
∫ 1
0
(Eint (v (s)) + Eext (v (s))) ds (3.10)
Notranja energija
Notranja energija kacˇe se upira deformacijam in je definirana z vsoto nepre-











kjer sta α(s) in β(s) utezˇi, ki ju dolocˇi uporabnik. S spreminjanjem α in β
dolocˇamo obcˇutljivost konture na kolicˇino raztezanja in ukrivljenosti. Cˇe bi
β postavili na 0, bi funkcija lahko dosegla diskontiuniteto drugega reda, kar
pomeni, da bi na kacˇi nastal kot.
Zunanja energija
Zunanja energija kacˇe je sestavljena iz energije slike Eimage in zunanjih sil, ki
jih predstavi uporabnik Econ:
Eext = Eimage + Econ (3.12)
Energije slike so tiste, ki konturo privabljajo k izstopajocˇim delom slike in
metodo aktivnih kontur naredijo uporabno. Glede na to h kaksˇnim znacˇilkam
kacˇo privabljajo, locˇimo tri energijske operatorje. Skupna energija slike je
predstavljena kot otezˇena vsota treh operatorjev za cˇrte Eline, robove Eedge
in prekinitve Eterm:
Eimage = wlineEline + wedgeEedge + wtermEterm (3.13)
Definirajmo sˇe posamezne operatorje:
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• Najbolj enostaven operator je operator za cˇrte, ki uporablja inten-
zivnost slike. Cˇe definiramo Eline = I(x, y) bodo konturo glede na
predznak wline privabljale svetle oziroma temne cˇrte;
• Z racˇunanjem gradienta slike, lahko ucˇinkovito najdemo robove. Ope-
rator zato definiramoEedge = − |∇I (x, y)|2 in kontura se bo priblizˇevala
delom slike z visokim gradientom;
• Krivine na sliki lahko uporabimo za iskanje kotov in prekinitev. Cˇe
imamo zglajeno sliko C(x, y), kot gradienta θ = arctan(Cy
Cx
), enotske
vektorje v smeri gradienta n = (cosθ, sinθ) in enotske vektorje pravo-
kotne na smer gradienta n⊥ = (−sinθ, cosθ), lahko energijo prekinitev





S podano zacˇetno kacˇo in energijsko funkcijo, je nato energija iterativno
minimizirana. Eden izmed najbolj enostavnih optimizacijskih algoritmov, ki
ga lahko uporabimo za minimiziranje energije kacˇe, je gradientni spust, ki
ga poznamo zˇe iz ucˇenja nevronskih mrezˇ. V vsaki iteraciji se vsaka tocˇka




V delu se osredotocˇamo na avtomatsko segmentacijo GA-jev v volumetricˇnih
podatkih elektronske mikroskopije. Po nasˇem vedenju avtomatski pristop za
segmentacijo GA-jev sˇe ni bil predstavljen. Nasˇa predlagana resˇitev temelji
na globokem ucˇenju in zmanjˇsuje cˇas, potreben za rocˇno oznacˇevanje zlatega
standarda. Njena arhitektura je prikazana na Sliki 4.1.
Slika 4.1: Arhitektura predlaganega pristopa.
Na grobi segmentaciji, ki je rezultat globokega ucˇenja, izvedemo metodo
aktivnih kontur, katere rezultat je natancˇna segmentacija. Le-ta vsebuje sˇe
nekaj napacˇnih oznacˇb, ki jih nato v zadnjem koraku odstranimo.








Mikroskopski podatki, ki smo jih uporabili, so del UroCell podatkovne baze
[8] in prikazujejo celice iz urotelija miˇsjega mehurja.
Uporabljeni podatki so bili pridobljeni z mikroskopom, ki zdruzˇuje foku-
siran ionski zˇarek in vrsticˇni elektronski mikroskop (angl. focus-ion beam -
scanning electron microscope, FIB-SEM). Za zajem podatkov kosˇcˇek vzorca v
velikosti 1× 1× 1 mm vstavimo v mikroskop ter del njega izmenjaje rezˇemo
s fokusiranim ionskim zˇarkom ter zajemamo sliko izpostavljene povrsˇine z
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vrsticˇnim elektronskim mikroskopom. Tako pridobimo skladovnico nekaj
100-1000 mikrografij celicˇne ultrastrukture, ki si sledijo po globini v korakih
10-50 nm. Dimenzija enega voksla v tako pridobljenih podatkih je priblizˇno
16× 16× 15 nm.
Celoten volumen je bil razdeljen na manjˇse podvolumne velikosti 256 ×
256 × 256 vokslov, tako da vsak izmed podvolumnov zavzema priblizˇno
4 × 4 × 4 µm. Za delo smo izbrali podvolumne iz razlicˇnih delov celice
in s tem povecˇali spremenljivost kontrasta, svetlosti, vsebine in artefaktov,
kar pripomore k vecˇji robustnosti naucˇenega globokega modela. Slika 4.2
prikazuje enega izmed podvolumnov.
Slika 4.3: Okolje odprtokodnega orodja Slicer3D za segmentiranje volume-
tricˇnih podatkov. V spodnjem delu vidimo rezine na vsaki izmed dimenzij,
kjer tudi izvajamo rocˇno segmentacijo. Na vrhu se nam izriˇsejo 3D segmen-
tacije, v prikazanem primeru so to posamezni GA-ji.
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4.1.2 Rocˇno segmentiranje
Za oznacˇevanje GA-jev smo uporabljali odprtokodno orodje Slicer3D [15].
Volumne, ki jih zˇelimo segmentirati, v NIfTI [7] formatu uvozimo v pro-
gram. Za pridobitev 3D segmentacije nato po posameznih rezinah rocˇno
pobarvamo/obkrozˇimo zˇeljeni objekt. Na Sliki 4.3 je prikazano okolje orodja
Slicer3D s segmentiranimi GA-ji.
Za potrebe ucˇenja globokega modela smo rocˇno oznacˇili 8 podvolumnov,
vsak izmed njih je vseboval 1 do 3 GA-je. GA-je smo grobo oznacˇili, saj je
tako oznacˇevanje precej hitrejˇse, prav tako pa dopusˇcˇa manj napak kot na-
tancˇno oznacˇevanje celotnega roba. V dveh podvolumnih smo za primerjavo
porabljenega cˇasa in za koncˇno vrednotenje rezultatov robove oznacˇili tudi
natancˇno. Obe vrsti oznacˇb sta prikazani na Sliki 4.4 .
(a) (b)
Slika 4.4: (a) Grobo in (b) natancˇno oznacˇen GA na eni rezini podvolumna.




Za globoko ucˇenje smo izbrali HighRes3DZMNet arhitekturo [8], ki je po-
drobneje opisana v poglavju 3.10. Izbrana arhitektura je bila sicer name-
njena avtomatski segmentaciji drugih organelov, ker pa smo se ukvarjali z
mikroskopskimi podatki iz istega vira kot avtorji, je primerna tudi za nasˇo
uporabo.
Globoki model za grobo segmentacijo smo implementirali v okolju NiftyNet
[9] – odprtokodni platformi za analizo medicinskih slik z nevronskimi mrezˇami.
(a) (b)
Slika 4.5: (a) vhodni volumen in (b) zlati standard segmentacije GA-ja na
tem volumnu.
Za ucˇenje globokega modela smo uporabili 6 podvolumnov z grobimi se-
gmentacijami GA-jev. Sˇtiri od njih smo dodelili ucˇni mnozˇici, druga dva
pa testni. Zaradi majhne ucˇne mnozˇice smo podatke pred vhodnim nivo-
jem obogatili (angl. data augmentation), s cˇimer smo pridobili vecˇjo ucˇno
mnozˇico in hkrati povecˇali njeno raznolikost, sˇe vedno pa ohranili realne po-
datke. Vhodni volumni so bili zato nakljucˇno zavrteni po katerikoli dimenziji,
njihova velikost pa je bila lahko povecˇana ali pomanjˇsana za najvecˇ priblizˇno
5%.
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Kot aktivacijsko funkcijo na slojih nevronske mrezˇe smo uporabili funkcijo
PReLU. Za regularizacijo modela, ki preprecˇuje pretirano prilagajanje (angl.
overfitting), smo izbrali L2 regularizacijo in λ nastavili na 0.00001.
Ucˇenje globoke mrezˇe smo omejili s 30000 iteracijami. Za funkcijo izgube
smo uporabili Diceovo funkcijo. Kot optimizacijski algoritem pa smo izbrali
algoritem Adam in zacˇetno stopnjo ucˇenja nastavili na 0.001.
Na Sliki 4.5 sta prikazana vhodni volumen in njegova rocˇno oznacˇena
segmentacija.
4.3 Aktivne konture
Del arhitekture z aktivnimi konturami smo implementirali v MatLab-u [21]
s pomocˇjo Image Processing Toolbox-a. Za vhod smo uporabili grobo 3D
segmentacijo, pridobljeno iz nevronske mrezˇe in na vsaki izmed rezin izvedli
metodo aktivnih kontur. Tako smo pridobili natancˇno 3D segmentacijo.
Program smo pognali na vseh treh dimenzijah v volumnu (kot je prikazano
na Sliki 4.6) in s tem pridobili 3 volumne s podobnim rezultatom, vendar
rahlo razlicˇnimi robovi. Vse tri volumne smo zdruzˇili z operatorjem ALI
(angl. OR) – cˇe je bil voksel vsaj na enem volumnu oznacˇen kot GA, je bil
kot GA oznacˇen tudi na koncˇni segmentaciji.
Slika 4.6: Metodo aktivnih kontur smo pognali na vseh treh dimenzijah in
dobljene volumne zdruzˇili z operatorjem ALI.




Slika 4.7: 3D segmentacija GA-ja (a) pred in (b) po metodi aktivnih kontur.
4.4 Odstranjevanje napacˇnih oznacˇb
Slika 4.8: Pravilno oznacˇen GA (zeleno) in napacˇno oznacˇeni FV-ji (rdecˇe).
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V urotelijski celici se nahajajo tudi FV-ji, ki na mestih, kjer so zdruzˇeni
v skladovnice, teksturno izgledajo kot skladovnica GA (Slika 4.8). Zaradi
tega je nasˇa metoda proizvedla tudi nekaj napacˇno pozitivnih segmentacij,
ki smo jih morali odstraniti.
Z analizo napacˇnih segmentacij smo odkrili, da lahko zˇe s filtriranjem
povezanih komponent po velikosti te napake v precejˇsnji meri odpravimo.
Detektirani deli FV-jev so namrecˇ navadno precej manjˇsi od pravilno detek-
tiranih GA-jev. V MatLab-u smo zato odstranili vse povezane komponente,
ki so bili po volumnu manjˇsi od 80% velikosti najmanjˇsega GA-ja v ucˇnih




Za vrednotenje nasˇega pristopa smo uporabili najpogosteje uporabljene mere
uspesˇnosti pri segmentaciji biomedicinskih slik: Diceov koeficient (angl. Dice
similarity coefficient, DSC), stopnjo dejansko pozitivnih primerov – obcˇutlji-
vost (angl. true positive rate, TPR) in stopnjo dejansko negativnih primerov
– specificˇnost (angl. true negative rate, TNR).
Cˇe definiramo PP kot sˇtevilo dejansko pozitivnih vokslov (pravilno ozna-
cˇenih kot GA), PN kot sˇtevilo dejansko negativnih vokslov (pravilno ozna-
cˇeni kot ozadje), NP kot sˇtevilo napacˇno pozitivnih vokslov (voksli ozadja
oznacˇeni kot GA) in NN kot sˇtevilo napacˇno negativnih vokslov (voksli GA
oznacˇeni kot ozadje), lahko definiramo izbrane mere uspesˇnosti:






Obcˇutljivost nam pove razmerje med pravilno oznacˇenimi voksli, ki pri-







Specificˇnost nam pove razmerje med pravilno oznacˇenimi voksli, ki pri-









Stopnja metode DSC TPR TNR
Po globokem ucˇenju 0,515 0,861 0,983
Po uporabi aktivnih kontur 0,501 0,876 0,982
Koncˇna segmentacija 0,926 0,885 0,999
Tabela 5.1: Rezultat na razlicˇnih stopnjah nasˇe metode. Zadnja vrstica
predstavlja rezultat celotnega predlaganega pristopa.
Rezultati so prikazani v Tabeli 5.1. Izracˇunali so bili na dveh podvolu-
mnih, ki smo ju uporabili kot testno mnozˇico. Za potrebe vrednotenja smo
oba podvolumna rocˇno oznacˇili z natancˇnim robom. Rezultati v Tabeli 5.1
predstavljajo povprecˇni rezultat obeh testnih podvolumnov.
Ker druge metode za avtomatsko segmentacijo GA-jev v volumetricˇnih
podatkih sˇe nismo zasledili, nasˇega pristopa nismo mogli primerjati z drugimi.
5.2.2 Pohitritev
Cˇas natancˇnega rocˇnega oznacˇevanja povprecˇno velikega GA-ja je bil 2.5 ure,
medtem ko je cˇas grobega rocˇnega oznacˇevanja znasˇal 0.5 ure.
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5.3 Razprava
Celoten pristop po globokem ucˇenju, uporabi aktivnih kontur in odstranje-
vanju napacˇnih oznacˇb dosega visoke mere uspesˇnosti. Diceov koeficient je
92.6%, prav tako je zelo visok tudi TNR, malo nizˇji pa je TPR.
Razumljive in pricˇakovane so nizke mere uspesˇnosti pred uporabo metode
aktivnih kontur. Zanimivo pa je, da so rezultati po uporabi aktivnih kontur in
pred odstranjevanjem napacˇnih oznacˇb nekoliko slabsˇi kot na prejˇsnji stopnji.
Vzrok so skladovnice FV-jev, ki jih model napacˇno oznacˇi kot GA-je. Model
v teh primerih namrecˇ oznacˇi samo del celotne skladovnice. Ker zacˇetna
kontura pred uporabo metode aktivnih kontur poteka po sredini skladovnice
in z zmanjˇsanjem energije tezˇi proti vidnemu robu, se segmentacija razsˇiri in
s tem povecˇa sˇtevilo napacˇno oznacˇenih vokslov. To je lepo vidno na Sliki
5.1.
(a) (b)
Slika 5.1: Prikaz delovanja aktivnih kontur kadar je zacˇetna kontura posta-
vljena znotraj roba objekta. Segmentacija (a) pred (b) in po metodi aktivnih
kontur.
Na Sliki 5.2 so prikazani 3D rezultati testnega primera na vseh stopnjah
nasˇega pristopa (po globokem ucˇenju, po metodi aktivnih kontur in po od-
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Slika 5.2: Rezultati nasˇega pristopa na podvolumnu uporabljenem za vredno-
tenje. Razlicˇne barve oznacˇb so uporabljene samo v namen lepsˇe vizualiza-
cije, vse segmentacije so sicer binarne (GA in ozadje). (a) rezultat globokega
modela, (b) rezultat po metodi aktivnih kontur, (c) rezultat po odstranitvi
nepravilnih oznacˇb, (d) zlati standard.
Problem sˇe vedno predstavljajo napacˇne oznacˇbe, ki so bile prevelike,
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da bi jih filtriranje odstranilo. Na Sliki 5.2c vidimo temno modro in rdecˇo
segmentacijo, ki jih v zlatem standardu ni. V obeh primerih sta to oznacˇbi
skladov FV-jev, kar je prikazano na 2D rezini na Sliki 5.3a. Sˇtevilo takih
napacˇnih oznacˇb bi lahko zmanjˇsali z uporabo pametnejˇsega algoritma za
filtriranje segmentacij.
(a) (b)
Slika 5.3: Napacˇne napovedi segmentacije: (a) skladi FV-jev oznacˇeni kot
GA in (b) prazen prostor v sredini, oznacˇen kot GA.
Nekaj napacˇno pozitivnih vokslov doprinesejo tudi prazni prostori med
cisternami GA-jev (Slika 5.3b), ki bi jih rocˇno sicer segmentirali kot ozadje.
Pri pridobivanju grobih segmentacij na katerih je model naucˇen prostorov v
sredini namrecˇ nismo uposˇtevali. Aktivne konture, ki sicer resˇujejo poman-
kljivosti grobega segmentiranja tu ne pomagajo. Zaenkrat to ne predstavlja
velikega problema, saj zˇe zunanja oblika GA-jev daje veliko informacij o pro-
storski razporeditvi GA-jev znotraj celice, njihovi velikosti in medsebojnih
interakcijah. Notranja struktura GA-jev nas zato zaenkrat sˇe ne zanima, je
pa to ena izmed stvari, ki bi se jim posvetili v prihodnosti.
Izkazalo se je, da nasˇa metoda na testni mnozˇici ni nikoli zgresˇila celotnega
GA-ja, razen v enem primeru, vidnem na Sliki 5.2 (rumena segmentacija).
Opazimo, da je globoki model GA sicer pravilno detektiral (Slika 5.2b, kjer
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so prikazane segmentacije pred odstranjevanjem napacˇnih oznacˇb), vendar je
bil na robu podvolumna samo njegov manjˇsi del, zaradi cˇesar je bila njegova
velikost manjˇsa od meje za odstranjevanje napacˇnih oznacˇb. Pri segmentira-
nju celotne celice do takih napak ne bi priˇslo.
(a) (b)
(c)
Slika 5.4: Rezultat avtomatske segmentacije na vecˇjem volumnu: (a) vhodni
podatki in (b) koncˇna segmentacija ter (c) artefakt na robu volumna.
Da bi preizkusili cˇe metoda deluje tudi na vecˇji mnozˇici, smo jo zagnali na
celotnem volumnu iz katerega so bli izrezani podvolumni, ki smo jih oznacˇili
za testno in ucˇno mozˇico. Volumen je velikosti 1280× 1024× 1024 vokslov.
Rezultati, ki smo jih pridobili so samo kvalitativni in so prikazani na Slikah
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5.4 in 5.5. Na Sliki 5.4c je prikazan artefakt na robni rezini volumna, ki
je povzrocˇil nekaj napacˇnih segmentacij. Vidimo, da pristop na celotnem
volumnu deluje podobno kot na manjˇsih podvolumnih.
Slika 5.5: Rezultat avtomatske segmentacije na rezini vecˇjega volumna.
Velika prednost predlaganega pristopa je tudi pohitren postopek prido-
bivanja rocˇnih segmentacij. Za natancˇno rocˇno segmentacijo povprecˇno ve-
likega GA-ja smo porabili petkrat vecˇ cˇasa kot za grobo segmentacijo istega
GA-ja, ki jo uporabljamo pri globokem ucˇenju. V nasˇem primeru smo z upo-
rabo grobo oznacˇenega zlatega standarda tako prihranili priblizˇno 50 ur, ki




Pridobivanje visokoresolucijskih volumetricˇnih mikroskopskih podatkov je
zaradi razvoja tehnologije za njihov zajem postalo hitrejˇse in zmogljivejˇse.
Zato pridobivamo vedno vecˇ podatkov, vendar za njihovo ucˇinkovito analizi-
ranje nimamo vedno pravih pristopov.
V diplomski nalogi smo zato predstavili avtomatski pristop za segmen-
tacijo GA-jev v volumetricˇnih podatkih, ki je po nam znanih podatkih prvi
na tem podrocˇju. Predstavljen pristop za segmentiranje uporablja grobo
oznacˇen zlati standard in aktivne konture, kar mocˇno zmanjˇsa cˇas, potreben
za pridobivanje ucˇnih podatkov. Ta del pristopa je lahko uporaben tudi za
segmentiranje drugih objektov z zapletenimi robovi pri katerih bi natancˇno
rocˇno segmentiranje vzelo prevecˇ cˇasa.
V nadaljevanju raziskovanja zˇelimo izboljˇsati delovanje globokega mo-
dela z uporabo vecˇje ucˇne mnozˇice. Prav tako bi izboljˇsali odstranjevanje
napacˇnih oznacˇb z uporabo dodatnih parametrov. Pristop bi preverili tudi
na drugih podatkovnih zbirkah – bodisi zajetih z drugacˇno metodo ali pa
pridobljenih iz drugih vrst celic. Pricˇakujemo, da bi pristop deloval tudi na
podatkih drugih zˇivalskih celic, saj so FV-ji, ki so povzrocˇili najvecˇ napacˇnih
oznacˇb, znacˇilni samo za urotelijske celice. Za zmanjˇsanje sˇtevila FV-jev,
oznacˇenih kot GA, bi lahko poskusili z ucˇenjem vecˇrazredne globoke mrezˇe,
ki bi segmentirala tako GA-je kot FV-je.
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Celica je osnovna gradbena in funkcionalna enota vseh zˇivih bitij. Za
razumevanje njenega delovanja moramo najprej razumeti delovanje vseh nje-
nih delov. S predlaganim pristopom olajˇsujemo pridobivanje podatkov za
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