Abstract-A Voronoi-based strategy is proposed to maximize the sensing coverage in a mobile sensor network. Each sensor is moved to a point inside its Voronoi cell using a coverage improvement scheme. To this end, a gradient-based nonlinear optimization approach is utilized to find a target point for each sensor such that the local coverage increases as much as possible, if the sensor moves to this point. The algorithm is implemented in a distributed fashion using local information exchange among sensors. Analytical results are first developed for the single sensor case, and are subsequently extended to a network of mobile sensors, where it is desirable to maximize network-wide coverage with fast convergence. It is shown that under some mild conditions, the positions of the sensors converge to a stationary point of the objective function, which is the overall weighted coverage of the sensors. Simulations demonstrate the effectiveness of the proposed strategy.
I. INTRODUCTION
T HE coverage optimization problem in mobile sensor networks is concerned with placing the sensors in proper locations in the field such that the area covered by the sensors is maximized. This problem has attracted a great deal of attention in the literature recently. The applications of mobile sensor network coverage (or active sensing) include monitoring dynamic environments, security surveillance, tracking objects with high accuracy, and underwater exploration, to name only a few. In this type of problem, it is desirable to develop distributed deployment algorithms to move the sensors in such a way that the coverage goals are achieved [1] . More advanced strategies also take into consideration some other performance metrics, such as energy efficiency and communication volume between sensors [2] , [3] .
In energy-aware coverage control schemes, the problem is formulated as a multicriteria optimization, where energyrelated metrics are taken into account along with the overall sensing coverage objective [4] , [5] . Vector quantization in source coding and parameter estimation (which is a wellknown problem in the signal-processing literature) requires a codebook to be developed such that a performance metric (such as a signal distortion level) is minimized. It is interesting to note that the Voronoi tessellation can be used efficiently to develop an iterative update rule for optimal quantizers in the aforementioned problem [6] .
Unlike the deterministic sensor deployment strategies where reaching optimal coverage patterns is of more interest [7] , no a priori knowledge of the initial positions of the sensors may be available in dynamic and unknown environments [8] . Practical implementation of coverage optimization strategies in these types of environments is a challenging problem. Depending on the specifics of each application, several issues, such as collision and obstacle avoidance, limited visibility of the sensors, and probabilistic sensing may arise [9] , [10] .
In autonomous distributed coverage control, there is no centralized strategy for steering the mobile nodes, and each agent obtains its target position at different times using the information available to it. For instance, in vector-based algorithms, every sensor moves under a virtual force applied to it based on the positions of the neighboring sensors [11] . The problem of prioritized coverage around a certain point of interest is studied in [12] and localized strategies are proposed to efficiently deploy sensors in polygon layers around the point of interest.
The Voronoi diagram is used in a broad class of coverage techniques to partition the sensing field and find the coverage holes [13] . Gradient descent algorithms are proposed in [2] and [14] for a class of utility functions. In particular, an aggregate objective function is defined in [14] to minimize the cost of points' access to the location of sensors. This approach is further improved in [15] to tackle the problem of outdated position information. However, the coverage maximization problem cannot be cast as an objective function similar to the one in [14] and, hence, one cannot propose a descent algorithm to reach a critical point of the coverage objective function using the approach in [14] .
Two classes of deployment strategies-called basic protocols and virtual movement protocols-are introduced in [16] . Three distributed autonomous strategies, namely, VEC (vector based), VOR (Voronoi based), and minimax are proposed for each class to find a suitable position for every sensor. In [17] , an approach is introduced to steer the mobile sensors to suitable locations in order to cover the holes detected by static sensors such that the overall coverage is maximized. The main drawback of the methods cited in this paragraph is that the next position of each 2325-5870 © 2016 IEEE. Translations and content mining are permitted for academic research only. Personal use is also permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
mobile sensor is selected based on an ad-hoc criterion and there is no guarantee that the local coverage of each sensor increases. A distributed Voronoi-based coverage maximization algorithm is proposed in this paper, where in each round of the algorithm every sensor moves to a local optimum point inside its Voronoi polygon in order to maximize the local coverage within the polygon. The problem is efficiently solved using some nonlinear programming techniques. It is shown that under the proposed strategy, the overall weighted coverage increases in consecutive coverage rounds, and that the positions of the sensors converge to a set of stationary points of the overall weighted coverage of the sensors. The problem of area coverage is also discussed in [2] and the gradient vector is computed for a generic case of multicenter functions. Then, in order to improve the overall covered area by the sensors, a distributed algorithm is proposed which iteratively performs the sequence of linesearch and Voronoi diagram reconstruction procedures. The approach proposed in this paper, on the other hand, reconstructs the Voronoi diagram after properly relocating every sensor within its Voronoi cell. The two algorithms are different in terms of computational requirement, information exchange, and convergence rate.
This paper is organized as follows. The proposed coverage optimization strategy is outlined in the next section, where the optimal sensor placement problem is also introduced. The nonlinear optimization approach to the sensor placement problem is detailed in Section III. Network-wide convergence and performance properties of the presented scheme are described in Section IV and, finally, Section V concludes this paper by summarizing the results.
II. MAXIMUM WEIGHTED COVERAGE PROBLEM
Consider a 2-D convex polygonal sensing field F s with known boundaries and no obstacle. Let n mobile sensors with circular sensing and communication areas be denoted by S 1 , . . . , S n . Assume that the sensors are randomly distributed in the sensing field, with their sensing and communication radii denoted by R s and R c , respectively. Denote also a general point in
T , and the position of sensor S i by x s i , with the corresponding sensing disk D(x s i ). It is assumed that each sensor knows its position with respect to a global coordinate system within the sensing field. Furthermore, a priority function ϕ(q) : F s → R + , where R + = {x ∈ R : x ≥ 0} is given over the target field to determine coverage priority for different points in the field. In other words, this function is also referred to as a weighting function, and specifies the relative importance of coverage for different points inside the field.
The coverage optimization problem aims at maximizing the overall covered area by the sensors. To achieve this goal, a distributed self-deployment strategy, namely, the Max-Area strategy, is developed. Under this strategy, each sensor utilizes the information available to it about the location of itself and its neighboring nodes with the objective of increasing the overall weighted coverage. The strategy consists of iterative steps in every coverage round to obtain the optimal location for each sensor to move to.
Voronoi partitioning is used to divide the target field in each round into convex polygons corresponding to sensing nodes. The Voronoi polygon (or cell) of sensor S i is mathematically defined as It is important to note that any sensor in the network can construct its Voronoi polygon using information about the location of itself and its neighbors in the field [18] .
Definition 1: The total weighted area of the field is defined as the surface integral of the priority function over the entire field. Moreover, the surface integral of the priority function over the area covered by a sensor within its Voronoi cell is defined as the weighted coverage of that sensor. The overall weighted coverage in a sensor network can be expressed as the sum of the weighted coverage of all sensors. In the case where the field is not prioritized (i.e., ϕ(q) = 1, ∀q ∈ F s ), the term "weighted" is omitted from the above definitions. The ratio of the overall weighted coverage in the field to the total weighted area of the field is defined as the coverage factor.
The coverage maximization problem is formulated as
In each step, every sensor constructs its Voronoi cell and finds the optimal point inside the cell from which its weighted coverage is maximized if the sensor moves to that point. In what follows, this problem is outlined as the optimal sensor location problem.
Optimal Sensor Location (OSL) Problem: Consider a sensor S located at x s , with a sensing disk D(x s ) of radius R s and the Voronoi cell Π. The OSL problem aims at finding a point inside Π such that if the sensor moves there, its weighted coverage is maximized. This can be formulated as the following optimization problem:
Let the solution to the above problem be denoted by x * s . The geometric representation of the OSL problem is demonstrated for a simple setup in Fig. 1 . In this figure, it is desirable to maximize the hatched region by properly locating the center of the disk (i.e., x s ) inside the polygon. The normal vector n(q) and gradient vector ∇F (x s ) are important elements of the underlying optimization algorithm, and will be described later.
The problem introduced above is, in fact, a nonlinear optimization problem with linear constraints (imposed by the edges of the polygon). Note that, in general, it is very difficult to express the objective function in terms of x s (which is the decision variable) explicitly. Also, the limited computational capability of the sensors should be taken into account in the design and implementation of any distributed deployment strategy for mobile sensor networks. As one of the contributions of this paper, a gradient-based nonlinear optimization approach is presented in Section III to solve the OSL problem.
The Max-Area strategy for optimizing the overall weighted coverage is described as Algorithm 1 below. Note that the set of nodes which can exchange information with any given node is determined according to the communication range R c . Note also that the algorithm is synchronous in the sense that every coverage round takes place at the same time for different sensors, and all sensors exchange information during the same time interval. Hence, the proposed strategy requires clock synchronization among all sensors. This can be performed by synchronizing the sensors initially, and using a prespecified time interval for every coverage round.
The connectivity of a mobile sensor network can be preserved by using a proper movement protocol (e.g., the one provided in [19] ) during the coverage control process. As long as connectivity is preserved, the Voronoi diagram can be constructed by message propagation through the network. To this end, it is required to find the perpendicular bisectors of all segments connecting a sensor to its neighbors. Each perpendicular bisector is characterized by a row in the matrix representation of the Voronoi cell. Redundant rows need to be removed subsequently to obtain a minimal representation of the Voronoi cell. While finding each Voronoi cell is a small part of the strategy, efficient algorithms exist to perform the required computations to reduce the negative impact of any measurement inaccuracy on the overall performance of the coverage control algorithm. The authors in [18] present a detailed algorithm for the exact calculation of the Voronoi diagram in a distributed fashion. It is assumed throughout this paper that the resulting cells are accurate enough to partition the sensing field (i.e., they cover the entire field and are pairwise disjoint, except at the boundaries of the neighboring cells).
Remark 1: The design parameter ε s determines the convergence time of the movement of the sensors and affects the final coverage factor. This introduces a tradeoff, as a small ε s typically results in slower convergence but with a higher final coverage level.
III. NONLINEAR OPTIMIZATION APPROACH TO THE OSL PROBLEM
A gradient-based optimization algorithm is given in this section, which aims at finding a suitable movement direction p k in an iterative fashion to increase the weighted coverage of a sensor using the gradient of the coverage with respect to the sensor position x s . Given the direction p k , a line-search procedure determines the optimal step size for maximizing the objective function in that direction. The optimization variable is updated in each iteration as follows:
The value of α k is obtained from the line-search procedure as noted before. It is shown later that for the most efficient solution, the movement of the sensor should not be exactly in the direction of the gradient of the objective function; instead, it should be in the direction of a scaled gradient vector. Different elements of this optimization strategy are described in detail in the following subsections.
A. Computation of the Gradient Vector
The gradient of the objective function is computed now using the results of [20] . Consider a region defined by k inequalities h j (x s , q) ≤ 0 for j = 1, . . . , k, where h j (x s , q) is a given boundary function. By concatenation of these boundary functions, this region can be represented by h(
T , and " " denote the element-wise inequality. Without loss of generality, assume that such a representation is minimal in the sense that none of the inequalities is redundant. Also define μ(x s ) = {q ∈ R n : h(x s , q) 0}, and denote the boundary of this set by ∂μ(x s ).
Note that this boundary has k segments, each of which can be expressed as
. Consider the following integral over the region:
where p(., .) is a given function. The gradient of F (x s ) with respect to x s can be computed as [20] 
It is to be noted that the first integral in (5) is a surface integral with the integration variable q, while the others are line integrals with the integration variable L. For the sensor location problem, it is desirable to find the gradient with the integrand p(x s , q) = ϕ(q). Note that a polygon Π withm facets is described by a set ofm linear inequalities as Hq − K 0, where Hm ×2 and Km ×1 are matrices with real entries. On the other hand, a sensing disk of radius R s centered at x s can be expressed as
The intersection of a polygon and a disk is characterized by a portion of the perimeter of the disk and a subset of them facets. Let the set of indices of these facets be represented by m := {1, . . . , m}. With this formulation, one can define h j (x s , q) = H j q − K j for j ∈ m (where H j and K j denote the jth row of the matrices H and K, respectively) and
s . It is desirable now to find the gradient of the objective function using (5) . Since the priority function is independent of x s , thus ∇ x s ϕ(q) = 0, which means that the first term in the right side of (5) vanishes. Also, the first m functions defining the
Thus, the gradient of F (x s ) with respect to the position of the sensor is
where ∂ m+1 μ(x s ) is the portion of the perimeter of the sensing disk which is inside the polygon Π. Note that (6) is, in fact, the integral of a vector normal to the perimeter, pointing out of the sensing disk, and that the result of the integration is also a vector (the normal vector is denoted by n(q) in Fig. 1 ). The points on the perimeter of the sensing disk can be characterized as
where θ ∈ [0, 2π). In fact, θ is the angle of the polar coordinate of the point q over the perimeter of the sensing disk. As a result, q − x s = R s , ∀q ∈ ∂ m+1 μ(x s ), and the normal vector can be expressed as n(q) = [cos θ, sin θ] T . On the other hand, ∂ m+1 μ(x s ) can also be described by a set of arcs defined as
T ∈ Π}. Thus, the integral in the right side of (6) can be rewritten as follows:
where q is given by (7), and dL in (6) is replaced by R s dθ in (8) . According to the above relation, every sensor can obtain the gradient vector numerically. To this end, the interval [0, 2π) is divided into N small sub-intervals, where N is a sufficiently large constant (whose value depends on the desired precision). A sequence of angles is then defined as θ k = 2kπ/N , for k = 0, 1, . . . , N − 1, along with the corresponding points on the perimeter of the sensing disk as
T . An approximate value of the gradient vector is subsequently obtained as follows:
In order to reformulate the underlying optimization problem as a standard minimization problem, defineF (
It is important to note that the sensor is displaced once the iterations in (3) converge to a sufficiently small neighborhood of the local optimum. To distinguish the iteration variable in different steps of (3) from the sensor location, the vector of decision variables is hereafter denoted by x. Hence, the gradient is obtained as
(Note that the vector x will eventually converge to the local optimum x * s .) Relation (10) follows directly from (8) by substituting
T with n(q) and on noting thatF (x s ) = −F (x s ). In order to present the nonlinear optimization approach as one of the main contributions of this paper, some analytical results are first derived in the next subsection.
B. Optimality Conditions
The gradient vector given in the previous subsection is employed here to develop some results which will be used later in the main optimization algorithm. To this end, the Karush-KuhnTucker (KKT) optimality conditions are obtained in the sequel to demonstrate the key features of the constrained nonlinear optimization problem introduced in Section II [21, p. 342] .
Theorem 1: The solution to the OSL optimization problem either lies on the boundary of the Voronoi polygon or is a stationary point of the objective function. In other words, at least one of the following conditions holds:
In addition, for any positive-valued function ϕ(q), the first condition holds at the optimum and x * s ∈ ∂Π.
Proof: Let x * s be a local minimum of the following general nonlinear optimization problem:
The KKT optimality conditions state that there exists a vector μ 0 (where denotes the element-wise inequality), such
For the OSL problem, the inequalities describing each Voronoi cell are expressed as g(x) = Hx − K 0 with the gradient ∇g(x) = H. The local optimum either lies on the boundary of the polygon (in which case condition ii) of the theorem holds) or belongs to its interior. If x * s is an interior point of the polygon, the constraints hold in a strict sense (i.e., g(x) ≺ 0) which yields μ = 0. This, in turn, implies that condition i) of the theorem holds.
For the last part of the theorem, a proof by contradiction is presented now. Assume that ϕ(q) is a positive-valued function, and the local optimum is located on the boundary ∂Π. For each facet of the polygon described by g i (x) = 0, the gradient ∇g i (x) is a vector perpendicular to the facet and points outward. Let this point belong to facet 1. If it is on a vertex of the polygon, say on the intersection of facets 1 and 2, then g 1 (x * s ) = 0 and g 2 (x * s ) = 0; otherwise, only g 1 (x * s ) = 0. For the latter case, it follows that g j (x * s ) = 0, ∀j ∈ {2, . . . ,m} and from the KKT conditions μ j = 0, ∀j ∈ {2, . . . ,m}. Again, the KKT conditions lead to
(Note that μ 1 ≥ 0). Multiplying both sides of (12) by the vector ∇g 1 (x * s ) T from the left yields an inner product as follows:
It is to be noted that in relation (13) the inner product of the vectors ∇g 1 (x * s ) and n(q) is considered for every point q which belongs to the perimeter of the sensing disk and is inside the Voronoi polygon. Since it is assumed in the proof of this part that the optimum belongs to the boundary of the Voronoi polygon (i.e., x * s ∈ ∂Π), it can be observed that the convexity of the Voronoi polygon ensures an obtuse angle between the vectors ∇g 1 (x * s ) and n(q) (except for the pathological case of n(q) being tangent to the Voronoi facet); hence, their inner product is a negative value. This means that for any positivevalued function ϕ(q), the right-hand side of (13) is negative while its left-hand side is positive.
In the case when a vertex is the local optimum, two constraints corresponding to facets 1 and 2 are met at x * s , as noted before. Then, it follows from the corresponding KKT conditions that:
Multiplying both sides of (14) by the transpose of the vector in the left-hand side yields
Similar to the previous case, the term in the left-hand side is positive but both terms of the right-hand side are negative, which is a contradiction. Hence, the initial assumption that the local optimum is located on the boundary ∂Π cannot be true.
The analytical results given above can be used to define a criterion for the termination of the iterative nonlinear optimization algorithm. Moving in a descent direction, the local optimum is reached at the boundary of the Voronoi polygon unless the gradient becomes zero elsewhere. In particular, since by definition the priority function is always positive, the stationary point of the generated sequence can be determined by the gradient measure only.
C. Line Search
Once a descent direction is obtained, it is of great importance to find an appropriate step size associated with it. Several linesearch methods exist in the literature but, in particular, consider the following problem:
For a given functionF (x), this is an optimization problem in scaler α and can be solved using simple optimization methods. However, in the OSL problem, the objective function is not available explicitly and, hence, conventional optimization techniques cannot be used. Alternatively, one can use a direct line search to find the optimal value of α by iteratively evaluating the objective function on the selected line. This requires the computation of the weighted intersected area of the polygon and the sensing disk, while the center of the disk moves on the selected line. Such a computation is time-consuming in general, and to avoid it, a line search is proposed here based on information obtained from the gradient vector. To this end, it is important to note that differentiating the functionF (x k + αp k ) with respect to the parameter α yields p
This means that at the optimum, the gradient is perpendicular to the search direction p k . Define the function
One can find the root of M (α) numerically (e.g., using the Newton-Raphson search). Obviously, this is computationally less demanding than the direct line-search approach.
In some iterations, the optimal value of α might lead to a point x k+1 outside the Voronoi polygon. A projection procedure can be used to handle such cases as spelled out in the next subsection.
D. Projection Onto the Voronoi Polygon
In order to ensure the convergence of the iterations to the solution of the constrained optimization problem, it is important to project the generated point at each iteration onto the feasible set, if it does not already belong to that set. Let the projection of a point x 0 ∈ Π onto Π, denoted by [x 0 ] Π , be defined as
The above minimization problem seeks the nearest point to x 0 inside Π and constitutes a quadratic programming problem. However, the convexity of the Voronoi polygons as well as the simplicity of the corresponding geometry makes the projection a rather straightforward problem. The following lemma states that the projected point is either a vertex of the Voronoi polygon or a foot of a perpendicular drawn from x 0 to a facet of the polygon. 
Then
where
Proof: Assume x 0 is not an interior point of Π (note that the projection applies to points outside the Voronoi polygon). Considering the KKT optimality conditions for the quadratic programming problem (18) with (x − x 0 )
T (x − x 0 ) as the objective function and g(x) = Hx − K 0 as the constraint, one can write
The solution should clearly be a boundary point of the polygon.
(Note that the second relation requires that μ = 0, and the first relation holds only if x = x 0 while x 0 does not belong to Π.) Assume now that the solution x lies on the ith facet but is not a vertex. This means that μ j = 0 for j ∈m − {i}, which yields
where H i is the ith row of the matrix H. Thus, the vector (x − x 0 ) is perpendicular to the ith facet (as is the vector H T i ). This implies that the projection of any given point onto the Voronoi polygon is either a vertex of the polygon, or the foot of the perpendicular to a facet.
It follows from the above lemma that the search for finding the projected point can be limited to the elements of the set A, whose size is, at most, 2m. Note that A is, in fact, the set of the feet of the perpendicular to the facets of the polygon, and the vertices of the polygon. Using the above lemma, one can easily apply the projection method by checking only a few points on the polygon, and choosing the nearest one as the projected point.
E. Scaled Gradient Projection Algorithm
The basic gradient projection algorithm, where the search direction p k is proportional to the gradient of the objective function, might exhibit a zigzag pattern while approaching the local optimum. This phenomenon is observed in the present problem too, as the points obtained in the OSL problem zigzag around the optimal point. As a remedy, one can scale the descent direction using some information about the objective function. In this approach, a scaled version of the direction p k is sought in the gradient direction as
where M k is a positive definite scaling matrix which needs to be chosen properly. It is known that using the Hessian of the objective function as the scaling matrix provides good convergence properties for the iterative optimization ([22, p. 233]). Accordingly, a scaled gradient projection method is presented here based on the relation
In the OSL problem, the computation of the Hessian matrix and its inverse can be cumbersome. To remedy this situation, one can use an approximation of the Hessian matrix at each iteration. To this end, a well-known approach called BFGS update (Broyden-Fletcher-Goldfarb-Shanno) is used here [23] , where an approximation of the inverse of the Hessian matrix is obtained iteratively, with an arbitrary positive definite matrix (e.g., the unity matrix) as the initial value. The resulting approximate matrix is updated at each iteration in such a way that its positive-definiteness is preserved. Define s k and y k as follows:
and denote by H inv,k the approximation of the inverse of the Hessian matrix. The BFGS update can be performed as [23, p. 470 ]
Equation (24) can then be rewritten as
To find an appropriate termination condition for the proposed iterative algorithm, two different cases are considered here: 1) the local optimum is located inside the polygon and 2) it is located on the boundary. For the first case, ∇F (x k ) is small enough to deduce that the current x k is in a sufficiently small neighborhood of the local optimum. Since the updating formula for H inv,k uses the difference of the gradient vectors in the last two steps of the algorithm, the value of y k can also be used as a termination condition, for the numerical stability of the algorithm. On the other hand, if x * s belongs to ∂Π, it is obviously equal to [x * s ] Π . In other words, a sufficiently small value of s k in this case represents a "small" neighborhood of the local optimum.
Following the above discussion, one can choose three small positive numbers ε 1 , ε 2 , and ε 3 , and then compare them with ∇F (x k ) , y k , and s k , respectively, in each round of the algorithm. As soon as any of these values becomes smaller than the corresponding constant, the algorithm terminates. This will hereafter be referred to as the termination condition.
Using the results obtained thus far, the nonlinear optimization approach for solving the OSL problem is provided as Algorithm 2 below. (10), and substitute in (28) to find
Compute the value of ∇F (x k+1 ). 7) Check the termination condition; if it is satisfied, then set x * s = x k+1 and terminate the algorithm. Otherwise, go to the next step.
and
9) Set k = k + 1 and go to step 2.
To illustrate the above algorithm, consider the OSL problem for a Voronoi polygon shown in Fig. 2 . Let the sensing radius be R s = 1.5 m, and the coverage priority of the field be characterized by a nonuniform priority function given below
To clarify the procedure, the level sets of the objective function are also depicted in the figure. Note that the objective function in the OSL problem implicitly takes the required constraints into account. As a result, the level sets are not centered around the maximum of ϕ(q) which occurs atq = [2.8, 1] T . In fact, placing the sensor atq would lead to poor weighted coverage (note thatq is outside the polygon and, hence, part of the covered area of the corresponding sensor falls outside the polygon, which, by definition, is not accounted for in the weighted coverage). Starting from the initial point x 0 = [2. 5, 3.7] T , the points generated in the first two steps of the algorithm fall outside the polygon and, hence, the projection procedure is applied to them. The path toward the optimum under the proposed algorithm is also shown in Fig. 2 . To better illustrate the projection results, a zoomed view of the points near the boundary of the polygon is also depicted in Fig. 3 . It can be observed from this figure that the algorithm converges in only five steps, and arrives at x * s = [1.80, 2.05]
T . Remark 2: Note that new measurements are not required during the iterations of the proposed optimization procedure. In other words, the sensor does not need to move before the termination of the iterations in the optimization algorithm. The sensor physically moves to its new location once the optimum is obtained inside the polygon.
Remark 3: Finding the optimal solution inside a Voronoi polygon requires several line-search procedures as described in this paper. The method proposed in [2] requires an information exchange after each line search while the technique introduced here needs to exchange information only after the sensor moves to the desired point. This comes at the cost of increased computational requirements for the approach proposed here. On the other hand, the algorithm in [2] , unlike the one proposed here, does not provide any specific line-search method, and does not address the case where a point generated in an iteration falls outside the Voronoi cell.
Example 1: Let the Max-Area strategy be applied to a network of 36 mobile sensors in a 50 × 50 m square field, with the sensing priority function given by
where α = 0.01. Let also R s and R c be equal to 1 m and 30 m, respectively, and the initial sensor configuration (with the corresponding Voronoi diagram) be as depicted in Fig. 4 . The trajectories of the sensors under the Max-Area strategy as well as the final positions of the sensing disks after 10 rounds of the algorithm are depicted in Fig. 5 . The initial coverage factor in this example is 4.1%, which increases to 11.8% in 10 rounds. The relatively short trajectories and 7.7% improvement in the overall weighted coverage confirm the effectiveness of the Max-Area strategy in this example.
IV. NETWORK-WIDE CONVERGENCE AND COVERAGE PERFORMANCE
In this section, it is shown that under the Max-Area strategy, the overall weighted coverage is increasing in consecutive coverage rounds. It is also shown that under some mild conditions, the positions of the sensors under the Max-Area strategy converge to a set of stationary points of the network-wide objective function, which is the overall weighted coverage.
A. Convergence of Sensor Movements
The following notation will be used to characterize different sets of points in this subsection.
•
is the Voronoi polygon containing sensor S i , at the beginning of the kth round. • Ψ(k − ) is the overall covered region at the beginning of the kth round, that is, the region in the field which is covered by the sensors at the beginning of the kth round.
is the coverage of sensor S i at the beginning of the kth round, that is, the region inside Π i (k − ) covered by sensor S i at the beginning of the kth round. (Note that Ψ i (k − ) is equal to the intersection of Π i (k − ) and the coverage disk of sensor S i .)
covered by sensor S i if it moves to the candidate point obtained in the kth round. Hence, given the Voronoi diagram at the beginning of the kth round, Ψ i (k − ) and Ψ i (k + ) are, respectively, the areas covered by the ith sensor inside its Voronoi polygon if it stays at its current location and if it moves to the candidate point. It is important to note that the Voronoi polygon changes if the sensor inside it moves. Therefore, Π i (k − ) will not be the Voronoi polygon of sensor S i if it moves to the candidate point obtained in the kth round, although it will be used to compare the weighted coverage of the sensor from both points.
• Ψī(k − ) is the region inside Π i (k − ) covered by the neighboring sensors of S i at the beginning of the kth round.
• Ψī(k + ) is the region inside Π i (k − ) covered by the neighboring sensors of S i at the end of the kth round.
Definition 2:
The ith cross-coverage region is the region inside Π i (k − ) that would not be covered by the ith sensor but would be covered by its neighbors, once the sensors are located at their positions at the end of the kth coverage round. This region, which is denoted by Λ i (k + ), can be described as the set of weighted points belonging to Ψī(k + ) but not to
. It is to be noted that region Λ i (k − ) (which can be defined analogously based on the network configuration at the beginning of the kth round) is of no interest in the formulation of the results because as pointed out later, it is always empty.
The convergence of the Max-Area strategy in a mobile sensor network is addressed in the next theorem.
Theorem 2:
Assume that a set of n mobile sensors is driven by the Max-Area strategy in a target field which is partitioned by the Voronoi polygons at the beginning of each coverage round. Then, the trajectories of the sensors converge to a set of points (possibly infinitely many) for which the overall weighted coverage is the same, regardless of how the sensors' positions are chosen among the points. Moreover, before reaching the steady state, the overall weighted coverage under the Max-Area strategy increases in each round.
Proof: From the properties of the Voronoi diagram, any point inside Π i (k − ), which is covered by a neighboring sensor, is certainly covered by S i as well. In fact, denoting the position of sensor S i by x s i , and a neighboring sensor S j by x s j , the definition of the Voronoi diagram implies that a point q belongs to Π i (k − ) if and only if it is closer to S i than to any other sensor; hence,
is covered by the neighboring sensor S j , it implies that d(q, x s j ) ≤ R s , where R s is the sensing range. On the other hand, it is known that d(q, x s i ) ≤ R s , which means that q is also covered by S i . Thus,
Since any pair of the sets
can only intersect on the boundaries, the area of
where |.| denotes the area of the corresponding region (which is a positive real number). Sensor S i will move if and only if
Note that due to the movement of sensors, the polygon Π i ((k + 1) − ) is, in general, not the same as Π i (k − ) and, consequently, the area |Ψ i ((k + 1) − )| might not be the same as |Ψ i (k − )|. However, it is shown next that the overall weighted coverage would be increasing. Let the region Ψ((k + 1) − ) be partitioned by the polygons
(which correspond to the previous round). One can write
This means that the overall weighted coverage at the end of the coverage round is the sum of the coverage of all Voronoi cells, which is, in fact, the union of Ψ i (k + ) and Λ i (k + ) over all Voronoi cells. However, Definition 2 implies that Λ i (k + ) and Ψ i (k + ) have no intersection and, therefore, the area of their union is simply |Ψ i (k + )| + |Λ i (k + )|. Adding up these areas over all cells results in (33). The inequalities
, that is, the overall weighted coverage either increases or remains unchanged after each round.
The Max-Area procedure with a prescribed precision margin ε s can be viewed as a discrete-time mapping, where at each time instant, the position of every sensor is updated based on the solution of the OSL problem. Let this mapping be denoted by T ε s . Also, denote by X s (k) the vector containing the positions of the sensors in the kth coverage round. The evolution of this vector can then be modeled as a nonlinear dynamic system X s (k + 1) = T ε s (X s (k) 
Note that according to the definition of M , the overall weighted coverage is the same for any X s in M . To prove the convergence of the sensor trajectories, it is also required to show that under the proposed strategy, the largest invariant set in M cannot contain a trajectory of X s . To this end, it is straightforward to prove that if the overall weighted coverage is constant, then the positions of the sensors driven by MaxArea strategy will not change. This is equivalent to showing that if any sensor moves, then the overall weighted coverage will not remain the same. Note that if a sensor moves during a coverage round, then (32) holds for some i ∈ n. This means that |Ψ i (k + )| in the right-hand side of (33) is strictly greater than
, for some i ∈ n and, as a result, the overall weighted coverage would be increasing. This also proves the last part of the theorem.
B. Network-Wide Performance of the Max-Area Strategy
Theorem 2 states that for any positive ε s , the convergence of the movement of the sensors and monotonic increase of the coverage factor are guaranteed under the proposed strategy. The following theorem states that when every sensor reaches its local optimum or a sufficiently close neighborhood of it (inside its Voronoi polygon), the network-wide sensor configuration will be a stationary point of the overall weighted coverage as a function of the positions of the sensors. Hence, a local optimum (or a sufficiently close neighborhood of it) is asymptotically reached by the proposed distributed iterative algorithm. 
Then, x 0 s is a stationary point of |Ψ|, as
Proof: Denote by N i the set of indices of the neighboring sensors of S i , and by h ji the facet of Π i generated by the perpendicular bisector of the segment x s i x s j . Partition the covered region by Voronoi polygons, and note that
where Ψ i (x s 1 , . . . , x s n ) is the region inside the ith Voronoi polygon covered by sensor S i . Note that the boundary of the region Ψ i consists of circular arcs (the segments of the sensing circle of S i ) and straight edges (each of which is part of a facet of Π i or possibly a boundary of the sensing field). Let the set of indices of those sensors whose Voronoi polygons share an edge (the entire edge or part of it) with Ψ i be represented by t = {i 1 , . . . , i t } ⊆ N i . The value of |Ψ i | is, in general, a function of x s i and x s j , j ∈ t (note that the boundaries could change when the neighboring sensors change their positions). The Voronoi polygon was fixed in the OSL problem and the covered area was optimized with regard to x s i only. However, the effect of x s j and j ∈ t needs to be taken into account when analyzing the network-wide steady-state topology. The perpendicular bisector of the segment x s i x s j is described by
for any j ∈ t. Recall the following properties of the polygon Π i :
(note that ∂ m+1 μ(x s i ) represents the circular arcs on the boundary of Ψ i ). The first property holds for every Voronoi polygon at the beginning of the coverage round when the Voronoi diagram is constructed based on the current positions of the sensors. The second property, however, does not hold at the beginning of the coverage round. By assumption, at the end of the coverage round, sensor S i moves to the local optimum inside Π i , at which time the second property holds. The first property, however, does not hold for this sensor configuration because the Voronoi polygons are constructed based on the positions of the sensors at the beginning of the coverage round, which are different from those at the end of the round. Eventually, at the stationary point of the Max-Area strategy, both properties hold for all sensors. Note that in steady state
In order to prove (35) in the steady state, using the second property of Voronoi polygons described before, one needs to show that in the steady state
From the procedure given in Section III-A, compute the gradient of the area |Ψ i | as well as the area |Ψ j | covered in the neighboring polygon Π j , with regards to the position of sensor S i . It follows from the expression μ(x s i ) = {q ∈ R n : h(x s i , q) ≤ 0} that this function depends on the position of S i and those of its neighboring sensors. The gradient of |Ψ i | is obtained as follows:
Note that the boundaries are fixed in the OSL problem, which implies that ∇ x s i h ji = 0 for j ∈ t and, hence, the gradient turns out to have the same form as (6 
Then, the relation (39) follows from the second property of the Voronoi polygon Π i noted earlier for the steady-state configuration. Usually, gradient-based nonlinear optimization algorithms can only guarantee that the limit point of the generated sequence is stationary. This means that the optimality of the result needs to be substantiated. However, as shown in the proof of convergence in Theorem 2, under the Max-Area strategy, the covered area increases in every round of the algorithm.
The authors observed by simulation that when the number of sensors in the field is large enough to cover the entire field and the value of ε s is sufficiently small, full coverage will be achieved under the Max-Area method, regardless of the initial positions of the sensors (this point will be addressed in the next example). Note that if ε s is not small enough, the results of Theorem 2 still hold but the algorithm may converge to a nonstationary suboptimal solution, although in such cases, the energy consumption of the sensors is typically smaller.
Example 2: To illustrate the coverage performance of the Max-Area strategy, assume that 50 identical sensors with R s = 4 m and R c = 25 m are deployed in a sensing field depicted in gray in Fig. 6 . Assume also that the sensors are initially located inside the 15 m × 15 m dashed square in the bottom left of the field. Using the Max-Area strategy with ε s = 0.01% for the termination condition, the trajectories depicted in Fig. 6 are obtained. The initial coverage factor in this example is 15.8%, and after 301 rounds of the Max-Area algorithm, it increases to 97.9%. The final positions of the sensors along with the corresponding Voronoi diagram and sensing circles are shown in Fig. 7 . The average time of all computations for finding the Voronoi cell and solving the optimization problem for a sensor in each coverage round is about 0.98 s on a computer with an Intel Pentium 4, 3.2-GHz processor with 4 GB of RAM.
As stated earlier, coverage factor and convergence speed of the Max-Area strategy highly depend on the value of ε s . The present example illustrates this dependency. This is performed by running seven simulations for different values of ε s . The results are demonstrated in Fig. 8 , which show that for small values of ε s , the final overall coverage approaches the total area of the field. Moreover, for larger values of ε s , "good" coverage is achieved (although it is not globally optimal) with a higher convergence rate. It is to be noted that in a practical setup, such an analysis plays a key role in determining the performance of any coverage control algorithm. 
V. CONCLUSION
A distributed sensor deployment technique, namely, the Max-Area strategy, is proposed in this paper to maximize sensing coverage in a mobile sensor network. The algorithm iteratively updates the Voronoi diagram of the sensors and optimally places each sensor inside its Voronoi cell. Using a scaled gradient projection algorithm, a method is developed for a single sensor in a prioritized region to maximize its weighted coverage in the Voronoi polygon. It is shown that the proposed strategy leads to a monotonic increase in the overall weighted coverage, and that the resulting steady-state configuration of the sensors is a stationary point for the overall weighted coverage. An investigation of the convexity and other properties of the underlying optimization problem and the effect of inaccurate sensor measurements are interesting problems for future research.
