In this paper, we provide a control-theoretic perspective on optimal tensor optimization algorithms for minimizing a convex function in a finite-dimensional Euclidean space. Given a function Φ : R d → R that is convex and twice-continuously differentiable, we study an ordinary differential equation (ODE) that is governed by the gradient operator ∇Φ and a positive control parameter λ(t) that tends to infinity as t → +∞. The tuning of λ(·) is achieved via a closed-loop control law based on the algebraic equation [λ(t)] p ∇Φ(x(t)) p−1 = θ for a given θ > 0. We prove the existence and uniqueness of a local solution to this closed-loop ODE by the Banach fixed-point theorem. We then present a Lyapunov function that allows us to establish the existence and uniqueness of a global solution and analyze the convergence properties of trajectories. The rate of convergence is O(t −(3p+1)/2 ) in terms of objective gap and O(t −3p ) in terms of squared gradient norm. We present two frameworks for implicit time discretization of the ODE, one of which generalizes the large-step A-HPE framework of [46] , and the other of which leads to a new p-th order tensor algorithm. A highlight of our analysis is that we show that all of the p-th order optimal tensor algorithms in this paper minimize the squared gradient norm at a rate of O(k −3p ).
Introduction
The interplay between continuous-time and discrete-time perspectives on dynamical systems has had a major impact on optimization theory. Classical examples of this interplay include (1) the interpretation of steepest descent and proximal algorithms as the explicit (forward) and implicit (backward) time discretization of the negative gradient flow, and (2) the explicit discretization of Newton-like and Levenberg-Marquardt regularized ODEs [3, 13, 2, 15, 9, 43, 14, 1] , which give the standard and regularized Newton's algorithms. One particularly salient way that these connections have spurred research is via the use of Lyapunov functions to transfer asymptotic behavior and rates of convergence between continuous time and discrete time.
Recent years have witnessed a flurry of new research focusing on continuous-time perspectives on Nesterov's accelerated gradient algorithm (NAG) and related methods [52] . These perspectives arise from derivations that obtain ODEs as limits of discrete dynamics [59, 39, 10, 8, 29, 11, 54] , multiscale limits that yield high-resolution ODEs [55] , damped inertial ODEs [17, 22, 6, 7] , control-theoretic formulations [41, 37, 30, 47] and Lagrangian and Hamiltonian frameworks [62, 18, 42, 28] . Examples of hitherto unknown results that have arisen from this line of research include the fact that NAG achieves a fast rate of o(k −2 ) and O(k −3 ) in terms of objective gap [10] and squared gradient norm [55] , respectively.
Continuous-time perspectives have also been brought to bear in analysis of Newton-type algorithms, including Levenberg-Marquardt regularized ODE and an ODE with Hessian-driven damping term; see [3, 13, 2, 15, 43, 14, 1, 5, 12] . Beyond this line of work, however, most of the focus in using continuous-time perspectives to shed light on acceleration has been in the setting of first-order dynamics. As noted in several recent papers [4, 51, 31, 38, 23] , there is a significant gap in our understanding of accelerated p-th order tensor algorithms with p ≥ 2, with existing algorithms and analyses being much more involved than in the first-order setting.
In this paper, we show that a continuous-time perspective helps to bridge this gap and yields a unified perspective on first-order and higher-order acceleration. We refer to our work as a controltheoretic perspective, as it involves the study of a dynamical system that can be viewed as a closed-loop control system. In particular, we study the following second-order closed-loop ODE (1.1) with variables (x, λ, a) and parameters c, θ > 0, for p ∈ {1, 2, . . .}: (1.1)
Here the initial condition satisfies x 0 ∈ R d \ {x ∈ R d | ∇Φ(x) = 0} and x 0 ∈ R d . A key ingredient in this formulation is the algebraic equation [λ(t)] p ∇Φ(x(t)) p−1 = θ. This equation generalizes a similar equation appearing in [5] for modeling a proximal Newton algorithm. We show that it provides the key for understanding optimality in accelerated optimization. Throughout the paper, unless otherwise indicated, we assume that Φ : R d → R is convex and twice continuously differentiable and argmin Φ is nonempty.
As we shall see, our main results on the existence and uniqueness of solution and convergence properties of trajectories are valid under this general assumption. we also believe that this general setting paves the way for extensions to nonsmooth convex functions or maximal monotone operators (replacing the gradient by the subdifferential or the operator), but we do not pursue those extensions in the current paper.
The main contributions of our work are the following:
1. We study the second-order closed-loop ODE (1.1) and prove that it has a unique local solution (Theorem 2.5). In the special case in which p = 1 and c = 0, λ(·) reduces to a constant and the ODE becomes the high-resolution ODE of [55] . Thus our work generalizes the high-resolution framework. To the best of our knowledge, this is the first ODE framework for modeling the optimal p-th order tensor algorithms when p ≥ 2, providing a general framework for understanding optimal acceleration in convex optimization.
2. We present a general Lyapunov function that allows us establish global existence and uniqueness (Theorem 3.1) and analyze properties of the trajectories of the ODE (1.1). In particular, we derive a convergence rate of O(t −(3p+1)/2 ) in terms of objective gap and O(t −3p ) in terms of squared gradient norm (Theorem 3.4).
3. We provide two frameworks for deriving discrete-time algorithms from our continuous-time dynamics via implicit discretization (1.1). One of these frameworks generalizes the large-step A-HPE framework [46] . We also present an iteration complexity analysis for these frameworks, obtaining convergence rates for both the objective gap and squared gradient norm (Theorem 4.2 and 4.7). 4 . We combine the algorithmic frameworks with an approximate tensor subroutine, yielding a suite of p-th order tensor algorithms for minimizing a convex smooth function Φ which has Lipschitz pth order derivatives. The resulting algorithms include not only existing optimal p-th order tensor algorithms [31, 38, 23] but also include a new optimal p-th order tensor algorithm. We also show that all of the p-th order optimal algorithms minimize the squared gradient norm at a rate of O(k −3p ) (Theorem 4. 16 and 4.19) .
Related works. In addition to the work mentioned above, we provide a few additional remarks regarding related work on accelerated first-order and high-order algorithms for convex optimization.
A significant body of recent work in convex optimization focuses on understanding the underlying principle behind Nesterov's accelerated first-order algorithm (NAG) [52, 51] , with a particular focus on the interpretation of Nesterov acceleration as a time discretization of a continuous-time dynamical system [39, 59, 10, 53, 8, 61, 55, 29, 47, 11, 54] . In addition, a line of new first-order algorithms [18, 65, 42, 56, 63] have been obtained from the continuous-time dynamics by various numerical integration strategies. In particular, Zhang et al. [65] applied Runge-Kutta integrators to the accelerated continuoustime dynamics and showed that the resulting algorithm is faster than NAG when the objective function is sufficiently smooth and when the order of the integrator is sufficiently large. Maddison et al. [42] introduced conformal Hamiltonian dynamics and showed that the algorithms obtained by explicit Euler integrator converge at a linear rate under certain smoothness conditions. Shi et al. [56] emphasized the advantages of symplectic Euler integrator over explicit and implicit Euler integrators. However, none of these results are suitable for modeling the optimal acceleration in the setting of high-order algorithms.
Research on acceleration in the second-order setting dates back to Nesterov's accelerated cubic regularized Newton algorithm (ACRN) [48] and Monteiro and Svaiter's accelerated Newton proximal extragradient (A-NPE) [46] . Baes [16] improved the complexity bounds for these algorithms by extending the ACRN algorithm to a p-th order tensor algorithm with the convergence rate of O(k −(p+1) ). This extension was also revisited by Nesterov [50] with a discussion on the efficient implementation of third-order tensor algorithm. Meanwhile, within the alternative A-NPE framework, a p-th order tensor algorithm was studied [31, 38, 23] and shown to achieve a convergence rate of O(k −(3p+1)/2 ), matching the oracle lower bound [4] . Beyond the setting of Lipschitz continuous derivatives, high-order algorithms and their accelerated variants have been adapted for more general setting with Hölder continuous derivatives [33, 34, 36, 35] and an optimal algorithm is known [58] . Additionally, high-order algorithms have been proposed to solve nonconvex and even nonconvex nonsmooth optimization problems [20, 21, 44, 26, 25, 24] . Unfortunately, owever, the derivations of these algorithms do not flow from a single underlying principle but tend to involve case-specific algebra. As in the case of first-order algorithms, one would hope that a continuous-time perspective would offer unification, but he only work that we are aware of that has used a continuous-time perspective is [58] , and the connection to dynamical systems in that work is limited. (Aspects of the algorithm, including the conditions (5.67) and (5.68), do not have a continuous-time interpretation, and the framework reduces to a low-resolution ODE in the first-order setting, an ODE which has been proven as an inaccurate surrogate [55] ).
Organization. The reminder of the paper is organized as follows. In Section 2, we study the ODE (1.1) and prove the existence and uniqueness of a local solution by using the Banach fixedpoint theorem. In Section 3, we show that the ODE (1.1) permits a Lyapunov function framework for analyzing the existence and uniqueness of a global solution and the convergence property of trajectories. In Section 4, we present two conceptual algorithmic frameworks for discretizing the closed-loop ODE. We provide an iteration complexity analysis for our algorithms and prove that the resulting p-th order tensor algorithm is optimal. In Section 5, we conclude our work with a brief discussion on future research directions.
Notation. For a vector x ∈ R d , we let x denote the Euclidean norm and denote the δ-
and denote the associated operator norm as 
Given a tolerance ǫ ∈ (0, 1), the notation a = O (b(ǫ)) and a = Ω (b(ǫ)) stand for the upper and lower bounds a ≤ C 1 b(ǫ) and a ≥ C 2 b(ǫ), respectively, where C 1 , C 2 > 0 are independent of ǫ. Similarly, the notation a = O(b(ǫ)) indicates that the previous inequality may depend on a logarithmic function of ǫ.
The Second-Order Closed-Loop ODE
In this section, we study the second-order closed-loop ODE in (1.1). We start by analyzing the algebraic equation [λ(t)] p ∇Φ(x(t)) p−1 = θ with a fixed parameter θ ∈ (0, 1). We then proceed to prove the existence and uniqueness of a local solution to the ODE (1.1) by using the Banach fixed-point theorem. We conclude this section by discussing some ODEs that exemplify our general framework.
Algebraic equation
In this subsection, we study the algebraic equation,
that links λ > 0 and x ∈ R d in (1.1). For ease of presentation, we define ϕ :
We first consider the mapping ϕ(λ, ·) where λ > 0 is a given fixed value.
Proposition 2.1 Given Φ ∈ F(R d ) and given λ > 0, the mapping ϕ(λ, ·) satisfies 1. ϕ(λ, ·) is locally Lipschitz at any point x satisfying ∇Φ(x) = 0;
2. ϕ(λ, x) = 0 if and only if ∇Φ(x) = 0.
Proof. Since Φ ∈ F(R d ), ∇Φ is continuously differentiable and hence locally Lipschitz. For p = 1, ϕ(λ, ·) is a constant function and hence locally Lipschitz everywhere. For p ≥ 2, we note that the function x 1−1/p is locally Lipschitz at any point x > 0. Thus, by standard arguments we obtain that ∇Φ(x) p−1 p is locally Lipschitz at any point x satisfying ∇Φ(x) = 0. This means that there exists δ > 0 and L > 0 such that
Therefore, we conclude that
which implies the first desired result. In addition, since λ > 0, we obtain that ϕ(λ, x) = 0 if and only if ∇Φ(x) = 0 which implies the second desired result.
We proceed to consider the mapping ϕ(·, x) for a given x ∈ R d with ∇Φ(x) = 0.
Proposition 2.2 Assume that Φ ∈ F(R d ) and ∇Φ(x) = 0, the mapping ϕ(·, x) satisfies:
1. ϕ(·, x) is linear, strictly increasing and ϕ(0, x) = 0;
2. ϕ(λ, x) → +∞ as λ → +∞.
Proof. By the definition of ϕ, the mapping ϕ(·, x) is linear and hence continuous, and ϕ(0, x) = 0. Since ∇Φ(x) = 0, we have that ∇Φ(x) is strictly positive and ϕ(·, x) is strictly increasing. Since ϕ(·, x) is linear and strictly increasing, ϕ(λ, x) → +∞ as λ → +∞.
In view of Proposition 2.2, for any x ∈ R d with ∇Φ(x) = 0, there exists a unique λ > 0 such that ϕ(λ, x) = θ 1/p . Thus it suffices to analyze the dependence of λ on x. For θ ∈ (0, 1), we define Ω ⊆ R d and Λ θ (x) : Ω → (0, ∞) as follows:
We now analyze the properties of the set Ω and the mapping Λ θ (·).
Proof. Since x ∈ Ω, we have Λ θ (x) > 0. Then we obtain by the second claim in Proposition 2.1 that Ω = {z ∈ R d | ϕ(Λ θ (x), z) > 0}. Thus, it suffices to show that there exists δ > 0 such that
By the definition of Λ θ and ϕ, we have
By the triangle inequality and using Proposition 2.1 again, we have
Since ϕ(Λ θ (x), ·) is locally Lipschitz around the point x, there exist δ ′ > 0 and L > 0 such that
The desired result follows from letting δ = min{δ ′ ,
Proposition 2.4 Assume that Φ ∈ F(R d ) and θ ∈ (0, 1), Λ θ is continuous and locally Lipschitz on Ω and √ Λ θ is locally Lipschitz on Ω.
Proof. The first claim follows from the definition of Λ θ and the fact that ∇Φ(x) > 0 on Ω. For any x ∈ Ω, we have ∇Φ(x) = 0. Since Φ ∈ F(R d ), ∇Φ is continuously differentiable and hence locally Lipschitz. For p = 1, Λ θ is a constant function and hence locally Lipschitz on Ω. For p ≥ 2, we note that the function x −(p−1)/p is locally Lipschitz at any point x > 0. Thus, by standard arguments, we obtain that ∇Φ(x)
is locally Lipschitz at any point x satisfying ∇Φ(x) = 0. This means that there exist δ > 0 and L > 0 such that
Putting these pieces together yields that
By a similar argument we obtain that √ Λ θ is also locally Lipschitz on Ω.
Existence and uniqueness of a local solution
In this subsection, we prove the existence and uniqueness of a local solution of the second-order closedloop ODE (1.1) by appeal to the Banach fixed-point theorem. First, we reformulate the ODE (1.1) as an autonomous ODE using the results in the previous subsection. Indeed, by multiplying both sides of the first equation in the ODE (1.1) by a(t)/ȧ(t) we obtain:
Letting z 1 (t) = a(t) a(t)ẋ (t) and z 2 (t) =ȧ(t)∇Φ(x(t)), we havė
Plugging these equations in (2.4) yields:
Integrating this equality over the interval [0, t] yields:
Note that it is not restrictive to assume that
implies that the problem is already solved. Using the definition of a, the algebraic equation, and the initial condition (x(0),ẋ(0)) = (x 0 , x 0 ), we have
Plugging these equations into (2.5) together with the definition of z 1 and z 2 yields that
This implies that the ODE (1.1) is equivalent tȯ
(2.6)
With the notation Λ θ (x) : Ω → (0, ∞) in (2.2), this ODE can be formulated as an autonomous ODE given byẋ (t) +ȧ (t)
We rewrite the ODE (2.7) in the compact forṁ
where the vector field F : [0, +∞) × Ω → R d is defined by
The standard approach for proving the existence and uniqueness of a local solution involves showing that F (t, x) is continuous in t and Lipschitz in x and then using the Cauchy-Lipschitz theorem [27,
ds also depends on x. But the ODE (2.8) is well defined, and the strategy we employ for showing this is the Banach fixed-point theorem. More precisely, we construct the Picard iterates ψ k and appeal to the Banach fixed-point theorem [32] to show that the limit of ϕ k is a local solution on the interval [0, t 0 ] for some t 0 > 0. The local uniqueness is then implied by the uniqueness of the Banach fixed point.
We state our main result on the existence and uniqueness of a local solution here, deferring the proof to Appendix A.
Theorem 2.5 Assume that x 0 ∈ Ω and Φ ∈ F(R d ), there exists t 0 > 0 such that the ODE (2.8) has a unique solution x : [0, t 0 ] → R d . Equivalently, the ODE (1.1) has a unique solution (x, λ, a) : [0, t 0 ] → R d × (0, +∞) × (0, +∞).
Discussion
In the special case where c = 0 and p = 1, the ODE (1.1) becomes
This is the high-resolution ODE which Shi et al. [55] have shown provides a more accurate surrogate for gradient-based optimization algorithms than the low-resolution ODE [59, 8] . Notably, this highresolution ODE distinguishes between continuous versions of Nesterov's accelerated gradient (NAG) and Polyak's heavy ball algorithms. This ODE (2.9) is also related to the second-order dynamics with Hessian-driven damping studied by Attouch et al. [12] :
for characterizing fast inertial algorithms. The difference between these two ODEs lies in the coefficient of ∇Φ(x(t)) which is dependent on t in the ODE (2.9) but fixed in the ODE (2.10). Turning to Newton-like and Levenberg-Marquardt regularized ODEs, our ODE is related to the following second-order continuous dynamical inertial Newton system [2] :
This ODE has strong asymptotic stabilization properties and a fast convergence rate [13, 9] . Recently, Maingé [43] has extended the ODE (2.11) with a maximal monotone operator A and showed that its limit as γ → 0 is the following Levenberg-Marquardt regularized dynamical system:
This ODE has been shown to be well defined and stable with robust asymptotic behavior [14, 1] . As a further example, Alvarez and Pérez [3] introduced a dynamics based on the regularization of the potential function Φ(·, ǫ) → Φ as ǫ → 0,
which can handle general regularization algorithms. However, all of these dynamical systems are aimed at interpreting standard and regularized Newton algorithms and fail to explain why accelerated Newton proximal extragradient [46] is the optimal second-order algorithm. Very recently, Attouch et al. [5] proposed a proximal Newton algorithm for monotone inclusions by studying a closed-loop system that incorporates an algebraic equation. The resulting ODE is different from ours, however, and it only achieves a convergence rate of O(t −2 ) in terms of objective gap. Finally, we compare our ODE (1.1) with existing ODE frameworks for modeling high-order tensor algorithms [62, 58] . In particular, making use of a variational framework, Wibisono et al. [62] 1 derived the following ODE:ẍ
Compared to our ODE (1.1), the ODE (2.12) is a low-resolution ODE without the Hessian-driven damping term. Accordingly, it only achieves a convergence rate of O(t −(p+1) ) in terms of objective gap. Very recently, Song and Ma [58] studied the following dynamics:
Solving the minimization yields z(t) = x 0 − t 0ȧ (s)∇Φ(x(s))ds. Plugging this back and rearranging yields:ẍ
Compared to our ODE (1.1), the ODE in (2.13) is also a low-resolution ODE without Hessian-driven damping. However, the ODE (2.13) is an open-loop system in which a(t) needs to be specified autonomously. [58] do not provide results on the existence and uniqueness of their ODE.
Lyapunov Function
In this section, we construct a Lyapunov function E(t) for analyzing the global existence and uniqueness and the convergence property of trajectories. The Lyapunov function framework permit a principled way to investigate the properties of the ODE (1.1); in particular, the rate of decrease of E(t) together with the algebraic equation allow us to establish optimal convergence rates for both the objective gap and squared gradient norm.
Existence and uniqueness of a global solution
In this subsection, we use the Lyapunov framework toprove that the ODE (1.1) has a unique global solution under some regularity conditions. Our main theorem on the existence and uniqueness of a global solution is as follows.
Theorem 3.1 Assume that x 0 ∈ Ω and Φ ∈ F(R d ) satisfies the regularity condition that λ(t) is absolutely continuous on any finite bounded interval. Then the ODE (1.1) has a unique global solution
Intuitively, λ(t) links to the gradient norm ∇Φ(x(t)) via the algebraic equation and tends to infinity as t → +∞. Since we are interested in the worst-case convergence rate of the trajectories, which corresponds to the worst-case iteration complexity of discrete-time algorithms, it is reasonable to assume that λ(t) will not dramatically change; see [15] for the same condition on the regularization parameter in Levenberg-Marquardt regularized ODEs.
To construct a Lyapunov function for the ODE (1.1) or the ODE (2.6) we proceed as follows. We
We then define a continuous-time Lyapunov function as follows:
where x * ∈ argmin x∈R d Φ is an optimal solution. We provide two technical lemmas for characterizing the descent property of this Lyapunov function and the boundedness property of the local solution
Proof of Theorem 3.1: We are ready to prove our main result on the global existence and uniqueness of the ODE (1.1) under the regularity condition. Indeed, let us consider a maximal solution of the
The existence of a maximal solution follows from a classical argument relying on the existence and uniqueness of a local solution of the ODE (1.1) (cf. Theorem 2.5). Let us prove that the maximal solution is a global solution, i.e., T max = +∞ under the regularity condition that λ(t) is absolutely continuous on any finite bounded interval. Indeed, the regularity condition implies that λ(t) is bounded for any t ∈ [0, T max ). In addition, by Lemma 3.3, x(t) is also bounded on the interval [0, T max ). This implies thatẋ(t) is bounded on the interval [0, T max ) by considering the first equation in the ODE (2.6).
Putting these pieces together yields that x(t) is Lipschitz continuous on [0, T max ) and there exists
Using the regularity condition with T max < +∞, λ(t) is bounded on [0, T max ] and the algebraic equation implies thatx ∈ Ω. Using Theorem 2.5 with an initial data (x, λ(T max ), a(T max )), we extend the solution to a strictly larger interval which contradicts the maximality of (x, λ, a). Therefore, we conclude that the ODE (1.1) has a unique global solution (x, λ, a) :
Rate of convergence
In this subsection, we establish a convergence rate for global solutions of the second-order closed-loop ODE (1.1).
and the squared gradient norm satisfies 
). In fact, the squared gradient norm minimization is generally of independent interest [49, 55, 35] and its analysis involves different techniques.
Before presenting the proof of our main Theorem 3.4, we present a technical lemma.
Proof. The proof is exactly the same as that in Lemma 3.2 for any t ∈ [0, +∞).
In view of Lemma 3.5, the convergence rate in terms of Φ(x(t)) − Φ(x * ) and inf 0≤u≤t ∇Φ(x(u)) 2 depends on the lower bound of a(t). When p = 1, we observe that λ(t) is a constant control and a lower bound for a(t) is provided by
where c, θ > 0 are defined in the ODE (1.1). In contrast, the algebraic equation exists and significantly affects the lower bound of a(t) when p ≥ 2. In what follows, we derive such a lower bound explicitly.
is a global solution to the ODE (3.1) with p ≥ 2, the following statement holds true:
Since
Equivalently, we have t 0 a(s)
Furthermore, by the Hölder inequality, we have
.
Since a(t) is nondecreasing and
We then follow the proof for the Bihari-LaSalle inequality [40, 19] and derive an lower bound for a(t).
In particular, let y(t) be defined by
ds.
Then y(0) = 0 and y(t) ≤ 4C(ẏ(t)) p+1 p−1 for all t ∈ (0, +∞). This implies thaṫ
Equivalently, by the definition of y(t), we have
This together with (3.7) yields
which implies the desired inequality.
Proof of Theorem 3.4: We first derive the upper bound for the objective gap. In particular, by Lemma 3.5, the Lyapunov function E(t) is nonnegative and nonincreasing. This implies that E(t) ≤ E(0) for any t ≥ 0:
By Lemma 3.6, we obtain
This implies that
We note that inf 0≤u≤t ∇Φ(x(u)) p+1 p
2p . Putting these pieces together
This completes the proof of Theorem 3.4.
Discussion
Why is proving global existence and uniqueness for the ODE (1.1) hard without the regularity condition? The ODE (1.1) differs from the Newton-like and Levenberg-Marquardt regularized ODEs [15, 9, 14, 1, 5] due to its incorporation of the algebraic equation and the fact that the evolution dynamics depends on λ via a andȧ. This makes it challenging to control the lower bound on gradient norm ∇Φ(x(t)) or an upper bound on the control parameter λ(t) in the ODE (1.1), while ∇Φ(x(t)) ≥ ∇Φ(x(0)) e −t or . Thus we can not exclude the case of λ(t) → +∞ on the bounded interval without the regularity condition and we accordingly fail to establish the global existence and uniqueness. We consider it an interesting open problem to derive the regularity condition rather than imposing it as an assumption.
Note that the Lyapunov function (3.2) is composed of a sum of the mixed energy 1 2 v(t) − x * and the potential energy a(t)(Φ(x(t)) − Φ(x * )). This is similar to the Lyapunov functions developed for analyzing the convergence of Newton-like dynamics [15, 14, 1, 5] and the low-resolution and highresolution ODEs of [64] and [55] . In particular, Wilson et al. [64] provided a unified time-dependent Lyapunov function framework based on the Bregman divergence and showed that their framework is equivalent to Nesterov's estimate sequence technique in a number of cases, including quasi-monotone subgradient, accelerated gradient descent and conditional gradient. Our Lyapunov function in (3.2) is slightly different from these previous Lyapunov functions in that v is not the standard momentum term depending onẋ but depends on x, λ and ∇Φ; see the first equation in the ODE (3.1). Exploring the physical intuition behind the variable v is interesting but beyond the scope of this paper.
Discrete-Time Optimal Tensor Algorithms
In this section, we first propose two conceptual algorithmic frameworks via implicit time discretization of the ODE (3.1). We also provide a relative error tolerance for the subproblem [57, 45] and a large-step condition [46, 5] . We show that both of these algorithmic frameworks have a solid theoretical foundation. We also derive specific p-th order tensor algorithms by instantiating the conceptual algorithmic frameworks with an approximate tensor subroutine [50] . These algorithms not only recover the existing optimal p-th order tensor algorithms [31, 38, 23] but lead to a new optimal p-th order tensor algorithm.
Conceptual algorithmic frameworks
In this subsection, we study two conceptual algorithmic frameworks for convex optimization. These frameworks can be interpreted as the discrete versions of the ODE (3.1) with c = 0 and another equivalent ODE with c = 2 respectively; see the derivation in Appendix C. The equivalent ODE is defined in terms of the variables (x, v, λ, γ) as follows:
Recall that the ODE (3.1) with c = 0 has the following form:
We proceed to our proposed discretization.
1. First, by the definition of a(t), we have [ȧ(t)] 2 = λ(t)a(t) and a(0) = 0. An implicit time discretization yields (A k+1 − A k ) 2 = λ k+1 A k+1 and A 0 = 0. Letting a k+1 = A k+1 − A k , we obtain
where the second equality is equivalent to the following equality:
2. Second, an implicit time discretization ofv(t) +ȧ(t)∇Φ(x(t)) = 0 yields:
Rearranging this equality yields
4. Fourth, an implicit time discretization of [λ(t)] p ∇Φ(x(t)) p−1 = θ leads to a large-step condition:
We notice that an exact proximal point iteration (4.4) can be rewritten as the following proximal inclusion-equation system [5] :
For a scalar ε ≥ 0, the classical Legendre-Fenchel ε-subdifferential of a proper closed convex function f is defined by
We are therefore motivated to introduce a relative error tolerance [57] for the subproblem (4.4). In particular, we find λ k+1 > 0 and a triple (x k+1 , w k+1 , ε k+1 ) such that
where w k+1 is used instead of ∇Φ(x k+1 ) in (4.3). In addition, we relax (4.5) by a large-step condition as follows:
We present our first conceptual algorithmic framework formally in Algorithm 1.
Algorithm 1 Conceptual Algorithmic Framework I STEP 0: Let x 0 , v 0 ∈ R d , σ ∈ (0, 1) and θ > 0 be given, and set A 0 = 0 and k = 0. STEP 1: If 0 = ∇Φ(x k ), then stop. STEP 2: Otherwise, compute λ k+1 > 0 and a triple (
STEP 4: Set k ← k + 1, and go to STEP 1.
Remark 4.1 The conceptual algorithmic framework in Algorithm 1 recovers the large-step A-HPE framework as proposed in [46] for unconstrained convex optimization. In particular, our framework is equivalent to the large-step A-HPE framework with y =ỹ by letting p = 2 and changing the notation of (x, v,ṽ, w) to (y, x,x, v) in [46] .
We now consider the ODE (4.1) with c = 2 which has the following form:
Again, we proceed to a discretization via a sequence of steps.
A simple explicit-implicit time discretization implies that γ 0 = 1 and
Equivalently, we have
3. Third, we obtain by pluggingγ(t) = −α(t)γ(t) and
An explicit-implicit time discretization implies that
Rearranging this equality yields:
We apply a similar approximation as in Algorithm 1, including a relative error tolerance for subproblem (4.10)
,
and a large step condition: λ k+1 x k+1 −ṽ k p−1 ≥ θ. We present our second conceptual algorithmic framework formally in Algorithm 2. To the best of our knowledge, the conceptual algorithmic framework in Algorithm 2 is new. While the two conceptual algorithmic frameworks we have presented are discrete versions of the same ODE (3.1) with different value of c, the procedure Algorithm 2 is based on a new estimate sequence which is different from that used in Algorithm 1.
Complexity analysis for Algorithm 1
In this subsection, we study the iteration complexity of Algorithm 1. We analyze Algorithm 1 in several special settings; e.g., p = 2 [46] and based on an approximate tensor subroutine [31, 38, 23] .
The following theorem can be viewed as a generalization of [46, Theorem 4.1].
Theorem 4.2 (Iteration Complexity for Algorithm 1) Assume that Φ ∈ F(R d ) and let d 0 be the distance of v 0 to the optimal solution set. For every integer k ≥ 1, the objective gap satisfies
Algorithm 2 Conceptual Algorithmic Framework II STEP 0: Let x 0 , v 0 ∈ R d , σ ∈ (0, 1) and θ > 0 be given, and set γ 0 = 1 and k = 0. STEP 1: If 0 = ∇Φ(x k ), then stop. STEP 2: Otherwise, compute λ k+1 > 0 and a triple (
. STEP 4: Set k ← k + 1, and go to STEP 1.
To prove Theorem 4.2, we first quote some technical results derived in [46] for the large-step A-HPE framework. Since the difference between Algorithm 1 and the large-step A-HPE framework only lies in the algebraic equation, these results hold true for Algorithm 1 as well.
Lemma 4.3 (Theorem 3.6 [46] ) Let x * be the projection of v 0 onto a set of optimal solutions of Φ and let d 0 be the distance of v 0 to the optimal solution set. Then, for every integer k ≥ 1,
As a consequence, for every integer k ≥ 1, it holds that Φ(
Lemma 4.4 (Lemma 3.7 [46] ) For every integer k ≥ 0, it holds that A k+1 ≥ √ A k + 1 2 √ λ k . As a consequence, the following statements hold:
Proposition 4.5 (Proposition 3.9 [46] ) For every integer k ≥ 1 and σ < 1,
Before giving the proof of our main result, we present a technical lemma giving a lower bound for A k . Similar results has been derived in special settings; e.g., p = 2 [ 
Proof. For p = 1, the large-step condition implies that λ j ≥ θ. Thus, we have A k ≥ θk 2 4 and (4.11) holds. For p ≥ 2, we first use the large-step condition in STEP 2 of Algorithm 1 and obtain k j=1
(4.12)
By the Hölder inequality, we have
(4.13)
, we obtain by plugging (4.12) into (4.13) that k j=1
Letting
We claim that, for every integer k ≥ 1,
Plugging (4.16) into (4.15) yields that
. Therefore, we conclude that
Equivalently, by the definition of y k , we have
This together with (4.14) yields that
which implies the desired inequality (4.11). Then it remains to prove the claim (4.16). We observe that (4.16) is equivalent to
for t = y k−1 /y k . By the definition of y k , we have t ∈ (0, 1). So it suffices to show that (4.17) holds for any t ∈ (0, 1). Letting g(t) = 1 − t 2 p+1 , g(t) is convex for t ∈ (0, 1) since p ≥ 1. Therefore, we have 
Moreover, by Proposition 4.5 and Lemma 4.6, we have
We observe from STEP 2 of Algorithm 1 that
Putting these pieces together yields:
This completes the proof of Theorem 4.2.
Complexity analysis for Algorithm 2
In this subsection, we study the iteration complexity of Algorithm 2 and provide a detailed proof based on a new estimate sequence.
Theorem 4.7 (Iteration Complexity for Algorithm 2) Assume that Φ ∈ F(R d ) and let d 0 be the distance of v 0 to the optimal solution set. For every integer k ≥ 1, the objective gap satisfies
In what follows, we present two lemmas and one proposition that pertain to Algorithm 2 and which are the analogs of Lemma 4.3 and 4.4 and Proposition 4.5 for Algorithm 1 and the large-step A-HPE framework. The proofs are given in Appendix C.
Lemma 4.8 Let x * be the projection of v 0 onto a set of optimal solutions of Φ and let d 0 be the distance of v 0 to the optimal solution set. Then, for every integer k ≥ 1,
As a consequence, for every integer k ≥ 1, we have
If σ < 1 is further assumed, we have k j=1 1
Lemma 4.9 For every integer k ≥ 0, it holds that
As a consequence, the following statements hold:
(a) For every integer k ≥ 0, it holds that
Proposition 4.10 For every integer k ≥ 1 and σ < 1, we have w k ∈ ∂ ε k Φ(x k ) and there exists
Before giving the proof of the main result, we present a technical lemma giving an upper bound for γ k .
Lemma 4.11 For p ≥ 2 and every integer k ≥ 1, we have
Proof. For p = 1, the large-step condition implies that λ j ≥ θ. Thus, we have γ k ≤ 4 θk 2 and (4.18) holds. For p ≥ 2, we first use the large-step condition in STEP 2 of Algorithm 2 and obtain
(4.19)
(4.20)
Applying a similar argument as in Lemma 4.6, we have
This together with (4.21) yields that
which implies the desired inequality (4.18) . This completes the proof.
Proof of Theorem 4.7: For every integer k ≥ 1, by Lemma 4.8 and Lemma 4.11, we have
Moreover, by Proposition 4.10 and Lemma 4.11, we have
As in the proof of Theorem 4.2, we conclude that
This completes the proof of Theorem 4.7.
Gradient norm minimization for optimal tensor algorithms
In this subsection, we present two different optimal p-th order tensor algorithms for minimizing Φ ∈ F p ℓ (R d ). These are instantiations of Algorithm 1 and 2 respectively. The former derivation recovers existing optimal p-th order tensor algorithms [31, 38, 23] while the latter one is new. We also provide one hitherto unknown result that shows that all of these optimal p-th order tensor algorithms minimize the squared gradient norm at a rate of O(k −3p ). Similar results for the optimal first-order and second-order algorithms have been shown in [55, 46] .
Recall that the exact proximal iteration x from v with stepsize λ > 0 is defined as
The algorithms of this subsection are based on either an inexact solution of the following minimization problem used in [38] , 23) or an exact solution solution of the following minimization problem used in [31, 23] :
The unique solution x v of (4.23) is characterized by the optimality condition λ∇Φ v (
To this end, we consider the following notation for the approximate subroutine for (4.23) which can be viewed as a special case of the approximate tensor subroutine introduced by [38] .
Definition 4.12 Given (λ, v) ∈ (0, +∞) × R d andσ > 0, the vector x ∈ R d is called aσ-approximate Tensor solution of (4
The following two propositions show that either an approximate Tensor solution of (4.22) or an exact solution of(4.24) can be used to generate a triple (x, w, ε) satisfying
We provide the details for the sake of completeness. We present the first optimal p-th order tensor algorithm formally in Algorithm 3.
Algorithm 3
Optimal p-th order Tensor Algorithm I [31, 38, 23] STEP 0: Let x 0 , v 0 ∈ R d ,σ ∈ (0, 1) and 0 < σ l < σ u < 1 such that σ l (1 +σ) p−1 < σ u (1 −σ) p−1 and σ =σ + σ u < 1 be given, and set A 0 = 0 and k = 0. STEP 1: If 0 = ∇Φ(x k ), then stop. STEP 2: Otherwise, compute a positive scalar λ k+1 with aσ-approximate Tensor solution x k+1 ∈ R d of (4.22) satisfying
or an exact solution x k+1 ∈ R d of (4.24) satisfying Proof. Given that (x k , v k ) k≥1 is generated by Algorithm 3, we let w k = ∇Φ(x k ) and ε k = 0. Then v k+1 = v k − a k+1 ∇Φ(x k+1 ) = v k − a k+1 w k+1 . Using Proposition 4.13 with aσ-approximate Tensor solution x k+1 ∈ R d of (4.22) at (λ k+1 ,ṽ k ), we conclude that a triple (x k+1 , w k+1 , ε k+1 ) ∈ R d × R d × (0, +∞) satisfies (4.25). Furthermore, since θ = σ l p! 2ℓ ∈ (0, 1) and σ =σ + σ u < 1, we have
Using the same argument with Proposition 4.14 and an exact solution x k+1 ∈ R d of (4.24) yields the same result with θ = (p−1)! 2ℓ . Putting these pieces together yields the desired conclusion.
By Proposition 4.15, the iteration complexity results derived for Algorithm 1 hold for Algorithm 3. We present the result with θ = σ l p! 2ℓ in the following theorem. 
Algorithm 4 Optimal p-th order Tensor Algorithm II STEP 0: Let x 0 , v 0 ∈ R d ,σ ∈ (0, 1) and 0 < σ l < σ u < 1 such that σ l (1 +σ) p−1 < σ u (1 −σ) p−1 and σ =σ + σ u < 1 be given, and set γ 0 = 1 and k = 0. STEP 1: If 0 = ∇Φ(x k ), then stop. STEP 2: Otherwise, compute a positive scalar λ k+1 with aσ-approximate Tensor solution x k+1 ∈ R d of (4.22) satisfying
or an exact solution x k+1 ∈ R d of (4.24) satisfying
. STEP 4: Set k ← k + 1, and go to STEP 1. and the squared gradient norm satisfies
Proof. This result follows from Theorem 4.2 and Proposition 4.15 with θ = σ l p! 2ℓ .
Remark 4.17 Note that this result has been derived in the case of p = 2 in [46, Theorem 6.4], and a similar result for p = 1 for Nesterov's AGD has also been derived previously [55] . Also, the first part on the objective gap with ∀p ≥ 1 has been derived independently in [ We present the second optimal p-th order tensor algorithm formally in Algorithm 4. Proof. We omit the proof since it is essentially the same as that of Proposition 4.15.
By Proposition 4.18, the iteration complexity results derived for Algorithm 2 hold for Algorithm 4. We present the result with θ = σ l p! 2ℓ in the following theorem.
Theorem 4.19 (Iteration Complexity for Algorithm 4) Assume that Φ ∈ F p ℓ (R d ) and let d 0 be the distance of v 0 to the optimal solution set. For every integer k ≥ 1, the objective gap satisfies
and the squared gradient norm satisfies
Proof. This result follows from Theorem 4.7, Proposition 4.18 and the fact that θ = σ l p! 2ℓ .
Remark 4.20 The STEP 2 of Algorithm 3 and 4 can be solved efficiently using bisection strategies; see [38, 23] for the details.
Discussion
We note that the framework obtained by the implicit discretization of the ODE (3.1) is a generalization of the large step A-HPE framework [46] . The resulting optimal tensor algorithms include a line of existing optimal high-order algorithms [31, 38, 23] . This verifies the value of our control-theoretical viewpoint on optimal algorithms. Furthermore, the implicit discretization of the ODE (4.1) provides a theoretically sound algorithmic framework which does not appear in the literature. Furthermore, a line of high-order algorithms [33, 36, 35, 58] were developed for minimizing a (uniform) convex function with Hölder continuous derivatives. Among them, the only algorithm with the continuous-time interpretation is the UUA algorithm [58] . However, the derivation is mostly based on clever case-specific algebra rather than the time discretization of the continuous-time vanilla proximal method (VPM). For example, the key criterion (5.67) and (5.68) in the UUA algorithm are imposed only for constructing a non-increasing potential function E k ; see [58, Page 14] . Interestingly, we identify that (5.67) and (5.68 ) also correspond to a generalization of a(t) = 1 4 ( t 0 λ(s)ds) 2 and the algebraic equation in our ODE (1.1). Therefore, it seems a gap between the continuous-time VPM and the UUA algorithm. In contrast, our algorithms are derived from the ODE (1.1) with a clear continuous-time interpretation. While the STEP 2 of our algorithms is analogue to the criterion in the UUA algorithm, these conditions are rigorously derived from a relative error tolerance and a large step condition, which can be viewed as the relaxed discrete-time versions of the proximal inclusion-equation system and the algebraic equation in the ODE (1.1).
Finally, we note that a variety of new discrete-time fast algorithms [65, 42, 63] have been derived from continuous-time perspective with theoretical guarantee under certain condition. In particular, Wilson et.al. [63] accelerated the rescaled gradient algorithms proposed in [62] and showed that the resulting first-order algorithms achieve the same convergence rate as optimal tensor algorithms. However, the assumption on the strong smoothness of the objective is necessary and might be restrictive in real application. In contrast, all the optimization algorithms developed in this paper are applicable for general convex and smooth problems with the optimal rate of convergence.
Conclusions
In the paper, we presented a second-order closed-loop ODE framework for deriving and analyzing optimal tensor algorithms for smooth convex optimization. This new framework provides a systematic way to derive discrete-time p-th order optimal tensor algorithms for p ≥ 2. A key ingredient our framework is the algebraic equation, which disappears in the setting of p = 1, but is essential for deriving optimal acceleration methods for p ≥ 2. Our framework allowed us to show that all of the p-th order tensor algorithms we discussed minimize the squared norm of the gradient at a fast rate of O(k −3p ) for smooth convex optimization.
This work opens several avenues for future research. In particular, it is of interest to bring our perspective together with the Lagrangian and Hamiltonian frameworks that have proved so productive in recent work [62, 28] , as well as the control-theoretic viewpoint of [41, 37] . We would hope for this study to provide additional insight into the geometric or dynamical role played by the algebraic equation for modeling the continuous-time dynamics. Moreover, we wish to study possible extensions of our framework to nonsmooth optimization by using differential inclusions [61] and monotone inclusions. The idea is to consider the setting in which 0 ∈ T (x) where T is an operator in a Hilbert space [15, 5, 22, 7] . Finally, a direct time discretization of the ODE (1.1) and its variants cannot recover Nesterov's optimal high-order tensor algorithms [51, Section 4.3] . Thus, it is of interest to investigate the continuous-time limit of Nesterov's algorithms and see whether the algebraic equation plays a role in their analysis.
A Proof of Theorem 2.5 By Proposition 2.3 and using the fact that x 0 ∈ Ω, there exists δ > 0 such that B δ (x 0 ) ⊆ Ω. By the definition of Λ θ and using the fact that Φ ∈ F(R d ), we obtain that Λ θ (z) and ∇Φ(z) are both bounded for any z ∈ B δ (x 0 ). Putting these pieces together yields that there exists M > 0 such that
This implies that, for any function x which is continuous on [0, 1] and
Note that the set of such functions is not empty since a constant function x = x 0 is one element. Letting t 1 = min{1, δ/M }, we define X as the space of all continuous functions x on [0, t 0 ] for some t 0 < t 1 with a graph being entirely inside the rectangle [0, t 0 ] × B δ (x 0 ). For any x ∈ X, we define:
We summarize a number of facts about this operator as follows:
Thus, x(t) stays in Ω for any t ∈ [0, t 0 ] and the integrand F (s, x(s)) is well defined and continuous.
(b) z(t) is continuous since x and F are both continuous.
Putting these pieces together yields that T maps the space X to itself. Furthermore, by the fundamental theorem of calculus, we obtain thatż(t) = F (t, x(t)). Using a classical argument of ODE theory, x is a solution to the ODE (2.8) if and only if x is a fixed point of T . More specifically, we consider the following Picard iterates {ψ k } k≥0 with ψ(t) = x 0 and ψ k+1 = T ψ k , k ≥ 0.
By the Banach fixed-point theorem, the Picard iterates converge to the fixed point of T if X is an non-empty complete metric space and T is a contraction mapping from X to X.
(a) Recalling that X is the space of all continuous functions x on [0, t 0 ] for some t 0 < t 1 with a graph being entirely inside the rectangle [0,
By the classical arguments, it is straightforward to check that d is a metric and (X, d) is a complete metric space; see [60] for the details.
(b) We show that T is a contraction mapping for some t 0 < t 1 . In particular, recall that x(t) ∈ B δ (x 0 ) for any t ∈ [0, t 0 ] when t 0 < t 1 , Λ θ (x(t)) and ∇Φ(x(t)) are both bounded; that is to say, there exists M 1 , M 2 > 0 such that
By Proposition 2.4, we know that Λ θ and √ Λ θ are both continuous and locally Lipschitz on Ω. Since B δ (x 0 ) ⊆ Ω is a bounded set, there exists L 1 , L 2 > 0 such that, for any
Since Φ ∈ F(R d ), ∇Φ is continuously differentiable and hence locally Lipschitz. This means that
In addition, we also note that, for any t ∈ [0, t 0 ],
Then we proceed to the main proof and obtain by using the triangle inequality that
Finally, we conclude that
For the term III, we use the similar argument and obtain that
Combining (A.9), (A.10) and (A.11) yields that
where M ′ is a constant defined by
This completes the proof of Theorem 2.5.
B Technical Details in Section 3
In this section, we provide proofs of the remaining results in Section 3.
B.1 Proof of Lemma 3.2
By the definition of the Lyapunov function (3.2), we obtain that its time derivative is
andv(t) = −ȧ(t)∇Φ(x(t)) (cf. the first equation in (3.1)). Putting these pieces together with (B.1) yields that ∇Φ(x(t) ) .
By the convexity of Φ, we have
Sinceȧ(t) ≥ 0, we have I ≤ 0. Furthermore, the second equation in (3.1) implies thaṫ
Thus, we have
Combining with the algebraic equation implies that
Putting all these pieces together yields the desired inequality.
B.2 Proof of Lemma 3.3
By Lemma 3.2, the Lyapunov function E(t) is nonnegative and nonincreasing on the interval [0, t 0 ]. This implies that
Thus, v(t) is bounded for any t ∈ [0, t 0 ]. Furthermore, we have Noting that v(t) − x * ≤ 2E(0), we have
Using the Hölder inequality and the fact that a(t) is monotonically increasing, we have Putting these pieces together yields that
Thus, x(t) is also bounded for any t ∈ [0, t 0 ].
C Technical Details in Section 4
In this section, we provide derivations and proofs of the remaining results in Section 4.
C.1 Derivation of the ODE (4.1)
In this section, we show that the ODE (4.1) is equivalent to the ODE (3.1). Recalling that the ODE (3.1) is in the form ofv (t) +ȧ(t)∇Φ(x(t)) = 0
By the definition of a(t), we haveȧ
Recalling that
we haveγ
Putting these pieces together yields that the ODE (3.1) is equivalent tȯ
which is exactly the ODE (4.1).
C.2 Technical lemmas
To prove Theorem 4.7, we first state the following elementary result for the future reference.
Proof. By the definition of α k+1 in Algorithm 2, we obtain that α = α k+1 > 0 satisfies that
where the last equality is due to the inductive formula for γ k in STEP 3 of Algorithm 2.
In order to analyze the properties of the sequence {v k } and {x k }, we introduce the affine maps φ k :
and the aggregate quadratic maps Γ k : R d → R recursively as
Lemma C.2 For every integer k ≥ 0, the following statements hold:
a. φ k+1 is affine and φ k+1 ≤ Φ;
b. Γ k is quadratic with
Proof. We first prove (a). By the definition in (C.1), φ k+1 is affine. Since w k+1 ∈ ∂ ε k+1 Φ(x k+1 ), we obtain from the definition of the Legendre-Fenchel ε-subdifferential in (4.6) that φ k+1 ≤ Φ. Furthermore, we note that the definition in (C.2) implies that Γ k is quadratic and we can prove that Γ k ≤ (1 − γ k )Φ + γ k Γ 0 by an induction argument. Since γ 0 = 1, this inequality holds when k = 0. Assuming that the inequality holds for ∀j ≤ k, we have
Since φ k+1 ≤ Φ and γ k+1 = (1 − α k+1 )γ k , we have
Since φ k+1 is affine for ∀k ≥ 0, the recursive formula (C.2) implies that ∇ 2 Γ k+1 = (1 − α k+1 )∇ 2 Γ k . Since ∇ 2 Γ 0 = γ 0 and γ k+1 = (1 − α k+1 )γ k , we have ∇ 2 Γ k = γ k I d for all k ≥ 0. We prove (c) by an induction argument. By the definition of Γ 0 , the equality holds when k = 0. Assuming that the equality holds for ∀j ≤ k, we have
Since γ k+1 = (1 − α k+1 )γ k , we have
where the last equality is due to the inductive formula for v k in STEP 3 of Algorithm 2.
The following proposition is presented in [46, Lemma 3.3] and will be used in the subsequent analysis.
Proposition C.3 Letṽ,x,w ∈ R d and scalars λ > 0, ε, σ ≥ 0 be given. Then the inequality
Letting β k = inf v∈R d Γ k (v) − Φ(x k ), it follows from the definition of Γ 0 (x) in (C.2) and the fact that γ 0 = 1 that β 0 = 0. We present a recursive inequality for β k in the following lemma.
Lemma C.4 For every integer k ≥ 0, we have
Proof. For any v ∈ R d , we defineṽ = (1 − α k+1 )x k + α k+1 v. Note that by the definition ofṽ k in STEP 2 of Algorithm 2 and the affinity of φ k+1 , we havẽ 
By the definition of β k , we have Γ k (v k ) = Φ(x k ) + β k . Plugging this and γ k+1 = (1 − α k+1 )γ k into the equality yields
Using (a) of Lemma C.2 yields Φ(x k ) ≥ φ k+1 (x k ). Therefore, we conclude that
By the definition of φ k in (C.1), we have
Considering Proposition C.3 with λ = λ k+1 ,ṽ =ṽ k ,x = x k+1 ,w = w k+1 and ε = ε k+1 . Then
Combining (C.6) and (C.7), we have
Finally, the desired inequality (C.3) directly follows from that β k+1 = inf v∈R d Γ k+1 (v) − Φ(x k+1 ).
C.3 Proof of Lemma 4.8
It suffices to prove the first inequality which immediately implies the other result. Indeed, by using Lemma C.4, it holds for every integer j ≥ 0 that
Summing up this inequality over j = 0, 1, . . . , k − 1 and using the fact that β 0 = 0, we conclude that
By the definition of β k , we have
Using (b) and (c) of Lemma C.2 that, it holds for any v ∈ R d ,
Putting these pieces together with γ 0 = 1 yields that
Rearranging this inequality with v = x * yields the desired inequality.
C.4 Proof of Lemma 4.9
Combining [α k+1 ] 2 = λ k+1 γ k+1 (cf. Lemma C.1) and the update formula for γ k in STEP 3 of Algorithm 2 implies that 1
Since γ k > 0, we have
Since λ k+1 > 0, we have
which implies that 
C.5 Proof of Proposition 4.10
The proof is based on the techniques derived in [46, Proposition 3.9] . We provide the details for the sake of completeness. For every integer k ≥ 1, we define
with the convention 0/0 = 0. Then STEP 2 of Algorithm 2, the nonnegativity of ε k and the triangle inequality imply that
This implies that λ k τ k ≤ x k −ṽ k−1 2 for any k ≥ 1. By Lemma 4.8, we have
Combining the above inequality with the definition of τ k yields the desired inequality.
