Stability of generalized d'Alembert and Jensen equations
Equations (A), (A f g ), and (J) has been investigated by Badora, Ger, Kannappan, Kim, Ng, Sinopoulos, Stetkaer, Székelyhidi, Yang, and so forth [1, 2, 6, [9] [10] [11] [12] [13] [14] [15] .
The superstability of these equations (A f g ), (A g f ) was investigated in [9, 10, 14] . Given mappings f ,g : G → C, we define a difference operator DA : G × G → C as DA(x, y) := f (x + y) + f (x − y) − 2 f (x) f (y), (1.1) which is called the approximate remainder of the functional equation (A) and acts as a perturbation of the equation. Badora and Ger [2] proved the superstability of the d'Alembert equation (A) under the condition |DA(x, y)| ≤ ϕ(x) or ϕ(y).
The aim of this paper is to investigate the improved superstability for functional equations (A f g ), (A g f ), and (J) as follows:
DJ(x, y) ≤ ϕ(x, y).
(1.2)
In this paper, let (G,+) be an Abelian group, C the field of complex numbers, and R the field of real numbers. We may assume that f and g are nonzero functions and ε is a nonnegative real constant, ϕ : G → R. If in all the results of this article we consider the Kannappan condition f (x + y + z) = f (x + z + y) in [8] , then we will obtain identical results for the semigroup (G,+).
Stability of (A f g ) and (A g f )
In this section, we will investigate the stability of the generalized d'Alembert functional equations (A f g ) and (A g f ) related to the d'Alembert functional equation (A).
for all x, y ∈ G; and in case (ii), assume that
, also f and g satisfy (A f g ) and (A g f ).
Proof. For the case (i), let f be unbounded. Then we can choose a sequence {x n } in G such that
G. H. Kim and S. S. Dragomir 3 we will show that g satisfies (A). Taking x = x n in (2.1) we obtain
Using (i) of (2.1) we have
for all x, y ∈ G. By virtue of (2.2) and (2.4), we have
for all x, y ∈ G. Therefore g satisfies (A). For the case (ii), first we show that f is unbounded if and only if g is also unbounded. Namely, if f is bounded, choose x 0 ∈ G such that f (x 0 ) = 0 and use (ii) of (2.1) to get
which shows that g is also bounded. Suppose f is unbounded. Putting x = 0 in (ii) of (2.1), we have
that is,
This implies that g is also unbounded. Let g be unbounded, then f is also unbounded. Then we can choose sequences {x n } and
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Taking y = y n in (ii) of (2.1) we deduce
for all x ∈ G. Again applying (ii) of (2.1) we have 12) so that
for all x, y ∈ G. Since g satisfies (A) by (i), it follows from (2.11) that
for all x, y ∈ G. Hence f and g are solutions of (A f g ). Using (ii) of (2.1) we have
for all x, y ∈ G. Since g satisfies (A), using (2.11), we have
for all x, y ∈ G. Therefore f and g are solutions of (A g f ), which ends the proof.
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Corollary 2.2 [9, 14] . Suppose that f ,g : G → C satisfy the inequality
Corollary 2.3 [2] . Suppose that f : G → C satisfies the inequality
Corollary 2.4 [3] . Suppose that f : G → C satisfies the inequality
for all x, y ∈ G. Then either f is bounded or f satisfies (A).
is bounded or g satisfies (A), also f and g satisfy (A g f ) and (A f g ).
Proof. In the case (i), for the unbounded f , we can choose a sequence
for all x ∈ G. Using (i) of (2.21) we have
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for all x, y ∈ G. Therefore g satisfies (A).
For the proof of the case (ii), we can see that, similar to Theorem 2.1, f is unbounded if and only if g is also unbounded. Namely, putting y = 0 in (ii) of (2.21) we obtain
for all x ∈ G. If g is bounded, then by (2.27), we have
which shows that f is also bounded. On the other hand if f is bounded, we choose y 0 ∈ G such that f (y 0 ) = 0, and then by (2.21) we obtain
and it follows that g is also bounded on G. Namely, if f (or g) is unbounded, then so is g (or f ). Let g be unbounded, then f is also unbounded. Then we can choose sequences {x n } and {y n } in G such that g(x n ) = 0 and |g(
Taking x = x n in (ii) of (2.21) we deduce
for all y ∈ G. Using (2.21) we have
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for all x, y ∈ G and every n ∈ N. Consequently,
for all x, y ∈ G and every n ∈ N. Passing here to the limit as n → ∞ with the use of |g(x n )| → ∞ and (2.30). Since g satisfies (A) by (i), f and g are solutions of (A g f ).
Applying (ii) of (2.21) again, we get
for all x, y ∈ G and every n ∈ N. Using (2.30) and the fact that g satisfies (A) by (i), the last inequality yields that f and g are solutions of (A f g ). Corollary 2.6 [9, 14] . Suppose that f ,g : G → C satisfy the inequality
is bounded or g satisfies (A), (ii) either g (or f ) is bounded or g satisfies (A), also f and g satisfy (A g f ) and (A f g ).
Corollary 2.7 [2] . Suppose that f ,g : G → C satisfy the inequality
Remark 2.8. Let f ,g : R → R be functions with f (x) = x and g(x) ≡ 1 for all x ∈ R. Then we know that
This shows that the condition f (−x) = f (x) is essential in case (ii) of Theorem 2.1.
All results obtained can be extended to the superstability on the Banach algebra. To simplify, we will combine two theorems in one. 
37) Proof. The proofs of each case are very similar, so it suffices to show the proof of case (ii) of (2.36) in (b). Assume that (ii) of (2.36) holds and fix arbitrarily a linear multiplicative functional x * ∈ E. As is well known we have x * = 1, whence, for every x, y ∈ G, we have
which states that the superpositions x * • f and x * • g yield a solution of inequality (ii) of (2.1) in Theorem 2.1. Since, by assumption, the superposition x * • g is unbounded with f (−x) = f (x), an appeal to Theorem 2.1 shows that the functions x * • f and x * • g solve (A f g ). In other words, bearing the linear multiplicativity of x * in mind, for all x, y ∈ G, the difference A f g (x, y) falls into the kernel of x * . Therefore, in view of the unrestricted choice of x * , we infer that
for all x, y ∈ G. Since the algebra E has been assumed to be semisimple, the last term of the above formula coincides with the singleton {0}, that is,
as claimed. The other cases are similar.
Considering cases g = f and ϕ(y) = ϕ(x) = ε, we can get additional corollaries.
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Corollary 2.10. Let (E, · ) be a semisimple commutative Banach algebra. Assume that f ,g : G → E satisfy one of the inequalities 
Then either the superposition x * • f is unbounded for each linear multiplicative functional x * ∈ E * , or f satisfies (A).
A solution and stability of the Jensen functional equation
In this section, we prove the stability in the sense of Gȃvruţa [7] for Jensen functional equation (J). We show that a general solution of (J) is represented by a summation of the additive mapping and a constant. 
where ψ satisfies Ψ(x, y) :
Then there exists a unique additive mapping A : G → E as a solution of (J) such that A(−x) = −A(x) and
for all x ∈ G.
Proof. Putting y = x in (3.1) we have
for all x ∈ G. Replacing x by 2 n x in (3.4) and dividing its result by 2 n+1 we get
for all x ∈ E and all nonnegative integers n. Using (3.5) and the triangle inequality we have
for all x ∈ E and all nonnegative integers m and n with m < n. This shows that {F(2 n x)/2 n } is a Cauchy sequence for all x ∈ E since the right side of (3.6) converges to zero by the assumption of ϕ when m → ∞. Consequently, we can define a mapping A :
for all x ∈ G. Putting m = 0 in (3.6) and taking the limit as n → ∞, we obtain (3.2). Also, we get A(0) = 0 and
for all x, y ∈ G, which means that A satisfies (J). It also follows that A is additive. Now, let A : G → E be another additive mapping satisfying (3.2). Then we have
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for all x ∈ E and all positive integers n. Taking the limit in (3.9) as n → ∞, we can conclude that A(x) = A (x) for all x ∈ E. This proves the uniqueness of A. for all x ∈ E.
Proof. Putting ψ(x, y) = ϕ(x) in inequality (3.1), then it implies (3.10). The proof runs along the same procedure as Theorem 3.1. for all x ∈ E.
Proof. Putting ψ(x, y) = ϕ(y) in inequality (3.1), then it implies (3.12). Putting y = x in (3.12), we get 14) which is the same form as condition (3.3) in the proof of Theorem 3.1, so the rest of proof runs analogously.
From Theorem 3.1 and Corollaries 3.2 and 3.3, we can obtain the following corollaries with the case ψ(x, y) = ϕ(x) = ϕ(y) = ε as a natural result.
Corollary 3.4 [10] . Let E be a Banach space. Suppose that f : G → E satisfies the inequality 
