In this paper, the conventional ÿnite volume method (FVM) is interpreted as a new kind of Galerkin ÿnite element method (FEM), where the same piecewise linear functions are chosen as in both trial and test spaces, and some speciÿc integration rules are adopted. Error analysis is made for the regular Delaunay triangulation involving obtuse triangles separated, to prove optimal convergence rates of the approximate solutions obtained. The new interpretation makes the FVM analysis much easier because we may bypass veriÿcation of the nontrivial Ladyzhenskaya-Babuska-Brezzi (LBB) condition by the Petrov-Galerkin FEM in the existing analysis of FVM. More importantly, the new interpretation and the simple FVM analysis enable us to construct easily the combinations of FVM with other popular numerical methods, such as the ÿnite element method (FEM), the ÿnite di erence method (FDM), the Ritz-Galerkin method (RGM), etc., for solving complicated problems of partial di erential equations (PDE). For example, for solving singularity problems, the combination of RGM-FVM is superior to the combination of RGM-FDM in exibility of arbitrary solution domains, and also superior to the combination of RGM-FEM in substantial saving of CPU time. Since the conservative law of ux may be maintained exactly in the numerical solutions, and since obtuse triangles may be included in the Delaunay triangulation, the FVM and its combinations become very promising for solving elliptic boundary value problems, in particular those where singularity solutions exist and those where the obeying of conservative law is crucial. The numerical examples of combinations of RGM-FVM are given for solving Motz's problems, to verify the optimal convergence rates. The techniques and analysis of FVM and its combinations can be extended to the convection-di usion problems. Most importantly, an important aspect in this paper is the possibility to include obtuse triangles in the error analysis.
Introduction
Many numerical approaches have been developed for solving elliptic boundary value problems: the ÿnite element method (FEM) [7] and the ÿnite di erence method (FDM) [10] are most popular. The FEM using triangulation and piecewise low-order polynomials is well suited to arbitrary solution domains and variant coe cients. However, the programming of FEM is rather complicated, and demands a great deal of CPU time in formulating the discrete algebraic equations. On the other hand, the classic FDM is simple to form the associated matrix, but di cult to apply for the arbitrary solution domains since the di erence grids are conÿned themselves to coordinate lines only. There exists the third popular kind of numerical method: the ÿnite volume method (FVM) [38] based on the conservative law in physics. Since the triangular elements may be chosen, the FVM is also applied to rather arbitrary solution domains. Also, the associated matrix of FVM is easy to construct, consumes less CPU time, and has good properties such as positive deÿnite, symmetric, sparse and M-matrix-like [38] . Hence the FVM has the advantages of both FEM and FDM. Moreover, the FVM has a remarkable advantage over FEM and FDM in that it preserves the conservation law exactly in numerical approximations. Hence, the FVM has been widely applied in many engineering and physical problems [23, 26, 32] .
In [38] , the triangulation of solution domains was conÿned to have acute and right triangles. The deep analysis on FVM was developed only in the past decade. Since the associated matrix in FVM is an M-matrix, the error in the maximum norms of numerical solutions can be obtained by the discrete maximum principle (see [32] ). This is, indeed, the analytic approach of FDM. The alternative is based on FEM analysis, to give the energy errors of approximate solutions including the solutions and their generalized derivatives.
The di erence equations of FVM are established on the Voronoi polygons of a triangulation [36] , which are formed by the perpendicular bisectors of triangle edges. The triangulation may be extended to the Delaunay triangulation which allows obtuse triangles (see [15, 29, 30] ). Some relations between FEM and FVM are explored in [13, 36] . The Delaunay triangulation has already been adopted in FVM by Miller and Wang [22] [23] [24] .
The analysis using FEM approaches was reported ÿrst by Bank and Rose [3] in 1987, and then by Cai [5] , Cai et al. [6] and Hackbusch [12] . The Petrov-Galerkin FEM is solicited by choosing the solution space on triangulation and the di erent trial spaces on the Voronoi polygons, also see [22] . The optimal convergence rate O(h) of the errors in the energy norms is reached by proving the inf-sup condition of Ladyzhenskaya-Babuska-Brezzi (the LBB condition) [7] . The improved convergence rate O(h 2 ) can also be achieved by using local uniformity of triangulation [5, 6, 12] . Although the quadrilaterals are developed for FVM in [16, 33] , the rectangular elements are often chosen by many authors, such as McCormick [21] , Ewing et al. [8] , Greenstadt [11] and Miller and Wang [23] . The variants of FVM may be called the box method [3, 33] , cell discretization [11] and the conservative scheme [38] ; all of them are based on the conservative law. Note that triangles in the analysis of [5, 6] are limited to being non-obtuse, avoiding the trouble that the circumcenters are located outside the triangles. There seems to exist no analysis so far for the FVM involving obtuse triangles. This paper is devoted to the analysis on FVM for the Delaunay triangulation involving obtuse triangles.
The new analysis on FVM in this paper invokes the Galerkin FEM using the same solution and trial spaces. Based on a new equivalence theorem (see Lemma 2:7), we may choose the piecewise linear functions on the Delaunay triangulation. Interestingly, by using some special integration rules, the discrete di erence schemes obtained are identical to those from the traditional FVM on the Voronoi polygons.
The simple interpretation of FVM as FEM enables us to easily embed FVM into the family of combined methods, in which di erent numerical methods such as FEM, FDM, BEM, etc. are integrated together, to solve a complicated elliptic boundary value problem.
For solving the elliptic boundary problems with singularity problems, we have used the combinations in [17] [18] [19] [20] , in which the RGM is used by means of singular functions near the singular points, and the FEM (or FDM) is used for the subdomains with smooth solutions. A further exploration in this paper is to adopt FVM, instead of FEM and FDM, to match RGM. Evidently, the combination of RGM-FVM owns the advantages of both combination of RGM-FEM and combination of RGM-FDM. Moreover, the new view of FVM as the Galerkin FEM in this paper is also important to eigenvalue and parabolic problems.
We have just noticed that our principal approaches in this paper have been in existence for over seventeen years, see [1, 2, 14, 31] , even though they used di erent names and did not indicate explicitly relations to the FVM. In the pioneering work [2, 14] , approaches similar to Section 2.3 were stated, and they were called the FEM satisfying maximum principle. The di erence schemes obtained also maintain the conservative law; they are, indeed, the FVM called in this paper. In [2, 14] , only the weakly acute triangles were discussed. The maximum principle is another important physical law, by which the property that the solutions must be nonnegative is maintained. The FVM can produce numerical solutions satisfying both the conservative law and the maximum principle; but the traditional FEM in [7, 34] does not. In some physical problems such as convection-di usion problems, both the conservative law and the maximum principle are critical [1, 2, 9, 14, 25, 31, 37, 38] . Owing to the convection-di usion problem the FVM becomes a rather independent method (see [1,2,9,14,25 -28,31,37] ). Of course, the plentiful achievements of FEM may also be incorporated to the study of FVM. In [1, 31] , the FVM of weakly acute triangulation is developed for convectiondi usion problems, by means of the FEM analysis. Recently, in [9] , the combination of FVM-FEM was also developed for nonlinear convection-di usion problems, but with weakly acute type of triangular grids. In [37] , analysis of FVM is interpreted as a kind of FEM, also to avoid veriÿcation of the LBB condition. However, Vanselow and Sche er [37] invoke nonconforming elements and integration approximation; both are involved in variational crimes (see [34] ). In this paper, the FVM interpreted as FEM only with integration approximation may ÿt easily into the family of combined methods in [17] [18] [19] [20] . Several combinations in [19] can be extended to combinations of FVM and useful matching techniques may be employed therein. This paper is organized as follows. The FVM is described in the next section; special attention is paid to Delaunay triangulation. In Section 3, based on the Galerkin FEM, error analysis on FVM is carried out for triangulation without obtuse triangles, to obtain optimal convergence rates. In Sections 4 and 5 the extension of FVM analysis is then made to Delaunay triangulation involving obtuse triangles, to partitions including rectangles and to a penalty combination RGM-FVM for singularity problems. In the last section, numerical experiments by several combinations of RGM-FVM are provided for solving Motz's problem.
The ÿnite volume method
Let us consider the self-adjoint elliptic equation with the Dirichlet boundary condition
where is a polygon, = @ , the functions c¿0; p¿p 0 ¿ 0, and p and c are su ciently smooth. For simplicity, only the homogeneous Dirichlet condition is discussed because other boundary conditions such as Neumann and Robin conditions are similar. We will ÿrst discuss the convex polygonal , and then the concave polygonal in Section 6:2. When is partitioned into acute and right triangles, the FVM can be easily formed (see [38] ). In this paper, we consider the Delaunay triangulation, where the obtuse triangles are permitted. However, for Neumann and Robin conditions, we should assume that all the circumcenters of triangles are in the closed .
Delaunay triangulation and Voronoi diagram
A triangulation T h of consists of triangles i , i.e, = T h = i i , and X h is the set of all vertices of i ∈ T h . A triangulation T h is said to be a Delaunay triangulation if for each triangle i ∈ T h , no other vertices in X h are within its circumcircle (see Fig. 1 ). An auxiliary Voronoi diagram (or Dirichlet tessellation) is formed by the perpendicular bisectors of all triangle edges. The Voronoi polygons of the Delaunay triangulation can be deÿned by
where the convex polygons
Eq. (2.2) implies that the ith polygon S i contains all the points in closest to x i . Now we provide several properties of Delaunay triangles, which will be employed in the FVM and in the error analysis in Sections 3-5. Several di erent cases of Voronoi polygons S i are illustrated in Fig. 2 , related to obtuse triangles. The circumcenters of the acute and obtuse triangles are inside and outside the triangles, respectively. For a right-angled triangle, the circumcenter is just on the hypotenuse.
There may exist a tile S i that contains several obtuse triangles. In Fig. 2d , three obtuse triangles are connected with the slant edges of the Voronoi polygons, where the largest angle is not located at center O. In Fig. 2e , all four triangles in S i are obtuse, but only two obtuse triangles are connected.
Property 2.4. There exists no Voronoi polygon S i that has all obtuse triangles connected.
Proof of Propositions 2:1-2:4 are either easy or given in [30] . If the acute angles are not located at center O, there may occur for S i all obtuse triangles (see Fig. 2e ).
It has been pointed out in [30] that the average number of edges of Voronoi polygons is smaller than six. The Delaunay triangulation is said to be regular if all triangles in a Delaunay triangulation are of regular family of triangulation (see [7, 29] ). A triangle is said to be regular if its minimal interior angle has a positive lower bound independent of the maximal boundary length h of all triangles. This implies that the ratios of three boundary lengths also have a positive lower bound independent of h. Hence any Voronoi polygon S i of a regular Delaunay triangulation connects ÿnite number of triangles, and then contains ÿnite edges. Then we write this as a property.
Property 2.5. The number of edges is ÿnite in a Voronoi polygon S i of a regular Delaunay triangulation.
For triangle ABC in Fig. 3 , let OE; OF and OG denote the edges of the perpendicular bisectors between circumcenters O and the midpoints of the boundary edges. We also use OG in Fig. 3 to represent its algebraic length of OG in the sense: usually OG = |OG| ¿ 0, but OG ¡ 0 if ABC is obtuse and if OG is the distance from the exterior O to the slant edge of ABC (see Fig. 3 ). We have the following important property, which is often used in the FVM and its analysis. Property 2.6. If triangle ABC in Fig. 3 is regular; then there exists at least two edges with lengths ¿ch; among |OE|; |OF| and |OG|; where h is the maximal boundary length of ABC; c is a positive constant independent of h. Moreover; if ABC is also obtuse and OG ¡ 0; then two absolute lengths; |OE| and |OF|; are ¿ch. Proof. We argue this by contradiction for the obtuse triangle only. Suppose that (see Fig. 3 )
Then we have from the triangle inequality
However |GF| = 1 2 |AC|¿ch due to the regular assumption of ABC. This contradiction proves the ÿrst desired result. Next consider the obtuse triangle ABC, in Fig. 3 . Assume OG ¡ 0. Since OGF is also an obtuse triangle, the slant boundary OF is largest, i.e., |OF|¿|GF|¿ch. Similarly we have |OE|¿|GE|¿ch.
Description of the ÿnite volume method
Let the solution domain be partitioned into a regular Delaunay triangulation
and also into the corresponding Voronoi polygons
Denoting by h the maximum edge length of all i , we integrate the two sides of (2.1) and use Green's formula to obtain
where u n = @u=@n, and n is the outward normal direction to @S i . To describe the FVM we take as an example the interior vertex i as shown in both Fig. 2a and b with two obtuse triangles. Let u i denote the solution at vertex i, the capitals A; B; : : : ; etc. denote the circumcenters, and lower cases a; b; : : : ; etc. denote the intersection of the triangle edges and the perpendicular bisectors. Based on Property 2:3, the edge length of the Voronoi polygon S i is positive. Hence, we have the following approximation:
where |AB| and |10| are the absolute lengths of AB and 10 respectively. Note that (2.5) is valid for the cases in both Fig. 2a and b involving obtuse triangles. Since Area(S i ) ¿ 0 by Property 2:3
where S i = |S i | is the area of S i . Eqs. (2.4) -(2.6) lead to the linear algebraic equations
where A is positive deÿnite, symmetric, sparse and M-matrix (see [38] ), b is a known vector, and x is the unknown vector with the components u i at all interior vertices of triangles. Based on Properties 2:2 and 2:3 the Delaunay triangulation guarantees stability of the solutions of (2.7). The simplicity of evaluating the entries of A as (2.5) is very promising, contrasted to the complicated computation in FEM which consumes a great amount of CPU time. Since the obtuse triangles are allowed, the FVM given in this paper may also be suited to more arbitrary shapes of . Moreover, Eq. (2.7) also re ects the conservation law and the maximum principle in physics. This is particularly attractive to many physical problems. Consequently, the FVM may compete with other methods such as FEM, FDM, etc.
New view of the ÿnite volume method
The ÿnite volume method can be regarded as the Petrov-Galerkin FEM with dual spaces, where the piecewise linear functions are chosen on a Delaunay triangulation, and the piecewise constants on the Voronoi polygons. Since the LBB condition is not easy to verify, we will invoke the Galerkin FEM, where both the solution and trial functions are chosen to be the same piecewise linear functions on the Delaunay triangulation. Note that the admissible functions chosen below are conforming; but speciÿc rules of integration are used.
Eq. (2.1) can be written in the following weak form:
where
is the Sobolev space such that
) and satisfy u = 0 on :
( ) be the span of the piecewise linear basis functions constructed on the Delaunay triangulation h in (2.3). We deÿne the following FEM with an approximate integration: To seek
14)
The symbols and denote, respectively, the approximations of integrals and by some numerical quadrature rules. However, di erent quadrature rules may be chosen for di erent integrals, in contrast to a uniform rule in the traditional FEM [7] . For the Delaunay triangulation,
Let us ÿrst prove an important lemma. 
where u l and u n are; respectively; the tangential and normal derivatives along the outside edges of i ; and
Proof. By applying the Green formula on the triangle i , we have from (2.1) 
On the other hand,
The desired results (2.17) are obtained by subtracting (2.21) from (2.22) . This completes the proof of the lemma.
h ; and the conditions in Lemma 2:7 hold. Then 
The FVM described in Section 2.2 can also be derived from (2.12), (2.25) and (2.26), with the help of the special integration rules given below. We also use A31 as the algebraic area, where A31 ¿ 0 if the direction of vertices A → 3 → 1 is counter clockwise (Fig. 4a) , and otherwise A31 ¡ 0 (Fig. 4b) . Note that when i is obtuse, one and only one of the sub-triangles 
where Ac1a denotes the area of the quadrilateral Ac1a. Similarly, we have
The area of A31 is
where Ac ¿ 0 and Ac ¡ 0 are given for Fig. 4a and b, respectively. Let us consider the union of 1 and 2 in both Fig. 4a and b. We only write the explicit expression related to edge 13,
Hence, the following form is obtained, explicitly related only to solution v 0 in both Fig. 2a and b.
Finally, from (2.25), (2.26), (2.32) -(2.34) we obtain the discrete form of (2.12) with (2.25) and (2.26), written explicitly as those only involving u 0 in Fig. 2a and b
Obviously, the same algebraic equations (2.7) (see (2.4) -(2.6)) are obtained by noting that v 0 is arbitrary. This gives a new view of the FVM as FEM. Now, we restate the FVM as follows:
Note that the bilinear form in (2.37) is di erent from that in (2.13), based on Lemma 2:7.
Error analysis
In Section 2.3, the new interpretation of FVM as the Galerkin FEM enables us to carry out error analysis simply by Theorem 3.3 shown later, because we bypass the nontrivial veriÿcation of the LBB condition. The key analysis in this section is Lemma 2.7 leading to the new view on FVM, Lemma 3.2 giving the norm equivalences, and Theorem 3.7 providing error bounds of important approximate integrations. In this section, we conÿne FVM basically to the weakly acute triangulation, but the analytical approaches will be extended to the Delaunay triangulation involving obtuse triangles, given in Sections 4 and 5.
To derive error bounds of the solutions by FVM, we deÿne the new norms
and
2)
The two terms in (3.1) are deÿned in (2.32) and(2.33) respectively. The Sobolev norms and semi-norms in H 1 ( ) are deÿned by
Below we shall prove the equivalence between the norms v h and v 1 . We use the equivalent notation "a b" to indicate that there exist two positive constants c 0 and c 1 , independent of a and b, such that c 0 a6b6c 1 a:
(3.5)
Lemma 3.1. Let x and y be two real variables; and 06 6C; where C is independent of x and y. Then
Proof. We have
From the deÿnition (3.5), the proof of Lemma 3.1 is completed. where the derivatives are given bŷ
Here (xĈ; yĈ) are the coordinates at pointĈ, and |ÂĈ|=|ÂĈ|: Triangleˆ is regular sinceˆ is similar to i . For regular triangleˆ in Fig. 5 , the coordinate |ŷĈ| 1, and the edges |ÂĈ| 1; |BĈ| 1. Also based on Property 2:6, at least two of |Pa|, |Pb| and |Pc| are 1. By evaluating the areas in (3.10) of Fig. 5 , we obtain
Below we use the Property 2:6 and Lemma 3.1 to show that
just deÿnes a two dimensional norm of a and b. Let us consider two cases: Case I: When |Pa| 1, then at least one of |Pb| and |Pc| is 1 based on Property 2:6. Moreover, we rewrite (3.15) in the matrix-vector form:
Since the determinant satisÿes 1 0
Then x(=a) and y can be regarded as two independent variables, and then 1=2 is a two dimensional norm. Since all ÿnite-dimensional norms are equivalent to each other, we have
Case II: When |Pa| = o(1), then |Pb| 1 and |Pc| 1 based on Property 2:6. By choosing in Lemma 3.1, x = axĈ + bŷĈ; y = axĈ + bŷĈ − a; a = x − y; (3. 19) we obtain from (3.13)
where = |Pa| = o(1). Also (3.19) can be written as
where the determinant satisÿes xĈŷĈ xĈ − 1ŷĈ =ŷĈ 1:
Hence x and y are also two independent variables, so 1=2 also deÿnes a two-dimensional norm, to lead to
For two cases, we conclude
Since all norms in ÿnite dimensions are equivalent to each other, we obtain (also from [7] This is the ÿrst desired result in (3.6). The proof of the second equivalence in (3.6) is similar; this completes the proof of Lemma 3.2. Now we establish a main theorem for error bounds of the FVM solutions. Theorem 3.3. Suppose that the Delaunay triangulation is regular; and the following two inequalities hold:
whereÂ h (u; v) is deÿned in (2:37); A(u; v) in (2:9); C is a positive constant independent of h; and h is the maximal boundary length of regular Delaunay triangles. Then for the solutionũ h of the FVM (2:36); there exists a bounded constant C independent of h such that
h , and w =ũ h − v, then w ∈ V 0 h . We have from (3.23) and (3.24)
By noting the notations in (2.9) and (2.37), we obtain from Corollary 2.8 
|A(v; w) −Â
Below we focus on the estimates on bounds of E i (u h ; w) in (3.25) given in Theorem 3.7 later, since the bounds of other terms in (3.25) are easily obtained.
Deÿne the piecewise constant interpolation u = u| at O in i . However, when i is obtuse and w ∈ V 0 h ; w = w| at O is obtained from the exterior linear interpolation of w ∈ i . We have the following lemma. Hence we obtain
by noting that uw n is constant in Proof. By noting the linear function w on i , we have
Next, since u is the piecewise constant interpolation of u at the circumcenter of regular Delaunay i , we have from the linear transformation T of Fig. 6 (see [7] ) |u − u| 0;
Now we give an important theorem.
Theorem 3.7. Let all conditions in Lemma 3:2 hold and function p be piecewise di erentiable. Then for w ∈ V 0 h there exist the bounds of (2:18) : (pv n − pv n )w n dS :
From the Schwarz inequality and Lemma 3.6 we obtain
Finally by using again the Schwarz inequality, we obtain for v = u h , from (3.36) -(3.37)
In the last step in the above equation, we have used the following bounds,
This completes the proof of Theorem 3.7.
Now we turn on estimates of other terms in (3.25) . Choose v = u h for the other terms on the right-hand side of (3.25) , where u h is the piecewise linear interpolatory function of u. Then
In the last step of the above equation, we have also used the bounds,
Then, we obtain Note that the analysis process for the FVM solutions in this section follows the traditional Galerkin FEM analysis in [7] , but with a little tedious estimation of integration errors, which is much easier than verifying the LBB condition.
Error analysis for Delaunay triangulation involving obtuse triangles separated
A challenge is the analysis for the FVM involving obtuse triangles. We will follow the lines in Section 3, but ÿrst have to deal with the important task to prove the norm equivalences as in Lemma 3.2, because optimal convergence rates of the FVM solutions below are naturally consequences. Let us state the following important theorem. Theorem 4.1. Let be partitioned to the regular Delaunay triangulation h involving obtuse triangles separated. There exist the norm equivalences:
where the norms |v| h and v h are deÿned in (3:1) and (3:2).
Proof. Since the obtuse triangles are separated, we may consider a pair of Delaunay triangles, where one of them is obtuse, i.e., "ADB ¿ =2 (see Fig. 7 ). Let AB is the slant edge of the obtuse triangle .7), we obtain (Fig. 7) 3 k=1 (
where P * BÂ (¡ 0) also denotes its algebraic area. Note in Fig. 7
. Sincev is continuous inÂB, then c + = c − = c, and a + = a − = a. Hence we havê
By some manipulation, we obtain from 
The important fact here is |PP * |¿0, so that 1=2 2 also deÿnes a norm of three dimensions of a, b + and b − , based on the proof below. Case I: When |PP * | 1, for ÂBĈ at least one of Pc and Pd 1, and for ADB at least one of P * d and P * c is 1, based on Proposition 2:6. By noting bothŷĈ 1 and |ŷD| 1 in Fig. 7 due to regular ÂDB and ÂBĈ , we follow twice the proof in Case I of Lemma 3.2, to obtain
Case II. |PP * | = Pa| − |P * a = o(1). There are also two sub-cases:
1. Sub-case I: Both |Pa| = o(1) and |P * a| = o(1), then |Pc|; |Pb| 1 and |P * d| and |P * e| 1, based on Property 2:6. We may follow twice the proof of Case II in Lemma 3.2, to obtain (4.5). 2. Sub-case II: Both |Pa| 1 and |P * a| 1. Note that P * is outside ÂDB in Fig. 7 , then |P * d|; |P * e| 1. And also one of |Pb| and |Pc| is 1. We may follow the proof of Cases I and II in Lemma 3.2, also to obtain (4.5). Therefore, for the union of (
, we conclude from the equivalence of ÿnite dimensional norms,
Suppose that obtuse triangles and the unions of
are separate in h . We obtain for the regular Delaunay triangulation,
Hence v h v 1 due to u| = 0. This completes the proof of Theorem 4.1.
Remark 4.2. The proof approaches in Theorem 4.1 may be extended to the Delaunay triangulation involving multiple (i.e., ÿnite) obtuse triangles connected, as those in Fig. 2d and e, but they fail to give a justiÿcation for the case where inÿnite obtuse triangles are connected by their slant edges. The norm equivalence for the Delaunay triangulation involving arbitrary many (i.e., inÿnite) obtuse triangles is still an open and challenging problem. The error analysis in Section 3 is carried out for a regular Delaunay triangulation. The lemmas and theorems therein can be extended to the Delaunay triangulation with the obtuse triangles separated, based on the norm equivalence of Theorem 4.1. In this section, we do not repeat all the proof procedure in Section 3, but only pay attention to the di erent arguments in analysis. Fig. 7 as done in (4.2). The Schwarz inequality will operate on the positive union (
k as well. Hence, Theorem 3.3 can be extended to Delaunay triangulation; Lemmas 3.5, 3.6 and Theorem 3.7 are also valid for Delaunay triangulation involving obtuse triangles. In fact, when i is regular and obtuse, the distance from the exterior circumcenters O to i is at most O(h). Hence the exterior linear interpolation functions will provide the same error order of h as that in Section 3. By the above arguments. Eqs. (3.39) -(3.44) are also valid. We write this conclusion as a theorem. 
Application in combinations

Rectangular elements
Consider FVM in the case when is split into rectangles i . Hence FVM with the rectangles may lead to the FDM in [10, 17] . The rectangle i in Fig. 8 has the edge lengths h and k. We may develop the variant of FVM which includes both triangles and rectangles. We will here derive the di erence equations of FVM, based on the new interpretation in Section 2. Since the degenerate triangle PAC =0, there exists no contribution of integrals along the diagonal AC. From (2.36) (see Fig. 8 )
because PAB = PBC = PDA = PCD = hk=4: Similarly, we have
The same di erence schemes as in [10, 17] are obtained. The application to rectangles implies that the FVM may include the rectangular elements whose edges may not be parallel to the coordinate axes. Since the FDM falls into the frame work of the new FVM in this paper, with the Delaunay triangulation including pairs of right triangles as in Fig.  8 , we obtain immediately a combination of FDM-FVM, written as the following theorem. that a reentrant angle exists in . We split by 0 into + and − , where + contains the concave corner point (see Fig. 9 ). For simplicity, consider the Poisson equation with the Dirichlet condition:
where f = 0 in + . Hence the particular solutions in + are found as
where a i are the expansion coe cients, and (r; Â) are the polar coordinates with origin A. Then
The admissible functions are chosen as by following [19] we may enforce the following direct constraint conditions for the admissible functions in (5.3) at all nodes Z k of the Delaunay triangles on 0 : 
Deÿne the norm
where v h in − is deÿned by (3.1). The analysis of the combinations (5.6) may follow [19] , to obtain the optimal convergence rates u −û h H = O(h); (5.9) where the number of terms L in (5.3) is suitably chosen as L = O(ln h).
Numerical experiments for Motz's problems
In this section, numerical experiments are carried out to verify the optimal convergence rates O(h) made in Sections 3-5. Let us consider the typical Motz problem (see Fig. 10 ): 1 2 ). Also the subdomain − is again split into uniform right triangles shown in Fig. 10 . The admissible functions are chosen as:
)Â; (6.4) whereD ' are unknown coe cients, and (r; Â) are the polar coordinates with origin (0,0). Besides the nonconforming combination in Section 5.2, other combinations are obtained by following [19, 20] ,
where A h (û h ; v) is given in (5.7), and V * h is the space of (6.4) satisfying the homogeneous Dirichlet conditions of (6.2). We employ in (6.5) the additional integrals on 0 to couple v + and u − as Optimal convergence O(h) of the solutions can be produced by following the analysis of [19] . Let MS denote the uniform di erence division number along BD, where h = 1=(2 × MS). Based on the good matching between L + 1 (the total number of basis functions used) and MS given in Table 3 Error norms by the nonconforming combination of RGM-FVM with h = 1 8 where = u −ũ h . Only the error curves of the solutions by symmetric combination are depicted in Fig. 11 ; those for other combinations are similar. It is easy to see from Fig. 11 and the data in Tables 1, 2 where D i andD i are the true and approximate coe cients respectively. Note that Eq. (6.10) coincides with the theoretical results made in Sections 3-5, and the empirical relations in (6.11) and (6.12) are also optimal. We may change the size of the subdomain + , to obtain in Table 3 the error norms and condition numbers of the associated matrix, which results from the nonconforming combinations of RGM-FVM. Let BE in Fig. 10 be divided into 8 uniform sections, i.e., h = 1 8 . Also, MS denotes the division number along BD. Table 3 lists the results for di erent MS value. It can be seen in Table  3 that that MS = 4 and L + 1 = 5 are beneÿcial owing to small errors and a small condition number. This implies that the size of + in Fig. 10 is a good choice, which has been chosen as a standard partition in combinations used in Tables 1, 2 , 4 and 5 and that in [17] [18] [19] [20] . 
Concluding remarks
Although basic ideas and approaches of FVM as FEM in this paper can be found in earlier literature [1, 2, 14, 31] , the contributions of this paper lies in analysis of the FVM possibly involving obtuse triangles, to achieve the optimal convergence rates. Moreover, the FVM is applied to combinations so that the FVM may be integrated with other popular numerical methods, such as FEM, FDM, BEM, RGM, etc. (see [19] ). To close this paper, let us point out the novelties in this paper:
(1) Based on Lemma 2.7, the FVM can be interpreted as a special kind of Galerkin FEM, in which the solution and trial spaces are the same, but di erent rules of integration approximations are chosen. Theorem 3.7 is a new contribution to yield the error bounds resulting from Lemma 2.7, and to lead to the optimal convergence rate O(h) of the FVM solutions.
(2) The new view of FVM in this paper is simpler than the traditional view as the Petro-Galerkin FEM. The price for avoiding the LBB condition is to establish the norm equivalences, and to solicit the integration rules, where a fair easy evaluation of integration errors is needed.
(3) The FVM on Delaunay triangulation including obtuse triangles is developed. Some useful properties of Delaunay triangulation and Voronoi polygons are provided in Sections 2.1. The rigorous error analysis is given in Sections 3-5. The signiÿcant results are stated in Theorem 4.1, where the norm equivalences are derived for Delaunay triangulation involving obtuse triangles separated. The proof approaches in Theorem 4.1 and the error analysis of the FVM in this paper may be extended to ÿnite (i.e., multiple) obtuse triangles connected, which may ÿt in most applications (see those in Fig. 2 ). The norm equivalence as (4.1) for general cases of Delaunay triangulation involving inÿnite obtuse triangles connected is still an open and challenging problem.
(4) The FVM using the Delaunay triangulation is exible in application for arbitrary solution domains. Because the FVM reserves the conservative law and the maximum principle exactly in numerical solutions so that FVM may compete with FEM and FDM. In fact, the FVM has been applied in many physical and engineering problems, e.g., the singularly perturbed problems [1, 2, 9, 14, 23, 25, 27, 31, 32, 37] . (5) The new interpretation of FVM in this paper is important to integrate FVM into the combined methods. Since FVM is a kind of Galerkin FEM, the combination of FEM-FVM is straightforward. Moreover, in Sections 5.1 and 5.2, combination of FDM-FVM and combination of RGM-FVM are easily established.
(6) Combinations of RGM-FVM is signiÿcant for solving singularity problems. The numerical results of Motz's problem in Section 6 show that the optimal convergence rates O(h) have been obtained. The theoretical analysis may follow directly from combinations of RGM-FEM in the recent book [19] and this paper. (7) The new view of FVM as the Galerkin FEM in this paper is also important to eigenvalue and parabolic problems. Take the parabolic problem as an example. If the space and time discretization are chosen as in this paper and Thomee [35] , respectively, we may design the di erence schemes to maintain exactly the conservative law even for large t. Some numerical reports of parabolic problems by FVM are given in [4] , where the conservative law on the total liquid volume is crucial.
