ABSTRACT. The Cayley-Salmon theorem implies the existence of a 27-sheeted covering space specifying lines contained in smooth cubic surfaces over . In this paper we compute the rational cohomology of the total space of this cover, using the spectral sequence in the method of simplicial resolution developed by Vassiliev. The covering map is an isomorphism in cohomology (in fact of mixed Hodge structures) and the cohomology ring is isomorphic to that of PGL(4, ). We derive as a consequence of our theorem that over the finite field q the average number of lines on a cubic surface equals 1 (away from finitely many characteristics); this average is 1 + O(q −1/2 ) by a standard application of the Weil conjectures.
INTRODUCTION
One of the first theorems of modern algebraic geometry and specifically enumerative geometry is the Cayley-Salmon theorem [Cay49] . This classical theorem states that every smooth cubic surface (over an algebraically closed field, in particular ) contains exactly 27 lines. A cubic (hyper)surface in 3 = P The fiber π −1 (S) over S ∈ M is the set of 27 lines on S. The automorphism group of 3 is PGL(4, ) and this group acts on lines and cubic surfaces, preserving smoothness. In particular the covering map π : M → M is PGL(4, )-equivariant. It was shown by Vassiliev (in [Vas99] ) that the space M has the same rational cohomology as PGL(4, ), and it follows from the results of Peters-Steenbrink ( [PS03] ) that the orbit map given by g → g(S 0 ) induces an isomorphism for any choice of S 0 ∈ M (see Theorem 2.6). See also [Tom14] .
The main result of this paper is that the covering space M also has the same rational cohomology. The main tool in our proof of Theorem 1.1 is simplicial resolution à la Vassiliev. However the introduction of a line significantly increases the combinatorics of the casework. We devote all of Section 3 to this computation, while Section 2.2 contains the rest of the proof.
1.1. Applications: moduli space, representations of W (E 6 ) and point counts. Before presenting a proof of Theorem 1.1, which we postpone to Section 2.2 and the particularly tedious details further to Section 3, we describe a few applications. All of the corollaries in this section are corollaries to Theorem 1.1.
Cohomology of moduli spaces. The map π : M → M is PGL(4, ) equivariant and each orbit (in either M or M ) is closed (see e.g. [ACT02] ). Thus passing to the geometric quotient we get a covering map For comparison, it was already known by Theorem 2.6 that 3,3 is -acyclic. Various compactifications of 3,3 , 3, 3 (1) and other covers can be found in [DvGK05] , in particular the two moduli spaces mentioned here are rational. Also relevant are the computation of π 1 ( 3,3 ) (as an orbifold) by Looijenga [Loo08] , the identification of a compactification of 3,3 as a quotient of complex hyperbolic 4-space by Allcock, Carlson and Toledo [ACT02] .
The cohomology of the normal cover as a representation of W (E 6 ). The combinatorics of how the 27 lines intersect is extremely well-studied. Let L be the graph with vertices the 27 lines and edges corresponding to intersecting pairs for the generic cubic surface [Cay49] . It was classically known that the automorphism group of L is realized as the Galois group of the extension given by adjoining the coefficients defining the lines over the field containing the coefficients of a cubic form. Camille Jordan proved [Jor89] that this group is the Weyl group W (E 6 ) of the root system E 6 (see also [Man86, Remark 23.8.2]). The Galois group can also be realized as the monodromy of the covering space M → M and hence the deck group of its normal closure; see [Har79] .
The cover M → M is in fact not normal (Galois): its normal closure is the space M nor consisting of pairs (S, α), where α is an identification of the intersection graph of the 27 lines on S with L. The deck group of M nor is W (E 6 ), as mentioned, and so H * ( M nor ; ) is a W (E 6 ) representation. We can restrict this representation to the index-27 subgroup that stabilizes a line, which can be identified with W (D 5 ) (see [Nar82] Proof. By Theorem 1.1 and transfer,
The second statement is equivalent to the first by Frobenius reciprocity.
Computing the cohomology H * ( M nor ; ) (as a W (E 6 ) representation) would be an obvious and major generalization of Theorem 1.1. While the above corollary provides a restriction towards which irreducible representations can occur, it only rules out a small fraction: the order of W (E 6 ) is 51840, and it has 24 non-trivial irreducible representations (see [Car85, ] for a character table).
There are other intermediate covers of M , by marking different configurations of the 27 lines. For instance, taking unordered triples of lines that intersect pairwise, we get a 45-sheeted cover marking the 'tritangents' of a cubic surface. See [Nar82] and the appendix by Looijenga for more on this cover and its quotient under PGL(4, ).
Lines over q . The spaces M and M as defined above are (the complex points of) quasiprojective varieties defined by integer polynomials. To be more explicit, the discriminant ∆ is an integer polynomial, as are the polynomials defining the incidence of a line and a cubic surface. For a finite field q of characteristic p, we can base change to q . That is, reducing the defining polynomials mod p defines spaces
and a projection map
For p = 3, the discriminant ∆ continues to characterize singular polynomials, so M ( q ) is the space of smooth cubic surfaces defined over q (where a homogeneous cubic polynomial is smooth if it is smooth at all q points). Similarly, M ( q ) is the space of pairs (S, L) of smooth cubic surfaces S and
is the average number of q -lines on a cubic surface defined over q . The Grothendieck-Lefschetz fixed point formula (see e.g. [Mil13] ) lets us use our results to deduce consequences about the cardinality of # M ( q ).
Remark 1.5. The fact that M is a connected cover of M already implies H 0 ( M ; ) ∼ = . Given Deligne's theorem [Del80, Théorème 3.3.1] we get that both #M ( q ) and # M ( q ) are q
Hence the average number of lines on a q -cubic surface is 1+O(q −1/2 ) as q → ∞. One needs much more information to compute this number exactly. Corollary 1.6. There is a finite set of characteristics, so that for a fixed q with p not in this set,
Thus the average number of lines defined over q on a smooth cubic surface defined over q is exactly 1.
To the best of our knowledge, the point count for M ( q ) and the consequence about the average number of lines is new. 
where is a prime other than p. Further, there are comparison theorems implying isomorphisms
away from a finite set of characteristics (see e.g. [Del77, Théorème 1.4.6.3, Théorème 7.1.9]). In particular, as a corollary of Theorem 1.1 we obtain # M ( q ) = #M ( q ) = q 4 (# PGL(4, q )) and hence the corollary.
Remark 1.7. One can define 3,3 ( q ) and 3,3 (1)( q ) as base-changes of 3,3 and 3,3 (1) from above. Using an analogue of the Groethendieck-Lefschetz fixed-point formula, it is possible to conclude that
although one needs to be more careful in interpreting these 'point counts' mean. However, a deeper discussion of the arguments involved is out of the scope of this paper.
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RATIONAL COHOMOLOGY OF THE INCIDENCE VARIETY
2.1. Definitions and setup. From now on we will work over the field of complex numbers. Let X = X 3,3 be the space of smooth homogeneous degree 3 (complex) polynomials over 4 variables, for concreteness a subset of [x, y, z, w] 3 ∼ =
20
. A polynomial F ∈ [x, y, z, w] 3 is smooth precisely when {F x , F y , F z , F w } do not have a common root, by Euler's formula. This is equivalent to a certain 'discriminant' in the coefficients not vanishing; there is a polynomial ∆ : 20 → with integer coefficients that vanishes on (the coefficients of) F if and only if F is not smooth. In other words, X is the complement of the discriminant locus, Σ = (∆) ⊂ 20 . We also have the 'incidence variety' of a line and a (not necessarily smooth) cubic polynomial
where Gr(2, 4) is the Grassmannian of lines in 3 (that is, 2-planes in 4 ). This space comes equipped with two projections. The first, π : (F, L) → F forgets the line, and we denote the inverse image π −1 (X ) of X by X , which by (a version of) the Cayley-Salmon theorem is a 27-sheeted cover π : X → X .
The second projection is to Gr(2, 4), given by (F, L) → L, and is a fiber bundle with fiber Π ∼ = 16 over ∈ Gr(2, 4). To be explicit, Π is the space of (not necessarily smooth) cubic polynomials that vanish on . The restriction of the projection to X is also a fiber bundle, and we will denote the fiber over by X , this is the space of smooth homogeneous cubic polynomials in 4 variables that vanish on . Let
To go from the space of polynomials to the space of cubic surfaces, we need to quotient by the action of × . Namely, given a homogeneous cubic polynomial F and λ ∈ × , the product λF is another homogeneous cubic polynomial which defines the same surface (F ) = (λF ) and F is smooth if and only if λF is. Alternatively viewed, ∆ is a homogeneous polynomial and Σ is a conical hypersurface in 20 , so passing to the quotient by
and a covering map M → M , which we will also denote by π. The map M → Gr(2, 4) continues to be a fiber bundle, we denote the fiber over ∈ Gr(2, 4) by
All these spaces and the maps described so far fit into the following (somewhat clumsy) commuting diagram:
There is one more action to consider, which is important for both our theorem and its proof. As mentioned in the introduction, GL(4) := GL(4, ) acts on . There are induced actions on the spaces defined above: on X and X by GL(4); on M and M by PGL(4). The action of GL(4) on Gr(2, 4) also factors through PGL(4). Fixing a line ∈ Gr(2, 4), the respective stabilizers in GL(4) and PGL(4) act on the fibers X and M . If we fix a basepoint (F 0 , L 0 ) ∈ X , and set
, and so on.
Then we also have the following commuting diagram:
All the four maps in the bottom-left square are in fact maps of bundles over the same base Gr(2, 4), and all the vertical maps are bundles with fiber × . The second and third vertical maps are elaborated in the previous diagram (2.2).
Remark 2.4. It is worth noting that the map on the fibers × → × induced by the first horizontal map is not identity, the matrix ωI acts by ω 3 = 1 on a cubic polynomial F . As indicated, it is the degree 3 map z → z 3 , which is an isomorphism with rational coefficients, so this does not affect our computations.
Remark 2.5. Since M is connected, the orbit maps for different choices of basepoint (S 0 , L 0 ) ∈ M are homotopic.
As mentioned in the introduction, Vassiliev's results imply that M and PGL(4) have the same rational cohomology.
Theorem 2.6 (Vassiliev
By transfer we know that π
) is an injection. This also follows from the fact that the orbit map in the above theorem factors through M . In fact, there is no new cohomology that appears in this cover, as in Theorem 1.1.
2.2.
Proof of Theorem 1.1 and the role of simplicial resolution. Vassiliev's method of simplicial resolution works by first reducing the computation of the cohomology of the discriminant complement X to computing the (Borel-Moore) homology of the discriminant locus Σ via Alexander duality. The space Σ consisting of the singular cubic surfaces is itself highly singular, and stratifies based on the how big the singular set of each F ∈ Σ is. Applying the spectral sequence of a filtration to this stratification produces a spectral sequence converging to H * (Σ) = H BM * (Σ) (Borel-Moore or compactly supported homology). While M or X is not an open subset of a vector space, recall that the fiber X over of the map X → Gr(2, 4) is open in the vector space Π of polynomials vanishing on . So we can apply the Vassiliev spectral sequence to each X to find H * ( X ; ). For this, we need to stratify Σ = Σ ∩ Π by not just how big the singular sets are, but how they are configured with respect to the line . These are the types and subtypes described in Section 3.1. For now we will assume that we can perform this computation (which takes up all of Section 3), and when needed we refer to the answer described in Proposition 3.15. ). This implies the conclusion by the Leray-Hirsch theorem.
Lemma 2.7. Let f : n → be a non-constant homogeneous polynomial of degree d, so that ( f ) is a conical hypersurface; let its complement be Y
Lemma 2.8. For a fixed ∈ Gr(2, 4), let Stab GL(4) ( ) be the stabilizer of in GL(4). Then for a choice of basepoint F 0 ∈ X , the orbit map
Proof. First, fix a complement ⊥ of (as the notation suggests, we can pick the orthogonal complement of ). Then Stab GL(4) ( ) deformation retracts to G = Stab GL(4) ( , ⊥ ) (the elements that fix both and
As in the computation of H * ( X ; ) in Section 3, it is important to identify via Alexander duality H * ( X ; ) with H * (Σ ), and similarly H * (GL(2); ) with H * (Mat(2) \ GL(2)), where Mat(2) is the space of all 2 × 2 matrices. The generators of H * (GL(2); ) (as a ring) are represented by the locus of matrices whose first i columns are linearly dependent 1 , for i = 1, 2. Fix P ∈ and P ∈ ⊥ non-zero and extend to bases of and
The orbit map extends to a map
It is enough to identify subspaces of Σ that pull-back to (a rational multiple of) the corresponding subspaces of Mat(2) × Mat(2). Then directly from arguments in [PS03, section 6], it is enough to pick the following four subspaces of polynomials that are: (i) singular at P, (ii) singular at some (non-zero) point of , (iii) singular at P , (iv) singular at some (non-zero) point of ⊥ . Now we prove the analogue of Theorem 1.1 before projectivization.
Proposition 2.9. The orbit map GL(4) → X and the projection π : X → X induce isomorphisms
Proof. Note that by Proposition 3.15,
Since the orbit map Stab GL(4) ( ) → X induces a surjection on H * (_; ) by Lemma 2.8, the induced map must be an isomorphism.
Thus we have a map of bundles (as in (2.2)) Stab GL(4) ( ) X
There is no monodromy in either bundle since Gr(2, 4) is simply connected. Therefore from naturality of the Serre spectral sequence, the map GL(4) → X must also be an isomorphism on cohomology.
Converting this to a proof of Theorem 1.1 is fairly simple. We restate the theorem here for convenience. :
is an isomorphism. Since the orbit map and π are algebraic, the isomorphisms are of mixed Hodge structures.
Proof of Theorem 1.1. We have another map of bundles (as in (2.3)):
By Lemma 2.7, both of these bundles satisfy the Leray-Hirsch theorem and the fiberwise map × → × is degree 3, so induces an isomorphism on H * ( × ; ). Thus the map of bases PGL(4) → M must also induce an isomorphism
3. RATIONAL COHOMOLOGY OF X 3.1. Definitions and plan of attack. We will suppress constant rational coefficients throughout this section, and use H to denote Borel-Moore homology (also with rational coefficients by default). Note that for an orientable but not necessarily compact 2n-manifold M , Poincaré duality takes the form
We use the spectral sequence developed by Vassiliev in [Vas99] . We refer the reader to Vassiliev's paper for the theory, but summarize how the computation works in practice. Recall that X ⊂ Π ∼ =
16
, and set Σ = Π \ X = Π ∩ Σ, the set of singular cubic polynomials that vanish on the line . Then via Alexander duality,
Note that Σ is a hypersurface in Π , being the vanishing locus of ∆ = ∆| Π . These further break up as subtypes depending on their configuration with respect to . For most of the types, how they break up will not be relevant to us; we list those that will. We list names for the points for convenience, they are still to be thought of as a priori unordered sets of points: {P, Q} = {Q, P} and so on.
∈ , P and Q coplanar with (d) P, Q / ∈ , P and Q not coplanar with (IV) three points P, Q, R, not collinear (a) P, Q ∈ , R / ∈ (b) P ∈ , Q, R / ∈ , Q, R coplanar with (c) P ∈ , Q, R / ∈ , Q, R not coplanar with (d) P, Q, R / ∈ , P, Q, R and all coplanar (e) P, Q, R / ∈ , P, Q and coplanar, R not on that plane (f) P, Q, R / ∈ , no two coplanar with (VII) four points P, Q, R, S, not coplanar (a) P, Q ∈ , R, S / ∈ (b) P ∈ , Q, R, S / ∈ , Q, R, coplanar (c) P ∈ , no two of Q, R, S coplanar with (d) P, Q, R, S / ∈ , P, Q, R coplanar with , but S not on that plane (e) P, Q, R, S / ∈ , P, Q and coplanar, R, S and coplanar (f) P, Q, R, S / ∈ , P, Q and coplanar, no other pair coplanar with (g) P, Q, R, S / ∈ , no two coplanar with Remark 3.3. The types correspond to orbits of the singular loci under the PGL(4) action on 3 and the subtypes correspond to orbits under Stab( ) ⊂ PGL(4), but this will not be explicitly important for us.
Definition 3.4. For a manifold M and natural number n, the ordered configuration space of n points on M is given by
This space comes with a natural action of the symmetric group S n by permuting the coordinates and the quotient is the unordered configuration space UConf n (M ) of n points on M .
Definition 3.5. For any A ⊆ UConf n (M ), the sign local coefficients on A, denoted by ± , is given by the composition
thought of as a representation on . Explicitly, a loop in A acts on by the sign of the induced permutation on the n points.
The method of simplicial resolution produces for us a space σ with a map f : σ → Σ with the following properties:
(1) The map f * : H * (σ) → H * (Σ ) is an isomorphism.
(2) The space σ has a stratification
where i varies over all the subtypes (not just the ones listed, but all of them). That is, F i is a stratum corresponding to the subtype i. The strata are (partially) ordered by degeneracy: F i intersects F j only if polynomials with singularity of subtype i can degenerate to a polynomial with singularity of subtype j. We refer the reader to [Vas99] for details of the construction and proofs for (1)-(5). Everything we use for our computation has been summarized in these properties. We now go through the steps of the computation before digging into the details.
By the isomorphism given by Alexander duality (Eq. (3.1)), we are reduced to computing H * (Σ ). By (1), this is the same as H * (σ). Let
. This is monotonic on the poset described in (2), in the sense that if 
2 Recall that the fundamental class of an orientable but not necessarily compact n-manifold M without boundary is a generator of H n (M ), and the choice of the generator corresponds to the choice of an orientation on M .
To compute each term, since L(K) → F i → Φ i is a complex vector bundle, we have the Thom isomorphism
For the right-hand side, if Λ(K) is acyclic then so must be Φ i , so this automatically vanishes unless i is a subtype of I, II, IV, VII, or XI. For the (sub)type XI, from (5) we have that Φ XI = C Z, the open cone on Z, where
So we get a spectral sequence e r p,q =⇒ H p+q (Z) with
But then we also have
For all the other i, the set K is finite, of say n points (1 ≤ n ≤ 4). Then as described in (4),
where the latter isomorphism is by (twisted) Poincaré duality, since the A i are complex manifolds. So the computation eventually boils down to computing H * (A i ; ± ) for these i (see Propositions 3.13 and 3.14), bookkeeping, and then relatively standard arguments involving spectral sequences following [Vas99] (see Proposition 3.15).
Before we start on the detailed casework, it is worth describing representatives of (multiplicative) generators of H * ( X ). From Lemma 2.8, we know that H * ( X ) is generated in degrees 1 and 3. Tracing through all of the algebra above and the degeneration at E 1 p,q as described in Proposition 3.15, we have isomorphisms:
Note that A Ia = and A Ib = 3 \ (which by Lemma 3.11 deformation retracts to ⊥ ). For a more geometric description, consistent with the proof of Lemma 2.8, we can find representative subspaces of Σ , after fixing P ∈ , and P ∈ ⊥ . Again, tracing through the chain of isomorphisms above, the subspaces corresponding to (i)
are (i) polynomials singular at P, (ii) polynomials singular at some point of , (iii) polynomials singular at P and (iv) polynomials singular at some point of .
Remark 3.10. In this entire computation, we could keep track of the mixed Hodge structures throughout, as in [Tom05; Tom14] (see also [Gor05] ), but this ends up being unnecessary for our purposes. This information can in any case be recovered a posteriori given Lemma 2.8 and Proposition 3.15, since the orbit map is algebraic.
3.2.
General results on configuration spaces of projective space. We now state the results of some general computations that we will use in the case work, since the arguments needed are fairly independent. 
is an explicit deformation retract. Lemma 3.12.
, and the S 2 action is by the antipodal map, which is degree 1 and hence by transfer H * (UConf 2 ( 2n ); ± ) = 0. For all the other spaces of the form UConf n (Z), [Tot96] provides spectral sequences that converge to PConf n (Z) as an S n representation. The computation of each of these is straightforward from [Tot96, Theorem 1]. The conclusion again follows from transfer, since
3.3. Case work. This section contains the details of the arguments to compute the various H * (A i ; ± ). The main idea is decomposing these spaces as fiber bundles, where both the fiber and base are simpler. In many instances the bases are A j for some lower j, and the computation is 'inductive' or recursive. First we establish the cases where the answer is 0, the recursive nature of the argument makes some of the cases relatively easy. The cases that are exceptions in the proposition below are treated in Proposition 3.14. Proof. We need to show that H * (A i ; ± ) = 0 when i is one of IIc, IVb, IVd, IVe, IVf, VIIb, VIIc, VIId, VIIe, VIIf, VIIg. Let's deal with each in turn.
IIc, P, Q /
∈ , but P, Q and coplanar: Mapping {P, Q} → H = 〈P, Q, 〉, the projective span of P, Q, , i.e. the plane containing P, Q and , we get a map from A IIc to the space of planes in 3 containing , which is a
. This is a fiber bundle
and the local coefficients ± restrict to the fiber to the sign local coefficient on UConf 2 (H \ ) ∼ = UConf 2 ( 2 ). But H * (UConf 2 ( 2 ), ± ) = 0 from Lemma 3.12, so we are done.
IVb, P ∈ , Q, R / ∈ , but Q, R and coplanar: Here, even though P, Q and R are a priori unordered, we can't (continuously) swap R with one of P and Q. So there is a well-defined map {P, Q, R} → {Q, R}, and we get a fiber bundle:
The local coefficients ± on the total space pull-back from ± on base (that is, the map π 1 (A IVb ) → {±1} factors through π 1 (A IIc ). But as we just showed, H * (A IIc ; ± ) = 0, so we are done.
IVd, P, Q, R / ∈ , but P, Q, R and coplanar: Mapping {P, Q, R} → H = 〈P, Q, R, 〉, we get a fiber bundle:
The fiber is the space of three (unordered points) non-collinear points on H \ ∼ =
2
, and the local coefficients ± restrict to the local coefficients ± on F ⊂ UConf 3 ( 2 ). Since π 1 (F ) → {±1} factors through S 3 , we can go to the associated S 3 cover F ⊂ PConf 3 (
2 ), and then by transfer, H * (F ; ± ) is the summand of H * ( F ; ) where S 3 acts by the sign representation. But F = {(P, Q, R)} can be broken up as fiber bundles (see Fig. 1 ):
), but more importantly for us, we show that the S 3 action on H * ( F ; ) is trivial, which implies H * (F ; ± ) = 0 as needed. It is enough to check that on each generator (which has to come from one of the fibers or the base), the transposition acts trivially (since transpositions generate S 3 ). The transposition (QR) acts trivially on 2 \ {P}, and hence trivially on the generator of H 3 ( 2 \ {P}) ∼ = H 3 ( F ) (the latter description is independent of the choice of transposition). Similarly the transposition (PQ) acts by −1 on 2 \ 〈P, Q〉, but this is degree 1 on an even-dimensional vector space (and odd-dimensional sphere), so acts trivially on the generator of H 1 ( F ).
IVe, P, Q, R / ∈ , P, Q and coplanar, but R not on that plane: Mapping {P, Q, R} → {P, Q}, we get a fiber bundle
and we are again done, similar to the case IVb above. IVf, P, Q, R / ∈ , no two coplanar with : In this case, we go to the S 3 cover A of A IVf , so that similar to above, H * (A IVf ; ± ) is the sign-representation summand of H * ( A; ). Then A can be broken up by fiber bundles (see Fig. 2 ):
The S 3 action on H * ( A) is again trivial by arguments similar to above.
VIIb, P ∈ , Q, R, S / ∈ , Q and R coplanar with , S not on that plane: Similar to above, mapping {P, Q, R, S} → {Q, R, S} we get a fiber bundle:
We are done by previous arguments.
VIIc, P ∈ , Q, R, S / ∈ , no two of Q, R and S coplanar with : Mapping {P, Q, R, S} → {Q, R, S} we get a fiber bundle:
VIId, P, Q, R, S / ∈ , P, Q, R coplanar with , S not on that plane: Mapping {P, Q, R, S} → {P, Q, R}:
VIIe, P, Q, R, S / ∈ , P and Q coplanar with , R and S coplanar with : We can map {P, Q, R, S} → {〈P, Q〉, 〈R, S〉}, the two lines through PQ and RS and get a map A VIIe → B, where B is the set of unordered pairs of lines in 3 that both intersect , but so that the three lines are not coplanar (in particular the pair of lines do not themselves intersect). This is a fiber bundle:
VIIf, P, Q, R, S / ∈ , P and Q coplanar with , no other pair coplanar with : Forthis case mapping {P, Q, R, S} → {P, Q}, we get a fiber bundle:
Here the local coefficients ± on A VIIf is induced by ± on A IIc and ± on the fibers {{R, S}} ⊂ UConf 2 ( 3 ). We are done by previous arguments.
VIIg, P, Q, R, S /
∈ , no two coplanar with : By an argument analogous to the case of IVf, A VIIg has an S 4 cover by ordering the four points that breaks up as a fiber bundle over the S 3 cover of A IVf . The sign representation doesn't occur in the cohomology of this cover, so we are done.
Alternatively, one can note that UConf 4 ( 3 \ ) has the following stratification:
The first term can be further stratified into two sets: In either case, mapping to the plane H gives us two fiber bundles
Using Lemma 3.12 and previous arguments,
Since we've already shown that A VIId , A VIIe and A VIIf are ± -acyclic, A VIIg must be as well.
Recall that by (2) 
, for the subtypes i of I, II, IV VII (see Table 1 for the relevant numerics). Further, there are only eight subtypes remaining -the exceptions from Proposition 3.13.
Ia, P ∈ :
, since there is only one point, the coefficients ± are trivial, so 
