The auditory midbrain (inferior colliculus, IC) plays an important role in sound processing, acting 33 as hub for acoustic information extraction and for the implementation of fast audio-motor 34 behaviors. IC neurons are topographically organized according to their sound frequency 35 preference: dorsal IC regions encode low frequencies while ventral areas respond best to high 36 frequencies, a type of sensory map defined as tonotopy. Tonotopic maps have been studied 37 extensively using artificial stimuli (pure tones) but our knowledge of how these maps represent 38 information about sequences of natural, spectro-temporally rich sounds is sparse. We studied this 39 question by conducting simultaneous extracellular recordings across IC depths in awake bats 40 (Carollia perspicillata) that listened to sequences of natural communication and echolocation 41 sounds. The hypothesis was that information about these two types of sound streams is 42 represented at different IC depths since they exhibit large differences in spectral composition, i.e. 43 echolocation covers the high frequency portion of the bat soundscape (> 45 kHz), while 44 communication sounds are broadband and carry most power at low frequencies (20-25 kHz). Our 45 results showed that mutual information between neuronal responses and acoustic stimuli, as well 46 as response redundancy in pairs of neurons recorded simultaneously, increase exponentially with 47 IC depth. The latter occurs regardless of the sound type presented to the bats (echolocation or 48 communication). Taken together, our results indicate the existence of mutual information and 49 redundancy maps at the midbrain level whose response cannot be predicted based on the 50 frequency composition of natural sounds and classic neuronal tuning curves.
Introduction
General properties of C. perspicillata's auditory midbrain 145 Iso-level frequency tuning curves (FTCs) were analyzed to confirm the tonotopy along the dorso- Superimposed are the mean + SEM of the best frequency per discretized depth (each bar spans 167 0.5 mm starting at 0.3 mm depth). C) Proportion of single-peak and double-peak iso-level FTCs.
168
Single-peak units had a peak only in the range 10-45 kHz or 50-90 kHz. Double-peak units had 169 peaks in both frequency ranges (peak defined as > 60% of the maximum spike-count value). Note 170 the proportional increase of double-peak units in more ventral regions.
172
As expected from the known tonotopy of the IC, there was a positive correlation between 173 neuronal best frequency (i.e., frequency that triggers the largest number of spikes) and the depth 174 of the channel that recorded the units (Fig. 2B ). In addition, as IC depth increased, so did the 175 probability of finding units with complex FTCs having more than one peak (multi-peaked FTCs, 176 Fig. 2A and C). At the population level, there was an overrepresentation of low best frequencies 177 (10-30 kHz), likely influenced by the fact that neurons tuned to high frequencies were also 178 responsive to low frequency tones ( Fig. S1A ). Note that the range from 10-30 kHz corresponds to 179 the peak frequencies in distress calls (Figs. 1 and S1B).
180
Based on the results obtained with pure tones, one could speculate that distress sounds (with peak 181 frequencies at 20-30 kHz) should be best represented in dorsal IC layers or throughout the extent The main aim of this study was to assess whether there is a difference in information 188 representation in response to natural sounds across IC depths. As stimuli, we used natural distress 189 sequences, which carry most power in low frequencies (20-30 kHz), and an echolocation 190 sequence with high power in frequencies ranging from 60-90 kHz (see stimuli in Fig. 1 and 191 stimuli spectra in supplementary Figure S1B ).
192
A qualitative check of the neural responses to the sequences already revealed that dorsal units 
269
The latter indicates that the population of simultaneously-recorded units share information, at 270 least to some degree. Thus, in response to natural sound streams, the auditory midbrain displays 271 some degree of redundant information representation.
272
The degree of redundancy in unit pairs was quantified by computing the information interaction We also tested whether redundancy depended on units having similar iso-level frequency tuning 312 curves. To that end, Ii was analyzed considering the Pearson correlation coefficients between the 313 units forming the pairs (Fig. 6E ). There was a moderate dependence between these two variables 314 resulting in a correlation coefficient of 0.23 using an exponential fit (Fig. 6E ). This shows a 315 tendency towards higher correlated FTCs having more redundancy.
316
In a last step, we separated Ii into two components: 1) signal correlations (Isign), which represent 317 the similarity between the average response in the two neurons studied across different time In this study, we conducted simultaneous recordings of neuronal activity across the entire dorso-326 ventral extent of the inferior colliculus in awake bats presented with natural sound sequences.
327
Our analysis focused on the spatial pattern of information representation at the midbrain level in 328 response to natural sound streams. This is an important aspect for identifying which parts of the 329 IC are instrumental for conveying information to other brain structures, such as the auditory 2007; Mittmann and Wenstrup, 1995). In C. perspicillata, these units fire strongly to both low 342 frequency (10-30 kHz) and high frequency sounds with a response notch in between (see 343 example tuning curves in Fig. 2A and Fig. 3 ) and they are more likely to be found in ventral IC 344 areas.
345
The fact that high-frequency units in the IC also respond to low frequencies has been described 
416
In the present study, we report high redundancy levels in pairs formed by close-by neurons (~< 417 400 µm apart). This fact can be explained by the common inputs to neighbor neurons. Such The naturalistic stimuli presented here were chunked into non-overlapping time windows, the 542 neuronal responses to which were used to estimate the information, as it has been similarly done Information was quantified by two main neuronal codes: the rate code (Irate) and the information 552 carried by the rate of two units (Ijoint) recorded simultaneously. The Ijoint was calculated in the 553 same manner as the Irate with the difference that now the response (r) can take four forms (instead 554 of two) as it keeps track of which neuron fired, therefore r = {0-0, 0-1, 1-0, 1-1}. As mentioned in 555 the preceding text, the spike-clustering algorithm used in this paper considers the geometry of the 556 laminar probe. Therefore, for each recording channel, a different spike waveform is allocated. To 557 further make sure that a unit was not paired with itself during Ijoint calculations, we considered 558 only pairs of units from channels separated by at least a 100-m distance. The mutual 559 information was calculated as well for groups of three, four and five units recorded 560 simultaneously.
561
To evaluate if the information carried by a unit pair was independent, redundant or synergistic, 562 we calculated the information interaction (Ii). Ii in pairs of neurons can be quantified by the sum 
