Abstract: An image contrast based algorithm for 2-D ISAR image autofocusing is proposed. The problem of ISAR image autofocusing is formulated analytically by defining geometry and dynamics of the radar-target system and by assuming a mathematical model for the received signal. The image focusing is then achieved by estimating the model parameters through the maximisation of the image contrast. The problem of the maximum search is solved numerically by means of an iterative search method. An algorithm able to produce an accurate initial guess is also developed by using the radon transform. The good accuracy of the initial guess guarantees the convergence of the optimisation problem solution to the global maximum. The performance of the proposed autofocusing technique is tested by comparing it to the point prominent processing (PPP) algorithm, the phase gradient algorithm (PGA) and the image entropy based technique (IEBT), through the use of real data. Results confirm the effectiveness of the proposed algorithm.
Introduction
ISAR is a well-known method for high-resolution target image reconstruction. High bandwidth pulses are transmitted and target echoes, received at different aspect angles, are processed coherently to form the image. One of the critical and fundamental steps of the ISAR technique is the 'image focusing' or 'motion compensation' [1] . The received signal is multiplied by a time-varying phase term related to the movement of a 'focusing' point O belonging to the target (see Fig. 1 ). The phase term associated with the focusing point is modelled by means of a polynomial [2, 3] . The polynomial order must be chosen as a trade-off between the image focusing accuracy and the computational load required by the autofocusing algorithm. When spatial resolutions of the order of one metre are required and the target motion is sufficiently regular, the phase term can be approximated effectively by means of a second order polynomial. In this case, the computational time needed for the ISAR image focusing is reasonably low and realtime applications can be considered. The first and second order coefficients of the polynomial phase term will now be referred to as 'focusing parameters'.
The aims of this paper are:
(i) Propose a two-dimensional autofocusing technique based on image contrast maximisation for estimating the polynomial coefficients of the focusing point phase term. Such a technique is an extension of the technique proposed in [2] to full range -Doppler ISAR imaging (for the sake of clarity, in [2] only single frequency signals where considered for cross-range imaging).
(ii) Develop an initialisation technique based on the use of the radon transform (RT) to provide an accurate initial guess for the iterative search of the image contrast maximisation.
(iii) Define and test a stand-alone reconstruction technique composed of three steps: (i) preliminary estimation of the focusing parameters by means of the initialisation technique; (ii) estimation refinement by means of image contrast maximisation; (iii) reconstruction of the ISAR image through the 2-D-Fourier transform (2-D FT) of the motion compensated data. In the following, such an image reconstruction technique will be referred to as image contrast based technique (ICBT).
The ICBT reconstructs the image by maximising the image contrast (IC), which is an indicator of the image quality. This characteristic makes such an algorithm basically different from other classical techniques, such as the PPP [4] and the PGA [5] algorithms. It has to be acknowledged that similar approaches, which make use of the concept of entropy, have been developed, such as the IEBT [6, 7] . Nevertheless, in this paper the authors consider the straightforward concept of image quality being defined by image contrast. Moreover, a stand-alone ISAR image reconstruction technique is fully developed and tested. Modern fast computation abilities also allow the ICBT to be implemented in real-time systems. It is worth mentioning that a non-parametric technique has been proposed that makes use of the image entropy without using a parametric model for the phase history [8] . Nevertheless, in this paper the convenience of using parametric or non-parametric models for the representation of the phase history is not discussed. The authors simply consider cases where the target radial motion is sufficiently regular and therefore the proposed algorithm is compared with a parametric implementation of the entropy based technique. ðw 1 ; w 2 ; w 3 Þ. The reference system ðz 1 ; z 2 ; z 3 Þ is embedded on the target, which is assumed to be moving along an arbitrary trajectory and undergoing angular motions. The backscattering properties of the target are described by the complex reflectivity function zðzÞ, where z is the vector that locates a generic scatterer position in the ðz 1 ; z 2 ; z 3 Þ coordinate system. From the Appendix, the received signal, in free space conditions, can be written in a time -frequency domain, as follows:
where
f 0 represents the carrier frequency, B the transmitted signal bandwidth, T obs the observation time, R 0 ðtÞ the modulus of vector R 0 ðtÞ, which locates the position of focusing point O, i
ðtÞ the unit vector of R 0 ðtÞ and V is the spatial domain where the reflectivity function zðzÞ is defined. The function rect(x) is equal to 1 for jxj < 0:5, otherwise 0.
Motion compensation consists of removing the phase term expfÀjð4p f =cÞR 0 ðtÞg owing to the radial movement of the focusing point O. The received signal after motion compensation can be written as follows:
In order to reconstruct the ISAR image we consider the simple approach of the range -Doppler (RD) technique. The RD makes use of a two-dimensional Fourier transform (2-D FT) of S Rc ðf ; tÞ to reconstruct the complex image in the time lag -Doppler frequency domain. If we consider the target model as the composition of K ideal and independent scatterers, i.e.
the ISAR complex image of such a target can be written as follows:
Iðt;nÞ
where a k is the complex reflectivity of the kth scatterer, dðz À z k Þ is the Dirac function centred at the position of the kth scatterer and n k and t k represent the coordinates of the scatterers on the image plane in the time lag -Doppler frequency domain. As shown in (3), the ISAR complex image of a set of ideal and independent scatterers is composed of a sum of sinc-like shaped terms, which is a well know result in the literature. The time lag t and the Doppler frequency n are related to the range r and crossrange c r by the following equations [9] :
where R c r ¼ c=2f 0 O eff T obs is the cross-range resolution, O eff is the modulus of the effective rotating vector and R r ¼ c=2B is the range resolution [1] . When the required cross-range resolution is of the order of one metre and the relative radar-target motion is sufficiently regular, the distance R 0 ðtÞ can be approximated around the central time instant t ¼ 0 by its second order Taylor polynomial, as follows:
where a ¼ R 0 ð0Þ, b ¼ _ R R 0 ð0Þ and g ¼ € R R 0 ð0Þ. Therefore, the image focusing problem reduces to the estimation of three parameters.
The received signal, compensated by means of the approximated term exp Àjð4pf =cÞR R 0 ðtÞ È É , can be written as follows:
is the distance error. When the approximation in (6) holds, the error D R 0 ðtÞ is very close to zero and the blurring effect in the reconstructed ISAR image is negligible. Because the last step of the image formation is the 2-D FT, the compensation of the phase term component expfÀjð4pf =cÞ ag can be avoided. In fact, it only provokes a shift along the range coordinate, without giving image distortion. To demonstrate this effect, let the signal represented in (1) be compensated by the phase term expfÀjð4pf =cÞR 2 . The reconstructed image of K scattering centres, neglecting the distance error D R 0 ðtÞ, becomes:
where the symbol represents the two-dimensional convolution operation in the ðt; nÞ domain and dðÁÞ is the Dirac function. The shift of all the target scatterers along the range coordinate does not provoke any defocusing of the image. Therefore, the compensation of parameter a can be avoided. The coefficients b and g physically represent the radial velocity and acceleration of the focusing point, respectively.
Image contrast based technique (ICBT)
In this Section we present and describe the ICBT for ISAR image reconstruction. Such a technique is implemented in two steps: (i) preliminary estimation of the focusing parameters, which are provided by an initialisation technique that makes use of the radon transform (RT) and of a semi-exhaustive search; (ii) fine estimation, which is obtained by solving an optimisation problem where the function to be maximised is the image contrast (IC).
Initialisation technique
This technique is used to obtain two rough estimates of b and g. Its effectiveness will be shown in Section 5, where the ICBT is applied to real data.
Rough estimation of the target radial velocity (b ðinÞ ):
In real applications the radar transmits a pulse every T R seconds, hence, the received signal must be written in its sampled form S R ð f ; kT R Þ where k ¼ ÀM=2; ÀM=2 þ 1; . . . ; M=2 À 1 and M is an even number of sweeps in the observation time T obs ¼ MT R . By taking the one-dimensional Fourier transform (1D-FT) of S R ð f ; kT R Þ with respect to f, we obtain the target range profile S R ðt; kT R Þ for each sweep. In Fig. 2a a range profile time history S R ðt; kT R Þ is plotted. The data is from an experimental data acquisition of an airplane (the data set will be detailed in Section 4). It is worth noting that the t axis is scaled, by means of (5), in order to obtain the range coordinate r. We can easily note that the stripes, owing to the main scatterers' range migration, are almost linear. Each stripe represents the trace of the time history of a generic scatterer distance R s ðkT R Þ.
In order to estimate the value of b we assume that: A1) to a first approximation, the distance R si ðkT R Þ of the ith scatterer varies linearly with slope equal to b, i.e. R si ðkT R Þ % R si ð0Þ þ bÁðkT R Þ; A2) the focusing point distance R 0 ðkT R Þ has roughly the same quasi-linear behaviour of each scatterer, i.e. R 0 ðkT R Þ % R 0 ð0Þ þ bÁðkT R Þ. It is worth noting that in general the focusing point does not need to be coincident with any scatterers.
If conditions A1) and A2) are roughly satisfied, a preliminary estimation of b can be obtained by calculating the mean slope of the scatterer distance traces. Let b ¼ tgðfÞ, where the angle f, given by the scatterers trace and the abscissa axis, can be estimated by means of the radon transform (RT) [10] of S R ðt; kT R Þ as follows: where RT S R ðr; fÞ is the RT of S R ðt; kT R Þ. Hence, the estimateb b ðinÞ is obtained by equatingb b ðinÞ ¼ tgðf fÞ.
The RT of S R ðt; kT R Þ (see Fig.2a ) is shown in Fig. 2b . The position of the peak of the RT is quite evident and corresponds to the anglef f ffi 140
. In weak signal-to-noise ratio (SNR) conditions it is convenient to mask the range profile time history S R ðt; kT R Þ with a threshold and set to zero all the values that are below it. The result of the masking is plotted in Fig.2c and the relative RT is in Fig. 2d . In this case the threshold is equal to 80% of the peak value of S R ðt; kT R Þ, hence the distance traces of the main dominant scatterers are selected. 
The initial guess for the iterative numerical search that solves the problem of (13) 
½
. If a strong acceleration of the target occurs and the value is found to be close to one of the boundaries, a new search interval is defined in order to investigate further values of g. The value of the search step Dg is chosen in order to satisfy the rule DgT 2 ob R r , i.e. the error produced by the quantisation step multiplied by the squared value of the observation time must not exceed the range cell resolution. The choice of both the search interval and the search step is heuristic and has been tested on aircraft and ship data with good results.
Without strongly affecting the accuracy, the number of frequency steps in addition to the number of radar sweeps integrated coherently can be reduced in order to speed up the estimation process. In our tests the received signal matrix was reduced to a 32 Â 32 matrix (32 frequency steps and 32 sweeps). The reduction can be done simply by selecting the central 32 frequencies and the central 32 sweeps of the received signal data set. It is worth noting that suitable data set reductions must be considered according to the data quality.
The accuracy of the estimation ofĝ g ðinÞ also depends on the accuracy of the estimation ofb b ðinÞ . Even if this method does not represent an optimum method for estimating the couple (b, g), it is sufficiently accurate to produce a good initial guess for the estimation refinement, as will be detailed in the next Section. Moreover, in Section 4, an idea of the accuracy of the preliminary estimation will be given by using real data. For the sake of clarity the algorithm that provides the initial guess of g is summarised below:
Step 1. The raw data is reduced to a N 0 Â N 0 data set (N 0 ¼ 32 in our tests); Step 2. A first range g Step 4. If the value ofĝ g 0 that maximises the IC is close to one of the boundaries the search is repeated for further values of g;
Step 5. When a value ofĝ g 0 far enough from the boundaries is found, it is used to initialise the iterative linear search to find the solution of (13), which represents the desired value of g ðinÞ .
Estimation refinement
A refinement of the preliminary estimates ðb b ðinÞ ;ĝ g ðinÞ Þ is obtained by maximising the image contrast by using classic optimisation algorithms. In our work, we use the optimisation algorithm of Nelder and Mead [11] , initialised with the guess values ðb b ðinÞ ;ĝ g ðinÞ Þ. The convergence of the algorithm to the global maximum depends on the initial guess. The IC shows a good convexity near to the global maximum ðb b;ĝ gÞ and a strong multimodal behaviour far from it. An example of IC is provided in Fig. 3 and the sections along b and g, corresponding to the global maximum, are shown in Fig. 4 . It is worth noting that in this particular case, corresponding to a real data analysis, the IC shows a pronounced peak and a quite regular behaviour around it. A more detailed look at the two sections shows a general multimodal characteristic along b and a quite regular behaviour along g, within an interval around the global maximum position.
The convexity of the IC will not be proven mathematically. The convergence of the algorithm to the global maximum will be shown in Section 4 by means of real data. For the sake of clarity, a flow chart of the ICBT is reported in Fig. 5 . 
Application to real data
In this Section we use real data to test the effectiveness of the ICBT. The results obtained by means of the ICBT are compared to the results obtained by using the PPP, PGA and IEBT algorithms. We refer to these techniques because they are well consolidated and already implemented in most of the operating ISAR systems.
Data set
All data sets used for comparing autofocusing algorithm performance were collected using the same low power instrumented radar system developed by the DSTO. The radar is able to transmit simple frequency stepped waveforms in the band 8.0 -18.0 GHz. Generally, the radar is housed in a mobile van for ground-based measurements, such as those of aircraft taken at Adelaide airport (Australia). On occasion, the system has been deployed in a C-130 transport aircraft with the antennas pointed out of the open ramp door, as was the case for the ship measurements used in this paper. Tables 1 and 2 give the relevant radar parameters used to collect the aircraft and ship datasets, respectively. All datasets were taken using horizontally polarised transmit and receive antennas mounted on a pedestal that was pointed manually to track the targets. Aircraft image data was gathered soon after take-off from Adelaide airport at ranges between 1.5 and 3.0 km. The bulk loader ship (see Fig. 6 ) data was gathered as the C-130 aircraft containing the radar flew away from the vessel at ranges between 1.0 and 6.0 km. While the speed of the bulk loader was unknown, these large vessels typically travel in the vicinity of 12 -15 knots. The estimated sea condition for these measurements was sea state 3 (significant wave height of between 1.0 and 1.5 m). Both datasets consist of 3.27 s of observation time. Such a time is sufficiently short for the case of the ship to consider valid the approximation of (6) . For the case of the aeroplane such an approximation cannot be assumed. Therefore, a shorter integration time is chosen in order to be able to reconstruct the ISAR image by using the approximated model of (6).
ICBT initialisation algorithm test
The initialisation technique described in Section 3.1 is tested by using real data.
The technique was applied to data from a Boeing 737 and a bulk loader. The preliminary estimates ðb b ðinÞ ;ĝ g ðinÞ Þ are reported in Table 3 . The ISAR images obtained by using ðb b ðinÞ ;ĝ g ðinÞ Þ are shown in Fig. 7 . It is clear that the images are not perfectly focused but the shapes of the targets are still recognisable. This means that the preliminary estimates are close to the global maximum point.
Comparison between the ICBT and PPP=PGA=IEBT algorithms
Analysis of the real data has been performed by applying the PPP, PGA, IEBT and ICBT to the real data described in Section 4.2. A classic range -Doppler 2-D FT is used for the image formation after the motion compensation in all the four cases. Whereas the bulk loader image is reconstructed by using the whole observation time, the aeroplane ISAR image sequence is obtained by using sequences of 128 sweeps to have an integration time of 0.8175 seconds (only the first two images are shown). The comparison analysis among the four algorithms has been carried out by considering:
(i) image 'visual quality'; (ii) peak value of the intensity image; (iii) image contrast; (iv) computation efficiency.
Image visual quality:
In the visual inspection, the general focusing of the image is first considered. Particular features that indicate the degree of resolution are also highlighted to provide a quality measure of the image focusing.
PPP:
Results obtained by applying the PPP autofocusing algorithm to the bulk loader and the Boeing 737 data are presented in Figs. 8a and 9a and b respectively. The image of the bulk loader is well focused, as the individual cranes along the deck can be seen clearly. In the image, a large Doppler spreading of the scatterers in corresponding to the main superstructure is evident. This effect could be partially caused by a rotating antenna. For the Boeing 737, the first image is clearly defocused. This could be due to either a problem in range alignment or to the prominent scatterer intensity varying significantly during the integration time. The second image appears well focused and the main features of the airplane are recognisable.
PGA:
Results relative to the PGA are presented in Figs. 8b and 9c and d respectively. As for the PPP, the image of the bulk loader is well focused and the individual cranes along the deck are clearly visible. The same Doppler spreading of the scatterers corresponding to the main superstructure is noticeable. The first image of the Boeing 737 is not well focused, even if the shape of the aeroplane can be still recognised. The defocusing effect could be caused by the same problems encountered by using the PPP, even though the PGA shows a better robustness.
The second image appears well focused and the main features of the aeroplane are recognisable.
IEBT:
Results relative to the IEBT are shown in Figs. 8c and 9e and f. The IEBT produces better images in the case of aeroplane imaging with respect to ship imaging. In fact, the image of the bulk loader (Fig. 8c) does not look as well focused as the image produced by the PPP, PGA and ICBT, whereas in the case of the Boeing 737, both the images (Figs. 9e and f ) look well focussed. The better performance with aeroplanes is most likely due to the particular kind of angular motions of the target.
ICBT:
Results relative to the ICBT are presented in Figs. 8d and 9g and h respectively. The focusing parameter initial guesses used to initialise the ICBT are shown in Table 3 . The image of the bulk loader (Fig. 8d) , as for the PPP and PGA, is well focused and all the features that are recognisable by using the PPP and PGA are still recognisable in the ICBT ISAR image. Both the images of the aeroplane are well focused and several features are as recognisable as in the case of IEBT. The success of the ICBT, in addition to the IEBT, in focusing the first aeroplane image (sweeps 1 -128) is due to the ability of the algorithm to focus the whole image, regardless of the behaviour of the prominent scatterers that affect the other two algorithms, especially the PPP.
Peak value:
The peak value of the intensity image (IP) is an indicator of the image focusing of a local area of the image. Although a high value of the IP does not guarantee a good focus of the whole image, when associated with the image contrast, it represents a good indicator of image focus. In this case, the larger the value of the image peak the more focused the image. In fact, the image defocusing provokes the spread of the energy associated to a scatterer on a larger Doppler interval, and hence it generates a decreasing of the peak value. It is worth noting that the IP can be used as an indicator of image focus because the motion compensation is obtained by means of energy preserving signal processing. The results of the comparison are reported in Table 4 . In all the three images the ICBT shows the largest values of the peak.
IC:
Whereas the IP is a parameter that takes into account the focus of one particular scatterer, the IC, as defined in (11), represents an indicator of the whole image focus. Even if it cannot be proven mathematically that the best image focusing is achieved when the IC is maximum, such a parameter generally represents a good indicator of the general image focusing. As reported in Table 5 , the ICBT shows the largest IC, followed by the IEBT, PGA and PPP. It is worth noting that the highest values obtained by the ICBT were expected because it is the parameter that the algorithm tries to maximise. Nevertheless, the coincidence of the highest contrast with the largest peak, strengthened by a positive image visual analysis, shows that the ICBT provides the best results in radar ISAR imaging of both airplanes and ships.
Computational load:
The computation time, using a 1.8 GHz CPU, is of the order of 1 second for a 128 Â 128 image for both the IEBT and ICBT. It is worth noting that the MATLAB codes for the ICBT and IEBT have not been optimised in terms of numerical computation. In the case of PPP and PGA, the computational load is faster (around 0.1 s and 0.2 s, respectively). Nevertheless, we expect that algorithm optimisation and fast ad hoc technology can enable real-time processing.
Additional results by using the ICBT:
Trying to obtain the image focusing, the ICBT provides an estimate of the two focusing parametersb b and g g. It is worth noting that these values have a physical meaning. In fact, they represent physical velocity and acceleration of the focusing point on the target. Even though the position of the focusing point on the target is not known, the estimation can be assumed to be close to the target centre of mass velocity and acceleration. In Table 6 we report the values of parametersb b andĝ g estimated by ICBT. Such additional information can be exploited to have an interpretation of the image aspect angle.
Further considerations of the image of the Boeing 737:
By considering that the aircraft data was collected just after the take off, the target speed v is reasonably around 400-500 km=h (110 m=s). The target orientation j with respect to radar line-of-sight (LOS) can be estimated roughly by exploiting the estimation of b, i.e. by inverting the formula v cos c cos j ¼ b, where c represents the target elevation angle with respect to the radar (roughly 15 ). The estimated values of the orientation angle is roughly equal to j ¼ 70 À 75 , i.e. a value of 15 À 20 off the broadside direction, which is in agreement with the target trajectory during data gathering. The ISAR images of Fig. 9 confirm that the airplane was flying close to the cross-range (tangential) direction (also the fact that one of the wings is not visible confirms that it was hidden behind the aeroplane body).
Further considerations of the image of the bulk loader:
The same consideration can be repeated for the radial velocity and acceleration estimates of the bulk loader. The speed of the C-130, which was carrying the radar, was roughly of 300 km=h (140 m=s). If we neglect the ship velocity, the target orientation with respect to the radar line-of-sight (LOS) can be calculated in the same way. Knowing that the elevation angle was roughly 15
, the value of the estimated target orientation is j ¼ 4 . This value is consistent with the ISAR image of Fig. 8 and in agreement with available external information.
Conclusions
In this paper an ISAR image autofocusing algorithm based on the image contrast maximisation has been proposed. The algorithm is performed in three steps: (1) preliminary estimation of the focusing parameters; (2) estimation refinement by means of IC maximisation; (3) 2-D FT of the compensated data to reconstruct the ISAR complex image.
The technique works under the assumption that the phase term of the focusing point in the integration time can be approximated effectively by a second-order polynomial. The validity of this technique has been shown by means of real data and compared with three classical algorithms: the PPP, PGA and IEBT. The effectiveness of the ICBT can be testified by the improvement of image focusing when compared to three classic algorithms. The ICBT overcomes the PPP and PGA by exploiting the ability of considering the whole of image focusing through the image contrast in both aeroplane and ship ISAR imaging. The ICBT showed similar results to the IEBT in aeroplane ISAR imaging but it provided better results in the ship imaging The ICBT does not need any particular requirements of stability of the prominent scatterers to perform correctly. The slight lack of computational efficiency can be strongly reduced by optimising the algorithm code and by implementing it in dedicated hardware in order to reach real-time capabilities. 
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