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Abstract
Let G be a connected graph with a distance matrix D. The D-eigenvalues {µ1, µ2, . . . , . . . , µp} of G are the eigenvalues of D
and form the distance spectrum or D-spectrum of G. Given two graphs G with vertex set {v1, v2, . . . . . . , vp} and H , the corona
G ◦ H is defined as the graph obtained by taking p copies of H and for each i , joining the i th vertex of G to all the vertices in the
i th copy of H . Let H be a rooted graph rooted at u. Then the cluster G{H} is defined as the graph obtained by taking p copies of
H and for each i , joining the i th vertex of G to the root in the i th copy of H . In this paper we describe the distance spectrum of
G ◦ H , for a connected distance regular graph G and any r -regular graph H in terms of the distance spectrum of G and adjacency
spectrum of H . We also describe the distance spectrum of G{Kn}, where G is a connected distance regular graph.
c⃝ 2015 Kalasalingam University. Production and Hosting by Elsevier B.V. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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1. Introduction
The computation of various graph polynomials and the associated spectra has been the topic of many investigations
in the recent years. While the problem of computing the characteristic polynomial of adjacency matrix and its spectrum
appears to be solved for many large graphs, the related distance polynomial has received much less attention. The idea
of distance matrix seems a natural generalization, reflects the structure of the graph in a better way than that of an
adjacency matrix. Distance matrix and its spectra have arisen independently from a data communication problem
studied by Graham and Pollack in 1971 in which the most important feature is the number of negative eigenvalues
of the distance matrix. The distance matrix is more complex than the ordinary adjacency matrix of a graph since the
distance matrix is a complete matrix (dense) while the adjacency matrix is more often sparse. Thus the computation of
the characteristic polynomial of the distance matrix is computationally a much more difficult problem and, in general,
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(a) C3 ◦ K2. (b) C3{C3}.
Fig. 1. Corona and cluster of graphs.
there are no simple analytical solutions except those for a few trees [1]. For this reason, distance polynomials of only
trees have been studied extensively in the mathematical literature.
Let G be a connected graph with vertex set V (G) = {v1, v2, . . . , vp}. The distance matrix D = D(G) of G is
defined such that its (i, j)-entry is equal to dG(vi , v j ), the distance (=length of the shortest path [2]) between the
vertices vi and v j of G. The eigenvalues of D(G) are said to be the D-eigenvalues of G and form the D-spectrum of
G, denoted by specD(G).
The distance spectrum was known earlier only for a few families of graphs, including cycles [3] and complete
bipartite graphs [4]. In [5] the distance spectrum of a path Pn and the first distance eigenvector of connected graphs
are obtained. In [6] the authors describe the distance spectrum of the join based compositions of regular graphs and
in [7] Stevanovic´ generalized this result as the joined union of regular graphs. In [8], we obtain the D-spectrum of the
cartesian product of two distance regular graphs and also that of the lexicographic product of a graph with a regular
graph. In [9] we have generalized the construction of the graph Kn,n+1 ≡ Kn+1,n of [10] to G1 ▽ G2 ≡ G2 ▽ G1
for two regular graphs G1 and G2 and obtained its distance spectrum. For some other recent results on D-spectrum of
graphs see [11–14].
This work is motivated from [15] in which the authors describe the adjacency spectrum of corona of two graphs
and also from a recent work [8] which studied the distance spectrum of some graph compositions. In this paper we
obtain the distance spectrum of the corona of a distance regular graph with a regular graph and that of the cluster
of a connected distance regular graph with complete graph. All graphs considered in this paper are simple and we
follow [16] for spectral graph theoretic terminology. We denote by specA, the adjacency spectrum of the matrix A.
The considerations in the subsequent sections are based on the applications of the following lemmas:
Lemma 1 ([17]). Let A be a square matrix with eigenvalues {λ1, λ2, . . . , λp}. Then det A = pi=1 λi . In addition,
for any polynomial P(x), P(λ) is an eigenvalue of P(A).
Lemma 2 ([12]). Let D be the distance matrix of a connected distance regular graph G on p vertices and J , the all
one matrix of order p. Then D is irreducible and there exists a polynomial Q(x) such that Q(D) = J . In this case
Q(x) = p × (x − µ2)(x − µ3) · · · (x − µg)
(k − µ2)(k − µ3) . . . (k − µg)
where k is the unique sum of each row which is also the greatest simple eigenvalue of D, whereas µ2, µ3, . . . , µg are
the other distinct eigenvalues of D so that Q(k) = p and Q(µ) = 0 for every eigenvalue µ of D different from k.
Definition 1 ([18]). Given two graphs G with vertex set {v1, v2, . . . . . . , vp} and H , the corona of G and H is denoted
by G ◦ H and is defined as the graph obtained by taking p copies of H and for each i , joining the i th vertex of G to
all the vertices in the i th copy of H , i = 1, 2, . . . . . . , p.
Definition 2 ([18]). Let H be a rooted graph rooted at u. Then given a graph G with vertex set {v1, v2, . . . . . . , vp},
the cluster G{H} is defined as the graph obtained by taking p copies of H and for each i , joining the i th vertex of G
to the root in the i th copy of H .
188 G. Indulal, D. Stevanovic´ / AKCE International Journal of Graphs and Combinatorics 12 (2015) 186–192
Example 1. Let G = C3, the cycle on three vertices and H = K2, the complete graph on two vertices. Then Fig. 1
shows the corona G ◦ H and cluster G{H}.
2. The distance spectrum of corona of two graphs
In [15] S. Barik et al. obtained the adjacency spectrum of corona of two graphs. In this section we obtain the
distance spectrum of the corona of a distance regular graph with a regular graph.
Theorem 1. Let G be a distance regular graph on p vertices {v1, v2, . . . . . . , vp} with distance regularity k, a distance
matrix D and specD = {k = µ1, µ2, . . . . . . . . . , µp}. Let H be an r-regular graph on n vertices with an adjacency
matrix A and specA = {r = λ1, λ2, . . . . . . , λn}. Then the distance spectrum of G ◦ H consists of the following
numbers:
(a)
n(2p+k)+k−r−2±

(n(2p+k)+k−r−2)2+4(np2+k(r+2))
2 each with multiplicity 1
(b) µi (n+1)−r−2±
√
(µi (n+1)−r−2)2+4µi (r+2)
2 for each µi ∈ specD, i = 2, 3, . . . , p
(c) −λi − 2 with multiplicity p for each λi ∈ specA(H), i = 2, 3, . . . , n.
Proof. Given that G is a distance regular graph on p vertices {v1, v2, . . . . . . , vp} with distance regularity k, a
distance matrix D and D-spectrum {k = µ1, µ2, . . . . . . . . . , µp}. Let the vertex set of the i th copy of H be
U i = {ui1, ui2, . . . . . . . . . , uin}, i = 1, 2, . . . . . . p.
Let Wi = {u1i , u2i , . . . . . . , u pi }. With this labeling V (G ◦ H) = V (G)

W1

W2 . . . . . .

Wn . Then by the
definition of G ◦ H , its distance matrix F can be written in the form
F =

D J1×n ⊗ (D + J )
Jn×1 ⊗ (D + J ) Jn ⊗ (D + 2 (J − I ))+ (2 (J − I )− A)⊗ Ip

.
Now as G is distance regular with distance regularity k. Therefore the all one vector Y = Jp×1 is an eigenvector of D
corresponding to the eigenvalue k.
Now let
δ1 =
n (2p + k)+ k − r − 2+

(n (2p + k)+ k − r − 2)2 + 4 np2 + k (r + 2)
2
and
δ1 = n (2p + k)+ k − r − 2−

(n (2p + k)+ k − r − 2)2 + 4 np2 + k (r + 2)
2
.
Note that δ1, δ1 = k implies n = 0, so that δ1, δ1 are never k.
Claim 1. Ψ =

n (k + p)
δ1 − k
Y
Y
.
.
.
Y
 is an eigenvector of F corresponding to the eigenvalue δ1.
For
F ·Ψ =

D J1×n ⊗

D + Jp

Jn×1 ⊗

D + Jp

Jn ⊗

D + 2 Jp − Ip+ (2 (Jn − In)− A)⊗ Ip

n (k + p)
δ1 − k Y
Y
...
Y

=

n (k + p)
δ1 − k kY + n(k + p)Y
n (k + p)
δ1 − k (k + p)Y + {n (k + 2 (p − 1))+ 2 (n − 1)− r} Y
...
n (k + p)
δ1 − k (k + p)Y + {n (k + 2 (p − 1))+ 2 (n − 1)− r} Y

by Lemmas 1 and 2
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=

δ1
n (k + p)
δ1 − k Y
δ1Y
...
δ1Y

= δ1 ·Ψ .
Thus δ1 is an eigenvalue of F of multiplicity 1. By a similar argument we can see that δ1 is also an eigenvalue of F
with eigenvector Ψ =

n (k + p)δ1 − k Y
Y
.
.
.
Y
of multiplicity 1.
Now consider the eigenvalue µi ≠ k of D. Then there are two cases.
Case 1. µi ≠ 0.
Consider the eigenvalue µi ≠ 0 of D, i = 2, 3, . . . . . . , t . Let Yi be the eigenvector corresponding to µi , i =
2, 3, . . . . . . , t . Then by the theory of Perron–Frobenius, Yi is orthogonal to Y .
Let
δi =
µi (n + 1)− r − 2+

(µi (n + 1)− r − 2)2 + 4µi (r + 2)
2
and
δi = µi (n + 1)− r − 2−

(µi (n + 1)− r − 2)2 + 4µi (r + 2)
2
, i = 2, 3, . . . , t.
Note that δi ,δi = µi implies n = 0, so that δi ,δi are never µi , i = 2, 3, . . . , t .
Claim 2. Ψi =

nµi
δi − µi
Yi
Yi
.
.
.
Yi
 is an eigenvector of F corresponding to the eigenvalue δi , i = 2, 3, . . . , t .
For
F ·Ψi =

D J1×n ⊗

D + Jp

Jn×1 ⊗

D + Jp

Jn ⊗

D + 2 Jp − Ip+ (2 (Jn − In)− A)⊗ Ip

nµi
δi − µi Yi
Yi
...
Yi

=

nµi
δi − µi µiYi + nµiYinµi
δi − µi µiY + {n (µi − 2)+ 2 (n − 1)− r} Yi
...
nµi
δi − µi µiY + {n (µi − 2)+ 2 (n − 1)− r} Yi

=

δi
nµi
δi − µi Yi
δiYi
...
δiYi

= δi ·Ψi .
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Thus δi is an eigenvalue of F of multiplicity 1. By a similar argument we can see that δi is also an eigenvalue of F
with eigenvector Ψˆi =

nµi
δˆi − µi
Yi
Yi
.
.
.
Yi
.
Case 2. µi = 0.
Consider the eigenvalue µi = 0 of D and let Zi be the corresponding eigenvectors, i = t, t + 1, . . . , p. Then by
the theory of Perron–Frobenius, Zi is orthogonal to Y .
As argued earlier we can see that−(r+2) and 0 are eigenvalues of F corresponding to the eigenvectors
0p×1Zi..
.
Zi
 and
Zi0..
.
0
respectively. Statement (b) in the theorem gives −(r + 2) and 0 as eigenvalues when µi = 0.
Further since H is r -regular it has r as an eigenvalue of A and eigenvectors corresponding to other eigenvalues are
orthogonal to the all one vector Jn×1.
Let X i be an eigenvector corresponding to the eigenvalue λi ≠ r of A and e jp×1 be a p × 1 column vector whose
j th entry is 1 and all other entries are zeros.
Claim 3. For each j = 1, 2, . . . , p, φ ji =

0 · Jp×1
Xi ⊗ e jp×1

is an eigenvector of F corresponding to the eigenvalue−λi −2
for every i = 2, 3, . . . , n.
For
F · φ ji =

D J1×n ⊗

D + Jp

Jn×1 ⊗

D + Jp

Jn ⊗

D + 2 Jp − Ip+ (2 (Jn − In)− A)⊗ Ip
 0 · Jp×1
Xi ⊗ e jp×1

=
 0+ J1×n · Xi ⊗ D + Jp · e jp×1
0⊗ D + Jp · Jp×1 + (Jn · Xi )⊗ D + 2 Jp − Ip e jp×1+ ((2 (Jn − In)− A) · Xi )⊗ Ip · e jp×1

=

0 · Jp×1
(−λi − 2) Xi ⊗ e jp×1

= (−λi − 2) · φ ji .
Thus for a fixed i , −λi − 2 is an eigenvalue of F with eigenvector φ ji , for j = 1, 2, . . . , p. Hence the multiplicity
of −λi − 2 as an eigenvalue of F is p. Thus we have listed all the np + p eigenvalues of F which completes the
proof. 
3. The distance spectrum of cluster of a distance regular graph with complete graph
Let G be a distance regular graph with vertex set V = {v1, v2, . . . . . . , vp} and a distance matrix D. Also let the
vertex set of the i th copy of Kn be

ui1, u
i
2, . . . , u
i
n

with root ui1. Let W j =

u1j , u
2
j , . . . , u
p
j

. With this labeling
V (G{Kn}) = V (G)W1W2 . . . . . .Wn .
Then by the definition of the cluster of two graphs, its distance matrix F can be written in the form
F =

D D + J J1×n−1 ⊗ (D + 2J )
D + J D + 2 (J − I ) J1×n−1 ⊗ (D + 3J − 2I )
Jn−1×1 ⊗ (D + 2J ) Jn−1×1 ⊗ (D + 3J − 2I ) In−1 ⊗ (D + 4 (J − I ))+ (J − I )n−1 ⊗ (D + 4J − 3I )

where J is the all-one matrix and I , the identity matrix of appropriate orders. Now we shall find the distance spectrum
of F .
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Theorem 2. Let G be a distance regular graph with distance regularity k, a distance matrix D and distance spectrum
{k = µ1, µ2, . . . , µp}. Then the distance spectrum of G{Kn} consists of the numbers −1 of multiplicity (n− 2)p, the
roots of the equation
p
i=2

x3 − (n (µi − 3)+ µi ) x2 − 2n (2µi − 1) x − 2nµi

= 0
together with the three roots of
x3 − (n (k − 3)+ p (4n − 2)+ k) x2 −

p2 (5n − 4)+ 2n (p + 2k − 1)

x − p2 (3n − 2)− 2nk = 0. (1)
Proof. By the definition of the cluster of two graphs, the distance matrix F of G{Kn} can be written in the form
F =

D D + J J1×n−1 ⊗ (D + 2J )
D + J D + 2 (J − I ) J1×n−1 ⊗ (D + 3J − 2I )
Jn−1×1 ⊗ (D + 2J ) Jn−1×1 ⊗ (D + 3J − 2I ) In−1 ⊗ (D + 4 (J − I ))+ (J − I )n−1 ⊗ (D + 4J − 3I )

where J is the all-one matrix and I , the identity matrix of appropriate orders.
Let Y j , j = 2, 3, . . . , n− 1 be the eigenvectors of Jn−1 corresponding to zero. Then Y j is orthogonal to the all one
vector. Let emp×1 is a p × 1 column vector with the mth entry equals 1 and all other entries equal to zero.
Claim: Ψmj =

0p×1
0p×1
Y j ⊗ emp×1

is an eigenvector of F with eigenvalues −1 for each j = 2, 3, . . . , n − 1 and
m = 1, 2, . . . , p. For
F ·Ψmj =
 D D + J J1×n−1 ⊗ (D + 2J )D + J D + 2 (J − I ) J1×n−1 ⊗ (D + 3J − 2I )
Jn−1×1 ⊗ (D + 2J ) Jn−1×1 ⊗ (D + 3J − 2I ) In−1 ⊗ [D + 4 (J − I )]+ (J − I )n−1 ⊗ (D + 4J − 3I )

×
 0p×10p×1
Y j ⊗ emp×1

=


J1×n−1 ⊗ (D + 2J )
 · Y j ⊗ emp×1
J1×n−1 ⊗ (D + 3J − 2I )
 · Y j ⊗ emp×1
In−1 ⊗ [D + 4 (J − I )]+ (J − I )n−1 ⊗ (D + 4J − 3I )
 · Y j ⊗ emp×1

=
 00
In−1Y j ⊗ (D + 4 (J − I )− ((D + 4J − 3I ))) emp×1

=
 00
−1 · Y j ⊗ emp×1

= −1Ψmj .
Thus −1 is an eigenvalue of F with multiplicity p(n − 2).
Now consider the eigenvalue µi ≠ k of DG with an eigenvector X i , i = 2, 3, . . . , p. Let µir , r = 1, 2, 3 be the
three roots of the equation
x3 − (n (µi − 3)+ µi ) x2 − 2n (2µi − 1) x − 2nµi = 0. (2)
Claim: For each i = 2, 3, . . . , p, the roots of Eq. (2), µir , r = 1, 2, 3 are eigenvalues of F .
To prove the claim we investigate the condition under which Φri =

tr Xi
Xi
Jn−1×1 ⊗ sr Xi

becomes an eigenvector
corresponding to µir , r = 1, 2, 3 for F .
Now using F · Φri = µir · Φri and X i ≠ 0, we get the following.
trµi + µi + (n − 1) srµi = µir tr (3)
trµi + (µi − 2)+ (n − 1) (µi − 2) srµi = µir (4)
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trµi + (µi − 2)+ sr (µi − 4)+ (n − 2) [sr (µi − 3)] = µir sr . (5)
Now solving Eqs. (3) and (4) for tr and sr , we get
tr = µiµir
µir (µi − 2)+ 2µi
; sr = µir

µir + 2
− 2µi µir + 1
(n − 1) 2µi + µir (µi − 2) .
Now substituting these values in Eq. (5) yields a cubic in µir which is equivalent to Eq. (2), proving our claim. Thus
forming eigenvectors of this type we get p(n − 2) + 3(p − 1) = np + p − 3 eigenvectors and there remains 3. By
the construction, all eigenvectors are orthogonal to the all one vectors and hence the remaining three are of the form
Ω =

α Jp×1
β Jp×1
Jn−1×1 ⊗ γ Jp×1

for some (α, β, γ ) ≠ (0, 0, 0).
Let ν be an eigenvalue with an eigenvector Ω , then the equation F · Ω = νΩ gives the following.
kα + (k + p) β + (n − 1) (k + 2p) γ = να (6)
(k + p) α + (k + 2 (p − 1)) β + (n − 1) (k + 3p − 2) γ = νβ (7)
(k + 2p) α + (k + 3p − 2) β + ((n − 1)(k + 4p − 3)− 1) γ = νγ. (8)
Now α ≠ 0. Otherwise
β

nk2 + pk (2pn + n − p)+ p2 (n (4p − 2)− 3p + 2)

= 0
implies β = 0 and γ = 0. Therefore without loss of generality we can assume that α = 1 and solving Eqs. (6)–(8)
yields the cubic in (1). Hence the theorem. 
References
[1] M. Edelberg, M.R. Garey, R.L. Graham, On the distance matrix of a tree, Discrete Math. 14 (1976) 23–39.
[2] F. Buckley, F. Harary, Distance in Graphs, Addison Wesley, 1990.
[3] A. Graovac, G. Jashari, M. Strunje, On the distance spectrum of a cycle, Apl. Mat. 30 (1985) 286–290.
[4] P. Krivka, N. Trinajstic, On the distance polynomial of a graph, Apl. Mat. 28 (1983) 357–363.
[5] S. N Ruzieh, D.L. Powers, The distance spectrum of the path pn and the first distance eigenvector of connected graphs, Linear Multilinear
Algebra 28 (1990) 75–81.
[6] D. Stevanovic´, G. Indulal, The distance spectrum and energy of the compositions of regular graphs, Appl. Math. Lett. 22 (2009) 136–1140.
[7] D. Stevanovic´, Large sets of long distance equienergetic graphs, Ars Math. Contemp. 2 (2009) 35–40.
[8] G. Indulal, The distance spectrum of graph compositions, Ars. Math. Contemp. 2 (2009) 93–100.
[9] G. Indulal, R. Balakrishnan, The distance spectrum of a new graph product, 2010, (Communicated) submitted for publication.
[10] L. Wang, Integral graphs and integral trees (Ph.D. thesis), 2005.
[11] G. Indulal, I. Gutman, A. Vijayakumar, On distance energy of graphs, MATCH Commun. Math. Comput. Chem. 60 (2008) 461–472.
[12] G. Indulal, I. Gutman, On the distance spectra of some graphs, Math. Commun. 13 (2008) 123–131.
[13] G. Indulal, I. Gutman, D-equienergetic self—complementary graphs, Kragujevac. J. Math. (2009) 123–131.
[14] G. Indulal, Sharp bounds on the distance spectral radius and the distance energy of graphs, Linear Algebra Appl. 430 (2009) 106–113.
[15] S. Barik, S. Pati, B.K. Sarma, The spectrum of the corona of two graphs, SIAM J. Discrete Math. 21 (1) (2007) 47–56.
[16] D. Cvetkovic´, M. Doob, H. Sachs, Spectra of Graphs—Theory and Application, third ed., Johann Ambrosius Barth Verlag, 1995.
[17] I.N. Herstain, Topics in Algebra, Narosa, 1980.
[18] R. Frucht, F. Harary, On the corona of two graphs, Aequationes Math. 4 (1970) 322–325.
