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Abstract
One of the main challenges in diffusion based molecular communication is dealing with the non-
linearity of reaction-diffusion chemical equations. While numerical methods can be used to solve these
equations, a change in the input signals or in the parameters of the medium requires one to redo the
simulations. This makes it difficult to design modulation schemes and practically impossible to prove
the optimality of a given transmission strategy. In this paper, we provide an analytical technique for
modeling non-linearity of chemical reaction equations based on the perturbation method. A number
of illustrative examples are given. It is shown that when the reaction rate is low, instead of using a
continuous transmission waveform, it is optimal for the transmitters to release molecules in a bursty
fashion at a finite number of time instances.
Index Terms
Molecular Communications, Chemical reaction, non-linear reaction-diffusion equation.
I. INTRODUCTION
Molecular communication (MC) uses molecules as carriers of information. It is a prevalent
mechanism for communication among living organisms in nature. Molecular communication is
June 1, 2020 DRAFT
ar
X
iv
:2
00
5.
14
29
6v
1 
 [c
s.I
T]
  2
8 M
ay
 20
20
JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 2
envisioned to be applicable in a wide range of engineering and medical applications, especially
as a means to realize communications among engineered biological nanomachines (see [1]–
[4]). In diffusion based MC, molecules are released into the medium by molecular transmitters.
Information is coded by the transmitter in the type, number or the release time of the molecules.
The released molecules randomly diffuse in the medium, with some reaching the molecular
receivers. The receiver decodes the message sent by the transmitter based on the number of sensed
molecules. See for instance [5]–[7] for some modulation schemes proposed in the literature.
Broadly speaking, two main types of diffusion-based MC exists: microscale MC and macroscale
MC. In microscale MC, a small number of molecules are released into the medium by transmit-
ters. The movement of these molecules are random and follow Brownian motion. On the other
hand, in macroscale MC, a large number of molecules are released into the medium (the number
of released molecules is in the order of moles). Macroscale MC is of interest as an alternative
to electromagnetic wave based systems in certain media [3], [8]. In macroscale MC, instead
of focusing on the location of individual molecules, by the law of large numbers, the average
concentration of molecules is described by the Fick’s law of diffusion, which is a deterministic
differential equation. Everything is described by deterministic equations until this point. However,
various sources of noise or imperfection could be considered for molecular transmitters and
receivers [8], [9]. In particular, the literature on MC usually associates a measurement noise to the
receivers. The variance of this measurement noise is considered to depend on the concentration
level of molecules measured by the receiver [10]. In particular, a commonly used measurement
noise is the so-called “Poisson particle counting noise” where the measurement is assumed to
follow a Poisson distribution whose mean is proportional to the concentration of molecules at
the time of measurement.
One of the unique features of MC with no parallel in classical wireless communication is
chemical reactions: different types of molecules can react with each other and form new types
of molecules in the medium. This feature of MC poses a main challenge in macroscale MC since
June 1, 2020 DRAFT
JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 3
equations describing chemical reaction with diffusing particles are nonlinear partial differential
equations with no closed-form solutions [11]–[13]. In other words, there is no analytical closed-
form formula that describes the variations in the concentration of molecules over time and
space for given boundary conditions, inputs to the medium and system parameters such as the
diffusion and reaction rate constants. As these equations have no closed form solutions, they
are commonly solved by numerical methods. While numerical techniques (such as the finite
difference method and the finite element method) can provide accurate solutions for a given input
and system parameters, they require extensive computational resources. More importantly, these
solutions are not generalizable: assume that we have solved the reaction-diffusion equations for
one particular release pattern of molecules by the transmitters into the medium. Next, if we make
some changes to the release pattern of molecules, we should start all over again and resolve the
reaction-diffusion equations again for the new release pattern. In other words, numerical methods
provide little insight into how the solution would change if the input or parameters of the medium
change. This has a major drawback for the design of coding and modulation schemes, where
we wish to optimize and find the best possible release pattern. In other words, a tractable (even
if approximate) model for the solution of the reaction-diffusion systems is required to design
codes or modulation schemes. Only with such a model can one formally prove optimality of
certain waveforms for a given communication problem.
In this paper, we apply the perturbation theory to MC in order to study and design modulation
schemes for reaction-diffusion based mediums. Perturbation theory is a set of mathematical
methods for finding approximate solutions. It was originally proposed to calculate motions of
planets in the solar system, which is an intractable problem (as the so-called three-body problem
shows). The theory has been broadly applied in different scientific areas such as physics and
mechanics for solving algebraic equations with no analytical solutions or intractable differential
equations. While the perturbation theory has been used in the study of differential equations in
general, to the best of our knowledge it has not been hitherto utilized in molecular communication
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or in the context of the particular chemical reactions that arise in it. Just as non-linear functions
can be locally approximated by the first terms of their Taylor series, perturbation theory shows
that non-linear reaction-diffusion equations can be also approximated by their lower order terms.
Our main contribution is a proposal to design coding and modulation schemes based on the lower
order terms, which admit closed form solutions. In other words, we provide an analytically
tractable (approximate) model for studying chemical reaction in molecular communication. The
accuracy of the model can be increasingly improved by including more terms from the Taylor
series.
To illustrate our technique, we consider a number of examples and apply our technique to
these problems. These examples are aimed to be illustrative and with distinctive focus in order
to cover different scenarios where chemical reaction is either facilitating or impeding effective
communication. In particular, we consider three examples. In each case, we find the optimal
waveforms (that minimize the error probability) in the low rate reaction regimes. In all of the
examples we consider, we illustrate that in the low reaction rate regime, transmitters should
release molecules in a bursty fashion at a finite number of time instances. In other words, it
is not necessary to use continuous waveforms to transmit molecules over the time. The three
examples are as follows:
• In Example I we consider a communication system with two transmitters and one receiver.
Each transmitter sends a type of molecule (reactant) and the receiver measures the concentra-
tion of products in the reaction. The goal is to compute the best transmission waveform for
each transmitter so that the receiver has minimum error probability to decode the messages
of both transmitters.
• In Example II, we consider a communication system with one transmitter and one receiver.
Transmitter can send molecules of types A and B, while the receiver can only measure
molecules of type A. The medium has molecules of a different type C that can react with
both A and B. The transmitter releases molecules of type B in order to “clean up” the medium
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of molecules of type C so that molecules of type A can reach the receiver without being
dissolved through reaction with C as they travel from the transmitter to the receiver.
• In Example III, we consider a two-way communication system with two transceiver nodes.
In other words, each node aims to both send and receiver information from the other node.
Transmitters use different molecule types and these molecules can react with each other.
The chemical reaction in this scenario is destructive because it reduces the concentration
of molecules at the two transceivers.
Related works: The math literature on nonlinear partial differential equations (PDEs) studies
different aspects of these equations, such as existence and uniqueness of solution, semianalytical
solutions, numerical solutions, etc. Since most PDEs do not have closed-form solutions, showing
existence and in some cases uniqueness of solution are important topics in the theory of PDEs.
Unlike ordinary differential equations (ODE) which have a straightforward theorem for existence
and uniqueness of solution, there is no general method for PDEs to show the existence and
uniqueness of solution. For instance, the existence and smoothness of solutions for the Navier-
Stokes equations that describe the motion of a fluid in space is one of the fundamental open
problems in physics. Calculus of variation, monotonicity methods, fixed-point theorems [14], etc
are some known tools for proving existence and uniqueness for some classes of PDE. Semiana-
lytical techniques are series expansion methods in which the solution is expressed as an infinite
series of explicit functions. Semianalytical techniques include Adomian decomposition method,
Lyapunov artificial small parameter method, homotopy perturbation method and perturbation
methods [15], [16].
There are many numerical methods for solving PDEs which are classified in terms of com-
plexity and stability of the solution. Finite elements method, finite difference method, spectral
finite element method, meshfree finite element method, discontinuous Galerkin finite element
method are some examples of numerical techniques for solving PDEs [12], [17]. For example,
in the finite difference method, we partition the domain using a mesh and approximate derivatives
June 1, 2020 DRAFT
JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 6
with finite differences computed over the mesh. One of the challenges of using this method is
determining the appropriate mesh size to guarantee the stability of the solution.1
There are some prior work in the literature on chemical physics that utilize the perturbation
theory. For instance, average survival time of diffusion influenced chemical reactions is studied
in [18]. In [19] some classes of chemical kinetics (describe by ODEs) have been solved by
the perturbation theory. However, the setup and approach in these problems differ from the one
encountered in MC.
Due to their evident importance to MC, chemical reactions have been subject of various
studies. A molecular communication system involves transmitters, receivers and the molecular
media, and chemical reactions relates to each of these individual building blocks. Transmitters
could use chemical reactions to produce signaling molecules [20]. This is a chemical reaction
inside the transmitter unit. On the receiver side, one might have ligand or other types of receptors
on the surface of the receiver which react with incoming molecules. These receptors have been
the subject of various studies, e.g., see [21]–[29]. Finally, chemical reactions have also been
considered in the communication medium. It is this aspect of chemical reactions that is of
interest in this work. It is pointed out that chemical reactions could be used to suppress signaling
molecules and thereby reduce reduce intersymbol interference (ISI) and the signal-dependent
measurement noise [30], [31], or to amplify the signal [32]. Complicated propagation patterns
can be obtained by using chemical reactions [33], and negative molecular signals could be
implemented using chemical reactions [34]–[36]. Notably, chemical reactions are shown to be
beneficial for coding and modulation design [33]–[38].2 Since solving the reaction-diffusion
1Our own experiment with this method indicates that choosing the appropriate mesh size is particularly challenging when we
have a reaction-diffusion system involving molecules that have very different diffusion constants (especially when one diffusion
constant is more than ten times another diffusion constant).
2The three examples given in this paper differ from the previously reported applications of chemical reaction in modulation
design.
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equations is intractable, these works either use numerical simulations to back up the presented
ideas or else simplify the reaction-diffusion process via idealized assumptions about chemical
reactions. Authors in [39] provide an iterative numerical algorithm for solving reaction diffusion
equations. In a recent work, a neural network is used as the decoder in a medium with chemical
reactions [40].
This paper is organized as follows: in Section II, the perturbation method is introduced. In
Section III, we consider three scenarios of MC (which utilize chemical reactions) and solve the
reaction-diffusion equations for them. In Section IV, we validate our model through numerical
simulation. In Section V, we design modulation schemes for the settings of Section III. Finally
concluding remarks and future work are given in Section VI.
Notations and Remarks: The Laplacian operator is shown by O2. For functions ui(x, t) and
vi(x, t), we define index convolution as follows:
(u0:i−1 ∗d v0:i−1)(x, t) =
i−1∑
j=0
uj(x, t)vi−1−j(x, t). (1)
For two functions u(x, t) and v(x, t), convolution in both time and space is denoted by ∗∗ and
defined as follows:
(u ∗ ∗v)(x, t) =
∫
x′
∫
t′
u(x, t)v(x− x′, t− t′)dx′dt′. (2)
II. SOLVING REACTION-DIFFUSION EQUATIONS VIA THE PERTURBATION METHOD
The perturbation method provides an explicit analytical solution in the form of an infinite
series of functions. One can approximate the solution by taking a finite number of terms from
this series. In this paper we use the perturbation method to obtain an analytical model for the
reaction-diffusion equations which can be used for molecular communication.
For simplicity, assume that [A](x, t) and [B](x, t) are the density of molecules of type A and
B at location x and time t. The evolution of [A](x, t) and [B](x, t) are governed by second order
reaction-diffusion differential equations. These equations express temporal variation of [A] and
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[B], i.e., ∂[A]
∂t
and ∂[B]
∂t
in terms of spatial variations of [A] and [B] (usually the densities and their
second order partial derivatives ∂
2[A]
∂x2
and ∂
2[B]
∂x2
). These equations also involve diffusion constants,
reaction rates, and external inputs fA(x, t) and fB(x, t) to the medium. The system of partial
equations is non-linear due to the chemical reaction between molecules. Letting λ denote the
reaction rate (with λ = 0 corresponding to the no-reaction case), we can express the solutions
[A](x, t) and [B](x, t) as
[A](x, t) =
∞∑
i=0
λi[A]i(x, t), [B](x, t) =
∞∑
i=0
λi[B]i(x, t), (3)
for some functions [A]i(x, t) and [B]i(x, t). This can be understood as the “Taylor expansion” of
[A] and [B] in terms of λ. Perturbation theory works by showing that [A](x, t) and [B](x, t) are
analytical functions in reaction rate λ and the expansion in (3) is valid for |λ| < r for some
radius r.
The functions [A]0(x, t) and [B]0(x, t) correspond to the no-reaction case λ = 0 and can be
found directly (the equations for [A] and [B] disentangle from each other in case of no chemical
reaction). As we will demonstrate, the functions [A]i(x, t) and [B]i(x, t) can be found recursively
from [A]0(x, t), [A]1(x, t), ..., [A]i−1(x, t) and [B]0(x, t), [B]1(x, t), ..., [B]i−1(x, t) by replacing the
form of the solution given in (3) into the differential equations and matching the powers of λ
on both sides of the equation.
III. MODELLING OF REACTION-DIFFUSION MEDIA
We illustrate our technique via three specific examples.
A. Example 1: Reaction for Production of Signalling Molecules
Consider two molecular transmitters TA and TB which release molecules A and B respectively,
and a molecular receiver RC which receives molecules of type C. The transmitters and receiver
are placed on a one-dimensional line, with TA, TB and RC being located at x = 0, x = dB and
x = dR respectively. We assume that the transmitters and receivers are small in size and view
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Fig. 1: MC system for Example 1.
them as points on the real line; the transmitter and receiver are considered to be transparent, not
impeding the diffusion of the released molecules. We also do not assume any boundary condition
for the medium and allow molecules to diffuse over the entire real line.
Molecules of type A and B react with each other and produce molecules of type C as follows:
A+ B
λ−−→ C. (4)
The receiver measures concentration of molecules C at its location in order to detect the messages
of the two transmitters. This is depicted in Figure 1. The following equation describes the system
dynamic:
∂[A]
∂t
= DA
∂2[A]
∂x2
− λ [A][B] + fA(x, t), (5)
∂[B]
∂t
= DB
∂2[B]
∂x2
− λ [A][B] + fB(x, t), (6)
∂[C]
∂t
= DC
∂2[C]
∂x2
+ λ [A][B], (7)
where fA(x, t), fB(x, t) are the input signals of the transmitters, and DA, DB, DC and λ are the
diffusion constants and the rate of reaction respectively. The initial conditions are set to zero.
For the special case of λ = 0, i.e., when there is no reaction, the above system of equations
is linear and tractable.
Consider a solution of the form given in (3): assume that [A](x, t) =
∑∞
i=0 λ
i[A]i(x, t) and
[B](x, t) =
∑∞
i=0 λ
i[B]i(x, t) for some Taylor series coefficients [A]i(x, t) and [B]i(x, t). By
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substituting these expressions in (5), we obtain
∂
∂t
(
∞∑
i=0
λi[A]i) = DA
∂2
∂x2
(
∞∑
i=0
λi[A]i)− λ(
∞∑
i=0
λi[A]i)(
∞∑
i=0
λi[B]i) + fA(x, t), (8)
and
∂
∂t
(
∞∑
i=0
λi[B]i) = DB
∂2
∂x2
(
∞∑
i=0
λi[B]i)− λ(
∞∑
i=0
λi[A]i)(
∞∑
i=0
λi[B]i) + fB(x, t). (9)
Equations (8) and (9) could be viewed as power series in λ for fixed values of x and t. Matching
the coefficients of λi on both sides of the equation, we obtain the following:
∂[A]0
∂t
= DA
∂2[A]0
∂x2
+ fA(x, t),
∂[B]0
∂t
= DB
∂2[B]0
∂x2
+ fB(x, t). (10)
For i ≥ 1 we obtain
∂[A]i
∂t
= DA
∂2[A]i
∂x2
− [A]0:i−1 ∗d [B]0:i−1, ∂[B]i
∂t
= DB
∂2[B]i
∂x2
− [A]0:i−1 ∗d [B]0:i−1, (11)
where we used the index convolution defined in (1).
The functions [A]i(x, t) and [B]i(x, t) could be find recursively by first computing [A]0(x, t)
and [B]0(x, t) from (10), and then using (11) to compute [A]i(x, t) and [B]i(x, t) from [A]j(x, t)
and [B]j(x, t) for j ≤ i− 1.
In order to solve (10), let φA(x, t) be the impulse response of the heat equation with diffusion
coefficient DA, i.e.,
∂φA
∂t
= DA
∂2φA
∂x2
+ δ(x)δ(t). (12)
We have
φA(x, t) =
1√
4piDAt
exp(− x
2
4DAt
), x ∈ R, t ≥ 0. (13)
Similarly, we define φB(x, t) and φC(x, t) for diffusion coefficients DB and DC respectively. Then,
the solutions of (10), (11) are as follows:
[A]0 = φA ∗ ∗f [A], [B]0 = φB ∗ ∗f [B], (14)
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and for i ≥ 1,
[A]i = −φA ∗ ∗([A]0:i−1 ∗d [B]0:i−1), [B]i = −φB ∗ ∗([A]0:i−1 ∗d [B]0:i−1), (15)
where ∗∗ stands for the two dimensional convolution (see (2)). From equation (7), the density
of molecule C is equal to
[C](x, t) = λ φC ∗ ∗
(
[A](x, t)[B](x, t)
)
= λ φC ∗ ∗([A]0(x, t)[B]0(x, t)) +O(λ2) (16)
To sum this up, we take a solution of the form [A](x, t) =
∑∞
i=0 λ
i[A]i(x, t) and [B](x, t) =∑∞
i=0 λ
i[B]i(x, t). By substituting these expressions in the reaction-diffusion differential equation
(i.e., equations (8) and (9)) and matching the powers of λ, we obtained equations (10) and (11).
The functions [A]i(x, t) and [B]i(x, t) could be found recursively. As a result the functions [A]i(x, t)
and [B]i(x, t) exist. However, one still needs to show that the power series
∑∞
i=0 λ
i[A]i(x, t) and∑∞
i=0 λ
i[B]i(x, t) are convergent to functions that satisfy the original reaction-diffusion differential
equation. Perturbation theory does not provide a general recipe for showing this convergence,
and it should be done in a case by case basis. We show the convergence for Example I in details.
Similar ideas could be used for other examples.
To show that the power series
∑∞
i=0 λ
i[A]i(x, t) and
∑∞
i=0 λ
i[B]i(x, t) are convergent to func-
tions that satisfy the original reaction-diffusion differential equation, we consider time t ∈ [0, T ]
for some fixed T and prove that
∞∑
i=0
λi[A]i(x, t),
∞∑
i=0
λi
∂
∂x
[A]i(x, t),
∞∑
i=0
λi
∂2
∂x2
[A]i(x, t),
∞∑
i=0
λi
∂
∂t
[A]i(x, t) (17)
uniformly converge. Similarly we prove that the corresponding power series for molecules of
type B also converge. Uniform convergence of the above series over all λ, x, t are proven in
Appendix A.
Using the above model, we design a modulation scheme in Section V.
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B. Example 2: Reaction for Channel Amplification
While the previous example assumes diffusion in a one-dimensional medium, we consider
a two-dimensional medium in this section. Moreover, the previous section used reaction as a
means to produce molecules that are detected by the receiver. However, reaction may be used
for other purposes as well. For instance, it may be used to enhance the channel between the
transmitter and the receiver. This concept is considered in the example below.
Consider the following example with one transmitter and one receiver. The receiver can only
measure the density of molecules of type A at its location. The transmitter is also able to release
molecules of types A and B into the medium. Assume that there is an enzyme C in the medium
(outside of our control) which reacts with molecules of type A. If the level of enzyme C is high,
molecules of type A are mostly dissolved before reaching the receiver. To overcome this, the
transmitter may release molecules of a different type B, which would also react with the enzyme
C and thereby reduce the concentration of C in the medium. This “cleaning” of the medium
from molecules of type C would enhance the channel from the transmitter to the receiver. More
specifically, assume that the medium is governed by the following chemical reactions:
A+ C
λ1−−→ P1, (18)
B+ βC
λ2−−→ P2, (19)
where P1 and P2 are some products which do not include molecules of type A, B or C. Here β is
a natural number. As an example, A and B can be two different acids, and C is a base substance
(which reacts with acids A and B). If B is a stronger acid than A, the coefficient β can be large,
and release of B can be effective in canceling C from the medium.
In (18) and (19), let γ = λ2/λ1 be the ratio of the reaction rates. For simplicity of notation,
set λ1 = λ, λ2 = γλ. For our modeling purposes, suppose that the transmitter is located at the
origin and the receiver is located at (d, 0). There is also an independent source that releases
molecule of type C in the medium with a known concentration fc(x, y, t) at time t. The source
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Fig. 2: MC system for Example 2. Fig. 3: MC system for Example 3.
is assumed to be located at location r0. See Fig 2 for a depiction of this setting.
∂[A]
∂t
= DA 52 [A]− λ [A][C] + fA(x, y, t),
∂[C]
∂t
= DC 52 [C]− λ ([A][C] + γ[B][C]β) + fC(x, y, t),
∂[B]
∂t
= DB 52 [B]− γλ [B][C]β + fB(x, y, t),
(20)
where fA(x, y, t), fB(x, y, t) are input signals of the transmitter. The initial conditions for con-
centration of molecule of type A and type B are set to zero. For molecule of type C, the initial
condition is [C](x, y, 0) = Iint(x, y). We assume that Iint(x, y) is completely known. We assume
that the diffusion occurs in the entire R2 and do not assume any boundaries for the medium.
For the case of no reaction, λ = 0, the system of equations has a closed form solution.
Consider a solution of the following form:
[A](x, y, t) =
∞∑
i=0
λi[A]i(x, y, t), [C](x, y, t) =
∞∑
i=0
λi[C]i(x, y, t), [B](x, y, t) =
∞∑
i=0
λi[B]i(x, y, t).
(21)
By substituting (21) in (20), and matching the coefficients of λ0, λ1, λ2 on both side of equations,
we obtain the following equations:
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For particle A we have:
∂[A]0
∂t
= DA ∇2[A]0 + fA(x, y, t), ∂[A]1
∂t
= DA ∇2[A]1 − [A]0[C]0, (22)
∂[A]2
∂t
= DA ∇2[A]2 − ([A]0[C]1 + [A]1[C]0).
For molecule of type C we have:
∂[C0]
∂t
= DC ∇2[C]0 + fC(x, y, t), ∂[C]1
∂t
= DC ∇2[C]1 − (γ[C]β0 [B]0 + [C]0[A]0). (23)
To impose the initial condition for concentration of molecule of type C, We set [C]0(x, y, 0) =
Iint(x, y) and for i ≥ 1 we set [C]i(x, y, 0) = 0.
For particle B we have:
∂[B]0
∂t
= DB ∇2[B]0 + fB(x, y, t). (24)
Let φA(x, y, t) be the impulse response of heat equation with DA,
∂φA
∂t
= DA ∇2(φA) + δ(x)δ(y)δ(t). (25)
we have:
φA(x, y, t) =
1
4piDAt
exp(−x
2 + y2
4DAt
), t ≥ 0. (26)
Similarly, φB(x, y, t) and φC(x, y, t) are the impulse responses of the heat equations with diffusion
coefficients DB and DC respectively. The solutions of (22), (23) and (24) are:
[A]0 = φA ∗ ∗fA, [C]0 = φC ∗ ∗(fC +DC∇2Iint) + Iint, [B]0 = φB ∗ ∗fB, (27)
[A]1 = −φA ∗ ∗([A]0[C]0), [C]1 = −φC ∗ ∗(γ[B]0[C]β0 + [C]0[A]0), [A]2 = −φA ∗ ∗([A]0[C]1 + [A]1[C]0).
The density of molecule A is equal to:
[A](x, y, t) = [A]0 + λ[A]1 + λ
2[A]2 +O(λ3) (28)
For low reaction rates, we can approximate (28) as follows:
[A](x, y, t) ≈ [A]0 + λ[A]1 + λ2[A]2(x, y, t) (29)
Using the above model, we design a modulation scheme in Section V.
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C. Example 3: Reaction for Two-way Communication
Finally, our third example considers two transceivers (who are able to both transmit and
receive signals) in a three-dimensional setting. Consider two molecular transceivers T1 and T2.
The transceiver T1 is able to release molecules of type A and receive molecules of type B. On
the other hand, the transceiver T2 is able to release molecules of type B and receive molecules
of type A. If there is no reaction between A and B, we have two distinct directional channels
between the two transceivers (e.g., one channel is formed by T1 releasing molecules of type A
and T2 receiving them). However, if A reacts with B in the medium, the two channels become
entangled. This would impact the transmission strategy of the two transceivers if they wish to
establish a two-way communication channel, and send and receive messages at the same time.
The chemical reaction would weaken both signals in this case. Assume that
A+ B
λ−−→ P. (30)
The following equations describe the dynamic of the system:
∂[A]
∂t
= DA∇2[A]− λ [A][B] + fA(~x, t), ∂[B]
∂t
= DB∇2[B]− λ [A][B] + fB(~x, t), (31)
where fA(~x, t), fB(~x, t) are input signals of the two transceivers. The initial conditions are set
to zero, and we allow diffusion in the entire R3 with no boundaries. As before, for λ = 0 the
system of equations is linear and analytically solvable. Consider a solution of the following
form:
[A](~x, t) =
∞∑
i=0
λi[A]i(~x, t), [B](~x, t) =
∞∑
i=0
λi[B]i(~x, t). (32)
By matching the coefficients of λ0, λ1 on the both side of equations, we can find a solution for
in low reaction rate regime. By matching the constant terms, we obtain
∂[A]0
∂t
= DA∇2[A]0 + fA(~x, t), ∂[B]0
∂t
= DB∇2[B]0 + fB(~x, t). (33)
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By matching the coefficients of λ, we get
∂[A]1
∂t
= DA∇2[A]1 − [A]0[B]0, ∂[B]1
∂t
= DB∇2[B]1 − [A]0[B]0. (34)
The impulse response for heat equation is as follows:
φA(~x, t) =
1
(4piDAt)
3
2
exp(−‖~x‖
2
2
4DAt
), ~x ∈ R3 , t ≥ 0. (35)
The solution of (33), (34) are given in the following form.
[A]0 = φ ∗ ∗fA, [B]0 = φ ∗ ∗fB, [A]1 = −φA ∗ ∗([A]0[B]0), [B]1 = −φB ∗ ∗([A]0[B]0). (36)
This results in the following solution for low reaction rates:
[A](~x, t) = [A]0(~x, t) + λ[A]1(~x, , t) +O(λ2), [B](~x, t) = [B]0(~x, t) + λ[B]1(~x, , t) +O(λ2). (37)
Using these equations, we design a modulation scheme in Section V.
IV. MODEL VALIDATION
In this section, we validate our model through numerical simulation and comparison with the
true solution. For simplicity, consider the reaction given in (5) in Example 1. We need to specify
the diffusion coefficients, reaction rate λ, input signals fA and fB as well as the locations of the
transmitters. Previous works in the literature commonly take the number released molecules to
be either in the order of 10−14 moles (which is 109 molecules) [27], [36], [37], [39], [41], or in
the order of 10−3 mole [34]. The reaction rates in these works are generally in the order of 1
to 108 mole−1.m3.s−1 or equivalently 10−23 to 10−15 molecules−1.m3.s−1 [34], [39], [42], [43].
In this section, we run three simulations for three choices of parameters for the reaction
given in (5) in Example 1. The exact solution in each case is obtained by the finite difference
method. The first simulation borrows its system parameters from [39] as follows: DA[m2/s] =
10−9, DB[m2/s] = 1.1 × 10−10, DC[m2/s] = 10−10, λ[molecules−1.m.s−1] = 10−22, fA(x, t) =
5 × 108δ(x)δ(t), fB(x, t) = 2.4 × 109δ(x − dB)δ(t), dc[m] = 5 × 10−5, dB = 2dR. In the second
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Fig. 4: First set parameters Fig. 5: Second set parameters
simulation we use the same parameters as in the first simulation, but make the three diffusion
constants to be the same (DA,B,C = 10−9[m2/s]). Figures 4 and 5 are plotted based on the first
and second set of system parameters respectively. They depict the concentration of molecule of
type C at the receiver’s location calculated by the first order term of perturbation and the finite
difference method over time. It can be seen that for these system parameters, the first order term
of perturbation series is closely following the true solution. Using the same parameters as in the
second simulation, one can observe that the first order term of perturbation series is still accurate
as long as λ ≤ 10−16[molecules−1.m.s−1]. Figure 6 plots the curves for λ = 10−15. As one can
observe the first order term of perturbation series does not track the exact solution for t ∈ [5, 15].
Figure 7 shows the perturbation solution up to the second order term. The solution is accurate
for λ = 10−15 and t ∈ [0, 15]. For t > 15 the perturbation solution up to second order term does
not track the exact solution well (see Figure 8), hence to obtain accurate solution we have to
consider third or higher order terms in the perturbation solution. This observation is consistent
with the theoretical analysis given in Appendix A, where the convergence rate of perturbation
solution depends on the length of the time interval T . We also remark that in many prior works
on chemical reactions in MC, the observation time T is rather small: [41] uses T ≤ 0.1s, [42]
uses T ≤ 4s; [39] uses T ≤ 10s, while in other cases T is in taken of order µs [36], [37].
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Fig. 6: First order approximation, λ = 10−15.
Fig. 7: Up to second order approximation,
λ = 10−15.
Fig. 8: Up to second order approximation,
T ≤ 20.
Fig. 9: Third set parameters.
In the third simulation, we assume that a significantly larger number of molecules are re-
leased into the medium. The parameters for this case are as follows: DA,B,C = 10−9[m2/s],
λ[mole−1.m.s−1] = 0.1, fA(x, t) = Nδ(x)δ(t), fB(x, t) = Nδ(x − dB)δ(t), N [mole.m−1.s−1] =
10−6, dc[m] = 5 × 10−5, dB = 2dR. Figure 9 shows that the first term of perturbation series is
close to the exact solution. Let us now use fA(x, t) = 10−5δ(x)δ(t) and fB(x, t) = 10−5δ(x −
dB)δ(t)[mole.m
−1.s−1] instead. Then, the first term of the perturbation solution does not track
the exact solution for t ∈ [7, 10](see left side of Figure 10).
In the right side of Figure 10, we compare the exact solution with perturbation solution up to
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Fig. 10: Third set parameters with release amplitude 10−5. a) First order approximation. b) Up
to Second order approximation.
the second order term. This approximation tracks the exact solution closely.
V. MODULATION DESIGN
In Section III, closed-form solutions for the reaction-diffusion equation were obtained in the
low rate reaction regime. In this section, we use these solutions to design input signals for the
three examples of Section III in order to minimize the error probability of the communication
system.
A. Modulation Design For Example 1
Suppose transmitter TA encodes a message bit MA ∈ {0, 1} by input signal f iA(x, t) =
ai(t)δ(x), 0 ≤ t ≤ T, i = 0, 1, and in a similar fashion TB encodes message MB ∈ {0, 1}
by input signal f jB (x, t) = bj(t)δ(x − dB), 0 ≤ t ≤ T, j = 0, 1. In other words, the waveform
a0(t) is the released concentration of molecules of type A when MA = 0, and a1(t) is the released
density when MA = 1. The waveforms b0(t) and b1(t) are defined similarly for transmitter TB.
The total amount of released molecules of type A, B during the transmission period T is assumed
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to be at most sA, sB respectively, i.e.,∫ T
0
ai(t)dt ≤ sA,
∫ T
0
bi(t)dt ≤ sB, i = 0, 1. (38)
The input messages MA,MB are assumed to be uniform Bernouli random variables. Receiver
RC samples the density of molecules of type C at its location at the end of the time slot at time
t = T . The receiver is assumed to be transparent and suffers from the particle counting noise.
More specifically,the receiver is assumed to get a sample from Poisson
(
V · [C](dR, T )
)
where
[C](dR, T ) is the density of molecules of type C at time T and location dR, and V is a constant.
Using this observation, RC outputs its estimate of the transmitted message pair (MˆA, MˆB) ∈
{00, 01, 10, 11}. The probability of error is
Pr(e) = Pr{(MA,MB) 6= (MˆA, MˆB)}. (39)
Having transmitted messages amA(t), bmB(t) for a message pair (mA,mB), let ρmA,mB denote the
density of molecules of type C at the time of sampling. The receiver aims to recover mˆA, mˆB
using a sample Poisson(V · ρmA,mB). Our goal is to design nonnegative input signals ai(t), bj(t)
satisfying (38) to minimize the error probability. The key utility of the technique given in the
Section III is that it provides a closed-form expression for ρmA,mB in terms of ai(t) and bj(t).
An order k approximation to the reaction-diffusion is when we consider the reaction-diffusion
equations up to the terms of order λk in the Taylor expansion. We say that waveforms ai(t) and
bj(t) are order k optimal waveforms if they minimize the error probability for the approximate
reaction-diffusion equations up to order k. For low reaction rates, we are mainly interested in
order one optimal waveforms.
In the following theorem we show that for low reaction rates, one possible optimal strategy is
for TA,TB to release molecules in at most two time instances in a bursty fashion. The location of
these instantaneous releases is determined by the message it wants to transmit. In other words,
waveform ai(t) is the sum of two Dirac’s delta functions.
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Theorem 1. One choice for optimal order one waveforms ai(t), bi(t) is as follows:
a0(t) = aˆ01δ(t− t[a0]1 ) + aˆ02δ(t− t[a0]2 ), a1(t) = aˆ11δ(t− t[a1]1 ) + aˆ12δ(t− t[a1]2 ),
b0(t) = bˆ01δ(t− t[b0]1 ) + bˆ02δ(t− t[b0]2 ), b1(t) = bˆ11δ(t− t[b1]1 ) + bˆ12δ(t− t[b1]2 ),
for some non-negative constants aˆij, bˆij satisfying
∑
j aˆij ≤ sA and
∑
j bˆij ≤ sB for i = 0, 1, and
for some t[ai]j , t
[bi]
j ∈ [0, T ].
Proof: By substitution f iA(x, t), f
i
B(x, t), i = 0, 1 in (III-A) and (16), one obtains an explicit
formula for the concentration of molecules C in terms of the input signals. In particular, the
concentration [C](dR, T ) at receiver’s location at the sampling time T is as follows:
[C](dR, T ) = λ
∫ T
0
∫ +∞
−∞
∫ t′
0
∫ t′
0
φC(dR − x′, T − t′)φA(x′, t′ − t1)φB(x′ − dB, t′ − t2)
aMA(t1)bMB(t2)dt1dt2dx
′dt′.
Observe that [C](dR, T ) has a bilinear form with respect to aMA(t) and bMB(t) . In the other
words, if aMA(t) is kept fixed then [C](dR, T ) is a linear with respect to bMB(t) and vice versa.
Let
ρ =

ρ00 = [C](dR, T ) if (MA,MB) = (0, 0)
ρ01 = [C](dR, T ) if (MA,MB) = (0, 1)
ρ10 = [C](dR, T ) if (MA,MB) = (1, 0)
ρ11 = [C](dR, T ) if (MA,MB) = (1, 1)
(40)
Using (40) we can compute (ρ00, ρ01, ρ10, ρ11) for any given a0(t), a1(t), b0(t) and b1(t). The re-
ceiver aims to recover mˆA, mˆB using a sample Poisson(V ρmA,mB). Minimizing the error probability
(given in (39)) is equivalent with solving a Poisson hypothesis testing problem (see Appendix
B for a review). Our goal is to design nonnegative input signals ai(t), bj(t) satisfying (38) to
minimize the error probability of this Poisson hypothesis testing problem.
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Take some arbitrary waveforms ai(t) and bj(t) for i, j ∈ {0, 1}. We claim that we can find
aˆ0(t) of the form
aˆ0(t) = aˆ01δ(t− t[a0]1 ) + aˆ02δ(t− t[a0]2 )
for some aˆ01 and aˆ02 such that if we replace the waveform set
(a0(t), a1(t), b0(t), b1(t))
by
(aˆ0(t), a1(t), b0(t), b1(t)),
the corresponding values of (ρ00, ρ01, ρ10, ρ11) remain unchanged. Moreover, aˆ0(t) satisfies the
power constraint (38). Since the error probability depends on the waveforms only through the
values of (ρ00, ρ01, ρ10, ρ11), we deduce that replacement of a0(t) by aˆ0(t) does not affect the
error probability.
Replacing a0(t) by aˆ0(t) while fixing a1(t), b0(t) and b1(t) may only change ρ00 and ρ01. The
values of ρ10 and ρ11 are only functions of a1(t), b0(t) and b1(t) which we are fixing. Moreover,
ρ00 and ρ01 are linear functions of a0(t) when we fix b0(t) and b1(t). The power constraint (38)
is also a linear constraint on a0(t). Thus, we would like to change a0(t) to aˆ0(t) in such a
way that two linear constraints corresponding to ρ00 and ρ01 are preserved, and the power of
aˆ0(t) is less than or equal to the power of a0(t). Existence of aˆ0(t) with these desired properties
follows from Lemma 3 given in Appendix C, once we view a0(t) as an unnormalized probability
distribution.
By a similar argument we can reduce the support of waveforms a1(t), b0(t) and b1(t) one by
one while fixing the other waveforms. This completes the proof.
In order to determine parameters in the statement of Theorem 1 we need optimize over
constants aˆij , bˆij , t
[ai]
j , t
[bi]
j . As an example, consider the values of system parameters as fol-
lows: DA[m2/s] = 10−9, DB[m2/s] = 1.1 × 10−10, DC[m2/s] = 10−10, λ[molecules−1.m.s−1] =
10−22, sA = 5× 108, sB = 2.4× 109, dc[m] = 5× 10−5, dB = 2dR, T [s] = 10, V [m] = 2.5× 10−7.
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Simulation results yield the optimal values for aˆij , bˆij , t
[ai]
j , t
[bi]
j as (aˆ01, aˆ02) = (1.75×108, 2.72×
106), (aˆ11, aˆ12) = (2.98 × 108, 1.9 × 108), (bˆ01, bˆ02) = (2.08 × 109, 8.7 × 107), (bˆ11, bˆ12) =
(2.07 × 109, 6.27 × 107), (t[a0]1 , t[a0]2 ) = (0, 3.33), (t[a1]1 , t[a1]2 ) = (0, 3.33), (t[b0]1 , t[b0]2 ) = (0, 3.33),
and (t[b1]1 , t
[b1]
2 ) = (6.66, 10).
B. Modulation Design For Example 2
Consider a communication scenario consisting of a transmitter and a receiver. The transmitter
releases molecules of type A and B into the medium to encodes a message MA ∈ {0, 1}. The
concentration of the released molecules of type A is described by the input signal f iA(x, y, t) =
ai(t)δ(x)δ(y),0 ≤ t ≤ T for i = 0, 1. In other words, the density of released molecules of
type A at time t is aMA(t) if message MA is transmitted for t ∈ [0, T ]. Similarly, fB(x, y, t) =
bMA(t)δ(x)δ(y) is the released concentration of molecules of type B where b0(t) and b1(t) are
two nonnegative waveforms for t ∈ [0, T ]. The total amount of released molecules of type A, B
during the transmission period T is assumed to be at most sA, sB respectively, i.e.,∫ T
0
ai(t)dt ≤ sA,
∫ T
0
bi(t)dt ≤ sB i = 0, 1. (41)
Finally, we assume that molecules of type C are being continuously generated throughout the
medium according to some function fC(x, y, t) for x, y ∈ R, t ∈ [0, T ]. The function fC(x, y, t)
and the initial density [C](x, y, 0) at time t = 0 are assumed to be completely known to the
receiver and the transmitter.
Receiver samples the number of molecules of type A at (x = 0, y = d, t = T ). Similar to
Example 1, receiver gets a number from a Poisson distribution with parameter [A](0, d, T ). As
before, the probability of error is defined as
Pr(e) = Pr{MA 6= MˆA}, (42)
where MˆA ∈ {0, 1} is the receiver’s decoded message bit. Similar to Example 1, we wish to
minimize the error probability by choosing the best possible waveforms ai(t) and bj(t).
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The following theorem states that in the low reaction rate regime (for the approximate reaction-
diffusion equations when we consider first terms in the Taylor series expansion), one possible
optimal waveforms ai(t) and bi(t) that achieve minimum probability of error are as follows:
Theorem 2. For any given noise source fC(x, y, t), and any arbitrary initial condition Iint(x, y),
one choice for optimal order one waveforms ai(t), bi(t) are as follows:
a0(t) = 0, a1(t) = sAδ(t− t[a1]), b0(t) = 0, b1(t) = sBδ(t− t[b1]). (43)
for some t[a1], t[b1] ∈ [0, T ] which depend on fC(x, y, t), and Iint(x, y).
Proof: By substitution f iA(x, t), f
i
B(x, t), i = 0, 1 in (27), one obtains an explicit formula for
the concentration of molecules A in terms of the input signals. In particular, the concentration
[A] at receiver’s location at the sampling time T is as follows:
[A](d, 0, T ) =[A]0(d, 0, T ) + λ[A]1(d, 0, T ) + λ
2[A]2(d, 0, T ).
According to (27), [A]0(x, y, t) and [A]1(x, y, t) are linear functions of aMA(t) and do not
depend on bMA(t). However, [A]2(x, y, t) depends on both aMA(t) and bMA(t). It is a nonlinear
function of aMA(t). However, if we fix aMA(t), [A]2(x, y, t) is a linear and positive function in
bMA(t).
Let
ρ =
 ρ0 = [A](d, 0, T ) if MA = 0ρ1 = [A](d, 0, T ) if MA = 1. (44)
Receiver is assumed to be transparent and due to the particle counting noise, it observes a
sample from Poisson(V ρMA) for some constant V . Since the effect of molecule B appears in
λ2 coefficient in the expansion [A] =
∑∞
=i=0 λ
i[A]i(x, y, t) (i.e, [A]2(d, 0, T )), we find optimal
waveform of order two for bMA(t). For aMA(t) we find optimal waveform of order one. According
to Lemma 2 in Appendix B, the error probability is a decreasing function of |ρ1− ρ0|, hence by
minimizing ρ0 and maximizing ρ1 the optimal solution can be obtained. Since ρ0 ≥ 0, we set
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a0(t), b0(t) = 0 to minimize ρ0 and we get ρ0 = 0. Fix some a1(t), and let b
opt
1 (t) be a maximizer
of ρ1. Since the expression for ρ1(a1(t), b1(t)), up to its second order term, is linear in b1(t) for
a fixed value of a1(t), according to Lemma 3 there is waveform of the form b∗1(t) = bˆ1δ(t− t[b1])
with a total power (41) less than or equal to the power of bopt1 (t) such that (up to the second
order terms), we have ρ1(a1(t), b
opt
1 (t)) = ρ1(a1(t), b
∗
1(t)). In other words, replacing b
opt
1 (t) with
b∗1(t) would not change the value of ρ1, or the error probability.
As b∗1(t) = bˆ1δ(t−t[b1]) has a total power constraint sB, we obtain b1 ≤ sB. Since ρ1(a1(t), b∗1(t))
is an increasing function in bˆ1, we deduce that bˆ1 = sB maximizes ρ1.
Next, in order to obtain the first order optimal waveform for a1(t), we recall that ρ1 up to the
first order is a linear function of only a1(t). According to Lemma 3 for any arbitrary a1(t) there
is some a∗1(t) = aˆ1δ(t − t[a1]) with a total power less than or equal to the power of a1(t) such
that (up to order one terms) ρ1(a1(t)) = ρ1(a∗1(t)). Then, as above the power constraint implies
that aˆ1 ≤ sA. Since (up to order one terms), ρ1(a∗1(t)) is an increasing function with respect to
aˆ1 we deduce aˆ1 = sA. That completes the proof.
In order to determine parameters in the statement of Theorem 2 we need optimize over con-
stants t[a1], t[b1]. As an example, consider the values of system parameters as follows: DA[m2/s] =
10−9, DB[m2/s] = 1.1 × 10−10, DC[m2/s] = 10−10, λ[molecules−1.m2.s−1] = 10−22, sA = 5 ×
108, sB = 2.4 × 109, dC[m] = 5 × 10−5(1, 1), dB[m] = 10−4(1, 0), T [s] = 10, β = 2, γ =
1, Iint(x, y) = 0, fC(x, y, t) = 4× 104δ(x− 5× 10−5)δ(y − 5× 10−5)δ(t), V [m2] = 2.5× 10−7.
Simulation results yield the optimal values for t[a1], t[b1] as t[a1] = 5.62, t[b1] = 0. Also, when we
vary sA ∈ [500, 5× 1011] while we fix the other parameters, we observe that t[b1] remains zero.
In other words, it is best to release molecules of type B as soon as interfering molecules of type
C are released. Moreover, the value of t[a1] is almost constant as we vary sA.
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C. Design of Modulation For Example 3
Suppose transceivers TA,TB encode messages MA,MB ∈ {0, 1} with input signals f iA(~x, t) =
ai(t)δ(~x), f
i
B(~x, t) = bi(t)δ(~x − ~dB), for 0 ≤ t ≤ T and i = 0, 1, where ~dB = (d, 0, 0) is the
location of TB. In other words, transceiver TA releases a concentration of aMA(t) at origin, and
transceiver TB releases a concentration of bMB(t) at its location ~dB. As before, we restrict the
total amount of released molecules of types A and B during the transmission period T as follows:∫ T
0
ai(t)dt ≤ sA,
∫ T
0
bj(t)dt ≤ sB i = 0, 1. (45)
Transceiver TA samples the medium for molecules of type A at the end of the time slot at time
t = T , and uses its observation to decode the message MˆB. Similarly, transceiver TB decodes
the message MˆA using its sample at time T . Four error probabilities could be considered in
our problem: since transceiver TB knows transmitted message MB, for this transceiver we can
consider error probabilities
J1 := Pr(MA 6= MˆA|MB = 0), J2 := Pr(MA 6= MˆA|MB = 1)
Similarly, for transceiver TA, we can consider
J3 := Pr(MB 6= MˆB|MA = 0), J4 := Pr(MB 6= MˆB|MA = 1)
We would like to make J1, J2, J3, J4 as small as possible by choosing optimal waveforms ai(t)
and bj(t). Since there is a tradeoff between minimizing J1, J2, J3 and J4, we can choose a cost
function H : [0, 1]4 → R and minimize H(J1, J2, J3, J4). While we could choose any arbitrary
cost function, for simplicity of exposition, we adopt H(J1, J2, J3, J4) =
∑4
i=1 ωi log(Ji) for some
constants ωi, i = 1, · · · , 4. This particular choice for H leads to very simple optimal waveforms
ai(t) and bj(t) in the low reaction regime as shown in the following theorem (other choices for
H result in more delta terms in the optimal waveform).
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Theorem 3. One choice for optimal order one waveforms ai(t), bi(t) is as follows:
a0(t) = 0, a1(t) = aˆ1δ(t− t[a1]), b0(t) = 0, b1(t) = bˆ1δ(t− t[b1]). (46)
for some aˆ1, bˆ1, t[a1], t[b1].
Proof: By substituting f 0A (~x, t), f
1
A (~x, t), f
0
B (~x, t) and f
1
B (~x, t) in (36), (37), the density of
molecule A at ~dB and density of molecule B at ~dA = ~0 have an explicit formula with respect to
input signals. The concentration of molecule of type A at location of TB at the sampling time T
is [A](~dB, T ) = ζ1 − ζ2, where:
ζ1 =
∫ T
0
φA(~dB, T − t′)aMA(t
′
)dt
′
,
and
ζ2 = λ
∫ T
0
∫
R3
∫ t′
0
∫ t′
0
φA(~dB − ~x′, T − t′)φA(~x′, t′ − t1)φB(~x′ − ~dB, t′ − t2)
aMA(t1)bMB(t2)dt1dt2d~x
′dt′.
A similar expression holds for the concentration of molecule [B] at the location of TA at sampling
time T (by simply swapping A
 B in the above formula). Observe that [A](~dB, T ) and [B](~0, T )
are bilinear functions with respect to input signals.
Let ρAmB=0 be the concentration of molecules of type A at transceiver B if mB = 0. Similarly,
we define ρAmB=1. Also, ρ
B
mA=1 denotes the concentration of molecules of type B at transceiver A
if mA = 0, etc.
Transceivers are assumed to be transparent. Due to the counting noise transceiver A observes
a sample from Poisson(V ρAmB) for some constant V . A similar statement holds for transceiver B.
According to Lemma 2 error probabilities J1, J2, J3, J4 are decreasing functions of |ρB01 −
ρB00|, |ρB11−ρB10|, |ρA01−ρA00|, |ρA11−ρA10| respectively. By minimizing non negative numbers ρB00, ρB10,
ρA00, ρ
A
10 the probabilities reduce. We set a0(t), b0(t) = 0 to achieve (ρ
B
00, ρ
B
10, ρ
A
00, ρ
A
10) = (0, 0, 0, 0).
To obtain a1(t), b1(t), we consider cost function H(J1, J2, J3, J4) =
∑4
i=1 ωi log(Ji) for some
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constants ωi, i = 1, · · · , 4. The expression for H(J1, J2, J3, J4) becomes a bilinear function of
a1(t), b1(t) since
H(J1, J2, J3, J4) =− ω1ζ1(~dB, a1)− ω2ζ2(~dB, a1, b1)− ω3ζ1(~dA, b1)− ω4ζ2(~dA, a1, b1)
−
4∑
i=1
ωi log(2).
Fix some b1(t) and let a
opt
1 (t) be maximizer of H, according to Lemma 3 there is a waveform
of the form a∗1(t) = aˆ1δ(t− t[a1]) with a total power (45) less than or equal to aopt1 (t) such that it
dos not affect the value of H, i.e., H(aopt1 (t), b1(t)) = H(a∗1(t), b1(t)). As a∗1(t) = aˆ1δ(t− t[a1])
has a total power constraint sA, we obtain aˆ1 ≤ sA. Hence aopt1 (t) = aˆ1δ(t − t[a1]). By similar
argument we can deduce that the one choice for optimal waveform b1(t) is b∗1(t) = bˆ1δ(t− t[b1])
for some constant bˆ1 ≤ sB, t[b1] ≤ T . That completes the proof.
In order to determine parameters in the statement of Theorem 3 we need optimize over
constants aˆ1, bˆ1, t[a1], t[b1]. As an example, consider the values of system parameters as follows:
DA[m
2/s] = 10−9, DB[m2/s] = 1.1× 10−10, λ[molecules−1.m3.s−1] = 10−30, sA = 5× 108, sB =
2.4 × 109, dB[m] = 10−4(1, 0, 0), T [s] = 10, V [m3] = 2.5 × 10−14. Simulation results yield the
optimal values for aˆ1, bˆ1, t[a1], t[b1] as aˆ1 = 2× 108, bˆ1 = 2.4× 109, t[a1] = 0, and t[b1] = 0.
VI. CONCLUSION AND FUTURE WORK
In this paper we addressed the difficulty of designing modulation due to the lack of existence
of closed form solutions for chemical reaction diffusion equation by providing an approximate
solution to the reaction-diffusion equations. We observed that for many case of system parameters
our solution is accurate. Also we observed that the accuracy of our solution depends on time
observation T . Using the proposed model, we designed optimal waveforms for three molecular
scenarios in the low reaction regime(i.e., first or second order, optimal waveforms). There are
many other settings which could be studied and left for future work. Firstly, we only considered
transparent receivers in this work. The literature on MC also considers absorbing or ligand/
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reactive receivers. Since the perturbation method is a broadly applicable to non-linear differential
equations, the proposed framework can be also applied to absorbing or reactive receivers with
more work. An absorbing receiver adds a boundary condition to the reaction-diffusion equations
(the concentration of absorbed molecules being zero at the receiver’s location). On the other
hand, a reactive receiver adds an ordinary differential equation to the system’s equations, for
receptors on the surface of the receiver. Further, one could study the design of optimal waveforms
when taking multiple samples in the transmission time slot (instead of just one sample, as in
this paper) or study optimal waveform design for channels with ISI. These studies are possible
and left as future work. Finally, there are other existing approaches in the literature for obtaining
semianalytic solution of chemical reaction diffusion equations. Studying these approaches which
might have a higher radius of convergence is also left as a future work.
APPENDIX A
CONVERGENCE ANALYSIS FOR EXAMPLE 1
Uniform convergence of the series given in equations (17) follows from Lemma 1 given below.
For a function fA(x, t) defined for x ∈ R and t ∈ [0, T ], we define
‖fA‖∞= sup
x,t∈[0,T ]
|fA(x, t)|, ‖fA(x, 0)‖∞= sup
x
|fA(x, 0)|, ‖fA(x, t)‖1=
∫ T
0
∫
x
|fA(x, t)|dxdt.
Lemma 1. Let
M0 = max{T‖fA‖∞, T‖fB‖∞}, N0 = max
{
T‖∂fA
∂t
‖∞+‖fA(x, 0)‖∞, T‖∂fB
∂t
‖∞+‖fB(x, 0)‖∞
}
,
G0 = max{
√
4T
piDA
‖fA‖∞,
√
4T
piDB
‖fB‖∞}, H0 = max{
√
4T
piDA
‖∂fA
∂x
‖∞,
√
4T
piDB
‖∂fB
∂x
‖∞},
σ = max{‖∂φA
∂x
‖1, ‖∂φB
∂x
‖1} =
√
4T
pimin{DA, DB} .
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Then, for any 0 < λ < 1
12TM0
, we have the following equations for any i ≥ 1
λi‖[A]i‖∞≤ M0
3i
, λi‖∂[A]i
∂t
‖∞≤ N0
3(2i)
, λi‖∂[A]i
∂x
‖∞≤ σM0i
4T (3i)
,
λi‖∂
2[A]i
∂x2
‖∞≤ (σG0
2T
+
σ2M0
16T 2
i(i− 1))(1
3
)i.
Using this lemma and assuming |λ| < 1
12TM0
where M0 is defined in Lemma 1, we obtain
∞∑
i=N
λi‖[A]i‖∞≤ M0
2(3N−1)
.
Since M0/2(3N−1) is a universal upper bound that does not depend on (λ, x, t), the power series∑∞
i=0 λ
i[A]i(x, t) will uniformly converge. Proof of the convergence of the other power series
given above is similar.
It remains to prove Lemma 1.
Proof of Lemma 1: The proof is by induction on i. Suppose Mi, i ≥ 1, is an upper bound
on both ‖[A]i‖∞ and ‖[B]i‖∞, we have:
‖[A]i‖∞ =‖φA ∗ ∗([A]0:i−1 ∗d [B]0:i−1)‖∞≤‖φA‖1
i−1∑
j=0
‖[A]j‖∞‖[B]i−1−j‖∞≤ T
i−1∑
j=0
MjMi−1−j.
A similar bound for ‖[B]i‖∞ can be written. Thus, using induction we can set Mi = T
∑i−1
j=0Mj×
Mi−1−j . The solution of this recursive equation is given in the following form:
Mi = T
iM i+10 Ci, i ≥ 0, (47)
where Ci is the Catalan number and has an explicit formula:
Ci = (2i)!
(i+ 1)!(i)!
. (48)
Using the Strling formula, we have Ci ≤ 4i. Hence for i ≥ 0 we obtain:
λimax(‖[A]i‖∞, ‖[B]i‖∞) ≤ M0
3i
. (49)
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Suppose Ni for i ≥ 1 is an upper bound on ‖∂[A]i∂t ‖∞, ‖∂[B]i∂t ‖∞. We have:
‖∂[A]i
∂t
‖∞ =‖φA ∗ ∗( ∂
∂t
([A]0:i−1 ∗d [B]0:i−1)‖∞≤ 2‖φA‖1
i−1∑
j=0
‖∂[A]j
∂t
‖∞‖[B]i−1−j‖∞
≤ 2TM0
i−1∑
j=0
Nj(4TM0)
i−1−j.
A similar equation can be written for ‖∂[B]i
∂t
‖∞. Thus, setting Ni = 2TM0
∑i−1
j=0Nj(4TM0)
i−1−j
yields a valid upper bound on ‖∂[A]i
∂t
‖∞, ‖∂[B]i∂t ‖∞ by induction. The solution of this recursive
equation is as follows:
Ni =
N0
3
(6TM0)
i, i ≥ 1. (50)
For 0 < λ < 1
12TM0
, we obtain that
λimax(‖[∂[A]i
∂t
‖∞, ‖[∂[B]i
∂t
‖∞
) ≤ N0
3(2i)
.
Next, we have
‖∂[A]i
∂x
‖∞ =‖∂φA
∂x
∗ ∗([A]0:i−1 ∗d [B]0:i−1)‖∞≤‖∂φA
∂x
‖1
i−1∑
j=0
‖[A]j‖∞‖[B]i−1−j‖∞
≤ σM0
4T
i−1∑
j=0
(4TM0)
i ≤ σM0
4T
i(4TM0)
i,
thus,
Gi =
σM0
4T
i(4TM0)
i, (51)
for i ≥ 1, serves as an upper bound on ‖∂[A]i
∂x
‖∞ (and by a similar argument ‖∂[B]i∂x ‖∞).
Finally, we have
‖∂
2[A]i
∂x2
‖∞=‖∂φA
∂x
∗ ∗( ∂
∂x
([A]0:i−1 ∗d [B]0:i−1)‖∞ ≤ 2‖∂φA
∂x
‖1
i−1∑
j=0
‖∂[A]j
∂t
‖∞‖[B]i−1−j‖∞
≤ 2σ
i−1∑
j=0
GjMi−1−j = 2σ(G0Mi−1 +
i−1∑
j=1
GjMi−1−j) ≤ (σG0
2T
+
σ2M0
16T 2
i(i− 1))(4TM0)i.
Therefore,
Hi = (
σG0
2T
+
σ2M0
16T 2
i(i− 1))(4TM0)i, i ≥ 1, (52)
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is an upper bound on ‖∂2[A]i
∂x2
‖∞. By a similar argument, it is also an upper bound on ‖∂2[B]i∂x2 ‖∞.
The proof is complete.
APPENDIX B
POISSON HYPOTHESIS TESTING
In a Poisson hypothesis testing problem, we take a sample from a Poisson random variable
X whose mean is either ρ0 or ρ1.
H0 : X ∼ Poisson(ρ0),
H1 : X ∼ Poisson(ρ1).
Assuming that the two hypothesis H0 and H1 are equally likely, and ρ0 < ρ1. The MAP decision
rule compares the observed X with threshold Th = (ρ1 − ρ0)/(log ρ1 − log ρ0) and declares H0
if and only if X < Th. We denote the error probability of the MAP decision rule by Pe(ρ0, ρ1):
Pe(ρ0, ρ1) =
1
2
∞∑
n∈Z: n≥Th
e−ρ0ρn0
n!
+
1
2
∑
n∈Z: 0≤n<Th
e−ρ1ρn1
n!
=
1
2
− TV (Poisson(ρ0),Poisson(ρ1))
where TV (Poisson(ρ0),Poisson(ρ1)) is the total variation distance between the two Poisson
distributions.
Lemma 2. Fix some ρ0. Then Pe(ρ0, ρ1) is a decreasing continuous function of ρ1 for ρ1 ≥ ρ0.
Proof: The above statement is equivalent with TV (Poisson(ρ0),Poisson(ρ1)) being an in-
creasing continuous function of ρ1 for ρ1 ≥ ρ0. When ρ1 = ρ0, the total variation distance is
zero and as we increase ρ1, this distance increases. Since the distribution of Poisson(ρ1) varies
continuously, the changes in the total variation distance is also continuous in ρ1.
APPENDIX C
SUPPORT LEMMA
Let P be the space of all unnormalized probability distributions on the interval [0, T ] (i.e.,
nonnegative functions with finite nonzero integral). For a distribution p(t) ∈ P and a continuous
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function f(t), we define
Ep(f) =
∫ T
0
p(t)f(t)dt. (53)
Lemma 3. Take arbitrary continuous functions fi(t) for i = 0, · · · , n, and an arbitrary un-
normalized distribution p ∈ P. Then, there is another discrete unnormalized distribution q ∈ P
taking values in a set of size n, i.e., q(t) =
∑n
i=1 aiδ(t − ti) for some ai ≥ 0 and ti ∈ [0, T ]
such that
Eq(f) ≤ Ep(f) (54)
and
Eq(fi) = Ep(fi), for i = 1, · · · , n. (55)
This lemma shows that by replacing p with q, we preserve the n linear constraints (55) and
impose one linear inequality constraint (54). The support of q (the number of delta functions)
is at most the number of constraints which is n.
Support lemmas of this type are commonly used in information theory, and follow from the
Fenchel-Bunt’s extension of the Caratheodory theorem. For completeness, we give an intuitive
sketch of the proof. For simplicity assume that p(t) is discrete but with support on an arbitrarily
large set, i.e., p(t) =
∑N
i=1 giδ(t − t˜i) for some large N , and gi ≥ 0, t˜i ∈ [0, T ]. Consider
functions of the form
q˜(t) =
N∑
i=1
xiδ(t− t˜i)
for some x1, · · · , xN ≥ 0. Consider the set of (x1, · · · , xN) for which we have Eq˜(fi) = Ep(fi),
for i = 1, · · · , n. This imposes n linear constraints on (x1, · · · , xn). These n linear constraints
along with the inequality constraints x1, · · · , xN ≥ 0 define a polytope in the N dimensional
region. This polytope is nonempty since (x1, · · · , xN) = (g1, · · · , gN) belongs to this polytope.
To enforce the inequality (54), let us minimize Eq˜(f), which is a linear function in (x1, · · · , xN)
over this polytope. The minimum of a linear function occurs at a vertex of the polytope. The key
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observation is that each vertex of the polytope has at most n nonzero entries, i.e., if (x∗1, · · · , x∗N)
is a vertex of the polytope, at most n entries of (x∗1, · · · , x∗N) are nonzero. This would imply the
desired identification for q(x). To see this, observe that since the polytope is in N dimensions,
every vertex of the polytope lies at the intersection of N hyperplanes. The hyperplanes defining
the polytope are the n linear constraints along with x1, · · · , xN ≥ 0. Any vertex has to satisfy
N of these equations with equality. Thus, the vertex needs to pick at least N −n inequalities of
the form xi ≥ 0 and satisfy them with equality. In other words, for any vertex, at least N − n
entries must be zero, meaning that the number of nonzero entries is at most n.
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