The linear relative rate model has been employed in epidemiologic analyses of a variety of environmental and occupational exposures. In contrast to an exponential rate model, the linear relative rate model implies that the excess relative rate of disease changes in an additive fashion with exposure. The linear relative rate model may be fitted using EPICURE (HiroSoft International Corporation, Seattle, Washington), a specialized statistical software package widely used for such analyses. In this paper, the author presents a simple approach to fitting the linear relative rate model to epidemiologic data using PROC NLMIXED in the SAS statistical software package (SAS Institute Inc., Cary, North Carolina). This approach is illustrated via analyses of data from a study of mortality in a cohort of South Carolina asbestos textile workers . Epidemiologic data derived from occupational and environmental studies are often analyzed using exponential rate models of the form Rate ¼ e ðb 0 þb 1 dÞ , where d is an exposure variable of interest (1). The antilogarithms of b 0 and (b 0 þ b 1 ) provide estimates of the rate of disease in the absence and presence of exposure, respectively.
Epidemiologic data derived from occupational and environmental studies are often analyzed using exponential rate models of the form Rate ¼ e ðb 0 þb 1 dÞ , where d is an exposure variable of interest (1) . The antilogarithms of b 0 and (b 0 þ b 1 ) provide estimates of the rate of disease in the absence and presence of exposure, respectively.
Estimation of a dose-response trend under an exponential rate model implies that for every 1-unit increase in the exposure metric, the rate of disease increases (or decreases) in a multiplicative fashion by a factor of e ðb 1 Þ . An exponential change in disease rates with exposure to an occupational or environmental agent may not conform to observed data, in which case model misspecification may lead to standard errors for coefficient estimates that are biased, loss of power for a model-based test of a dose-response association, and the possibility that estimates of effect for extreme or uncommon exposure levels are substantially distorted (2) .
A linear relative rate model offers an important alternative to the exponential rate model (3) . The linear relative rate model has the form Rate ¼ e ðb 0 Þ ð1 þ b 1 dÞ, where b 1 represents the excess relative rate per unit of exposure. Estimation of a dose-response trend under a linear relative rate model implies that for every 1-unit increase in the exposure metric, the rate of disease increases (or decreases) in an additive fashion. The linear relative rate model has been used in analyses of many different factors: exposure to radon in the home (4) and in underground uranium mines (5, 6) , external exposure to ionizing radiation among atomic bomb survivors (7, 8) , patients treated by radiotherapy (9) , and workers at nuclear weapons facilities and nuclear power plants (10, 11) , and in relation to nonradiologic carcinogens, including chrysotile asbestos (12) and benzene (13) .
One obstacle to fitting the linear relative rate model has been implementation using standard statistical packages. Data analysts have tended to use specialized software that was written specifically for fitting models of this form to epidemiologic data (14) . In this paper, I illustrate how the linear relative rate model may be readily fitted using the SAS statistical software package (SAS Institute Inc., Cary, North Carolina). 
MATERIALS AND METHODS

PROC NLMIXED in SAS produces
The term ''eta'' defines the log-linear term of the model, while ''lambda'' specifies that the rate of disease is the product of exp(eta) and the linear term (1 þ Beta3*d). Lastly, the model statement specifies that the number of events follows a Poisson distribution with the expected number of events equal to the product of the observed person-time and the modeled rate of disease, lambda. The parameters Beta0, Beta1, Beta2, and Beta3 are estimated from the data. Likelihood-based confidence intervals for parameters in the linear relative rate model are generally preferred over asymptotic confidence intervals, since they give better coverage (16) . The numerical integration maximum likelihood method employed by PROC NLMIXED generates a true log-likelihood fit statistic that can be used to compare nested models or to derive likelihood-based confidence intervals. A likelihood-based confidence interval can be derived through a series of likelihood ratio tests; a data analyst compares the residual deviance of a model in which all parameters are allowed to vary with the residual deviance of a model in which a parameter of interest is fixed at a specified level while allowing the other model parameters to vary. The residual deviance of this model will differ from that of the original or ''null'' model. The 2 values that fix the parameter of interest and result in a change in the residual deviance by 3.84 represent the upper and lower bounds of the 95% confidence interval for this parameter. An iterative search provides these confidence bounds; a simple SAS macro can be used to automate this search and efficiently obtain likelihood-based confidence bounds (see Appendix).
Linearity in the dose-response function can be assessed, for example, by comparing a model with a linear-quadratic dose-response function to a model with a purely linear doseresponse function. Fitting of a piecewise constant function offers another method for assessing the shape of the doseresponse function. One approach to assessing modification of the effect of exposure in linear relative rate models by a study covariate, m, is inclusion of a log-linear subterm for the linear exposure effect (7, 17) , implying a model of the form
This type of model is readily estimated in SAS as follows:
Empirical example
To illustrate the fitting of linear relative rate models via SAS, I use data from a recent analysis of mortality among asbestos textile workers discussed by Hein et al. (12) . The cohort included all workers employed in asbestos textile production at a plant in South Carolina between January where z 1 -z 9 represent female sex, nonwhite race, and categories of attained age (50-<55, 55-<60, 60-<65, 65-<70, 70-<75, 75-<80, or !80 years) and d represents estimated cumulative asbestos exposure lagged by 10 years. Tabulated person-years were divided by 100,000 so that the model intercept represented the estimated lung cancer mortality rate (per 100,000 person-years) at the referent level for all model covariates. A likelihood-based 95% confidence interval was determined for parameter b 10 . Results obtained via SAS PROC NLMIXED were compared with those obtained using the AMFIT module of the computer software package EPICURE (HiroSoft International Corporation, Seattle, Washington), a specialized statistical software package widely used for linear relative rate analyses (14) .
RESULTS
Analyses of the relation between lung cancer mortality and cumulative asbestos exposure under a 10-year lag were conducted via fitting of a linear relative rate model. Table 1 reports the coefficients obtained from fitting the model. Parameter estimates and associated standard errors obtained via SAS PROC NLMIXED are nearly identical to those obtained via the AMFIT module of EPICURE.
The 95% confidence interval for the parameter b 10 was derived via the SAS macro presented in the Appendix (95% confidence interval: 0.01119, 0.03216). The 95% confidence interval is very similar to the confidence interval derived via EPICURE (95% confidence interval: 0.01119, 0.03216). Figure 1 shows the predicted mortality rate as a function of cumulative exposure for white males aged 60-64 years; the fitted linear relative rate model is shown along with estimates obtained via a model that included 6 indicator variables for the 7 cumulative exposure categories.
In order to evaluate effect modification by sex, I fitted a model that included a log-linear term for female sex, of the form where z1-z9 represent female sex, nonwhite race, and categories of attained age (50-<55, 55-<60, 60-<65, 65-<70, 70-<75, 75-<80, or !80 years) and d represents estimated cumulative asbestos exposure (in fiber-years/mL) lagged by 10 years.
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statistic values being obtained via EPICURE and SAS PROC NLMIXED).
DISCUSSION
This paper illustrates how exposure-disease analyses conducted using a linear relative rate model can be easily implemented via SAS PROC NLMIXED. I have focused on the fitting of linear relative rate models via Poisson regression methods. This approach is widely used in the occupational and environmental literature, and the linear relative rate model is one of the important models considered in the Poisson regression context. Linear odds ratio models, of the form Odds ¼ e ðb 0 Þ ð1 þ b 1 dÞ, may be of interest in some settings (19) . SAS PROC NLMIXED is highly flexible, and it is also possible to implement an approach analogous to the fitting of a linear odds ratio model.
The results shown in Table 1 are very similar to those reported previously by Hein et al. (12) , despite some differences in approach (such as categorization of variables). Importantly, however, the results obtained via fitting of the linear relative rate model via SAS PROC NLMIXED are nearly identical to those obtained via the AMFIT module of the EPICURE statistical package, demonstrating how linear relative rate Poisson regression models can be fitted via a few lines of SAS code.
The value for the model deviance obtained via the AMFIT module of the EPICURE package was not identical to the À2 log likelihood obtained via SAS PROC NLMIXED. The deviance obtained via the AMFIT module is calculated as minus twice the difference between the log likelihood for the current fitted model and the log likelihood obtained in a saturated model (14) . The deviance obtained via the AMFIT module therefore differs from the À2 log likelihood obtained via SAS PROC NLMIXED by a constant amount (i.e., by an amount that is constant across fittings of nested models to the same data structure). Consequently, the reported deviance from either statistical package can be used to conduct valid likelihood ratio tests.
The linear relative rate model is commonly used in radiation epidemiology (20) , and it has a number of appealing attributes. An estimate of a radiation dose-response trend obtained via a linear relative rate model is easily communicated: The parameter for the radiation dose effect describes the excess relative rate of disease per unit dose. Furthermore, for studies of populations that include people who received high doses of radiation, such as the cohort of Japanese atomic bomb survivors, the linear relative rate model for solid cancers provides a good fit to the observed data. Nonetheless, there are also important limitations to the linear relative rate model. The linear term of the model (1 þ bdose) cannot be negative; if it is, this would imply a negative rate of disease. Exponential models, in contrast, have the desirable property that these estimated rates are necessarily positive quantities, regardless of the values of the linear predictor in the regression model.
By default, PROC NLMIXED assigns all model parameters an initial value of 1. While not required, model convergence may be facilitated by providing NLMIXED with more plausible starting values for some model parameters, including the intercept. This is done via the PARMS statement. Alternatively, convergence of regression models in PROC NLMIXED can be facilitated by scaling the model intercept (e.g., dividing person-years by 100,000) so that the estimated parameter takes a value near the starting value.
Linear relative rate models may be of interest in evaluations of dose-response relations with a single continuous exposure variable and in studies of interactions between multiple exposure variables (21) . This paper should facilitate evaluation of linear relative rate models by demonstrating how such models are easily fitted using the SAS statistical package. Cumulative Exposure, fiber-years/mL Lung Cancer Rate per 1,000 Person-Years Figure 1 . Estimated lung cancer mortality rate for white males aged 60-64 years as a function of cumulative exposure to chrysotile asbestos (based on the model in Table 1 ). The points show estimated rates for categories of cumulative exposure, plotted at the categoryspecific mean exposure level.
