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Whenever variables φ = (φ1, φ2, . . .) are discarded from a system, and the discarded information
capacity S(x) depends on the value of an observable x, a quantum correction ∆Veff(x) appears in the
effective potential [1]. Here I examine the origins and implications of ∆Veff within the path integral,
which I construct using Synge’s world function. I show that the φ variables can be ‘integrated
out’ of the path integral, reducing the propagator to a sum of integrals over observable paths x(t)
alone. The phase of each path is equal to the semiclassical action (divided by ~) including the
same correction ∆Veff as previously derived. This generalises the prior results beyond the limits of
the Schro¨dinger equation; in particular, it allows us to consider discarded variables with a history-
dependent information capacity S = S(x, ∫ t f(x(t′))dt′). History dependence does not alter the
formula for ∆Veff .
I. INTRODUCTION
In a recent paper [1] I obtained a powerful model for
the quantum effect of discarded variables, applicable to
any observable x whose classical motion is determined by
the nonrelativistic action
I[x(t)] ≡
∫
dt
[m
2
x˙2 − Vcl(x)
]
. (1)
In general, discarded variables φ ≡ (φ1, . . . , φd) with in-
formation capacity S(x) generate a quantum correction
to the effective potential: Vcl → Vcl + ∆Veff , where
∆Veff =
~2
8m
[(
1− 4ξ d+ 1
d
)
(∂xS)2 + 2(1− 4ξ)∂2xS
]
, (2)
for some ξ ∈ R. The correction (2) appears in the
Schro¨dinger equation for the wavefunction Ψx(x, t) over
the observable configuration space:
i~∂tΨx =
[
− ~
2
2m
∂2x + Vcl + ∆Veff
]
Ψx. (3)
Consequently, ∆Veff directly affects the average motion
of the observable:
m∂2t 〈x〉 = −〈∂xVcl + ∂x∆Veff〉. (4)
This motivates the use of a semiclassical action
J [x(t)] =
∫
dt
[m
2
x˙2 − (Vcl + ∆Veff)
]
, (5)
which generates trajectories consistent with the mean
equation of motion (4). This formalism allows us to
model the quantum effect of discarded degrees of free-
dom when only their information capacity is known. For
instance, when the holographic principle [2] is used to
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quantify the information capacity of the universe, the
quantum correction (2) provides a new explanation of
cosmic acceleration [3].
The results (2–5) were all obtained in the Schro¨dinger
picture. To complement that work, we now examine the
origins and implications of ∆Veff in the path integral for-
malism. The paper is organised as follows. In section
II, we show the quantum propagator can be written as
an integral over observable paths x(t) alone, with the
phase of each path given by the semiclassical action (5).
In section III, this same propagator is expressed as a
path integral over the full configuration space, includ-
ing the discarded variables. In section IV, we reconcile
these two viewpoints: by ‘integrating out’ the paths φ(t),
we generate the same quantum correction ∆Veff as the
Schro¨dinger approach. Finally, in section V we use the
path integral method to extend the formula (2) to cover
history-dependent capacities S = S(x, ∫ t f(x(t′))dt′),
which arise in the cosmological context when consider-
ing gauge transformations [3]. For ease of reference, key
definitions from the previous paper [1] are included in the
appendix.
II. PROPAGATOR OVER OBSERVABLE PATHS
The main goal of this section is to construct the
propagator K(xf , φf , x0, φ0;T ) of a nonrelativistic par-
ticle over the full (d + 1)-dimensional configuration
space (A.1). We begin by observing that the reduced
Schro¨dinger equation (3) can be solved with an ordinary
one-dimensional path integral:
Ψx(xf , T ) =∫
dx0 Ψx(x0, 0)
∫ x(T )=xf
x(0)=x0
Dx(t) eiJ [x(t)]/~, (6)
where J [x(t)] is the semiclassical action (5).
To understand the implications of equation (6) we recal
the definition (A.7) of Ψx, and write an arbitrary state
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Ψ =
∑
k
Φk(φ)
[b(x)]d/2
Ψkx(x, t), (7)
where {Φk} are ‘energy’ eigenfunctions (A.8) with eigen-
values {Ekφ}, forming an orthonormal basis over the dis-
carded configuration space Mφ:∫
ddφ
√
g˜(φ) Φk(φ)Φ
∗
k′(φ) = δkk′ . (8)
As the Schro¨dinger equation (A.6) is linear, each Ψkx will
obey its own reduced Schro¨dinger equation (3) with Eφ =
Ekφ in the classical effective potential (A.2). Hence we
can use equation (6) to propagate each component of the
general state (7):
Ψ(xf , φf , T ) =
∑
k
Φk(φf )
(bf )d/2
×
∫
dx0 Ψ
k
x(x0, 0)
∫ x(T )=xf
x(0)=x0
Dx(t) eiJk[x(t)]/~, (9)
where bf ≡ b(xf ) [similarly, we will write b0 ≡ b(x0),
g˜f ≡ g˜(φf ), etc.] and the index on Jk[x(t)] indicates
that we set Eφ = E
k
φ in the classical effective potential.
We wish to represent the time evolution (9) as the
result of a propagator K(xf , φf , x0, φ0;T ) acting over the
entire configuration space:
Ψ(xf , φf , T ) (10)
=
∫
dx0 d
dφ0
√
g0K(xf , φf , x0, φ0;T )Ψ(x0, φ0, 0),
where
√
g = bd
√
g˜ is the covariant measure. It is easy to
check that
K(xf , φf , x0, φ0;T )
=
∑
k
Φk(φf )Φ
∗
k(φ0)
(bfb0)d/2
∫ x(T )=xf
x(0)=x0
Dx(t) eiJk[x(t)]/~ (11)
is the propagator we need – simply substitute (7) and (11)
into the right of (10), perform the integral over φ0, and
recover (9) as required. Equation (11) therefore achieves
our stated goal: we have found an expression for the
propagator as a sum of integrals over observable paths
x(t) alone, with the phase of each path given by the
semiclassical action (5). The prefactors Φk(φf )Φ
∗
k(φ0)
simply serve to project the wavefunction onto states of
given Eφ, so that the classical effective potential (A.2)
can be evaluated within J [x(t)].
Now, it must also be possible to represent the prop-
agator as a path integral over the entire configuration
space:
K(xf , φf , x0, φ0;T ) =
∫ x(T )=xf
φ(T )=φf
x(0)=x0
φ(0)=φ0
Dx(t)Ddφ(t) . . . (12)
How is this path integral related to the formula (11) we
just derived? To answer this question, we must first con-
struct the path integral (12) appropriate to our curved
configuration space (A.1); this is covered in section III.
Then, in section IV, we show that (11) follows directly
from (12) by ‘integrating out’ the paths φ(t). This calcu-
lation provides an independent derivation of J [x(t)] and
∆Veff , establishing their validity beyond the Schro¨dinger
picture.1 The path integral formalism therefore extends
our results to domains where the Schro¨dinger equation
no longer applies – we shall explore this new territory in
section V.
III. PATH INTEGRAL OVER CURVED SPACE
Let us seek a general expression for the propagator of
a nonrelativistic particle in a curved space of D = d+ 1
dimensions:
K(qf , q0;T ) ≡ 〈qf | e−iHˆT/~ |q0〉 , (13)
where q ≡ (q1, q2, . . . , qD) are arbitrary coordinates, and
the Hamiltonian Hˆ is the operator in square brackets
on the right of the covariant Schro¨dinger equation (A.6).
The states {|q〉} form a coordinate-invariant orthonormal
basis,
〈q′|q〉 = δ
D(q′ − q)√
g(q)
,
∫
dDq
√
g(q) |q〉 〈q| = 1, (14)
and hence the propagator (13) transforms as a scalar at
both qf and q0.
To represent (13) as a path integral, we split the expo-
nential operator into N equal factors, and insert N − 1
copies of the identity (14):
K(qf , q0;T ) =
N−1∏
n=1
∫
dDqn
√
gn
N∏
n=1
K(qn, qn−1; ), (15)
where gn ≡ g(qn),  ≡ T/N , and qN ≡ qf . The path
integral is then obtained as N →∞ and → 0.
A. Short-Time Propagator
To evaluate the path integral (15) we require a formula
for the short-time propagator K(q′, q; ). To obtain it, let
1 Alternatively, we could start with a path integral over the entire
phase space:
∫ DxDdφDpxDdpφ . . . Storchak has shown that
this type of integral can be dealt with by transforming to a new
time coordinate [4] with ∆Veff then appearing as the Jacobian of
the transformation. As this ‘canonical’ approach favours a par-
ticular ordering of operators (rather than coordinate invariance)
it tacitly sets ξ = 0.
3us begin with the following ansatz:
K(q′, q; ) =
√
m
2pii~
D
exp
{
im
~
σ(q′, q) + α0(q′, q)
+ α1(q
′, q) +O(2)
}
, (16)
where Synge’s world function [5]
σ(q′, q) ≡ [geodesic distance(q′, q)]2/2 (17)
provides a coordinate-invariant representation of the ki-
netic term. We will fix the unknown functions {α0, α1}
by insisting that the propagator (16) satisfies the covari-
ant Schro¨dinger equation (A.6):
i~∂K(q′, q; ) =
[
~2
2m
(−∇2 + ξR)+ V0]K(q′, q; ),
(18)
in the limit  → 0. (Provided we are consistent, we can
either evaluate {∇2, R, V0} at q, or at q′; this choice will
not affect the calculation.) Before doing so, let us first
check that the propagator has the correct behaviour as
→ 0. Writing ∆q ≡ q′ − q, equation (17) expands as
σ(q′, q) = gij∆qi∆qj/2 +O(∆q3), (19)
and so
lim
→0
K(q′, q; ) = lim
→0
√
m
2pii~
D
exp
{
im
2~
[
gij∆q
i∆qj
+O(∆q3)
]
+ α0(q
′, q) +O()
}
=
δD(∆q)√
det(gij)
exp {α0(q, q)} .
Hence the correct behaviour K(q′, q; 0) = 〈q′|q〉 is
achieved if and only if α0(q, q) = 0.
Returning to the covariant Schro¨dinger equation (18),
we insert the ansatz (16) and sort the result into compo-
nents proportional to nK:
−2K : 2σ = ∇iσ∇iσ (20a)
−1K : D = ∇2σ + 2∇iσ∇iα0 (20b)
K : i~α1 =
~2
2m
(
−∇2α0 −∇iα0∇iα0
− 2im
~
∇iσ∇iα1 + ξR
)
+ V0. (20c)
Using the geometric identities [6],
∇iσ∇iσ = 2σ,
(
⇒ ∇iσ = O(σ1/2)
)
(21)
∇i∇jσ = δij −
1
3
Rikjl∇kσ∇lσ +O(σ3/2), (22)
we confirm that (20a) is automatically satisfied, and see
that equation (20b) has solution
α0 =
1
12
Rij∇iσ∇jσ +O(σ3/2). (23)
This means α0 = O(σ) and hence α0(q, q) = 0 as re-
quired; moreover, equation (20c) becomes
i~α1 =
~2
2m
(
−1
6
R− 2im
~
∇iσ∇iα1 + ξR
)
+ V0
+O(σ1/2), (24)
and is solved by
α1 = − i~
[
~2
2m
(
ξ − 1
6
)
R+ V0
]
+O(σ1/2). (25)
Note that our solutions (23) and (25) can be evaluated
with {gij ,∇i, Rij , V0} at either q or q′: a change in con-
vention q ↔ q′ = q+O(σ1/2) will only generate terms at
the neglected order.
Substituting (23) and (25) back into the ansatz (16),
we obtain
K(q′, q; ) =
√
m
2pii~
D
exp
{
im
~
σ(q′, q) +
1
12
Rij∇iσ∇jσ
− i
~
[
~2
2m
(
ξ − 1
6
)
R+ V0
]
+O(σ3/2) +O(σ1/2) +O(2)
}
. (26)
This is the short-time propagator we require, generating
unitary evolution (13) through t→ t+  according to the
covariant Schro¨dinger equation (A.6).
B. Continuum Limit
In general, terms O(3/2) do not contribute to the path
integral (15) in the continuum limit: as  → 0, we have∏N
n=1 exp{O(3/2)} = 1+O(1/2)→ 1. Moreover, due to
rapid oscillations of the factor exp(imσ/~), the short-
time propagator (26) gives a negligible contribution to
the integrals (15) for σ  ~/m. Hence we can treat
σ = O() and drop all the neglected terms in (26). In a
similar vein, note that
0 =
(
2~
im
)
∂gij
√
2pii~
m
D
(27)
=
(
2~
im
)
∂gij
∫
dD∆q
√
g eimgkl∆q
k∆ql/2~
=
∫
dD∆q
√
g eimgkl∆q
k∆ql/2~
[
∆qi∆qj +
(
2~
im
)
gij
2
]
=
∫
dDq
√
g eimσ(q
′,q)/~
[
∇iσ∇jσ − i~
m
gij +O(3/2)
]
,
4where equation (19) was used in the last line. We can
therefore set ∇iσ∇jσ = gij(i~/m) inside the path inte-
gral (15).
Applying the arguments of the previous paragraph to
equation (26) we arrive at a simplified version of the
short-time propagator:
K(q′, q; ) =
√
m
2pii~
D
exp
{
im
~
σ(q′, q)
− i
~
[
~2
2m
(
ξ − 1
3
)
R+ V0
]}
, (28)
suitable for the path integral (15) in the continuum limit.
Comparing this formula with equation (10.153) of Klein-
ert’s textbook [7], we confirm that our construction gen-
eralises the standard result to ξ 6= 0.2
This completes our general treatment of the path in-
tegral over curved space. To construct the required path
integral (12) we insert the short-time propagator (28)
into equation (15), adopt the metric (A.1), and take the
limit → 0.
IV. INTEGRATING OUT DISCARDED PATHS
Armed with a concrete formulation of the path integral
over the full configuration space, we are now in a position
to integrate out the discarded degrees of freedom φ.
A. General method
It will be useful to represent propagators in the {Φk}
eigenbasis. Because HˆΦk ∝ Φk, the time evolution oper-
ator exp(−iHˆt/~) will not alter the φ dependence of any
eigenfunction, so we must have
K(x′, φ′, x, φ; t) =
∑
k
Φk(φ
′)Φ∗k(φ)
b¯d
Kk(x
′, x; t), (29)
for some Kk(x
′, x; t). [The factors of b¯ ≡√b(x′)b(x) are a
convenient convention.] The components Kk(x
′, x; t) are
2 Recal the path integral for a free particle in flat space, composed
of integrals over Cartesian coordinates
∫
dDxn and propagators
proportional to exp(im|x − x′|2/2~). How would one gener-
alise that expression to curved space, guided only by Einstein’s
equivalence principle and the notion of ‘minimal coupling’? It is
natural to add the covariant measure
√
g(xn) to the integrals,
and replace |x − x′|2 → 2σ(x, x′) as the invariant squared dis-
tance. However, there would be no reason to introduce R to
the propagator, as in equation (28). In other words, the mini-
mally coupled path integral has ξ = 1/3, not the value ξ = 0
of the minimally coupled Schro¨dinger equation. We see that the
meaning of ‘minimal coupling’ depends on ones starting point.
In general, this ambiguity justifies an agnostic view of curvature
coupling: without a better argument to fix ξ, the parameter must
be determined experimentally.
then given by
Kk(x
′, x; t) (30)
= b¯d
∫
ddφ′ddφ
√
g˜(φ′)g˜(φ)Φ∗k(φ
′)Φk(φ)K(x′, φ′, x, φ; t),
by virtue of orthonormality (8).
To see the value of this representation, let us set the co-
ordinates (x′, φ′, x, φ; t) → (xf , φf , x0, φ0;T ) in equation
(30), insert the path integral (15) into the right hand side,
and use the eigenbasis expansion (29) for the short-time
propagators therein:
Kk(xf , x0;T )
= (bfb0)
d/2
∫
ddφf d
dφ0
√
g˜f g˜0 Φ
∗
k(φf )Φk(φ0)
×
N−1∏
n=1
∫
dxn d
dφn b
d
n
√
g˜n
×
N∏
n=1
∑
kn
Φkn(φn)Φ
∗
kn
(φn−1)
(bnbn−1)d/2
Kkn(xn, xn−1; ). (31)
We can now perform the integrals over each φn in turn.
The integral over φ0 leaves only the k1 = k term in the
sum over k1, then the integral over φ1 leaves only the
k2 = k term in the sum over k2, and so on. On completing
the final integral (over φf ≡ φN ) we have
Kk(xf , x0;T )
= (bfb0)
d/2
N−1∏
n=1
∫
dxn b
d
n
N∏
n=1
Kk(xn, xn−1; )
(bnbn−1)d/2
=
N−1∏
n=1
∫
dxn
N∏
n=1
Kk(xn, xn−1; ), (32)
which has the form of a path integral over x alone.
Setting (x′, φ′, x, φ; t)→ (xf , φf , x0, φ0;T ) in the eigen-
basis expansion (29) and inserting the components (32)
we arrive at
K(xf , φf , x0, φ0;T ) (33)
=
∑
k
Φk(φf )Φ
∗
k(φ0)
(bfb0)d/2
N−1∏
n=1
∫
dxn
N∏
n=1
Kk(xn, xn−1; ),
which is now very close to the formula (11) we wish to
rederive. All that remains is to evaluate the short-time
components Kk(xn, xn−1; ) and take the limit of equa-
tion (33) as → 0.
B. Calculation for d = 1
To illustrate the process described above, let us restrict
our interest to the configuration space (A.1) with d = 1:
ds2 = dx2 + [b(x)]2dφ2, φ ∈ [0, 2pi), (34)
5which was the motivating example in the original paper
[1]. In principle, the steps below can also be followed for
any configuration space of the form (A.1).
The metric (34) fixes R = −2(∂2xb)/b, g˜ = 1, R˜ = 0,
and sets the eigenfunctions (A.8) as
Φk =
eikφ√
2pi
, Ekφ =
~2k2
2m
, k ∈ Z. (35)
Consequently, when we insert the short-time propagator
(28) into equation (30) we get
Kk(x
′, x; ) =
mb¯
2pii~
∫
d∆φ exp
{
im
~
σ(x′, x,∆φ)− ik∆φ
− i
~
[
~2
m
(
1
3
− ξ
)
∂2xb
b
+ V0
]}
, (36)
where ∆φ ≡ φ′ − φ. To evaluate σ(x′, x,∆φ), we note
that (22) implies
∂2xσ → 1, ∂2φσ → b2, ∂2φ∂xσ → b∂xb,
∂2φ∂
2
xσ → 2b∂2xb/3, ∂4φσ → −(b∂xb)2, (37)
as x → x′ and ∆φ → 0, with all other ∂(n)σ → 0 for
n ∈ {0, 1, 2, 3, 4}. We can therefore construct a Taylor
expansion in ∆x ≡ x′ − x and ∆φ:
2σ(x+ ∆x, x,∆φ) = ∆x2 + b¯2∆φ2 − b∂
2
xb
6
∆x2∆φ2
− (b∂xb)
2
12
∆φ4 +O(σ5/2), (38)
having used b¯2 = b[b+ ∆x∂xb+ ∆x
2∂2xb/2 +O(σ
3/2)].
We now substitute (38) into (36) and perform the in-
tegral. In doing so, recall σ = O() and that terms
O(3/2) can be neglected in the continuum limit; more-
over, a previous trick (27) allows us to write ∆x2 =
(i~/m) +O(3/2). We therefore arrive at
Kk(x
′, x; ) =
√
m
2pii~
exp
{
i
~
[
m∆x2
22
−
(
V0 +
(~k)2
2mb2
+ ∆Veff
)]}
, (39)
with ∆Veff given by equation (A.11) for d = 1.
Note that V0 +(~k)2/2mb2 is just the classical effective
potential (A.2) with Eφ = E
k
φ = (~k)2/2m as prescribed
by the eigenfunctions (35). Thus equation (39) implies
N−1∏
n=1
∫
dxn
N∏
n=1
Kk(xn, xn−1; )
=
N−1∏
n=1
∫
dxn
N∏
n=1
√
m
2pii~
exp
{
i
~
[
m(xn − xn−1)2
22
−
(
Vcl(xn)|Eφ=Ekφ + ∆Veff(xn)
)]}
→
∫ x(T )=xf
x(0)=x0
Dx(t) eiJk[x(t)]/~ (40)
as → 0. Inserting this limit into (33) we finally recover
the desired result (11).
C. Remarks
We have shown that the degrees of freedom φ can be
integrated out of the path integral (12) over the curved
configuration space (A.1). This renders the propaga-
tor as a sum of integrals over observable paths alone
(11). Crucially, the phase of each observable path x(t) is
given by the semiclassical action (5) which includes the
same quantum correction (2) as previously derived in the
Schro¨dinger approach [1].
Although the proof was only given explicitly for d = 1,
the same steps can be followed for any metric of the form
(A.1). The result of this process must agree with (11) in
general, otherwise the path integral would be inconsistent
with the covariant Schro¨dinger equation. Furthermore,
when the Scho¨dinger equation cannot be used, the path
integral still provides a route to obtain the quantum cor-
rection ∆Veff and the semiclassical action J [x(t)]. This
is illustrated in the next section.
V. HISTORY-DEPENDENT INFORMATION
CAPACITY
Thus far, we have only discussed discarded variables
whose information capacity depends on the present value
of the observable: S = S(x(t)). For such systems, the full
configuration space can be described by a curved metric
(A.1) with a subspaceMφ that changes size as a function
of x. Consequently, the covariant Schro¨dinger equation
(A.6) naturally determines the dynamics of the quantum
state Ψ(x, φ, t).
But now suppose the discarded information capacity
also depends on the history of x:
S = S(x, η[x(t)]), η[x(t)] ≡
∫ t
0
f(x(t′))dt′, (41)
for some function f : R→ R. How should we model this
system? Clearly, we cannot continue to use the curved
space (A.1): this would require a radius b = b(x, η[x(t)])
that depends on the history of the particle, which cannot
be defined in the Schro¨dinger approach. Fortunately, the
path integral formalism provides a natural environment
to quantify particle histories, and will accommodate the
new form of information capacity (41) without any great
difficulty. To see how this works, we shall first consider
the simplest nontrivial case f = 1 (where the Schro¨dinger
equation can still be used, with a minor modification)
before moving on to the general case (41).
A. Time dependence
For f = 1, the information capacity (41) reduces to
S = S(x(t), t). (42)
6This time-dependent capacity can be represented in the
Schro¨dinger picture by promoting b(x) → b(x, t) in the
metric (A.1). However, because the configuration space
is now time-dependent, the Schro¨dinger equation must
become
i~∂t
(
g1/4Ψ
)
=
[
~2
2m
(−∇2 + ξR)+ V0](g1/4Ψ) , (43)
in order that unitarity be preserved:
∂t
∫
dDq
√
g|Ψ|2
=
∫
dDq
[
g1/4Ψ∗∂t
(
g1/4Ψ
)
+ ∂t
(
g1/4Ψ∗
)
g1/4Ψ
]
=
i~
2m
∫
dDq
√
g
[
Ψ∗∇2Ψ−Ψ∇2Ψ∗]
= 0. (44)
For the metric (A.1) with b(x) → b(x, t), the modified
Schro¨dinger equation (43) is simply
i~∂tΨ =
[
~2
2m
(−∇2 + ξR)+ V0 − i~d
2
∂t ln b
]
Ψ. (45)
With this minor alteration, the derivation of ∆Veff then
follows the same route as outlined in the appendix. Be-
cause the state (A.7) contains a factor of [b(x, t)]−d/2,
the i~∂t operator on the left of the modified Schro¨dinger
equation (45) generates a term that exactly cancels the
new term −(i~d/2)∂t ln b on the right. Consequently, the
formula for the quantum correction (2) is completely un-
changed.
Turning our attention to the path integral, we see that
time-dependent capacity (42) modifies the formalism of
sections III–IV in two ways. First, in order to solve the
modified Schro¨dinger equation (45) the short-time prop-
agator (28) must now be
K(q′, q; t+ , t)
=
√
m
2pii~
D
exp
{
im
~
σ(q′, q)
− i
~
[
~2
2m
(
ξ − 1
3
)
R+ V0 − i~d
2
∂t ln b
]}
. (46)
Here, σ(q′, q) is evaluated using the metric at t; hence
when we assemble its Taylor expansion, as in equation
(38), the factor of b¯2 will be replaced by b(x′, t)b(x, t).
Second, the measures of the integrals (15) will now be√
gn = (bn)
d
√
g˜n, with
bn ≡ b(xn, tn) = b(xn, n). (47)
In order that all the bn cancel when assembling
the x(t) path integral (32) we will need to define
b¯ ≡ √b(x′, t′)b(x, t) when constructing the components
Kk(x
′, x; t′, t) as in (30). Notice the difference between
this replacement and the replacement for b¯ in the Tay-
lor expansion of σ(q′, q); consequently, each integral over
∆φn leaves a factor(
b(xn, tn)
b(xn, tn−1)
)d/2
= exp
{
d
2
[ln b(xn, tn)− ln b(xn, tn − )]
}
= exp
{
d
2
∂tn ln bn +O(
2)
}
, (48)
by virtue of this mismatch. Fortunately, this factor is
cancelled by the new term in the propagator (46). Thus
the time-dependence of the information capacity (42) has
no effect on the results of our path integral calculation,
besides making ∆Veff = ∆Veff(x, t).
B. History dependence
We now turn to the history-dependent case (41), which
requires a radius b = b(x, η[x(t)]). For these systems, we
cannot construct a Schro¨dinger equation (45) valid of all
t ∈ [0, T ] because η[x(t)] = ∫ t f(x(t′))dt′ has no repre-
sentation in terms of Ψ(t). However, if we fix the time
t, and assume a specific history x(t′) : t′ ∈ [0, t), then
the radius b = b(x, η[x(t)]) returns to being a function
of x alone. Consequently, the Schro¨dinger equation (45)
is locally well-defined, in that it allows us to evolve the
wavefunction through a small interval t→ t+ , for each
possible history. This evolution is described by a short-
time propagator (46) with
∂t ln b = ∂t ln b(x, η[x(t)]) = f(x)∂η ln b (49)
therein. If we apply this propagator at t = t0, t1, t2 . . .
in turn, and sum over every possible history, we nat-
urally assemble the path integral. In this fashion, the
finite propagator K(x′, x;T, 0) can be constructed, from
infinitesimal steps, without need for a global Schro¨dinger
equation.
To actually perform the path integral, we note that the
measures (47) become
bn ≡ b(xn, ηn), ηn ≡
n∑
k=1
f(xk), (50)
where the sum represents the integral that appears in
equation (41). Thus, exactly as above, each ∆φn integral
leaves us with a factor(
b(xn, ηn)
b(xn, ηn−1)
)d/2
= exp
{
d
2
[
ln b(xn, ηn)− ln b(xn, ηn − f(xn))
]}
= exp
{
d
2
f(xn)∂ηn ln bn +O(
2)
}
, (51)
7which cancels the new term (49) in the short-time prop-
agator (46).
We therefore conclude that the formulae for the quan-
tum correction (2), the semiclassical action (5), and the
propagator (11) all remain valid when the information
capacity depends on the history of the observable (41).
Of course, as ∆Veff is now a function of the path x(t),
extra care must be taken when actually evaluating the
path integrals or generating the semiclassical equations
of motion.
VI. CONCLUSION
We have constructed the path integral (12) for a non-
relativistic particle living in the curved configuration
space (A.1) and developed a general method by which
the variables φ can be integrated out, and hence dis-
carded. This procedure reduces the propagator to a sum
of integrals over observable paths x(t) alone (11). As the
phase of each path is set by the semiclassical action (5)
this provides an independent derivation of the quantum
correction ∆Veff previously obtained in the Schro¨dinger
picture [1]. Thus, when the Schro¨dinger equation cannot
be used (except over an infinitesimal time interval) the
path integral grants us a means to calculate ∆Veff and
hence model the quantum effect of discarded degrees of
freedom. As an example of this generalisation, we have
demonstrated that the formula for the quantum correc-
tion (2) remains valid even when the discarded variables
have information capacity that depends on the history of
the observable (41).
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Appendix: Prior Results
Here, we briefly recap the key definitions and results
of the preceding work [1]. For detailed motivation and
derivations, the reader should refer to the original paper.
Consider a nonrelativistic particle (of mass m) living
on a curved D = d+ 1 dimensional space
ds2 = gijdq
idqj = dx2 + [b(x)]2g˜IJ(φ)dφ
IdφJ , (A.1)
on which there is also a potential V0(x). We wish to
predict the behaviour of the ‘observable’ coordinate x,
while ignoring the variables φ ≡ (φ1, . . . , φd) that cover
a d-dimensional compact manifold Mφ with metric g˜IJ
and physical volume Volφ ∝ bd. As usual, the metric gij
defines a covariant measure
√
g ≡ √det(gij), a deriva-
tive operator ∇i, and curvature tensors {Rijkl, Rij , R}
according to [∇i,∇j ]vk = Rklijvl, Rij ≡ Rkikj , R ≡
Rijg
ij . Similarly, g˜IJ defines {
√
g˜, ∇˜I , R˜IJKL, R˜IJ , R˜}.
We can predict the x coordinate of a classical particle
with the reduced action (1) where the effective potential
Vcl = V0 + Eφ/b
2 (A.2)
depends on the conserved ‘energy’
Eφ ≡ 1
2m
g˜IJpφIpφJ =
mb4
2
g˜IJ φ˙
I φ˙J = const. (A.3)
This allows us to treat the particle as though it were
living on a reduced configuration space
ds2 = dx2, x ∈ R, (A.4)
without any reference to the variables φ. Eφ is now
viewed as a parameter of the system.
For a quantum particle, however, we must examine the
behaviour of the wavefunction Ψ(x, φ, t), which defines
probabilities via integrals of the form
P =
∫
dDq
√
g|Ψ|2 =
∫
dx ddφ bd
√
g˜|Ψ|2, (A.5)
and obeys the covariant Schro¨dinger equation
i~∂tΨ =
[
~2
2m
(−∇2 + ξR)+ V0]Ψ, (A.6)
for some ξ ∈ R. (This free parameter reflects a quanti-
sation ambiguity [8–10]. One might appeal to ‘minimal
coupling’ and set ξ = 0, however there is nothing partic-
ularly special about this choice – see footnote 2.)
In order to separate the observable x from the variables
φ, we consider states of the form
Ψ =
Φ(φ)
[b(x)]d/2
Ψx(x, t), (A.7)
where Φ is an eigenfunction over Mφ,
~2
2m
(
−∇˜2 + ξR˜
)
Φ = EφΦ, (A.8)
with unit norm ∫
ddφ
√
g˜|Φ|2 = 1. (A.9)
Note that Ψx is normalised such that probabilities (A.5)
become
P =
∫
dx|Ψx|2, (A.10)
consistent with the metric on the reduced configuration
space (A.4). Furthermore, the eigenvalue equation (A.8)
follows the same quantisation rule as the Schro¨dinger
equation (A.6): gijpipj → ~2[−∇2 + ξR].
8Inserting (A.7) into (A.6) we derive the reduced Schro¨-
dinger equation (3) wherein the effective potential has a
quantum correction
∆Veff =
~2d
2m
[(
d− 2
4
+ ξ(1− d)
)(
∂xb
b
)2
+
1− 4ξ
2
(
∂2xb
b
)]
. (A.11)
To put this result in its final form (2) we imagine dividing
the curved space (A.1) into a lattice of small cells with
spacing `  min{b, (b/∂xb),
√
b/∂2xb}. Then, at a given
value of x, the information capacity of the φ subspace is
S = ln Ω = ln(Volφ/`d) = d ln b− d ln `+ const. (A.12)
With this formula, it is easy to check that (2) is equiva-
lent to (A.11) for all ` > 0. Moreover, we are free to take
the continuum limit ` → 0: the quantum correction (2)
remains finite even as S → ∞.
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