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Abstract
As a novel feature selection approach, L1-norm -twin support vector regression(L1-- TSVR )is proposed in this paper to
investigate determinants of cost-push inﬂation in China. Compared with L2-ε-TSVR , our L1-- TSVR not only can ﬁt function
well, but also can do feature ranking. The computational results of inﬂation forecasts demonstrate that our L1-- TSVR
derives much smaller root mean squared error (RMSE) than the forecasts generated from ordinary least square (OLS) model.
Furthermore, the feature selection results indicate that the most signiﬁcant explanatory factor for the inﬂation in China is the
housing sales price index. Therefore, the housing market do have an important impact on the inﬂation in China.
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1. Introduction
Inﬂation has played a prominent role in ﬁnancial economics for a long time. The literatures by identify-
ing important determinants of inﬂation in China has been growing rapidly in recent years[1–3]. However, these
econometric models rely on some strong assumptions and ignore some real economic information. While sup-
port vector regression (SVR) algorithm, being computationally powerful tools, can overcome this shortcoming.
SVR is based on statistical learning theory and has been successfully applied in many important ﬁelds including
economics, engineering and bioinformatics, etc [4, 5].
There has been some extensive models of SVR such as least square support vector regression (LS-SVR) [6],
twin support vector regression (TSVR)[7], ε- twin support vector regression (ε-TSVR) [8] and so on. Diﬀerent
from SVR, ε-TSVR determines a pair of ε-insensitive proximal functions by solving two related SVM-type prob-
lems, each of which is smaller than that in a classical SVR. In fact, ε-TSVR inspire by the twin support vector
machines [9–14]. Thus, ε-TSVR has more powerful study ability and faster speed than SVR. Although ε-TSVR
achieves good performance, it is less robust because the square of the L2 norm distance of the residuals is sensitive
to the large errors [15–17]. This fact motivates us to formulate ε-TSVR as two linear programming problems
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by using the L1 norm distance, called L1-norm - twin support vector regression (L1--TSVR). The use of L1-
norm distance in the -TSVR as opposed to the square of the L2-norm leads to the robustness, which makes the
L1--TSVR own the better generalization ability.
In this paper, in order to verify the eﬀective of the L1--TSVR, we adopt L1-- TSVR to explore the important
determinants of the inﬂation in China. We use consumer price index (CPI) as the dependent variable, and test 5
cost-push factors including the housing sales price index, the producer price index (PPI), the international crude
oil price, the agriculture and sideline products purchasing price index, and the ferrous metals price index. Specif-
ically,the operation is divided into two parts. Firstly, the computational results of inﬂation forecasts demonstrate
that our L1-- TSVR derives much smaller root mean squared error (RMSE) than the forecasts generated from
ordinary least square (OLS) model, which indicates that our L1-- TSVR is an eﬃcient algorithm for the inﬂation
forecasts. Then, we focus on these 5 cost-push factors to determine the important determinant of Chinese inﬂa-
tion. The experimental result of our linear L1--TSVR indicates that the most signiﬁcant explanatory factor for
the inﬂation in China is the housing sales price index.
The remainder of this paper is structured as follows: the following section introduces ε-TSVR. In section 3
we discuss our L1--TSVR . The artiﬁcial datasets experiments are described in section 4. Section 5 contains
the inﬂation forecasts of our L1-- TSVR and the ordinary least square (OLS) model, and discuss important
determinants of inﬂation in China. Section 6 concludes this paper.
2. ε-twin support vector regression
In this section, we introduce ε-twin support vector regression (ε-TSVR). Consider the following regression
problem in the n-dimensional real space Rn, suppose that the training set is denoted by (A, Y), where A is a l × n
matrix and the i-th row Ai ∈ Rn represents the i-th training sample Y = (y1; y2; · · · ; yl) ∈ Rn × 1 denotes the
response vector of training sample, i = 1, 2, · · · , l.
2.1. Linear ε-TSVR
Following the literature of [8], ε-TSVR ﬁnds the following two ε-insensitive proximal functions
f1(x) = w1 x + b1 and f2(x) = w

2 x + b2. (1)
By introducing the regularization terms 12 (w

1 w1 + b
2
1) and
1
2 (w

2 w2 + b
2
1), the slack variables ξ, ξ
∗, η and η∗, the
primal problems can be expressed as
min
w1,b1,ξ,ξ∗
1
2c3(w

1 w1 + b
2
1) +
1
2ξ
∗ξ∗ + c1eξ,
s.t. Y − (Aw1 + eb1) = ξ∗, Y − (Aw1 + eb1) ≥ −ε1e − ξ, ξ ≥ 0,
(2)
and
min
w2,b2,η,η∗
1
2c4(w

2 w2 + b
2
2) +
1
2η
∗η∗ + c2eη,
s.t. (Aw2 + eb2) − Y = η∗, (Aw2 + eb2) − Y ≥ −ε2e − η, η ≥ 0,
(3)
where c1, c2, c3, c4, ε1 and ε2 are positive parameters. Then, the dual problems of the problem (2) and (3) are as
follows
max
α
− 12αG(GG + c3I)−1Gα + YG(GG + c3I)−1Gα − (eε1 + Y)α
s.t. 0 ≤ α ≤ c1e,
(4)
max
γ
− 12γG(GG + c4I)−1Gγ − YG(GG + c4I)−1Gγ + (Y − eε2)γ
s.t. 0 ≤ γ ≤ c2e,
(5)
where α and γ are the Lagrange multipliers, G = [A e]. The augmented vector v1 = [w1 b1]
,and v2 = [w2 b2]

are given by
v1 = (GG + c3I)−1G(Y − α) and v2 = (GG + c4I)−1G(Y + γ). (6)
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Once the solutions (w1, b1) and (w2, b2) of the problems (2) and (3) are obtained from the solutions of (4)
and (5), the two proximal functions f1(x) and f2(x) are obtained. Then the estimated regressor is constructed as
follows
f (x) =
1
2
( f1(x) + f2(x)) =
1
2
(w1 + w2)x +
1
2
(b1 + b2). (7)
2.2. Kernel ε-TSVR
In order to extend the above (4) and (5) to nonlinear regressors, consider the following two ε-insensitive
proximal functions
f1(x) = K(x, A)u1 + b1, f2(x) = K(x, A)u2 + b2, (8)
where K is a kernel.
By introducing the slack variables ξ, ξ∗, η and η∗, the primal problems can be expressed as
min
u1,b1,ξ
1
2c3(u

1 u1 + b
2
1) +
1
2ξ
ξ∗ + c1eξ,
s.t. Y − (K(A, A)u1 + eb1) ≥ −ε1e − ξ, ξ ≥ 0, Y − (K(A, A)u1 + eb1) = ξ∗,
(9)
and
min
u2,b2,η
1
2c4(u

2 u2 + b
2
2) +
1
2η
η∗ + c2eη,
s.t. (K(A, A)u1 + eb1) − Y ≥ −ε2e − η, η ≥ 0, (K(A, A)u2 + eb2) − Y = η∗,
(10)
where c1, c2, c3 and c4 are positive parameters.
Then, the dual problem of (9) is obtained as follows
max
α
− 12αH(HH + c3I)−1Hα − (eε1 + Y)α + YH(HH + c3I)−1Hα
s.t. 0 ≤ α ≤ c1e,
(11)
and
max
γ
− 12γH(HH + c4I)−1Hγ + (Y − eε2)γ − YH(HH + c4I)−1Hγ
s.t. 0 ≤ γ ≤ c2e,
(12)
where α and γ are the Lagrange multipliers. The augmented vector v1 = [u1 b1]
 and v2 = [u2 b2]
 are given by
v1 = (HH + c3I)−1H(Y − α) and v2 = (HH + c4I)−1H(Y + γ). (13)
Once the solutions (u1, b1) and (u2, b2) of the problems (9) and (10) are obtained from the solutions of (11)
and (12), the two functions f1(x) and f2(x) are obtained. Then the estimated regressor is constructed as follows
f (x) =
1
2
( f1(x) + f2(x)) =
1
2
(u1 + u

2 )K(A, x) +
1
2
(b1 + b2). (14)
3. L1-norm -twin support vector regression
3.1. Linear L1-norm -twin support vector regression
By replacing the square of the L2-norm in the quadratic program (4) or (5) with the L1-norm, we obtain the
linear L1--twin support vector regression(L1--TSVR) as follows
min
w1,b1,ξ1
||w1||1 + |b1| + c11||Aw1 + b1e − Y ||1 + c12eξ1,
s.t. Aw1 + b1e − Y ≤ ε1e + ξ1, ξ1 ≥ 0,
(15)
and
min
w2,b2,ξ2
||w2||1 + |b2| + c21||Aw2 + b2e − Y ||1 + c22eξ2,
s.t. Aw2 + b2e − Y ≥ −ε2e − ξ2, ξ2 ≥ 0,
(16)
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where c11, c12, c21, c22 are positive parameters, and ξ1 and ξ2 are the slack vectors.
In order to solve (15), we ﬁrstly introduce the following deﬁnitions as
u1 = [w1; b1] = p1 − q1, B1 = [A, e], Aw1 + b1e − Y = B1u1 − Y = s1 − t1, (17)
where r1, s1, p1, q1 are all nonnegative auxiliary vectors. Then, we can re-express the minimization problem (15)
as follows
min
p1,q1,s1,t1,ξ1
e(p1 + q1) + c11e(s1 + t1) + c12eξ1,
s.t. s1 − t1 ≤ ε1e + ξ1, B1(p1 − q1) − Y = s1 − t1, p1, q1, s1, t1, ξ1 ≥ 0.
(18)
In the same way, the minimization problem (16) can re-express as follows
min
p2,q2,s2,t2,ξ2
e(p2 + q2) + c21e(s2 + t2) + c22eξ2,
s.t. s2 − t2 ≥ −ε2e − ξ2, B1(p2 − q2) − Y = s2 − t2, p2, q2, s2, t2, ξ2 ≥ 0,
(19)
where u2 = [w2; b2] = p2 − q2 and B1u2 − Y = s2 − t2.
The (18) and (19) are standard linear program and can be solved by many LP solvers.Once the problems in
(15) and (16) are solved, the two function f1(x) and f2(x) are obtained. Then the estimated regressor is constructed
as follows
f (x) =
1
2
( f1(x) + f2(x)) =
1
2
(w1 + w2)x +
1
2
(b1 + b2). (20)
3.2. Nonlinear L1-norm -twin support vector regression
In order to extend our results to nonlinear regression, we ﬁrst express the proximal functions in kernel space
as follows
f1(x) = K(x, A)w1 + b1, f2(x) = K(x, A)w2 + b2. (21)
Then, following the same idea of linear L1--TSVR, we give the model for nonlinear L1--TSVR as the
following two optimization problems
min
w1,b1,ξ1
||w1||1 + |b1| + c11||K(A, AT )w1 + b1e − Y ||1 + c12eξ1,
s.t. K(A, AT )w1 + b1e − Y ≤ ε1e + ξ1, ξ1 ≥ 0,
(22)
and
min
w2,b2,ξ2
||w2||1 + |b2| + c21||K(A, AT )w2 + b2e − Y ||1 + c22eξ2,
s.t. K(A, AT )w2 + b2e − Y ≥ −ε2e − ξ2, ξ2 ≥ 0.
(23)
The optimal solution [w1; b1] and [w2; b2] for (22) and (23) following similar procedure in linear L1- -TSVR
are as follows
min
p1,q1,s1,t1,ξ1
e(p1 + q1) + c11e(s1 + t1) + c12eξ1,
s.t. s1 − t1 ≤ ε1e + ξ1, B2(p1 − q1) − Y = s1 − t1,
p1, q1, s1, t1, ξ1 ≥ 0,
(24)
min
p2,q2,s2,t2,ξ2
e(p2 + q2) + c21e(s2 + t2) + c22eξ2,
s.t. s2 − t2 ≥ −ε2e − ξ2, B2(p2 − q2) − Y = s2 − t2, ,
p2, q2, s2, t2, ξ2 ≥ 0,
(25)
where B2 = [K(A, AT ), e] , B2u1 − Y = s1 − t1, B2u2 − Y = s2 − t2 .
The resulting regression function can be express by
f (x) =
1
2
( f1(x) + f2(x)) =
1
2
(wT1 + w
T
2 )K(A, x) +
1
2
(b1 + b2). (26)
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Table 1. Performance metrics and their calculations.
Metrics Calculation
S S E S S E =
m∑
i=1
(yi − yˆi)2
S ST S ST =
m∑
i=1
(yi − y¯)2
S SR S SR =
m∑
i=1
(yˆi − y¯)2
NMSE NMSE = S S E/S ST =
m∑
i=1
(yi−yˆi)2
m∑
i=1
(yi−y¯)2
R2 R2 = S SR/S ST =
m∑
i=1
(yˆi−y¯)2
m∑
i=1
(yi−y¯)2
MeanAbsoluteError(MAE) MAE = 1m
m∑
i=1
| yi − yˆi |
MeanAbsolutePercentageError(MPE) MPE = 1m
m∑
i=1
| yi−yˆiyi |
RootMeanS quaredError(RMSE) RMSE =
√
1
m
m∑
i=1
(yi − yˆi)2
4. Numerical test
In this section, we use the artiﬁcial datasets to test the performance of our L1--TSVR. The values of the pa-
rameters in our method are obtained through searching in the range 2−8 to 28 by tuning a set comprising of random
10% of the dataset. In our experiments, we set c11 = c21, c12 = c22 and ε1 = ε2 to degrade the computational
complexity of parameter selection. Some evaluation criteria are introduced in Table 1. Without loss of generality,
let l be the number of training samples, and denote m as the number of testing samples, yˆi as the prediction value
of yi, and y¯ = 1m
∑
i yi as the average value of y1, · · · , ym.
We use the sinc function to test the performance of our L1- -TSVR, which is deﬁned as: y =
sin(x)
x , x ∼
U[−4π, 4π]. To eﬀectively reﬂect the performance of our method, training data samples are polluted by some
diﬀerent kinds of noises, including the Gaussian noises with zero means and the uniformly distributed noises.
Specially, we have the following training samples (xi, yi):
yi =
sin(xi)
xi
+ ξi, xi ∼ U[−4π, 4π], ξi ∼ N(0, 0.12), (27)
yi =
sin(xi)
xi
+ ξi, xi ∼ U[−4π, 4π], ξi ∼ N(0, 0.22), (28)
yi =
sin(xi)
xi
+ ξi, xi ∼ U[−4π, 4π], ξi ∼ U[0, 0.1], (29)
yi =
sin(xi)
xi
+ ξi, xi ∼ U[−4π, 4π], ξi ∼ U[0, 0.2], (30)
where U[a, b] and N(c, d2) represent the uniformly random variable in [a, b] and the Gaussian random variable
with means c and variance d2, respectively. Our datasets consist of 252 training samples and 503 test samples.
Now, we show some comparisons of our L1--TSVR with ε-TSVR. Fig. 1(a-d) illustrate the one-run simu-
lation results for these four diﬀerent types of noises. Obviously, our L1--TSVR derives better approximations
compared with ε-TSVR in these four cases. The results of the performance criteria are listed in Table 2. It has been
seen that our L1--TSVR derives the smaller SSE, which indicates that the statistical information in the training
dataset is well presented by our L1--TSVR with fairly small regression errors.
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Fig. 1. Predictions of L1--TSVR and ε-TSVR on Sinc function with diﬀerent types of noises.
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Table 2. Result comparisons of our L1--TSVR and ε-TSVR on artiﬁcial datasets with the RBF kernel.
Dataset Regressor SSE NMSE R2 CPU .
(27) L1--TSVR 3.149 0.055 0.877 2.201
(27) ε-TSVR 2.037 0.036 0.932 2.111
(28) L1--TSVR 22.784 0.315 0.680 1.860
(28) ε-TSVR 22.692 0.314 0.721 0.007
(29) L1--TSVR 0.444 0.008 0.991 1.556
(29) ε-TSVR 0.669 0.012 0.935 0.114
(30) L1--TSVR 1.905 0.033 0.971 1.779
(30) ε-TSVR 1.800 0.032 0.966 0.007
Table 3. Results of our L1--TSVR and the OLS model .
Regressor MAE MPE RMSE
L1--TSVR 0.916 0.008 1.123
OLS 1.293 0.0125 1.503
5. Determinants of Chinese inﬂation
5.1. Data
The aim of this part is to explore important determinants of inﬂation in China. We use national-level monthly
time series from July 2005 to October 2012, with 88 observations for each variable. For the dependent variable,
we use the consumer price index (CPI) movement as the measure of the inﬂation. The cost factors of inﬂation
are the housing sales price index, the producer price index (PPI), the international crude oil price, the agriculture
and sideline products purchasing price index, the ferrous metals price index. International crude oil price is taken
from U.S. Energy Information Administration (EIA)(http://www.eia.gov/), and the other indexes are obtained
from national statistic bureau of China (http://www.stats.gov.cn/). All these indicators are listed in Table 3.
0 2011m6 2011m8 2011m10 2011m12 2012m2 2012m4 2012m6 2012m8 2012m10
101
102
103
104
105
106
107
108
 
 
Actual data
OLS
L1−ε−TSVR
Fig. 2. The actual and forecasting inﬂation series.
Firstly, we test the forecasting performance of our L1- -TSVR, which is compared with the ordinary least
square (OLS) model. The evaluation criterions and their deﬁnitions are speciﬁed in Table 1. The dataset is divided
into two parts: the training samples and the test samples. Specially, the last 18 monthly data of the inﬂation data
is used to compute forecast error and test statistics.
The forecasting performance of our L1--TSVR and the OLS model are listed in Table 3. From the Table 3
we can see that our L1--TSVR shows the better forecasting performance than the OLS model. In contrast, our
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Table 4. Variables list.
variable short parameter.
consumer price index CPI -
housing sales price index HSPI 0.514
producer price index PPI 0.372
international crude oil price ICOP 0.052
agriculture and sideline products purchasing price index SPPPI -0.174
ferrous metals price index FMPI 0.071
L1--TSVR delivers much lower MAE, MPE and RMSE than the OLS model. Thus, the traditional OLS model
does not perform well in inﬂation forecasts for China. Our L1--TSVR inﬂation forecasts can outperform the OLS
forecasts derived in this paper. The actual and forecasting inﬂation series over the predicting period are shown
in Fig. 2. Obviously, compared to the OLS model, our L1--TSVR delivers relatively more accurate forecasts of
inﬂation for China, which indicate that our L1-ε-TSVR is an eﬃcient method for the inﬂation forecasting.
Then, we adopt our L1--TSVR with linear terms to test the impact of major cost factors on the inﬂation
in China. Shown by the estimated parameter value as listed in Table 4, the most signiﬁcant explanatory factor
for Chinese inﬂation is the housing sales price index. This result indicates that the developments in the Chinese
housing market do have an important impact on inﬂation. PPI also is a signiﬁcant explanatory factor for Chinese
inﬂation. The agriculture and sideline products purchasing price enters the model with a negative parameter,
which indicates that it has negative eﬀects on the Chinese inﬂation. The international crude oil price and the
ferrous metals price have rather weak explanatory power on the inﬂation.
6. Conclusion
A new version of L1--TSVR is proposed in this paper to explore the important determinants of inﬂation in
China. Speciﬁcally, the operation is divided into two parts. Firstly, the computational results of inﬂation fore-
casts demonstrate that our L1-- TSVR derives much smaller root mean squared error (RMSE) than the forecasts
generated from ordinary least square (OLS) model, which indicates that our L1-- TSVR is an eﬃcient algorithm
for the inﬂation forecasts. Then, we focus on these 5 cost-push factors to determine the important determinant of
Chinese inﬂation. The feature selection results of our linear L1--TSVR show that the most signiﬁcant explanatory
factor for the inﬂation in China is the housing sales price index, which indicates the housing market do have an
important impact on the inﬂation in China. It should be pointed out that this paper only focuses on the cost-push
factors on Chinese inﬂation, while other important factors such as the demand-pull factors and the money factors
are ignored. Such consideration will be our continue research points.
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