According to [2] , the finite-dimensional restricted simple Lie algebras over an algebraically closed field of characteristic p > 7 are either classical or of Cartan type.
Statement of Main Results.
Let n = 2r + 1 with r ∈ N and let F be an algebraically closed field of characteristic p > n (or equivalently, p > n + 1 since n is odd and greater than 1). Let K denote the toral rank r + 1 restricted contact Lie algebra over F (denoted K(n; 1) in [12] ). If K i denotes the homogeneous component of degree i in the usual restricted grading of K, then K 0 ∼ = sp(2r) ⊕ F where sp(2r) is the symplectic algebra. (For more details, see section 4.)
The simple K 0 -modules are parametrized by the set Λ of weights (via maximal vectors). Here Λ = {λ = r+1 i=1 λ i ε i | λ i ∈ F p } where ε i is the (r + 1)-tuple with jth entry δ ij (Kronecker delta). Let L 0 (λ) denote the simple K 0 -module corresponding to λ ∈ Λ.
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In [5] it was shown that Z(λ) ∼ = L(λ) if λ is not exceptional; this readily gives part (1) of the theorem. It was conjectured that, conversely, Z(λ) ∼ = L(λ) if λ is exceptional; the remaining parts of the theorem show that this is the case.
If M is a K-module (resp., K 0 -module), then M * denotes the contragredient module. For each λ ∈ Λ, L 0 (λ) * ∼ = L 0 (λ * ) for some λ * ∈ Λ.
Theorem (see 5.3).
(
These theorems generalize some of the results for the case n = 3 obtained in [6] . The reader interested in the case of small p might find the techniques of that paper useful since there p > n was not assumed.
Some Simple Modules for the Symplectic Algebra sp(2r).
For later computations, we will need a construction of certain simple modules for the symplectic algebra sp(2r). The referee has pointed out that Theorem 2.5 can also be proved using [9] and [3, §13, no. 3] .
Retaining the notation of section 1, set m = 2r, let V 1 be the set of m-dimensional column vectors over F , and let V = r V be the exterior algebra of V 1 
where ε i is the k-tuple with th entry δ i (Kronecker delta). Also, set Γ 0,j = {ζ} where ζ denotes the empty tuple: ζ = ( ).
Let
It will be convenient to view
V as a subalgebra of V . Unfortunately, the easiest way to do this causes an indexing problem. So instead, we define a monomorphism κ :
It should be pointed out that the operation i → i , and hence the vectors c i and s , depend on r. However, for simplicity we omit any reference to r in this notation and in notation yet to be introduced. The context should keep any confusion from arising.
Proof. This follows from the formula s
which is easily verified using 2.1 and induction on r.
Proof. First note that f 0 k is the identity map on V k so the theorem holds for = 0. It remains to prove the theorem for 0 < ≤ r and this will be done by induction on r.
Suppose r = 1. Then = 1 and k = 0. In this case, f k takes 1 ∈ V 0 to c 1 ∈ V 1 2 . Since V 0 = F · 1 and V 1 2 = F c 1 , the result follows. Now suppose r > 1. Set z 0 = 1, z 1 = e r , z 2 = e r , z 3 = e r ∧e r and for i ∈ {0, 1, 2, 3} define ι i :
V where the first map is the natural projection and the second is ι
The row vector ι = (ι 0 , ι 1 , ι 2 , ι 3 ) can be viewed as a linear map ι : W → V k by viewing w ∈ W as a column vector t (w 0 , w 1 , w 2 , w 3 ) (w i ∈ W i ) and by using the usual rule of matrix multiplication:
First observe that if i ∈ {0, 1, 2}, then χ r (ν) = 0 and if i = 3, then χ r (ν) = 1 and
, with equality if χ(ν) ≥ 1. This proves (1) .
Since d and ι are isomorphisms, it suffices to show h is an isomorphism. We first prove some lemmas.
V , apply 2.1 to get
If i = j, then the first term on the right is zero, so that
If (i, j) = (3, 0), then the second term on the right is zero, so that
, so both functions send e γ to 0.
otherwise.
Applying (2) gives the result.
Now we return to the proof of the theorem. By the induction hypothesis, h 30 = f Each nonzero entry of this matrix is an isomorphism by the induction hypothesis. Indeed, as noted above,
, using (4) we have h 11 = f k−1 = h 22 , and using (4) and 2.2 we have
Therefore, τ hρ is an isomorphism, so that h is as well. 
Letv denote the image of
v ∈ V k under the canonical epimorphism V k →V k := V k /µ 1 (V k−2 ). Set E k = {e γ | γ ∈ Γ k , χ(γ) = 0}. In the next corollary,
Corollary. For
Let S denote the symplectic algebra sp(m). For any S-module M and λ ∈ Λ : 
By classical theory, for each λ ∈ Λ , there exists a simple S-module R(λ) possessing a unique (up to scalar multiple) maximal vector of weight λ. Moreover, {R(λ) | λ ∈ Λ } is a complete set of representatives for the isomorphism classes of simple S-modules.
The natural action of S on V 1 extends uniquely to an action on V subject to the rule s.(v∧w) = s.v∧w + v∧s.w (s ∈ S and v, w ∈ V ) to make V into an S-module. Clearly, V k is an S-submodule of V for each k. By checking the action of each standard basis vector for S (see [7, p. 3] , for instance) one finds that S.s
Proof. According to the remarks above, it is enough to show thatV k contains a unique (up to scalar multiple) maximal vector, that this vector generatesV k and that its weight is ω k . So let v ∈V k be a maximal vector and let λ be its weight. Using 2.4, we can write v = γ∈C α γēγ (α γ ∈ F ), where
By applying e i i − e ii (1 ≤ i ≤ r) to v and using the fact thatĒ k is linearly independent, we find that
Next, we show that α γ = 0 whenever γ ∈ C 2 and γ
. This handles the case j = . Assume 1 ≤ j < . Then b i j i = t − t where t = e i i j and t = e i j i . By our previous steps, we have t.v = 0, so using the maximality of v and the induction hypothesis, we get
and write t .e γ = ±e ν with ν ∈ Γ k . It is straightforward to check that
Since χ(γ) = 0 and χ q (γ) < 0 for i j < q < i , it follows that χ(ν) = 0, that is, ν ∈ C. Therefore, the vectors t .e γ (γ ∈ C
3
) are elements of ±E k and they are obviously distinct. Since the map E k →Ē k given by e γ →ē γ is injective andĒ k is linearly independent (see 2.4), we have
then applying b j j = 2e j j to v and using linear independence gives α γ = 0 when j ∈ γ.
Applying b ij = e ji − e ij with r < i < j ≤ 2r yields α γ = 0 unless γ = (1, 2, . . . , k). Hence, v is a scalar multiple ofē γ which evidently has weight ω k .
It remains to be shown that
It is enough to show that e γ ∈ N and this we do by induction on η(γ). Suppose that j ∈ γ, j / ∈ γ for some j > r. Let ν ∈ Γ k be obtained from γ by replacing j with j and reordering. Then e jj ∈ S (see [7, p. 3] ) and e γ = ±e jj .e ν . Therefore, we may assume that γ satisfies the second property in the definition of N . If η(γ) = 0, then e γ ∈ N , so suppose η(γ) > 0. Then there exists i 1 < j ≤ r with j / ∈ γ 0 ∪ γ
1
. Notice that j ∈ γ by the second property. If i 1 ∈ γ 0 (resp., i 1 ∈ γ 1 ), let ν ∈ Γ k be obtained from γ by replacing j with i 1 (resp., i 1 with j ) and reordering. Then η(ν) < η(γ), so by the induction hypothesis, e γ = ±x.e ν ∈ N where x = e ji 1 + e i 1 j ∈ S. Therefore, V k = N . Now let γ ∈ Γ k . It suffices to show thatē γ is in the S-span M of v and this we do by induction on t := |γ 1 |. According to the previous paragraph, we may assume that η(γ) = 0 and that if j ∈ γ, j / ∈ γ, then j ≤ r. Also, by the first part of the proof, we may assume that v =ē µ where µ = (1, 2, . . . , k). If t = 0, thenē γ = v so there is nothing to prove. Suppose t > 0 and 
, by induction hypothesis. The result follows from 2.5.
Let n, p and F be as in section 1.
| a ∈ A} becomes an associative F -algebra by defining
(where x (c) = 0 if c / ∈ A) and by extending this product linearly to A. A is called the divided power algebra.
For 
View W as an A-module in the natural way and set Ω 1 = Hom A (W, A). Ω 1 is a free Amodule with base {dx 1 , . . . , dx n } where
The following lemma is easy to verify.
For notations and conventions in the next construction, the reader should consult section 2 where the situation was similar.
Let Ω denote the exterior algebra of Ω 1 over A.
The action of W on Ω 1 extends uniquely to an action on Ω subject to the rules
Lemma([6, 2.2 and 2.3]). Let
0 ≤ k ≤ n. (1) |B k | = |B k | andB k is a basis forΩ k . (2) dim FΩk = n−1 k (p n − 1). (3) dim F ker δ k / im δ k−1 = n k and the composition factors of ker δ k / im δ k−1 are each isomor- phic to the one-dimensional trivial W -module F . Let w K := dx n + 2r k=1 σ(k)x k dx k ∈ Ω 1 and define τ k : Ω k → Ω k+1 by τ k (v) = w K ∧v. Denote byṽ the image of v ∈ Ω k under the canonical map Ω k →Ω k := Ω k / im τ k−1 . Set C k = {x (a) dx γ ∈ Ω k | n / ∈ γ} (0 ≤ k ≤ n). 3.3 Lemma([6, 2.4]). Let 0 ≤ k ≤ n. (1) |C k | = |C k | andC k is a basis forΩ k . (2) dim FΩk = n−1 k p n . (3) Ω k−1 τ k−1 → Ω k τ k → Ω k+1 is exact.
Structure of Ω k as K-module
D K is injective and its image is closed under both the bracket product and the p-mapping of W (see [12] ). We identify A with its image under D K and hence view it as a restricted Lie subalgebra of W . This algebra K (denoted K(n; 1) in [12] ) is called the restricted contact Lie algebra. (In general, the definition of K depends on whether n + 3 ≡ 0 mod p. However, our assumption p > n forces n + 3 ≡ 0 mod p.) K is a simple Lie algebra. To avoid confusion with the trivial bracket product on A, denote the induced bracket product on K by f, g (f, g ∈ K). For a ∈ A, define a = k a k + a n − 2. The following list of formulas will be useful.
Lemma ([12, p. 173]). (1) x
Since K < W , the W -module Ω can be viewed as a K-module. It will be convenient to have explicit formulas for the action of certain elements of K on the standard basis vectors of Ω.
Lemma. Let
(1) x
.v = 2x
.v, by definition. The lemma now follows from 3.1, the action of W on Ω, and the following formulas:
K has a restricted grading with ith homogeneous component K i defined to be the F -span of {x (a) | a = i}. For any nonzero finite-dimensional graded vector space M =˙ i M i , define the length of M to be i max − i min where i max (resp., i min ) is the maximum (resp., minimum) of the set {i | M i = 0}. where ω = i (p − 1)ε i . Since K is simple, the result follows.
As in [5] , set Recall from section 1 that K . Then, using 4.1,
For each 0 ≤ k ≤ n, the K-module Ω k is graded with ith homogeneous component being the
is not a K-homomorphism in general, it was shown in [6] 
A restricted Lie algebra isomorphism S ⊕ F → K 0 (see section 2) is obtained by restricting the assignment e ij → x i D j from gl(2r) to S and by mapping 1 ∈ F to x n (which is identified with
In particular, given any S-module M and t ∈ F p , we can view M as a K 0 -module (and hence as a K + -module as in section 1) by letting x n ∈ K 0 act as multiplication by t. This K 0 -module will be denoted M (t).
For any graded K
⊗ M j , the sum being over all pairs (a, j) for which j − k a k − a n = i. Let 0 ≤ k < n and set t = t(k) = (n + 1)
viewed as a graded module with single homogeneous component
Proof. Set M =Ω k . Using 3.3 and 4.1, it is easy to see that It is straightforward to check that
k−1 which is positive if 0 ≤ k < r and zero if k = r. Finally, the preceding sentence and part (1) imply thatΩ r has length at most t(r) − (r + 2) = (n + 1)(p − 1) − 2. Since K acts onΩ r nontrivially (for instance, x n acts on the t(r)-component as the scalar t(r) = −r − 2 = 0), 4.3 implies that the length ofΩ r is exactly t(r) − (r + 2), so that (Ω r ) r+2 = 0.
Proof. If k ∈ {0, 1}, then Ω k−2 = 0 and the lemma follows, so assume k > 1. For any standard basis vector v = x (a) dx γ of Ω k−2 , we have
, the double sum on the left equals
λ i ε i ∈ Λ (see section 2 and the discussion before 4.5). Then {L 0 (λ) | λ ∈ Λ} is a complete set of representatives for the isomorphism classes of simple
Recall the definition of the exceptional weights ω
given in section 1: (2) . According to [4] , Z(λ) (λ ∈ Λ) has a unique maximal submodule which is, in fact, a graded submodule. The quotient L(λ) of Z(λ) by this submodule is simple and graded with (nonzero) homogeneous component of greatest degree K 0 -isomorphic to L 0 (λ). {L(λ) | λ ∈ Λ} is a complete set of representatives for the isomorphism classes of simple K-modules. Moreover, denoting by
The following theorem was proved in [5] .
Proof. (1 and 2) Set
-module, it follows from 2.6 that Z has a descending chain of graded submodules with successive quotients isomorphic to
To show this, it is enough, by 4.9, to verify that each weight ω k−1−2i + tε r+1 is not exceptional. Assuming to the contrary that ω k−1−2i + tε r+1 = ω ± s for some s, we have that s = k − 1 − 2i and t = ±(r + 1 − s) − r − 1 ∈ F . Taking the positive sign leads to n + 2i − 2k + 1 = 0 and taking the negative sign leads to 2i + 2 = 0. But 2 ≤ n + 2i − 2k + 1 < n, while 2 ≤ 2i + 2 ≤ r + 1 < n, so either case contradicts that p > n.
Therefore, Z has composition factors
Since each Y i has a nonzero homogeneous component of degree t, the same must be true of any nonzero graded submodule of Z by the Jordan-Hölder theorem. Now (ker ϕ) t = 0, so ϕ is injective. Finally, both modules have dimension p n n−1 k−1 , so ϕ is an isomorphism. (3) From 3.2, it is easy to see that (ker δ k ) t = 0. Hence, part (1) gives the result.
Given a K 0 -module M and λ ∈ Λ, set
The elements of M λ are weight vectors.
S-module by using the isomorphism S ⊕ F → K 0 described before 4.5, it is easy to see that this definition of maximal vector agrees with that in section 2.
As with S-modules, a simple K 0 -module M has a unique maximal vector (up to scalar multiple) and if this vector has weight λ ∈ Λ, then M ∼ = L 0 (λ).
∈ F (which is defined since p > n), and define
Using 4.2, u is easily seen to be a weight vector of weight ω − k . We will show that u is a maximal vector. Let (i, j) ∈ I. The element y = x
For the case r < i < j ≤ 2r we have y.x (ω) dx β = 0, so
where it is understood that dx β(j ) = 0 if j / ∈ β. For the case 1 ≤ i, j ≤ r, y annihilates each term of u. Hence, u is a maximal vector.
Next, we show that K i .u = 0 for all i > 0. Since u is a homogeneous element of degree t(k) in the module Ω k and (Ω k ) j = 0 for j > t(k) + 1, we need only show that
for some 1 ≤ i ≤ 2r. This element acts on u as y = y 1 +y 2 +y 3 where
Noting that y 1 annihilates the first term of u, we have
with i, j, = n, is similar; the details are left to the reader. (Consider the two cases |{i, j, }| = 3 and |{i, j, }| = 2 separately.)
Let M be the K-submodule of Ω k generated by u. Since K i .u = 0 for i > 0, it follows from the PBW theorem that M i = 0 if i is greater than the degree of u which is t(k). NowN ∼ = im τ k−1 by 4.10(3), so 4.10(1) implies that any nonzero graded submodule ofN has a nonzero homogeneous component of degree t(k) + 1. Therefore, setting M =M , we have M ∩N = 0.
Next, suppose that u ∈ im τ k−1 , so that M ⊆ im τ k−1 . Let M be a maximal submodule of M . Then M /M is a simple module and its homogeneous component of greatest degree contains the maximal vector u + M of weight ω − k . Using the comments before 4.9, this implies that im τ k−1 has a composition factor isomorphic to L(ω − k ) contrary to 4.10(2). Therefore, u / ∈ im τ k−1 , implying u = 0.
It is easy to check thatũ is a multiple of (x (ω) dx β )˜so the proof of 4.8(1) shows thatū is a nonzero element of (Ω k ) t(k) . Hence, 4.8 (1) and (2) giveM =Ω k . By an isomorphism theorem,
1
. Hence, v = 0 as desired.
The Simple K-modules
We prove the main results in this section. The first lemma says that an exceptional weight λ is completely determined by λ r+1 . (This is not the case if p ≤ n.) 5.1 Lemma. Let λ ∈ Λ be an exceptional weight and view = λ r+1 as an integer with −p < ≤ 0. Then = −r − 1 and
, so it is enough to show thatΩ k is simple. Furthermore, from the comments before 4.9, it suffices to show thatΩ k is simple as a graded module.
Suppose N is a simple proper graded K-submodule ofΩ k . The length of N is at most the length ofΩ k which is (n + 1)(p − 1) − 1 − δ kr by 4.6. Since Z(λ) (λ ∈ Λ) has length (n + 1)(p − 1), 4. 5.3 Theorem.
( ( 
