Motivated by what one observes dealing with PT-symmetric quantum mechanics, we discuss what happens if a physical system is driven by a diagonalizable Hamiltonian with not all real eigenvalues. In particular, we consider the functional structure related to systems living in finite-dimensional Hilbert spaces, and we show that certain intertwining relations can be deduced also in this case if we introduce suitable antilinear operators. We also analyze a simple model, computing the transition probabilities in the broken and in the unbroken regime.
Introduction
an example taken from the literature, while our conclusions are contained in Section 4. To keep the paper self-consistent, in the Appendix we give some results on antilinear operators which are used all throughout the paper and cannot be easily found in the literature.
A general settings for H = H †
As we have already said, in this paper we will focus on the easiest situation, i.e. on finite dimensional Hilbert spaces. In this way our linear operators are finite matrices. The main ingredient is a linear operator (i.e. a matrix) H, acting on the vector space C N +1 , with H = H † and with exactly N + 1 distinct eigenvalues E n , n = 0, 1, 2, . . . , N. Here, the adjoint H † of H is the usual one, i.e. the complex conjugate of the transpose of the matrix H. Because of what follows, and in order to fix the ideas, it is useful to remind here that the adjoint of an operator X, X † , is defined in terms of the natural scalar product ., . of the Hilbert space H = C N +1 , ., . : Xf, g = f, X † g , for all f, g ∈ C N +1 , where f, g = N k=0 f k g k , with obvious notation. As stressed in the Introduction, our main interest here is to the case when some of the eigenvalues E n of H are not real. However, to simplify the treatment, we will assume that each eigenvalue E n has multiplicity one. The extension to higher finite multiplicities is easy, but it will not be considered here to avoid making the notation unnecessarily heavier.
Before starting, it is necessary to clarify some notation adopted in this paper: we will use C N +1 any time we only want to stress the nature of vector space of the set of our vectors. When it is important to stress the topological (i.e. the scalar products and the norms) aspects of this set, we will use H instead of C N +1 (and, later, H ϕ or H Ψ ). Before starting with our analysis, we recall few of our results in [4] , in order to see later the differences with the situation which is more relevant for us in this paper, i.e. the case in which the imaginary part of some eigenvalue of H is different from zero.
All the eigenvalues are real: a review
We assume here that H has N + 1 distinct real eigenvalues, corresponding to N + 1 eigenvectors ϕ k , k = 0, 1, 2, . . . , N:
The set F ϕ = {ϕ k , k = 0, 1, 2, . . . , N} is a basis for C N +1 , since the eigenvalues are all different.
Then an unique biorthogonal basis of H, F Ψ = {Ψ k , k = 0, 1, 2, . . . , N}, surely exists, [6, 7] :
, for all k, l, and we have
Using the bra-ket notation we can write
where, for all f, g, h ∈ H, we define (|f g|)h := g, h f . Introducing, as usual, the operators S ϕ = N k=0 |ϕ k ϕ k | and S Ψ = N k=0 |Ψ k Ψ k |, we know that these are bounded positive, selfadjoint, invertible operators, one the inverse of the other: S Ψ = S −1 ϕ . We want to stress that, in our present settings, there is absolutely no problem with the domains of these (and other) operators, while in [1] and in [5] we have discussed what happens for infinite-dimensional Hilbert spaces. This generalization is absolutely non trivial, but will not be considered here. Using standard techniques in functional analysis, or direct matrix computations, we can introduce the positive square roots of S Ψ and S ϕ , and again we have S 1/2
. Useful (and well known) properties are the following:
If we now define
Ψ , and that E = {e k , k = 0, 1, 2, . . . , N} is an orthonormal (o.n.) basis of H of eigenstates of the self-adjoint operator H 0 :
Similarly to what is done in many places in the literature, S Ψ and S ϕ can be used now to define new scalar products in C N +1 :
for all f, g ∈ C N +1 . Due to the properties of S Ψ and S ϕ , these are really scalar products, everywhere defined on C N +1 . Of course, the related norms . , . ϕ and . Ψ are all equivalent 1 , since, for instance 1
for all f ∈ C N +1 . A similar double inequality could be deduced also for f Ψ . Then, from a topological point of view, H, H ϕ := C N +1 , ., . ϕ and H Ψ := C N +1 , ., . Ψ are all equivalent.
However, they are different under other aspects: to begin with, they differ in the definition of the adjoint of the operators, which is † in H, but which becomes ♭ in H ϕ and ♯ in H Ψ :
It is easy to see that ♯ and ♭ are really adjoints 2 , and to deduce the following relations:
4)
1 This means that, if a sequence of vectors f n ∈ C N +1 converges in . , it also converges in . ϕ and in . Ψ .
for each operator X on C N +1 . It is now an easy computation to check that H = H ♯ , and
Remarks:-(1) the equalities in (2.4) cannot be extended easily if dim(H) = ∞. The reason is the following: if, for instance, X † and S ϕ are unbounded, taken f ∈ D(S ϕ ), the domain of S ϕ , there is no reason a priori for S ϕ f to belong to D(X † ), so that X † S ϕ f needs not to be defined. Moreover, even when this is true, still X † S ϕ f is not necessarily a vector in the domain of S Ψ , so that the existence of S Ψ X † S ϕ f is not granted, at least without further assumptions. Therefore, in general, when dim(H) = ∞, the three Hilbert spaces are different not only topologically, but also as sets. Of course, this cannot happen if dim(H) < ∞, since all the operators can be defined in all of H.
(2) In [4] , and later in [5] , we have used these results in the analysis of the dynamics of a physical system S described by some Hamiltonian with all real and discrete eigenvalues. This analysis is motivated because, if H = H † , some freedom does exist in the definition of the time evolution of S, and we have discussed a possible way to remove this freedom, using comparison with experiments and some remarks on the functional structure of the system. We refer to those paper for more results on these aspects.
Complex eigenvalues
From now on we will consider what happens when we abandon the assumption that E k is real for all k. This situation is quite interesting for concrete physical applications, both for considering some effective Hamiltonians used in different, usually non conservative, contexts, see for instance [8, 9] for an application to quantum optics, and for the discussion of broken regions in PT quantum mechanics. Once again, we assume that H has N +1 distinct eigenvalues E k , not necessarily real, corresponding to N + 1 eigenvectors ϕ k , k = 0, 1, 2, . . . , N:
. . , N} is automatically a basis for C N +1 , admitting an unique
, for all k, l, and
Of course, for all those eigenvalues E n which are real, we recover the eigenvalue equation
However, since for some n ℑ(E n ) = 0, H and H † are not isospectral and we do not expect any intertwining relation as those in (2.2) can be established. As before, the operators . Also, because of the biorthogonality of F ϕ and F ψ , we find rather than E k . However, from now on, several differences appear, and the role of antilinear operators, see Appendix, will be essential.
To begin with, we recall that if H = H † has only real eigenvalues, it is possible to find a bounded operator X, with bounded inverse, such that H X := XHX −1 is self-adjoint. Equivalently, it is possible to define a new scalar product , . X on H in terms of which H turns out to be self-adjoint: Hf, g X = f, Hg X . In fact, under this reality assumption, X can be explicitly constructed:
Ψ . Already in [4] we have shown that, if at least one eigenvalue of H is complex, no such scalar product exists: H is truly non self-adjoint 3 ! In other words, there exists no other scalar product which makes of H a self-adjoint operator, with respect to its own adjoint. This is reflected also by the fact that no X exists, admitting inverse, such that H X := XHX −1 is self-adjoint. In fact, suppose this is not so. Then we assume for a moment that H X = H † X , but still a complex eigenvalue E n 0 exists for H. Then Hϕ n 0 = E n 0 ϕ n 0 . Now, ϕ n 0 := Xϕ n 0 is a non zero eigenvector of H X , with E n 0 as its eigenvalue. But this is impossible, since H X is self-adjoint.
To deal with the present situation, let us now introduce the following operators:
for all f ∈ H. It is clear that they are both antilinear:
In fact, for instance, taken f ∈ H we have
Here we have used the fact that ϕ l , Ψ k = δ k,l and the equality 9) and consequently, see Appendix, V † Ψ = V ϕ . We refer to the Appendix also for the definition of the adjoint of an antilinear operator, which is slightly different from the analogous definition for linear operators. Equation (2.9) follows from the following computation:
Moreover, the definitions in (2.7) imply that V ϕ ϕ k = ϕ k and V Ψ Ψ k = Ψ k , for all k. If V ϕ and V Ψ were linear operators, recalling that dim(H) < ∞, these equalities would imply that V ϕ = V Ψ = 1 1, which, incidentally, would be in agreement with (2.8). However, see Appendix, since V ϕ and V Ψ are antilinear operators, this is not true. Hence, V ϕ and V Ψ are not equal to the identity operator. This is not surprising: in fact, this would imply the equality between operators of opposite nature (linear and antilinear), which is clearly never possible. This is also what happens in connection with some intertwining equations, of the kind introduced in Section 2.1. For instance, let us consider the equality S Ψ H = H † S Ψ in (2.2). As already stated, in the present settings it is clear that this cannot be true, since it is not true already on vectors of F ϕ . In fact, while
Hence, at least for those k labeling complex eigenvalues, S Ψ Hϕ k = H † S Ψ ϕ k . This fact is unpleasant, since we know that intertwining relations as those in (2.2) can be extremely useful in concrete applications, as for instance in the construction of new exactly solvable models, starting from a given Hamiltonian with known eigenvectors and eigenvalues, [10, 11] .
A possible, apparent, way out from this enpasse can be constructed, by using the operator V ϕ introduced above. In fact, calling
However, since H ϕ , and S Ψ H ϕ as a consequence, are antilinear operators, while H † S Ψ is linear, it follows that this equality, valid for each vector of F ϕ , does not extend to all of H. Then, S Ψ H ϕ = H † S Ψ is again false. However, it is not hard to show how, in fact, intertwining equations holding true in all of H can be deduced. The trick is simple and consists in replacing
This is true for all k, since both sides are equal to E k Ψ k , and can be extended to all of H, since both S Ψ H ϕ and H † V Ψ S Ψ are antilinear operators, now. Moreover, since
Acting of the left and from the right of this equation with S ϕ we also get another, equivalent, intertwining relation:
The fact that H ϕ and H † ϕ are related by two (equivalent) intertwining operators suggests that they are isospectral, [10, 11] . In fact, this is so: H ϕ ϕ n = E n ϕ n , while H † ϕ Ψ n = E n Ψ n . Due to the fact that H and V ϕ do not commute in general, we can also consider a second antilinear operatorH ϕ = HV ϕ , whose adjoint isH †
andH ϕ = H ϕ . Similar considerations as those discussed above for H ϕ produce the following intertwining equations forH ϕ :H
and it turns out thatH ϕ and its adjoint are indeed isospectrals:H ϕ ϕ n = E n ϕ n , and
Following now what we have done in Section 2.1, we can introduce the operators
ϕ . This can be done since both S Ψ and S ϕ admit unique positive square root. Moreover, no problem with domains arises, in the present context, since H is finite dimensional. Of course, both these operators are antilinear. Moreover, they are both self-adjoint: 1, 2, . . . , N, and E = {e k , k = 0, 1, 2, . . . , N}. It is easy to check that these vectors are eigenstates of both H 0 and H † 0 : H 0 e k = E k e k and H 0 e k = E k e k , for all k. As discussed in the Appendix, the fact that eigenvalues of a self-adjoint, antilinear, operators can be complex should not be a surprise. On the other hand, and this was not granted, see Appendix, the different e k 's here are still indeed orthogonal:
Hence E is an o.n. basis for H.
The intertwining relations we have deduced so far, in presence of complex eigenvalues of H, involve antilinear operators. In fact, this seems the only way to deduce relations between some operator related to the original Hamiltonian of the system and its adjoint. However, it is also possible to deduce intertwining relations between linear operators. In fact, simple computations allow us to deduce that 12) as well as the equivalent equalities
Here H ϕ,ϕ = V ϕ HV ϕ , which is linear. Hence, these equalities all involve just linear operators. For this reason, from one side, they might appear more interesting than those deduced before. However, as stated, what makes (2.12) possibly less interesting for us, is that it involves not really H and its adjoint, or H ϕ,ϕ and its adjoint, but both H ϕ,ϕ and H † . On the other hand, equation
(2.10) just involves H ϕ and its adjoint, which is closer to what usually happens in PT-quantum mechanics and in the theory of intertwining operators.
As in Section 2.1, using S ϕ and S Ψ we can introduce different scalar products as in (2.3), ., . ϕ and ., . Ψ , and the adjoints associated to these, ♭ and ♯, and this can be done, following the recipe given in the Appendix, both for linear and for antilinear operators. The same relations as those deduced in (2.4) can be defined for both these kind of operators. In particular, we deduce that
Hence, even if H ϕ andH ϕ are antilinear, they still obey the same self-adjoint properties as their linear counterparts. We will not investigate this aspect of these operators here, since this is not relevant for what we are doing in this paper and because this does not appear to have useful consequences, in concrete applications. Rather than this, we would like to point out that, as it will be clear also in the next section, going from the unbroken region (UR) to the broken region (BR) appears as a sort of phase transition: in the UR, characterized by H having only real eigenvalues, the time evolution, for models living in finite dimensional Hilbert spaces, is necessarily periodic or quasi-periodic, depending on the mutual ratios of the various real eigenvalues of the Hamiltonian H. No damping is possible, and the transition probabilities appear to be also periodic or quasi-periodic in time, [4] . In the BR, in which some eigenvalues are surely complex, the situation is completely different, and non trivial asymptotic behaviors can be deduced, while periodicity (or quasi-periodicity) is lost. This will be made clear in Section 3.1.
Remark:-We should mention that the connection of pseudo-hermitian operators and antilinear operators, or more exactly with antilinear symmetries, has already been considered in the context of non self-adjoint Hamiltonians by several authors, see for instance A. Mostafazadeh in [12] and L. Solombrino in [13] , but with a different perspective with respect to ours.
An example
As an explicit application of our general settings we consider the following two-by-two matrix:
where α and β are real parameters such that αβ = 2, while E 1 and E 2 are, in general, complex quantities. Of course, without further assumptions on these quantities, H = H † . This is the situation we will consider here. It is easy to find the eigenstates and the eigenvalues of H and H † :
With this normalization we find that
while both ϕ 1 , ϕ 2 and Ψ 1 , Ψ 2 are different from zero. Hence the two sets F ϕ = {ϕ 1 , ϕ 2 } and F Ψ = {Ψ 1 , Ψ 2 } are biorthogonal bases for H = C 2 : each f ∈ H can be written as
In bra-ket language, F ϕ and F Ψ produce the following resolutions of the identity: It is now easy to check that V ϕ = V Ψ = V , the conjugation antilinear operator acting as
V is self-adjoint: V = V † , and satisfies, clearly, the equality
In order to check the intertwining relations deduced in Section 2.2, we need first to compute S ϕ and S Ψ , which turn out to be
These matrices are both manifestly self-adjoint. Moreover, they are also positive and one is the inverse of the other:
Ψ . Now, equalities (2.10) and (2.11) can be explicitly deduced. The computations are not difficult, and will not be given here. More interesting is to see what is the expression of the linear operator H ϕ,ϕ = V HV in (2.12), and how this is related to the original Hamiltonian H. In fact, it turns out that
which shows that H ϕ,ϕ differs from H only because each E j is replaced by its complex conjugate. Of course, this means, in particular, that H ϕ,ϕ = H if E 1 and E 2 are real. It is now straightforward to check all the other results and equalities discussed in Section 2.2.
It is interesting to notice that the Hamiltonian H in (3.1) is strongly related to the Hamiltonian
, originally introduced in [14] in connection with P T -quantum mechanics. Moreover, it is known that h extends a similar one, with t = s, already considered, for instance, in [15] . Notice that in h all the parameters, r, s, t, θ and Φ, are real. Since we are interested in the so called BR, in which the eigenvalues of h turn out to be complex conjugate, we need to require that r 2 sin 2 (θ) − ts > 0, which is the case we consider here. In fact, in the UR, the eigenvalues are real, and the framework discussed in this paper is not particularly relevant.
, H and h coincide if we take α, β, E 1 and E 2 as follows:
while, calling R = ℜ(E 1 ) = ℜ(E 2 ) and I = ℑ(E 1 ) = −ℑ(E 2 ), we put R = r cos(θ), I = 2 − αβ 2α s.
In particular we see that these formulas confirm that α and β are both real. Moreover, 2 − αβ is always non zero if s and t are non zero.
This simple example already shows that our general settings can be applied to models already considered in the literature, and can be useful to study exceptional points and possible transitions from unbroken to broken regions.
Transition probabilities
In two recent papers, [4, 5] , different definitions of the dynamics for quantum systems driven by non-self-adjoint Hamiltonians, and consequently for transition probabilities, have been considered and compared. The possibility of considering different definitions of transition probabilities is of course related to the existence of various scalar products in the same Hilbert space. However, in [5] we have seen that, if the system lives in an infinite-dimensional Hilbert space L 2 (R), the appropriate choice of scalar product seems to be the standard one,
Otherwise, as discussed in [5] in connection with the Swanson model, the range of the parameters defining the original model should be restricted to keep the model well-defined during its time evolution. Driven by this idea we restrict here, for the model described by the Hamiltonian in (3.1), to the ordinary scalar product in C 2 and to the following definition of the transition probability of going from a state Φ 0 to a state Φ f at time t:
where Φ(t) = e −iHt Φ 0 . We will now briefly discuss what happens, with this definition, when going from the unbroken to the broken region, for a initial vector Φ 0 = c 1 ϕ 1 + c 2 ϕ 2 and a final vector Φ f = d 1 Ψ 1 + d 2 Ψ 2 . Using both F ϕ and F Ψ to expand the initial and the final states is mathematically correct (since they are both bases) and technically convenient (since they are biorthogonal), even if it may appear not entirely natural. 
