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Abstract
We obtain the Ward identities and the gauge-dependence of Green’s functions in non-Abelian gauge
theories by using only the canonical commutation relations and the equations of motion for the Heisen-
berg operators. The consideration is applicable to theories both with and without spontaneous sym-
metry breaking. We present a definition of a generalized statistical average which ensures that the
Fourier images of temperature Green’s functions of the Fermionic fields have only even-valued frequen-
cies. This makes it possible to set up a procedure of gauge-invariant statistical averaging in terms of
the Hamiltonian and the field operators.
1 Introduction
The study of the effects of spontaneously-broken gauge theories in statistical physics [1] has raised the
problem of finding a proof of the gauge-invariance of physical results in gauge statistical physics. Formally,
such a proof can be carried out by analogy with quantum field theory, by using a representation of statistical
averaging with the help of functional integration, which has been presented in [2]. However, there exist
some specific calculations of physical effects [3] that have an appearance of being gauge-dependent. This
circumstance may cast a shadow on the applicability of the functional approach to statistical physics. In
particular, one may raise the question as to the validity of a non-local change of variables in the functional
integral for the partition function, which has to be made in the course of the usual proof of gauge-invariance,
as well as in the process of deriving the Ward identities.
It appears useful, therefore, to deduce the Ward identities and the gauge-invariance of physical results
in the framework of the operator formalism of quantum field theory, i.e., by using only the Heisenberg
equations of motion and canonical commutation relations. This has been done in the present article for
both field theory (Sections 3, 4) and statistical physics (Section 5).
It is essential that the construction of a theory requires to sum up a gauge-invariant Lagrangian,
L0, not only with a gauge-fixing term, but also with an additional Lagrangian, LC , responsible for an
interaction of fictitious particles with the gauge field. For those gauges that are usually applied in quantum
electrodynamics, the fictitious particle is free, so that the theory can be set up without the term LC .
In the case of non-Abelian gauge theories, it is well-known that there arise some additional diagrams
(with respect to the Feynman diagrams) that effectively describe an interaction of the gauge field with
the fictitious particles. We choose the Lagrangian LC in such a way that, on the one hand, it implies the
necessary additional diagrams, and, on the other hand, it admits a canonical quantization.
The deduction of the Ward identities and the proof of gauge-invariance that are based on the equations
of motion for the Heisenberg fields can also be useful for other purposes, such as a description of gauge
theories in the framework of Zimmermann’s normal product [4].
The fictitious particles described by the Lagrangian LC are scalars, but, at the same time, they are
Fermions. Thus, the usual definition of statistical average leads to such a Fourier-image of the temperature
Green function of these particles that contains only odd-valued frequencies. However, as will be shown
in Section 5, the gauge-invariance of the partition function demands that the Green function of fictitious
particles should contain only even-valued frequencies (whereas the Green function of Bose particles should
contain odd-valued frequencies). This allows one to pose statistics in terms of an operator formalism by
using the Hamiltonian and the field operators. Physical quantities, and, in particular, the partition function,
1E-mail: tyutin@lpi.ru
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prove to be gauge-invariant. In the case of gauges that eliminate the fictitious particles, the generalized
definition of the partition function becomes identical with the usual definition.
The present consideration has been made for a sufficiently large class of gauge conditions and is appli-
cable to theories both with and without spontaneous symmetry breaking.
2 General formulas
In this section, we present some general formulas that we use in the following sections.
We examine a Lagrangian of a renormalizable theory of a gauge-invariant interaction of spinless and
Fermionic fields with a gauge field of a general kind:
L = L0 +
1
2
taαabt
b + LC , (2.1)
L0 = −1
4
GaµνG
a,µν +
1
2
[(
∂µ − igΓaAaµ
)
ϕ
]2
+
+ ψγµ
(
i∂µ + gτ
aAaµ
)
ψ − V (ψ, ϕ) , (2.2)
where ϕi is a multiplet of Hermitian spinless fields; ψi is a multiplet of Fermionic fields; V (ψ, ϕ) is an
arbitrary Lagrangian of interaction of the fields ψ, ϕ that obeys the requirement of gauge-invariance; Gaµν
is the strength tensor of a Yang–Mills field Aaµ:
Gaµν = ∂µA
a
ν − ∂νAaµ + gfabcAbµAcν , (2.3)
while fabc are structure constants of an invariance group G; the matrices Γa and τa are the generators of
the transformation group for the fields ϕi and ψi, with the commutation relations[
Γa,Γb
]
= ifabcΓc , (2.4)
and τa obey similar relations. The matrices Γa are antisymmetric and have purely imaginary values.
The last two terms in (2.1) describe subsidiary conditions that are necessary for the possibility of a
canonical description of the theory (as well as for the existence of a perturbation theory). Let us choose
the functions ta in the form
ta = κµν∂µA
a
ν + κ
a
i ϕi , (2.5)
where κµν = κνµ is a matrix that has numerical elements; the matrices κai will be described below.
The Lagrangian LC describes an interaction of fictitious particles (Fermionic scalars), C
a, C+a, with
the fields Aaµ, ϕi and implies the well-known additional diagrams in quantum theory [5], namely,
LC = −∂µC+aκµν∇abν Cb + igC+aκai ΓbijϕjCb , (2.6)
∇abν = ∂νδab + gfacbAcν .
The matrix κai is chosen as follows: let the vacuum mean value of the field ϕi be non-vanishing,
〈0|ϕi|0〉 = ξi . (2.7)
The set of generators Γaij can always be split in two groups, Γ
a =
(
Γm,Γl
)
, such that
Γlξ = 0, Γmξ = iξm 6= 0 , (2.8)
where the vectors ξm are orthogonal. Then κai must obey the conditions
κ
a
i ξi = 0 . (2.9)
Besides, either (for a fixed a)
κ
a
i ≡ 0 , (2.10)
or
κ
a
i ξ
m
i 6= 0 , (2.11)
with a certainm. In other respects, the matrix κai is arbitrary. We do not discuss any restrictions that may
be imposed on κai by conditions (2.9)–(2.11). Notice that conditions (2.9) and (2.11) are necessary only
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for the possibility of passing to unitary gauges of the kind κai ϕi = 0. By themselves, they are unnecessary
to provide the possibility of a canonical description.
In principle, one can choose a subsidiary condition of a yet more general kind, being compatible with
renormalizability:
t ∼ ∂A+ ∂ϕ+A+ ϕ+A2 +Aϕ+ ϕ2 .
This, however, will only imply some obvious modifications of the reasonings to be presented below.
Since we examine a theory which admits a possibility of spontaneous symmetry breaking, let us now
introduce some spinless fields, whose vacuum mean value is zero:
ϕi = ξi + σi , 〈0|σi|0〉 = 0 . (2.12)
The Lagrangian L0 is invariant with respect to gauge transformations whose infinitesimal form is given by
Aaµ → A′aµ = Aaµ +∇abµ Λb , ∇abµ = ∂µδab + gfacbAcµ , (2.13)
ψ → ψ′ = ψ + igΛaτaψ , ϕ→ ϕ′ = ϕ+ igΛaΓaϕ , (2.14)
where Λa are infinitesimal parameters of the gauge transformations; they depend on the coordinates. For
the field σ, transformation (2.14) reads as follows:
σ → σ′ = σ + igΛaΓaξ + igΛaΓaσ , (2.15)
i.e., σ transforms in a non-homogenous manner. The invariance of L0 with respect to (2.13)–(2.15) implies
the identities
−∇abµ
δL0
δAbµ
+ ig
δL0
δσi
Γaijϕj − ig
δL0
δψi
τaijψj − igψiτaij
δL0
δψj
≡ 0 . (2.16)
Let us now proceed to the canonical quantization of the theory. The momenta of the fields Aaµ, ϕ and
ψ are defined as usual:
πA : π
a,0 = αabκ
00tb , πa,k = −Ga,0k + αabκ0ktb , (2.17)
Πσ : Πi = σ˙i − igΓaikAa0ϕk , (2.18)
Πψ : Πi = iψ
+
i , (2.19)
Using these relations, one can obtain the derivatives of the fields with respect to time:
ta =
1
κ
00
αabπb,0 , αabαbc = δ
a
c , (2.20)
Ga,0k = −πa,k + 1
κ
00
κ
0kπa,0 ,
A˙a,k =
κ
0k
κ
00
πa,0 − πa,k +∇ab,kAb,0 , (2.21)
A˙a0 =
1
κ
00
(
1
κ
00
αabπb,0 − κµi∂iAaµ − κai σi + κ0kπa,k− (2.22)
−κ0kκ
0k
κ
00
πa,0 − κ0k∇abk Ab0
)
,
σ˙ = Πi + igΓ
a
ijA
a
0ϕj . (2.23)
The canonical variables obey the usual equal-time commutation relations[
Aaµ, π
b,ν
]
= iδabδµν , [σi,Πj ] = iδij ,
[
ψi,Πj
]
= iδij . (2.24)
To find the canonical momenta conjugate to the fictitious fields, as well as the corresponding anticom-
mutation relations, one can use Schwinger’s action principle [6]; see Appendix A, where it has also been
demonstrated that these expressions are, in fact, the only possible ones. As a result, we find
ΠaC = −κ0µ∂µC+a , ΠaC+ = κ0µ∇abµ Cb , (2.25)
C˙+a = − 1
κ00
(
ΠaC + κ
0k∂kC
+a
)
,
C˙a =
1
κ00
(
ΠaC+ − gκ00fabdAb0Cd − κ0k∇abk Cb
)
, (2.26)
{Ca,ΠbC} = {C+a,ΠbC+} = iδab . (2.27)
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The other anticommutators are equal to zero. The corresponding Hamiltonian reads
H = πa,µA˙aµ + Πiσ˙i +Πiψ˙i +Π
a
CC˙
a +ΠaC+C˙
+a − L =
=
1
2 (κ00)
2π
a,0
(
αab − δabκ0kκ0k
)
πb,0 − 1
2
πa,kπa,k + π
a,k∇abk Ab0 +
+
1
κ
00
πa,0
(
κ
0kπak − κiν∂iAaν − κ0k∇abk Ab0 − κai σi
)
+
1
2
Π2i +
+ igΠiΓ
a
ikA
a
0ϕk +
1
4
GaikG
a,ik − 1
2
(∂k − igΓaAak)ϕ ·
(
∂k − igΓbAb,k)ϕ−
− ψγk (i∂k + gτaAak)ψ − gψγ0τaAa0ψ +
1
κ
00
ΠaCΠ
a
C+ −
− 1
κ
00
ΠaCκ
0k∇abk Cb −
1
κ
00
ΠaC+κ
0k∂kC
+a − gΠaCfabdAb0Cd +
+ ∂iC
+a
(
κ
ij − κ
0i
κ
0j
κ
00
)
∇abj Cb − igC+aκai ΓbijϕjCb . (2.28)
One can easily see that the canonical equations that follow from Hamiltonian (2.28) are identical with the
Lagrangian equations. For the fictitious particles, this has been verified in Appendix A.
We need an expression for π˙a,0 in terms of the canonical coordinates and momenta. It can be found
with the help of the following relation, that holds true for any operator Q:
Q˙ = i [H,Q] . (2.29)
We have
π˙a,0 = − 1
κ
00
κ
0i∂iπ
a,0 − 1
κ
00
κ
0i∇abi πb,0 +∇abk πb,k −
− igΠiΓaijϕj + gψγ0τ0ψ + gΠbCf badCd . (2.30)
From (2.16), which holds identically, it follows that on the equations of motion relation (2.16) is valid also
for the quantity L− L0, that is,(∇abµ κµν∂ν + igκbiΓaijϕj)αbctc ≡ tbαbcT ca =
= −gκµν∂µ
(
∂νC
+bf badCd
)− g2Aˆabµ κµν∂νC+dfdbfCf +
+ g2C+bκbiΓ
d
ijΓ
a
jkϕkC
d , Aˆabµ = f
acbAcµ , (2.31)
where T ab stands for the operator
T ab = ∂µκ
µν∇abν + igκai Γbijϕj . (2.32)
The equations of motion for the fictitious fields read as follows:
T abCb = C+bT ba . (2.33)
3 Ward identities
In this section, we deduce the Ward identities by using only the equations of motion and canonical com-
mutation relations.
Consider the vacuum mean value
ZCdC+a ≡
〈
0
∣∣TCd (y)C+a (x) exp (iQ)∣∣ 0〉 , (3.1)
where
Q =
∫
duQ (u) =
∫
du
(
Jb,µAbµ + Jiϕi + ηψ + ψη
)
. (3.2)
An arbitrary operator P (z) obeys the relation
∂
(z)
0 〈P (z)〉 =
〈
P˙ (z)
〉
+ i
∫
du δ (z0 − u0) 〈[P (z) , Q (u)]〉+
+
〈
0
∣∣T {exp (iQ) δ (z0 − y0) [P (z) , Cd (y)]C+a (x) +
+ Cd (y) δ (z0 − x0)
[
P (z) , C+a (x)
]}∣∣ 0〉 , (3.3)
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where the following notation has been used:
〈P (z)〉 ≡ 〈0|TP (z)Cd (y)C+a (x) exp (iQ) |0〉 . (3.4)
Because of the fact that all the fields (anti)commute at equal times, we have
tf (z)ZCC+ =
〈
tf (z)
〉
. (3.5)
Expressions of the form P
(
A,ϕ, ψ, ψ
)
ZCC+ imply that the function P is subject to the replacement
A→ 1
i
δ
δJ
, etc . (3.6)
In particular,
tf (z)ZCC+ = κ
µν∂(z)µ
〈
Af (z)
〉
+ κfi 〈ϕi (z)〉 . (3.7)
Further, relations (2.17)–(2.27), (2.30), (3.3) lead to
.
t
f
(z)ZCC+ =
〈
t˙f (z)
〉
+
1
κ
00
αfbJb,0 (z)ZCC+ , (3.8)
..
t
f
(z)ZCC+ =
〈..
t
f
(z)
〉
+
1
κ
00
αfbJ˙b,0 (z)ZCC+ −
1
κ
00
αfb
〈
QbR (z)
〉−
− 1
κ
00
αfb
〈[
1
κ
00
κ
0i∂iZ
b,0 (z) +
1
κ
00
κ
0i∇bci Jc,0 (z) +∇bc0 Jc,0 (z)
]〉
+
+ δ (z − y) 1
κ
00
αfbf bdd
′
ZCd′C+a . (3.9)
In (3.9), the expression QR denotes an infinitesimal variation of the term with the sources,
QbR (z) = −∇bcµ Jc,µ (z) + igJi (z) Γbijϕj (z) + igη (z) τbψ (z)− igψ (z) τbη (z) . (3.10)
Relations (3.8) and (3.9) allow one to obtain the following:
tf (z)αfcT
cbZCC+ =
〈
tf (z)αfcT
cb
〉−
− 〈QbR (z)〉+ iδ (z − y) f bdd′ZCd′C+d . (3.11)
We now use relation (2.31) in the first summand of the r.h.s. of (3.11), which is a valid operation, since all
the derivatives are already under the symbol of T -product; we assume b = d, y = z and take an integral
over y, as well as a sum over d, namely,∫
dy tf (y)αfcT
cdZCC+ = −
∫
dy
〈
QdR (y)
〉
+
+
∫
dy
〈[
−gκµν∂µ
(
∂νC
+b (y) f bdfCf (y)
)− g2Aˆdbµ (y)κµν∂νC+f (y) ffbnCn (y)+
+ g2C+b (y)κbiΓ
f
ijΓ
d
jkϕk (y)C
f (y)
]〉
. (3.12)
Using the equations of motion for C and C+ (2.33), as well as the anticommutativity of the operators C,
one can prove (see Appendix B) that the second summand in the r.h.s. of (3.12) is equal to zero. Then
(3.12) takes the form ∫
dy tb (y)αbcT
cdZCC+ = −
〈∫
dyQdR (y)
〉
. (3.13)
In view of expression (2.32), one can easily see that the derivatives in all the terms T cd commute with the
symbol of T -product, with the exception of the term ∂0κ
0ν∇ν . By virtue of (2.33), (2.25), (2.27), we find
T cdZCC+ = iδ
cdδ (y − z)Z , (3.14)
where Z stands for the vacuum mean value
Z ≡ 〈0 |T exp (iQ)| 0〉 . (3.15)
5
As a result, the Ward identity for the function Z takes the form
αabt
b (x) = i
〈
0
∣∣∣∣T ∫ dyQbR (y)Cb (y)C+a (x)∣∣∣∣ 0〉 . (3.16)
In order to present (3.16) in the usual form, we utilize a relation that follows from (3.14),
P (A,ϕ, ψ)ZCC+ = iD
da (y, x)P (A,ϕ, ψ)Z , T abDbc = δac , (3.17)
for an arbitrary function P . This relation allows one to present (3.16) in the usual form which can be found
in the literature: [
αabt
b (x) +
∫
dy QbR (y)D
ba (y, x)
]
Z = 0 . (3.18)
For the first time, an identity of the form (3.18) has been obtained by Fradkin [7] for an Abelian theory,
as well as by Slavnov [8] and Taylor [9] for a non-Abelian gauge theory.
Identity (3.16) has a simple meaning. The substitution of a new field t (x) into this Green function is
equivalent to the sum (over the number of fields in the initial Green function) of Green’s functions that do
not contain the field t (x) and are deduced from the initial Green function with the help of an infinitesimal
gauge transformation (2.13)–(2.15) of one of the fields with the gauge function Λ ∼ CC+. In case one
of the fields in the Green function is a gauge-invariant operator, an insertion of the field t (x) into such a
function yields zero.
4 Gauge-dependence of Green’s functions
In this section, we find a relation between Green’s functions in the gauges αab, κ
µν , κai and
αab = αab + δαab , κ
µν = κµν + δκµν , κai = κ
a
i + δκ
a
i .
As a preliminary step, we make the following remark. In the framework of canonical formalism, the
generating functionals (3.1), (3.15), or, equivalently, the Green function, are computed by making use of the
vertices determined by Hint and also with the help of non-covariant propagators, being the actual vacuum
mean values of the T -products of free fields.
In case the Hamiltonian is quadratic in its momenta, one can pass (due to Wick) to an effective dia-
grammatic technique,2 in which the vertices are determined by −Lint; the field propagators are determined
by Λ−1 (Λ being a differential operator that enters the free Lagrangian L ∼ 12ϕΛϕ), and, besides, there
may also appear some additional vertices.
The additional vertices are determined by the matrix present in those summands of the Hamiltonian
that are quadratic in momenta [9]. In the case under consideration, the effective Lagrangian that determines
the additional diagrams equals to
− i
2
δ (0) Sp lnαab , (4.1)
i.e., there are no additional diagrams. Thus, the generating functionals (3.1), (3.15) can be presented in
the form
Z = exp
(
1
2
δ (0) Sp lnαab
)
ZW , (4.2)
ZCC+ = exp
(
1
2
δ (0) Sp lnαab
)
ZCC+W , (4.3)
where ZW and ZCC+W are now computed with the help of the usual Feynman diagrams.
It is easy to demonstrate (Appendix C) that the variation of Green’s functions with respect to the
parameters entering the Lagrangian L is given by an insertion of the “field” i
∫
dx δL into Green’s functions.
Due to the fact that the vacuum mean value ξ depends on the gauge parameters, we have
δZ = i
∫
dx δLZ + i
∫
dx δξi
(
δL
δσi
+
δQ
δσi
)
Z +
1
2
δ (0)αabδαabZ , (4.4)
2One can pass to this diagrammatic technique also in the general case. However, in case the Hamiltonian is more than
quadratic in its momenta, one cannot find the additional diagrams in a manifest form.
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where δL denotes a variation of the Lagrangian with respect to those gauge parameters that enter the
Lagrangian in a manifest way:∫
dx δL = i
∫
dx
[
ta
(
1
2
αbcδαcdt
d + δtb
)
αab + C
+aδT abCb
]
. (4.5)
The second term in (4.4) equals to zero, because it represents one of the equations satisfied by Z as a
function of the sources. This fact follows from the Euler equations for the fields, as well as from definition
(3.15) and from the canonical commutation relations.
Let us now use the Ward identity in the form (3.16):
δZ = −
∫
dx
(
1
2
αacδcbt
b (x) + δta (x)
)〈
0
∣∣∣∣T exp (iQ)∫ dy QdR (y)Cd (y)C+a (x)∣∣∣∣ 0〉+
+ i
〈
0
∣∣∣∣T exp (iQ)∫ dxC+a (x)T abCb (x)∣∣∣∣ 0〉+ 12δ (0)αabδαabZ . (4.6)
With allowance for definitions (2.5), (2.32) and (3.10), the sum of the second term and the part of the first
term which contains δt in the r.h.s. of (4.6) yields
−
〈
0
∣∣∣∣T exp (iQ)∫ dxdy QaR (x)Ca (x)C+b (y) δtb (y)∣∣∣∣ 0〉 . (4.7)
Let us recall that we compute Z with the help of Feynman diagrams, so that the time derivatives of t,
δt, δT and QR should be regarded as commuting with the symbol of T -product. However, relation (3.17)
remains valid. Due to this fact, we finally have
δZ = −i
∫
dxdy QaR (x)D
ab (x, y) Λ
b
(y)Z , (4.8)
Λa (x) =
1
2
αabδαbct
c (x) + δtc (x) . (4.9)
Relation (4.8) has a simple meaning as well: an infinitesimal change of the gauge parameters in the
Green function is equivalent to an infinitesimal gauge transformation of each of the fields with the gauge
parameter Λ ∼ DΛ. In particular, (non-renormalized) Green’s functions of gauge-invariant operators are
gauge-independent.
Concluding this section, notice that one could remain in the framework of the Dyson T -product and
use the variation δZ (Appendix C) in the form
δZ = −i
〈
0
∣∣∣∣T ∫ dx δH exp (iQ)∣∣∣∣ 0〉 .
This would only lead to some more tedious calculations, that would naturally leave relation (4.8) unaltered.
5 Gauge invariance of partition function
In this section, we examine the problem of defining the partition function in gauge theories.
Notice that if one defines the partition function as usual,
Z = Sp e−βH (5.1)
[where Sp is defined (in a space with indefinite metric) so that a cyclic permutation of operators under the
symbol of Sp is admissible], then it is not gauge-invariant, since this case does not comply with the Ward
identities (3.16), which provide a basis for the gauge-invariance of physical quantities.
Indeed, in the simplest case of free electromagnetic field, described by the Lagrangian
L = −1
4
F 2µν − ∂µC+∂µC +
α
2
(∂µA
µ)
2
, (5.2)
identity (3.16) for the temperature propagator of the field Aµ takes the form
α∂µ 〈AµAν〉 = −∂ν
〈
CC+
〉
, (5.3)
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where we have introduced the notation
〈Q〉 = Sp e−βHTτQ (5.4)
for any operator depending on the “temperature time” τ [10]. The right- and left-hand sides of relation
(5.3) can be computed directly, and, in both cases, they are given by the kernel ∂ν
1

. Nevertheless, the
Fourier-image of the l.h.s is known to contain only even-valued frequencies, whereas the Fourier-image of
the r.h.s., just as Green’s functions of any Fermionic operators, contains only odd-valued frequencies (see
also Appendix D). Therefore, relation (5.3) does not take place.
Since the operator structure and diagrammatic technique for statistical temperature Green’s functions
are known [10] to be completely analogous to the corresponding expressions of field theory, the derivation
of the Ward identities and gauge properties for temperature functions should be carried out in complete
analogy with the corresponding calculations of Section 4.
There is, however, an operation that should be examined in more detail. This is integration by parts,
which has been used several times in Section 4 (see below). Integration by parts is valid in case the
corresponding vertex conserves momentum (i.e., the sum of the momenta of all the fields in a given vertex
equals to zero). Within the temperature techniques, this condition holds true only in case the sum of
frequencies of all the fields in a vertex is even-valued [10]. As regards the problem we discuss here, the
“criminal” cases of integration by parts arise as one passes from (3.12) to (3.13), that is, as one shifts the
action of a derivative from the field t to the field C in the l.h.s. of (3.12), and also as one proves the fact
that the second term in the r.h.s. of (3.12) is equal to zero. Given this, one encounters vertices of the kind∫
dy ∂tC ,
∫
dy C+CC ,
∫
dy C+CA , etc . (5.5)
One can observe that integration by parts is valid in case the fictitious Fermionic field C (as well as
the field A) contains only even-valued frequencies.
Thus, the partition function defined by formula (5.4) is not gauge-invariant. In order to provide gauge-
invariance, it is also necessary that the Green function of a fictitious Fermionic field should contain, never-
theless, only even-valued frequencies. Besides, the Wick theorem must also be valid, thus making it possible
to deduce relation (4.4); see also Appendix C. Each of these conditions can be fulfilled.
Let us recall that the operator
S = e−βH+βµiNiTτ exp (Q) , (5.6)
Q =
∫ β
0
dτ
∫
d3x
(
Ja,µAaµ + Jiϕi + ηψ + ψη
)
(5.7)
can be presented in the form
S = e−βH+βµiNiTτ exp
(
Q(0) −
∫ β
0
dτ
∫
d3x
(
H
(0)
int
))
. (5.8)
The dependence of the Heisenberg operators in (5.6) on the temperature parameter τ is given by the
equation
∂
∂τ
Aaµ =
[
(H − µiNi) , Aaµ
]
. (5.9)
For any other operators, it is determined in a similar way and is given by a formal replacement it→ τ . In
(5.8), each of the operators is free, and its dependence on τ is determined by the equation
∂
∂τ
Aaµ =
[
(H0 − µiNi) , Aaµ
]
. (5.10)
We have also introduced some terms with chemical potentials (in case they are necessary), assuming that
Ni are gauge-invariant.
Consider some matrix element S (which will be denoted by 〈 〉). It can be presented in the form
〈S〉 = exp (−Hint) 〈S〉0|J¯aµ=J¯i=θa=θ+a=θ¯a=θ¯+a=0 . (5.11)
In (5.11), it is implied that the operator acting on 〈S〉0 is subject to the replacement
Aaµ →
δ
δJaµ
, etc , (5.12)
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and the function 〈S〉0 is defined as follows:
〈S〉0 =
〈
e−βH0+βµiNiTτ exp
(
Q(0) +Q
(0)
)〉
, (5.13)
Q =
∫ β
0
dτ
∫
d3x
(
J
a
µπ
a,µ + J iΠi + θ
+aCa + C+aθa + θ
+a
ΠaC+ +Π
a
Cθ
a
)
. (5.14)
All the operators in (5.13) are free. The matrix elements (5.11), (5.13) obey the Wick theorem provided
that the free Green functions determined by (5.13) [i.e., the coefficients of the series expansion of (5.13) in
the powers of sources] should decompose into a product of two-point Green’s functions. In other words,
expression (5.13) as a function of sources should be given by an exponential of a quadratic form with respect
to the sources. The following matrix element possesses the required property:
〈S〉0 =
∑
n
∏
i
λnii
〈
n
∣∣∣e−βH0+βµiNiTτ exp(Q(0) +Q(0))∣∣∣n〉 , (5.15)
where
|n〉 = |n1〉 ⊗ |n2〉 ⊗ . . . . (5.16)
|ni〉 are n-particle states, normalized by ±1, of the particles of i-th type, being eigenstates of the free
Hamiltonian H0 and of the Hamiltonian H0 − µiNi; the numbers λi depend on the type of a particle (in
principle, they may also depend on the momentum of a particle). In Appendix D, it is shown that (5.15)
equals to
〈S〉0 = Z(λi)0 exp
(
1
2
JαDHαβJ
β
)
exp (ξiJi) , (5.17)
where
Z
(λi)
0 = 〈S〉0|Jα=0 , (5.18)
while Jα denotes the set of all the sources:
Jα =
{
J
a
µ , J
a,µ , J i , Ji , η , η , θ
a
, θa , θ
+a
, θ+a
}
, (5.19)
and DHαβ is identical with the two-point Green function of free fields:
DHαβ (x1, x2) =
1
Z
(λi)
0
∑
n
∏
i
λnii
〈
n
∣∣∣e−βH0+βµiNiTτω(0)α (x1)ω(0)β (x2)∣∣∣n〉 . (5.20)
ωα is the set of all the field operators:
ωα =
{
Aaµ , π
a,µ , σi , Πi , ψ , ψ , C
a , ΠaC , C
+a , ΠaC+
}
. (5.21)
x is the set of the coordinates: x = (τ, ~x).
Using the equations of motion and equal-time commutation relations for ω
(0)
α , one can easily verify that
DHαβ has the form
ΛHαβD
H
βγ = −δαγ . (5.22)
See the definition of ΛHαβ in Appendix C. Thus, the quantity
M (λi) =
1
Z
(λi)
0
〈S〉 (5.23)
has a typical structure of a generating functional in quantum field theory; namely, its calculation can be
carried out by the same diagrammatic technique, and it obeys the same functional equations satisfied by a
generating functional of quantum field theory. In particular, a literal repetition of the reasonings that are
presented in quantum field theory shows [9] that M (λi) obeys the relation
M (λi) = e
1
2
δ(0)Sp lnαabM
(λi)
W , (5.24)
where M
(λi)
W is computed by the “Wick” rules
M
(λi)
W = exp (Lint) exp
(
1
2
JαDLαβJ
β
)
exp (ξiJi) . (5.25)
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In (5.25), the source Jα is introduced only for the fields (that is, J
a
µ = J i = θ
a
= θ
+a
= 0), while the Green
function of the fields satisfies the relation
ΛLαβD
L
βγ = −δαγ (5.26)
(the definition of ΛLαβ is given in Appendix C). Besides, in the course of taking a variation of gauge
parameters, M (λi) changes as follows:
δM (λi) = −e−Hint
∫ β
0
dτ
∫
d3xδH exp
(
1
2
JαDHαβJ
β
)
eξiJi = (5.27)
= − 1
Z
(λi)
0
〈
e−βH0+βµiNiTτ
∫ β
0
dτ
∫
d3xδH exp (Q)
〉
, (5.28)
δM
(λi)
W = e
Lint
∫ β
0
dτ
∫
d3x δL exp
(
1
2
JαDLαβJ
β
)
eξiJi (5.29)
(the sources in (5.29) are introduced only for the fields). Relations (5.28) and (5.29) are exact analogues of
the corresponding relations (C.9) and (C.5) of quantum field theory. The only difference betweenM (λi) and
a generating functional of quantum field theory arises if one defines the propagators D(H,L) as the integral
operators Λ(H,L)−1, whose unique definition requires that one should impose certain boundary conditions.
The propagators for arbitrary λi are computed in Appendix D.
As has been mentioned in the beginning of this section, it is necessary (in order to ensure the possibility
of deducing the Ward identities) that the fictitious fields should have only even-valued frequencies. For the
remaining fields, we assume the usual relation between statistics and the parity of frequencies. As shown
in Appendix D, for all the particles, except the fictitious ones, λi must be chosen as follows:
λi = 1 for particles with positive metric ,
(5.30)
λi = −1 for particles with negative metric .
Notice that such a choice of λi ensures the coincidence of a matrix element 〈. . .〉 with the definition of the
trace of an operator (in the subspace of the mentioned particles), so that the relation between the parity
of frequencies and the statistics of a field can be found without a manifest calculation of the propagator.
For the fictitious particles, the parameters λi must be chosen as follows:
λi = −1 for particles with positive metric ,
(5.31)
λi = 1 for particles with negative metric .
The series expansion of a fictitious field in the powers of creation and annihilation operators is made
in Appendix A, where it has been shown that the field Ca contains two particles. Correspondingly, λi are
equal to
λd =
κ
00
|κ00| , λb = −
κ
00
|κ00| . (5.32)
Notice, once again, that the choice of λi for the fictitious particles in accordance with (5.30) implies that
their Green function contains only odd-valued frequencies. This is a consequence of the fact that the choice
of λi according to (5.30) implies that a matrix element 〈. . .〉 coincides with the trace of an operator, whereas
in this case the propagator of any Fermionic field contains only odd-valued frequencies.
Consequently, given the choice of λi in accordance with (5.30), (5.32), a literal repetition
3 of the
reasonings of Section 3 makes it possible to conclude that M (λi) obeys the following Ward identity:
αabt
b (x)M (λi) =
1
Z
(λi)
0
〈
e−βH0+βµiNiTτ
∫
dyQbR (y)C
b (y)C+a (x) exp (Q)
〉
=
= i
∫
dyQbR (y)D
ba (y, x)M (λi) , (5.33)
3Within the temperature techniques, there remain valid the commutation relations and definitions of canonical momenta
(2.17)–(2.27) under the replacement ∂t → i∂τ . This replacement also implies the coincidence of the equations of motion (2.29)
and (5.9), with obvious modifications due to the presence of the operators Ni.
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where
∫
dy denotes ∫
dy ≡
∫ β
0
dτy
∫
d3y . (5.34)
Besides, one ought to remember that in terms of the variables τ the D-function is defined by the equation
T ab (x)Dbc (x, y) = iδ (τx − τy) δ (~x− ~y) (5.35)
and there holds a relation of the form (3.17).
A variation of the gauge parameters changes M (λi) as follows:
δM (λi) = i
∫
dx dy QaR (x)D
ab (x, y) Λ
b
(y)M (λi) , (5.36)
where Λ is given by (4.9).
Thus, the statistical average of gauge-invariant operators, and, in particular, the partition function, are
gauge-independent on condition that Z
(λi)
0 should be gauge-invariant.
To prove the gauge invariance of Z
(λi)
0 , let us apply the formula
δe−βH = −e−βH
∫ β
0
dτ eτHδHe−τH ≡ e−βHTτ
∫ β
0
dτ δH (τ) , (5.37)
H = H0 − µiNi . (5.38)
Thus, the variation of lnZ
(λi)
0 equals to the variation of M
(λi) for the free theory (let us denote the
latter by M
(λi)
0 ) with the vanishing sources:
δ lnZ
(λi)
0 = δM
(λi)
0
∣∣∣
Jα=0
. (5.39)
From (5.36) it follows that lnZ
(λi)
0 is gauge-invariant. The gauge invariance of lnZ
(λi)
0 can also be estab-
lished by a direct calculation using the expression for H0 obtained in Appendices A and E.
In physical gauges (the Coulomb gauge κ0µ = κai = 0, κ
ik = δik, αab → ∞; the unitary gauge
κ
a
i →∞, that corresponds to the gauge Bm = 0, with Bm = ξmi ϕi, being Goldstone Bosons; see, e.g., [11]),
non-physical particles are absent, so that the proposed definition of the partition function and statistical
average, given by
Z =
∑
n
∏
i
λnii
〈
n
∣∣e−βH+βµiNi (. . .)∣∣n〉 , (5.40)
where |n〉 and λi are defined in accordance with (5.16), (5.32), while (. . .) stands for the Tτ -product of
operators whose statistical average is to be found, coincides with the usual definition in physical gauges.
Since the partition function and statistical average of a gauge-invariant operator are gauge-independent,
definition (5.40) yields a correct result in any gauge.
Acknowledgement The author is grateful to A. Linde and E.S. Fradkin for useful discussions.
A Appendix
We are now going to deduce the expressions for the canonical momenta conjugate to C and C+, as well as
for their commutation relations with the help of Schwinger’s action principle [6]. Let us present the part
of the action that corresponds to the fictitious fields:
W =
∫ t2
t1
dx
(−∂µC+aκµν∇abν + igC+aκai ΓbijϕjCb) . (A.1)
We now find a variation δW :
W =
∫ t2
t1
dx
(
δC+a
−→
T abCb + C+a
←−
T abΓbijϕjδC
b
)
+G
∣∣∣∣t2
ta
, (A.2)
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where
G =
∫
d3x
(−δC+aκ0ν∇abν Cb − κ0ν∂νC+aδCa) . (A.3)
In accordance with Schwinger’s action principle, G is the generator of variations of the field variables at a
fixed moment of time:
δCa = i [G,Ca] , δC+a = i
[
G,C+a
]
. (A.4)
Then, introducing notation (2.25), we deduce from (A.3) and (A.4) that the anticommutation relations
(2.27) hold true, whereas the anticommutators between ΠC and ΠC+ , C and C
+ are equal to zero.
Let us now prove the fact that definition (2.25) is, in a certain sense, unique. Namely, we define the
canonical momenta as
ΠaC = −ακ0µ∂µC+a , ΠaC+ = βκ0µ∂µCb (A.5)
and suppose that (2.27) holds true. We then construct the Hamiltonian
H = α1ΠCC˙ + β1ΠC C˙
+ − L = 1
κ
00
(
α1
β
+
β1
α
− 1
αβ
)
ΠaCΠ
b
C+ −
− α1
κ
00
ΠaC
(
gκ00fabdAb0 + κ
0k∇adk
)
Cd + ∂kC
+a
(
κ
ik − κ
0i
κ
0k
κ
00
)
∇abi Cb −
− β1
κ
00
ΠaC+κ
0k∂kC
+a − igC+aκai ΓbijϕjCb . (A.6)
Let us now demand that the Hamiltonian equations of motion in the form (2.29) for the fields and momenta
should yield equations (2.33) and definitions (A.5). We have
C˙a =
1
κ
00
[(
α1
β
+
β1
α
− 1
αβ
)
ΠaC+ − α1
(
gκ00Aˆab0 + κ
0k∇abk
)
Cb
]
. (A.7)
By comparison with (A.5), we find
α1 = 1 , β1 =
1
β
. (A.8)
Next,
C˙+a = − 1
βκ00
ΠaC −
1
βκ00
κ
0k∂kC
+a , (A.9)
whence
β = 1 = β1 , α = β . (A.10)
Therefore, all the parameters are defined uniquely, and the expressions for Π and H coincide with the
corresponding expressions of Section 2. Let us now verify that the Lagrangian equations are also fulfilled.
Indeed,
Π˙C = − 1
κ00
(
gAˆab + κ0k∇abk
)
ΠbC +∇abi
(
κ
ik − κ
0i
κ
0k
κ
00
)
∂kC
+b + igC+bκbiΓ
a
ijϕj , (A.11)
Π˙C = − 1
κ00
κ
0k∂kΠ
a
C − ∂k
(
κ
ki − κ
0k
κ
0i
κ
00
)
∇abi Cb − igκai ΓbijϕjCb . (A.12)
Substituting expressions (2.25) into (A.11), (A.12), we find the equations of motion (2.33).
Let us now expand the operator C in the powers of the creation and annihilation operators in the free
case:
L0 = −∂µC+aκµν∂νC+a + C+amabCb , (A.13)
mab = −gκai ξbi . (A.14)
For the sake of simplicity, we suppose that there exists a matrix S such that transforms the matrix m to a
diagonal form:
S−1ab mbcScd = µaδad . (A.15)
Introducing the fields
V +a = C
+bSba , Va = S
−1
ab C
b , (A.16)
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we bring Lagrangian (A.13), as well as the equations of motion and commutation relations, to the form
L0 = −∂µV +a κµν∂νVa + µaV +a Va , (A.17)
(κµν∂µ∂ν + µa)Va = (κ
µν∂µ∂ν + µa)V
+
a = 0 , (A.18){
κ
0ν∂νVa , Vb
}
= −{κ0ν∂νV +a , Vb} = iδab , (A.19)
while the remaining anticommutators are equal to zero.
From (A.18) it follows that the expansion of the field Va has the from
Va (x) =
∫
dp
(2π)
3/2√|κ00|√ 2
κ
00 κ
0νpν
[
e−ipxda (p) δ
(
p0 − ωap
)
+ b+a (p) e
ipxδ
(
p0 − Ωap
)]
, (A.20)
ωap = −
1
κ
00
κ
0kpk +
[
1
κ
00
(
κ
0i
κ
0k
κ
00
− κik
)
pipk +
µa
κ
00
]1/2
,
Ωap =
1
κ
00
κ
0kpk +
[
1
κ
00
(
κ
0i
κ
0k
κ
00
− κik
)
pipk +
µa
κ
00
]1/2
. (A.21)
Of course, κµν and µa must be subject to such equations that ω
a
p and Ω
a
p should be real-valued.
With respect to V +a , we assume
V +a = (V )
+
a . (A.22)
In the general case, C+ is not Hermitian-conjugate to C. Then, the canonical commutation relations lead
to the following rules for the operators d and C:
− {da (p) , d+b (q)} = {ba (p) , d+b (q)} = κ00|κ00|δabδ (~p− ~q) . (A.23)
Let us verify, for instance, (A.19), namely,{
κ
0ν∂νV
+
a (x) , Vb (y)
}∣∣
x0=y0
= − iδab
2 |κ00|
∫
κ
0νpν dk dp
(2π)3
[
1
κ
00 κ
0νpν
1
κ
00 κ
0µpµ
]1/2 ×
×
[
e−ipx+iky
(
− κ
00
|κ00|
)
δ
(
p0 − Ωap
)
δ (k0 − Ωal )−
− κ
00
|κ00|e
ipx−ikyδ
(
p0 − ωap
)
δ (k0 − ωak)
]
δ
(
~p− ~k
)
= iδabδ (~x− ~y) . (A.24)
The expansion of the initial fields has the form
Ca (x) =
1√
|κ00|
∫
dp[
(2π)
3 2
κ
00 κ
0νpν
]1/2Sac [e−ipxδ (p0 − ωcp) dc (p) +
+ eipxδ
(
p0 − Ωcp
)
b+c (p)
]
, (A.25)
C+a (x) =
1√
|κ00|
∫
dp[
(2π)
3 2
κ
00 κ
0νpν
]1/2 [eipxδ (p0 − ωcp) d+c (p) +
+e−ipxδ
(
p0 − Ωcp
)
bc (p)]S
−1
ca . (A.26)
Relation (A.23) shows that the field C contains two kinds of Fermions; one of them has a positive norm,
while the other one has an indefinite norm. Of course, this fact is in agreement with the theorem on the
relation between spin and statistics.
Let us, finally, present an expression for the Hamiltonian in terms of the creation and annihilation
operators:
H0 =
∫
d3x
[
1
κ
00
ΠaCΠ
a
C+ −
1
κ
00
ΠaCκ
0k∂kC
a − 1
κ
00
ΠaC+κ
0k∂kC
+a+
+ ∂iC
+a
(
κ
ij − κ
0i
κ
0j
κ
00
)
∂jC
a + C+amabC
b
]
=
=
∫
d3p
[
− κ
00
|κ00|ω
a
pd
+
a (p)da (p) +
κ
00
|κ00|Ω
a
pb
+
a (p) ba (p)
]
. (A.27)
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The propagator of the field C is given by〈
0
∣∣TCa (x)C+b (y)∣∣ 0〉 = Sac 〈0 ∣∣TVc (x) V +d (y)∣∣ 0〉S−1db =
=
∫
dp
(2π)
4 e
−ip(x−y)GabC (p) , (A.28)
GabC (p) = Sad
−i
κ
µνpµpν − µdS
−1
db = −i (κµνpµpνδab −mab)−1 . (A.29)
B Appendix
Let us now prove that the second term in the r.h.s. of (3.12) equals to zero.
We use the antisymmetry property for a product of the fields Ca at coincident points, as well as the
possibility of freely integrating by parts, since the additional terms arising due to the non-commutativity of
∂0 and T -product are proportional to f
bdfδbd, which is equal to zero. We then have the following equalities
(we imply integration over dy yet do not present it explicitly):
−g∂µκµν
(
∂νC
+bf bdfCf
)
Cd = gκµν∂µC
+bf bdfCf∂νC
d =
=
g
2
κ
µν∂µC
+bf bdf
(
Cf∂νC
d − ∂νCd Cf
)
=
g
2
C+b
←−
∂ µκ
µν←−∂ νf bdfCdCf , (B.1)
−g2fdcbffbnAcµκµν∂νC+fCnCd =
=
g2
2
(
fdcbf bfn − fncbf bfd)Acµκµν∂νC+f CnCd =
= −g
2
2
C+l
←−
∂ µκ
µνf lcbAcνf
bdfCdCf . (B.2)
Here, we have used the Jacobi identity
fdcbf bfn + fncbf bdf = −ffcbf bnd . (B.3)
Next,
g2C+bκbiΓ
f
ijΓ
d
jkϕkC
fCd =
g2
2
C+bκb
(
ΓfΓd − ΓdΓf)ϕCfCd =
= i
g2
2
C+lκlkΓ
b
kjϕjf
bdfCdCf . (B.4)
In (B.4), we have also used (2.4). Summarizing (B.1), (B.2) and (B.4), we find that the second term in the
r.h.s. of (3.12) has the form
1
2
gC+l
←−
T lbf bdfCdCf , (B.5)
which equals to zero owing to the equations (2.33) for C+.
C Appendix
Let us now deduce a formula for the variation of ZW corresponding to a variation of the parameters in the
Lagrangian. In the interaction representation, ZW can be written as follows:
ZW = 〈0 |TW exp (iQ+ iLint)| 0〉 . (C.1)
When taking a variation of the parameters in the Lagrangian, we need to examine a variation of the
vertices and propagators. According to (C.1), the variation of vertices is given by an insertion into the
Green function of a “field” i
∫
dx δLint.
Since the field propagator equals to
DLij = i
(
ΛLij
)−1
, (C.2)
where ΛL is a differential operator in the free Lagrangian,
L0 =
1
2
ϕiΛ
L
ijϕj , (C.3)
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its variation reads
δDLij = D
L
ik
(
iδΛLkl
)
DLlj . (C.4)
From (C.4) it follows that the variation of propagators is equivalent to an insertion of the “field” i
∫
dx δL0.
Thus, the total variation of Green’s functions with respect to the parameters of the Lagrangian is given by
an insertion of the “field” i
∫
dx δL, namely,
δZW =
〈
0
∣∣∣∣TW (i ∫ dxδL) exp (iQ+ iLint)∣∣∣∣ 0〉 . (C.5)
If we do not pass to Wick’s rules, Z is given by the formula
δZ = 〈0 |TW exp (iQ− iHint)| 0〉 . (C.6)
where T denotes the symbol of the usual T -ordering. Let us introduce a unifying field, ωµ = (πi, ϕi). Then
(C.6) is computed by the usual Feynman rules with vertices defined by −iHint and by the propagator
DHµν = i
(
ΛHµν
)−1
, (C.7)
with ΛH being a differential operator in the expression
πiϕ˙i −H0 = 1
2
ωµΛ
H
µνων ,
ΛHµν = Λ
(1)
µν + Λ
(2)
µν , (C.8)
where Λ(1) is determined by πiϕ˙i and is independent of any parameters; Λ
(2) is determined by the free
Hamiltonian. Next, a literal repetition of the reasonings that have lead us to formula (C.5) yields
δZ =
〈
0
∣∣∣∣T (i ∫ dx δH) exp (iQ−Hint)∣∣∣∣ 0〉 . (C.9)
We also note that a variation of the Lagrangian and that of the Hamiltonian with respect to the parameters
are related by
− δH |π,ϕ = δL|ϕ˙,ϕ , (C.10)
where the notation
δA|u
stands for a variation of A with a fixed u.
Formulas (C.5) and (C.9) have the same appearance. One must, however, bear in mind that the time
derivatives in (C.6) commute with the symbol of TW -product, whereas in (C.9) the time derivative that
arises after the substitution πi ∼ ϕ˙i does not commute with the symbol of T -product. Of course, the final
results, calculated by formulas (C.5) and (C.9), are identical, with allowance for relation (4.2).
D Appendix
We are now going to compute the partition functions and Green’s functions, as well as to prove Wick’s
theorem for various free fields with a generalized definition of statistical average.
Let us examine, first of all, the case of one degree of freedom.
A) Bose system:
H = H0 − µN = αωa+a ,
[
a+, a
]
= α , α2 = 1 , (D.1)
a (τ) = e−ωτa , a+ (τ) = eωτa+ , (D.2)
We now define a generating functional,
Z(1) (J) =
∑
n
λn
〈
n
∣∣∣∣∣e−βHTτ exp
{∫ β
0
dτ
[
J (τ) a+ (τ) + J+ (τ) a (τ)
]}∣∣∣∣∣n
〉
, (D.3)
where
|n〉 = 1√
n!
(
a+
)n |0〉 , 〈n| = 1√
n!
〈0|an , λ2 = 1 . (D.4)
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Let us transform the Tτ -product in (D.3) to the normal product:
Tτ exp
{∫ β
0
dτ
(
J (τ) a+ (τ) + J+ (τ) a (τ)
)}
= exp
{∫ β
0
dτ1 dτ2J
+ (τ1)∆ (τ1, τ2)J (τ2)
}
×
× : exp{J1a+ + J+1 a} : , (D.5)
∆ (τ1, τ2) = αθ (τ1 − τ2) e−ω(τ1−τ2) , (D.6)
J1 =
∫ β
0
dτ J (τ) eωτ , J+1 =
∫ β
0
dτ J+ (τ) e−ωτ . (D.7)
Substituting (D.5) into (D.3), we obtain4
Z
(1)
1 = e
J+∆J
∞∑
n=0
∞∑
k=0
λne−βωn
Jk1 J
+k
1
n!k!k!
〈
n
∣∣a+kak∣∣n〉 =
= eJ
+∆J
∞∑
k=0
(
αJ1J
+
1
)k
k!k!
∞∑
n=k
Akn
(
αλe−ωβ
)n
=
= eJ
+∆J
∞∑
k=0
(
αJ1J
+
1
)k
k!k!
xk
dk
dxk
∞∑
n=0
xn
∣∣∣∣∣
x=αλe−ωβ
=
=
1
1− xe
J+∆J
∞∑
k=0
1
k!
(
αxJ1J
+
1
)k
k!k!
=
=
1
1− x exp
{∫ β
0
dτ1 dτ2 J
+ (τ1)D (τ1, τ2)J
+ (τ2)
}
, (D.8)
D (τ1, τ2) = αθ (τ1 − τ2) e−ω(τ1−τ2) + λe
−ωβ−ω(τ1−τ2)
1− αλe−ωβ ≡
1
β
∑
n
e−iεn(τ1−τ2)D1 (εn) , (D.9)
D1 (εn) =
1
2
∫ β
−β
dτ eiεnτD1 (τ) = −α
2
1 + αλ (−)n
iεn − ω . (D.10)
Next, the partition function Z
(1)
0 reads
Z
(1)
0 ≡
∑
n
λn
〈
n
∣∣∣e−βH∣∣∣n〉 = 1
1− αλe−ωβ . (D.11)
As a result, the generating functional takes the form
Z(1) (J) = Z
(1)
0 exp
(
1
2
J+D1J
)
, (D.12)
where D1 is given by (D.9), (D.10) and equals to
D (τ1, τ2) =
1
Z
(1)
0
∑
n
λn
〈
n
∣∣∣e−βHTτa (τ1) a+ (τ2)∣∣∣n〉 . (D.13)
Consequently, we can see that the proposed extension of statistical average obeys Wick’s theorem (which
is also true for arbitrary λ). Besides, the choice
λ = α (D.14)
implies that the D1-function contains only even frequencies. As has been observed in Section 5, in this case
there holds the relation ∑
n
αn 〈n |Q1Q2|n〉 =
∑
n
αn 〈n |Q2Q1|n〉 , (D.15)
being a consequence of the identity
1 =
∑
n
|n〉αn 〈n| , (D.16)
4We remind that En = pin/β.
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which makes it possible to find the spectrum of frequencies of the function D1 by using the Bose-properties
of the operators. Nevertheless, the choice λ = −α implies that the function D1 (the Green function of Bose
operators) contains only odd frequencies. It is interesting that the distribution function in this case is also
of the Fermi character:
N =
1
Z
(1)
0
∑
n
(−α)n 〈n ∣∣e−βHαa+a∣∣n〉 = (eωβ + 1)−1 . (D.17)
In a similar way, we deduce the expression for the generating functional of Green’s functions for the field
ϕ (τ) = 1√
2ω
(e−ωτa+ eωτa+), namely,
Z(2) ≡
∑
n
λn
〈
n
∣∣∣∣∣e−βHTτ exp
(∫ β
0
dτ Jϕ
)∣∣∣∣∣n
〉
= Z
(1)
0 exp
(
1
2
JD2J
)
, (D.18)
D2 (τ1, τ2) =
1
Z
(1)
0
∑
n
λn
〈
n
∣∣∣e−βHTτϕ (τ1)ϕ (τ2)∣∣∣n〉 = 1
β
∑
n
e−εn(τ1−τ2)D2 (εn) , (D.19)
D2 (εn) = −α
2
1 + αλ (−)n
(iεn)
2 − ω2
(D.20)
B) Fermi case:
H = αωa+a ,
{
a, a+
}
= α , α2 = 1 , (D.21)
Tτ exp
{∫ β
0
dτ
(
η+ (τ) a (τ) + a+ (τ) η (τ)
)}
= eη
+∆η : exp
(
η+1 a+ a
+η1
)
: , (D.22)
η+1 =
∫ β
0
dτ e−ωτη+ (τ) , η1 =
∫ β
0
dτ eωτη (τ) . (D.23)
Calculating the generating functional, one should take into account the anticommutation properties of a
and η:
a2 = a+2 = η21 = η
+2
1 = 0 . (D.24)
We have
Z
(2)
0 =
∑
n
λn
〈
n
∣∣∣e−βH∣∣∣n〉 = 1 + αλe−βω , (D.25)
Z(2) (η) =
∑
n
λn
〈
n
∣∣∣∣∣e−βHTτ exp
(∫ β
0
dτ
(
η+a+ a+η
))∣∣∣∣∣n
〉
=
= eη
+∆η
[
1 + αλe−βω − λη+1 η1e−ωβ
〈
1
∣∣a+a∣∣ 1〉] = Z(2)0 exp (η+D3η) ,
D3 (τ1, τ2) = αθ (τ1 − τ2) e−ω(τ1−τ2) − λe
−ωβ−ω(τ1−τ2)
1 + αλe−ωβ
= (D.26)
=
1
β
∑
n
e−iεn(τ1−τ2)D3 (εn) , (D.27)
D3 (εn) = −α
2
1− αλ (−)n
iεn − ω . (D.28)
We can see, once again, that the choice λ = α implies that the Green function, just as it should be in the
case of a Fermi Green function, contains only odd frequencies. However, in the case λ = −α a Fermi Green
function contains only even frequencies. This definition leads to a Bose distribution function of a Fermion:
N =
1
Z
(2)
0
∑
n
λn
〈
n
∣∣∣e−βHαa+a∣∣∣n〉 = (eωβ − 1)−1 . (D.29)
Wick’s theorem, once again, is valid for an arbitrary λ. A generalization of the above reasoning to the case
of a system of particles in a space of arbitrary dimension is evident.
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We finally compute the partition function and Green function of a fictitious particle, whose field operator
is given by the formulas [see, (A.25), (A.26) and (A.27)]
Ca (x) = SabVb (x) , C
+a (x) = V +b (x)Sba , (D.30)
Va (x) =
∫
d3p
(2π)3/2
√
2 |κ00| νap
[
e−ω
a
pτ−i~p~xda (p) + e
Ωapτ+i~p~xb+a (p)
]
, (D.31)
V +a (x) =
∫
d3p
(2π)
3/2
√
2 |κ00| νap
[
eω
a
pτ+i~p~xd+a (p) + e
−Ωapτ−i~p~xba (p)
]
, (D.32)
νap =
[
1
κ
00
(
κ
0i
κ
0k
κ
00
− κik
)
pipk +
1
κ
00
µa
]1/2
. (D.33)
We restrict ourselves to the following values of λd and λb:
λb = −λd = λ κ
00
|κ00| , λ
2 = 1 . (D.34)
We find
Z0 =
∏
a,p
(
1 + λe−ω
a
pβ
)(
1 + λe−Ω
a
pβ
)
, (D.35)
Z (θ) =
∑
n
λndd λ
nb
b
〈
n
∣∣∣∣∣e−βHTτ exp
[∫ β
0
dτ
(
θ+aCa (x) + C+a (y) θa
)]∣∣∣∣∣n
〉
= (D.36)
= Z0 exp
(
θ+aDabθ
b
)
,
Dab (x− y) = 1
Z0
∑
n
λndd λ
nb
b
〈
n
∣∣e−βHTτCa (x)C+b (y)∣∣n〉 =
= Sad
1
β
∑
n
∫
d3p
(2π)3
e−iεn(τx−τy)−i~p(~x−~y)Dd (εn, ~p)S
−1
db , (D.37)
Da (εn, ~p) =
1− (−)n λ
2 (κµνpµpν − µa) . (D.38)
In (D.38), one needs to make a replacement: p0 → iεn. We can see that the choice λ = +1 leads to a Green
function (D.38) that contains only odd frequencies. However, the case λ = −1, corresponding to the choice
of λd and λb indicated in Section 5 [see, (5.31), (5.32)], leads to a Green function of Fermionic fictitious
particles that contains only even frequencies.
Using the reasonings that have been presented in this appendix, one can easily see that the generating
functional for an arbitrary field linear in the creation and annihilation operators can be computed with the
help of Wick’s theorem:
Z (J) =
∑
n
∏
i
λnii
〈
n
∣∣∣e−βHTτeJω∣∣∣n〉 = Z0e 12JDJ , (D.39)
where D is the Green function of the field ω:
D =
1
Z0
∑
n
∏
i
λnii
〈
n
∣∣∣e−βHTτωω∣∣∣n〉 . (D.40)
This makes it possible to prove (5.17) and (5.20). In order to prove (5.22), one has to use the equations of
motion and canonical commutation relations for ω.
E Appendix
Let us now perform a canonical quantization of the system of free fields Aaµ, being Goldstone Bosons. In
view of a tedious character of the resulting formulas, we restrict ourselves to the case κai ∼ ξai , αab = αδab,
κ
µν = gµν . Then the system which consists of a multiplet of vector and scalar fields is equivalent to a set
18
of Abelian vector fields, each interacting only with its scalar field. The Lagrangian of this system of fields
Ωβ = (Aµ, σ) has the form
L = −1
4
F 2µν +
M2
2
A2µ +Mσ∂µAµ +
1
2
∂µσ∂µσ +
α
2
(∂µAµ + βσ)
2 . (E.1)
Let us present the field Aµ as follows:
Aµ = Vµ +
1
2
∂µϕ , ∂µVµ = 0 . (E.2)
Substituting expansion (E.2) into the equations of motion for Aµ and σ, that follow from (E.1), we find(
+M2
)
Vµ = 0 , (E.3)(
− M
2
α
)
ϕ+
(
βM +
M2
α
)
σ =
(
1 +
αβ
M
)
ϕ− (− αβ2)σ = 0 . (E.4)
From (E.4) it follows that
(+ βM)
2
ϕ = (+ βM)
2
σ = 0 . (E.5)
Consequently, we can see that Vµ is a usual massive vector particle, whereas the fields ϕ and σ have
to be decomposed into summands whose Fourier transformations are proportional to δ
(
k2 − βM) and
δ′
(
k2 − βM). Substituting this decomposition into (E.4), we can see that amongst the 8 amplitudes there
are only 4 arbitrary ones. In addition, the fields ϕ and σ can be presented in the form
ϕ =
∫
d4x
√
2k0
(2π)3/2
θ (k0)
{
e−ikx
[
δ
(
k2 − βM) ck + (βM + M2α ) δ′ (k2 − βM) (ck − dk)]+ h.c.} , (E.6)
σ =
∫
d4x
√
2k0
(2π)3/2
θ (k0)
{
e−ikx
[
δ
(
k2 − βM) dk + (βM + M2α ) δ′ (k2 − βM) (ck − dk)]+ h.c.} . (E.7)
In quantum field theory, ck, dk and c
+
k , d
+
k are operators. Their commutators can be found due to the
commutation relations between the fields and conjugate momenta. Let us present a qualitative analysis of
finding these relations. The fact that σ and Πσ = σ˙ must commute with Aµ implies that σ and σ˙ commute
with ϕ, whence it follows that [c, d+] = 0. In order that the commutator function should not contain δn,
it is necessary that the equality [c, c+] + [d, d+] = 0 must take place. Finally, the canonical commutation
relations of σ and Πσ yield [d, d
+] = 1.
Consequently, we find that the field Ωβ is presented in the form (E.2), (E.6), (E.7), where
Vµ =
∫
d4x
√
2k0
(2π)
3/2
θ (k0)
{
e−ikxδ
(
k2 −M2)ulkalk + h.c.} , (E.8)
ulk being three orthonormalized transversal polarization vectors. The creation and annihilation operators
obey the commutation relations[
alk, a
+l′
p
]
= δll′δ
(
~k − ~p
)
,
[
dk, d
+
p
]
= − [ck, c+p ] = δ (~k − ~p) , (E.9)
the remaining commutators being equal to zero. By direct calculation, we can prove that all the canonical
commutators between the fields Ωβ and the canonical momenta constructed from Lagrangian (E.1) are
fulfilled.
The Hamiltonian of the system equals to
H =
∫
d3k
[∑
l
ωka
+l
k a
l
k +Ωkd
+l
k d
l
k − Ωkc+k ck
]
+
+
βM + M
2
α
2Ωk
(
c+k − d+k
)
(ck − dk) , (E.10)
ωk =
√
~k2 +M2 , Ωk =
√
~k2 + βM , (E.11)
The δ′-function can be presented as 1k0 ∂/∂k0δ
(
k2 − βM) and then integrated by parts. As a result, we
find that the fields ϕ and σ can be presented in the form (E.6), (E.7), with the following replacement:
δ′
(
k2 − βM)→ ( 1
4k20
+
it
2k0
)
δ
(
k2 − βM) . (E.12)
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This representation is useful in the case β = 0, when the δ′-function needs an additional determination.
In the general case, described by the Lagrangian
L = −1
4
F aµνF
a,µν +
M20
2
AaµA
a,µ +M2σa∂µA
a,µ +
1
2
∂µσ
a∂µσa +
1
2
taαabt
b ,
ta = κµν∂µA
a
ν + κabσ
b , (E.13)
one should proceed in a similar way. Let us now introduce a field V aµ ,
V aµ = A
a
µ −
1
Ma
∂µσ
a , ta = κµν∂µV
a
ν +
1
Ma
(κµν∂µ∂νδab +Maκab)σ
b . (E.14)
In terms of this field, the equations of motion acquire the form
ΛabµνV
b,ν = 0 , Ma∂µV
a,µ + κbaαbct
c = 0 ,
Λabµν = δab
[
gµν
(
+M2a
)− ∂µ∂ν]+ ∂̂µ∂νκ−1ab , ∂̂µ = κ νµ ∂ν . (E.15)
We now have to find the spectrum of the system. For this purpose, we need to calculate det Λ, namely,
ln detΛ = Sp lnΛ = Sp lnλ−1 (1 + λΛ)
∣∣
λ=∞ =
= Sp lnλ+
∑
k
Sp (−)k λk
[(
gµν − ∂µ∂ν

)(
 +M2a
)
δab +
+
(
∂µ∂ν

M2aδab + ∂̂µ∂νMaκ
−1
ab
)]k
= Sp lnλ+
3
4
Sp δµνδab ln
[
1 + λ
(
+M2a
)]
+
+
1
4
Sp δµν ln
[
1 + λMκ−1
(
∂̂σ∂
σ + κM
)]∣∣∣∣
λ=∞
=
= det −1κab det
(
∂̂µ∂
µ + κabMb
)∏
a
Ma det
3
(
+M2a
)
. (E.16)
Thus, the spectrum of the system is determined by solutions of the equations
+M2a = 0 , ∂̂µ∂
µ + κabµb = 0 , (E.17)
where µa stand for the eigenvalues of the matrix mab = Maκab. Taking account of the expression (E.14)
for ta, we can see that the field V aµ has to be decomposed in δ
(
k2 −M2a
)
and δ (κµνkµkν − µa), whereas
the field σ should be decomposed in δ
(
k2 −M2a
)
, δ (κµνkµkν − µa) and δ′ (κµνkµkν − µa).
Let us also present the expressions for (Wick’s) field propagators. The simplest way to find them is to
calculate the Gaussian functional integral of L. In addition, we can see that if one introduces sources for
the fields V aµ and t
a (rather than those for Aaµ and σ
a) the integrals over V aµ and t
a factor out and can be
easily computed. As a result, we have
〈
V aµ V
a
ν
〉
= iδab
(
gµν +
∂µ∂ν
M2a
)
1
+M2a
, (E.18)〈
V aµ t
a
〉
= 0 , (E.19)
〈ta (x) ta (y)〉 = iαabδ (x− y) . (E.20)
Hence, the propagators of the fields Aaµ and σ
a are found with the help of the relations
σa = (κµν∂µ∂νδab +mab)
−1
Mb
(
tb − κµν∂µV bν
)
,
Aaµ = V
a
µ +
1
Ma
∂µ (κ
µν∂µ∂νδab +mab)
−1
Mb
(
tb − κµν∂µV bν
)
. (E.21)
F Appendix
In this appendix, we deduce, for the sake of completeness, the Ward identities in case the Green functions
include the fictitious fields. Deriving these identities is quite similar to the corresponding calculation of
Section 3, and, therefore, we are not going to present a detailed analysis.
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Consider the generating functionals
ZCdyC
+a
x
=
〈
0
∣∣∣T exp(iQˆ) cd (y) c+a (y)∣∣∣ 0〉 , (F.1)
Z =
〈
0
∣∣∣T exp(iQˆ)∣∣∣ 0〉 , (F.2)
where
Qˆ = Q+ θ+aCa + C+aθa . (F.3)
An analogue of formula (3.12) now takes the form∫
dy tf (y)αfcT
cdZCC+ =
∫
dy
〈[
gθ+b (y) f bdnCn (y)−QdR (y)
]
Cd (y)C+a (y)
〉
+
+
∫
dy
〈[
−gκµν∇db′µ
(
∂νC
+b (y) f bb
′fCf (y)
)
+ g2C+b (y)κbΓfΓdϕ (y)Cf (y)
]
Cd (y)C+a (x)
〉
. (F.4)
In this appendix, we use the following notation:
〈. . .〉 =
〈
T (. . .) exp
(
iQˆ
)〉
. (F.5)
As in Section 3, we need to carry out an integration by parts in the second term of (F.4). We, however,
must take into account that Qˆ depends on C and C+, and, therefore, ∂0 does not commute with the symbol
of T -product. We need to extract ∂0 from the symbol of T -product, then integrate by parts, using the
antisymmetry of the operators C (as has been done in Appendix B; one only has to remember that ∂0 now
stands aside from the symbol of T -product), then integrate by parts once again, and finally insert ∂0 in the
symbol of T -product. In transposing ∂0 with the symbol of T -product, we need formula (3.3), while also
making the replacement Q→ Qˆ. As a result, the Ward identities have a surprisingly simple form:
iαabt
b (x)Z = −
〈∫
dy QbR (y)C
b (y)C+a (x)
〉
+
〈∫
dy tb (y)αbdθ
d (y)C+a (x)
〉
−
− g
2
〈∫
dy θ+b (y) f bdfCd (y)Cf (y)C+a (x)
〉
. (F.6)
This identity has been verified by an explicit calculation in quantum electrodynamics (within a gauge
in which particles are free) as well as in the first perturbative order of a non-Abelian theory.
It should be noted that the process of deriving the Ward identities with the help of the usual procedure
of a non-local change of variables in the functional integral [11] for the generating functional leads to a
much more involved expression than (F.6). It is interesting, however, that there exists another change of
variables (supertransformation), that allows one to obtain (F.6), as well as the usual Ward identity.
Consider the generating functional
Z =
∫
dAdϕdψ dψ dC dC+eiL+i
bQ , (F.7)
where the expression for L is given by formula (2.1). Let us subject (F.7) to the change of variables
(2.13)–(2.14), and let us choose the gauge parameter as follows:
Λa (x) = µCa (x) , (F.8)
where µ is an anticommuting object. Notice that the choice (F.8) leads to an exact form of transformations
(2.13)–(2.14), since µ2 = 0. Besides, let us make a change of the field C+, namely,
C+a → C+a − µαabtb (x) . (F.9)
The corresponding variation of the Lagrangian reads
δL =
∫
dxC+aδT abCb = −µg
2
∫
dxC+aT abf bdfCdCf , (F.10)
where δT ab is the result of taking a variation of T ab, whereas a transition from the first equality to the
second one in (F.10) is compensated by the following transformation of the field C:
Ca (x)→ Ca (x) − g
2
fadbΛd (x)Cb (x) , (F.11)
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where Λ is given by formula (F.8). As a result, we find that Lagrangian (2.1), or, more exactly, the action,
is invariant under (super)transformations (2.13)–(2.14), (F.11) with the parameter Λ defined by formula
(F.8), whereas the Jacobian of this change equals to 1. Therefore, variation affects only the term with the
sources, and so we obtain the following relation:∫
dA . . .
∫
dy
[g
2
θbf bdfCdCf +QbRC
b − tbαbcθc
]
eiL+i
bQ = 0 . (F.12)
Differentiating (F.12) by δ/δθa (x), we obtain the Ward identity in the form (F.6).
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