We develop a formalism for measuring the cosmological distance scale from baryon acoustic oscillations (BAO) using the cross-correlation of a sparse redshift survey with a denser photometric sample. This reduces the shot noise that would otherwise affect the auto-correlation of the sparse spectroscopic map. As a proof of principle, we make the first on-sky application of this method to a sparse sample defined as the z > 0.6 tail of the Sloan Digital Sky Survey's (SDSS) BOSS/CMASS sample of galaxies and a dense photometric sample from SDSS DR9. We find a 2.8σ preference for the BAO peak in the cross-correlation at an effective z = 0.64, from which we measure the angular diameter distance D M (z = 0.64) = (2418 ± 73 Mpc) (r s /r s,fid ). Accordingly, we expect that using this method to combine sparse spectroscopy with the deep, high quality imaging that is just now becoming available will enable higher precision BAO measurements than possible with the spectroscopy alone.
INTRODUCTION
The signature of baryon acoustic oscillations (BAO) is a peak in the clustering of galaxies at large scales that is a relic of propagating sound waves in the early universe and whose location depends on the distance the waves were able to cover prior to recombination (for a recent review, see Weinberg et al. 2013) . Major redshift surveys like the Sloan Digital Sky Survey's (SDSS) Baryon Oscillation Spectroscopic Survey (BOSS; Dawson et al. 2013 ) and the 2dF Galaxy Redshift Survey (2dFGRS; Colless et al. 2001) have analyzed the clustering of galaxies in order to detect this feature and use it to measure the cosmological quantities DM (z), the angular diameter distance, and H(z), the Hubble parameter (Eisenstein et al. 2005; Cole et al. 2005) . BOSS has already attained percent level precision distance measurements using the BAO method at z = 0.57 (Anderson et al. 2014) .
However, most detections of the BAO feature in samples of galaxies thus far have occurred at fairly low redshifts, where these galaxy redshift surveys are able to attain sufficiently high densities of galaxies with spectroscopic redshift measurements. New measurements of quasar clustering have recently enabled BAO detections to higher redshifts (Ata et al. 2017 ) using eBOSS (Dawson et al. 2016) , while future surveys such as the Dark Energy Spectroscopic Instrument (DESI) (Levi et al. 2013) will push the availability of spectra at higher redshifts by targeting quasars in addition to lower redshift galaxies, for which new approaches will be required to fully leverage these sparser data.
To this end, in this paper we develop the formalism of a method for measuring the BAO signal with a sparse sample of galaxies with spectroscopic redshifts that consists of cross-correlating the sparse data with a dense photometric sample to enhance the signal. Our work is related to concepts previously introduced by Nishizawa et al. (2013) , but we more fully develop the configuration-space statistic, deriving explicit forms for the correlation function and the covariance matrix. We then make the first application of this method to data from SDSS to verify whether we can detect the BAO peak. In what follows, we use a flat ΛCDM cosmology with Ωm = 0.314 and h = 0.67, similar to Alam et al. (2017) .
MOTIVATION
We begin with a pedagogical motivation of when employing the cross-correlation is useful, with a more detailed calculation to follow in Section 3. As we are interested in large physical scales, for this section and the remainder of the paper, we assume that the galaxy density field is described by a Gaussian random field and a linear bias model. For a spectroscopic survey of galaxy density ns, the variance on each Fourier mode is σ 2 s = (Ps + 1/ns) 2 , so that the signal to noise (S/N) is given by (Weinberg et al. 2013) :
where Ps denotes the power spectrum Ps(k). From this, we immediately see that the S/N per mode approaches 1 when nsPs ≫ 1 but decreases when nsPs < 1, so that the relevant quantity to track is nP . Let us now assume we have a photometric dataset with some density np and power spectrum Pp. Both the spectroscopic and photometric samples are biased tracers of the underlying matter distribution such that:
Accordingly, we may write the power spectra as
, with the factor of np/Np = 1/Lp, where Lp is the line-of-sight spatial depth of the photometry, approximately accounting for the fact that we are converting the three-dimensional P (k) to the two-dimensional Pp(k).
When we cross-correlate a photometric sample to the spectroscopic sample, we obtain the power spectrum of the crosscorrelation as Px = (np/Np)bsbpP with variance σ 2 x = P 2 x + σs,2σp,2, where the subscript "2" indicates projection, so that the signal-to-noise becomes:
Consequently, we see that with the cross-correlation, when nsPs gets small, we can, to a certain extent, compensate with the npPp term. More specifically, while Equation 1 goes as ns for small ns, Equation 5 goes as n 1/2 s . To see when this method would improve upon the results of using the auto-correlation, let us estimate the number of modes that we could measure. For a spectroscopic sample with constant density, the effective number of modes Ns in a shell of width ∆k is given by:
In the case of the photometric sample, we have kz = 0, which means that
We are looking for the case wherein R = Ns/Np < 1, which means that
and if we assume that nsb 2 s P ≪ 1 (the limit in which the auto-correlation method begins to lose information), this simplifies to
Let us denote τs = nsb 2 s P and τp = npb 2 p P , so that:
To satisfy R < 1, we require
We can usually get photometric samples of high density, corresponding to the limit τ −1 p → 0. Accordingly, for a reasonable photometric depth of Lp = 500 h −1 Mpc and k = 0.15 hMpc −1 , we require τs 0.08. We additionally note that this method can be beneficial even when the condition that τs 0.08 is not satisfied; shot noise always degrades the BAO precision, particularly when τs < 1. In that case, even though the auto-correlation will give a more precise distance, the cross-correlation is still adding some new information since the individual modes are not being well measured by the auto-correlation.
MATHEMATICAL FORMALISM

Framework
We now more formally derive our method. Let us assume that we have two samples of galaxies: a spectroscopic sample with fractional overdensity field δs(r), and the other a photometric sample. For this latter sample, we can calculate a projected overdensity field as
Defining the normalization factor as
this may be written simply as
The correlation of δs and ∆p, noting that r = (r, θ), is then
Here, W is a weighting function that may depend on r and other variables independent of r, collectively referred to as η, and S is a separation function that depends on the angular coordinates of the galaxies. If we focus on a single separation, then the separation function is a Dirac delta function:
Using Equations 15 and 18 and writing out explicitly r = (r, θ), Equation 17 becomes
The delta function collapses the θ ′ integral in both the numerator and denominator, giving 1/r 2 , and in the denominator the θ integral can be immediately evaluated to a constant, yielding
Rearranging the order of integration gives
With an eye towards an application to catalog data, we note that the correlation function is constructed from pair counts of galaxies, normalized by pair counts of random galaxies, so that
This allows us to identify the numerator and denominator of Equation 21 with NsNp and RsRp, where both terms are a function of R, the separation between the galaxies in the pair.
Expectation Value
Taking the expectation value of Equation 21 yields
Focusing on the numerator,
we can use the Fourier transform,
as well as the formalism of Dekel & Lahav (1999) , which relates the δg = δs, δp fields to the underlying matter density field δ ≡ δm as
to write the expectation value of two δs as
where we are using the flat sky approximation and have written k = k 2 ⊥ + k 2 , with k ⊥ indicating the transverse components of k and k indicating the line-of-sight component. Then, using
and integrating over k yields
Thus,
If we assume that the line-of-sight weighting is much larger than the BAO scale, then we may approximate k = k 2 ⊥ + k 2 ≈ k ⊥ and split up the last integral:
Now, the θ terms cancel, making the integral over that variable trivial:
We can then identify:
where wp is the projected correlation function (Davis & Peebles 1983) , which has been used extensively in galaxy clustering analyses (e.g., Coil et al. 2008; Zehavi et al. 2011; Nuza et al. 2013) as it is less affected by redshift space distortions. The function wp can be calculated as the line-of-sight integral of the three-dimensional correlation function,
Returning to our derivation, we find
Finally, this yields
To gain some intuition for the behavior of w , we assume that the distributions of the spectroscopic and photometric galaxies are given by boxcar functions of lengths Ls and Lp, respectively, which represent the depths of the survey, and that Ls < Lp. Let us also assume the weighting is independent of r, and equal to 1. In that case, the integral normalization gives dr r 2 ns(r)W(r, η)np(r)
Accordingly, we see that this factor roughly scales as the inverse of the depth of the survey.
Covariance
The covariance of W is given by
Recalling the fractional form of W from Equation 40, the numerator of first term in Equation (42), which we will refer to as NC for simplicity (and denote the denominator by DC), may be written out as
Again using the Dekel & Lahav (1999) formalism so that δg = bgδ + ǫg, this immediately becomes
The expectation value may be expressed as a Fourier transform:
Assuming a Gaussian random field and using Wick's theorem, we can write the expectation value as
The first term in this expansion can immediately be identified with w(R) w(S) , which cancels the second term in Equation (42). Then, we express the remaining factors in terms of the power spectrum:
Let us denote the Fourier transform of the first of these terms by A and that of the second by B.
Beginning with term A, we find
We can again separate the integrals:
We may now insert this expression into Equation (45) to take advantage of the Dirac delta functions:
To perform the angular integrals, we define the substitution γ = θ1 − θ2, which yields
The γ term will integrate to a Dirac delta function, whereas the lone θ2 integral will yield the survey area, denoted A. Accordingly,
Now, let u = r1k ⊥ , so that:
We proceed along similar lines for term B.
We split the integrals, assuming small angles:
Plugging this into Equation (45) yields
We set u = r1k ⊥ again, so that
Lastly, the denominator of the covariance is given by
Accordingly, with c(R, S) = NC /DC , we obtain
We see that the covariance matrix has two distinct terms: the first integrates over the spectroscopic and photometric samples separately, whereas the second mixes the two samples.
Binned Correlation Function
While so far we have focused on a single separation R, in most cosmological theories, the clustering is independent of the angle on the sky and therefore it is usual for one to integrate over circular annuli, whose bounds we denote by R1 and R2, to produce a binned correlation function as follows:
Inserting the form in Equation 40
gives
and writing k⊥ ′ · R = k ′ ⊥ R cos(φ), we obtain the following representation in terms of the Bessel function J0:
The integral over R can now be done by making use of the properties of Bessel functions, leading to a final result of
Binned Covariance Matrix
We also compute the binned covariance matrix. In this case we have two terms to consider (temporarily omitting constant values to focus on the derivation):
Accordingly, for the first term we find
which, with u · R = uR cos(φR) and u · S = uS cos(φS), becomes
For the second term,
Thus, the binned covariance becomes (c.f. Eq. 75)
This expression can be numerically integrated up to the factors of bs and bp, which may not be known for the datasets under consideration. A form for np(r) needs to be assumed as well, and can be estimated from smaller areas with existing spectroscopic catalogs or high quality photometric redshifts. Care must be taken when integrating the Bessel functions, as in the first term, both sets depend on r1, whereas the second term also includes r ′ 1 ; the integration over u thus needs to account for the range of arguments that will be encountered in order to appropriately sample the oscillations.
DATA
In order to test this method, we use two samples from the Sloan Digital Sky Survey. First, for our spectroscopic dataset, we consider the color cut-defined CMASS sample of galaxies from Data Release 12 of SDSS-III (Eisenstein et al. 2011; Dawson et al. 2013; Alam et al. 2015; Reid et al. 2016 ) for our spectroscopic sample. These data were obtained with a 2.5 m telescope at Apache Point Observatory (York et al. 2000; Gunn et al. 2006 ) whose instrumentation is well-documented (Fukugita et al. 1996; Smith et al. 2002; Doi et al. 2010; Smee et al. 2013 ) and for which a set of data processing pipelines has been developed (Lupton et al. 2001; Pier et al. 2003; Padmanabhan et al. 2008; Bolton et al. 2012; Weaver et al. 2015) . To obtain a fairly sparse sample of spectra for the validation of the method in the next section, we restrict the redshift range, focusing only on those galaxies for which z > 0.6. This yields 205,367 galaxies, and we select a set of random points 10 times larger than this for the construction of the correlation function. We note that while this z > 0.6 data is fairly sparse, it is not a sample for which τ < 0.08. The photometric sample used in this paper comes from SDSS DR9 (Ahn et al. 2012 ) imaging data and comprises 6,594,677 galaxies (see Law-Smith & Eisenstein (2017) for a detailed description of the color cuts used to define this sample); we use a catalog of randoms five times larger than this to construct the correlation function.
In practice, the projected cross-correlation function between the spectroscopic and photometric samples can be constructed via the Landy-Szalay estimator (Landy & Szalay 1993) ,
where D indicates the data and R denotes the random points; p and s refer to the photometry and spectroscopy, respectively. While the Landy-Szalay estimator is normally defined as providing an estimate of ξ(r), the full three-dimensional correlation function, in our case we only know the positions of the galaxies on the sky for the photometric sample. Accordingly, when we compute the correlation function, we use only spectroscopic galaxies as our central points and then calculate pair counts in two-dimensional annular bins around the central galaxy, assuming that the photometric galaxies in the bin are at the same redshift as the spectroscopic galaxy to convert angular separations into physical distances, yielding w(R). We compute errors on our measurements in two ways. First, we divide the spectroscopic survey area into 150 roughly commensurate regions using Voronoi tessellation and then employ the jackknife method. Second, we use the analytical derivation presented in the preceding sections and test the explicit form for the covariance matrix 
RESULTS
Fitting for the BAO Peak
We compute the projected correlation function w(R) using the Landy-Szalay estimator with a binning of 5 h −1 Mpc; the result is plotted in Figure 1 . We fit two computed projected correlation functions, one derived using a CAMB power spectrum (Lewis, Challinor, & Lasenby 2000) that includes the BAO, and the other a smooth, BAO-less power spectrum derived using the prescriptions of Eisenstein & Hu (1998) , to the data.
In both theoretical prescriptions of the correlation function, we include a nuisance parameter in the form of an additive constant w0, which corresponds to excess power at very large scales and which is left a free parameter. Accordingly, we fit to a function of the form w(R) = awc(R) + w0, where wc(R) is the calculated correlation function and a and w0 are parameters to be found. Prior to fitting, we normalize wc to the value of the data at R = 27.5 h −1 Mpc. We use the jackknife covariance matrix shown in Figure 2 in performing the fits. The results of our fits suggest that the parameter w0 is around 1 × 10 −4 , indicating only a modest level of systematics.
We further consider the impact of a BAO peak shift, quantitatively provided by a dilation factor (denoted α) on our results. Scaling P (k) → P (k/α) for both the BAO and BAO-less cases, we recompute the correlation functions and fit them to the data, allowing for α to vary in the range of 0.8 α 1.25; the results for five values of α are shown in Figure 3 . The data prefer a value of α = 1.00, as indicated by the χ 2 curves for the fits that are shown in Figure 4 . A shift of α = 1.00 gives a χ 2 /ndf = 24.4/23, while the best fit value for the non-BAO curve has χ 2 /ndf = 32.3/23, yielding a 2.8σ preference for the BAO. We do note, however, that as we are using a jackknife method, we have not included corrections for the impact of noise of the inversion of the covariance matrix such as is described in Percival et al. (2014) in the context of mock catalogs. Interpreting the ∆χ 2 = 4 range as a 2σ error, we find a rough estimate of about 0.03 for the 1σ precision of α. However, we caution that the low significance of the acoustic peak detection likely implies that the posterior of α has non-Gaussian tails that would loosen the constraining power.
Our results align well with the prediction for the correlation function with BAO at intermediate-to-large scales. We note that while we do not have to consider redshift-space distortions with w, since we do not account for where the photometric galaxies are located along the line-of-sight, there are non-linear corrections that could have some impact at small scales (R 10 h −1 Mpc), but these are not expected to yield major changes at large scales. Accordingly, our measurements yield a feature consistent with the BAO signal at R ∼ 100 h −1 Mpc in the projected correlation function. In order to measure the comoving angular diameter distance DM (z) = (1 + z)DA(z) (Padmanabhan et al. 2008) , where DA is the physical angular diameter distance, we require an estimate of the effective redshift for our sample, which should be the mean redshift of the spectroscopic and photometric pairs. While we know the spectroscopic redshift distribution, we do not have detailed knowledge of the photometric redshift distribution. If the photometric galaxies had the same distribution as the spectroscopic sample, then the mean pair redshift would be the volume-weighted average of n 2 s (z). However, the photometric sample is 1 magnitude fainter than the spectroscopic sample and has a slightly redder color selection, so we expect the distribution of these galaxies to extend to higher redshift. Alternatively, if the photometric galaxies had a uniform np(z), then the mean pair redshift would be the volume-weighted average of ns(z). Accordingly, we adopt the average of the mean redshifts of ns(z) and n 2 s (z), z = 0.64, as the effective redshift for our sample. From the dilation parameter α we then obtain DM (z) as (see e.g., Alam et al. 2017) :
where rs denotes the sound horizon and the superscript 'fid' refers to our fiducial cosmology. With the results above, we find DM (z = 0.64) = (2418 ± 73 Mpc) (rs/r s,fid ). As a comparison, Alam et al. (2017) find DM (z = 0.57) = (2179 ± 35 Mpc) (rs/r s,fid ). We note that our result is at least partially covariant with their high redshift sample.
Comparison to the Theoretical Covariance Matrix
In obtaining the above results, we have relied on the covariance matrix that we calculated from jackknife resampling. We now return to the analytical expression for the covariance matrix derived in Section 3.5, albeit in an idealized form with some unknown quantities. In particular, in our derivation, we neglected to include shot noise and our matrix is only known up to the factor of bsbp, the product of the spectroscopic and photometric bias parameters, which is not known for our sample. We accounted for these unknown factors in our expression as follows: first, to determine the rough value of bsbp, we took the ratio of the diagonals of the covariance matrix computed from Equation 89 and those of the jackknife matrix. This comparison yielded roughly a factor of 2 in the ratio between large and small scales, indicating that the two matrices are not Figure 3 ; the gray lines denote the 1σ, 2σ, and 3σ bounds. The data clearly prefer a model that includes the BAO peak with α = 1.00.
perfectly matched. The sense of the difference is that the jackknife matrix has larger diagonals at larger scales, which might be the result of additional systematic errors at large angles. We therefore chose to normalize the theory matrix at smaller scales ( 60 h −1 Mpc) where we expect the result to be less affected by large-scale systematics. Second, we established the constant value of the shot noise P shot to use by matching the eigenvalues of both matrices under the transformation P (k) → P (k) + P shot in Equation 89. By choosing a modest value of P shot , we could bring the eigenvalues into agreement without yielding noticeable deviations in the diagonal ratio. Following this procedure, we found P shot = 1500 (h −1 Mpc) 3 , a value that is commensurate with the level of shot noise in the BOSS survey. With this assumption, we found good agreement between the theoretical and jackknife matrices. Upon fitting the data, we found a preference for the BAO peak with α = 0.99 (χ 2 = 15.7 for 23 degrees of freedom) with ∆χ 2 = 2.9. The χ 2 suggests we may be slightly over-normalizing the theoretical matrix. Furthermore, as noted above, we do see indications of the presence of large-angle observational systematic errors; accordingly, we have opted for relying on the results obtained by using the jackknife matrix. While it is beyond the scope of this work, future applications will require careful analyses of the survey systematics, which will need to be accounted for in the analytical calculation of the covariance matrix.
SUMMARY AND CONCLUSIONS
In this work, we have laid out a detailed formalism for a method of detecting the BAO in sparse spectroscopic datasets by cross-correlating the spectroscopy with photometry, for which greater densities of galaxies can be attained at far smaller cost. We analytically computed the projected correlation function and presented an explicit form for the covariance matrix, which can be calculated numerically and used to fit models to the data. We then applied the method to high-redshift data from SDSS.
We find that this method can reveal the BAO signal in sparse data; in our test data set, which relied on a spectroscopic sample consisting of the z > 0.6 tail of the CMASS galaxy distribution cross-correlated with SDSS DR9 photometry, we found a 2.8σ preference for the BAO and obtained a distance measurement of DM (z = 0.64) = (2418 ± 73 Mpc) (rs/r s,fid ). This implies that cross-correlations of spectroscopy and photometry will provide a viable means with which to extend BAO measurements to higher redshifts even before the completion of major future surveys.
Of particular interest may be the application of this method to detect the BAO in the clustering of high redshift quasars
