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ABSTRACT 
The spread of infectious diseases can be described in terms of three interrelated 
components: interaction, movement, and scale. Transmission between individuals requires some 
form of interaction, which is dependent on the pathogen, to occur. Diseases spread through the 
movement of their hosts; they spread across many spatial scales from local neighborhoods to 
countries, or temporal scales from days to years, or periodic intervals. Prior research into the 
spread of disease have examined diffusion processes retrospectively at regional or country levels, 
or developed differential equation or simulation models of the dynamics of disease transmission. 
While some of the more recent models incorporate all three components, they are limited in the 
way they understand where interactions occur. The focus has been on home or work, including 
contact with family or coworkers. The models reflect a lack of knowledge about how 
transmissions are made at specific locations in time, so-called nodes of transmission. That is, 
how individuals’ intersections in time and space function in disease transmission. 
This project sought to use the three factors of interaction, movement, and scale to better 
understand the spread of disease in terms of the place of interaction called the node of 
transmission. The overarching objective of this research was: how can nodes of transmission be 
identified through individual activity spaces incorporating the three factors of infectious 
disease spread: interaction, movement, and scale? 
This objective fed into three main sub-objectives: defining nodes of transmission, 
developing an appropriate methodology to identifying nodes of transmission, and applying it 
using geotagged social media data from Twitter. To develop an appropriate framework, this 
 xii 
 
research relied on time geography, and traditional disease. This particularly relied on the idea of 
bundling to create the nodes, and a nesting effect that integrated scale.  
The data source used to identify nodes of transmission was collected from Twitter for the 
Los Angeles County, USA, area from October 2015 to February 2016. Automated text 
classification was used to identify messages where users self-reported an influenza-like-illness. 
Different groupings were created that combined both the syndrome and the symptoms of 
influenza, and applied to the automated classification. The use of Twitter for small-area health 
analysis was evaluated along with different text classification methodologies. 
A space-time hierarchical clustering technique was adapted to be applied towards the 
twitter data in both identifying nodes of transmission and identifying spatiotemporal contact 
networks. This clustering data was applied to the classified Twitter data to look at where 
interaction between the classified users were occurring. This pointed to six nodes that were 
typically densely populated areas that saw the merging of large groups of people in Los Angeles 
(e.g. Disneyland and Hollywood Boulevard). The movement of these individuals were also 
examined by using an edit distance to compare their visits to different clusters and nodes. 
 
 
 
 
 1 
 
CHAPTER ONE:  
INTRODUCTION 
The global burden from emerging and existing infectious diseases continues to grow 
(Binder et al. 1999; Jones et al. 2008). They impact economies and public health; in the United 
States, infectious diseases remain a leading cause of death. Newly emerging diseases arise 
because of environmental, ecological, and societal factors, but even existing common viral 
diseases like influenza remain a problem (Jones et al. 2008). Responding to this burden requires 
understanding how diseases spread through societies, and then being able to intervene, or 
prevent, them from spreading further. Geographers have traditionally played an important role in 
the study of the spread of diseases over space (Pyle 1986; Meade and Emch 2010), both in terms 
of modeling the way diseases spread and in disease diffusion studies that analyze infectious 
diseases retrospectively. 
Common to both is understanding diseases through at least three key factors: interaction, 
movement, and scale. The transmission of a disease from a host individual to a susceptible 
individual, at first, requires contact, or coupling, between them (Schærström 1996). This contact 
may need varying degrees of physicality depending on the pathogen (Pyle 1979; Meade and 
Emch 2010; Cromley and McLafferty 2012), but, as a start, the two individuals should be 
proximate. For contact to be made and exposure to the pathogen to occur, the individuals’ paths 
should intersect in time and space. Depending on the pathogen, its latent period and other disease 
dynamics, the paths do not necessarily have to coincide at the exact same moment, as there may 
be a time space lag between exposure and symptoms (Schærström 1996). Contacts and 
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interactions between individuals occur throughout their activity spaces, which may include visits 
to home (contact with family), work (contact with friends and coworkers), or at another 
meaningful location (e.g., shopping). The location of contact plays an important role, acting as a 
node of transmission (Remais et al. 2010), a place where infected individuals come into contact. 
A node of transmission may be any location that enables the interaction of infected and 
susceptible individuals. Movement is the glue that ties nodes of transmission together. 
Movement facilitates the spread of disease (Prothero 1977). Without movement, an infected 
individual may not come into contact with a susceptible one at the right time.  
Finally, scale works across both interaction and movement, both temporally and spatially. 
Movement may be at local levels, walking across the street or down the hallway to the hotel. 
Movement may occur regionally, or globally, and may involve only an individual or groups of 
individuals (migrations) (Prothero 1977). Interactions may also be thought of across different 
scales, particularly in traditional disease diffusion studies. Regions interact, or cities interact, 
such that a disease spreads from one region to another. The interaction may be on the individual 
scale as well, a handshake or holding the door open. 
In terms of time scale, movement may be a slow process, taking years, or a lifetime, as in 
the case of migrations. They may be rapid, taking only days, or hours, to move from the rural 
areas of China to Hong Kong. These time scales work in conjunction with disease time scales, 
such as the latent/incubation period, infectious period, and clinical symptoms period (Cliff, 
Haggett, and Ord 1986; Schærström 1999). 
Understanding these three factors and their role in disease diffusion is complicated. Prior 
research into the spread of disease have examined diffusion processes retrospectively at regional 
or country levels (Pyle 1979; Cliff and Haggett 1989; Cliff, Haggett, and Smallman-Raynor 
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2000), or developed models of the dynamics of disease transmission. The most common of these 
models, Susceptible Infected Recovered (SIR), is a-spatial, focusing only on time, and assumes 
global interaction (everyone can interact with each other) (Kermack and McKendrick 1927; Bian 
2004; Sattenspiel 2009; Bian 2013; Chen 2014). Spatial extensions to these compartmental 
models operate on global and regional scales. Individual and network based models improve 
upon the a-spatial models by explicitly modeling “each individual, keeping track of the state of 
each member of the population and of underlying characteristics associated with those 
individuals” (Sattenspiel 2009, 26). Movement is incorporated into individual and network 
models by using real-world road networks with individual lifelines or space-time paths (Bian and 
Liebner 2007; Yang and Atkinson 2008; Yang, Atkinson, and Ettema 2008). However, the 
incorporation of interaction locations, nodes of transmission, has been mostly limited to 
nighttime (home) and daytime (work) contact locations (Bian 2004; Bian and Liebner 2007; Bian 
et al. 2012). Zhong and Bian (2016) recently extended this for their location-centric approach to 
understanding disease spread, and incorporated schools as a node of transmission. 
The models reflect a lack of understanding on what roles nodes of transmission play in 
the transmission process and how they are detected. This is also a reflection of how outbreak 
data is traditionally collected, where fine-level individual lifelines are not available. The latter 
has changed with the advent of Digital Disease Detection (DDD) (Brownstein, Freifeld, and 
Madoff 2009; Salathé et al. 2012), infodemiology (Eysenbach 2011), and Volunteered 
Geographic Information (VGI), which rely on Location-Based Social Networks (LBSN) for 
disease surveillance and outbreak detection. LBSN can provide a fine level detail of individual 
activity through time and space, as well as accompanying descriptive textual information.  
 4 
 
While previous research on disease spread looks for diffusion patterns or models contacts 
and interactions between individuals, there is little attention paid to where those interactions 
occur. Attempts have been made to incorporate the concepts of home and work into individual 
models (Bian 2004; Bian and Liebner 2007; Yang, Atkinson, and Ettema 2008). These imply 
that contact and spread occurs with known individuals (family and co-workers). Individual 
activities move beyond home and work, and as the SARS diffusion shows, the spread of diseases 
occurs during human contact with unknown individuals as well. If a node of transmission is 
defined as a location where interaction between infected and susceptible individuals occur, then 
this encompasses all shared activity spaces. 
This research lies at the intersection of DDD, disease diffusion and transmission, and 
machine learning methods. The overarching aim of the study is to develop a robust 
understanding of nodes of transmission, both conceptually using time geographic theory, and 
practically by identifying methods that may be adapted identify them. To this, the research 
incorporates all three factors: interaction, movement, and scale to better understand the spread of 
disease. The research will use activity data from Twitter, a LBSN, to identify users with an 
influenza-like-illness and examine their shared activity spaces. The research relies on 
hierarchical clustering to bring notions of scale into the study of nodes of transmission. 
Important clusters, and thereby potential nodes of transmission, are identified through social 
network analysis measures. In addition, spatiotemporal contact networks using the same 
methodology are developed to see how activity is related to the spread of disease. 
Objectives 
There are three primary objectives for this paper, following from the major research 
question for this research: 
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How can nodes of transmission be identified through individual 
activity spaces incorporating the three factors of infectious disease spread: 
interaction, movement, and scale? 
This overarching research question leads to several sub-questions that will need to 
be addressed. In particular, how are Twitter messages related to infectious disease best 
identified and classified? At which scale are nodes of transmission best identified, and 
which methods are appropriate? In what context are nodes of transmission situated, and 
are they tied to known locations, such as points of interest? These are tied to the three 
primary objectives of this research. 
The first objective derives from the problem of defining a node of transmission by 
providing a formal definition of nodes of transmission. To achieve this objective, nodes of 
transmission are developed out of three-time geographic theory components: space-time paths, 
stations, and bundles. These are then linked to existing theories on disease diffusion. 
Geovisualizations of different contemporary examples of nodes of transmission are used to 
demonstrate how the different components work together. This objective is detailed in Chapter 
Two. 
The second objective is to understand and evaluate the LBSN data that is used for 
identifying individuals that are sick and their activity spaces. Twitter data has already been used 
in this regard (Chew and Eysenbach 2010; Culotta 2010; Allen et al. 2016), but the focus is 
typically on large areas at the state level, and at best the city-level (Stephens and Poorthuis 2015; 
Huang et al. 2016; Lansley and Longley 2016). Since Twitter data is used throughout the final 
objective, it is important to understand its limitations as well as the methods that are used to 
identify people that had an influenza-like-illness (ILI). These methods and the results will be 
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discussed in Chapter Three and Chapter Five. In addition, this research proposes the use of a 
classification system based not only on reporting of ILI (e.g. ‘I have the flu’), but the reporting of 
common ILI symptoms (e.g. fever, body aches).  
The third, and final, objective is to then evaluate the use of machine learning clustering 
methods to identify potential nodes of transmission. These nodes of transmission are derived 
from Twitter user activity spaces, then matched to physical features. This research will develop 
an extension of hierarchical clustering called space-time hierarchical clustering that will be used 
to identify clusters of shared activity. This method is introduced in Chapter Four. The results are 
presented in Chapter Six Chapter Five:. 
Twitter data is in some ways analogous to contact tracing networks in that they represent 
a point in time that a classified ILI user visited. Part of this final objective will be to develop 
what will be called spatiotemporal contact networks. Rather than focusing only on individuals 
with classified with an ILI, these contact networks show all the potential contacts an individual 
had with a certain physical distance and time distance. The patterns of these spatiotemporal 
contact networks show how easily a disease can be passed along to individuals. The results will 
be discussed in Chapter Five. 
Overview of Research Design and Methodology 
The steps conducted for this research are outlined in Figure 1.1. Twitter data was 
collected from October 2015 to February 2016 matching peak flu season in the western/northern 
hemisphere using the Twitter Application Programming Interface (API). Twitter data was limited 
to those messages that were tweeted from the Los Angeles County, United States (US) area, or 
users that live in that area (limitation of the Twitter API). Once data collection was completed, 
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keyword searching was used to identify users that potentially had an ILI or were generally sick 
(see Chapter Five for these keywords).  
Influenza was selected as the key infectious disease because it is a common endemic and 
seasonal viral infection; symptoms include shivering, coughing, aching pains, sweating, and a 
fevers peaking near 104°F (40°C) (Cliff, Haggett, and Ord 1986). Person to person transmission 
occurs when an infected individual exhales respiratory droplets and they are inhaled by a 
susceptible individual (Cliff and Haggett 1989; Lowen et al. 2007). The droplets may be 
suspended in the air for at least an hour, and there is evidence of a relationship between 
transmission and humidity (Cliff, Haggett, and Ord 1986; Lowen et al. 2007). Influenza repeats 
seasonally due to the virus’ ability to change its surface structure, called drift (Pyle 1979; Cliff, 
Haggett, and Ord 1986). In the northern hemisphere, the influenza season is from November to 
March, peaking in January (Lowen et al. 2007). 
A random subset of the messages identified in the search were submitted to an 
outsourcing platform called Amazon Mechanical Turk, where anonymous individuals were 
asked a series of questions to classify the message. This provided a list of hand-classified Twitter 
messages that could be used automatically classify other messages. Given the answers to the 
questions provided the anonymous individuals different classes or groups could be derived to 
classify the other messages. One such group were the ILI+Symptoms group. If a Twitter user 
reported they had a fever, they became part of this group along with individuals that reported 
having influenza. This widened the range of Twitter users that could be classified, but also 
introduced temporal context errors in the automated process. These errors were identified 
through a review of the automatically classified messages. Thus, this produced a high-quality set 
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of messages and users that likely had a ILI, and could be used in identifying potential nodes of 
transmission. 
 
 
 Figure 1.1. Outline of the steps involved in this research. 
 
The third part of the steps in this research examines the shared activity areas of 
individuals classified in the second step using the space-time hierarchical clustering 
methodology. The hierarchical approach brings together what Schærström (1996) calls micro 
(individual) and macro (population) approaches in time geography. This step uses all activity 
from the users throughout October to February, and only uses the location rather than time to 
derive the clusters. Clusters were selected at a certain distance using a dendrogram for 
evaluation. The clusters were converted to polygon shapes using a minimum concave hull 
algorithm. These clusters were converted to a graph structure and nodes of users were linked to 
the clusters they visited during a two-week window from when their classified message (see 
Chapter Four and Chapter Six). Degree centrality was used to identify important clusters and 
then these were examined to understand where people were sharing their activity spaces 
(discussed in Chapter Six and Chapter Seven). 
Drawing off the space-time hierarchical clustering methodology, spatiotemporal contact 
networks were derived from activity of all Twitter users active within the two-week time frame 
Collect Twitter Data
Classify Twitter Data:
• Keyword Search
• Hand Classify
• Automated Classification 
ILI+Symptoms
Identify Nodes of 
Transmision
• Space-Time Hierarchical Clustering
• Identify Important Clusters
• Spatiotemporal Contact Networks
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within the important clusters. These present the potential for this methodology to be used in 
traditional contact network studies and identifying groupings between individuals. These contact 
networks a further used to try and find links between activity and Twitter users that reported be 
sick. 
Study Area and Datasets  
Chapter Five will provide a more detailed description of Twitter data. This section 
provides a brief overview of the data source in order to provide context for some of the earlier 
chapters. Twitter is described as a microblogging service that allows subscribers to post and 
receive messages (‘tweet’ in the vernacular) with a limit of 140 characters. Unless specified by 
the user, the messages are publicly available, although, a user’s followers are most likely to see 
their messages. Again, if specified by the user, a message may be geocoded (latitude and 
longitude) where the message was sent. This is typically done through a mobile device with a 
built-in Global Positioning System (GPS) unit, or derived from the mobile devices network 
connection. Messages may include images, videos, URL links to websites, and other information 
a user wants to share with their followers (Thelwall, Buckley, and Paltoglou 2012). A RT 
(retweet) or MT (modified tweet) allow users to share another’s messages while maintaining the 
source of the tweet. Replies or messages to a user incorporate the recipient’s screen name 
preceded by an @ symbol. 
For this research, Twitter data was collected through Twitter’s Stream API, supplying the 
bounding box of Los Angeles County, California (CA), US to filter Twitter activity. This was 
done from October 2015 to February 2016. The tweepy Python library facilitated this and 
avoided rate-limit problems (Roesslein 2015). Unfortunately, the stream included both geocoded 
tweets, and users whose profile’s location falls within the search bounds. The resulting tweets 
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were stored in a MongoDB NoSQL database. MongoDB uses a file store system, and easily 
expands to manage large quantities of data. Files are stored using JavaScript Object Notation 
(JSON), which is the same format that Twitter’s API utilizes (Kumar, Morstatter, and Liu 2014). 
Collected tweets were directly inserted into the MongoDB and accessed later. This maintained 
compliance with the end user agreement by not separating the textual part of the message from 
the full information contained in the downloaded tweet. 
Los Angeles County was selected as the study area for two reasons: large base of active 
Twitter users (e.g., potentially 25,000 unique active users per day) and a potentially high self-
reported flu rates. As reported Gallup and Healthways (Bass 2014), “California is the only state 
to have one of the 10 highest flu rates in the nation every year since Gallup and Healthways 
began tracking Americans' reports of the flu daily in 2008.”  
Twitter began in 2007 as a small start-up firm. After going public in 2013, the 
corporation is valued at approximately 3 billion US dollars. According to Twitter’s company 
profile (Twitter 2015), the service has 350 million active users, 80% of which are mobile users, 
and 500 million Tweets are sent per day. They do not provide information on the regional 
distribution of their users.  
To understand how active the community is during the study time frame, Table 1.1 shows 
some statistics for one day of each month. In a traditional statistical sample, the data presented 
would be a very large sample, but unfortunately this is not a random sample of the population. In 
most cases, there were about 40,000 active users. On average, there were about four messages 
sent per user on the listed days. Over 150,000 messages were posted on each of these days, but 
only a small percentage <20% of them were geotagged. There is also evidence that geotagged 
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messages occur more frequently on the weekends, as shown in Figure 1.2. The percentage of all 
messages remains between 13% and 20%. 
As Figure 1.2 shows there is an increase in the number of posts to Twitter on the 
weekend for Saturday and Sunday, considering only the October and November posts. This may 
be due to several factors, including how users post to the network, and individual behaviours that 
are tied the Monday through Friday work week in the United States. Some of this behaviour can 
be gleaned from how users post to the sight. The API does not provide the type of device a user 
uses to post Twitter, but they do provide the source where the post originated from. 
 
Table 1.1. Twitter Activity for the dataset downloaded during the study time period on specific 
days. 
Day 
Total 
Messages 
Percentage 
Geotagged 
Unique 
Users 
Average Number of Messages 
Per Unique User for The Day 
10/04/2015 184,179 15% 44,810 4.1 (Std. 9) 
11/02/2015 189,243 13% 44,390 4.3 (Std. 9) 
12/02/2015 186,517 11% 42,256 4.4 (Std. 9) 
01/02/2016 173,909 25% 40,768 8.5 (Std. 20) 
02/04/2016 166,097 12% 41,293 4.1 (Std. 9)) 
 
Table 1.2. Most frequent sources of all non-geotagged posts for the October to February in the 
study region. 
Source of 
Twitter Post Total Twitter Posts 
Percentage of Non-
Geotagged Posts Unique Users 
Twitter for 
iPhone 23,261,403 73.50% 281,594 
Twitter for 
Android 4,748,492 15.00% 69,408 
Twitter Web 
Client 3,125,772 9.88% 56,634 
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Figure 1.2. Percentage of geotagged messages for the month of October and November by day of 
week. 
Table 1.2 shows the top sources from all non-geotagged posts during the study period. 
The most frequent source for these comes from the application Twitter for iPhone, with almost 
75% of all non-geotagged posts (of 23 million) coming from that source. This would indicate 
most of the users in the study area post from a mobile device, and do not geotag their posts. The 
distant second is another mobile source (Twitter for Android), and finally a web-based source of 
the Twitter Web Client. This last could be used on a personal computer device, or through a 
smartphone with a web browser. 
Table 1.3 shows the top sources from all geotagged posts during the study period. This 
list indicates that few of the geotagged posts come from legitimate sources. For example, 
TweetMyJobs and SafeTweet by TweetMyJobs clearly indicate that the messages from these 
sources are about jobs. A quick review of some of these posts, indicates this as well. Also, the 
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posts from Zorrotron and Collatron are likely from fake users, or ‘bots.’ A review of some of the 
posts and users indicate this, but so does the fact that approximately 400 thousand messages were 
posted from these sources over four months from only 38 unique users. That means at least 27% 
of the geotagged messages are not based on Twitter user activity. 
The top geotagged messages source is Instagram. This is a second social media platform 
primarily for taking photographs and short videos and sharing them publicly or to followers. This 
is primarily a smartphone based platform, but could be accessed through a personal computer. 
Each post may be tagged with a location and shared to other social media platforms such as 
Twitter and Facebook. The location that is tagged in the Twitter message likely comes from the 
Instragram location, and does not indicate that a user shares their location information. 
Fouresquare is another location-based social network. The mobile app allows users to 
find a location, or recommends one, and lets users check-in at this location. The platform was 
originally advertised as a game, where users could earn points for check-ins. Foursquare allows 
users to share their check-ins on Twitter, and this likely tags the Twitter message with the 
location.  
Table 1.3. Most frequent sources of all geotagged posts for the October to February in the study 
region. 
Source of Twitter Post Total Twitter Posts 
Percentage of Non-
Geotagged Posts Unique Users 
Instagram 2,307,885 49.35% 214,865 
TweetMyJobs 671,933 14.37% 521 
Foursquare 283,331 6.06% 13,954 
Zorrotron 251,767 5.38% 29 
Collatron 192,598 4.12% 9 
SafeTweet by 
TweetMyJobs 164,324 3.51% 158 
Twitter for Android 163,195 3.49% 7,020 
Twitter for iPhone 146,992 3.14% 5,892 
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Reviewing the sources and the number of unique users that post from those sources is a 
good method of identifying fake Twitter messages. The diversity of users such as with the 
Instagram source, with almost 215 thousand unique users using that source, indicates a diverse 
range of users. Whereas, the Collatron source has only 9 users producing 192,598 messages; or 
21 thousand messages per user. When most Twitter users only post once a day on average (at 
least for this study period), that would only be a few hundred messages per user, not thousands. 
Not every message on each day of the study period month in the Los Angeles area was 
collected. In some cases, a power outage prevented the collection of data, but this was typically 
for a very short period of time. In other cases, Twitter’s API suffered an outage where no data 
was provided. These were not systematically noted because they occurred at random times and 
given the passive nature of the collection process, it was not easy to determine if the stream had 
stopped. 
Intellectual Merits and Broader Impact 
The overarching aim of the study is to develop a robust understanding of nodes of 
transmission, both conceptually using time geographic theory and practically by identifying 
methods that may be adapted identify them. By developing systematic methods of identifying 
nodes of transmission we can better understand their role in the spread of infectious diseases. 
This research draws on well-established concepts within time geography and disease diffusion, 
while extending them to incorporate the idea of nodes of transmissions across scale.  
The impacts of the research will be two-fold. Nodes of transmission draws a link between 
the time geographic framework and disease diffusion theories, rooted in the time geographic 
constructs. This is important because it reframes thinking around disease diffusion so that it 
includes human activity across different scales (individuals to nations). It is also important 
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because it changes the current visualization strategy of disease diffusion to show two-
dimensional flow with arrows, to a space-time view of disease diffusion showing how disease 
activity does not stop as it flows from one point to another. Already alluded to, but scale is 
integral in this research. This research also fully integrates the notion of scale into the diffusion 
process by looking at nodes of transmission across many levels. This is reflected in the choice of 
methods by using hierarchical clustering, and the more abstract visualizations that are discussed 
in understanding nodes of transmission at a conceptual level. 
The second important aspect is the way place is viewed in disease diffusion. In the case 
of nodes of transmission, it is not viewed as a passive participant, but as a reason someone 
moves through space and time to interact with other individuals. In this case, the results of this 
research improve understanding in how diseases spread that may be used to improve modeling 
efforts. That is, incorporating new places of contact for individuals. The research will allow 
models to more realistically incorporate interactions between individuals beyond their home and 
work.  
This research draws on highly detailed individual level Twitter data. While it is not novel 
to use this type of data to examine rates of diseases, this research proposes and evaluates a more 
robust approach of identifying messages based on symptoms and self-reported diseases, rather 
than solely self-reported disease names.  
Finally, the results will be of interest to several disciplines, including medical and health 
geography, epidemiology, and spatial data mining. The research will assist in placing a focus on 
scale and movement within disease diffusion and infectious disease modeling. Infectious 
diseases, including emerging, remerging, or endemic, continue to place a burden on society 
(Meade and Emch 2010). For example, the impacts of influenza range from a reduction in 
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economic activity, healthcare costs, and 40,000 related deaths in the US per year (Cliff, Haggett, 
and Ord 1986; Lowen et al. 2007). Understanding, how these infectious diseases spread through 
society improves responses to epidemics, potentially targeting vaccination or quarantine efforts. 
If nodes of transmission are identified in real time (through surveillance efforts), or they are 
known as likely locations, then future transmissions might be prevented. 
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CHAPTER TWO:  
A TIME GEOGRAPHIC APPROACH TO SPATIAL DISEASE DIFFUSION AND 
VISUALIZING NODES OF TRANSMISSION 
Chapter Overview 
This chapter addresses the first objective of this research: the problem of defining a node 
of transmission. It seeks to develop a holistic framework using time geography to define nodes of 
transmission and link it to existing theory on disease diffusion. Nodes of transmission are 
defined through examples of disease spread (SARS and Ebola) relying on three important 
factors: movement, interaction and scale. This chapter provides a literature review of existing 
disease diffusion theories, and time geography. Using this foundation, nodes of transmission are 
defined using the time geographic concepts of space-time paths, stations, and bundling. This 
chapter adds to the measurement theory of time geography to include bundling represented as a 
cylinder. It also makes extensive use of space-time cubes to visualize the spread of disease. 
Using the aggregation and disaggregation of bundles as a starting point, scale is formally 
integrated into disease diffusion theories. 
Finally, this chapter lays the foundations and requirements for methods that can be 
applied to identifying nodes of transmission. Bundling is analogous to clustering, and this 
concept applies directly to the new space-time hierarchical clustering method that is developed in 
Chapter Four. This method integrates the three factors (movement, interaction, and scale) to 
identify bundles of activity for events representing the movement of individuals. Like the contact 
 18 
 
tracing discussed in tracking SARS and Ebola, the data represents known locations and known 
times. 
Introduction 
David Quammen relates the story of the global 2003 outbreak of Severe Acute 
Respiratory Syndrome—coronavirus (SARS-CoV)—in his book Spillover, which almost reads as 
a mystery/thriller novel (Quammen 2012). The story unfolds with a nameless physician visiting 
Hong Kong in February 2003 (Tsang et al. 2003), traveling from the rural parts of the 
Guangdong province, China, where he was treating patients with an unknown respiratory illness. 
Unbeknownst to the physician, he became infected with the same virus while in Guangdong. In 
Hong Kong he stayed on the 9th floor of the Metropole Hotel (Hsu et al. 2003; Tsang et al. 
2003). Despite feeling unwell, he went sightseeing around Hong Kong with his brother-in-law. 
Also staying at the hotel, was a 48-year-old Chinese-American businessman (across the hall), a 
26-year old woman from Singapore (same floor), and a 78-year old grandmother from Toronto, 
Canada (same floor). The physician would later be labeled different names: superspreader, index 
patient, or source patient, indicating his prominent role in the global spread of SARS (Hsu et al. 
2003; Ali and Keil 2006). At least 13 individuals (including his brother-in-law) can tie their 
infection to the physician and the hotel (Centers for Disease Control and Prevention (CDC) 
2003; WHO 2015). Those three aforementioned patients from the same hotel went on to spread 
the disease to Vietnam, Singapore, and Canada respectively, where they, in-turn, infected close 
family members and health service workers (Tsang et al. 2003). 
More recently in the West African country of Guinea where the Ebola virus (sometimes 
abbreviated as EBOV) spread from 2014 to 2015 before the rates of infection slowly dropped. In 
the prefecture of Kissidougou, Guinea, public health officials performed contact network tracing 
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to track the spread of disease, and identified a midwife assistant that one might also call a 
‘superspreader’ (Victory et al. 2015). The assistant had been performing a circumcision in a 
neighboring village three hours away before returning home. Within one week of his return, he 
had died from “Ebola-compatible symptoms” (Victory et al. 2015, 386). His funeral was 
attended by at least one hundred individuals from his and neighboring villages. The traditional 
funeral rites in “Guinea and other West African countries typically involve washing, touching, 
and kissing of the body of the deceased…it is likely that several attendees could have had direct 
contact with the body and body fluids” (Victory et al. 2015, 387). The contact tracing revealed at 
least 85 confirmed cases of Ebola were tied to this funeral, including individuals who had 
attended or had contact with attendees. 
Interactions between individuals occur throughout their activity spaces, which may 
include visits to home (contact with family), work (contact with friends and coworkers), or at 
another meaningful location (e.g., hotels, or funerals). The location of contact plays an important 
role, acting as a node of transmission (Remais et al. 2010), a place where the infected individuals 
came into contact. As the Metropole Hotel or funeral show, a node of transmission may be any 
location that enables the interaction of infected and susceptible individuals. 
Movement is the glue that ties these nodes of transmission together, from Hong Kong to 
Hanoi, from a village to a funeral, from a hotel to a hospital, or from a hotel room to a lobby. 
Movement facilitates the spread of disease (Prothero 1977). Without movement, a superspreader 
may not encounter susceptible individuals at the right time and place. The outbreak of SARS 
occurred in rural areas of the Guangdong province where the virus could jump from its animal 
host to a human. It may have stayed there, contained, had the physician not moved within the 
province and then to Hong Kong. The speed at which he and the others traveled, including the 
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later flights out of Hong Kong, allowed the virus to incubate inside the patient without them 
knowing, the so-called space-time disease lag (Schærström 1999). The midwife assistant 
potentially caught the Ebola virus while moving between villages to perform his duties, and the 
attendees certainly met at the funeral then returned to their homes. 
Scale is the final component, and it works across both interaction and movement. 
Movement may be at local levels, walking across the street or down the hallway to the hotel. 
Movement may occur regionally, or globally, and may involve only an individual or groups of 
individuals (migrations) (Prothero 1977). Interactions may also be thought of across different 
scales, particularly in traditional disease diffusion studies. Regions interact, or cities interact, 
such that a disease spreads from one region to another (Hong Kong to Hanoi in one example of 
SARS spread). The interaction may be on the individual scale as well, a handshake or holding 
the door open. 
These examples focus on only spatial scales, but temporal scales should not be ignored. 
Movement may be a slow process, taking years, or a lifetime, as the case of migrations. They 
may be rapid, taking only days, or hours, to move from the rural areas of China to Hong Kong. 
These time scales work in conjunction with disease time scales, such as the latent/incubation 
period, infectious period, and clinical symptoms period (Cliff, Haggett, and Ord 1986; 
Schærström 1999). Interactions between different individuals work in different time scales. The 
Chinese businessman and the physician may have never had physical contact, but perhaps the 
businessman walked down the hallway shortly after the physician, or used the same elevator. The 
spread of disease can, and should, be understood across different spatial and temporal scales. 
While the accounts of SARS and Ebola provide some anecdotal evidence of nodes of 
transmission and the mechanics (interaction, movement and scale) that surround them, there 
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remains a need for a formal theoretical framework to improve our understanding of them. Also, 
the framework will help to better understand how the three components, and the agents involved, 
form nodes of transmission. Prior research often focuses on diffusion processes retrospectively at 
regional or country levels (Pyle 1986; Cliff and Haggett 1989; Cliff, Haggett, and Smallman-
Raynor 2000), or develops models of the dynamics of disease transmission. The most common 
of these models, Susceptible Infected Recovered (SIR), is a-spatial, focusing only on time, and 
assumes homogeneous interaction (Kermack and McKendrick 1927; Bian 2004; Sattenspiel 
2009; Bian 2013; Chen 2014). In such models, individuals in each compartment (susceptible, 
infected, and recovered) can interact with any other individual which does not necessarily reflect 
reality. Spatial extensions to these simple compartmental models operate on global and regional 
scales. Individual and network based models improve upon the simple models by explicitly 
modeling “each individual, keeping track of the state of each member of the population and of 
underlying characteristics associated with those individuals” (Sattenspiel 2009, 26). Movement is 
incorporated into individual and network models by using real-world road networks with 
individual trajectories or space-time paths (Bian and Liebner 2007; Yang and Atkinson 2008; 
Yang, Atkinson, and Ettema 2008). However, the incorporation of interaction locations, nodes of 
transmission, has been limited to nighttime (home) and daytime (work) contact locations (Bian 
2004; Bian and Liebner 2007; Bian et al. 2012). Although there is a new push for what Zhong 
and Bian (2016) refer to as location-centric network models, which incorporate a more robust 
understanding of nodes of transmission. 
In this chapter, the time geographic framework is used to develop a formal definition of 
what nodes of transmission are and how they are created through interaction, movement, and 
scale. Stations, bundles, and paths will be used to create the formal definition. In addition to 
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using Miller’s (2005) measurement theory of time geography, this paper adds to those by 
formally defining bundles of both paths and stations. These foundations allow us to link the new 
definition of nodes of transmissions to existing work on disease diffusion, and new ways of 
visualizing the path of a disease across time and space scales. This is done through bundling 
paths and stations, or disaggregating these bundles, to show the flow of the disease as well as its 
time frame (including the space-time lag).  
 
Background 
The discussion of nodes of transmission is rooted in two broader space-time geography 
conceptual and theoretical frameworks: time geography and spatial diffusion (particularly 
disease diffusion) (Gatrell and LaFary 2009). The definition of a node of transmission will be 
developed from three existing time geography constructs: stations, paths, and bundles. Each of 
these relates to interaction, movement and scale. We will also add a formal definition of bundles 
to Miller’s (2005) measurement theory, so that we can incorporate nodes of transmission into 
existing disease diffusion theory. In addition, this will add a formal definition of scale into 
disease diffusion.  
Time Geography 
Time geography is considered a conceptual framework and visual language originally 
developed by Hägerstrand (1970) (Dijst 2009). It is considered one “of the earliest analytical 
perspectives for the analysis of human activity patterns and movements in space-time” (Kwan 
2004, 267). At its core, it represents a “resource” view of time and space, where “particular 
intervals” of time are allocated for particular uses in the same way space is allocated (Thrift 
 23 
 
1977, 4). But, this is not in the sense that the resource is accumulating, as “[time] is not a budget 
like money that can be saved up for later use” (Dijst 2009, 266). 
Within Hägerstrand’s original discussion paper, he laid out the concepts of paths, prisms, 
stations, bundles, and constraints. The trace an individual, or more generally an agent, leaves 
through time and space is termed the space-time path, visualized as a continuous line in 2 or 3-
dimensions (2D or 3D). When multiple paths are considered, there is potential for them to 
converge, or bundle, in time and space at specific locations called stations (Hägerstrand 1970; 
Miller 2005). Miller (2005) formalized these conceptual constructs in his measurement theory 
for time geography, supplying parametric functions and mathematical definitions of each.  
Key Definitions in Time Geography 
Three key concepts are used to define nodes of transmission and bridge them with disease 
diffusion processes: space-time path, stations, and bundles. The core of these is the space-time 
path, which is defined as a sequence control points (time stamped locations), and path segments 
connecting the control points. Formally (following Miller’s (2005) notation), a single control 
point is defined in equation 2.1 ; where ݐ௜ is a discrete time stamp, and x࢏ is a vector location. 
Thus, a control point is an expression of a location known to be visited. This is opposed to the 
expression of uncertainty described in the space-time prism, which is a volume of potential 
activity locations (Winter and Yin 2011; Miller 2014). The sequence of the space-time path (ܥ) 
is a series of time ordered control points given by equation 2.1; where ݐ௦ and ݐா are the start time 
and end time, respectively, of the sequence. 
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ܿ௜ ≡ ܿ(ݐ௜) =  x࢏ 2.1 
 
ܥ = ൛ܿௌ, ⋯ , ܿ௜ , ௝ܿ , ⋯ , ܿா|ݐ௦ <  ⋯ < ݐ௜ < ݐ௝ < ⋯ < ݐாൟ 2.2 
 
The space-time path is also commonly referred to as a trajectory (Lenntorp 2004; 
Chardonnel 2007; Lee and Krumm 2011; Buchin, Dodge, and Speckmann 2012) (see Figure 
2.1A). It is important to assign an appropriate reference point and scale to time (seconds versus 
major life milestones) (Dodge, Laube, and Weibel 2012; Laube 2014a). The 3D visualization of 
this path, where time is represented on the z-axis and location represented on the x and y-axes, is 
known as the space-time aquarium. When an agent is moving, the slope of the path along the z-
axis is shallow while x and y values change regularly. While an agent is stationary the x and y 
values do not change, and the slope of the path along the z-axis is nearly 90-degrees, and is 
called a stop - a location where an individual stays for certain durations. A 2D visualization 
conflates space along the x-axis, and time along the z-axis (as in Figure 2.1). 
 
 
Figure 2.1. Schematic of time geographic concepts: (A) Space-Time Paths, (B) Stations, and (C) 
Bundles 
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An agent may stop for a variety of reasons, including performing an activity alone or 
shared. When agents come together to perform an activity, the movement reflects at least four 
grouping patterns known as flocking, leadership, convergence, or encounter (Laube, Kreveld, 
and Imfeld 2005). The purpose of these patterns may vary but often they revolve around a station 
where agents gather (in the leadership pattern another agent replaces the station). This provides a 
loose definition of a station as a location where the space-time paths of agents bundle for an 
activity (e.g. shopping, work, home) (Thrift 1977; Miller 2005).  
The formulation for stations and bundles are based primarily on intervals of time, easily 
understood using the notion of the operating hours of a business (see Figure 2.1B and C for 
schematic representations of these). A retail location is open during a certain time interval where 
individuals may converge at that location during that time interval. Miller’s (2005) parametric 
equation of a station is considered as a fixed location with a list of ordered pairs of start and end 
times shown in equation 2.3;  where ܳ௜(ݐ)  is a station, i, x௥  is the location of the station, ∨ is a 
logical predicate OR operator that identifies the kth start and end times for station i. The start and 
end times might be formal opening hours, or derived from when an individual visits the fixed 
location. Unlike classical time geography, Miller (2005) treats the station as a path rather than 
cylinder. 
ܳ௜(ݐ) = x௜  , ሧ ݐ ∈ [ݐௌ௥ , ݐா௥]௞
௞
ଵ
 2.3 
A station may be detected from the bundling of agent’s space-time paths, or may already 
be known. Bundling requires comparing space-time paths through both their spatial and temporal 
similarities, or compared against the station’s location and time intervals to detect specific 
bundling around the station. As an example, for two space-time paths to bundle, they need to be 
inclusive of the same time interval, and spatially proximate. Given an open time interval (ݐ஻ᇱ , ݐ஻ᇱᇱ), 
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the paths must be inclusive (not starting or stopping during this interval) (equation 2.4), and must 
be spatially proximal by some user-defined threshold distance, ்݀ (equation 2.5). That is, the 
distance between path, i, and path, j, is less than the distance threshold for all times in the open 
time interval. By extension, the distance metric is left open to the user, but may be defined 
generally as shown in equation 2.6; where ݀൫ܿ௜ , ௝ܿ൯ is the distance between control points i and j; 
and ‖∙‖ is the distance operator. The difference in time, ∆ݐ௜௝, is a simple subtraction from the 
most recent time point from the previous time point (equation 2.7). 
A station may have at least two meanings: a fixed location such as brick and mortar store, 
or a significant/meaningful place to the individual that lacks a physical structure. These latter are 
important places that are often derived from individual’s raw sensor and trajectory data, and are 
often the goal in activity recognition tasks and trajectory mining (Zhu, Zheng, and Yang 2011).  
ݐௌ ≤ ݐ஻ᇱ ∧ ݐா ≥ ݐ஻ᇱᇱ 2.4 
ฮ ௜ܲ(ݐ) − ௝ܲ(ݐ)ฮ ≤ ்݀  ∀ݐ ∈ (ݐ஻ᇱ , ݐ஻ᇱᇱ) 2.5 
݀൫ܿ௜ , ௝ܿ൯ =  ฮx௜ − x௝ฮ 2.6 
∆ݐ௜௝ = ݐ௜ − ݐ௝ 2.7 
Disease Diffusion 
Time, alone, has always been integral to studies in medical and health geography, as 
exampled by the many models of disease transmission. However, time geographic theories have 
received less attention (exceptions include: (Prothero 1977; Schærström 1996; Sabel et al. 2000; 
Schærström 2009)). There is a revival of sorts with renewed attention to time geography in what 
is now called geographies of health (Jacquez, Greiling, and Kaufmann 2005; Kwan 2009; Sabel 
et al. 2009; Sabel, Pringle, and Schærström 2009, 2009; Vallée et al. 2010; Jacquez and Meliker 
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2011; Delmelle et al. 2012; Kwan 2013), in particular as applied to environmental exposures 
using life history and geospatial lifelines (Löytönen 1998; Sabel et al. 2009).  
Traditionally, it was Hägerstrand’s first major contribution to geography, spatial 
diffusion, that provided a greater influence. Spatial diffusion has been extended from the original 
innovation diffusion into many different areas including the study of how diseases spread 
through space and time, called disease diffusion. Spatial diffusion considers four patterns of 
movement for the phenomena of interest: expansion, relocation, contagious and hierarchical 
diffusion processes (Gould 1969; Pyle 1979). Hierarchical diffusion is in the sense of a size, such 
that a disease spread from large cities to smaller ones. There is also a mixed diffusion process for 
cases exhibiting more than one of the preceding patterns  (Cromley and McLafferty 2012). 
Additionally, Pyle (1979) describes how these diffusion processes “operate at a variety of 
geographic scales” as layers of diffusion (139). 
All five of these processes incorporate notions of time, transmission, and movement 
across different scales. For example, in a mixed hierarchical diffusion process between involving 
two cities, there is potential for an epidemic occurring at the same moment – synchrony, and 
movement between these two cities and regional cities allowing the disease to diffuse outwardly 
(Viboud et al. 2006). To identify these patterns, medical geography uses a variety of techniques. 
The most common of which are: static maps showing changes over time, statistical analyses 
(spatial autocorrelation and hotspot detection in particular) (Cliff and Haggett 1989), and 
simulation models such as agent-based models (Bian 2004). 
Time Geography and Disease Diffusion 
Schærström (1996, 2009) developed “time geography as a framework for 
epidemiological analysis,” developing the concept of space-time lag of diseases (Aase 1997, 57). 
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He also developed five scenarios of space-time exposure to pathogens based on the time 
geographic constructs for the micro-scale: occasional and recurrent contacts; continuous or 
intermittent exposure; protracted exposure – delayed effect; immobile source – mobile agent; and 
immobile sources – mobile susceptible  (Schærström 1996, 2009). These focus on the movement 
of individuals and vectors. Here we seek to incorporate the notion of nodes of transmission into 
the first of these scenarios.  
Figure 2.2 demonstrates how contact and exposure occur at a station representing the 
node of transmission (Schærström 2009). In the figure, space is represented on the x axis, and 
time on the y axis. The spacing of the space-time paths should not be taken as an indication of 
actual distance between individuals; it is for clarity and readability. Figure 2.2A only 
demonstrates the occasional contact of two individuals (ܥଵ and ܥଶ) at station ܳଵ. The ellipse is 
meant to designate where the contact is occurring. 
 
Figure 2.2. Space-time paths of individuals: (A) paths of two individuals coming into contact at a 
station ܳଵ, (B) the path of a host, ܥ௛, comes into contact at a station, ܳଵ, and infects individual 
ܥ௦ଵ, but not other individuals. 
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Figure 2.2B incorporates multiple space-time paths and the transmission from a host (ܥ௛) 
individual to some susceptible individuals (ܥ௦ଵ, ܥ௦ଶ, ܥ௦ଷ). The dashed line indicates which 
individuals are sick and when. Contact between the individuals is made at station ܳଵ. During 
contact, only ܥ௦ଵbecomes infected, as designated by the change from solid to dashed lines. Note 
that ܥ௛, ܥ௦ଵ, and ܥ௦ଷ spend the same amount of time at the station, but ܥ௦ଶ arrives later and 
spends less time at the station. The actual transmission occurs at the station, but would not be 
recognized in individual ܥ௦ଵ until a later time (space-time lag of the disease). The actual node of 
transmission in Figure 2 could be derived from the bundling of the paths and the station, and in 
this case the station could be called the node since it clearly has a physical location. The next 
section provides a more formal definition of nodes of transmission. 
Defining Nodes of Transmission 
While Schærström’s (1996, 2009) work incorporated notions of time geography, they did 
not discuss the importance of the node of transmission in facilitating the spread of the disease. 
To begin with the time geographic concepts, a node of transmission may be a station, a bundle of 
stations, or a bundle of space-time paths. For this paper, the bundle is the most flexible definition 
of a node, since a station may be interpreted as a bundle as described below. Ultimately, this 
flexibility allows a node to be anything from a known structure, such as the Metropole Hotel, a 
workplace, or a hospital, to a significant place derived from the movement behaviors of groups 
of individuals. In the former, this is easily represented as a station, and the latter may be derived 
from a bundle. Using the more encompassing definition of a bundle allows for the benefit of 
providing a radius around a location which accounts for several cases of transmission and 
exposure from infection by a vector to an environmental exposure. 
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This treatment requires expanding on Miller’s (2005) definition of a bundle to encompass 
both the bundling of space-time paths and stations. Thus, we revert to representing a bundle as a 
cylinder that requires a radius, a height, and a location in space. Height is taken from the 
difference in time (equation 2.7), and radius is a measure of spatial distance. In addition, the 
cylinder is a nice visual metaphor of the process of encompassing stations and space-time paths 
at different geographic scales. When ‘flattened’ to a two-dimensional plane, the cylinder 
becomes a circle with a location and radius.  
The parametric equation for the bundle as a cylinder is shown in equation 2.8; where x஻ 
is a vector of the x and y coordinates of the center of the cylinder, ݎ஻ is the radius as defined 
below, and ℎ஻ is the height of the cylinder. The height is derived from the closed time interval of 
the bundle [ݐ஻ᇱ , ݐ஻ᇱᇱ], and is the difference between these (Δݐ஻). In turn, ݐ஻ᇱ  and ݐ஻ᇱᇱ are derived from 
the start and end times of the space-time paths or stations that are being compared; for example, 
if there will be a set of starting and ending times for a given set of stations (ܳℝ௜ ) that is within the 
region of interest, ℝ. Equation 2.9 shows that the starting time ݐ஻ᇱ  is at least equal to the 
minimum starting time of all stations in the set ܳℝ௜ , and equation 2.10 gives the end time ݐ஻ᇱᇱ 
which is at least the maximum of the end times of the stations in the same set. A separate 
cylinder would need to be defined for each pair of start and end times for a given station, since 
the cylinder cannot be disjoint. 
 
ܯ஻(ݎ஻, ℎ஻) = x஻ 2.8 
ݐ஻ᇱ ≥ min൫൛ݐௌ௜ หݐௌ௜ ∈ ܳℝ௜ ൟ൯ 2.9 
ݐ஻ᇱᇱ ≥ max൫൛ݐா௜ หݐா௜ ∈ ܳℝ௜ ൟ൯ 2.10 
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The start and end times of stations may be known as in the case of store. However, in the 
context of a node of transmission, the exposure or disease (e.g. onset, or period of infectivity) of 
interest might define the start and end times of the cylinder; especially when considering the 
space-time lag of diseases. This would certainly be the case where the bundle is derived from the 
space-time paths of individuals. For example, the Metropole Hotel’s bundle’s height could be 
derived not by the hotel’s opening and closing hours, but when the disease was present at the 
hotel.  
Finally, the radius is defined by the distance between all station locations and the center 
point of the cylinder in equation 2.11, where ݀(x஻, x௜) is defined in equation 2.12. Using the case 
of the set of stations within the region of interest, ܳℝ௜ , the radius of the cylinder, ݎ஻is at least the 
maximum of the set of all distances from the center of the cylinder x஻ , to the location of each 
station in the region of interest. Defining the center point could take on many different scenarios, 
but one case would be to use the mean center of the set of station locations. 
 
ݎ஻ ≥ max൫൛݀(x஻, x௜)หx௜ ∈ ܳℝ௜ ൟ൯ 2.11 
݀(x஻, x௜) =  ‖x஻ − x௜‖ 2.12 
 
Based on this definition, a station can be considered as a special case of a bundle where 
ݎ஻ = 0 and the set of time intervals only contains a single pair of start and end times. For 
example, the bundling of the individual’s path through the suspected-Ebola victim’s funeral 
could create a station at that location. Figure 2.3 presents this convergence behavior and the 
derivation of a bundle from the paths. As with Figure 2.2B, the path of a host individual is shown 
as a dashed line. At this bundle, the susceptible individual becomes infected and returns to their 
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original location. The location of the bundle at x஻ and the time interval [ݐ′஻ , ݐ′′஻] could be treated 
as a station if needed. 
 
Figure 2.3. A bundle derived from the space-time paths of individuals. 
Within the scenarios presented so far, there are at least two views of what nodes of 
transmission are: Lagrangian and Eulerian (Both et al. 2012; Laube 2014a). For Lagrangian, a 
node of transmission is defined by the paths of the individuals who stop there, whether it is a 
known station or bundle derived from the person’s paths. That is, infected individuals at some 
point visited that node. The Eulerian view is to select a node and then determine who stops at 
that node and eventually become infected. The former is retrospective in its nature since infected 
persons need to be known along with their paths. The latter’s goal would be to detect what kinds 
of stations aid in the transmission from host to susceptible. 
Link to Disease Diffusion 
Two goals of the discussion of nodes of transmission presented in this paper is to link 
them to existing theories on disease diffusion and to incorporate notions of scale. Scale is 
intuitively incorporated into this discussion using bundling. To view the outbreak of a disease 
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from different scales (country, city, or street levels for example) is a matter of aggregating and 
disaggregating bundles, paths, and stations.  
Incorporating existing disease diffusion theories requires connecting different bundles 
using their own space-time paths. Nodes of transmission may be linked through a path 
connecting the onset of disease from the previous location. Paths between these two features 
might be common routes of travel. If Hong Kong is a bundle of stations (e.g. the Metropole 
Hotel station, hospital, and airport) and Toronto, Canada, is another bundle of stations, then the 
flight path is a trajectory between these indicating the flow of the disease from one bundle to the 
other.  
The complexities of disease diffusion make them better suited to the cylinder and path 
representations than the flat two-dimensional version typically used. Figure 2.4 presents two 
bundles connected by a space-time path. The individual bundles have different heights, and start 
and end times. The path begins on the left bundle and then ends with the new bundle. The left 
bundle’s epidemic does not stop when an agent brings the disease to the second bundle.  
 
 
Figure 2.4. Space-time path connecting two nodes of transmission. 
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Traditional visualizations of disease diffusion create the false impression that the 
epidemic leaves the originating node as it spreads to surrounding areas; whereas, it may continue 
for a long time in the originating area after spreading. Figure 2.5 shows the mixed diffusion 
process with expansion from a major city to smaller neighboring cities, and hierarchical 
transmission to other major cities. Other than arrows implicitly indicating time by suggesting the 
major city was first then outer ring cities second, there is no sense of time. The space-time 
visualization shown in Figure 2.5 does give an appropriate time scale to the epidemic and their 
overlap. Figure 2.6 more explicitly shows the mixed diffusion pattern using the nodes of 
transmission approach. The overlapping time-frames and order of diffusion is shown more 
clearly. 
 
Figure 2.5. Traditional mixed diffusion pattern (after Cromley and McLafferty 2012). 
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Figure 2.6. Nodes of transmission approach to the mixed diffusion pattern. 
 
Constraints 
While the concept of constraints is not directly explored in this paper, their relationship 
with the key notions of the time geographic framework is important. The way constraints 
influence how infectious disease spread within a time geographic framework is certainly an area 
that is understudied. In Hägerstrand’s (1970) original conception of time geography, constraints 
influence the shape of an agent’s space-time paths. The most basic, particularly for human 
agents, is the capability constraints that reflect the physical restraints a person would face for 
eating, or sleeping. The physician and subsequent infected persons required a place to sleep, so 
capability constraints shaped their path to intersect at the same hotel. Coupling constraints shape 
the way agents interact with each other, placing limits on the ‘where’ and ‘when’ they interact. 
The funeral practices of Guinea shaped when and where individuals came together for a funeral, 
and how they interacted with the body or other mourners. Authority constraints reflect the power 
relations, or “fiat restrictions,” within the space-time path (Raubal, Miller, and Bridwell 2004, 4). 
The ability, or inability, to travel from mainland China to Hong Kong is influenced by these 
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types of constraints. In the case of SARS, the physician could travel to Hong Kong where there 
was greater autonomy for travelers to fly in and out of that station. After the Ebola outbreak in 
West Africa, many countries restricted flights and travel to the countries suffering from the 
epidemic. Whether this restricted the outbreak from spreading beyond this region (excepting a 
few scattered cases) is not known. 
Visualizing Nodes of Transmission 
Having formally defined the components of nodes of transmission, we will revisit the 
earlier example and apply the concepts to a visual example. Figure 2.7 recreates the SARS 
outbreak in 2003. The paths of the individuals described in the introduction meet at the 
Metropole Hotel, a station ܳMetropole, then move to different countries, also represented as 
different stations. These might be hospitals, hotels, or homes depending on the individual. 
Different levels of bundles are created for each area. China contains three bundles: a bundle of 
the Guangdong Province incorporating the original outbreak, a bundle of the paths around the 
station at the hotel, and a bundle that incorporates Hong Kong, the Metropole Hotel, and 
Guangdong Province. The start and end times of the bundles are taken from the period of 
infectivity within that country, so no bundles are placed around the start of the paths for the 
different individuals before they stayed in Hong Kong. More general bundles are placed around 
Canada, Vietnam, and Singapore. 
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Figure 2.7. Space-time node of transmission visualization of the SARS outbreak involving the 
Metropole Hotel. 
 
The bundles are connected through the space-time paths of the individual hosts that 
traveled outside of Hong Kong. If this aquarium visualization is flattened to different scales, and 
the bundles disaggregated, the same outbreak can be seen as a layered disease diffusion 
hierarchical pattern. Chapter Two displays this pattern as separate layers instead of single 
visualization. The layering of diffusion (see Pyle 1979) is taken by breaking the bundles into 
their different stations. This latter diffusion pattern (the bottom layer) appears to be relocation 
diffusion, where the physician moved from the province to Hong Kong, or even expansion 
diffusion since SARS “spread spatially and temporally until increasing numbers of individuals 
become aware of [it]” (Pyle 1986, 137). That certainly was the case with SARS after it spread to 
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Hong Kong and then outside of China. It can also be seen how this can translate well to a 
directed graph type network model.  
 
 
Figure 2.8. Traditional disease diffusion visualization of the SARS outbreak. 
 
The Ebola outbreak tied to a funeral in Guinea demonstrates the development of a bundle 
from space-time paths, and the derivation of a node of transmission. Figure 2.9 presents the 
space-time path of several susceptible converging on the funeral and returning to their villages 
and towns. The deceased (the likely host of the disease) is treated as stationary path. The funeral 
is a bundle that incorporates the paths of attendees from when they encountered the body and 
when they leave. As before, the dashed line indicates a person carrying the disease.  
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Figure 2.9. Bundling of space-time paths to identify a node of transmission. 
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CHAPTER THREE:  
LITERATURE REVIEW OF TEXT CLASSIFICATION METHODS 
Chapter Overview 
This research makes use of Twitter social media data to identify people that are possibly 
infected with an influenza-like-illness. Three parts of the Twitter message will be used for this: 
the text, timestamp of when the message was posted, and the location (if available). The location 
will be reviewed in more depth in Chapter 5. The process of evaluating the text and classifying 
the message requires classification algorithms and natural language processing techniques. 
This chapter will begin with a broad overview of how social media, and big data, are used 
in disease surveillance and outbreak detection. Those studies often rely on machine learning and 
text analysis methods. The second part of the chapter will provide an overview of how text data 
is processed and classified using the training/test paradigm. Three methods will be discussed: 
Naïve Bayes Classification, Support Vector Machines, and Decision trees. Those three methods 
are applied to the Twitter data to classify the messages. In addition, Latent Dirichlet Allocation is 
discussed since Chapter 5 uses it as a potential filtering method to further identify misclassified 
messages, through a process of deriving information from unstructured text data, commonly 
referred to as topic modeling. Finally, an overview of supporting methods such as cross-
validation and gradient descent are discussed for background information. 
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Introduction and Background to Disease Surveillance and Big Data 
Because of this research’s reliance on Twitter data, it easily fits within the broader 
domain of disease surveillance using social media to detect outbreaks. Traditional surveillance in 
epidemiology and public health refers to the task of tracking outbreaks of diseases within the 
region of interest. In the US, this is most often done through reporting systems that rely on 
medical professionals to report new cases of certain diseases like influenza. The goal of these 
systems is to detect an outbreak before it gains a foothold, allowing public health officials to 
respond quickly. Alternatively, new approaches to surveillance rely on publicly produced data to 
identify new outbreaks. This massive amount of information generated by amateurs would fall 
under the territory of so-called Big Data. Detecting these outbreaks using automated methods to 
identify aberrations and anomalies in the data that may imply an outbreak is an important area of 
research (Chen, Zeng, and Yan 2010).  
Big Data and data-driven research have had a profound affect in geography, pushing it 
from a data-poor discipline to a data-rich one (Hahmann, Purves, and Burghardt 2014; Miller and 
Goodchild 2014). Miller and Goodchild (2014) list the three Vs of Big Data as “(1) volume – the 
amount of data that can be collected and stored; (2) velocity – the speed at which data can be 
captured; and (3) variety – encompassing both structured…and unstructured” (3). Much of this 
Big Data is supplied through citizens as active participants creating data, or passively supplying 
it through location-based social networks, or social media, and Location Aware Technologies 
(LAT).  
There are several different categories of Big Data in geography, such as crowdsourcing, 
Volunteered Geographic Information (VGI), Participatory GIS (PPGIS), citizen donors or 
sensors, and User Generated Content (UGC) (Goodchild 2007; Sui and Goodchild 2011). 
Common to these areas is that the citizen is considered an amateur, or non-expert. Either the 
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citizen is used as a distributed problem solving network, or they are used to create geographic 
information (Goodchild 2007, 2009; Goodchild and Glennon 2010). Furthermore, there is a 
sense of what Lazer et al. (2014) calls “Big Data Hubris” (1203). This is the “assumption that big 
data are a substitute for, rather than a supplement to, traditional data collection and analysis” 
(Lazer et al. 2014, 1203). This is particularly evident in papers that report their findings based on 
Twitter data that lack any support from other studies and potentially ignore the messiness in the 
data (e.g., Golder and Macy 2011). As Lazer et al. (2014) suggest, “quantity of data does not 
mean that one can ignore foundational issues of measurement and construct validity and 
reliability” (1203). As an example, the authors show how Google Flu Trends predicted “double 
the proportion of doctor visits for influenza-like illness (ILI) than the centers for Disease Control 
and Prevention (CDC)…” (1203). However, this does not imply that useful information cannot 
be learned from Big Data and social media for outbreak detection. This has been demonstrated in 
platforms like HealthMap and FluNearYou that map when and where outbreaks or occurring, or 
other studies that discussed below. 
Both crowdsourcing and VGI are popular amongst health applications, specifically within 
two main areas: natural disasters and disease outbreaks. Ushahidi and Crowdmap (see Freifeld et 
al. (2010) or Boulos et al. (2011) for descriptions), provide platforms that can be implemented in 
a crisis that allow volunteers and disaster coordinators to collect valuable spatial information. 
HealthMap and FluNearYou, aggregate information about disease outbreaks provided from 
sources such as ProMed and crowds to plot the location of diseases (Brownstein, Freifeld, and 
Madoff 2009; Chen, Zeng, and Yan 2010). These web map platforms may also provide 
questionnaires to understand travel-activity patterns to better understand disease risk patterns 
(Haddad et al. 2014). Boulos et al. (2011)and Brownstein, Freifeld, and Madoff (2009) provide 
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overviews of these technologies in the context of mobile health applications, and the applicable 
standards in use. Their focus is on web-based mapping platforms rather than analysis of 
crowdsourced information. 
This research relies on the Amazon Mechanical Turk platform to manage a network of 
amateurs used to classify messages based on their health status. This platform falls under 
crowdsourcing, but the people receive a payment compensation for their work. In that sense, it is 
not a voluntary effort to classify the messages like FluNearYou. 
Using terms like volunteered and participatory seem are inappropriate in the case of data 
collected through social media platforms like Twitter. While the data is still generated by non-
experts, these traditional terms imply that the citizen, and by extension the researcher using the 
citizen’s data, are actively participating together. Of course, this is often not the case. The citizen 
is actively producing data, while the researcher is passively collecting it, with or without the 
citizen’s knowledge. Other terms that are more appropriate, specifically for disease surveillance, 
are infodemiology and Digital Disease Detection (DDD) (Eysenbach 2002, 2009; Brownstein, 
Freifeld, and Madoff 2009; Salathé et al. 2012; Vayena et al. 2015). These are loosely grouped 
under the domain of infoveillance and include the “mining, aggregating, and analysing [of] 
online textual data in real-time” (Chew and Eysenbach 2010, 2). Both subfields originate out of 
data-driven research and are reliant on Big Data as a source. There are differences between their 
application and use. 
Infodemiology, called by Eysenbach (2011) as the epidemiology of information, analyses 
information and “communication patterns on the web” (155). Formally, it is “the science of 
distribution and determinants of information in an electronic medium, specifically the Internet, or 
in a population, with the ultimate aim to inform public health and public policy” (Eysenbach 
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2009, 3). Whereas, DDD uses “electronic data sources that emerged with the advent of 
information technology…[with] the idea that information relevant to public health is now 
increasingly generated directly by the population through their use of online services” (Vayena et 
al. 2015). While the data for both these fields relies on Internet based sources, infodemiology 
appears to apply epidemiological methods on public health related information obtained through 
Internet sources; whereas DDD emphasizes disease outbreak detection, ideally in real-time.  
Approaches to Digital Disease Detection 
There are currently two main approaches to identifying disease outbreaks that rely on 
methods developed for analyzing Big Data, particularly regarding text classification and 
analysis. One approach analyzes existing surveillance reports to identify outbreaks, and the 
second classifies textual information from internet or social media sources (Culotta 2010; 
Lampos and Cristianini 2010; Lampos, Bie, and Cristianini 2010; Achrekar et al. 2011; 
Signorini, Segre, and Polgreen 2011; Lampos and Cristianini 2012; Broniatowski, Paul, and 
Dredze 2013; Aslam et al. 2014; Paul and Dredze 2014; Broniatowski et al. 2015; Santillana et 
al. 2015). The former is different in the sense that content is generated by experts, medical 
professionals, that write the report. It is nonetheless challenging, as demonstrated by Chen, Zeng, 
and Yan (2010) by listing seven different ways the phrase “chest pain” could be reported. 
The second approach stands as a complement to existing reporting systems, and not a 
replacement. At present, most of these studies have examined the data retrospectively in a way 
that might be called an “archaeology of the present” (Giannotti and Pedreschi 2008, 8). The two 
areas of interest in this approach is the use of search engine queries and social media data. Most 
studies typically focus on Influenza-Like-Illnesses (ILI). Search engine query detection rely on 
an uptick in the number of searches related to a specific disease, and these rates are then 
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correlated to infection rates nationally (Ginsberg et al. 2009; Seifter et al. 2010; Olson et al. 
2013). This approach relies on only recognizing the name of a name of disease rather than 
identifying its symptoms. Eysenbach (2006) suggested this method was a “promising method for 
public health surveillance,” and it has been encapsulated into the Google Flu trends tool (247). 
The results are influenced by individuals searching for information about outbreaks, such as the 
H1N1 outbreak in 2009, rather than individuals saying they have the infection (Butler 2013; 
Lohr 2014) 
In addition, social media platforms, most commonly Facebook and Twitter, are also 
searched for discussions about disease or self-reported diseases (Chew and Eysenbach 2010; 
Chunara et al. 2013). The social media statuses are evaluated and classified into different 
categories, by hand or through automated means, to see if the user is reporting a specific disease 
(again, typically an ILI). To test the effectiveness of this data source, rates of classified text are 
compared against national rates reported in traditional surveillance methods (Nagel et al. 2013; 
Aslam et al. 2014; Allen et al. 2016). Some studies work across multiple scales, but typically the 
finest resolution has been for major cities in the United States. This corresponds with what is 
available from reporting systems.  
Nagel et al. (2013) and Allen et al. (2016) examined Twitter messages across multiple 
major cities for influenza/ILI and pertussis (whooping cough) to identify correlations between 
rates of these diseases and Twitter activity (see also Aslam et al. 2014a).They used keyword 
searchers for technical names of the diseases as well as more informal descriptions. They found 
strong correlation with official rates of ILI and pertussis incidences and the informal language. 
They also found stronger correlation with non-retweets than retweets. Their study shows the 
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importance of using informal language and removing superfluous Twitter messages, such as 
retweets, when dealing with health-related research.  
Geographers, and specifically medical geographers, have largely been absent from the 
discussions of infodemiology and DDD. Geographers themselves have argued that the use of 
social media in public health analysis have been underexplored, with an overemphasis on disease 
diffusion and outbreak, particularly with infectious diseases such as influenza and cholera (see 
Widener and Li (2014) and Ghosh and Guha (2013) for discussions). Although this is partially 
true, there has also been the work of Paul and Dredze (2011, 2014) who have successfully used 
Twitter to identify topics in public health focusing on allergies, injuries, and dental problems 
(they refer to these three as ailments). 
To answer the original criticism, some geographers have extended the use social media 
data into food and obesity. Widener and Li (2014) used sentiment analysis of food related 
Twitter messages, and found a relationship between non-food deserts and messages about 
healthy food with positive sentiment. They argue their work demonstrates that Twitter data “can 
be used for public health purposes that range beyond that of simple diffusion mechanics” (196). 
However, the papers they refer to are largely about outbreak detection rather than disease 
diffusion. In addition to Widener and Li’s (2014) work, Ghosh and Guha (2013) used LDA to 
identify discussions of obesity and mapped the results using geocoded tweets. Allen et al. (2016) 
and Aslam et al. (2014) focus on ILI, but attempt to bring in regional and geographic variation in 
their analyses.  
These studies focus on the effectiveness of using Twitter to identify trends in certain 
diseases, particularly ILI. Their methods generally rely on keyword searches and text 
classification based on a training dataset. Other studies examine the best methods for identifying 
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messages of a particular illness (Paul and Dredze 2011, 2014). The procedures for classifying 
syndromes (see below) include: manual grouping, Natural Language Processing (NLP), Bayesian 
classifiers, string searching, vocabulary abstraction, and ontology-based classification. 
The starting point for most of these social media-based surveillance studies is to identify 
potential messages through keywords that describe a syndrome or disease (e.g. flu). Then hand-
classifying these messages as to whether they truly have the flu. That is, first search for someone 
talking about flu or influenza and second classify if that person has the flu or not. This 
potentially limits the results. An alternative is to identify symptoms to develop a syndrome, 
defined as “as a set of symptoms, which is an indicator of some specific diseases” (Chen, Zeng, 
and Yan 2010, 50). Thus, the approach would be to search out symptoms of a disease to build up 
to a syndrome, and then build classifiers around the idea of symptoms. This approach will be 
discussed in more depth in below.  
Text Classification 
The key to handling the vast quantities of data is to process it in an automated way. This 
falls under the categories of machine learning, or data science, and methods of supervised or 
unsupervised learning. Social media data often has multiple components that may be analyzed. 
For example, within a Twitter message the variables available would be: social network 
information (connections with the sender, and the followers), text information, and spatial and 
temporal information (if the user has enabled this technology). Analyzing the connections might 
include the analysis of centrality (who is at the center of connections) or identifying 
subgraphs/groups within a social graph. Text analysis includes sentiment analysis, topic 
modelling, or word frequency (Kumar, Morstatter, and Liu 2014). Spatiotemporal analysis might 
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include identifying tweet density and correlating this with demographic information, or 
clustering of locations to identify points of interest (Li, Goodchild, and Xu 2013). 
The approaches discussed above rely on automated means developed as part of NLP 
(Hahmann, Purves, and Burghardt 2014). The ultimate goal is to "understand and extract 
knowledge" from unstructured text (Miner et al. 2012, 3). Bird, Klein, and Loper (2009) divide 
this goal into seven different “service” areas: information retrieval, information extraction, NLP; 
concept extraction, web mining, document clustering, and document classification (see also 
Miner et al. (2012, 31)). To automate the classification of health-related messages, there are two 
steps: conversion of the document (e.g. Twitter message) to a vector form, and train a 
classification algorithm based on a set of hand-classified data. The classification algorithm may 
then be used to classify new messages where the class is unknown. 
Term Frequency – Inverse Document Frequency 
Prior to any analysis of unstructured text, it must be preprocessed, separated, and 
converted to a numeric format for the algorithms to understand it. This final processed data is the 
training dataset used in text classification algorithms. The training set is used to train an 
algorithm so new data can be classified into the same categories matched to the training dataset. 
The preprocessing of text data is like the process of dummy coding variables in statistics. The 
result of this preprocessing is a numeric or vector representation of the text. This begins with a 
process of tokenization, breaking up the document into individual units. This may separate 
paragraph into sentences, or a sentence in to word chunks (Bird, Klein, and Loper 2009). 
Tokenization relies on delimiters such as punctuation or white spaces. Twitter data is limited to 
140 characters, and white space tokenization is used for this process. 
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Another phase of the preprocessing step is to remove common words that can interfere 
with the algorithm. These so-called ‘stopwords’ are words that are used repeatedly in written 
language, such as indefinite and definite articles (Miner et al. 2012). Because of the frequency of 
use of these words, they may overshadow other words of interest. For example, ‘the’ may appear 
five times in a document and ‘flu’ once; the algorithm would weight ‘the’ much higher and 
potentially group multiple documents into the same group based on ‘the’ rather than ‘flu.’ This 
part of the process also involves ‘normalizing’ words through: stemming, spelling, and case. 
Case normalization is the simplest conceptually. It requires converting the document to 
“completely lower case or completely upper case” (Miner et al. 2012, 50). Spelling 
normalization reduces the set of tokenized words by matching misspelled words with their 
correct spelling. Finally, stemming reduces whole words to their root by removing prefixes, 
plurals, or verb forms (e.g. walking -> walk) (Miner et al. 2012). They all serve to reduce the 
overall set of words in the document(s), so that repeating words of interested might be counted 
correctly. 
From this bag of words structure, an index vocabulary is created, or dictionary of words 
in each document in the dataset. Each term (word) is assigned an index value. Then the 
frequency of each term in each document is counted using a simple identity function as shown in 
equation 3.1 and 3.2, where w is a word in the document. Each document is then a vector, ݒௗሬሬሬሬԦ, of 
m dimensions based on the number of terms of interest, or features. Since there are typically 
multiple documents of interest, the combined vector space is a matrix of ݊ௗ x ݉௙ where ݊ௗ is the 
number of documents and ݉௙ is the number of features. 
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ݐ݂(ݐ௜ , ݀௜) = ෍ ݂ݎ݁ݍ(ݓ, ݐ௜)
௪∈ௗ௢௖௨௠௘௡௧
 3.1 
݂ݎ݁ݍ(ݓ, ݐ௜) = ൜
1, ݂݅ ݓ = ݐ௜
0, ݋ݐℎ݁ݎݓ݅ݏ݁    3.2 
 
Relying on only the frequency of terms appearing in the document ends up minimizing 
the importance of rare terms. The creation of the term frequency – inverse document frequency 
(tf-idf) matrix solves this problem by adding weight to infrequent terms, and reducing the 
importance of frequent terms (Pedregosa et al. 2011; scikit-learn Documentation 2016). To 
begin, the ݐ݂-݂݅݀ is calculated as in equation 3.3. The frequency of a term in a document is 
multiplied by the ݂݅݀(∙). The ݂݅݀(∙) is the log of the number of documents (݊ௗ) divided by the 
number of times a term appears in the documents (݂݀(݀, ݐ௜)) as equation 3.4. One is added to the 
numerator and denominator to avoid zero division errors. Finally, each row vector in the matrix 
is normalized to the unit vector using equation 3.5. That is, the Euclidean norm (Pedregosa et al. 
2011; scikit-learn Documentation 2016). This final normalized matrix is then used in the 
different classification algorithms. 
 
ݐ݂-݂݅݀(ݐ, ݀) = ݐ݂(ݐ௜ , ݀௜) ∗ ݂݅݀(ݐ௜) 3.3 
݂݅݀(ݐ) = log
1 + ݊ௗ
1 + ݂݀(݀, ݐ௜)
 3.4 
ݒԦ௡௢௥௠ =
ݒԦ
‖ݒԦ‖ଶ
 3.5 
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Naïve Bayes Classification 
The algorithm that garners the most attention, and use, is the Naïve Bayes algorithm. This 
algorithm is commonly used in spam email detection classification problems. Given a set of 
emails classified as spam or not, the algorithm then predicts new documents as being spam or not 
based on the training dataset. It is based on Bayes theorem, or the naïve assumption that each 
feature (term in the tf-idf) is independent. Bayes theorem is the conditional probability of an 
event A given event B, can be calculated by the opposite as expressed in equation 3.6. 
 
ܲ(ܣ|ܤ) =
ܲ(ܤ|ܣ)ܲ(ܣ)
ܲ(ܤ)
 3.6 
 
For a classification problem, where ݕ is the class variable, and features ݔଵ ⋯ ݔ௡the 
probability of being in a class given the features present is shown in equation 3.7. Thus, the 
probability of being in a class is determined by the probabilities of the features that are present in 
that given class. The classifiers based on this Naïve Bayes approach tend to be fast, and only 
require a small amount of training data. 
ܲ(ݕ|ݔଵ ⋯ ݔ௡) =
ܲ(ݔଵ ⋯ ݔ௡|ݕ)ܲ(ݕ)
ܲ(ݔଵ ⋯ ݔ௡)
 3.7 
 
Support Vector Classifier 
Another popular set of classification algorithms, which are shown to be effective in 
classifying Twitter messages (Allen et al. 2016), are Support Vector Machines (SVM) in which 
Support Vector Classifiers (SVC) are a subset. This is a generalization of the maximal marginal 
classifier and closely related to logistic regression. The notion behind SVMs is the separating 
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hyperplane. Given a p-dimensional space, a “hyperplane is a flat affine subspace of dimension 
݌ − 1,” as in a line within a two-dimensional space (James et al. 2013, 338). Equation 3.8 shows 
the equation for a p-dimensional hyperplane in which any ܺ = ൫ܺଵ ⋯ ܺ௣൯
்
for which the 
equation 3.8 is true is a point along the hyperplane. 
 
Β଴ + Βଵܺଵ + ⋯ + Β௣ܺ௣ = 0 3.8 
 
A separating hyperplane divides the p-dimensional space into halves. A given point in the p-
dimensional space can be tested on which side of the hyperplane it falls using inequalities as 
shown in equations3.9 and 3.10 . In some cases, a separating hyperplane may not exist, but this 
may be resolved by finding a separating hyperplane that “almost separates the classes” (James et 
al. 2013, 343). 
 
Figure 3.1 shows the potential separating hyperplane for a two-class dataset, with a 
margin of error applied to it. 
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Β଴ + Βଵܺଵ + ⋯ + Β௣ܺ௣ > 0 3.9 
Β଴ + Βଵܺଵ + ⋯ + Β௣ܺ௣ < 0 3.10 
 
A Support Vector Classifier (SVC), allows for some errors in the classifications so that 
some observations may fall on the incorrect side of the hyperplane. The SVC classifies data 
depending on which side of the hyperplane it falls on, and may misclassify some of the 
observations to find the optimal margin around the hyperplane. In equation 3.11 the goal is to 
maximize the margin, ܯ, of the hyperplane, Β଴, ܤଵ, ⋯ , Β௣, with “slack variables,”  ߳ଵ, ⋯ , ߳௡, that 
allow observations to be on the wrong side of the margin. Equations 3.12 and 3.13 are 
constraints that require the square of the weights to be equal to one, and that each observation is 
on the correct side of the hyperplane given the “slack” variable (James et al. 2013, 343). Finally, 
in equation 3.14, ܥ is a tuning parameter that “bounds the sum of the ߳௜′ݏ, and so it determines 
the number and severity of the violations to the margin…”(James et al. 2013). The SVM is an 
extension of the SVC for non-linear decision boundaries, but is not used in this research. 
 
maximize
୺బ,஻భ,⋯,୺೛,ఢభ,⋯,ఢ೙
ܯ 3.11 
෍ Β௝ଶ = 1
௣
௝ୀଵ
 
3.12 
ݕ௜൫Β଴ + Βଵݔ௜ଵ + Βଶݔ௜ଶ + ⋯ + Β௣ݔ௜௣൯ ≥ ܯ(1 − ߳௜) 3.13 
߳௜ ≥ 0, ෍ ߳௜ ≤ ܥ
௡
௜ୀଵ
 
3.14 
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Figure 3.1. Schematic of the hyperplane showing the separation of two groups. 
 
Decision Trees 
Decision trees are conceptually easier to understand than the SVC. As the name implies, 
they are analogous to an inverted tree where at the top is a beginning node that branches to other 
leaves that leads eventually to the class or category. Each branch is split based on a predicate or 
condition that determines how the data space is divided (Aggarwal and Zhai 2012). Figure 3.2 
shows a simple tree that determines whether or not to use an umbrella. If sunny then no 
umbrella, otherwise if the outlook is cloudy and chance of rain, bring an umbrella. 
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Figure 3.2. Sample decision tree around bringing an umbrella that leads to a class of Yes or No 
based-on weather conditions. 
 
The implementation of a decision tree classifier is similar to an R-Tree index in the way 
space becomes partitioned. Figure 3.3 shows how three classes of objects may be partitioned into 
different regions. Each line would represent a terminal node within the tree or the leaves of the 
tree (James et al. 2013). 
For the decision tree text classification algorithm, the predicate or condition will be the 
presence or absence of a term/feature (Aggarwal and Zhai 2012). A different tree is constructed 
for each class (e.g. flu/not flu), and the divisions are performed recursively till all records are 
classified. Decision trees for text classification are often subject to ‘overfitting.’ Overfitting is 
the case of matching the model or decision structure too closely to the training dataset so that it 
ends up performing poorly on new data (James et al. 2013).  
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Figure 3.3. Partition of three classes using a decision tree classification algorithm. 
 
Summary 
The three algorithms presented above have been shown to perform reasonably well as 
text classifiers (Dumais et al. 1998). Assuming a binary classification of documents where a 
document is either in a class or not, then all classifiers will miss some documents. These are 
either false positives, where a document is classified as ‘true’ when it is not really of that class, 
or false negatives where the document is classified as ‘false’ when it should be true. This 
misclassification provides a way of understanding the quality of a trained classifier when applied 
to a test dataset (a method is discussed below). The result is a training error rate and a test error 
rate. The training error rate is the number of incorrect predictions using the algorithm on the 
training dataset. The test error rate is the number incorrect predictions on a new document from 
the test dataset (James et al. 2013). A perfect fit in the test error rate (e.g. 100% correctly 
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classified) is not ideal since this overfits based on the training data. The number of documents in 
each category in the training dataset will also affect the classification algorithm. Dumais et al. 
(1998) suggested at a minimum 20 training instances, but they were working with large text 
documents from Reuters news and not Twitter data of a 140 characters. 
Latent Dirichlet Allocation 
Latent Dirichlet Allocation (LDA) is not a classification method as above, but a feature 
extraction approach to deriving topics from unstructured data. This method has been applied to 
grouping health related Twitter messages by Ghosh and Guha (2013) and Paul and Dredze 
(2011, 2014). Ghosh and Guha (2013) used LDA topic modelling to identify Twitter messages 
related to obesity from Paul and Dredze (2011, 2014) that have fully developed LDA topic 
modeling in a health context. They developed the Ailment Topic Aspect Model based on topic 
modelling to classify Twitter messages into their ‘ailment’ based on symptoms. They break the 
resulting topics into different categories: general words (e.g. allergies, eyes), symptoms (e.g. 
sneezing, coughing), and treatments (e.g. Benadryl) (Paul and Dredze 2011). Then these are 
placed into further categories of specific health concerns: allergies, depression, aches/pains, 
cancer, obesity, flu, and dental. 
Topic models are “probabilistic models for uncovering the underlying semantic structure 
of a document collection based on a hierarchical Bayesian analysis of the original texts” (Blei 
and Lafferty 2009, 71). There are different algorithms that are used to do this, but Latent 
Dirichlet Allocation (LDA) is a popular approach. LDA uses Gibbs Sampling, word frequency 
and relations to derive topics from the corpus (Kumar, Morstatter, and Liu 2014). With LDA, the 
text document is assumed to have a probability distribution for the topics, “and each such topic is 
associated with a distribution over words” (Paul and Dredze 2014, 3).  
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Cross Validation 
As stated above, an algorithm is trained on a dataset to identify patterns in the text dataset 
that match the different classes. Then a test dataset is used to determine the effectiveness of the 
classification. Often, it is a single hand-classified dataset that is randomly split into a training and 
a testing dataset, called the validation set (James et al. 2013). However, when the data has a 
small number of documents that fall into the positive category this potentially reduces the 
number of documents for training.  
Another approach is the Leave-One-Out Cross-Validation (LOOCV) which in principal is 
like the validation set but instead of a large set of data, only one document is separated from the 
dataset. The n-1 document set is used to train the data, and then a prediction is made on that 
single document. This process is repeated n times so that the average of the error rate is 
calculated and determines the effectiveness of the classification algorithm. The advantage over 
the validation set approach is there is less bias by not overestimating the test error rate. Also, the 
validation set may yield different results after splitting the data due to the random selection, 
whereas with LOOCV this will not happen (James et al. 2013). 
Alternatively, k-fold Cross Validation (k-fold CV) separates the data into k groups (folds) 
of approximately equal size. The method uses the first group as a validation set, then training is 
performed on the k-1 groups. The typical number of groups is around five or ten (James et al. 
2013). Again, the process of separating the data into groups is repeated multiple times. In this 
case, k times so that each group is treated as a validation set. The error rate is the average of the 
error rates for each group. The advantage of this approach over LOOCV is computational, 
instead of repeating the algorithm n times. LOOCV tends to have less bias than k-fold CV, but k-
fold CV is still better than using the validation set. However, k-fold CV tends to have lower 
variance because LOOCV estimates tend to be highly correlated with each other. The use of five 
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or ten folds has been “shown empirically to yield test error rate estimates that suffer neither from 
excessively high bias nor from very high variance” (James et al. 2013, 184). 
Gradient Descent 
Processing the different classification algorithms involves minimizing the model’s error 
(or maximizing another part of the model). For example, in the case of a linear model, it is a 
matter of finding the weights (Β଴, Βଵ, ⋯ , Β௣) that minimize the error between the response 
variable (ݕ) and the predicted value (ݕො). This has a tractable solution that has long been solved, 
but for complex algorithms like the SVC, it requires a different approach.  
The gradient descent (or ascent) algorithm is the most common approach in machine 
learning methods to identifying the weights that minimizes (or maximizes) some function (such 
as the error). The algorithm begins with an initial random value within the weight space (the 
weights of the model) (Kelleher, Namee, and D’Arcy 2015). The derivative of this function is 
taken to identify the slope, or gradient, of the error surface. The next set of randomly selected 
weights increases by a slight amount in the direction of the decreasing slope. This new location 
on the error surface should be in the direction of the global minimum (Kelleher, Namee, and 
D’Arcy 2015). 
A nice visual metaphor for the process of this algorithm is to imagine a hiker dropped on 
the side of a valley in the fog such as the one shown in Figure 3.4. The hiker can only see the 
ground at their feet and incrementally proceeds downhill. The hiker might be the black line in 
Figure 3.4 slowly hiking down to the global minimum. 
The algorithm is dependent on the learning rate and the error delta. The error delta is the 
direction to take. The learning rate controls how quickly the algorithm will converge towards the 
global minimum. This is how big a step the hiker would take in a direction. This can have varied 
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effects on the convergence. Too small of an increment may cause the algorithm to take a long 
time or fail to converge. A large increment may cause the algorithm to bounce around the error 
surface, potentially missing the global minimum. Unfortunately, selection of learning rates is 
based primarily on a rule of thumb, typically a value between .00001 and 10 (Kelleher, Namee, 
and D’Arcy 2015). 
Figure 3.4. Example of the gradient descent algorithm.  
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CHAPTER FOUR:  
SPACE-TIME AGGLOMERATIVE HIERARCHICAL CLUSTERING METHODOLOGY 
Chapter Overview 
To address the third objective of this research - evaluate the use of machine learning 
clustering methods to identify potential nodes of transmission - an appropriate method needs to 
be developed. The definition of nodes of transmission lays out the groundwork for developing 
methods that are appropriate for identifying them, as well as understanding their role in disease 
spread. This chapter proposes the new space-time hierarchical clustering methodology to identify 
potential nodes of transmission.  
The method is developed out of the three key components: movement, interaction, and 
scale. Movement and interaction, as described in Chapter 2, require identifying which locations 
were visited and when. For interaction to occur, individuals must be at the same location at the 
same time. These shared activity locations are bundled to derive shared activity areas. The 
bundle described above is cylindrical, although in application the shared activity area may be 
irregularly shaped. Scale can be incorporated by aggregating bundles into larger groups to look 
at larger activity areas at smaller scales. 
The first requirement for this method is to be able to integrate both spatial location, and 
time. In addition, it may be important to incorporate other attributes related to the different 
components. For example, movement may have a speed associated with it, or an interaction may 
have demographic variables associated with the participants. These three parts (location, time, 
and attributes) can be mixed and match to derive different types of bundles, or clusters. Another 
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requirement for the method would be to allow for irregular shaped clusters. The method should 
also be able to incorporate scale, or evaluate bundles across different scale. The use of 
hierarchical clustering achieves this goal. 
Human movement often occurs within transportation networks, and the known locations 
of individuals is sometimes network constrained. When a person is traveling by car, their 
location could not exist off the network and that even would be considered network constrained. 
More realistically, human movement is a mixture of both network constrained information and 
locations that can occur anywhere on the surface of the earth. Thus, a final requirement of the 
method is that it should be able to handle both types movement data. 
Rather than develop the method with just one application (identifying nodes of 
transmission), this chapter proposes this new clustering method as a general approach to 
identifying areas of shared activity. The method could be applicable towards identifying 
groupings of any point event data using the location, time of event, and associated variables. A 
synthetic dataset, and motorcycle crash events, will be used to show the approach. 
Introduction  
Finding clusters of events is an important task in many spatial analyses. Both 
confirmatory and exploratory methods exist to accomplish this (Miller and Han 2009). 
Traditional statistical techniques are viewed as confirmatory, or observational, in that researchers 
are confirming an a priori hypothesis. Confirmatory clustering methods attempt to either identify 
the presence of clustering of lattice or point data or to find the location of these clusters. 
Whereas, exploratory methods rely on unsupervised machine learning algorithms to identify 
groups of data in n-dimensional space by using a similarity or dissimilarity metric (Everitt et al. 
2011b). Exploratory methods that identify clusters of spatiotemporal data fall under the domain 
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of Geographic knowledge discovery (GKDD), where the goal is to “discover new and 
unexpected patterns, trends, and relationships” in the data (Han, Lee, and Kamber 2009, 2). 
In either the case of exploratory or confirmatory, many of the existing methods do not 
account for time-space or attribute spaces to identify clusters. The methods are often subject to 
so-called edge effects tied to the study area boundary (Yamada and Rogerson 2003). To account 
for these effects, events closer to the edge are weighted more heavily than those further from the 
study area edges. This implies there is no explicit consideration of how clustering varies by 
scale. In addition, the traditional confirmatory methods often fail when applied to newer types of 
data like moving object data, and big data. Mennis and Guo (2009) list three reasons why these 
traditional methods fail with new data: limited perspective or relational model (e.g. linear 
regression), they were not designed to process the large quantity of information, and they were 
not designed for “newly [emerging] data types (such as trajectories of moving objects…)” (403). 
Moving object, or agent, data incorporates at least three parts: location, time, and external 
variables. The variables may incorporate information about how the agent is moving (e.g. speed 
or direction), or about the agent (e.g. age or income). The movement of the agent might be 
represented as a sequence of points (such as a trajectory), or distinct events representing known 
locations of the agent. Although, in the former case, the continuity is created through 
interpolation between known locations. Uncertainty between the locations may be represented as 
a space-time prism (Miller 1991, 2005). The temporal between known locations from the same 
agent may be too far apart to be considered connected. These separate events are common for 
tracking data derived from location based social networks such as Twitter. 
If the moving agents are a human, then their movement is often tied to existing 
transportation networks; these could be considered network constrained events. That is, events 
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that exist in one-dimension. It has been shown that confirmatory clustering methods overestimate 
the clustering for linearly constrained point events (Okabe and Yamada 2001; Yamada and Thill 
2004; Okabe and Sugihara 2012; Lamb, Downs, and Lee 2015). This is because the use of a 
Euclidean distance (two-dimensional) underestimates the distance between the points, and a 
network distance is more appropriate. The choice of network also impacts the distance, and may 
influence how clustering is detected (Lamb, Downs, and Lee 2015). 
This research proposes a new space-time clustering approach relying on agglomerative 
hierarchical clustering to identify groupings in moving agent data. The approach - space-time 
hierarchical clustering - incorporates location, time, and attribute information to identify the 
groups; the hierarchical clustering allows for clusters to be evaluated at different scales. The 
three components are integrated using a weighted linear combination for the distance metric. 
Each of the components is scaled which also adds a constraint so that clusters may become 
nested within each other. The clustering is appropriate for data that results from moving agents 
with known location occurring as discrete point events. Part of this requirement is to contend 
with data that may be linearly constrained, and the method is adapted to use network based 
distances rather than Euclidean distances. The following section provides a background on 
clustering methods and hierarchical clustering. Then the method is described in more detail. An 
example synthetic dataset is used to test the method.  
Exploratory Clustering Background 
Spatial data mining, or more generally GKDD, is a subdiscipline of data mining and 
machine learning that focuses on the exploration of spatial and spatiotemporal data – 
specifically, the massive amount of fine resolution data derived from location-based services, 
real-time data, volunteered geographic information (VGI), or remote sensing (Goodchild 2007; 
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Miller and Han 2009; Richardson 2013; Miller and Goodchild 2014). GKDD focuses on 
developing methods to handle this specialty data, with the goal of knowledge extraction. The 
broad domains include: segmentation or clustering, classification, spatial association rule mining, 
deviations, trends, and geovisualizations (Han, Lee, and Kamber 2009; Mennis and Guo 2009). 
Often the data for GKDD will be messy, and the first step towards knowledge extraction 
will be to filter or clean it. Firstly, the location may be prone to measurement errors either 
through the mobile device’s GPS or cellular network-based location (Miller 2014; Miller and 
Goodchild 2014). Different steps for filtering or cleaning this may be to convert, or aggregate the 
locations to a significant place, or as Ashbrook and Starner (Ashbrook and Starner 2003) phrase 
it, a place where “a user spends her time” (278). A significant place’s time interval does not have 
to be over days, but a few minutes. Andrienko et al. (2013) use the idea of a stop to define a 
significant place: “a place significant for a person can be recognized from the number and 
duration of stops” (10). A stop is a location where an agent stays for a certain duration. It is 
“manifested by a temporal gap between consecutive position records” (Andrienko et al. 2013, 
10).  
Frequent pattern mining is a subset of GKDD that could be used to identify significant 
places of activity. Frequent pattern mining seeks to conceptualize and detect “non-random 
properties and relationships in movement data that are valid, novel, useful, and ultimately 
understandable” (Laube 2014b, 33). Cluster analysis groups locations based on location, time, 
and other attributes (Miller and Han 2009; Zheng 2011). Movement patterns are generalizations 
on how agents move and gather which can provide a way to better understand what a significant 
place is. Some patterns suggested by Li (2014) are individual periodic pattern, pairwise 
movement pattern, and aggregate patterns over multiple trajectories (284). Dodge, Weibel, and 
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Lautenschütz (2008) provide a taxonomy of these movement patterns under two broad 
classifications – generic and behavioral. Generic patterns specific to space-time analysis are 
summarized in Table 4.1.  
The reasons an agent, or agents, may stop are tied directly to a significant place. An agent 
may be stopping to perform an activity alone, or sharing the space with other agents. When 
agents come together to perform an activity, the movement reflects at least four grouping 
patterns known as flocking, leadership, convergence, or encounter (Laube, Kreveld, and Imfeld 
2005). The purpose of these patterns may vary, but often they revolve around a significant place 
where agents gather (in the leadership pattern another agent replaces the significant place). The 
goal is to group the activity of the agents together to identify important places from their known 
locations in time and space. 
Table 4.1. Movement Patterns for spatiotemporal data (Dodge, Weibel, and Lautenschütz 2008). 
 
Movement Pattern Description 
Generic 
Concurrence Incident; agents show same values for 
descriptive attributes; synchronous 
movement. 
Co-incidence Incident; similar positions of moving agents. 
Opposition Incident; like avoidance, where similarly 
moving agents may split due to a disturbance. 
Dispersion Incident; Opposite of concurrence, displaying 
random movement patterns. 
Constancy Insignificant change in movement parameters. 
Spatiotemporal Sequence Ordered subsequence of a control points. 
Spatiotemporal Periodicity Regular repetition over regular intervals. 
Meet Moving agents form a stationary cluster (like 
the notion of a station in time geography) 
Moving Cluster Moving agents stay close to each other along 
the same space-time path for a time interval. 
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Clustering Techniques 
Clustering “is the process of grouping large data sets according to their similarity” 
(Birant and Kut 2007, 208). The two defining characteristics of any clustering analysis are 
determining the measure of similarity (or dissimilarity), and the algorithm used to identify the 
clusters. There are several measures of similarity that calculate the distance between 
observations, but Euclidean distance is the most common (Everitt et al. 2011a). Exploratory 
methods of spatial clustering of point data fall into four categories: partitioning methods, 
hierarchical methods (agglomerative or divisive), density-based methods, and grid-based 
methods (Birant and Kut 2007). It is important to separate the conceptual task of clustering from 
the algorithms and measures of similarity used to achieve that task (Everitt et al. 2011a). There 
are a multitude of algorithms used to achieve hierarchical clustering that may use the same or 
different methods of measuring similarity. The different clustering methods and common 
algorithms are summarized in Table 4.2.  
A limitation with several of the clustering algorithms listed in Table 4.2 as applied to 
spatial data is that they do not necessarily account for the boundaries of the region, or spatial 
constraints (Guo 2009). This means that clusters generated from the spatial data may not be 
proximate, or contiguous. Guo (2009) defines regionalization as a “special form of clustering 
that seeks to group data items…into spatially contiguous clusters…while optimizing an objective 
function (e.g., a homogeneity measure based on multivariate similarities within regions)” (329).  
This is further complicated when there are two components that need to be integrated into 
the cluster with different boundaries: a physical/spatial boundary, and a temporal boundary. The 
time difference, and temporal boundary, between the two events will depend on the application. 
Clustering that incorporates both space and time traditionally use a metric that identifies both 
spatial and temporal similarity (Kisilevich et al. 2009).  
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There are various proposed approaches to incorporating temporal information. Birant and 
Kut (2007), in their space-time extension of the DBSCAN algorithm (ST-DBSCAN), use a filter 
to measure the distance between neighbors only if they occurred consecutively, depending on the 
time-scale (years, days, hours, etc…). They also separate the spatial and “non-spatial” 
information into two separate distance calculations to define the neighborhoods that generate the 
groupings (Birant and Kut 2007, 209). Wang, Wang, and Li (2006) also use a neighborhood 
searching to adapt the DBSCAN algorithm (also called ST-DBSCAN), as well as an ST-GRID 
approach. Agrawal et al. (2016) adopt a similar approach in their space-time extension of the 
OPTICS algorithm (ST-OPTICS). In some cases, the spatial distance is weighted by the temporal 
component (Wardlaw, Frohlich, and Davis 1990; Kisilevich et al. 2009). In other cases, space 
and time is combined to form one spatiotemporal distance. Andrienko and Andrienko (2010) 
method “proportionally transforms t [time] into an equivalent spatial distance,” and then uses 
Euclidean distance to combine the two. Olieveira, Santos, and Moura Pires (2013) adapted the 
Shared-Nearest-Neighbor (SNN) density based clustering approach to incorporate space-time, 
and non-spatial information by using a weighted combination of the three components (SNN-
4D+). Other approaches have been developed that specifically target trajectory clustering rather 
than discrete events (see for example Lee, Han, and Whang’s (2007) TRAJCLUS algorithm).  
Common to each of these methods is how they approach time. Typically, it is viewed as a 
linear, increasing function, so that the difference between two time events can be calculated. Of 
course, there are different ways to view time, such as cyclical or as the time of day.  
Often time’s inclusion appears to be an afterthought to these methods. Time distance should be 
adaptable. They also do not contend with data that is network constrained, and use Euclidean 
distance for their calculation, although Manhattan distance could be substituted.  
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Agrawal et al. (2016) also provide several requirements for clustering of space-time data. 
The methods should be able to identify groups with arbitrary or irregular shapes. They should be 
able to manage high dimensional data, and be scalable (in terms of computing power). Not 
surprisingly, they should have the “ability to deal with spatial, non-spatial and temporal 
attributes;” which also implies that they should be able to add and remove each of these 
components as needed (Agrawal et al. 2016, 389). As Guo (2009) also suggests, they should be 
able to manage nested and adjacent clusters, independent of the order of which they are entered 
into the algorithm. Finally, in order to be useful, the results should be interpretable. In addition to 
these, this research also suggests that incorporating a notion of scale into the analysis is 
important, particularly for the nested clustering. This can be done with a hierarchical clustering 
approach. 
Table 4.2. Summary of different clustering methods and algorithms used to achieve those 
methods (Han, Lee, and Kamber 2009; Everitt et al. 2011a). 
Clustering 
Classification 
Description Common Algorithms 
Partitioning Partitions the data into a user specified number 
of groups. Each point belongs to one group. 
Does not work well for irregularly shaped 
clusters. 
k-means, k-medoids, 
CLARANS, and 
Expectation-Maximization 
(EM) algorithm. 
Hierarchical Decomposes data into a hierarchy of groups, 
each larger group contains a set of subgroups. 
Two methods: agglomerative (builds groups 
from the observation up), or divisive (start with 
a large group and separate). 
BIRCH, Chameleon, 
Ward’s Method, Nearest 
Neighbor, (Dendrograms 
are used to visualize the 
hierarchy). 
Density-based Useful for irregularly shaped clusters. Clusters 
grow based on a threshold for the number of 
objects in a neighborhood. 
DBSCAN, OPTICS and 
DENCLUE, SNN 
Grid-based Region is divided in to a grid of cells, and 
clustering is performed on the grid structure. 
STING, WaveCluster, and 
CLIQUE 
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Hierarchical Clustering 
Hierarchical clustering is divided into agglomerative and divisive techniques, depending 
on whether the approach is to start from the bottom with individual observations considered each 
as a cluster then aggregated, or the top with all observations considered as one cluster then 
divided. In the agglomerative approach, there are at least four methods of merging clusters: 
single-linkage, complete linkage, average group linkage, and centroid linkage. Single-linkage 
defines the distance between groups as the distance between the nearest cluster members. 
Complete linkage methods use the furthest distance between members of clusters. Average group 
linkage takes the average of the distances between members of clusters, or the weighted average 
might be used (Ward’s method is an example of this). Another approach uses the centroids of the 
cluster to measure the distances between them (Everitt et al. 2011b). The average approach, also 
known as Unweighted Pair Group Method with Arithmetic Mean (UPGMA), is appropriate 
when using a custom distance metric that will be defined below (Sokal and Michener 1958).This 
method takes the (weighted) average of the distances between members of clusters as shown in  
equation 4.1. In this equation ࡷ and ࡸ are two different clusters, ܿ௜ , ௝ܿ are members of the cluster, 
and ܦ(∙) is some distance function. 
 
ܦ௄௅ =
1
௄ܰ ௅ܰ
෍ ෍ ܦ൫ܿ௜ , ௝ܿ൯
௝∈஼ಽ௜∈஼಼
 4.1 
Space-Time Hierarchical Clustering with Attributes 
The new space-time hierarchical clustering approach presented here meets the basic 
requirements set out by Agrawal et al. (2016). A flexible approach is adopted, which allows for 
different conceptions of spatial distance and temporal distance to easily be incorporated into a 
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single distance metric. By modifying only the distance metric (ܦ(∙)) instead of developing a new 
algorithm, the method can easily be ‘plugged’ into existing algorithms. The choice of an 
agglomerative hierarchical approach easily brings in the notion of scale, and ability to view 
clusters (and nested clusters) across different levels. The new distance metric a weighted linear 
combination of spatial, temporal, and non-spatiotemporal information. While similar 
conceptually to the approach adopted by Olieveira, Santos, and Moura Pires (2013), there are  
several modifications to the weighting, scaling, and handling of the spatial and temporal 
components. 
Given two clusters (or observations), ܿ௜ and ௝ܿ, their similarity is measured by the 
combination of their location in time and space, and any external variables, as shown in Equation 
4.2. The distance function, ܦ௠(·), calculates the distance between the two locations represented 
as vectors x௜ and x௝. The distance between the locations is scaled, or normalized, by ܵ஽ and given 
a weight, ݓଵ. The temporal distance between the clusters is calculated by the function ܦ௧, and 
does not assume a linear difference between ݐ௜ and ݐ௝. This temporal distance is scaled by ்ܵ, and 
given a weight of ݓଶ. Assuming the potential for a high dimensional set of non-spatiotemporal 
variables, the last part of the component is the summation of the attribute distance for multiple 
attributes from a to q. Each attribute distance is scaled by a different factor, ܵ௔, depending on the 
type of variable (although it is assumed to be numeric), and each attributed is given a weight of 
ݓ௔ାଶ. Once each component is added together, it is divided by the sum of the weights. 
ܦ൫ܿ௜ , ௝ܿ൯ =
1
∑ ݓ௜௡௜ୀଵ
൭ݓଵ ∗
ܦ௠൫x௜ , x௝൯
ܵ஽
+ ݓଶ ∗
ܦ௧൫ݐ௜ , ݐ௝൯
்ܵ
+ ෍ ݓ௔ାଶ
௤
௔ୀଵ
∗
ܦ௔൫ܽ௜ , ௝ܽ൯
ܵ௔
൱ 
4.2 
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Equation 4.2 is purposefully general so that each of the distance functions 
(ܦ௠(∙), ܦ௧(∙), and ܦ௔(∙)) can easily be adapted to fit different types of data. The 
spatial distance metric may accept Euclidean distance, or a network distance for 
network constrained or mixed events, or other metrics. The temporal distance may 
contend with linear or cyclical time. Each of the distance functions will be explored 
in more depth in the next sections. 
 
Distance 
For point events defined in a two-dimensional planar space, distance may be calculated 
by the Euclidean distance between two events with ݔand ݕ coordinates, as shown in Equation 
4.3. As discussed above, using planar distances for points constrained to linear networks 
overestimates the clustering (Okabe and Yamada 2001; Okabe and Sugihara 2012; Lamb, 
Downs, and Lee 2015). It is common for moving object human data, whether it be trajectories or 
discrete known locations, to be affected by the transportation network (e.g. motor-vehicles 
crashes on a street network). In these cases, network distance is based on the segment lengths of 
a physical transportation network. Realistically, however, human movement will be a mixture of 
network constrained locations and two-dimensional planar locations. Thus, distance should be 
able to contend with this mixture.  
ܦா൫x௜ , x௝൯ = ට൫ݔ௜ − ݔ௝൯
ଶ
+ ൫ݕ௜ − ݕ௝൯
ଶ
 
4.3 
 
One way to manage this mixture of network constrained data and free flowing data is to 
develop a network around the unique locations in a set of point observations. To do this a 
neighborhood graph is developed from the set of points (P). Ideally the, the neighborhood graph 
will reflect the movement patterns of agents between known locations (Downs and Horner 
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2012). A common neighborhood graph is the Delaunay Triangulation (DT), which tessellates 
space in to a series of connected triangles. This is done for the set of P points such that no point 
is inside the circumcircle of any of the triangles in the plane (Okabe et al. 2009). The DT 
represents a rigid neighborhood structure. Figure 4.1 presents a DT for a set of geotagged Twitter 
messages. Twitter messages may be posted in a variety of contexts, such as constrained to a 
transportation network (streets, or sidewalks) or within buildings. Thus, the goal of the DT is to 
mimic the movement of the Twitter users through both spaces. In some cases, especially with a 
denser set of messages, the DT closely follows the straight lines of the transportation grid. With 
sparser areas, the DT more closely resembles the straight line Euclidean distance. 
 
Figure 4.1. Example of a Delaunay Triangulation for a mix of network constrained and free 
flowing data derived from geotagged Twitter messages. 
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To calculate the distance for either a physical transportation network, or a network 
derived from the neighbourhood DT structure, the network should be converted to a graph data 
structure. Where a graph, ܩ, is defined as a set of nodes (equation 4.4) and a set of edges 
(equation 4.5) such that ܩ = (ܸ, ܧ) (Gibbons 1985; Di Pierro 2013). Edges are subsets of node 
pairs, defining the start and end nodes as shown in equation 4.5. Each of these node pairs are 
assigned a property or weight, such as the physical distance between the features a node 
represents.  
ܸ = ሼݒଵ, ݒଶ, ⋯ , ݒ௡ሽ 4.4 
ܧ = ቄ൫ݒ௜ , ݒ௝൯ଵ, ⋯ , ൫ݒ௜ , ݒ௝൯௠ቅ = ሼ݁ଵ, ݁ଶ, ⋯ , ݁௠ሽ; ݅ ≠ ݆; ݅, ݆ = 1,2,3, ⋯ 4.5 
ܲܽݐℎ =  ݒଵ, ݁ଵ, ݒଶ, ݁, ⋯ , ݁, ݒ௝  4.6 
 
A path on a graph from node ݒଵ and ݒ௝  is a sequence alternating nodes and links as 
shown in equation 4.6 (Gibbons 1985). A common path of interest is the shortest path between 
nodes, and may be calculated using algorithms such as Dijkstra or A* (Huang, Wu, and Zhan 
2007; Di Pierro 2013). Using this path approach, the distance between to nodes ݒଵ, ݒଶ, is the 
shortest path between them, ܦீ(ݒଵ, ݒଶ). 
The weighted linear combination shown in equation 4.2 would accept either the planar 
distance, ܦா൫x௜ , x௝൯, or network distance, ܦீ(ݒଵ, ݒଶ). Once the distance is calculated, it is scaled 
by ܵ஽. This serves two purposes: eliminate the units to place the distance on the same scale as 
the other components, and to create spatial constraint so that clusters are nested and address 
Guo’s (2009) point regarding regionalization.  
There are several options to pick the scaling value, ܵ஽, for the distance component. For 
example, various fixed values may be selected such as the maximum distance between all points 
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in the dataset, or the total network length if using a network distance. Olieveira, Santos, and 
Moura Pires (2013) suggest taking the distances from the lower left corner of the boundary of the 
study area and visualizing it to select the difference.  
Alternatively, an adaptable distance could be used. In this case, ܵ஽ changes for each 
cluster, ܿ௜. For this research ܵ஽ is set using the maximum distance of the ݇ nearest neighbors of 
ܿ௜. This creates irregularly shaped clusters that adapt depending on how far away ܿ௜ is from the 
other clusters. If only the spatial component is used (ݓ௜வଵ), then the clusters are spatially nested 
within each other based on the agglomerative hierarchical clustering.  Equation 4.7 the set of ݇ 
distances for a cluster, ܿ௜, ordered by distance. The maximum of these values then becomes ܵ஽ 
for a particular ܿ௜. If the distance between ܿ௜and ௝ܿ is greater than ܵ஽, then this component will be 
greater than 1.  
The selection of how many neighbors to use, ݇, is difficult. Local knowledge of the 
dataset may be used to set this parameter. In similar instances, the heuristic of using the natural 
logarithm of the number of observations could be used to determine a starting value for k (Ertoz, 
Steinbach, and Kumar 2002; Birant and Kut 2007). 
ܦ௞(ܿ௜) = ݉ܽݔ൛݀ଵ, ⋯ , ݀௜ , ௝݀ , ⋯ , ݀௞|݀ଵ <  ⋯ < ݀௜ < ௝݀ < ⋯ < ݀௞ൟ 4.7 
Time 
The second component in equation 4.2 is that of time; made up a distance function, 
ܦ௧൫ݐ௜ , ݐ௝൯, and scale factor, ்ܵ. The temporal distance function could take several forms 
depending on how time is considered: cyclical or temporal proximity. In the former case, interest 
is not so much that the event occurred exactly near each other in time, but that the pattern of 
occurrence is similar. That is, similarity in time of day. Two events may occur months apart, but 
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both occurred in the morning. This is applicable in identifying a significant place from an agent’s 
repeated patterns of use at particular times of day. 
In the second case, temporal proximity is whether the events occurred within a certain 
time frame from each other. This is a simple difference between ݐ௜ and ݐ௝. Closer events will 
have a smaller difference. Equation 4.8 presents one case of the absolute difference in time. The 
result may be the total seconds, or other unit dependent on the type of time values that are 
associated with a moving object. 
The scale factor, ்ܵ, when considering the temporal distance, will constrain temporal 
values to be more similar within a time frame. For example, scaling all values to one hour will 
make absolute differences less than an hour within one, or greater than one if over an hour. The 
scale factor should be in the same units as ܦ௧൫ݐ௜ , ݐ௝൯. The scale factor plays the same role as with 
the spatial distance. It constrains, and also places time on the same range of values as the spatial 
and non-spatial distances. 
 
ܦ௧൫ݐ௜ , ݐ௝൯ = ܾܽݏ(ݐ௜ − ݐ௝) 4.8 
 
In the case of repeated pattern identification, each event’s timestamp needs to be placed 
on the same timeline. This is easily done by placing the event on the same linear scale as the 
number of seconds from midnight. However, this treats times at midnight (0hr) and close to 
midnight (23hr) further apart. Realistically, an event at these times would be more similar than 
those between 0hr and 12 noon. To compensate for this similarity problem, the difference 
between event times is transformed to fit a cos curve. This forces the difference between time at 
the end points (0hr and 23hr59min) to be closer in value. This is shown in equation 4.9, where ∆ݐ 
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and T are defined in equation 4.10, assuming the timeline is seconds from midnight otherwise T 
would have a different value. Each event’s time value, ݐ௜௖ and ݐ௝௖, is centered around (43, 200 
seconds), absolute difference is taken. The result of this difference is scaled to radians. The 
results of ݐ௜௝ are between 0 and 1. This value can be converted back to the Euclidean space using 
the law of cosines as shown in equation 4.11 giving the value for ܦ௧൫ݐ௜ , ݐ௝൯. 
 
ݐ௜௝ = cos ൬ߨ ∗
∆ݐ
ܶ
൰ 4.9 
∆ݐ = ܾܽݏ(ݐ௜௖ − ݐ௝௖), and ܶ = 86,400 (seconds) 4.10 
ܦ௧൫ݐ௜ , ݐ௝൯ = ට(ݐ௜௖ଶ + ݐ௝௖ଶ ) − (2 ∗ ݐ௜௖ ∗ ݐ௝௖ ∗ ݐ௜௝) 4.11 
 
The scale factor, ்ܵ, is applied in the same way as the scale factor for distance, but 
should be in the same units as the time value (seconds for example). To constrain the temporal 
distance to one hour, use a value of 3600 seconds. The result is ்ܵ which places values within an 
hour to be less than one, and greater than an hour’s difference to be greater than one. 
Figure 4.2 and Figure 4.3 present two examples of how the temporal distance between 
23hr or 12hr and every other time in seconds from midnight. Note the distance result in ܦ௧൫ݐ௜ , ݐ௝൯ 
is shown on the y-axis. The v-shape in Figure 4.2 shows how distance from 12hr (noon) is at the 
maximum closer to midnight (0hr). Whereas, at 23hr the distance is farthest at noon, but 
decreases closer to 0 seconds from midnight and 86,400 seconds from midnight. In Figure 4.3, 
the sharp V-shape at the bottom indicates a distance of 0.0 at 23hr. 
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Figure 4.2. Temporal distances using a cosine transformation on time of day for 12hr. 
 
 
Figure 4.3 Temporal distances using a cosine transformation on time of day for 23hr, scaled by a 
factor of 3600 hours. 
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Attribute Space 
Non-spatial or temporal information may be further used to define the cluster. The 
distance, ܦ௔൫ܽ௜ , ௝ܽ൯, will may be a simple absolute difference between the values. This is scaled 
by, ܵ௔, to place the attribute values on the same measurement scale as distance and time. The 
maximum value of the variable, or other relevant statistic, could be used to scale it. In the case of 
a binary value, the only scenario of difference is when one of the inputs equals 1 and the other is 
0, when scaled by 1 it equals 1. Every other case results in 0. The choice in function will depend 
on the variable. 
Implementation  
Equation 4.2 was implement in Python 2.7 using the SciPy and NetworkX packages 
(Jones et al. 2001; Hagberg, Schult, and Swart 2008). A custom distance function created a 
distance matrix between events for equation 4.3. Network distance was calculated as the shortest 
path between two nodes using Djikstra’s algorithm, as implemented in NetworkX. The Delaunay 
Triangulations calculated for the point datasets was created using a Python port of Paul Bourke’s 
implementation (Bourke 1989). 
Scale 
A primary reason for rooting the space-time analysis in hierarchical clustering is because 
it incorporates a simple notion of scale. Within this view, spatial and temporal scales are nested, 
creating larger groupings of observations along a vertical access. The hierarchical view of scale 
is not new, particularly amongst biophysical geographers (McMaster and Sheppard 2004). For 
example, Levin (1992) proposed his hierarchy theory as an explanation of scale in natural 
systems and ecology. Hierarchy theory also implies a view that spatial and temporal scales 
covary. In many ways, this is reflected in the spatiotemporal distance that the space-time 
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hierarchical distance method calculates the linear combination of these two events. In addition, 
attribute space may covary with the other components.  
As with other spatial analyses, the Modifiable Areal Unit Problem (MAUP) notes that the 
results of an analysis will vary depending on the resolution of the spatial data (e.g. census blocks 
versus census tracts) (Fotheringham and Wong 1991). Also, according to the Uncertain 
Geographic Context Problem (UGCP), the context of the phenomena under study will vary 
across different scales (Kwan 2012, 2016). The space-time hierarchical clustering methodology 
will be affected by the overall spatial and temporal boundaries of the study area, but also has the 
flexibility of choosing and evaluating the clusters across different hierarchies or levels.  
The choice of level is difficult to determine when the number of clusters are not known a 
priori (as is the case in the ground truthing simulations). However, at least three different 
approaches are available: empirical, fit, and operational. Empirical suggests an evaluation of the 
dendrogram to determine a level that is appropriate for evaluation, or identifying the number of 
clusters that could be useful for understanding the phenomena. For determining the number of 
clusters based on fit, a metric such as silhouette score could be used to determine which level 
provides the best score out of all levels. Finally, operational scale “refers to the logical scale at 
which a geographical process takes place,” and thus a level for the clusters based on knowledge 
of the processes that maybe have generated them. 
An alternative could be to visualize the nested structure as three-dimensional figures. In 
this case, each cluster could be viewed as a cylinder with radius encompassing the sub-clusters 
and height reflecting the temporal dimensions. This will provide a sense of how large and 
cohesive the different levels are with their sublevels, and may provide empirical evidence for 
choosing a level. 
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Centrality 
Developing clusters and groupings of space-time data can be done across different scales 
using the hierarchical clustering methodology described above. The difficulty lies in 
understanding which cluster is important, as well as in interpreting the results. The phrase 
‘significant’ that is used above to describe significant places may be misleading. The term 
significant may imply a statistical significance and is applicable to confirmatory methods and not 
exploratory methods. One goal of clustering towards movement objects is to identify shared 
activity areas, from which one might infer a significant place, or better, an important place. Then, 
how should a cluster be identified as an important shared placed? 
One potential approach is to borrow from social network analysis, and use a measure of 
centrality. Centrality is used to identify important nodes within a graph data structure. If a graph 
of social connections is developed where each node represents a person, and the edge represents 
whether two nodes are friends, the centrality of a node could be used to identify which 
individuals have the most friendship connections. The simplest calculation of centrality is degree 
centrality. This is calculated for each node in the graph for either a directed or non-directed 
graph. For a non-directed graph, degree centrality is the number of edges connected to a node. 
This frequency is normalized by the maximum possible degrees (connections) in the graph. That 
is, if n is the total number of nodes, then n-1 is the maximum possible degrees.  
Identifying important nodes through a centrality measure has been applied variously in 
GKDD related studies. Vrotsou et al. (2011) used degree centrality to derive significant places 
from geotagged photos. Whereas, Wen and Tsai (2015) used it to identify space-time clusters to 
identify sources of transmission and measure risk of transmission for an individual. More 
recently, Zhong and Bian (2016) used degree centrality in their location-centric approach to 
disease diffusion to identify important locations. 
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There are different approaches to calculating centrality including: eigenvector centrality, 
closeness centrality, or betweeness centrality. Selecting an appropriate measure of centrality 
depends on the original data being analyzed. Eigenvector centrality was designed for measuring 
the influence of a node in a graph, and considers the connectedness of the neighboring nodes 
(Google’s PageRank system uses a similar centrality score). Closeness centrality uses the 
shortest path between nodes other nodes, nodes closer to other nodes will be more central. 
Finally, betweeness centrality measures the importance of a node in bridging connections 
between other nodes. 
Important Places 
To apply this to the clusters generated by the space-time hierarchical clustering method, a 
scale or level of clusters needs to be selected first. This can be done through the dendrogram 
visualization, selecting a distance level, or the number of clusters desired. A graph is derived 
from the combination of clusters and original observations. Each cluster and observation is 
treated as a node in the graph, but how the original observations are converted to nodes depends 
on the type of data. Edges are the connections between an observation and the cluster. If an 
observation is within a cluster, then there is an edge between those nodes.  
If the observations are single unique events, then they may be converted directly to a 
node. This will result in several isolated subgraphs such as those shown in Figure 4.4. For 
example, if the events are motorcycle accidents, these are unique occurrences, and each 
motorcycle accident will only be associated with one cluster. Using degree centrality for these 
isolated subgraphs may be inappropriate since it will just identify the cluster nodes that have the 
most events contained in them, which may not be the most important clusters. However, using 
another measure like closeness centrality weights the edges by a user selected variable. The 
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external variable may be used to identify important clusters. Again, with motorcycle accidents 
the edge might be weighted by the severity of an injury to the rider. The shortest paths between 
the cluster node and motorcycle accident nodes would be influenced by the injury severity, 
identifying important cluster nodes that have a higher frequency of more severe injuries, for 
example. 
 
 
Figure 4.4. Graph layout of cluster nodes and unique event nodes linked together if the cluster 
contained the event. This creates isolated subgraphs. 
If the observations are repeated events from an agent, then it may be the case where the 
agents are converted to a node in the graph. Each agent is linked to cluster nodes if their repeated 
events are part of that cluster. Thus, agent nodes are potentially linked to multiple cluster nodes. 
For example, a Twitter user may have several geotagged messages at different locations and 
times, and be a part of multiple clusters. In this case, the user is converted to a node, and linked 
with multiple cluster nodes. This scenario is presented in Figure 4.5. Using degree centrality will 
identify cluster nodes that are connected to the most unique user nodes.  
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These two scenarios demonstrate different ways to identify important nodes, but with 
different meanings in how the cluster nodes are important. In the first case, importance is based 
on the way the nodes are connected through weighted edges (e.g. injury severity). In the second 
case, importance is defined based on how many unique users were associated with a cluster 
node. 
 
Figure 4.5. User nodes are connected to multiple clusters nodes to determine important clusters 
through degree centrality. 
Deriving Spatial Boundaries 
It is often useful to understand the spatial extent of different clusters. This extent can be 
represented as a polygon boundary around the points that form a cluster. This spatial extent could 
be represented in several ways. For one, a rectangle derived from the minimum and maximum 
coordinates of points within a cluster would show the full extent, but would encompass more 
area than the cluster would occupy. The convex hull of the points gives the outward shape of the 
overall distribution of the points, and is derived from the Delaunay Triangulation of the points. 
Unfortunately, it may not follow the shape of the points, which could be more concave than 
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convex. The concave hull would ideally follow the overall shape of the spatial distribution of the 
points (Moreira and Santos 2007). 
Ideally, if only the spatial component of equation 4.2 is considered, ݓஹଶ = 0, then the 
clusters will be nested when viewed at different scales (defined by the level of the hierarchical 
clustering). The spatial extents of each cluster, using a concave hull boundary, should also be 
within higher level clusters. This may fail if the concave hull algorithm does not detect the 
outside boundary properly. This is still a useful visualization of the cluster. The clusters may not 
necessarily be spatially nested if the other components are taken into account since there are 
more variable to consider. 
Limitations 
One of the known limitations of the agglomerative averaging approach to hierarchical 
clustering, is the algorithm will make a merging decision based on a static model (see equation 
4.1). This may cause incorrect merging, especially when there is noise present in the data 
(Karypis, Han, and Kumar 1999). Many of the spatiotemporal clustering algorithms discussed 
above (ST-DBSCAN, ST-OPTICS, SNN-4D+) include an approach to remove or reduce noise in 
the clustering approach. To remove noise requires a clear definition of what noise is. Noise could 
be considered for each dimension separately, or as a whole. For spatial data, noise may come 
from errors in the GPS recording of the information, but this depends on the type and quantity of 
data. Clustering of motorcycle crashes overtime should not remove noise as none of the events 
could be considered as an error if the events truly occurred. The space-time hierarchical 
clustering approach could be adapted to filter noise as part of a preprocess then proceed to the 
clustering. 
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Andrienko and Andrienko (2010) suggest another potential limitation with the use of a 
weighted linear combination of the different components. They note that this combination can 
make the clusters difficult to interpret. At least, the distance results can be difficult to interpret 
since there are several pieces that make up the result. However, the use of a centrality measure to 
identify important clusters can aid in the interpretation. Also, knowing the original values 
associated with each observation in a cluster can help interpret them through descriptive statistics 
of the different variables.  
Simulations for Parameters 
In order to evaluate the influence of the nearest neighbor parameter and the choice of the 
temporal scale factor, fifty simulated datasets were generated. These were created using three 
variables: an x coordinate, y coordinate, and temporal variable as seconds from midnight. Each 
variable used a standard deviation randomly selected from a uniform distribution between 1,000 
to 7,000. The number of clusters generated for each simulation was randomly selected between 5 
and 20 whole numbers. The centers for each cluster was also randomly selected from a uniform 
distribution of 500,000 to 780,000 for x coordinates, and 370,000 to 500,000 for y coordinates. 
The temporal variable was randomly selected from a uniform distribution between two times the 
randomly selected standard deviations to 86,400. This bottom value was chosen to avoid any 
values below 0. The make_blobs function part of the Sci-Kit Learn package was used to generate 
these simulated clusters (Pedregosa et al. 2011). One thousand observations were generated for 
each simulation. Four of the simulations are presented in Figure 4.6. The variation in the 
standard deviation can be seen in the different figures, with some clusters spread out with some 
overlap, and some tightly constrained. 
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The space-time hierarchical clustering algorithm was applied to each simulation for 
different choices of ܵௗ(2, 4, 6, 7, 8, 10, 20, and 30) and ܵ௧ (1000 to 9000, by 1000). Distance was 
calculated as network distance using a Delaunay Triangulation. To evaluate the best performance 
two performance metrics were used: homogeneity score, and average random index score 
(Hubert and Arabie 1985; Rosenberg and Hirschberg 2007). These performance metrics compare 
the cluster assignments to a ground truth; the original cluster assignment was used as the ground 
truth. The homogeneity score ranges from 0 to 1, with 1 being perfectly homogeneous, meaning 
all the clusters only contain observations of the same group. The adjusted random index score 
ranges from -1 to 1 with 0 being completely random assignment, and 1 being a perfect match to 
the ground truth clusters. 
Figure 4.7 shows the average homogeneity score and average adjusted random index 
score for different values of ܵௗ and ܵ௧. In Figure 4.7A, the average scores are for different values 
of the nearest neighbors averaged across the different values of ܵ௧. There is a slight bend where 
performance improved between 4 and 10, then decreased for smaller values, 2, and larger values, 
>20. In Figure 4.7A, the average scores are for different values of the temporal scale averaged 
across the different values of ܵௗ. Performance improved to about 3,000, but then leveled off and 
there was not much improvement after that value. 
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Figure 4.6. Example simulated datasets used to evaluate the nearest neighbor and temporal scale 
parameters. 
Also considered was the highest score for a combination of ܵ௧ and ܵௗ. The average of 
these for the adjusted random index score was a nearest neighbor of 6.9 (standard deviation of 
7.4), and average temporal scale of 3,490 (standard deviation of 2,968). The average of ܵ௧ and ܵௗ 
for the maximum homogeneity score was 6.8 (standard deviation of 7.2) for the nearest neighbor 
parameter, and 3,607 (standard deviation of 3,059). As suggested before, the natural logarithm 
heuristic might be used to determine the nearest neighbor parameter. The natural log of the 
sample size, 1000, is 6.9. In the case of most of the simulations, a value of 7 would have worked 
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well. The temporal scale factor suggests a value of approximately 3,600. This is one hour in 
seconds. Arguably, this value could be set based on other information. 
 
(A) 
(B) 
Figure 4.7. Average scores across different values for nearest neighbors across all the temporal 
scale values (A), and for different values of the temporal scale across all nearest neighbor scale 
values (B). 
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Example 
To demonstrate the use of the space-time hierarchical clustering, a synthetic dataset 
example is presented. This dataset, t5.8k, has been applied to various other space-time 
exploratory clustering techniques (Karypis, Han, and Kumar 1999; Oliveira, Santos, and Moura 
Pires 2013). The original synthetic dataset consists of a location variable with x and y 
coordinates. The distribution of the points is a mixture of noise and clustering meant to resemble 
letters from the Latin alphabet (Figure 4.8A). Since time is not included in the original dataset, 
this was appended in the form of seconds from midnight by spatially sorting from the upper left 
corner and incrementing by .1 seconds (Figure 4.8B). A network distance was used to calculate 
the spatial distance component, where a Delaunay Triangulation defined the neighborhood 
(Figure 4.8C). A baseline for the number of nearest neighbors, k, that created the scaling factor, 
was the natural log of the sample size (8,000), which was rounded to 9. In addition, a small k=5 
and large k=100 was chosen to demonstrate the effect on clustering. The scale factor for time 
was set to 3,600 seconds (60 minutes) and converted using the cos transformation. The results 
for seven clusters was chosen because there were six letters, plus one cluster for noise. This was 
done for two scenarios: considering only the spatial component, and considering both the spatial 
and temporal components. There were no non-spatiotemporal attributes considered. 
Results 
Figure 4.9 presents the results for the spatial only clustering with seven clusters. Cluster 
number does not carry over from one panel to the other. Overall, the clustering detected the 
different letters and created a separate cluster for each one, regardless of the selection of nearest 
neighbors. They also include large areas of noise points with these clusters. When the nearest 
neighbors was set to 5 or 9, Figure 4.9A or Figure 4.9B, the bottom cluster captures some of the 
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noise in that area. When the larger value for nearest neighbors was set to 100, Figure 4.9C, this 
noise cluster is much smaller. The larger the nearest neighbors, the more points were added to 
the cluster and the larger its spatial extent. Using the natural logarithm of the sample size worked 
well for selecting the nearest neighbors’ parameter with this dataset, examining only the spatial 
component. Equal weights were used for both examples. 
 
 
Figure 4.8. Synthetic dataset used to demonstrate the results of the space-time hierarchical 
clustering: (A) original location of the t5.8k points, (B) t5.8k with a temporal variable added to 
the original dataset as seconds from midnight, and (C) the Delaunay Triangulation of the points. 
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Figure 4.9. Space-time hierarchical clustering results for the t5.8k dataset considering only the 
spatial component for seven clusters with nearest neighbors set to 5 (A), 9 (B), and 100 (C). 
 
Figure 4.10 presents the clustering results for the space-time hierarchical clustering using 
both the spatial and temporal components. Again, overall, each of the letters are detected, but 
also including large areas of noise. The noise cluster at the bottom in Figure 4.10A and B, 
performed better when time was included, likely due to the way the temporal variable was added. 
For Figure 4.10C, the larger value of nearest neighbors at 100, again reduces the spatial extent of 
the cluster for noise at the bottom. 
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Figure 4.10. Space-time hierarchical clustering results for the t5.8k dataset considering both the 
spatial and temporal components for seven clusters with nearest neighbors set to 5 (A), 9 (B), 
and 100 (C). 
 
One problem with selecting only seven clusters, is that as the clusters become aggregated, 
the influence of each component of the space-time distance has on the overall clustering. As the 
number of clusters decreases, the spatial component begins to outweigh the temporal 
components. Figure 4.11 shows this by comparing the spatial only clustering (A) with the spatial 
and temporal clustering (B) for fifty clusters. The difference between the two is most apparent in 
the bottom section where in Figure 4.11A the clusters tend to be more vertically aligned as 
opposed to the horizontal alignment in Figure 4.11B. This is due to the similarity in time 
 94 
 
increasing from top to bottom. Some of the nuances of the method will be lost on this artificial 
dataset, since it was not intended to be a spatial and temporal dataset. 
 
 
Figure 4.11. Comparison of space-time hierarchical clustering for fifty clusters using only the 
spatial component (A) and both the spatial and temporal component (B) for nine nearest 
neighbors. 
Overall, the space-time hierarchical clustering method achieves expected results for the 
given clusters. Further iterations of the method should examine handling noise in some form. 
Clearer guidelines for weighting was not explored in any depth here, but this could be added in 
further iterations of the method. 
Comparison with Alternative Approaches 
To better understand the space-time hierarchical clustering approach, the results of 
applying it to a simulated dataset were compared to two other methods. The dataset was 
simulated such that twenty clusters with a sample of 1,000. The spatial component used 
randomly centers along the x and y coordinates, with a randomly selected standard deviation 
 95 
 
between 1,000 and 7,000. The temporal component was simulated to reflect the nature of 
cyclical data. The center was randomly selected, but if the distribution fell over midnight (86,400 
seconds) then it was switched to +0:00. The data is presented in Figure 4.12. In some cases, at 
the top of the z-axis (time), the cluster is slip with a few observations at the top and a few 
observations at the bottom. 
 
Figure 4.12. Simulated dataset for comparison of different clustering methodologies. 
 
The three methods that were compared were: Euclidean based hierarchical clustering, 
space-time hierarchical clustering, and the ST-DBSCAN. The traditional hierarchical clustering 
method is used to compare how it performs on spatiotemporal data. ST-DBSCAN is a density 
based algorithm for clustering spatiotemporal data based on certain parameters (Birant and Kut 
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2007). The results for the ST-DBSCAN are different in at least two ways: it reduces the noise in 
the data, and it determines the number of clusters within the dataset. In the case of the simulated 
data, it only detected 15 clusters plus a noise category. The ST-DBSCAN requires a spatial 
threshold, which is a cutoff point for the spatial component, and temporal threshold, a time value 
cutoff. The latter is similar to the time scale in the space-time hierarchical clustering and the 
same value was used for both (1 hour, or 3600 seconds). The spatial threshold is difficult to 
select, but 5,000 and 7,000 were tested. These values fell within the spatial variance when the 
data was simulated. The space-time hierarchical clustering parameters were selected based on the 
simulation students (natural log of the sample size, and 3600 for the time scale). 
Like the simulations described above, the results of the clustering were compared against 
a ground truth. ST-DBSCAN will be at a disadvantage since there is not an option to select 20 
clusters as with the hierarchical clustering framework. Two measures of homogeneity score, and 
adjusted random index. Table 4.3 presents the results of the different methodologies and their 
parameters. Overall, compared against the twenty-cluster ground truth, the space-time 
hierarchical clustering performed the best using the two metrics. The results of the ST-DBSCAN 
varied by the spatial threshold, and tended to improve the scores with a higher spatial threshold. 
For comparison, the space-time hierarchical clustering results for fifteen clusters were compared 
against the ground truth. This still performed as well as, or better than the ST-DBSCAN 
algorithm. This suggests that parameter settings for the space-time hierarchical clustering 
perform well, even if the selection of the number of clusters may be off.  
Overall, the ST-DBSCAN and space-time hierarchical clustering have different 
advantages. The ST-DBSCAN reduces noise and still performs relatively well on cyclical data. 
The space-time hierarchical clustering performs slightly better with cyclical data, and allows for 
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different numbers of clusters to be evaluated and compared, but does not remove the noise in the 
data. That latter ultimately depends on the type of data that is being used. 
 
Table 4.3. Comparison of the different clustering algorithm and the performance compared to the 
true clusters. 
Method and Parameters Homogeneity 
Score 
Adjusted 
Random Index 
Hierarchical Clustering with Euclidean 
Distance and average linkage 
.79 .59 
Space-Time Hierarchical clustering 
(Nearest Neighbors =7, time scale =3600) 
.89 .77 
ST-DBSCAN (Spatial Threshold = 5000, 
Temporal Threshold = 3600). Only found 
15 clusters. 
.75 .52 
ST-DBSCAN (Spatial Threshold = 7000, 
Temporal Threshold = 3600) Only found 
15 clusters. 
.82 .65 
 
Table 4.4. Results of the space-time hierarchical clustering for fifteen clusters for comparison 
with the fifteen clusters result of the ST-DBSCAN using true clusters. 
Method and Parameters Homogeneity 
Score 
Adjusted 
Random Index 
Space-Time Hierarchical clustering for 15 
clusters (Nearest Neighbors =7, time scale 
=3600) 
.83 .65 
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CHAPTER FIVE:  
TWITTER DATA COLLECTION AND CLASSIFICATION OF INFLUENZA-LIKE-
ILLNESSES 
Chapter Overview 
This chapter addresses the second objective of the research: to understand and evaluate 
the Location Based Social Network data that is used for identifying individuals that are sick and 
their activity spaces. It provides the results of the classification of the Twitter data to identify 
users with a potential influenza-like-illness. The research in this chapter contributes broadly to 
the use of Twitter data for small area health analysis, as well as a critical understanding of how 
Twitter may or may not be used to supplement disease outbreak detection. This chapter proposes 
the novel use of both self-reported syndrome and symptoms to classify messages. That is, 
classify users that state they have ‘the flu’ with users that self-report symptoms associated with 
the flu. Also, unique to this research, is the use of the Amazon Mechanical Turk platform to 
identify a training dataset using a series of questions and the classifier’s confidence in their 
response. This approach allowed for several different ways to classify a message: general illness, 
influenza-like-illness, and influenza-like-illness+symptoms. 
Using these three categories, three commonly used classification algorithms were 
evaluated for the effectiveness. Even with a robust and quality dataset, the success rate was low 
(60-70%). The evaluation provides a foundation for critically understanding the use of Twitter in 
outbreak detection through the quality of classifications and the impact of the temporal context. 
In addition to the classification, the availability and distribution of geotagged messages is 
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evaluated. This part of the analysis suggests several limitations to using Twitter for small area 
health analysis and disease outbreaks. The chapter concludes with an examination of topic 
modeling applied to the general illness classified messages. This shows how topic-modeling may 
be used to contend with some of the classification problems, particularly for real-time analysis of 
messages for outbreak detection. 
Introduction to Study Area 
This section provides an overview of how and where the Twitter data used for this 
research was collected, and the steps involved in symptomatic classification and verification of 
the data. Figure 5.1 shows the basic steps involved that will be covered in more detail. It begins 
with the collection of Twitter messages through their streaming Search Application 
Programming Interface (API). This is a passive data collection technique but allows for a filter 
by geographic location. The bounding box around Los Angeles County, California (CA) was 
used to filter the results for a small area analysis. This boundary is shown in Figure 5.2, and 
exact coordinates are provided in Table 5.1. The messages were collected from October 2015 to 
February 2016, during peak influenza season, and resulted in over 20 million messages collected. 
 
Figure 5.1. The steps involved in the classification of Twitter messages for this research. 
Twitter Data 
Collection Keyword Filtering
Hand-
Classification
Algorithm TrainingAutomated-ClassificationReview
 100 
 
 
Figure 5.2. Location map of the study area for Los Angeles County, California. 
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Table 5.1. Bounding box coordinates used to filter Twitter stream results. 
Location Coordinates 
Lower Left Latitude and Longitude 33.5,-119.0 
Upper Right Latitude and Longitude 35.0,-117.0 
 
The Twitter data download provided a large source of data that included textual 
information, and in some cases geotagged to where the user sent the message. The textual 
information can provide information about the user’s health status at that moment. One problem 
is being able to distinguish between an individual discussing a symptom/disease or suffering 
from it. Chew and Eysenbach (Chew and Eysenbach 2010) list different classifications of the 
kind of information that might be reported specifically by Twitter users: resource, personal 
experience, personal opinion and interest, jokes/parody, marketing, and spam. Users may post a 
message about a news story about ILI or report their neighbor is sick. For example, Nagel et al. 
(2013) only used keyword searches for terms like ‘flu,’ and could easily have included ‘my 
neighbor has the flu’ along with ‘I have the flu.’ This does not mean there is not useful 
information in both. The former implies there may be an outbreak in that neighborhood, or that 
part of an urban area. 
Twitter User Population 
A second problem research on Twitter faces is that of representation of the larger 
population. Twitter does not collect or provide demographic information about its users. The 
Pew Research Center has been tracking adult internet usage, including their social media habits, 
for three years (Duggan and Smith 2014; Duggan et al. 2015). This does show insights into who 
might be using social media amongst active Internet users in the United States.  While Facebook 
remains the most popular social media site, Twitter’s use grew from 16% of adult Internet users 
to 23% in 2014, and 24% in 2015. Thirty-six percent of Twitter users checked the site daily, 24% 
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weekly, and 40% less than that. This suggests that a large portion of Twitter activity is a small 
percentage of its users. Most of Twitter users tend to be younger, 18-29 years old, and diverse. 
The most popular race category was black (non-Hispanic). Table 5.2 presents the results of their 
survey for 2015. The survey for 2016 did not include information on race.  
In addition to the Pew Center’s reports, some geographers have attempted to correlate 
Twitter with census demographic information with mixed success. Li, Goodchild, and Xu (2013) 
correlated demographic information with geocoded Twitter messages and Flickr photographs. 
For Twitter, they worked with a national dataset and derived home county for each user by 
comparing geotagged messages ten days apart to see if they were within the same boundary. 
They then looked at the density of Twitter messages and compared this to demographic variables 
reduced through Principle Component Analysis (PCA) and partial least squares regression 
(PLSR). They focused on California for the latter part of the analysis. Li, Goodchild, and Xu 
(2013) found a relationship between “well-educated people with an advanced degree and a good 
salary who work in the areas of management, business, science and arts” (74). Hahmann, Purves, 
and Burghardt (2014) summarizing Li, Goodchild and Xu’s (2013) findings: “[it] has been 
shown that the intensity of the usage of the service within a specific region correlates with the 
average income and education of the population within this region” (3).  Hahmann, Purves, and 
Burghardt (2014) in their own study, sought to identify if the geographic context of a Twitter 
message was reflected in the textual content of the tweet. They suggest that Twitter is seen “as an 
excellent opportunity to link text to locations” (Hahmann, Purves, and Burghardt 2015, 2). They 
found a low correlation between the content of the tweet and surrounding geographic context 
based on Points of Interest (POI). The textual part of a tweet broadly contains information on 
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sentiment, opinions, reactions to events (e.g. elections, or sports), and society in general 
(Hahmann, Purves, and Burghardt 2015).  
Table 5.2. Demographics for Twitter use by Internet users in the United States (Duggan et al. 
2015) 
 Percentage of internet users 
that reported using Twitter 
Men 25 
Women 21 
White, Non-Hispanic 20 
Black, Non-Hispanic 28 
Hispanic 28 
18-29 32 
30-49 29 
50-64 13 
65+ 6 
High School graduate or less 19 
Some College 23 
College+  27 
Less than $30,000/yr 21 
$30,000-$49,999 19 
$50,000-$74,999 25 
$75,000+ 26 
Urban 30 
Suburban 21 
Rural 15 
*Percentage of internet users that use Twitter is 23% in 2016. 
Keyword Searching 
The next step according to Figure 5.1 was to filter these messages based on a list of 
keywords (see next section). Out of these filtered messages, a random subset was submitted to 
Amazon Mechanical Turk for hand classification based on a series of questions. These were 
combined in different ways to create sets of training messages that were used for the training 
algorithms. Finally, automated classification was applied to the remaining filtered messages and 
these were reviewed as a test of the efficacy of the training algorithms and datasets. 
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Filtering messages is an important first step. Randomly selecting from the population of 
20 million messages may never result in any messages related to health. Therefore, fifty-four 
keywords were identified, partially derived from the work of Lampos and Cristianini (2010), and 
are presented in Table 5.3. These included words describing symptoms (e.g. fever), infectious 
diseases (e.g. flu), and treatments (e.g. Tylenol). Each message’s case was converted to lower-
case, and then each keyword present in the message was noted.  
Table 5.3. Keywords used to select individual self-reported Twitter messages. 
Keywords used in search 
fever, temperature, aching, muscles, sore, throat, chills, sweats, headache, dry, cough, 
persistent, fatigue, weak, weakness, nasal, congestion, allergy, allergies, stuffed, stuffy, nose, 
sinus, flu, influenza, shot, vaccine, vaccination, pneumonia, cold, sick, antibiotics, sinusitis, 
bronchitis, lung, unwell, chronic, appetite, immune, feel, liver, antiviral, tired, vomit, nausea, 
fluids, bed, breath, medicine, nyquil, dayquil, tylenol, aspirin, theraflu 
 
Amazon Mechanical Turk Classification 
Amazon Mechanical Turk is an outsourcing platform that allows ‘requesters’ to pay for 
small tasks from ‘workers.’ These tasks range from filling out psychological tests to sentiment 
classification. Each ‘worker’ is paid a small fee that is determined by the requester, but may 
range from $.01 up to several dollars. This service was used to hand-classify the messages 
obtained from the initial Twitter dataset. The number of messages selected was determined by 
the cost and funding available. Two thousand dollars was obtained through the University of 
South Florida School of Geosciences Tharp fellowship. A rate of $0.08 per classified per 
reviewer per message was selected, and three independent reviewers per message ($0.24 per 
message). This budget allowed for approximately 8,000 messages to be classified, minus 
Amazon Mechanical Turk Fees. An initial sample of 5,678 messages were selected, which left 
room to subset this data with a second batch of 958. This was done because sometimes Twitter 
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messages are deleted, or a user’s account becomes private; in either case, the ‘worker’ could not 
view the message to be classified. 
Each worker was asked to respond to seven questions regarding their interpretation of the 
user’s health based on the message they posted. In keeping with Twitter’s end user agreement 
which states that the text of the message may not be separated from the actual message object, 
the workers followed a direct link to the message on Twitter’s website (Figure 5.3). Here the 
worker either saw the message or a missing page. Figure 5.4 shows the first two questions the 
worker was required to fill out. If the link was broken, they checked that option and did not 
respond to any other questions. The second question in this section was included to determine if 
the user was posting a message about themselves, or as a third party: for example, “get your flu 
shot at Rite aid.” 
Figure 5.5 shows the next set of questions ascertain if the worker thought the user was 
sick, had a ‘cold’, or had an influenza-like-illness. These questions helped group users who 
explicitly say they are sick with users that describe only their symptoms. So, a user may say they 
have a fever, and the worker would check that they are sick, but not check that they “say they 
have the flu.” The worker could then provide their confidence level about their classification of 
the message (Figure 5.6). This was provided on a scale of 1 (not confident or not sick) to 4 (the 
user is sick). 
Finally, the worker was asked to check boxes of grouped keywords they thought were 
relevant to the message (Figure 5.7). The combination of these different results could then be 
used to arrange symptoms into different syndromes, particularly around influenza-like-illness. 
This resulted in 5,741 messages classified. 
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Figure 5.3. Heading section of Amazon Mechanical Turk web page the workers viewed. The 
symbol ${url} was replaced with a link to the Twitter message. 
 
 
Figure 5.4. Situational questions to understand the user and whether the message had been 
deleted. 
 
 
Figure 5.5. Questions used to identify the health status of a user as generally sick, or specifically 
stating they had the flu/influenza. 
 
 
Figure 5.6. Worker rating their confidence in understanding the health status of the user. 
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Figure 5.7 Keyword Selection for Symptoms 
Automated Classification 
The hand-classified dataset was then combined in different ways to create different 
binary classifications based on keywords. Three categories were used to test three different 
classification algorithms: naïve Bayesian Classifier, Support Vector Machine, and Decision 
Trees. The three classification categories are presented in Table 5.4, along with the frequency of 
those classifications. For example, for the Influenza-Like-Illness (ILI) category, only individuals 
that were classified as having the flu in question 5, Figure 5.5 above. The minimum requirement 
was that 2 out of the 3 workers had to classify a message as having the flu, and their combined 
average confidence was above 3. The result was only 154 messages that met these strict criteria. 
 
Table 5.4. Classification categories and the frequency of classified messages. 
Influenza-Like-Illness Influenza-Like-Illness + 
Symptoms 
Reported Illness 
154 / 5741 295 / 5741 1856 / 5741 
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Figure 5.8. Classification schematic for the Influenza-Like-Illness+Symptoms group. 
 
The second category in Table 5.4, Influenza-Like-Illness + Symptoms, followed a similar 
process demonstrated in Figure 5.8. Again, the combined agreement of the workers for flu and 
confidence was included, but this group also included users that had a symptom of ILI. Only 
when each worker agreed on the keyword, and it included multiple instances of the different 
keywords, was it included. These keywords included fever, aching body, medicine for treating 
influenza, sore throat, congestion, and sinus. This increased the result of classified messages 
from 154 to 295. The final category of reporting an illness was for an individual reporting they 
were sick (Figure 5.5), and met the average confidence of greater than 3. This had the largest 
group, which contained the influenza-like-illness users also, of 1856. 
Results 
Each group was used as a training dataset for three different classification methods using 
k-fold cross-validation: Naïve Bayes, Support Vector Classification (SVC), and Decision Tree 
Classification. Each relied on the Scikit-Learn Python implementation, which uses stochastic 
gradient descent for the SVC (Pedregosa et al. 2011). The number of folds used for each 
Flu
Has the Flu?
Has a keyword 
symptom?
Confidence is > 
threshold?
 109 
 
classification was five. Each classifier was based on one of the three datasets, they were not used 
as multinomial or multiple category classifiers. 
The training results for each category is presented in Table 5.5. The percentage is the 
accuracy based on the number of correctly predicted messages used in. In all cases, the Naïve 
Bayes classifier performed poorly. This is likely due to the relatively small sample of ‘successes’ 
for most of the groups, or the length of the Twitter messages may have caused problems. The 
SVC performed well all-around across all the groups, and the Decision Tree Classifier did well 
in most of the other groups. 
 
Table 5.5. Results of classifications by classification algorithm and group. 
Classified Messages 
Classifier* Influenza-Like-Illness Influenza-Like-Illness + 
Symptoms 
Reported Illness 
Support Vector 
Classifier (using Linear 
Stochastic Gradient 
Descent) 
81% 73% 81% 
Decision Tree Classifier 84% 77% 76% 
Naïve Bayes 50% 50% 60% 
*Each classifier used k-folds (folds = 5) cross-validation to divide the data into training and test 
datasets. Accuracy is based on the number of correctly predicted messages. 
 
The second step was to apply each of the trained-classifiers to the subset of filtered 
Twitter messages (n=445,949) based on the keyword search. Table 5.6 presents the number of 
messages classified into each group. Again, the Naïve Bayes classifier performed very poorly on 
this dataset, not even identifying the messages that were included in the training. The other 
classifiers performed similarly, and as the variety of messages increased, so did the number of 
classified messages. The trained Decision Tree Classifier seems to be more liberal in its 
 110 
 
classifications since it had over 2,000 more messages classified in the ILI+Symptoms category 
over the SVC.  
Table 5.6. Results of the trained classifier for each of the categories. 
 Predicted messages (out of 445,949) 
Classifier ILI ILI + Symptoms Reported Illness  
Support Vector 
Machine (using Linear 
Stochastic Gradient 
Descent) 
n=2,568 n=3,105 n=49,458 
Decision Tree Classifier n=3,276 n=5,916 n=57,564 
Naïve Bayes n=0 n=0 n=12,483 
 
Review of Messages 
To further evaluate the effectiveness of the classification algorithms a hand review was 
undertaken for the ILI+Symptoms category for the SVC. This appeared to be the best of the ILI 
related classifiers from the k-fold cross validation tests. Each of the 3,105 messages was 
reviewed and considered to be part of this category (True) or not (False). It was found that 67% 
of these matched what was expected from the classifier for a total of 2,233. Not surprisingly this 
did not deviate from the results of the SVC classifier’s accuracy assessed during the k-fold cross 
validation (73%).  
The biggest factors involved in the misclassification of the SVC results were: 
colloquialisms and context. The term fever was an important keyword in the tf-idf matrix that 
formed the base of the classification, and thus weighed heavily in the trained algorithm (at least 
for the ILI+Symptoms class). However, fever is used outside of a health context, and there were 
several messages that included colloquialisms, like ‘baby fever’ and ‘puppy fever’, that 
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expressed a desire to become pregnant and own a puppy. Other expressions like ‘cabin fever’ 
were not related to the health status of the user. 
The messages were also influenced by the context of the broader world. A musical album 
by Wiz Khalifa called Cabin Fever 3 was released on December 15, 2015. Several messages 
referring to this album were wrongly classified as a user with ILI+Symptoms. Allen et al. (2016) 
have also suggested this problem. This may indicate the biggest issue with a real-time 
classification of Twitter messages, since the training dataset will always be based on past 
datasets there will be events occurring that may bias this process. 
Classified Messages with Location 
One of the most appealing features of the Twitter platform, from a research perspective, 
is the ability to find messages geotagged with the location of where the message was sent. This 
information combined with the text content of the message can provide context about a location 
at a given time. Unfortunately, as Table 1.1 suggests, only a small proportion of messages, daily, 
are geotagged. When the dataset is reduced as it is when searching for self-reported ILI, then 
even fewer of the messages are geotagged. 
In the ILI+Symptoms category, there were 393 unique users with geotagged messages. 
Out of all their messages combined, there were 20,861 geotagged messages for the whole study 
period (not just around the time they self-reported). Some users might be considered super-users 
and tweet abundantly, whereas others may send a tweet once or twice during the whole study 
period. The average number of geotagged messages per user was 53. Out of the 393 unique users 
in the ILI+Symptoms, two had had over 4,000 messages each during this time, and accounted for 
nearly 40% of all geotagged messages. The top three tweeting users with geotagged messages 
accounted for over half of the geotagged messages at 55%. Approximately 29% of the unique 
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users had only one geotagged messages. The tweets of the super user tended to be highly 
concentrated in the same area, and did not impact the overall distribution of the points in the 
study region, as shown in Figure 5.9. This can also be seen when those users are removed from 
the distribution as shown in Figure 5.10.  
 
Figure 5.9. Density of all Twitter messages from the Influenza-Like-Illness+Symptoms category. 
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Figure 5.10. Density of Twitter messages without the top five users from the Influenza-Like-
Illness+Symptoms category. 
 
For an additional comparison, the distribution of Reported Illness geotagged tweets is 
shown in Figure 5.11. For this category, there were 26,524 unique users. Several thousand 
messages were removed based on the findings of the review discussed above (cabin fever, baby 
fever, etc.). These users accounted for 16,426,661 messages, and 405,347 of these were 
geotagged (only 2% of the messages). The distribution of the messages is also similar, partly 
because they likely also include the 20,861 messages. 
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Figure 5.11. Density of Twitter messages from the Reported Illness category. 
 
The temporal distribution of the Twitter messages was approximately equal across the 
months. There is a possible pattern of self-reporting an ILI across the week. In some months, the 
start of the week saw the highest frequency of cases then decreasing on the weekends, as 
presented in Figure 5.12. This was not consistent across all months, but may have been affected 
by days where the data stream was down. 
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Figure 5.12. Frequency of self-reported Twitter messages by weekday and month. 
As indicated in Chapter One, the source of the message can provide useful information 
about the behaviour of the users. The classified messages are a mix of sources from both Table 
1.2 and Table 1.3. Table 5.7 shows the sources for all messages, and the few messages that were 
geotagged. Nearly all the geotagged messages that were classified came from an Instagram 
source. This could be a potential alternative to identifying symptoms through a visual analysis. 
Not surprisingly, none of the geotagged messages came from the web-client, since these are 
typically not sent from mobile devices. 
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Table 5.7. Sources for the ILI+Symptoms classified messages for all messages and for geotagged 
messages 
All Sources 
Total ILI+Symptoms Classified 
Messages 
Geotagged ILI+Symptoms 
Classified Messages 
Twitter for iPhone 1832 5 
Twitter for Android 304 6 
Twitter Web Client 61 0 
Instagram 22 22 
 
Topic Modeling 
An important problem when dealing with the automated classification of messages is the 
misclassification of the data. As shown with the ILI+Symptoms review, the context of when a 
message was reported is important. This will affect any real-time automated classification 
methods used to detect outbreak investigation. Reviewing thousands (for a small area) to 
hundreds of thousands of tweets (regional) by hand is not practical and defeats the purpose of an 
automated approach  
An alternative could be to use topic modelling to broadly understand the messages as 
they have been classified. As an example of this, the Reported Illness classified messages were 
processed using Latent Dirichlet Allocation (LDA) to derive nine topics based on the content of 
the messages. The choice in of nine was done due to processing time, and the ability to interpret 
nine topics is easier than 10 or more. Figure 5.13 shows word clouds for four topics that 
appeared to not be related to the health status of the Twitter user. The size of the word reflects 
the frequency of its use across all messages within the topic. Figure 5.13A and B both include 
the word ‘sick,’ but with A it appears with many other words frequently and suggests that it may 
be a colloquial usage of the word, rather than generally describing the user’s health. Figure 
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5.13C included the word stuffed, which was related to a symptom (‘stuffed nose’), but tied to 
many other words that might be a colloquial usage (‘I’m stuffed’). Again, the context is 
important; the study period included several popular holidays in the US – Thanksgiving and 
Christmas – where large meals are commonly served. 
Figure 5.14 showed topics that are likely related to a user’s health status. Figure 5.14A 
and B pulled out the symptoms of a cold as well as generally stating a person was ‘sick.’ Figure 
5.14C and D pulled out users discussing their ILI and symptoms. A ninth category is not shown 
in either figure, but was related to ‘medicine.’ 
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(A) (B) 
(C) 
 
(D) 
Figure 5.13. Results of the topic modeling for four topics determined not to be related to health. 
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(A) (B) 
(C) (D) 
Figure 5.14. Results of the topic modeling for four topics determined to be health related. 
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CHAPTER SIX:  
IDENTIFICATION OF NODES OF TRANSMISSION AND CONTACT NETWORKS 
Chapter Overview 
This final chapter presents the results that attempt to answer the overarching research 
question presented in Chapter One: How can nodes of transmission be identified through 
individual activity spaces incorporating the three factors of infectious disease spread: interaction, 
movement, and scale? To do this, the results from the evaluation of geotagged Twitter data will 
be used to represent the movement of individuals over time. Only the Influenza-Like-
Illness+Symptoms (ILI+Symptoms) will be considered, since it is the highest quality dataset out 
of the three classification groups used. The space-time hierarchical clustering methodology 
described in Chapter Four will be used to identify shared activity spaces through clustering. 
Degree centrality is used to identify important clusters which are used to understand how 
potential nodes of detection may be detected. The space-time hierarchical clustering will further 
be used to develop spatiotemporal contact networks. These contact networks based on when and 
where individuals were proximate to each other, demonstrate how an infectious disease could 
spread through human activity. They have direct applicability in network-based models of 
disease spread. 
Interaction Potential 
As discussed in Chapter 2, the transmission of a disease from a host individual or other 
infectious agent to a susceptible individual, at first, requires contact, or coupling, between them 
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(Schærström 1996). This contact may need varying degrees of physicality dependent on the 
pathogen (Pyle 1979; Meade and Emch 2010; Cromley and McLafferty 2012), but, as a start, the 
two individuals should be proximate (across the hallway, sharing an elevator, or kissing the body 
of the deceased). In other words, for contact to be made and exposure to the pathogen to occur, 
the individuals’ life paths should intersect in time and space. Depending on the pathogen, its 
latent period and other disease dynamics, the paths do not necessarily have to coincide at the 
exact same moment, as there may be a space-time lag between exposure and symptoms 
(Schærström 1996). 
The interaction between two individuals is dependent on their movements coinciding in a 
spatiotemporal window. One way to measure the interaction potential between two individuals is 
through their potential path areas, and space-time prisms (Farber et al. 2013). Unfortunately, this 
level of interaction is not available with the choice of Twitter data. This is because the geotagged 
Twitter messages represent a sparse trajectory (days or months between posts), and varying 
degrees of spatial precision depending on the source of the message. Also, the focus is more 
about the convergence of individuals at places that may define a node of transmission. 
This research presented in this chapter relies on the idea of a place of potential interaction 
through shared activity. Places of potential interaction has a looser requirement of interaction in 
that the places are identified through occupying the same space. At these places of potential 
interaction, the interaction only needs to occur within a disease lag (discussed below) and within 
the same cluster. One assumption inherit in this is that individuals would be freely accessible. 
Accessibility refers to the reachability of each individual, and how easy it would be to interact 
with those individuals (or activity locations) (Kwan and Weber 2008). 
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 Like accessibility, these places of potential interaction are also contingent on the scale of 
analysis (Kwan and Weber 2008). The context of these interactions would change depending on 
the scale they are evaluated at (Kwan 2012). The likelihood of interacting at a scale of analysis 
with clusters the size of Los Angeles is much smaller than the likelihood of interacting at a scale 
of neighbourhoods or lower.  
The spatiotemporal contact networks evaluated below, also bring in the idea of 
interaction potential. Here it is a more direct evaluation of the likelihood of different individuals 
interacting with each other based on space-time distance. The smaller the distance between 
individuals the more likely they could have interacted. Again, interaction does not have to mean 
physical contact, but occupying the same space or being proximate to each other. In any of the 
cases of self-reporting an ILI it is possible (more likely than not) there was a third-party non-
Twitter user that exposed them to the illness. 
Another factor in the interaction of individuals are space-time constraints (Farber et al. 
2013). These types of constraints are discussed briefly in Chapter 2 such as coupling constraints 
(limits on the ‘where’ and ‘when’ two individuals interact). This is not directly explored in the 
analysis, but might be considered as indirect reasons why certain nodes were detected (places 
open to multiple individuals during weekend hours). Other constraints are built into the 
hierarchical nested view of scale that is implicit in the space-time hierarchical clustering 
methodology (McMaster and Sheppard 2004). The top of the nested structure (the highest level 
or scale) enforce constraints on the levels below it. These constraints impact which scale to 
evaluate the clusters at. They can also be useful for determining sub-clusters. For example, 
identify a single node, then review the clusters that are nested within it. At the finest resolution, 
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these would be individual Twitter users nested within a cluster. In some ways, this is a definition 
of interaction at scales. Interaction potential decreases up the hierarchy. 
Space-Time Hierarchical Clustering for Nodes of Transmission 
Chapter Two set forth the concept of nodes of transmission and disease diffusion using a 
holistic time geographic framework. Nodes of transmission are largely defined through the 
process of bundling of space-time paths. The bundling, in turn, is analogous to clustering 
methodologies. The chapter also lays out some of the requirements a clustering method would 
need to have, in order to identify these shared activity spaces, namely: movement, interaction, 
and scale. The first two items require the clustering to incorporate a spatial and temporal 
component. The last is included so that nodes of transmission can be viewed across different 
scales. The space-time hierarchical clustering methodology meets these requirements. The 
hierarchical clustering easily integrates the notion of aggregating and disaggregating bundles 
(see below). 
The data source used here is also appropriate for this method, since it was developed with 
network constrained, free flowing, or mixed data in mind. Twitter data is a mixture of transport 
network constrained points and points distributed in a two-dimensional space. The Delaunay 
Triangulation neighborhood graph should work well with this data since it can be used to mimic 
how individuals are moving in the study area.  
The space-time hierarchical clustering will be used in two ways: identifying shared 
activity areas, and developing spatiotemporal contact networks. To identify shared activity areas, 
only the spatial component of equation 4.3, ݓஹଶ = 0, to create clusters based on all geotagged 
messages from the subset of identified ILI+Symptoms users. This was done to identify areas 
visited by users regardless of when they were there. Identifying important nodes then considered 
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the temporal aspects separately. The spatiotemporal contact networks incorporated both the 
spatial and temporal components in the analysis. 
Parameter Selection 
Several criteria needed to be set to identify potential nodes of transmission. This includes: 
scale factors for equation 4.3, determining the number of clusters from the results, and 
identifying the time lag for potential infection in determining nodes of transmission. The scale 
factor for the spatial component could be selected by using the natural log of the sample of 
points. The scale factor for time used in the spatiotemporal contact network is based on the 
notion of walking speed. Finally, selecting important clusters as potential nodes of transmission 
is based on the infectivity and incubation periods of Influenza. 
Walking Speed 
It was not always clear from the activity of the Twitter users if they were sending 
messages while walking, standing, or riding in motorized transport. Also, their modes of 
transportation could easily change in between when messages were posted. Since the activity of 
sending a message requires some focus, users are assumed to be standing still or walking during 
the period they sent the message, and that walking would occur with a constant velocity. 
Knoblauch, Pietrucha, and Nitzburg (1996) found for humans aged 14 to 64 years old 
(encompassing the key ages of Twitter users) their average walking speed was 1.2 meters per 
second. Using this constant, an individual could walk approximately 720 meters in ten minutes, 
or upwards of 2,160 meters in 30 minutes. As Figure 6.1 shows, a distance of 3,000 meters 
encompasses a large area; whereas, 300 meters is about the equivalent of a block. To determine 
spatiotemporal contact networks, a temporal scale factor of 10 minutes was used. This time gave 
a large enough block of time that a person walking could cover most of a block. It also fell well 
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within the time period (one hour) an influenza droplet could be suspended in the air (Cliff, 
Haggett, and Ord 1986; Lowen et al. 2007). A person walking close to in time and space within 
ten minutes of a message could be potentially exposed. 
 
 
Figure 6.1. Example distances using a radius of 30 meters (not visible), 300 meters, and 3000 
meters. 
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Infectivity and Incubation Period 
To determine the important clusters and potential nodes of transmission, ILI+Symptoms 
classified users’ activities were used. Only geotagged messages that were within the potential 
incubation and infectivity period of influenza were associated with clusters. The typical period of 
incubation for influenza is one to four days. This is the time from infection to the time when 
symptoms develop. Person to person transmission occurs when an infected individual exhales 
respiratory droplets and they are inhaled by a susceptible individual (Cliff and Haggett 1989; 
Lowen et al. 2007). A person may remain infectious for five to seven days after symptoms 
develop. To capture as many geotagged messages as possible, a two-week time frame was used 
to filter messages (one week before and one week after posted symptoms). 
Potential Nodes of Transmission 
Finally, a note on the use of the terms important and potential. As discussed in Chapter 4, 
important is preferred to the term significant since there is no statistical test being used to 
identify clusters. Importance can be defined based on the dataset. In this case, important means a 
cluster shared by multiple infected individuals.  
Also, since this research is largely exploratory, and attempting to develop methods and 
approaches to understanding nodes of transmission and their relationship to individual activity 
and movement, the word potential is used for nodes of transmission. In some ways, the fact that 
people who self-reported being sick visited an area near the time they were sick is confirmation 
of a node of transmission. Without actual contact tracing, it is impossible to know for certain. It 
is also impossible to know which users have contracted influenza without an actual test. Humans 
are not perfect in self-diagnosing their ailments. Therefore, the word potential will be used when 
discussing the nodes of transmission throughout this chapter. 
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Identifying Potential Nodes of Transmission 
The first step in the process was to develop clusters of shared activity from infected users 
in the ILI+Symptoms sample. All geotagged activity from the classified users for the entire study 
period was used for this process. A spatial component only space-time hierarchical clustering 
approach was used to create the clusters. The ten nearest neighbors were used as a spatial 
constraint of the activity. This was based on the natural logarithm of the number of geotagged 
messages available (n=20,861). The network of choice was the Delaunay Triangulation 
constructed from the unique spatial coordinates of the Twitter messages (see for example Figure 
4.1). 
An alternative to using only the ILI+Symptoms users’ geotagged messages would be to 
use all users. This could create a set of potential locations more representative of all the Twitter 
users. It would also create smaller clusters because there would be more density in using all the 
Twitter messages. This option was not pursued for two reasons. For one, even eliminating 
uncertain sources such as bots, there would be over 1.9 million messages to cluster. While the 
space-time hierarchical clustering could handle that many messages, containing the distance 
matrix in memory required for clustering was not possible. This limitation might be overcome by 
randomly sampling the locations. At the same time, this leads to the problem of identifying 
nodes of transmission using the ILI+Symptoms users. Even with more clusters from the denser 
dataset, it is still only possible to use the known locations of the users. There may be more 
clusters available, but they could not be detected because they never visited those areas. 
Also, the focus on only the spatial component was done to understand the infected users’ 
activity regardless of when they potentially interacted. That is, to detect common shared activity 
areas for people who were known to be sick at one point during the four months. This follows 
the Lagrangian perspective discussed in Chapter Two, where a node of transmission is defined 
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by the paths of the individuals who stop there. The reasons a user visited a location were not 
known, but reviewing the clusters can show if there was physical station within the cluster’s 
boundary. The result of the clustering is shown in the dendrogram in Figure 6.2. The height of 
the blue lines indicates that there are at least two main clusters. This is because of the way the 
Twitter API selects data for a supplied bounding box. It selects users that report they live inside 
the bounding area (e.g. Los Angeles County), even if their activity is outside the area. So, the 
two main clusters are the study area, and then the area outside of it that had Twitter user activity. 
There are thousands of clusters available across the different levels of the hierarchical 
cluster as the clusters are disaggregated from the main two. These nested groupings may be 
visualized using the strategy suggested in Chapter Two, by treating the clusters as cylinders in a 
space-time cube. This way the nodes of transmission can be seen as nested structures. The size of 
the cylinder is set using the spatial bounds of the locations within the cluster. The parameters 
required in equation 2.8 are the radius, height, and center point of the cylinder. 
The center is determined by the mean center of all locations associated with a cluster. The 
radius is based on the spatial extent of the points, using half the width or height of the extent 
depending on which was larger. Using half of these values made the full diameter of the circle 
forming the base of the cylinder cover approximately the same extent of the whole area. Since 
the clusters could be irregularly shaped, the exact area of the cylinder will not necessarily cover 
the same as the cluster. The height is taken as the minimum and maximum times of all Twitter 
messages within a cluster 
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Figure 6.2. Dendrogram result of the spatial only space-time hierarchical clustering using ten 
nearest neighbors for the scale factor. 
Figure 6.3 shows the bundles represented as cylinders for two different levels of clusters. 
This shows the nesting structure of the clusters as it is aggregated and disaggregated (smaller 
cylinders inside larger cylinders). The smaller bundles on the left-hand side of the cube have 
more activity at smaller clusters within them. The larger cluster covers more area, but with fewer 
bundles inside it. Figure 6.4 shows the ninety-nine clusters from Figure 6.3 without the 
aggregating bundles. Here the different heights of the bundles can be more clearly seen. There is 
overlap in activity in terms of time, and many are spatially proximate. Some bundles had a very 
short activity period, and may represent a different type of activity, or were never visited by a 
Twitter user after that time frame. This visualization methodology is more useful when it can be 
engaged with interactively.  
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Figure 6.3. Bundles representing clusters showing the nesting of clusters in the hierarchical 
structure for two levels. 
 
While the bundling visualizations can provide an overview of the patterns of activity in a 
general sense, it is more useful to be able to derive clusters at a given scale. This can be done by 
selecting a distance along the vertical access of the dendrogram, or by selecting the number of 
clusters. In the t5.8k example presented in Chapter 4, identifying the number of clusters needed 
to be decided a priori. However, with the Twitter data it is not clear how many clusters would be 
needed. The distance along the y-axis of the dendrogram is the value ܦ൫ܿ௜ , ௝ܿ൯ from equation 4.3. 
Ultimately this is the network distance divided by the maximum of the nearest neighbor 
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distances, since the weight was equal to one. If the maximum nearest neighbor distance was 10 
meters for a given cluster, that the network distance for someone 30 meters away would be 3.0. 
 
 
Figure 6.4. Sample of bundles from ninety-nine clusters showing the cylinders for one level. 
 
Figure 6.5 shows the frequency of the maximum network distance of the ten nearest 
neighbors for every geotagged Twitter message in the ILI+Symptoms dataset. Most of the ten 
nearest neighbors occurred close to each other, within at least a 1000 meters. Table 6.1 shows the 
descriptive statistics for this value. The 95th percentile was 8653.50 meters, so almost all Twitter 
messages were within about 8000 meters of each other. This is a substantial area as Figure 6.1 
suggests which shows the radius of 3000 meters. 
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Table 6.1. Maximum network distance descriptive statistics for the ten nearest neighbors of 
every geotagged Twitter message in the ILI+Symptoms dataset. 
Mean/Median 
Distance (meters) 
Minimum Distance 
(meters) 
Maximum Distance 
(meters) 
4162.26 / 990.42 23.23 325,081.72 
 
 
Figure 6.5. Frequency distribution of the maximum network distance for the ten nearest 
neighbors of every geotagged Twitter message in the ILI+Symptoms dataset. 
 
These nearest neighbor values and a visual inspection of the dendrogram suggest a value 
of about 3.0 (units are scaled distances) for the distance cutoff. This creates 148 distinct clusters 
with varying sizes. If a user has a minimum nearest neighbor distance of 23.23 meters for its 
scale factor, that means a distance of 3.0 would be for an individual within about 70 meters. As 
Figure 6.1 shows, this would be at about the block level. If a user has a median nearest neighbor 
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distance of 990.42 meters, a distance of 3.0 would be approximately 3000 meters away at the 
neighborhood level. Using a cutoff of 10.0 would place a person at 223 meters and 9,990 meters; 
this creates substantially larger numbers. However, using a smaller cutoff distance, 1.0, creates 
much smaller clusters (22.23 and 990.42). Some of these would be useful, but others would be so 
small that it would not be likely to capture any shared activity. Choice in the cutoff distance is a 
balancing act that requires identifying clusters that are small enough to be able derive some 
meaning from them, but not so large that they just create groupings that encompass entire cities 
and regions. 
Using the minimum concave hull solution for deriving the spatial boundaries mentioned 
in Chapter 4, allowed for a visual representation of the size of the clusters (Moreira and Santos 
2007). Figure 6.6 shows these clusters for the Los Angeles County area. Here the variability in 
the cluster size is reflected in the use of the variable nearest neighbor scale factor. Some clusters 
could encompass large areas, while others cover smaller areas. Using a larger cutoff for the 
distance would create clusters that larger for some of the smaller areas. 
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Figure 6.6. Shared activity clusters (148) derived from geotagged Twitter message in the 
ILI+Symptoms dataset using space-time hierarchical clustering and a cutoff of 3.0. 
 
Selecting Important Clusters 
Since there is an important temporal lag to the infectious disease spread (incubation and 
infectivity periods) the importance of different clusters need to also be evaluated in terms of 
when Twitter user was likely infected. A Twitter user is likely to self-diagnose when their 
symptoms are most apparent. When the person became infected was likely to occur within 7 days 
prior to their symptoms, and then they could continue to be infectious even after their symptoms 
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are no longer apparent. To detect which clusters were important, and potential nodes of 
transmission, the degree centrality approach discussed in Chapter Four was adopted.  
For this approach, each of the 148 clusters were converted to a node in a graph data 
structure. Then only geotagged messages from the ILI+Symptoms classified users within a two-
week timeframe of the classified message’s timestamp were identified (see Figure 6.7). Using 
the concave hull as a representation of the cluster spatial extent, the two-week subset of the 
messages was associated with the different cluster activity areas if the geotagged message fell 
within its boundary. Each unique user was converted to a node in the same graph data structure. 
Non-directed edges were connected between user nodes and cluster nodes if the user’s geotagged 
message was within the cluster boundary. The degree centrality was calculated for each cluster 
node in this graph structure. To determine which of these cluster nodes were the most important, 
a 95th percentile of degree centrality was selected. This resulted in six different clusters, 
presented in Table 6.2. The table also shows how many unique users visited the cluster over the 
entire study period, indicating why the original cluster was created. The table also shows how 
many unique users were active during their two-week disease time-lag. 
Each of these 95th percentile clusters were compared against aerial photographs and maps 
that showed points of interest to determine what types of activity may have been conducted there 
(Figures 6.8, Figures 6.9, Figures 6.10). The commonality between these areas are they include 
locations where multiple individuals are likely to converge or flock to (which pattern is not 
clear): a mall, the central business district, and an amusement park.  
Cluster 16 includes the Hollywood and Highland Center (also includes what was 
formerly known Mann’s Chinese Theatre) is a retail-zoned area of approximately .04 kilometers2 
(see Figure 6.8). There are approximately 100 businesses within the complex and is designed for 
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entertainment, shopping, and dinning. There is also a hotel on the site (Loews Hollywood Hotel). 
It serves as a hub for both bussing and subway mass transit. It has active hours between 10:00 
a.m. and 10:00 p.m. (PST). Cluster 18 is adjacent to 16, and encompasses Hollywood Boulevard 
in the northern part of the cluster, and Sunset Boulevard in the southern portion. Unlike cluster 
16, there is no distinct physical feature that may create a convergence or flocking behavior and a 
shared activity area. There were, multiple buildings that might draw people such as the USA 
Hollywood Hostel, United States Postal Service, an elementary school, and the Hollywood 
YMCA. 
 
 
Figure 6.7. Density of Twitter messages that were geotagged within two weeks of the self-
reported ILI+Symptoms classified message. 
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Table 6.2. Important Clusters and Potential Nodes of Transmission using degree centrality. 
Cluster ID All Unique Users Active 
in Cluster Area 
Two-Week Activity 
in Cluster Area* 
Description of Area 
16 34 9 Hollywood Boulevard; 
Highland Mall; Also, close to 
a high school. (0.10 km2) 
18 39 6 Hollywood Boulevard and 
neighborhoods (0.65 km2) 
48 46 9 Downtown Los Angeles West 
(3.3 km2) 
49 67 14 Downtown Los Angeles East 
(3.4 km2) 
62 49 7 Disneyland (North side) (0.09 
km2) 
63 44 4 Disneyland (South side) (0.39 
km2) 
*Unique users active during the two-week incubation/infective period. 
 
Figure 6.9 shows the clusters around the downtown Los Angeles area. This area includes 
a mixture of businesses and residential areas. The financial and central business district tended to 
be included in cluster 49. This also included a group of museums, such as the Japanese American 
National Museum. Cluster 48 was close to the STAPLES Center (used for sporting events) and 
Los Angeles Convention Center. 
Figure 6.10 showed the clusters for the Disney Theme Park, Disneyland, which is split up 
across two different areas. Cluster 63 encompassed the front of the park, and the entrance area. 
Cluster 62 was towards the back of the park. Some estimate the daily average number of visitors 
to be about 44,000 persons. It is approximately .5 kilometers2 in size. 
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Figure 6.8. Location of clusters 16 and 18, showing Hollywood Boulevard and Highland Mall 
areas. 
 
Results 
The results of the important clusters shown in Table 6.2 are influenced by several factors. 
For one, the Twitter dataset is not a representative sample of the population. The age of Twitter 
users skews younger, and thus their shared activity areas will reflect this. Most of the 
destinations encompassed by the clusters revolved around entertainment and shopping, which 
may be popular activities for young people in the Los Angeles County area. In addition, the 
choice of degree centrality and edge connections through cluster visits biases the important 
clusters towards those that have a greater diversity of unique users. This graph setup would favor 
areas that would bring in more people. 
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Figure 6.9. Location of clusters 48 and 49, showing downtown Los Angeles broken into two 
different clusters. 
 
Closely related to this was the choice of a distance of 3.0 for creating the clusters. At 
least four of the clusters could easily be considered as a single area (Disneyland and downtown 
Los Angeles). These areas were split into two clusters because of the distribution of Twitter 
messages, but realistically they could be considered as one respectively. Detecting smaller 
neighborhood areas may be possible by using a different scale, or different measure of centrality. 
The nature of Twitter activity certainly plays a role with which clusters were created. It’s 
likely that overall Twitter is an event driven social media platform. That is, people are likely to 
post a message when they are out performing an activity, rather than sitting at home. This is 
likely the case with geotagged messages. Since a computer does not have a built-in GPS unit, a 
message sent from home may not be geotagged (this might explain why none of the classified 
 140 
 
messages were geotagged); whereas a mobile phone would be able to geotag the message. A user 
would be more likely to use a phone to post the message while they were participating in an 
activity. 
 
 
Figure 6.10. Location of clusters 62 and 63, showing the Disneyland theme park, broken up as 
two different clusters. 
 
Even with these considerations, the methodology appears appropriate for identifying 
potential nodes of transmission. Confirmation of the potential nodes was primarily limited by the 
amount of geotagged Twitter messages available. Clusters 62 and 63 provide some confirmation 
of the nodes found. These clusters encompassed the Disney Theme Park, Disneyland. The reason 
this is promising is because in 2015 42 out of 59 cases of measles were linked back to visits and 
interactions at the same theme park (Anderson and Tomasallo 2015; Zipprich et al. 2015). With 
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the case of the ILI+Symptoms, 93 cases were linked to the park, and 11 were active there during 
their two-week infectious/incubation period.  
Temporal Overlaps 
In addition to the spatial considerations, the visits to the clusters could be understood 
through their temporal patterns. That is, identifying the temporal overlap between infected and 
susceptible individuals. The clusters focus on the spatial overlap through the users shared 
interactions. Viewing temporal overlap can be done in two ways: as a space-time cube as 
suggested in Chapter Two, or as overlap charts (similar to Gantt charts). 
For the space-time cubes, the clustering can be translated directly to bundles as shown 
previously in Figure 6.3. The activity may be added to these bundles in the form of space-time 
paths, or as discrete known locations. The latter is more appropriate for Twitter data, but both 
will be demonstrated.  
Figure 6.11A and B show different orientations on the same space-time cube for cluster 
16 represented as a bundle. The height of the cylinder is based on the time difference between 
the users’ activities within the cluster. The two rotations and orientations are meant to help 
interpret the locations of the user’s activities. Some of their activities outside of cluster 16 are not 
visible because of the viewing angle. Each symbol represents a different user, and each location 
represents one Twitter message sent at that time and place. Approximately three of the users 
dominate activity in the cluster, with a lot of messages posted in the bundle. There are some 
activity overlaps between different users, particularly at the bottom of the cylinder. For a very 
active user like the sideways red triangle, they may post a message from different locations 
within a close temporal proximity. The user also repeatedly visited the cluster after a time. This 
is easier to see in Figure 6.11B with the lower angle.  
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Figure 6.12 shows the expanded view of cluster 16 with users’ activity throughout the 
same timeframe as the height of the cylinder. Each user is connected through a space-time path 
by interpolating the connection between the Twitter message posts. A prism may be used to 
show the uncertainty in the connections between messages, but given the time-gaps between 
posts, it could encompass a large area and block out the bundles. could also be used to represent 
the uncertainty inherent in the unknown locations. The way the users are connected does also 
suggest there may have been interactions between them at different areas outside of cluster 16. 
Finally, Figure 6.13 shows the bundles for clusters 62 and 63, the Disneyland area. The 
activity shown are for the users that visited the clusters within their two-week 
incubation\infectivity period. The temporal overlap is harder to distinguish in this case, and it 
may be more appropriate to flatten the space-time cube into one dimension for space, and one 
dimension for time. 
Visualizing Space-Time Overlap for Disease Transmission 
To achieve this, a new visualization is presented for understanding contact between 
individuals within a specified potential node of transmission. Instead of the space-time cube, 
space is flattened to one dimension, designated as a visit to the node of transmission. Time is 
shown along a single dimension, and each user is separate for all other users. The incubation and 
infectivity time-lag is shown as a bar so that it is clear when the user was classified as infected 
and when they were visiting the site. 
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(A) 
(B) 
Figure 6.11. Different rotations and orientations (A and B) of the space-time cubes showing 
cluster 16 as a bundle, and the activity of Twitter user cases for the ILI+Symptoms dataset. Each 
user has a different symbol associated with it.   
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Figure 6.12. Space-time cube showing cluster 16 as a bundle, and the activity of Twitter user 
cases for the ILI+Symptoms dataset as interpolated space-time paths. Each user has a different 
symbol associated with it. 
 
 
Figure 6.13. Space-time cube for clusters 62 and 63 represented as bundles, and the activity of 
Twitter user cases for the ILI+Symptoms dataset. Each user has a different symbol associated 
with it. 
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The visualizations for each important cluster is presented in Figure 6.14 to Figure 6.25. 
This is done for two scenarios: using only the users that visited the potential node during their 
two-week period, and using all users that visited the site. For example, in Figure 6.14, activity 
for the nine users that visited the site during the two-week time-lag are shown along the y-axis. 
The time when a message was posted is shown on the x-axis. Each time a user visited the cluster, 
a black circle is placed when the message was posted. The classified message is shown in color 
at the time it was posted, and bar designating the seven days before and after the message shares 
the same color. Each user has a different color associated with it. For cluster 16, there is potential 
transmission for the bottom three users, and at the top. This is because the visited the site 
approximately at the same time before or near they reported their illness. Although, direct 
transmission cannot be inferred from this chart. It may be a third party that was present at the site 
that was responsible for the transmission. 
In the second case, Figure 6.17, all users that visited cluster 16 at any point during the 
study period were included along the y-axis. Their visits to the cluster are shown as black circles. 
The time when they self-reported and the two-week period are shown as colored boxes with a bar 
around it. The place where the user posted their ILI+Symptoms classified message may not be in 
the same cluster. Several of the users had repeated visits to the cluster throughout the study 
period. In some cases, their visits coincided with when they were ill.  
The repeated visits may indicate that the users were active in the site at times when they 
were not posting Twitter messages there. They may also indicate that the user worked at the 
cluster. Evaluating when their messages were posted (e.g. during the workday) may indicate 
reasons for the visit, or evaluating the content of the message. 
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Figure 6.14. Twitter users with activity at cluster 16 during their two-week incubation and 
infectivity period. 
 
Figure 6.15. Activity for users that visited cluster 16 at any point during the study period, and the 
period of incubation and infectivity.   
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Figure 6.16. Twitter users with activity at cluster 18 during their two-week incubation and 
infectivity period. 
 
Figure 6.17. Activity for users that visited cluster 18 at any point during the study period, and the 
period of incubation and infectivity.   
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Figure 6.18. Twitter users with activity at cluster 48 during their two-week incubation and 
infectivity period. 
 
Figure 6.19. Activity for users that visited cluster 48 at any point during the study period, and the 
period of incubation and infectivity.  
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Figure 6.20. Twitter users with activity at cluster 16 during their two-week incubation and 
infectivity period 
 
Figure 6.21. Activity for users that visited cluster 49 at any point during the study period, and the 
period of incubation and infectivity.   
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Figure 6.22. Twitter users with activity at cluster 62 during their two-week incubation and 
infectivity period. 
 
Figure 6.23. Activity for users that visited cluster 62 at any point during the study period, and the 
period of incubation and infectivity.  
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Figure 6.24. Twitter users with activity at cluster 63 during their two-week incubation and 
infectivity period. 
 
Figure 6.25. Activity for users that visited cluster 63 at any point during the study period, and the 
period of incubation and infectivity.  
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Previous studies that examine disease diffusion often showed wave-like patterns in the 
temporal flow infections (Cliff, Haggett, and Smallman-Raynor 2000; Viboud et al. 2006; Cliff, 
Haggett, and Smallman-Raynor 2009). While the number of classified messages throughout the 
study period was more or less continuous, Figure 6.14 to Figure 6.25 can be examined for some 
wave-like patterns.  
Figure 6.21 shows the cluster for downtown Los Angeles. There is a large outbreak from 
about the start of November through December, then again in January and February when what 
looks like a slowdown in individuals classified during that time. Figure 6.23 shows a similar 
wave pattern, but with two smaller outbreaks in January and February. Figure 6.25 has a break 
earlier in December, then further infections into January and February. Figure 6.16 and Figure 
6.18 only show the two-week activity, but the groupings over overlap is similar with a November 
group and January/February group. From what can be inferred from this, there were likely 
localized waves in November and December, then again in January and February. 
Movement 
Figure 6.12 attempts to reveal some of the movement patterns of individuals around a 
node of transmission. It also speaks to the challenges of comparing movement of different 
Twitter users given the sparsity of the messages, particularly the large gaps between posts. 
Movement is a key component in the spread of diseases; it is the ability to move from places of 
potential interaction, convergence, that aids in the spread of the disease. One potential use of 
examining the movement of these users is to indicate an external place that was not apparent 
because a Tweet was never recorded there. Using only the known locations from ILI+Symptoms 
class, limited what places would turn up, excluding where an unknown third-party may have 
exposed the different users (e.g. a place of work). As discussed earlier, even if the clusters had 
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been built from all Twitter activity, it would not be known if the ILI+Symptoms user visited that 
node at any point. 
The sparsity of the data in many ways is reflective of how a contact network might be 
built. In the SARS example, the physician traveled from Guangdong to Hong Kong, several 
miles and hours apart. A Twitter user disappearing and resurfacing at many different locations 
could be similar to this. However, it still presents a challenge of comparing the movement of 
individuals. One approach adopted in periodic pattern analysis is to identify the same routes 
through a sequence analysis. For example, the study region may be tessellated into sub-units, and 
each sub-unit assigned a label. The sequence of visits is compared to each other. An individual’s 
sequence may be AACCCG is compared with a second individual’s sequence, AACBDG using 
edit distance (the number of edits it takes to go from one string to the other string) (Navarro 
2001; Cao, Mamoulis, and Cheung 2009). This is a form of spatiotemporal similarity, as opposed 
to examining the geometric similarity of the space-time paths.  
To compare the movement of different users in the ILI+Symptoms category, a string 
sequence of their cluster visits ordered by the date a message was posted to Twitter. Each cluster 
was assigned a 1 to 3-character label. The character label was combined into a sequence in the 
order of visits, separated by a space. Table 6.3 presents an example sequence for one user. Each 
sequence could vary in length depending on how many messages were geotagged during the 
study period. 
Table 6.3. Example sequence of clusters 
User Sequence of Clusters 
dj bbe dj cd eg bi bi bi gc gg bbh bcc bcc bcc bbb gc 
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Each users’ sequences were compared against all other users in the ILI+Symptoms 
category. Then these were sorted by their edit distance scores and the amount of time between 
their self-reported ILI messages. Using this methodology two users with an edit distance of 281 
and five hours between their messages was identified (Table 6.4). Because they both had long 
sequences (over 500 each), the review of the results were easier to examine. In one case, a user 
with only one message was matched with the lowest edit distance with another user with over 
fifty messages.  
Table 6.4. Comparison of two user’s sequences and their self-reported sick times. 
 Values 
User 1 Sequence dj bg db db fg fg bg bg bg de ca bi bg bg ca bg dg dg dg dg dg dg dd 
dg dg dg dg dg bg ca ca ca ca bg bg bg bg ei hg ej ei ei eh id id dd bi 
bg bg bg bg hb hb ji ji ji ji hg bg bi bg bg bg ei dg bg ca hg bg ca ca 
dd ei cj ef di ej eh eh eh eh eh eh eh eh fa eh eh eg eh eh ca bg bg df df 
ca ca bg cj fa hj hj hj hd bg bi ci bi dd ej ej ej ej ej cc ej ea bg ea ec ca 
bg ha hb ha ha ha ha ha bg ej cj cj eb hf bg bg bg bg bg hg hg hg hg 
hg hg hg hh hg dd cj cj dj dj dj dj dj dj hg db cj hd hd dg ei hg bi hg 
hg hf hg df dj hg hf hf hf hg hg hg db dg 
length = 548 
 
User 2 Sequence ei ec bg dj dh dj bg bg dd he he he he ca ei dj bi bi bi bg bi bi ej ej dj 
bi dh bg dj db bi de cj cj ci ci cj ca ca bg dj ca dj ec ec dj cj ca ca ej bi 
dj bi bi bi cj cj ci cj cj bg dj dj dj dh dh eg eg ej dj ej ej di ca ca ea ea 
ej ej ej ei ej ej dj hf ej ej ej ej ej ej dj ej ej eh ej ej dj ej ej dj bg ci ci ci 
ci ci ci ej fg bg dj dj dj bi dj eg ef ef ef bg ea dh dj bg dj baj dh cj ej ja 
db bg ej cj dj dj dj dh dj ej ej bg ej dj dj dh ej ej ci ci dj ej ej ej dj dh 
bg bg dj ej ej dj dj ej dj ej bg ej ej ej dj fc fc dj ec cj cj cj ej ej ej jb 
length=549 
 
Edit distance 281 
 
Difference between 
reporting 
ILI+Symptoms 
5 hours (1/18/2016 9:58:17 PM and 1/19/2016 3:47:58 AM) 
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These two users’ messages played a role in identifying cluster 16 (labeled as ‘bi’) as an 
important cluster; posting messages from there a combined 50 times over the study period. They 
also posted from cluster 18, a combined total of 18 times. Figure 6.26 shows their visits to 
different clusters and their overlap at various time points near when they were both sick. While 
this approach could be used to identify potential nodes of transmission (looking for combined 
activity), it is also useful for understanding shared movement patterns. 
 
Figure 6.26. Overlap in visits between two users identified using the edit distance methodology.  
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Spatiotemporal Contact Networks 
While the above approach is related to the Lagrangian approach, it is also possible to 
analyze the clustering from the Eulerian perspective. Recall that the Eulerian view is to select a 
node and then determine who stops at that node and eventually become infected. In this section, 
the view of the node is two-fold: the physical location and the infected individual. The physical 
node is taken from the clusters defined above. This is done to filter the number of Twitter users 
to consider. The infected individual is viewed as a node of transmission that has a physical 
location and a period of time they were active in that location. Then, it is a matter of determining 
which individuals passed through that location, and ideally determining if any of them became 
sick. The approach also relies on the space-time hierarchical clustering that was developed in 
Chapter Four.  
Again, the ILI+Symptoms dataset is used for identified infected individuals. For each of 
these users, the geotagged message that occurred closest in time to the classified self-reported 
ILI+Symptoms was selected. All geotagged Twitter messages that occurred within thirty minutes 
of this message were selected from the entire dataset collected from the API. The space-time 
hierarchical clustering was used to define associations between the infected users and all other 
users based on their proximity in space and time. As with many traditional disease models, the 
Twitter users were assumed to be able to mix freely (Sattenspiel 2009). 
The parameters for the space-time hierarchical clustering were set like those used to 
identify the clustering. The physical distance between messages was calculated as the network 
distance from the DT. The DT was created from the unique locations of the sample of geotagged 
Twitter messages. The nearest neighbor parameter was set to ten, which performed well for this 
dataset in the previous section. 
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The time component was scaled (்ܵ) to within ten minutes. This was selected since it 
allowed a walking individual to be within a radius of 840 meters of the original message’s 
location, and was within the time frame the influenza droplet could be suspended in the air. 
Thus, another Twitter user could still pass within the same location even after the infected 
individual had left.  If two messages occurred at the same location (network distance = 0), and 
within ten minutes of each other, the space-time distance was less than one; if over ten minutes 
then greater than one. If at the same location, and occurred within thirty minutes the space-time 
distance was three.  
After processing, the cluster associated with the infected individual’s nearest geotagged 
message was selected. At the smallest level of the hierarchical clustering, this cluster contained 
one message. This was added to a graph data structure as the root node. As geotagged messages 
were added from unique users, a new node was added to the graph for each user. Each node is 
assigned an increasing integer value for the label. The first user added received a value of one. 
To maintain clarity in the visualization, only the new node was connected to the previous set of 
nodes. The edges were weighted and labeled by the space-time distance that the cluster was 
created at (the y-axis of a dendrogram). This creates a chain-like structure that adds edges and 
connections as the cluster grows bigger and includes more users.  
For example, Figure 6.27 shows the root user (a Twitter user classified as 
ILI+Symptoms), and the closest next Twitter user is number a1, with a distance of 0.1 (quite 
close in space and time). The next cluster does not form until a distance of 1.1, adding user 2. 
Users 3, 4, and 5 are added at distance 1.5, and finally stopping at a distance of 3.0 is user 6. 
User 1 is extremely close in time and space to the infected individual; perhaps they knew each 
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other in person. There is previous evidence that Twitter social networks reflect the spatial 
proximity of the friends and followers for small social networks (Stephens and Poorthuis 2015). 
The choice of connecting nodes to only the previous nodes is slightly misleading. Since 
average linkage is used to merge clusters together in hierarchical cluster, the distance is 
compared to all users in the clusters being merged. It is possible that user 2 and the root are 
closer than user 1 and user 2. Fewer connections was done so that the graphs could be visualized 
in a way that showed the distance away from the root as clearly as possible. 
 
Figure 6.27. Spatiotemporal contact network for one Twitter user classified as ILI+Symptoms. 
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While Figure 6.27 is a simple structure, indicating at least one potential transmission 
between two Twitter users, the spatiotemporal contact networks could become quite complex. 
For example, in Figure 6.28 after a distance of 1.0, the users 5 through 8 are joined to the graph. 
When these are included the graph expands rapidly to include thirty more users by a distance of 
2.1.  
In the case of Figure 6.29, the root user is very close to five users. It and expands quickly 
to up to fifty users just slightly greater than a distance of 1.0. If the messages were physically 
close to each other, the root user have access to about fifty unique users within a ten-minute 
window. For a highly contagious disease, this could show how quickly the disease could spread 
to several individuals who are active in a popular location at the same time. 
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Figure 6.28. Complex spatiotemporal contact network for one user classified as ILI+Symptoms. 
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Figure 6.29. Spatiotemporal contact network with a quickly expanding network. 
 
Another interesting result of this methodology is the representation of the ‘superspreader’ 
phenomena discussed in Chapter Two in relation to SARS. An index patient is considered the 
first person in a sequence of infections that is known to have the symptoms, whereas the 
superspreader infects more than the basic reproduction number (ܴ଴) of an infectious disease. The 
basic reproduction number is the number of cases an infected person will generate on average; a 
superspreader would be higher than this average number. If that number is one or two, then a 
superspreader might be five or much higher. As with Figure 6.30, there is the index patient (root 
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user) and potential contact with twelve other Twitter users within a distance of 1.0. The index 
patient may only infect one or two of these twelve individuals (or none). If that happens to be 
number 11 or 12, then the potential spread of the disease may increase significantly because of 
their access to other individuals. This, of course, assumes a very contagious disease because the 
proximity of these clusters was within 10 minutes of each other. These spatiotemporal contact 
networks could be very useful to test the spread of diseases in network-based disease models. In 
a dynamic network context, the contact networks could change daily, and those changes could 
reflect real-world activity and proximity based on the movement of Twitter users. 
 
Figure 6.30. Spatiotemporal contact network showing the superspreader effect. 
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Also of interest with these contact networks was if any of the Twitter users that 
encountered an infected individual also became infected. To draw on the largest sample of 
people self-diagnosing an illness, the Reported Illness classified dataset was used to compare 
against. This set of classified data was selected since in contained the broadest sense of people 
who had some illness. All messages from an individual in the ILI+Symptoms dataset within the 
two-week time-lag were used for the root users. Then, using the spatiotemporal contact 
networks, each Twitter user that the infected root users came into contact was compared against 
the list of users in the Reported Illness dataset. Unfortunately, nothing concrete was found. Some 
users did connect with others that showed up in the Reported Illness, but when they were 
reporting their symptoms did not match when they would have interacted together. However, 
since a lot of the users showed repeated activities in the same cluster, it is possible there was 
interaction at times that are not reflected in their Twitter activity.  
Impacts of parameters 
This research has relied heavily on the new space-time hierarchical clustering 
methodology. The results of the potential nodes of transmission, and interpretation, are tied to 
the parameters of the space-time hierarchical clustering and the choice in cluster distance. The 
cluster distance, or level, sets the number of clusters that were examined. While this was rooted 
in assumptions about individuals’ walking speeds, different choices in distance could produce 
different clusters. For example, choosing a larger value for distance (fewer clusters) would 
probably merge the two Disneyland clusters and the two downtown Los Angeles clusters. At the 
same time, choosing the larger distance may lose some of the valuable detail shown in the 
Hollywood Boulevard clusters. Choosing a smaller distance would create more clusters and 
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could be difficult to interpret because the clusters would be smaller and tighter around fewer 
users.  
Secondly, changing the nearest neighbors and time scale factor (in the case of the contact 
networks) could change the results. From the synthetic dataset example shown in Chapter 4, 
changing these values is expected to have less of an impact when there are more clusters 
considered. Even with many clusters it requires selecting a larger number of nearest neighbors to 
really see a difference in how the clusters were grouped together. Of course, this will depend on 
the dataset being used. 
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CHAPTER SEVEN:  
DISCUSSION AND CONCLUSIONS 
Summary of Work 
The goal of the research presented throughout this work has been to lay the foundation 
for understanding nodes of transmission in disease diffusion research. This was done by 
developing a holistic framework that integrated human movement, place, and disease diffusion 
theory through time geography. Nodes of transmission are integral to understanding how 
movement, interaction, and scale function in the spread of diseases. These are the places that 
people interact and facilitate the spread of disease. They can be existing places, stations, that 
individuals converge or flock to, or they can be derived through the bundling of the space-time 
paths individuals create in their activities. Bundling serves as a key component that links 
individual movement with current theories on disease diffusion. Using the aggregation and 
disaggregation of bundles, scale is fully integrated into disease diffusion. Nodes of transmission 
can be studied from either the Lagrangian or Eulerian perspectives. Much of the research has 
focused on the Lagrangian perspective of defining nodes from the shared activity of individuals. 
While maintaining this foundation in nodes of transmission, this research developed a 
methodology that would be appropriate for discovering them using exploratory machine learning 
methods. The space-time hierarchical clustering methodology creates clusters using space, time, 
and non-spatiotemporal information that can be viewed or studied across different scales. The 
methodology is simple to implement in existing algorithms, because it changes the distance 
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metric to be a weighted linear combination of the three components. It meets the requirements 
laid out in defining the nodes of transmission by addressing movement, interaction, and scale. 
Finally, the space-time hierarchical clustering methodology is applied to location-based 
social network data obtained through Twitter. This ‘big data’ resource contained geotagged 
messages representing known locations and activity of Twitter users. The research presented an 
evaluation of using Twitter for small-area health analysis and used it to derive potential nodes of 
transmission through the space-time hierarchical clustering method. The use of Twitter for the 
research was a limiting factor in the conclusions that could be drawn from the results of the 
potential nodes of transmission. Yet, the approach showed promise by identifying several shared 
activity areas where ill Twitter users frequented.  
Objectives Revisited 
The overarching research question for this research was: How can nodes of transmission 
be identified through individual activity spaces incorporating the three factors of infectious 
disease spread: interaction, movement, and scale? The space-time hierarchical clustering offers 
an exploratory method to do this. By looking at the shared activity spaces of Twitter users, who 
were possibly infected with an Influenza-Like-Illness, the clustering identified some potential 
nodes of transmission. The choice in the scale to view the clusters focused heavily on the block-
level of a large urban area. Instead, a regional scale could have been picked. The analysis also 
ignored the larger clusters that generated from more remote/isolated Twitter users or activities, 
so the potential nodes are clearly tied to the urban setting of Los Angeles. However, this is often 
the fear in infectious disease spread, that the disease reaches a dense urban area. 
The first objective of the research was to formally define nodes of transmission. This was 
done by creating a holistic framework that linked individual level movement with traditional 
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disease diffusion methodologies through time geography. The use of bundling to describe the 
identification of nodes, was directly tied to the space-time hierarchical clustering. 
The second objective’s aim was to understand the data source that was used to test the 
methodology and feasibility of its application towards identifying nodes of transmission. This 
was done by evaluating the classification approach, the algorithms used to classify text, and 
understanding Twitter and geotagged messages. The new classification approach developed in 
this research combined self-diagnosed syndromes with self-reported symptoms to develop an 
Influenza-Like-Illness+Symptoms class. The results of the classification using different 
algorithms were evaluated through k-fold cross validation and a hand review. Finally, the 
research reviewed the quality and quantity of geotagged messages as applied to the research. 
The third objective ties back into the original research question, evaluating the use of 
machine learning clustering and its application for detecting nodes of transmission. This research 
used Twitter activity to identify potential nodes of transmission. It used the space-time 
hierarchical clustering designed to meet the requirements of understanding nodes of 
transmission. The evaluation of the method is hindered by the use of Twitter data, but still 
showed promise as a method and general approach to identifying nodes of transmission. 
Ethical Considerations 
This research relied heavily on publicly available Twitter data to track individuals self-
reporting their health status. While the data itself is publicly available through Twitter’s API, 
users of the platform may not be fully aware that their information is accessible to such a fine-
grained level. They may also not be aware that third party platforms like Instagram are posting 
their location information if they have turned that option off on Twitter. The two, main, ethical 
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considerations in this research are privacy and security. These concerns are summarized by 
Giannotti and Pedreschi (2008):  
...there is a little path from opportunities to threats: We are aware 
that…there lies a flaw of potentially dramatic impact, namely the fact that the 
donors of the mobility data are the citizens, and making these data publicly 
available for the mentioned purposes [knowledge extraction] would put at risk our 
own privacy, our natural right to keep secret the places we visit, the places we live 
or work at and the people we meet – all in all, the way we live as individuals. In 
other words, the personal mobility data, as gathered by the wireless networks, are 
extremely sensitive information…(8). 
Privacy is perhaps more important when dealing with a citizen’s personal location 
history. As Gudmundsson, Laube, and Wolle (2011)suggest, “[from] the spatiotemporal footprint 
of a person’s movement behaviour one can potentially infer where that person lives, where the 
person works, places that the person regularly visits….” (736). In an era of the United States 
(US) government using social media platforms and mobile devices to spy on its citizens, it can 
be easy to see how this level of data could be abused (Greenwald 2013). The relationship 
between the researcher and the social media user is also poorly understood. Often the researcher 
is unknown to the user, as was the US government to the Verizon phone customers. It is 
speculative to say how an individual user may feel about their data is being used for purposes of 
research. 
This research did not present any of the Twitter handles (screen names) of the users 
identified in the classifications, nor did it show their individual level activities, or share this data 
with any other researchers. However, during the hand classification the Amazon Mechanical 
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Turk workers were required to view the Twitter post on Twitter’s website. There the worker did 
have access to the profile of the user. In theory, a worker could have contacted the user, but was 
instructed not to. Since the posts were public, anyone could have viewed the message. Twitter 
would require an account to be able to post a public message (reply) to another user, and two 
users need to follow each other to send a private direct message to each other. No location 
information was shared over Amazon Mechanical Turk. 
Another consideration is with the results with identifying a node of transmission. Could 
this possibly stigmatize certain places? In the unlikely event that Disneyland becomes known as 
a hotbed for infectious disease spread, would they go out of business. Nodes identified in low-
income areas could be furthered abandoned and boarded up because of this status. 
Limitations 
Many of the limitations in this work spawn from the use of Twitter data as a source for 
analysis. For one, as Table 5.2 shows, Twitter users in general tend to be younger (20 to 30 year 
olds), and possibly under the age of 18. This is not the demographic that is typically impacted by 
Influenza, so there are significant proportions of the population that would not be detected using 
Twitter data. The analyses also relied on messages in the English language, and could miss the 
portion of non-English speaking Twitter users (again Table 5.2). Thus, Twitter is not a 
representative sample of the population, although the collection of Twitter data in Los Angeles 
might be considered a representative sample of the US Twitter population. 
The location information contained in the Twitter data may have a different bias. Beyond 
the locations produced by the bots, Instagram produces location information by allowing its users 
to tag a photo with a location. That location could be a standard set of latitude and longitude 
coordinates for a given location. This may explain why it is possible for two different users to 
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have the same exact location to their different posts. Precision and rounding may also cause 
locations to be the same.  
Both the bias in the demographics of Twitter users and the bias in the location 
information would impact the results of the nodes of transmission. For example, cluster 16 
encompassed the area round a shopping center, and this could stem from the younger 
demographics of Twitter users. The shape of the clusters could be impacted by how the 
geotagged messages are generated. Changing different scales would also impact how the clusters 
are generated and may compensate for the bias in the geotagged messages. Also, constraints on 
movement limit how the nodes were detected. For example, places of business that are likely to 
draw dense populations (shopping center) place a constraint on the interactions of individuals 
(hours of operations). The uptick in geotagged messages on the weekend point to some other 
constraints placed on interaction, in that people will be out visiting locations that are open on the 
weekends and draw in a wide range of people. 
The location data contained in the Twitter messages may also be very sparse. Because of 
this it was difficult to incorporate the component of movement. Although using edit distance and 
sequence analysis did evaluate the potential to compare movement patterns, this was not 
explored in any depth. The use of the space-time cube visualizations is another way this research 
presented some of the movement information and can be used to look for repeated visits to the 
same cluster over time. The clustering methodology also relied on the idea of static visits, or 
known locations, rather than the concept of the space-time path.  
A limitation in the space-time hierarchical clustering is identifying the number of 
clusters, or level of the data, to evaluate. It is difficult to pick a level, but it might be possible to 
use different metrics (e.g. silhouette score) to pick the best fitting cluster. The clusters that were 
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identified and created using only the geotagged messages from the ILI+Symptoms users also 
introduce a bias into the number of clusters. These clusters may easily miss a potential node that 
the users could have visited, at the same time the research could only use the information for 
where a user was known to visit. 
Significance of the Research 
The contribution of this research touches on several areas: disease diffusion, outbreak 
detection and big data, disease modeling, visualizations, and space-time methodologies. These 
fall under the sub-disciplines of time geography, medical geography, and geographic information 
science. The different contributions will be addressed under the following subsections. 
The Importance of Nodes of Transmission 
The study and identification of nodes of transmission is important for at least two 
reasons: studying diseases, and disease interventions. Traditional disease modelling has focused 
on the movement of individuals in space and their ability to freely interact. It has paid less 
attention to where individuals might be going and why they are going there. In other words, why 
and where are people converging that helps spread an infectious disease. This approach changes 
the way of thinking around disease modelling. As demonstrated by the sample Twitter data in 
this research, people often converge in areas of density (malls, high schools, amusement parks, 
etc.). Adding these places in addition to work and home, then the dynamics of disease spread can 
be better understood. In some ways, it is like adding another variable or characteristic about the 
person beyond age, sex, income, or other health related factors. A group of young people will 
converge on different places than a group of middle-aged white males. This can be reflected in 
the models. 
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Secondly, nodes of transmission become points of intervention in a disease outbreak. For 
one, they may be the source of the outbreak such as the funeral in the Ebola outbreak or 
restaurant in the outbreak of a Gastrointestinal disease. Identifying the convergence and shared 
activity spaces of individuals could easily pinpoint these places through methods like the space-
time hierarchical clustering. Furthermore, they might also represent places where vaccination 
and other intervention strategies could be implemented as a preventative strategy. Since there is a 
lag to vaccinations producing immunity, it would not be possible to do this during an outbreak. 
Retrospective studies may find common linkages between the places people visit such as 
Disneyland. During an outbreak, quarantines might be placed at these nodes to prevent further 
spread. 
Time Geographic Framework for Nodes of Transmission 
By developing a holistic approach to understanding nodes of transmission, this research 
brings together mobility with disease diffusion, while incorporating place into how and why 
diseases spread. In the concept of nodes of transmission, place plays an important role in 
defining where people interact, or where people converge and flock to that forces them to 
interact. The notion of place changes with scale, and this change is reflected in the concept of 
bundling. Place could be viewed at the city, regional or country-level; or it may be viewed in 
urban areas as specific locations (Disneyland, or a shopping center). This framework has 
implications for understanding disease diffusion, but also implications in the way disease 
modeling is approach from a node centric (location-centric) perspective. 
Twitter for Small-Area Health Analysis 
Integral to the research presented throughout was the reliability of the Twitter data. While 
previous research has shown some promise to using Twitter in conjunction with traditional 
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epidemiological methods in identifying outbreak detection. The end-goal would be towards real-
time analysis in identifying outbreaks. This research contributes to that body of work, but at the 
same time is critical of using Twitter. 
This research also contributes new approaches to classifying health related Twitter 
messages. None of the research reported in the literature reviews has made use of the Amazon 
Mechanical Turk platform to develop a quality training dataset. Often it is only reported that a 
hand-classified dataset was created and fed to one of the different text classification algorithms. 
Using Amazon Mechanical Turk allowed multiple workers to classify a single message, and 
asked the worker to rate their confidence in their classification. This approach provided 
information on messages that were harder to categorize. The series of questions and flagging 
keywords also made it possible to group messages into different categories: Influenza-Like-
Illness, Influenza-Like-Illness+Symptoms, and Reported Illness. Novel to this research was 
creating a category that combined the self-diagnosis of the syndrome with the symptoms, 
creating larger sample. Even then, the number of messages found remained small which 
impacted the choice of classification algorithm. 
Of which, the Naïve Bayes classifier performed extremely poorly across all categories. It 
only worked at all when there was about a quarter of the classified messages were in the category 
of interest. The Support Vector Classifier (SVC) and Decision Tree Classifier were both 
effective (above a 50% marker) in their results. They seem effective for the smaller samples; 
which is likely to always be the case in a random selection in a small region of interest. Even 
then, they only classified about 70% of the messages correctly according to both the hand review 
of the Influenza-Like-Illness+Symptoms (ILI) and the k-fold cross validation. That means that 
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for the Reported Illness category the number of correctly classified messages is likely to be 
around 35,000 rather the nearly 50,000 that were returned (Table 5.6).  
One of the problems with these automated procedures is that it cannot understand the 
multiple meanings of a word like ‘fever,’ even with a high-quality training dataset. Some of this 
has to do with the context the message is sent in (e.g. the music album with cabin fever in the 
title). That context is subject to changes over time. It seems like best practice to create a training 
dataset using the same messages from the period under study. That puts a damper on using 
Twitter for a real-time outbreak detection in some ways. However, Topic Modeling shows some 
potential for quickly evaluating the content of messages. Combining the automated classification 
with a review of the topics could be a reasonable way to include a human review of the 
information being processed. The choice in infectious disease will also make it difficult. Rare 
diseases would not appear very often in Twitter messages, at least by name. Detecting symptoms 
that build up to specific syndromes will be a better approach. 
This research also has implications in using Twitter for small area health analysis, 
specifically in the number of geotagged messages. Generally, only a quarter of the messages 
obtained for the Los Angeles study area on a given day were geotagged. While Twitter data is 
likely already biased given the evidence in the Pew Center’s reports, the geotagged messages 
may be biased to certain users who have left this option turned on (Duggan et al. 2015). The 
geotagged messages may also be biased towards mobile device usage, since posts from 
computers may not have the ability to provide a location. This is supported through the 
descriptive analysis of Twitter message sources in Chapter 1. The geotagged messages across all 
messages collected were biased towards third-party platforms that posted to Twitter’s service on 
behalf of the user. Location information contained in the messages may be primarily event 
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driven. That is, messages are posted with a location while the user is active outside the home 
using a mobile device with a GPS unit built in. An individual tweeting about a fever or flu is 
probably doing so from a bed rather than at Disneyland. There were also a small number of users 
that used Twitter heavily, but their geotagged messages tended to be concentrated in a very small 
area that had little impact on the clustering results. 
Space-Time Hierarchical Clustering Methodology 
This research proposed a new methodology for exploratory clustering called space-time 
hierarchical clustering. This is a novel approach since there have been few methods that attempt 
to integrate a spatiotemporal component with non-spatiotemporal information, as well as scale. 
The method was described in general terms and has general applicability. The weighted linear 
combination of the different components could also be applied to different clustering methods 
since it is a measure of similarity. Using the hierarchical clustering was useful for understanding 
how the clustering occurred across different scales, but this was only possible in the way each of 
the components were divided by a scale factor that constrained them. 
This novel approach was applied towards the synthetic dataset and the Twitter data. The 
Twitter data was used to identify nodes of transmission, but the question remains about whether 
the method could still be used to identify potential nodes of transmission with a different, non-
location based social network dataset. Contact tracing in epidemiology seeks to identify and 
diagnose individuals that may have encountered an infected person. This could include intimate 
contacts, or casual contacts. This can be done by interviewing the individual about who they 
came into contact with, but also where they had been. Contact tracing was used in the Ebola 
outbreak to identify the funeral, as well as in the measles outbreak in California. This research 
found that with the Twitter sample, the geotagged messaged appeared to be largely event driven. 
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These discrete Twitter posts resemble pinpointing where an infected person had been. 
Unfortunately, the Twitter data is probably too sparse in the sense that it is not recording every 
visit to an activity outside the home (at least geotagged). The space-time hierarchical clustering 
approach could have a use in contact tracing to identify clusters of shared activity. In addition, 
the space-time hierarchical clustering showed the potential for developing a spatiotemporal 
contact network. If a Twitter user was known to be ill with a disease, the space-time hierarchical 
clustering could be used to identify other users with a high-likelihood of having encountered the 
root user. 
Spatiotemporal Contact Networks 
Some other evidence of the flexibility of the space-time hierarchical clustering method 
was its application towards developing spatiotemporal contact networks. These contact networks 
were useful in understanding how interactions with an infected individual could occur in a small 
time-frame. They were also compared against the classified messages to see if any future or past 
infections could be tied to the ILI+Symptoms classified users. Unfortunately, nothing was 
detected in the analysis of the data. It is still a useful approach for understanding patterns of 
transmission amongst individuals in the sense that it shows how people come into contact at the 
same time and space then also contact further down the line. They could also be useful in 
identifying individuals that have encountered infectious people. 
Visualization Approaches 
While not a major focus of this research, several important visualization strategies were 
presented to understand nodes of transmission. In describing the time geographic framework, it 
was argued that the space-time cube or aquarium could be used to visualize disease diffusion 
processes. This is an important adaptation, because traditional disease diffusion visualizations do 
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not incorporate the temporal component of the spread of the disease: start, end, and overlap. The 
space-time cube is a more accurate representation of this spread, and allow different scales to be 
visualized by representing nodes as bundles nested within bundles. This approach was also 
applied towards the potential nodes of transmission from the Twitter data. The clusters of shared 
activity were represented as bundles, converted directly from the space-time hierarchical 
clustering. 
The space-time cubes are useful in several ways. For one they can be used to understand 
the nested structure of the data and how space and time might covary along the different axes 
(through the height and radius of the cylinders). Visualizing the clusters at different levels and 
their nested structures might be used to visually determine which scale to analyze the data. The 
space-time cubes can also be used to look at the movement of different users, and examining 
repeated visited to specific clusters. If two individuals are visiting the clusters about the same 
period and are coming from similar directions, a similarity analysis could be applied to see if 
they have similar patterns of movement. 
Also useful in understanding the nodes of transmission, were the temporal overlap charts. 
In this case, space was converted to a single dimension, based on visits to a node. The visits were 
spread out along the x-axis by time, and by the user along the y-axis. This made it possible to 
identify points in time when a user was sick, and when they potentially met other sick 
individuals that visited the same node. In a sense, this adopts the Eulerian perspective to 
understanding nodes of transmission. It also has applicability to use in epidemic studies. 
Future Work 
This research has laid the foundation for understanding nodes of transmission from a 
schematic and anecdotal perspective, as well as methodologies that are appropriate for 
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identifying them. The next step in analysis would be to expand from the current study area. This 
could incorporate other urban areas and more rural areas. Relying on Twitter data would make 
this difficult, since there needs to be a large enough population to retrieve enough geotagged 
messages. A different approach, while still relying on Twitter as a platform, would be to recruit a 
large sample of Twitter users, require them to activate the geotagging option, and then 
periodically check in to see if they were sick. Then their activity on Twitter could be reviewed. 
This might provide more confirmation of who was sick during a specific period of time and may 
ensure a better set of geotagged messages. 
A core concept in time geography is the space-time prism, and its representation of 
positional uncertainty. This feature could be incorporated into how the nodes of transmission are 
visualized. A level of uncertainty surrounds each interaction that decreases as the proximity and 
space and time decreases. This might be integrated into the overall clustering approach or into 
the way the spatiotemporal contact networks are visualized. 
The space-time hierarchical clustering is a general method that was applied to the Twitter 
data. There are several possibilities for further research into this method, as well as applications 
of it. For one, the influence of the weights was not explored in depth in this research, as equal 
weights were chosen instead. This is an area that should be explored in more depth. Also, the 
different scale factors for each of the component need to be better understood, as well as 
guidelines for selection. This could be derived by used simulated datasets. The method could be 
applied in areas outside of disease diffusion studies, such as motorcycle crashes and animal 
tracking data. Also, the distance metric might find use in similarity analysis that requires a 
temporal component as well as movement variables. 
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Finally, the spatiotemporal contact networks also have a range of further applications. It 
is a unique approach to identifying contacts between individual Twitter users and helps to shape 
some understanding of how an infectious disease spreads between individuals that shared the 
same space. They have direct applicability in disease modeling where there is already a tradition 
of free-mixing between individuals. They could either inform these disease models, or translate 
to a network based disease model. In a dynamic network context, the contact networks could 
change daily, and those changes could reflect real-world activity and proximity based on the 
movement of Twitter users. 
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