The standard approach to rank the performance of several classifiers for a given classification problem is via an independent labeled validation dataset. However, in various applications only unlabeled data and several pre-constructed classifiers are provided, without access to labeled training or validation data. This begs the following questions: given only the predictions of several classifiers over a large set of unlabeled test data, is it possible to a) reliably rank their expected performances? and b) construct a meta-classifier more accurate than any individual classifier in the ensemble?
Introduction
Imagine the following student's dilemma: a student is taking an exam, unprepared. However, during the test, the student gains access to the answers of fellow classmates. Expectedly, there is some disagreement between their answers. How should the student proceed to identify who, among the classmates, will get the highest grade? Is it possible for the student to cleverly combine the answers of his/her classmates and pass the exam with a grade better than all of them?
The first question above corresponds to the problem of estimating prediction performances of preconstructed classifiers (e.g. fellow classmates) in absence of class labels. Namely, each classifier was constructed independently on a potentially different training dataset (e.g. each classmate studied on his/her own) and they are all being applied to a new test data D (e.g. the exam) for which labels are not available. In addition, the performance of each classifier on its own training data is unknown. This setting is markedly different from the typical supervised machine learning setting. There, classifiers are ranked after the class labels on the test dataset are disclosed in order to evaluate prediction performances. In the student's dilemma, classifiers are ranked based on an estimate of their prediction performance, inferred without any access to the class labels.
The second question may be addressed by a majority voting approach, which was used even in ancient times [1] . More recently this question was formulated as an iterative likelihood maximization procedure, as exemplified by Dawid and Skene [2] . We note that if we had external knowledge or historical data to weigh the contribution of classifiers we could use other well-established apparoaches such as panels of experts [3, 4] , or forecast combinations [5] ; however, this knowledge is not available in the student's dilemma and thus these solutions cannot be used to address our problem.
In recent years iterative likelihood maximization solutions were succesfully applied to crowdsourcing probelms, where multiple annotators with unknown degrees of expertise are requested to provide annotations of instances [6] [7] [8] [9] [10] [11] [12] [13] . The focus of crowdsourcing is however different, since beyond the problem of inferring annotator's accuracies, a major challenge is how to optimally decide on the number of annotators and how to assign instances to them. These problems do not arise in the student's dilemma setting, where we assume that predicted labels can be obtained for all test data at virtually no cost from either human evaluators or algorithms/machine learning programs. Hence, our student's dilemma setting can be seen as the full-data crowdsourcing case where all annotators provided predictions for all instances in the dataset.
In this paper we present four major contributions:
1. Under standard independence assumptions between classifier errors, we prove that in the limit of an infinite test set, the off-diagonal entries of the population covariance matrix of all classifiers correspond to a rank-one matrix.
2. We show that the entries of the first eigenvector of this rank-one matrix are proportional to the balanced accuracies of the classifiers. Thus, a spectral decomposition of this rank-one matrix provides a fast approach to sort the performances of an ensemble of classifiers. To the best of our knowledge, this gives the first computationally efficient and asymptotically consistent solution to the classical problem posed by Dawid and Skene [2] in 1979, for which thus far only non-convex iterative likelihood maximization solutions have been proposed [8, [14] [15] [16] [17] .
Problem setup
be M binary classifiers, whose inputs belong to some instance space X (typically X = R d ). We assume that each classifier f i was trained individually in a manner undisclosed to us using its own labeled training set, which is also unavailable to us. Thus, we view each classifier as a black-box function f i : X → {−1, 1} with an unknown classification performance.
Let D = {x k } S k=1 ⊂ X be a test set of S unlabeled samples, y = (y 1 , . . . , y S ) be their true (unknown) labels, and f i (x k ) be the label predicted by the i-th classifier at x k .
Given only the predictions of the M classifiers on the unlabeled set D and no other labeled data, we consider the following two problems: i) rank the performances of the M classifiers; and ii) construct an improved estimateŷ = (ŷ 1 , . . . ,ŷ S ) of the label vector y.
Ranking of classifiers
We first introduce some notation and state our assumptions. Let (X, Y ) ∈ X × {−1, 1} be a random vector corresponding to our binary classification problem, p(x, y) its probability density function, and p(x) the marginal of X.
In the present study, we measure the performance of a binary classifier f by its balanced accuracy π, defined as
where ψ and η are the sensitivity and specificity, respectively, of the classifier f ,
Balanced accuracy is a common measure of quality of a classifier, in particular when one class label is much more abundant than the other. As discussed below, in our setting balanced accuracy arises as the natural measure to consider. In our analysis we make the following two assumptions: i) The S unlabeled samples x k ∈ D are i.i.d. realizations from the marginal distribution p(x); and ii) the M classifiers are statistically independent, in the sense that prediction errors made by one classifier are independent of those made by any of the other classifiers. Namely, for all 1 ≤ i = j ≤ M , and for each of the two class labels, with y, a i , a j ∈ {−1, 1}
Note that these assumptions are standard both in the development of supervised ensemble methods [18] , as well as in other works considering a setting similar to ours [2, 13] .
To understand how we may rank the classifiers without labeled data, it is instructive to consider the population setting, whereby the number of unlabeled test data tends to infinity, |D| = S → ∞. Let Q be the M × M population covariance matrix of the M classifiers, with entries
where E denotes expectation with respect to the density p(x, y) and
The following lemma, proved in the supplementary information, characterizes the relation between the matrix Q and the balanced accuracies of the M classifiers: Lemma 2.1. The entries q ij of Q are given by
where b ∈ (−1, 1) is the class imbalance,
The key insight from this lemma is that the off-diagonal entries of Q are identical to those of a rank-one matrixQ = λvv T with unit-norm eigenvector v and eigenvalue
Importantly, up to a sign ambiguity, the entries of v are proportional to the balanced accuracies,
Hence, the M classifiers can be ranked according to their balanced accuracies by sorting the entries of the eigenvector v.
In practice, neither Q nor v are known, but both can be estimated from the finite unlabeled dataset D. We denote the corresponding sample covariance matrix byQ. Its entries arê
Moreover, the variances of the off-diagonal entries of the sample covariance matrixQ are
Finally,Q → Q as S → ∞. Hence, for a sufficiently large unlabeled set D, it should be possible to accurately estimate the ranking of the M classifiers fromQ.
In fact, the discussion above suggests several ways to rank the M classifiers. One option is to look for a rank-one matrix R =λvv T , whose off-diagonal terms are closest to those ofQ. While the rank-one constraint is non-convex, its standard relaxation to a trace constraint yieldŝ
subject to R = R T , and R 0. This is a convex problem, which can be solved efficiently (in polynomial time in M ) via semi-definite programming [19] .
An alternative and more computationally efficient approach is to construct an estimator ofQ, and then compute its leading eigenvectorv. Given that E[Q] = Q, we estimate the off-diagonal entries ofQ by those ofQ. As for the diagonal entries, note that upon the change of variablesq ii = e ti , for all i = j log |q ij | − t i − t j = 0.
In the finite sample setting, we replace the unknown q ij byq ij and look for an M -dimensional vector t such that the relation above holds approximately for all pairs i = j,
The vectort is efficiently found by solving an M × M system of linear equations. Sinceq ij → q ij as S → ∞, it follows thatt is an asymptotically consistent estimate of t, and consequently the resultingv is a consistent estimate of v.
In practice, to avoid the singularity at zero of the logarithm function, we modify (11) by summing only over indices i, j for which |q ij | > 2 V ar[q ij ], where V ar[q ij ] is a plug-in estimator of (9) . Oncet is found, we construct the estimate ofQ and rank the M classifiers by its leading eigenvectorv.
Finally, an even simpler approach is to rank the classifiers by directly computing the leading eigenvector ofQ. For a finite number of classifiers M , it follows from Lemma 2.1 that as S → ∞ this approach is in general not consistent. However, as the following lemma shows, if M is large this leading eigenvector is close to the true one.
Lemma 2.2. Let w be the leading unit-norm eigenvector of the population matrix Q, and let λ be given by (7) . Then,
A proof of Lemma 2.2 is provided in the Supplementary Information. Note that if all classifiers in the ensemble have a balanced accuracy bounded away from 1/2, then λ = O(M ) and the angle between v and w is small.
Ranking classifiers by a singular value decomposition of the S × M matrix of predicted labels f i (x k ) was recently suggested in [6] , where the j-th entry in the leading right singular vector was considered a proxy for the reliability of the j-th classifier. Our work provides a novel probabilistic interpretation to their approach, as it shows that the entries of w (also the leading right singular vector of the matrix f i (x k )) are approximately those of v, which in turn are proportional to the balanced accuracies of the classifiers. Consistent with the analysis above, in our simulations we found that all three approaches (SDP (10), least-squares problem (11) and direct eigen-decomposition of Q) gave comparable rankings, though the latter was slightly less accurate.
The Spectral Meta Learner (SML)
Next, we turn to the problem of constructing a meta-learner expected to be more accurate than any of the M classifiers in the ensemble. In our setting, this is equivalent to estimating the S unknown labels y 1 , . . . , y S by combining the labels predicted by the M classifiers.
The standard approach to this task is to determine for all the unlabeled instances the maximum likelihood estimator (MLE)ŷ ML of their true class labels y [2] . Under the assumption of independence between classifier errors and independence between instances, the overall likelihood is the product of the likelihoods of the S individual instances, where the likelihood of a label y for an instance x is
As shown in the Supplemental Information, the MLE can be written as a weighted sum of the binary labels f i (x) ∈ {−1, 1}, with weights that depend on the sensitivities ψ i and specificities η i of the classifiers. For an instance x,ŷ
with
Equation (14) shows that the MLE is a linear ensemble classifier, whose weights depend, unfortunately, on the unknown specificities and sensitivities of the M classifiers. The common approach, pioneered by Dawid and Skene [2] , is to jointly maximize the likelihood of all S labels and the specificities and sensitivities of the M classifiers. Given an estimate of the true class labels, it is straightforward to estimate each classifier sensitivity and specificity. Similarly, given estimates of ψ i and η i , the corresponding estimates of y are easily found via (14) . Hence, the MLE is typically approximated by expectation-maximization (EM) [8] [9] [10] [11] 13] .
As is well known, the EM procedure is guaranteed to increase the likelihood at each iteration. However, its key limitation is that since the likelihood is in general a non-convex function, the EM iterations may converge to a local (rather than global) maximum of the likelihood function.
Importantly, the EM procedure requires an initial guess of the ground truth labels y. A common choice is the simple majority voting rule of the ensemble of classifiers. As noted in previous studies, majority voting may be highly suboptimal, and starting the EM procedure from it may lead to suboptimal local maxima [13] . Thus, it is desirable, and as described below in some cases crucial, to initialize the EM algorithm with an estimateŷ that is close to the true class label y.
In this section we show that it is indeed possible to construct a more accurate initial guess, using the eigenvector of the previous section. To this end we note that a Taylor expansion of the unknown coefficients α i and β i in (15) around (ψ i , η i ) = (1/2, 1/2) gives, up to second order terms
Next, recall that the balanced accuracy is π i = (η i + ψ i )/2. Hence, combining a Taylor expansion of (14) around (ψ i , η i ) = (1/2, 1/2) with (16) and keeping only first order terms yieldŝ
Recall that by Lemma 2.1, up to a sign ambiguity the entries of the first eigenvector ofQ are proportional to the balanced accuracies of the classifiers, v i ∝ (2π i − 1). This sign ambiguity can be easily removed if we assume, for example, that most classifiers are better than random. Replacing 2π i − 1 in (17) by the eigenvector entriesv i of an estimate ofQ yields a novel spectral-based ensemble classifier, which we term the Spectral Meta Learner (SML),
As we shall see in the simulation section, the SML is typically more accurate than majority voting, and provides a better initial guess for EM procedures that estimate the MLE.
Learning in the Presence of a Malicious Cartel
We now consider a scenario whereby for some r ∈ [0, 1/2), r·M classifiers belong to a conspiring cartel (e.g. representing a junta or an interest group), maliciously designed to veer the ensemble solution toward the cartel's target and away from the truth. The possibility of such a scenario raises the following question: how sensitive are SML and majority voting to the presence of a cartel? In other words, to what extent can these methods remove, or at least substantially reduce the effect of the cartel classifiers, without knowing their identity or applying sophisticated clustering algorithms to identify them. To this end, let us first introduce some notation. Let the ensemble of M classifiers be composed of a set P of (1 − r)M "honest" classifiers and a set C of rM malicious cartel classifiers. The honest classifiers satisfy the assumptions of the previous section: each classifier attempts to correctly predict the truth with a balanced accuracy π i , and different classifiers make independent errors. The cartel classifiers, in contrast, attempt to predict a different target labeling, T. We assume that conditional on both the cartel's target and the true label, the classifiers in the cartel make independent errors. Namely, for all i, j ∈ C, and for any labels a i , a j ∈ {−1, 1}
Finally, we assume that the prediction errors of cartel and honest classifiers are also independent.
The following lemma, proven in the supplementary information, characterizes the relation between the population matrix Q and the following quantities: the balanced accuracies of the M classifiers, the balanced accuracy π c of the cartel's target with respect to the truth, and the balanced accuracies ξ j of the r·M cartel members relative to their target: Lemma 4.1. Given (1 − r)M honest classifiers and r · M classifiers of a cartel C, the entries q ij of Q satisfy
where b ∈ (−1, 1) is the class imbalance, as in (6).
Based on Lemma 4.1, the following theorem shows that in the presence of a single cartel, the off-diagonl entries of Q correspond to a rank-two matrix. We conjecture that in the presence of k independent cartels, the respective rank is (k + 1).
Theorem 4.2. Given (1 − r)M honest classifiers and rM classifiers belonging to a cartel, 0 < r < 1, the off-diagonal entries of Q correspond to a rank-two matrix with eigenvalues
and eigenvectors
where
and
An intuitive interpretation of Theorem 4.2 is that the covariance matrix Q describes a two-dimensional subspace. The honest classifiers lie on a line with angle α relative to the eigenvector e 1 . The cartel classifiers lie on a line with angle β relative to the eigenvector e 2 .
As an illustrative example, we consider the case where the cartel's target is uninformative with respect to the truth, i.e. π c = 1/2. In this case α = β = 0, so λ 1 = λ P , λ 2 = λ C and
Recall from (18) that SML weighs each classifier by the corresponding entry in the leading eigenvector. Hence, if the cartel's target is orthogonal to the truth (π c = 1/2) and λ P > λ C , SML asymptotically ignores the cartel (Fig. S1 ). In contrast, regardless of π c , majority voting is affected by the cartel, proportionally to its fraction size r. Hence, SML is much more robust than majority voting to the presence of a cartel.
Results
This section contains two parts. First, we study our ranking and SML algorithms on simulated data for both an ensemble of independent classifiers, and an ensemble of independent classifiers corrupted by the presence of one cartel. In the second part, using standard machine learning algorithms as our collection of binary classifiers, we evaluate our methods on several real datasets from medical, biological and engineering applications. This second part shows that our methods are robust to deviations from the (unrealistic) strict independence assumptions on errors between classifiers.
Simulated Data
In our simulations we considered an unlabeled test data of size S = 600 instances, a ground truth with class imbalance b = 0 and an ensemble of M = 100 classifiers. Each classifier had potentially different sensitivity and specificity chosen at random such that its balanced accuracy was uniformly distributed on the interval [0.3, 0.8]. This setup was chosen to imitate a difficult learning problem with independent classifiers, some of which are worse than random. We note that classifiers that are worse than random may occur in real studies, where the training data is too small in size or not sufficiently representative of the test data. Finally, we considered the effect of a malicious cartel consisting of 33% of the classifiers, having their own target labeling. More details about the simulations are provided in the supplementary information.
Ranking of Classifiers:
We constructed the sample covariance matrix, corrected its diagonal according to (11) and computed its leading eigenvectorv. In both cases (independent classifiers and cartel), with probability of at least 80%, the classifier with highest accuracy was also the one with the largest entry (in absolute value) in the eigenvectorv, and with probability > 99% its inferred rank was among the top five classifiers (Fig. S2) . We remark that even if the test data of size S = 600 were fully labeled, identifying the best performing classifier would still be prone to errors, since the estimated balanced accuracy has itself an error of O(1/ √ S). Unsupervised Ensemble-Learning: Next, for the same set of simulations we compared the balanced accuracy of majority voting and of our suggested SML. We also considered the predictions of these two meta-learners as starting points for iterative EM calculation of the MLE (iMLE). As shown in Fig. 1 , SML was significantly more accurate than majority voting. Furthermore, applying an EM procedure with SML as an initial guess provided relatively small improvements in the balanced accuracy. Majority voting, in contrast, was less robust. Moreover, in the presence of a cartel, computing the MLE with majority voting as its starting point exhibited a multi-modal behavior, sometimes converging to a local maxima with a relatively low balanced accuracy.
A more detailed study of the sensitivity of SML and majority voting and their respective improved iMLE solutions to the size of a malicious cartel with π c = 0.5 is shown in Fig. 2 . As expected, the average balanced accuracy of SML, voting or iMLE initialized using either voting or SML decreases as a function of the cartel's fraction, r, and once the cartel's fraction is too large all methods fail. In our simulations, both SML and iMLE initialized with it were far more robust to the size of the cartel, in comparison to both majority voting and iMLE initialized with it. With a cartel size of 20%, SML was still able to construct a nearly perfect predictor, whereas the balanced accuracy of majority voting and Figure 1 : The Spectral Meta Learner (SML) is a good and robust meta-learner. The performance of SML is higher than that of majority voting (green) also in the presence of one cartel. In the presence of a cartel with target balanced accuracy of 0.5 (right panel), iMLE initialized with SML benefits from its robustness to cartels. In contrast, iMLE initialized using majority voting may converge to a poor local maxima. The boxplots represent the distribution of balanced accuracies of 3000 independent runs. iMLE initialized with it were both far from 1. Interestingly, the prediction of iMLE using SML as starting condition showed no significant improvement relative to the average balanced accuracy of SML itself.
Real Datasets
We applied our spectral approach to 8 common and publicly available datasets from several scientific and engineering applications. We used 33 standard machine-learning methods implemented in the software package Weka [32] as our suite of classifiers. Details on the datasets and the classifiers used appear in the Supplementary Information (Table S1) and Table S2 ).
We split each dataset into a labeled part, and an unlabeled part, the latter serving as the test data D used to evaluate our methods. To best reproduce the problem setting of the student's dilemma, each algorithm had access only to a subset of the labeled data (i.e. each classifier was trained with a slightly different training set). For each of these eight datasets, the leading eigenvector of the modified covariance matrix was highly concordant with the classifier's balanced accuracies computed on the test set after disclosure of the true class labels, regardless of potential dependencies between them, with a Kendall's τ correlation typically higher than 0.9. One exception was the Abalone dataset, for which all classifiers had poor accuracy and hence were difficult to rank.
Next, we compared SML, majority voting and iMLE initialized at either of these two classifiers. As seen in Fig. 3 , consistently across all datasets, iMLE initialized with SML had a higher mean balanced accuracy than iMLE initialized with majority voting. Furthermore, iMLE initialized with SML was more robust, with fewer outliers having low balanced accuracy. SML is more robust to cartels than majority voting (left panel). iMLE using SML estimates as starting point is also more robust to cartels than iMLE using majority voting as the starting condition (right panel). For each meta-learner prediction the average balanced accuracy is shown (filled lines) together with the standard error (dotted lines, n=500 runs for each cartel's fraction).
Summary and Discussion
In the present work, we developed an unsupervised spectral framework to rank the performances of binary classifiers and to combine their predictions into an ensemble spectral meta-learner, SML, that is easy to construct and fast to compute. We showed that SML is equivalent to linearization of the MLE around (ψ, η) = (1/2, 1/2). This is the only neighborhood where linearization of MLE is invariant to substitution of the unknown balanced accuracies by the corresponding entries of the eigenvector v. Interestingly, we found that in most cases the prediction returned by iMLE starting from SML is only slightly better than the prediction obtained by SML itself, suggesting that the SML solution nearly coincides with a local maximum of the likelihood function. In addition, we showed that SML is robust to cartels. Finally, we illustrated the applicability of the proposed methods on data from real-world problems.
Our work raises several interesting problems for future research. First, most of our analysis was asymptotic, in the limit of an infinitely large unlabeled test set. A theoretical study of the effects of a finite test set on the accuracy of the leading eigenvector are of interest. This is particularly relevant in the crowdsourcing setting, where there is significant missing data in the prediction matrix f i (x k ). In principle, an estimated covariance matrix can be computed by using the complete observations for each pair of classifiers. However, perhaps an alternative approach of directly fitting a low rank matrix is more suitable.
A natural extension of the present work is to analyze problems where the response class label is categorical rather than binary (multi-class problems), or even continuous (regression problems).We expect that even in these problems the covariance matrix of the predictions of independent classifiers (or independent regressors) is a perturbation of a low-rank matrix. A modified covariance matrix, similar to the one proposed in our study, may improve the quality of existing methods.
The quality of predictions may also be improved by taking into consideration instance difficulty, discussed in previous studies [8, 13] . In these studies there is an assumption that some instances are harder to classify correctly, independent of the classifier employed, with different analytic formulations proposed to model this difficulty. In our context, both very easy examples (on which all classifiers agree) and very difficult ones (on which classifier predictions are as a good as random) are not useful for ranking Figure 3 : Comparison of several classifiers on all eight datasets. Compared to MLE from voting, SML and MLE from it were overall more robust with fewer cases of low balanced accuracy, and in some datasets (PD, AD) achieved a significant higher median balanced accuracy. For each dataset, the boxplots represent the distribution of balanced accuracies across 1000 independent runs. the different classifiers. This suggests that in the presence of instance difficulty, if it can somehow be estimated, then it may be profitable to rank the classifiers by stratifying the data and removing these very easy or very hard samples. On the theoretical front, incorporating instance difficulty into our model may require additional and more restrictive assumptions concerning the independence between classifiers and between instances, for example at each difficulty level.
The current formulation provides no measure of the confidence of class-label assignment using SML. A relaxation of (18) obtained by considering the argument of the sign operator can be used to assess the confidence of the class assignment of each instance. This formulation can be used with performance measures such as the Area Under the Receiver Operator Characteristic Curve.
In the present work we also introduced the notion of cartels. The ability to identify such groups and their target, as well as to ignore their contributions, is of critical importance in many practical applications, such as electoral committees and decision-making in trading. We showed how the SML prediction asymptotically ignores moderately sized cartels. We conjecture that such construction is possible for π c ≈ 1/2 even when the honest predictors are a minority. In this scenario λ C > λ P , thus the SML prediction should be constructed using the eigenvector associated to the second eigenvalue, λ P in this case.
Materials and Methods

Datasets and Classifiers
In the present study we used 8 datasets for binary classification problems. With the exception of the Yale breast cancer dataset [22] , these datasets were obtained from the public ICS repository [23] . Details on each dataset are provided in the Supplemental Information. The classifiers used in the present study have been previously described [24] or have been implemented in the software package Weka [32] .
Statistical Analysis and Visualization
Statistical analysis and visualization of results have been performed using MATLAB (2012a, The MathWorks, Natick, MA). Visualization of distributions has been performed using boxplots [25] .
Supplementary Information: The student's dilemma: ranking and improving prediction at test time without access to training data We then use these results to compute the entries of the population covariance matrix,
Under the assumption of independence between instances, the population mean 
Similarly, the population variance of the i-th classifier is
Next, we consider E[f i (X) · f j (X)]. Under the assumption of independence of errors between different instances and between different classifiers, for i = j
(1 − η i )η j (32) Combining the three equations above yields that for i = j
Thus, the entry q ij of the M × M covariance matrix between the M classifiers is
.
Direct eigendecomposition of the covariance matrix
Proof of Lemma 2.2. Let λ(Q) be the leading eigenvalue of Q with corresponding unit-norm eigenvector w. Let λ be the eigenvalue of the rank-one matrixQ with corresponding unit-norm eigenvector v. First, note that
where D is a diagonal matrix with entries
Hence D 2 = max i |d ii | ≤ 1. It thus readily follows from Weyl's theorem that
Now we multiply the eigenvector equation Qw = λ(Q)w from the left by w T , and insert the relation (35) to obtain that
The lemma now follows by combining Eq. 36 with the bound |w T Dw| ≤ 1. .
Spectral Meta-Learner
In this section we present the derivation of the Spectral Meta-Learner (SML) as a linearization of the maximum likelihood estimator (MLE) of the vector of true class labels around (ψ * , η * ) = (1/2, 1/2).
Maximum Likelihood Estimator (MLE)
Under the assumption of independence between classifiers and instances, given the specificities and sensitivities of the M classifiers, the overall likelihood of all S class labels is a product of the likelihood of each individual label. Hence, for each sample x k its true class label y k can be estimated independently of the other class labels. The MLEŷ
. Hence, the conditions f i (x k ) = 1 and f i (x k ) = −1 in the two sums above can be replaced by the following two indicator functions,
Using these indicator functions, we express the MLE as a function of ψ i and η i as followŝ
The SML: A first-order approximation of the MLE estimator
The maximum likelihood estimate (MLE) of the labelŷ ML of an instance x k is given bŷ
The first-order Taylor expansion of the MLE, around specificity and sensitivity values (ψ * i , η * i ) is given byŷ
At the specific values (ψ * , η * ) = (1/2, 1/2), the Taylor expansion above simplifies tô
where v ∈ R M is the leading eigenvector of the modified covariance matrix, as described in the main text. We thus call this novel ensemble-classifier the Spectral Meta-Learner (SML).
Covariance between different classifiers in presence of a cartel
Proof of Lemma 4.1. As in the proof of Lemma 2.1, we first compute the mean and variance, µ i = E[f i (X)] and V ar[f i (X)] respectively, of the i-th classifier. We then use these results to compute the entries of the population covariance matrix,
The mean and variance for i ∈ P have been computed in the proof of Lemma 2.1. We now focus on the mean and variance for i ∈ C. For brevity, in this section we will use the following notation :
Under the assumption of independence between instances, the population mean for a cartel member
which simplifies to
Similarly, as previously shown, the population variance of the i-th classifier is
Next, we consider E[f i (X) · f j (X)]. We remark that the case i, j ∈ P was already considered in the proof of Lemma 2.1. Similarly, the case i, j ∈ C is a special case of the proof of Lemma 2.1 when the truth is replaced by the cartel's target T . Thus, for these two cases,
We compute E[f i (X) · f j (X)] for the cross terms when i ∈ P and j ∈ C. We define the balanced accuracy π c of the cartel's target T with respect to the truth, as well as its sensitivity ψ c and specificity η c with respect to the truth. Under the assumption of independence of errors between different instances and between different classifiers, for i ∈ P, j ∈ C
Combining the three equations above yields that for i ∈ P, j ∈ C
. From Lemma 4.1 it follows that the matrix Q can be written as a block matrix
where both Q P and Q C are rank one, and Q P C represents the interaction between classifiers in P with the classifiers in C.
5 Matrix rank and eigendecomposition of the off-diagonal elements of the covariance between different classifiers in presence of a cartel
Proof of Theorem 4.2. In the present proof, we simplify the notation using the following convenient change of variables:
Suppose that the off-diagonal terms of the symmetric real-valued covariance matrix Q correspond to a rank-two matrix, then we can write them as a linear combination of the outer products of two orthogonal vectors, e 1 and e 2 (the eigenvectors):
We parametrize these eigenvectors in a block form.
Since the eigenvectors are orthogonal it follows that i∈P a 11 ρ i a 12
Let us rewrite the matrix in Eq. 50 in a block matrix form by plugging the block eigenvectors defined in Eq. 51 and Eq. 52: 
then the left hand side of Eq. 50 is a rank-2 matrix. Following a change of variables, with a 11 = cos α, a 12 = sin α, a 21 = sin β, and a 22 = cos β, Eq. 55 reduces to
Next, we show that the system in Eq. 56 is determined and that it has a unique solution up to a rotation.
We define k 1 = ρ c and
, and simplify the system in Eq. 56
cos(2δ) = 1 − 2k
We rewrite Eq. 57 as follows, solving for α
and, similarly, solving for β
sin(2δ) cos(2β) + cos(2δ) sin(2β) + k 2 sin(2β) = 0 (67)
These solutions of α and β are unique up to a rotation with periodicity π 2 . We recall that a 11 = cos α, a 12 = sin α, a 21 = sin β, and a 22 = cos β. The eigenvectors and their respective eigenvalues can be easily derived by back-substitution in Eq. 51 and Eq. 52.
The system in Eq. 57 is therefore a determined system of two equations in two variables. It is thus possible to express the off-diagonal terms of the matrix Q as the linear combination of the outer products of two orthogonal vectors e 1 and e 2 , defined by the angles α and β. Therefore, it follows that the off-diagonal elements of the matrix Q correspond to a symmetric real-valued rank-two matrix whose eigenvectors are the two orthogonal vectors e 1 and e 2 .
Importantly, the classifiers belonging to the P group lay on a line with angle α relative to the eigenvector e 1 . The classifiers in the cartel, lay on a line with angle β relative to the eigenvector e 2 .
Simulations and benchmarks
The following section describes how we generated the simulated data and how we performed the benchmarks. For each component of the simulations we also provide pseudo-code
Simulated data: Ensembles of statistically independent predictions
We generated ensembles of statistically independent predictions using previously described random detector with fixed balanced accuracy (RDFBA) [24] . A generic RDFBA predictor with pre-determined balanced accuracy equal to π is denoted by RDFBA(π). RDFBA(π) predictions are used to simulate predictions from independent classifiers. RDFBAs are constructed such that their balanced accuracy is equal to π, although the sensitivity ψ and specitificity η may be different for equal choices of π.
Following the standard machine-learning notation, P is the number of positives, i.e. the number of instances whose true class label is +1; N is the number of negatives, i.e. the number of instances whose true class label is -1; FP is the number of false positives, i.e. the number of negatives that have been mistakenly predicted as positives; FN is the number of false negatives, i.e. the number of positives that have been mistakenly predicted as negatives. Thus, an RDFBA(π) prediction is constructed from the ground truth vector y as follows:
1. the entries of prediction vector f (x) are initialized with the corresponding entries in the ground truth vector y.
2. Under the constraint that FN = (2 − 2π − FP/N) · P is an integer, a random integer number FP is drawn with uniform probability from [0, N].
3. FP instances in f (x), whose true label is −1, are assigned the wrong class label, +1.
4. FN instances in f (x), whose true label is +1, are assigned the wrong class label, −1.
The advantage of using RDFBA predictors is that each prediction satisfies the assumption of independence between predictors.
In our simulations, we used P = N = 300, and π ∈ [0.3, 0.8].
6.2 Simulated data: Ensembles of uncorrelated predictions with a small cartel of strongly correlated predictors
In order to generate datasets of uncorrelated predictions where a small (r · M predictors) cartel was present, we first generated an ensemble P of (1 − r)M independent predictions as described above for the ground truth vector y. Then, we constructed the cartel's target vector c, i.e. a vector alternative to the truth that is supported by the predictions in the cartel. The vector c is constructed as an RDFBA prediction with balanced accuracy π c . For this vector c we constructed an ensemble C of independent predictions similarly to the procedure described for the statistically independent predictions with the only difference that the balanced accuracies of all members of the cartel relative to the cartel's target was set to be equal to 0.7. The dataset is obtained by the union of the two ensembles of predictions, P and C. In our simulations we used π c = 0.5 thus obtaining a cartel's target that is orthogonal to the ground truth.
Real data: Ensembles of predictions from standard machine-learning classifiers
To generate ensemble of predictions from standard machine-learning classifiers on real data, we trained the classifiers on partially overlapping training data and collected their predictions obtained on the same testing data, which was independent from all the training data. In detail, from each dataset we sampled 600 instances (or all the instances if less than 600 were available), half of which (up to 300) were used for testing. Independently for each classifier, we selected a random subset coprising of 90% of the instances reserved for training and used this subset as a "private" training set. The purpose of this procedure was to produce training data that was slightly different between the different classifiers, allowing, at the same time, to have a significantly large number of training samples even in the smaller datasets. We chose to use at most 600 instances to reduce computational time. To determine the empirical distribution of performances of each classifier and of the ensemble approaches discussed in the manuscript, for each dataset we repeated this procedure 1000 times. Figure S4 : The heatmap shows the absolute value of the angle between the truth and the eigenvector e 1 , on which the SML prediction is based. The dark area between the two red lines graphically shows the relationship between k 1 and k 2 such that |α| ≤ 6
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• . The figure shows that SML is robust to cartels: when α ≈ 0, the honest classifiers lie approximatively on the eigenvector e 1 . Figure S5 : The largest entry in the leading eigenvector often corresponds to the best classifier in the ensemble. In the plots, each bar represent the empirical probability that the entry in the leading eigenvector corresponding to best classifier attained a specific rank.
