The aim of this article is to propose a new method for the inpainting problem. Inpainting is the problem of filling-in holes in images. We consider in this article the crack localization problem, which can be solved using the Dirichlet to Neumann approach and the topological gradient. In a similar way, we can define a Dirichlet and a Neumann inpainting problem. We then define a cost function measuring the discrepancy between the two corresponding solutions. The minimization is done using the topological asymptotic analysis, and is performed in only one iteration. The optimal solution provides the best localization of the missing edges, and it is then easy to inpaint the holes.
Introduction
The inverse conductivity problem, the so called Calderon problem [12] , consists in identifying the coefficients of a partial differential equation from the knowledge of the Dirichlet to Neumann operator. This problem has been widely studied in literature [15, 16, 23, 24] .
In the particular case of cracks identification, the problem seems to be more convenient to solve thanks to the singularities of the solution. Only two measurements are needed to recover several simple cracks [2, 7, 3] .
From the numerical point of view, several methods [3, 4, 8, 9, 10, 11, 15, 26, 28] have been proposed.
We don't know if these methods are considered in real life applications outside laboratories, so we are proposing in this paper an unexpected real application of crack detection: the inpainting problem.
The goal of inpainting is to fill a hidden part of an image. In other words, if we denote by Ω the original image and ω the hidden part of the image, our goal is to recover the hidden part from the known part of the image in Ω\ω. This problem has been widely studied. Mainly two methods have been considered: 2 Crack localization problem
Dirichlet and Neumann problems
We recall in this section the crack detection technique presented in [3] . Let Ω be a bounded open set of R 2 . We assume that there is a perfectly insulating crack σ * inside the domain. We consider the Poisson problem: We impose an input flux φ ∈ H −1/2 (Γ) on the boundary Γ of Ω, and we want to find σ ⊂ Ω such that the solution u ∈ H 1 (Ω\σ) to
satisfies u |Γ = T where T is a given function of H 1/2 (Γ). In order to have a well-posed problem, we assume that
As we have an over-determination in the boundary conditions, we can define a Dirichlet and a Neumann problem:
and find uN ∈ H 1 (Ω\σ) such that
It is clear that for the unknown crack σ * , the two solutions uD and uN are equal. The idea is then to consider the following cost function:
where uD and uN are solutions to problems (3) and (4) respectively for the given crack σ.
Minimization by topological asymptotic analysis
We consider in this section the two corresponding adjoint states, respectively solutions in H 1 (Ω) to
and
The cost function J(0) corresponds to the value of the cost function when no crack is inserted in the domain Ω. In the following, we denote by σ a fixed bounded crack containing the origin O, and by n a unit vector normal to this crak. We consider the insertion of a small crack at point x: σ = x + εσ, where ε is supposed to be small.
The variation of the cost function induced by the insertion of this small crack is J(σ) − J(0), and the topological gradient theory provides the following asymptotic expansion of J when ε tends to zero [3] :
where f is a positive function depending only on the size of the crack, satisfying lim ε→0 f (ε) = 0, and where g is called the topological gradient, depending only on the location of the inserted crack. The insertion of small cracks where g is negative will hence minimize the cost function.
The topological gradient associated to the cost function J defined in (5) is given by
The topological gradient can then be rewritten in the following way
where M (x) is the 2 × 2 symmetric matrix defined by
We can deduce that g(x, n) is minimal when the normal n is the eigenvector associated to the smallest (i.e. most negative) eigenvalue of the matrix M (x). In the following, this eigenvalue will be considered as the topological gradient.
We can then define a simple and very fast numerical algorithm. First, we solve the two direct problems (Dirichlet and Neumann), and the two corresponding adjoint problems. Then, at each point x of the domain, we compute the matrix M (x) and its two eigenvalues. The crack likely lies in the most negative gradient regions.
Applying the procedure described above, an example of location of the unknown cracks using the topological gradient is shown on figure 1 (extracted from [3] ). The most negative values of the topological gradient are located around the actual cracks, and these results are obtained in only one iteration.
Application to inpainting problems 3.1 Algorithm
We denote by Ω the image and Γ its boundary, ω the missing part of the image and γ its boundary. v represents the image we want to restore, T will represent here the value of the image on the boudary of the missing zone, and φ will be the corresponding flux. We have then T = v and φ = ∂nv in the corresponding domains. Theoretically, we have to assume v to be enough regular, for example in H 2 (Ω), but it will be possible to work with v in L 2 (Ω). We now consider the problem of finding uα ∈ H 1 (Ω), solution to the following equation:
where α is a small positive number. This equation can be rewritten as find uα ∈ H 1 (Ω) such that 8 > < > :
When α → 0, it is morally equivalent when v is regular to find the solution uN ∈ H 1 (Ω\γ) to
which can be seen as a Neumann problem. From a numerical point of view, we will solve equation (13) with a very small positive α and we will consider that it is our Neumann problem. The Dirichlet problem does not require any special care.
The inpainting algorithm is then the following:
• Calculation of uD and uN , respectively solutions to
where uD ∈ H 1 (Ω), and 8 > < > :
where uN is in H 1 (Ω) (the normal derivative is the same on the two sides of γ).
• Calculation of vD and vN the two corresponding adjoint states, respectively solutions to
and 8 > < > :
• Computation of the 2 × 2 matrix M(x) (see eq. (11)) and its lowest eigenvalue λmin at each point of the missing domain ω.
• Definition of cracks localization: {x ∈ ω ; λmin(x) < δ < 0}, where δ is a negative threshold. • Calculation of u solution to the Neumann problem (4) with this crack σ.
This algorithm has a complexity of O(n.log(n)), where n is the size of the image (i.e. number of pixels). See [5] for more details.
Numerical results

Synthetic images
We first consider a synthetic image, consisting of a black square on a white background. We assume that the center of the image is occluded. The missing region is represented by the grey square on image 2-a. A very fast approach for filling in the hole consists of solving the Laplace equation in the hole, with a Dirichlet boundary condition, i.e. the Dirichlet problem defined by equation (15) . The corresponding solution is represented in figure 2-b.
We have then applied the algorithm defined in section 3.1, and figures 2-c and 2-d represent the identified cracks (or missing edges of the image) and the corresponding inpainted image respectively. We can notice that the corner of the black square is nearly identified. Figure 3 represents the same images for the inpainting of a black circle on a white background. One can see that the missing part of the circle is very well identified. One may notice that even if the Dirichlet and Neumann conditions are almost the same in these two examples (square and circle), the reconstruction of the missing part is not the same. This is mainly due to the fact that the normal derivative of the Neumann solution is fully preserved at the interface γ between the hole ω and the image Ω\ω, and hence the local geometry of the image is restored.
Real images
We have then applied our algorithm to the inpainting of a real image. Figure 4 shows respectively the image occluded by a black square (a), the filled-in image using the Laplace operator (b), the identified missing edges (c) and the corresponding inpainted image (d). struction of the missing part of the image is very satisfactory. Moreover, it is done in only one iteration of the topological gradient algorithm, which consists in 5 resolutions of a PDE (the two direct and two adjoint problems, and then one direct problem) on the domain Ω representing the image. We now consider the occlusion of the same image by a black thick line. Figure 6 represents the results of our algorithm, and figure 7 represents a zoom of the same images. One can see that the image is still very well inpainted, even if the missing part is quite large. We may remark that we used the same threshold δ (see the algorithm in the previous section) for this whole zone, and it could be more interesting to look for valley lines of the topological gradient.
Boundary inpainting
In this section, we assume that the intersection of the inpainting domain and the boundary of the image is not empty, e.g. the inpainting domain is partly on the edge of the image. 
Crack localization using incomplete data
In comparison with section 2.1, we can assume that the input flux φ is still imposed on the whole boundary Γ of Ω, whereas the Dirichlet condition is incomplete: we assume that we measure u on only a part Γ0 of the boundary Γ. We denote by Γ1 the complementary set in the boundary of Γ0: Γ = Γ0 ∪ Γ1. We can still solve the Neumann problem:
but the Dirichlet problem defined by equation (3) can no more be solved, and it is replaced by the following Dirichlet-Neumann problem:
We still consider the same cost function, measuring the discrepancy between these two solutions. The topological gradient remains unchanged, as well as the algorithm defined at the end of section 2.2. Figure 8 (extracted from [3] ) shows an example of localization of unknown cracks using the topological gradient, with incomplete data. In this example, Γ0 is the left half of the boundary, and Γ1 is the right half of the boundary. The most negative values of the topological gradient are still located around the actual cracks.
Boundary inpainting problem
If we now consider the inpainting approach, using the same notations as previously defined, our problem is that γ ∩ Γ is not empty. We will denote by γ1 this intersection, and γ0 its complementary set in γ. Then, it is not possible to use a Dirichlet condition on all the boundary γ for the Dirichlet problem, but only on γ0. We will then consider the two following Dirichlet-Neumann and Neumann problems:
where ∂nuN is the same on the two sides of γ0, and α is a small positive number.
The algorithm is then the same as in the previous section. We have then tried to fill in a real image occulted by a black square box located on the side of the image.
Figures 9-a,b,c,d represent respectively zooms of the occluded image, the Laplace filled-in image, the identified missing edges by the topological gradient, and the inpainted image. Figures 9-e and f represent the full size original and inpainted images. We can see that the results are almost the same as in the case of an occlusion inside the image: the missing edges are identified in only one iteration of the topological gradient, and the image is filled-in using only 5 resolutions of a PDE on the image.
Conclusion
The crack detection technique, based on topological gradient, provides an excellent frame for solving image processing problem. It has been applied to image restoration, image classification and image inpainting.
In all these cases, we obtained excellent results and the computing time is very short. Only O(n log(n)) operations are needed to solve the image processing problem, where n is the size of the image (i.e.number of pixels). 
