We consider the Galerkin finite element approximation of an elliptic Dirichlet boundary control model problem governed by the Laplacian operator. The analytical setting of this problem uses L 2 controls and a "very weak" formulation of the state equation. However, the corresponding finite element approximation uses standard continuous trial and test functions. For this approximation, we derive a priori error estimates of optimal order, which are confirmed by numerical experiments. The proofs employ duality arguments and known results from the L p error analysis for the finite element Dirichlet projection.
Here, u d and f are sufficiently smooth prescribed functions, while α > 0 is a regularization parameter. For simplicity, we assume that at least u d , f ∈ L 2 (Ω) . The natural functional analytic setting of this problem, which is also most convenient for numerical approximation, uses Q := L 2 (Γ) as "control space". This prohibits the choice of the associated "state space" to be H 1 (Ω) as the trace operator γ : H 1 (Ω) → L 2 (Γ) is not surjective. To overcome this dilemma, we use a "very weak" formulation of the state equation (1.2) allowing for solutions u ∈ L 2 (Ω) (see Grisvard [10] , [11] , and Berggren [3] ): For given q ∈ L 2 (Γ) find u ∈ L 2 (Ω) such that −(u, ∆ϕ) + q, ∂ n ϕ = (f, ϕ) ∀ϕ ∈ H 1 0 (Ω) ∩ H 2 (Ω). (1.3) Here, (·, ·) = (·, ·) L 2 (Ω) is the L 2 inner product on the domain Ω and ·, · = ·, · L 2 (Γ) that on its boundary Γ . The corresponding norms are · = · L 2 (Ω) and | · | = | · | L 2 (Γ) , respectively. There are alternative variational formulations of Dirichlet boundary optimal control problems of the type (1.1), (1.2) . For a brief survey, we refer to Kunisch & Vexler [16] . However, the formulation considered here appears to be the most attractive one from the computational point of view.
The finite element discretization of this optimization problem uses a standard weak formulation of the state equation which is possible due to higher regularity of the actual solution pair {û,q} . We note that due to the Galerkin-type of discretization the "optimize-then-discretize" and the "discretize-then-optimize" approaches coincide here. For this approximation the estimate |q −q h | + û −û h = O(h 1−1/p ) (1.4) has been given in Casas & Raymond [5] for a problem with additional inequality constraints for the control q , which was expected to be only suboptimal for the state. The contribution of this paper consists in the improved L 2 -error estimate û −û h = O(h 3/2−1/p ). (1.5) and in "optimal-order" error estimates with respect to weaker norms of the form is obtained. In view of the results of the computational experiments presented at the end of this paper, these estimates for the primal state and the control seem to be orderoptimal. For maximum regularity, e.g., for smooth data on a rectangular domain, the order O(h 2 ) of convergence is obtained for the adjoint state which is best possible for linear or bilinear finite elements. The proofs employ duality arguments based on the KKT system (Karush-Kuhn-Tucker system) associated to the optimization problem (1.1), (1.2) and use various results from the finite element error analysis in L p for p = 2 . The content of this paper is organized as follows. Section 2 contains the variational formulation of the Dirichlet boundary control problem and its Galerkin finite element approximation. This includes the derivation of the continuous and discrete KKT systems representing the first order necessary optimality conditions which form the basis of the error analysis. In Section 3 several auxiliary results on elliptic regularity and finite element approximation are provided. These are used in Section 4 to prove some suboptimal-order error estimates, followed by the final optimal-order ones in Section 5. The last Section 6 contains the results of some test calculations made to check the theoretical predictions.
2. The Dirichlet boundary control problem.
2.1. The state equation in "very weak" form. For later use, we provide some notation and results from the theory of Sobolev spaces and elliptic boundary value problems. The standard Sobolev spaces on Ω will be denoted by H m (Ω) , H m 0 (Ω) , and W m,p (Ω) , respectively, for m being a (nonnegative) integer. The Sobolev spaces of non-integer order s, H s (Ω) and W s,p (Ω) , are defined by interpolation (see Adams & Fournier [1] ). On a Lipschitz domain, this definition is equivalent to the definition using double-integral norms (see Brenner & Scott [4, Theorem 14.2.3] ). On the boundary Γ, we define the norms of H s (Γ) and W s,p (Γ), 0 ≤ s ≤ 1 and 1 < p < ∞, using charts. By Grisvard [10, page 20] , this is equivalent to using double-integral norms on Γ. Moreover, we will use weighted Sobolev spaces W s,p δ (Ω), where the weight depends on the distance to the corner points of Γ, see, e. g., [21] for a precise definition.
For functions v ∈ H 1 (Ω) the "strong" traces v| Γ ∈ L 2 (Γ) exist and form the natural "trace space" H 1/2 (Γ) (see Ding [8] ) fulfilling
(2.1)
For right hand side f ∈ L 2 (Ω) and boundary function q ∈ H 1/2 (Γ) the boundary value problem (1.2) has a standard "weak" solution u ∈ H 1 (Ω) , which is determined by u| Γ = q and
For q = 0 , this weak solution is in H 2 (Ω) as Ω is a convex polygonal domain. Furthermore, it obeys the a priori bound
.
For functions v ∈ H 2 (Ω) the gradient ∇v has a trace ∇v| Γ ∈ H 1/2 (Γ) 2 . On a domain with smooth boundary Γ the outer normal unit vector n is continuous and, thus, the normal derivative ∂ n v = n · ∇v ∈ H 1/2 (Γ) is well defined for functions v ∈ H 2 (Ω) and satisfies 
and denote byH −1/2 (Γ) the completion of L 2 (Γ) with respect to this norm. Note thatH −1/2 (Γ) is in general not the dual space ofH 1/2 (Γ). In the case of a smooth boundary Γ , the mapping ∂ n :
The following lemma states the well-posedness of the general boundary value problem (1.3) in the "very weak" form. As a special case it also guarantees the existence of the "very weak" harmonic extension of general boundary data q ∈H −1/2 (Γ) .
Lemma 2.1. For any given q ∈H −1/2 (Γ) the state equation in its "very weak" form (1.3) possesses a unique solution u = u(q) ∈ L 2 (Ω) . There holds the a priori estimate
5)
where H −2 (Ω) denotes the dual space of H 1 0 (Ω) ∩ H 2 (Ω) . Proof. First, suppose that q ∈ H 1/2 (Γ) and f ∈ H −1 (Ω) . Then, there exists a unique "weak" solution u = u(q) ∈ H 1 (Ω) of the boundary value problem (2.2). By integration by parts, we find that this solution fulfills
To prove the a priori estimate, we use a duality argument. Let w ∈ H 1 0 (Ω) be the solution of the auxiliary problem −∆w = u in Ω, w| Γ = 0.
By elliptic regularity, we have w ∈ H 2 (Ω) and conclude
Hence, using the dual norms defined above gives us
Since w H 2 (Ω) ≤ c u , the a priori estimate (2.5) follows. Now, since the subspaces H −1 (Ω) ⊂ H −2 (Ω) and H 1/2 (Γ) ⊂H −1/2 (Γ) are dense, the existence of a solution to the very weak variational problem for given data f ∈ H −2 (Ω) and q ∈H −1/2 (Γ) follows by a standard continuation argument. The a priori bound (2.5) carries over to these solutions by continuity and therefore also implies uniqueness.
We will call a function v ∈ L 2 (Ω) "very weakly harmonic" if it satisfies
with some function q ∈H −1/2 (Γ) . Then, the function q is the "very weak" trace of v on Γ . For this, almost by definition, we have the following trace estimate:
We also call Bq := v the "harmonic extension" of the boundary data q ∈H −1/2 (Γ) to Ω . For q ∈ H 1/2 (Γ) , there holds Bq ∈ H 1 (Ω) and
Properties of the harmonic extension and trace estimates. In the course of the further analysis, we will frequently use the following a priori bounds for the harmonic extension Bq and trace inequalities for the normal derivative ∂ n v . Lemma 2.2. Suppose that Ω ⊂ R 2 is a bounded convex polygonal domain with boundary Γ . For 0 ≤ s ≤ 1 , the harmonic extension is continuously defined from H s (Γ) into H s+1/2 (Ω) and satisfies
(2.9)
If q ∈ W σ,t (Γ) with 1 < t < 2 and 1/t < σ < 1, there holds Bq ∈ W σ+1/t,t (Ω) and
10)
In view of (2.9), in the limit case t = 2 the estimate (2.10) holds true even for 1/2 ≤ σ ≤ 1.
Proof. (i) The assertion is proved in Jerison & Kenig [13, 14] (see also Jerison & Kenig [15] , p. 165). Another way to show it is to view the cases s = 0 and s = 1 as special cases of Theorem 5.15 in Jerison & Kenig [15] and then use operator interpolation theory.
(Γ) and therefore Bq ∈ H 1 (Ω). By Theorem 3 in Roßmann [21] , we obtain q ∈ W σ,t (Γ)
Using the arguments from the proof of Theorem 8 in Roßmann [21] , we obtain Bq ∈ W σ+1/t,t (Ω) and the desired estimate, see also Roßmann [22] .
(2.11)
In the exceptional case p = 2, the normal derivative ∂ n v exists in H s (Γ) for 0 ≤ s < 1/2 and there holds
Proof. Let Γ i denote the line segments of the polygonal boundary Γ. As Γ i are smooth there holds ∂ n v| Γi ∈ W 1−1/p,p (Γ i ). Furthermore, using v| Γ = 0, it is straightforward to show that ∂ n v(x) → 0 as x approaches a corner point. According to Jakovlev [12] , the continuity in the corner points as well as the fact that ∂ n v| Γi ∈ W 1−1/p,p (Γ i ) ensures that ∂ n v ∈ W 1−1/p,p (Γ) and that the estimate (2.11) holds. (A similar argumentation is also given by Grisvard [10, Chapter 1.5].) Again by Jakovlev, for p < 2, ∂ n v| Γi ∈ W 1−1/p,p (Γ i ) directly implies ∂ n v ∈ W 1−1/p,p (Γ) as well as the corresponding estimate. The statement for p = 2 then follows by embedding theorems.
2.3. The optimization problem. For deriving existence results for the optimization problem considered, we define the "solution operator" S :
This operator is affine linear and continuous due to the a priori estimate (2.5). Then, the optimization problem can be rephrased in the following compact form: with the derivative j (q) :
Proof. (i) The proof of existence is by the direct method of variational calculus. The reduced functional j(·) is bounded from below on L 2 (Γ) and strictly convex since the solution operator S is affine linear. Therefore, it is weakly lower semicontinuous in L 2 (Γ) . Hence, there exists a minimizing sequence (q k ) k∈N , inf q∈L 2 (Γ) j(q) = lim k→∞ j(q k ) , which is bounded in L 2 (Γ) due to the coercivity of j(·) on L 2 (Γ) . For any of its weak accumulation pointsq there holds j(q) ≤ lim k→∞ j(q k ) . Such an accumulation point is a unique global minimum of the reduced functional. (ii) To prove the necessary optimality condition, we note that
for any χ ∈ L 2 (Γ) . Then, letting ε → 0 yields j (q), χ ≥ 0 for all χ ∈ L 2 (Γ) , which implies (2.14) . As the reduced cost functional is strictly convex, the condition (2.14) is not only necessary but also sufficient. Lemma 2.5. The directional derivative of j(·) at some point q ∈ L 2 (Γ) is given by
is the solution of the associated "adjoint problem"
Proof. We introduce the Lagrangian functional L :
Sq , there holds j(q) = J(u(q), q) = L(u(q), q, z(q)), and for χ ∈ L 2 (Γ) :
Since by construction L u (u(q), q, z(q))(·) = 0 and L z (u(q), q, z(q))(·) = 0 , we obtain
which proves the asserted representation.
As a consequence of the foregoing lemmas, we have the following result. Lemma 2.6. The solution of the optimization problem (1.1), (1.3) is characterized by the Euler-Lagrange principle stating that the pair {û,q} ∈ L 2 (Ω) × L 2 (Γ) is a solution if and only if there exists an "adjoint state"ẑ ∈ H 1 0 (Ω) ∩ H 2 (Ω) , such that the triplet {û,q,ẑ} solves the "optimality system" (Karush-Kuhn-Tucker system)
Proof. Let {û,q} ∈ L 2 (Ω) × L 2 (Γ) be a solution of the optimization problem. Then, by definition there hold (2.17) and (2.19) . The necessary condition (2.14) and the representation (2.15) of j (·) imply (2.18). In turn, for each solution {û,q,ẑ} ∈ L 2 (Ω) × L 2 (Γ) × {H 1 0 (Ω) ∩ H 2 (Ω)} of the KKT system, the necessary (and sufficient) optimality condition (2.14) is satisfied implying thatq is a minimum.
Galerkin finite element approximation.
For the approximation of the optimization problem (1.1), (1.3), we consider a finite element method. Let V h ⊂ H 1 (Ω) be finite element subspaces defined on meshes T h = {K} consisting of (closed) triangles or quadrilaterals and satisfying the usual conditions of shape and size regularity. These meshes are characterized by the mesh-width parameter h
(Ω) and let V ∂ h be the trace space corresponding to V h . For simplicity, we only consider lowest-order finite elements, i.e., piecewise linear or bilinear trial and test functions. The discrete
under the constraints
By analogous arguments as used for the continuous optimization problem (1.1), (1.3), we see that their discrete counterparts (2.20), (2.21) possess uniquely determined solutions. These solutions may be computed by applying the gradient or the Newton method for the discrete reduced functional j h (q h ) := J(S h q h , q h ) , which requires the evaluation of first and second directional derivatives of j h (·) . Here,
21). This equation may be rewritten in the form
is an arbitrary extension operator of discrete boundary data to all ofΩ . (Later on for simplicity, we will specify B h to be the "discrete harmonic extension" defined in (2.44), below.) Lemma 2.7. With the foregoing notation the first directional derivative of j h (·) at some point q h ∈ V ∂ h is given by
Proof. The argument is analogous to that used in Lemma 2.5 on the continuous level. For the discrete Lagrangian functional
As a consequence of the foregoing lemma, we obtain the following result which is analogous to the corresponding one on the continuous level, Lemma 2.6:
Lemma 2.8. The solution of the discrete optimization problem (2.20), (2.21) is characterized by the Euler-Lagrange principle stating that the pair
is a solution if and only if there exists an "adjoint state"ẑ h ∈ V h,0 , such that the triplet {û h ,q h ,ẑ h } solves the discrete KKT system
The solution {û h ,q h ,ẑ h } is independent of the particular choice of the extension operator B h . The numerical results for this approximation presented in Section 6 suggest the following partially "optimal" rates of convergence under generic assumptions on the regularity of the solution:
including the special case p Ω * = ∞ for ω = π 2 , and the regularity of the data u d ∈ L p d * (Ω) , p d * > 2 . These convergence rates turn out to be better for weaker error measures, e.g., for the mean values:
It is the main goal of the following analysis to provide theoretical support for these practically observed convergence rates. This will also cover the case of solutions with reduced regularity induced by irregular data. Remark 1.
The assumption that the domain Ω is polygonal and convex is made for simplifying the arguments in the proofs. A curved boundary complicates the numerical approximation while "reentrant corners" reduce the solution's regularity. On a general polygonal (or piecewise smoothly bounded) domain, the optimization problem is well-posed if in the state equation ( 
The KKT systems of the optimization problems. The error analysis of the finite element approximation (2.20), (2.21) of the optimization problem (1.1), (1.3) is based on their equivalent formulation in terms of the corresponding KKT systems. We begin by recasting the KKT system (2.17), (2.18), (2.19) in a form which can be approximated by a standard finite element method using only continuous trial and test functions. This is possible, since the solution of the very weak optimality system (2.17), (2.18), (2.19 ) turns out to be more regular than required for its definition. For later use, we determine its degree of regularity, which is guaranteed in general on a convex polygonal domain. Actually, the regularity of the solution pair {û,q} is essentially determined by that of the adjoint stateẑ .
(2.31)
Proof. By Lemma 2.6, the triplet {û,q,ẑ} satisfies the equations (2.17), (2.18), (2.19) . Sinceq ∈ L 2 (Γ) , we haveû ∈ H 1/2 (Ω) by Lemma 2.2. Thereforeû lies in L p (Ω) for some p > 2 . Let this p be chosen such that p < p * . This in turn implies thatẑ ∈ W 2,p (Ω) for this p > 2 (see Grisvard [10] ). Hence, ∂ nẑ ∈ W 1−1/p,p (Γ) by Lemma 2.3. Then, from (2.18), we infer thatq 
Remark 2. In view of Lemma 2.9 the regularity to be expected for the optimal solution {û,q,ẑ} is limited by the parameter p * := min{p d * , p Ω * }, depending on the regularity of the data and the domain. The right hand side in the equation forẑ iŝ u − u d . Hence, under the mere assumption that u d ∈ L ∞ (Ω) , in general, we cannot expectẑ ∈ W 2,∞ (Ω) or higher regularity, even on a rectangle. This restricts all our results to the case 2 ≤ p < ∞ with constants blowing up as p → ∞ . However, in the special case ω max = π 2 , we have (2.31) with p = ∞ , provided that u d ∈ C γ (Ω) for some γ > 0 and u d (x i ) = 0 in all cornerpoints x i of Ω . This follows from Grisvard [10] due to the fact thatû(x i ) =q(x i ) = α −1 ∂ nẑ (x i ) = 0 , cf. the argument in the proof of Lemma 2.3, andû ∈ C γ (Ω) by an embedding theorem.
Next, we rewrite equation (2.18) using equation (2.19 ) to obtain
where We note that the additional regularity of the optimal pair (û,q) allows for this formulation avoiding the use of very weak solutions. In order to remove the nonhomogeneous boundary condition, we introduce the functionv :=û − Bq ∈ H 1 0 (Ω) . Then, the
The corresponding finite element approximation 40) or incorporating the nonhomogeneous boundary condition forû h into the variational formulation:
The solution of this system is independent of the particular choice of the extension operator B h : V ∂ h → V h . From now on, we choose B h to be the "discrete harmonic extension" defined by
(2.44) Then, the system (2.41), (2.42), (2.43) reduces to
Writing the equations for {v,q,ẑ} for discrete test functions and subtracting the corresponding discrete equations (2.45), (2.46), (2.47) yields the following equations for the errors e v :=v −v h , e q :=q −q h , and e z :=ẑ −ẑ h :
Remark 3. Notice that, since B h = B , the system (2.45), (2.46), (2.47) is not the Galerkin approximation of (2.35), (2.36), (2.37) . In this situation the general paradigm that "Galerkin discretization" and "optimization" (i.e. forming the necessary optimality condition) commute does not hold. This essentially complicates the error analysis as several additional terms need to be estimated, which originate from the lacking Galerkin orthogonality of the approximation.
Remark 4. The choice of B : H 1/2 (Γ) → H 1 (Ω) and B h : V ∂ h → V h as the harmonic, respectively, discrete harmonic extension operators is for convenience of the argument used in the following error analysis. Actually, the continuous as well as the discrete optimal solutions are independent of this particular choice. For practical computations B h is usually chosen to satisfy B h q h (a i ) = 0 in all interior nodal points a i of the finite element mesh.
Auxiliary estimates.
3.1. Auxiliary error and stability estimates. Next, we collect some known results on the approximation behavior of finite element methods.
(I) We will use the following "inverse estimate" for finite element functions
for 0 ≤ s ≤ r ≤ 1, 1 ≤ t < ∞. This can be proven by combining estimates in Ciarlet [7] and Brenner & Scott [4] with standard results from interpolation theory.
(II) Let I h : C(Ω) → V h and I h : C(Γ) → V ∂ h denote the natural nodal interpolation operators which satisfy (see Ciarlet [7] and Brenner & Scott [4] ) 
By standard results for finite elements there holds the error estimate (see Ciarlet [7] , Brenner & Scott [4] , and Casas & Raymond [6] )
for q ∈ W s,p (Γ), 0 ≤ s ≤ 1, 1 < p < ∞.
(IV) For a function u ∈ H 1 0 (Ω) let R D h u ∈ V h,0 denote the corresponding "Ritz projection" ("Dirichlet projection") defined by
We recall the following standard results from the literature. Lemma 3.1. On a convex polygonal domain, the "Ritz projection" R D h :
5)
for u ∈ W 1,p (Ω) . Furthermore, there holds the error estimate
Proof. We refer to Brenner & Scott [4] , see also Rannacher & Scott [20] .
Properties of discrete harmonic extension.
In this section, we provide some a priori bounds and error estimates for the discrete harmonic extension. We note that here the parameter p ∈ [2, p Ω * ) may be limited only by the regularity of the domain, i.e., the size of p Ω * ∈ [2, ∞) (including the case p Ω * = ∞ ) determined by (2.29). It is independent of the assumed regularity of the data.
Lemma 3.2. For the discrete harmonic extension B h q h ∈ V h of the boundary data q h ∈ V ∂ h there hold the a priori estimates 
Then, the stability estimate (2.9) yields (3.7),
(ii) Next, let w ∈ H 1 0 (Ω) ∩ H 2 (Ω) be the solution of the auxiliary problem −∆w = B h q h in Ω, w| Γ = 0.
Then, using several of the foregoing estimates in a standard way, we obtain
This yields (3.8).
(iii) To prove (3.9), we recall the estimate
which holds for 1 < p < ∞ and q = p(p − 1) −1 , particularly on convex polygonal domains. This follows from a result in Alkhutov & Kondratev [2] , which states that the boundary value problem −∆u = f in Ω, u| Γ = 0, possesses for f ∈ W −1,p (Ω) a uniquely determined solution u ∈ W 1,p 0 (Ω) satisfying
For given q h ∈ V ∂ h letB h q h ∈ V h denote that extension which coincides with q h at each nodal point a i ∈ Γ , but vanishes at each interior nodal point a i ∈ Ω . Then, for
Then, v h can be viewed as the Ritz projection of v . The estimate (3.10) implies that ∇v L p (Ω) ≤ c ∇B h q h L p (Ω) . Then, by Lemma 3.1, we obtain the estimate
This implies that
Therefore it remains to estimate the norm ∇B h q h L p (Ω) , which is localized to a strip S h along the boundary of width h . For this purpose let T ∈ T h be a cell of the decomposition ofΩ , which nontrivially intersects the boundary: Γ T := T ∩ Γ = ∅ . Then, by a standard argument employing transformations to a reference unit cell, there holds
and summing this over all such cells belonging to the strip S h ,
This proves the asserted estimate.
(3.12)
In view of (3.12), in the limit case t = 2, the estimate (3.13) holds true also for s = 1/2. 
(i) For the modified interpolation operatorĨ h introduced in Section 3.1(II) there holds (Ĩ h B − B h )q h|Γ = 0 . Hence,
The interpolation estimate (3.3) together with the stability estimate (2.9) yields
which proves the estimate (3.12) .
Using the quasi-interpolationĨ h defined above, we split
There holds η = −R D h ξ. Using the stability of R D h from Lemma 3.1 with respect to the W 1,t -seminorm, we get
Then, by the interpolation estimate (3.3),
Finally using estimate (2.10) in Lemma 2.
This proves (3.13) for the parameter ranges 1 < t < 2 and 2 t − 1 < s < 1 t . In order to extend the validity of (3.13) to the lower limit case s = 2 t − 1, let s = 2 t − 1 + δ with some δ > 0. Then, by the inverse relation for finite elements (3.1),
(iii) For an arbitrary but fixed ψ ∈ L τ (Ω) let w ∈ H 1 0 (Ω) be the solution of the auxiliary problem −∆w = ψ in Ω, w| Γ = 0 satisfying w ∈ W 2,τ (Ω) , for 2 ≤ τ ≤ θ < p Ω * , and w W 2,τ (Ω) ≤ c ψ L τ (Ω) (see Grisvard [10] ). We obtain:
with 1/τ + 1/τ = 1. Due to Lemma 3.1, we have
For the term ∇(B − B h )q h ) L τ (Ω) , we use the estimate (3.13) with t = τ and
Therefore, we obtain
There holds
Observing τ ≤ 2, we obtain
which completes the proof of (3.14). 4. Basic error estimates. In the following, we will use the quantity
which involves the data of the optimization problem and is bounded for 2 ≤ p < p * , according to Lemma 2.9, with p * := min{p d * , p Ω * } . The range of the parameter r ∈ [2, p Ω * ) is only limited by the regularity of the boundary Γ. Below, we will use a generic constant c α ≈ 1 + α −1 depending on the regularization parameter α, which may blow up as p → p * or r → p Ω * . We begin with the estimate of the reduced state error. Since f ∈ L 2 (Ω) , we havev ∈ H 2 (Ω) and the estimate (3.6) of Lemma 3.1 yields the asserted error estimate.
As starting point for the estimate of the control, we recall the perturbed Galerkin orthogonality equation (2.49) ,
whereû =v + Bq andû h =v h + B hqh . This can be rearranged into the form
Theorem 4.2. For the control error e q :=q−q h and the state error e u :=û−û h there holds the estimate
(4.4)
Proof. (i) We begin with the relation α|e q | 2 = α e q ,q − P ∂ hq + α e q , P ∂ h e q . Setting χ h := P ∂ h e q = P ∂ hq −q h in (4.3) and rearranging terms, we obtain
Combining this with the first equation results in
(4.5)
The five terms on the right hand side of (4.5) will be treated separately.
First term: By the error estimate (3.4) for P ∂ h ,
Second term: By the L 2 error estimate (3.15) and the stability estimate (3.4),
. Third term: By the stability estimate (2.9) and the error estimate (3.4),
Fourth term: By the estimate (3.8) of Lemma 3.2, the L 2 stability of the projection This implies the asserted estimate.
5. Improved error estimates. The orders of convergence derived in the preceding section for the stateû may not be optimal as is demonstrated by the numerical results presented in Section 6, below. The key to improved error estimates for the state is the proof of higher order error estimates for the control in norms weaker than the L 2 norm. To this end, we will employ duality arguments based on the KKT system. Below, the ranges of the parameters p ∈ [2, p * ) and r ∈ [2, p Ω * ) are limited by the regularity of the data and the regularity of the domain, respectively. As before, we use a generic constant c α ≈ 1 + α −1 , which may blow up as p → p * or r → p Ω * . The modified KKT system (2.35), (2.36), (2.37) can be written in compact form for the tripletX := {v,q,ẑ} ∈ H 1 0 (Ω) × H 1/2 (Γ) × H 1 0 (Ω) as follows:
and the right hand side
For a given linear functional
In the special case J(Ψ) = J q (ψ q ) , the first equation (5.3) has the unique solution w v = 0 , and we obtain the triangular system α ψ q , w q + (Bψ q , Bw q ) = J q (ψ q ) ∀ψ q ∈ H 1/2 (Γ), (5.6)
By coercivity arguments it is easily seen that for J q (·) ∈ L 2 (Γ) * there is a unique solution {w q , w z } ∈ L 2 (Γ) × H 1 0 (Ω) . Lemma 5.1. For J q (Ψ) = (Bψ q , ψ) with a fixed ψ ∈ L r (Ω) , 2 ≤ r < p Ω * , the solution {w q , w z } of the dual system (5.6), (5.7) has the regularity {w q , w z } ∈ H 1−1/r (Γ) × W 2,r (Ω) and there holds the a priori estimate
Proof. For Bw q ∈ L 2 (Ω) , we infer that w z ∈ H 1 0 (Ω) ∩ H 2 (Ω) . Since (5.6) also holds for ψ q ∈ L 2 (Γ) , we can test with ψ q = w q , which gives us
Further, by elliptic regularity, we have w z H 2 (Ω) ≤ c ψ . Next, we employ a duality argument. Let η ∈ H 1 0 (Ω) be the weak solution of the auxiliary problem −∆η = ψ − Bw q in Ω.
Since Bw q − ψ ∈ L 2 (Ω) , we have η ∈ H 2 (Ω) , and ∂ n η| Γ ∈ H s (Γ) for 0 ≤ s < 1/2 by Lemma 2.3. Further,
Then, from α χ, w q = (Bχ, ψ − Bw q ) = −(Bχ, ∆η) = (∇Bχ, ∇η) − χ, ∂ n η = − χ, ∂ n η we infer that also w q = −α −1 ∂ n η ∈ H s (Γ) . In view of the Lemma 2.2 this implies that Bw q ∈ H s+1/2 (Ω) . As s can be taken arbitrarily close to 1/2 , by the Sobolev embedding theorem we conclude that Bw q ∈ L r (Ω) for r ≥ 2 as considered and Bw q L r (Ω) ≤ c ψ . Now, this implies that η ∈ H 1 0 (Ω) ∩ W 2,r (Ω) and consequently, in virtue of Lemma 2.3,
. Finally, again by elliptic regularity theory, we obtain w z ∈ H 1 0 (Ω) ∩ W 2,r (Ω) and w z W 2,r (Ω) ≤ cα −1 ψ L r (Ω) . This completes the proof. Then, subtracting the L 2 projection P ∂ h w q ∈ V ∂ h in (5.10), yields
We recall the Galerkin orthogonality relations (2.48), (2.49), (2.50): 
Fifth term: First, we use the error estimate (3.14) of Lemma 3.3 with parameters τ := max{r, p} ≤ θ < p Ω * , to obtain
Further, by the stability estimates (3.7), (3.8) 
Finally, using the inverse relation (3.1) and the stability estimate (4.6) of Corollary 4.3, we conclude that for 2 ≤ p < p * and 2 ≤ r < p Ω * :
Sixth term: To estimate the sixth term, we recall thatẑ ∈ H 1 0 (Ω) ∩ H 2 (Ω) satisfies −∆ẑ =û − u d in Ω . Hence, we can use the error estimate (3.14) of Lemma 3.3, with τ := p, max{r, p} ≤ θ < p Ω * , to obtain,
Then, again by the inverse relation (3.1) and the stability estimate (3.4) ,
for 2 ≤ p < p * , 2 ≤ r < p Ω * . Combining all the above estimates gives us
and hence in view of Lemma 5.1,
This completes the proof. 
Taking ψ := Be q in the estimate (5.9) of Theorem 5.2 for r = 2 , we obtain 
Hence, by arguments already used before,
(ii) For proving the error estimate of the adjoint state, we recall the equation (2.50) in the form
The adjoint stateẑ ∈ H 1 0 (Ω) is determined by the boundary value problem −∆ẑ =û − u d in Ω,ẑ| Γ = 0, and has the regularityẑ ∈ W 2,p (Ω) , with 2 ≤ p < p * . Let w ∈ H 1 0 (Ω) ∩ H 2 (Ω) be the solution of the auxiliary problem −∆w = e z in Ω, w| Γ = 0, satisfying w H 2 (Ω) ≤ c e z . Then, using (2.50), we conclude
This proves the asserted estimate. Corollary 5.5. For the primal state error e u :=û −û h and the control error e q :=q −q h there holds 
Hence observing that the function χ h ≡ 1 satisfies χ h ∈ V ∂ h and Bχ h ≡ B h χ h ≡ 1 , it follows that α e q , 1 = −(e u , 1). This implies the second part of the asserted estimate.
Remark 6. The numerical experiments shown in the next section indicate that for the adjoint state there may hold the improved error estimate
6. Numerical tests. In this section, we present some numerical results obtained for the optimization problem (1.1), (1.2) by the discretization described above. The purpose is to clarify the convergence rates to be expected for several configurations. For the computation the software libraries GASCOIGNE [9] and RoDoBo [19] have been used. Three different configurations have been considered in order to illustrate the sharpness of our theoretically derived error estimates:
1. Regular domain (unit square) and known analytic solution.
2. General domain with ω max = 5 6 π and unknown solution. 3. Regular domain (unit square) and "singular" data.
6.1. Example on unit square with known analytic solution. The domain is the unit square Ω = (0, 1) 2 and the data is chosen as y) ) , α = 0.01, such that the optimal solution is given bŷ y) . The obtained results are presented in Tables 6.1, 6.2, and 6.3. The test on uniform meshes shows second-order convergence for all quantities which is probably due to superapproximation effects which are not captured by our analysis. These effects disappear on irregular meshes and the observed orders of convergence agree well with the theoretically predicted rates. Next, we test the convergence rates for a domain with maximum interior angle ω max = 5 6 π (see Figure 6 .1) where the optimal solution has only reduced regularity. The data is taken as α = 1 and f = 1, u d = −1 for 0 ≤ y < 0.5 1 for 0.5 ≤ y ≤ 1 .
Sinceû − u d ∈ L ∞ (Ω) the adjoint state satisfiesẑ ∈ W 2,p (Ω) for 2 ≤ p < p Ω * , where in this case p Ω * = 2ω max (2ω max − π) −1 = 5 2 . The results obtained for this configuration are shown in Table 6 .4. The "reference solution" has been calculated on a very fine mesh with more than 10 6 cells. 6.3. Example on unit square with irregular data. The following example has been adopted from Casas & Raymond [5] . The domain again is the unit square Ω = (0, 1) 2 , f = 0, and u d = (x 2 +y 2 ) − 1 3 . Hence p Ω * = ∞. Since u d has a singularity at the boundary Γ , such that u d ∈ L p (Ω) for 2 ≤ p < 3 but u d ∈ L 3 (Ω) , the optimal solution has only reduced regularity {û,q,ẑ} ∈ H p Ω * = 5 3 , respectively. The results are shown in Table 6 .5. The orders of convergence observed for e q and e u are in reasonable agreement with the theoretically predicted ones, while that for e z seems to be too high.
A similar observation was made in Section 6.2 above. Together with Section 6.1 this suggests that the presented estimates for the controlq and the primal stateû are order-optimal. The estimate for the adjoint stateẑ (while being a considerable improvement to the order of O(h 1−1/p ) given in Casas & Raymond [5] ) seems to be slightly sub-optimal. 
