A two-step procedure for nonparametric rnulticlass classifier design is described.
I. Introduction
We state the nonparametric multiclass classification problem as follows. M classes are characterized by unknown probability distribution functions.
A data samrple containing labelled vectors from each of the It classes is available. A classifier is designed based on the training sample and evaluated with the test sample
Friedman [1] has recently introduced a 2-class recursive partitioning algorithm, motivated in part by the work of Anderson [2] , Henderson and Fu [3] , and Meisel and IIichalopoulos [4] . Friedman's algorithm generates a bindary decision tree by maximizing the Komlolgorov-Smirnov (K-S) distance between marginal cumulative distribution functions at each node. In practice, an estimate of the K-S distance based on a training sample is maximized.
Friedman suggests solving the M-class problem by solving MI 2-class problems. The resulting classifier has M binary decision trees.
In this note we give a multiclass recursive partitioning algorithm which generates a single binary decision tree for classifying all classes.
The algorithm minimizes the Bayes risk at each node. In practice an estimate of the Bayes risk based on a training sample is minimized. We also give a tree termination algorithm which optimally terminates binary decision trees. The algorithm yields the unique tree with the fewest nodes which minimizes the Bayes risk. In practice an estimate of the Bayes risk based on a test sample is minimized.
The research was originally done in 1981-82 [5] . The recent book of Breiman et al [6] has elements in common with this paper but we believe the approach presented here is different.
The note is organized as follows. In Section 2 we give binary decision tree notation and cost structure for our problem. In Section 3 and 4 we discuss tree generation and termination, respectively.
II. Notation
We shall be interested in classifiers which can be represented by binary decision trees. For our purposes, a binary decision tree T is a collection of nodes {Ni}iK 1 with the structure shown in Fig. 2 respectively, and let
In view of (3.2) we have
As Note that Friedman's algorithm generates a binary decision tree as partitioning proceeds by appropriately identifying the decision parameters of Section 2.
Friedman extends his algorithm to the 14-class case by generating MI binary decision trees, where the jth tree discriminates between the jth class and all the other classes taken as a group.
We next propose an extension which has the advantage of generating a single binary decision tree for classifying all classes. At the same time we relax the constraint that all the jnj's are equal.
Consider the following problem: find the k*, a , m and n which minimize the Bayes risk based on the classifier
Then it can easily be shown that a (m,n,k) = arg min R (a) m,n,k k* (m,n) = apg min Rm nk(a* (m,nk)) (mr* ,n*) = ar min R ,nk* (mn )(a*(m,n,k*(m,n)))
Furthermore, if k1nl = ... = QM~M the minimizations over Rm,n,k(a) reduce to maximizations over In particular the multiclass algorithm generates a single bindary decision tree as partitioning proceeds by appropriately identifying the decision parameters of Section 2. Note that m and n are not decision parameters.
IV. Tree Termination
In this section termination of binary decision trees is discussed. An algorithm is given for optimally terminating a binary decision tree. The algorithm yields the unique tree with fewest nodes which minimizes the Bayes risk. In practice an estimate of the Bayes risk based on a test sample is minimized.
Suppose we generate a binary decision tree with the multiclass recursive partitioning algorithm of Section 3. Partitioning can proceed until terminal nodes only contain training sample vectors from a single class.
In this case the entire training sample is correctly classified.
But if class distributions overlap the optimal Bayes rule should not correctly classify the entire training sample. Thus we are led to examine termination of binary decision trees.
Friedman introduces a termination parameter k = minimum number of training sample vectors in a terminal node. The value of k is determined by minimizing the Bayes risk. In practice an estimate of the Bayes risk based on a test sample is minimized. In the sequel we will refer to the binary decision tree with terminal nodes only containing training sample vectors from a single class as the 'full" tree. What Friedman's method amounts to is minimizing the Bayes risk over a subset of the subtrees of the full tree with the same root node. At this point the following question arises: is there a computationally efficient method of minimizing the Bayes risk over all subtrees of the full tree with the same root node? The answer is yes as we shall now show.
We first state a certain combinatorial problem. Suppose we have a binary decision tree and with each node of the tree we associate a cost. We define the cost of each subtree as the sum of the costs of its terminal nodes. The problem is to find the subtree with the same root node as the original tree which maximizes cost. More precisely, let T o = {Ni}K be a i=l binary decision tree with L levels and K i nodes at level i as described in Section 1, gi the cost associated with node N i , and G(T) the cost of subtree 
Define T* = TL_1. We claim that T* solves (4.2).
Theorem: G(T*) > G(T) for all TEF. 
Hence, minimizing R(T) is equivalent to maximizing G(T).
In practice an estimate of R(T) based on a test sample is minimized. In this case
where qij is the fraction of test sample vectors in class j which land in N i .
APPENDIX
Proof of Theorem Section IV: Let Si be the set of subtrees of T o with the same root node N K and which only have nodes missing from levels i-1,...,0 (or equivalently, every terminal node on levels i,...,L-1 is also a terminal node of To). We shall say that T i is optimal over Si if the theorem holds with T* and S replaced by T i and S i , respectively. We show that T i is optimal over S i for i = 1,...,L-1. Since T* = TL-1 and S = S L-1 the theorem follows. We proceed by induction. T 1 is clearly optimal over Si . We assume T i is optimal over S i and want to show that Ti+ 1 is optimal over Si+1 . Let TeSi+ 1 and T # Ti+ 1. There are four cases to consider.
Suppose there exists a terminal node NjcTi+l which is a nonterminal node of T and Nj is on some level < i. Construct T'eSi+l from T by
