Abstract: Reliable estimates of forest site productivity are a central element of forest management. The model of height-diameter relationship of dominant trees using algebraic difference approach (ADA) is a commonly used method to measure site productivity of natural uneven-aged stands. However, the existing models of this method do not recognize site type or sample plot specific variability in height curves; thus, it cannot be effectively used to estimate site type or sample plot-related site productivity for natural uneven-aged stands. Two primary subject-specific approaches, ADA with dummy variable (DV) (ADA + DV) and ADA with combination of dummy variable and nonlinear mixed-effects modelling (CM) (ADA + CM), were proposed for height-diameter modelling. Height-diameter models developed with ADA, ADA + DV and ADA + CM were compared using data from 4161 observations on 349 permanent sample plots of four major natural uneven-aged pure stands (Spruce, Korean Larch, Mongolian Oak, and White Birch) in northeastern China. It was found that models developed with ADA + CM provided the best performance, followed by the models with ADA + DV, and the models developed with ADA performed the worst. Random effects at the plot level were substantial, and their inclusion greatly improved the model's accuracy. More importantly, the models developed with ADA + CM provide an effective method for quantifying site type-and sample plot-specific forest site productivity for uneven-aged pure stands.
Introduction
Estimates of forest site productivity are a central element of forest management and planning [1] . These estimates provide critical information to forecast rates of change and to evaluate potential production of wood or biomass under different management prescriptions. Site productivity is dependent on the quality of the site (i.e., the combination of physical and biotic factors at a given location). One of the most widely used indicators of site productivity is site index (SI), which is defined as the average height of dominant (or dominant and codominant) trees at a specific reference age [2] [3] [4] . A variety of modelling approaches have been developed to predict SI from a wide range of environmental and stand variables [1, [5] [6] [7] [8] [9] [10] [11] [12] [13] . Developing height-age equations based on data obtained from dominant trees to determine SI is a relatively simple, proven, and effective method for assessing site productivity [9] .
There is increasing interest worldwide in strategies to manage uneven-aged forests [1, 14] . Measures of site productivity are needed to estimate timber production on sites managed for timber. However, many uneven-aged stands are managed for purposes other than timber production, and measures of site productivity are needed as indicators of sustainability and to predict rates of change [1] . Suitable trees used to estimate SI, however, may only be found in even-aged, well-stocked, free-growing, undisturbed, and pure or single species-dominated stands [7, 15] . Because of these restrictions, SI has been a less useful or even meaningless concept in uneven-aged stands [1, 7, 11, 13] . In forest growth models of mixed or uneven-aged stands, SI has been replaced by past growth index [16, 17] , by actual site variables [16] , or by age-independent site productivity index (SPI) (defined as the average height of dominant and codominant trees at a specific reference diameter at breast height) [7, 18] .
Use of height-diameter relationship as a site productivity measure dates back to Trorey [19] . Meyer [20] and Husch et al. [21] suggested that height-diameter relationships can be a good measure of site productivity for uneven-aged and mixed-species stands. McLintock and Bickford [22] examined several alternatives for evaluating site productivity in uneven-aged stands of red spruce (Picea rubens Sarg.) in the northeastern United States, and they found that the height-diameter relationship of dominant trees, as expressed by the monomolecular function suggested by Meyer [20] , was the most sensitive and reliable productivity measure. Stout and Shumway [23] found that the height-diameter relationship provided an appropriate site productivity measure for six hardwood species; they also presented several additional rationales from ecological and silvicultural viewpoints for the use of such a measure. Huang and Titus [7] used height and diameter of dominant and codominant trees to represent site quality for four major species of white spruce (Picea glauca (Moench) Voss), lodgepole pine (Pinus contorta Dougl.), trembling aspen (Populus tremuloides Michx.), and black spruce (Picea mariana (Mill.) B. S. P.) in boreal mixed-species stands in Canada. They also concluded that it could be used as a method of quantifying site productivity for uneven-aged and (or) mixed-species stands. In recent years, this method has been commonly applied in many domains of environmental planning and management of uneven-aged stands [24, 25] .
However, there are two main drawbacks to the existing difference-equation approach for developing height-diameter relationships to estimate forest site productivity. First, previous studies assumed a fixed height-diameter relationship for a specific species in different stands or site types (sites with similar climate, topography, soils, and vegetation) [7, 18, 24, 26] . However, in reality, the height-diameter relationship varies from one site type to another, and, even within the same site type, the relationship is not constant over time [27] . Therefore, a single curve cannot represent all possible relationships that can be found within a forest. This could explain the conclusion obtained by Wang [26] that the height-diameter relationship is not an adequate measure of site quality for even-aged stands. To minimize the variation, height-diameter relationship can be parameterized directly, by taking into account site type (as an indicator variable), or indirectly, by taking into account biogeoclimatic factors.
Second, accurate characterization of a site allows for efficient land use allocation, integrated ecosystem planning, evaluation of ecosystem productivity and diagnosis, and prescribed ecosystem management [28] . However, until recently, height-diameter relationships developed by the difference-equation method have mostly been modelled by deterministic linear or nonlinear equations fitted by ordinary least squares (OLS) regression [7, 18, 24] . Because the data used for modelling height-diameter relationships using the difference-equation method must be collected repeatedly through time from dominant trees in permanent sample plots from different stands, the data are hierarchical [29] . The hierarchical data structure results in a lack of independence among observations [30] . Because multiple measurements are taken on each dominant tree, within-tree errors are likely to be serially correlated. In this case, the assumption of independent errors is violated when the OLS regression is applied to estimate model parameters [31] . This would result in biased standard errors and also can be manifested by inflated confidence limits masking the significant tests [31, 32] .
A potential solution for this issue is to use a nonlinear mixed-effects (NLME) modelling approach. This approach has been increasingly used to develop various forest models [33] [34] [35] [36] [37] [38] [39] [40] [41] , to analyse hierarchically structured data efficiently, and to increase prediction accuracy [42, 43] . To the authors' knowledge, although there have been several studies modelling height-diameter relationships using NLME approach [30, 44, 45] , only a few studies have applied this approach to develop height-diameter models by combing the difference-equation method.
The aim of this study was to develop generalized nonlinear mixed-effects height-diameter models using the traditional algebraic difference approach (ADA) combined with dummy variables and nonlinear mixed-effects modelling method (ADA + CM) to estimate site productivity for four main natural uneven-aged pure stands of Spruce (Picea asperata Mast.), Korean Larch (Larix olgensis Henry.), Mongolian Oak (Quercus mongolica Fisch.), and White Birch (Betula platyphylla Suk.) in northeastern China. Site types in the study area were considered as dummy variables to account for the variation of height-diameter relationships among site type classes. Preliminary analyses from this study revealed that an NLME approach with random effects set at sample plot level was effective in removing autocorrelation for repeatedly measured data. The specific objectives of this study were: (i) to apply three modelling techniques (ADA, ADA with dummy variable method (ADA + DVM), and ADA + CM) to develop height-diameter models for each natural uneven-aged pure stand; (ii) to compare the three modelling techniques with respect to their predictive performance for productivity estimation based on a separate validation data set; (iii) to make final recommendations in choosing an appropriate technique for modelling height-diameter relationships; and (iv) to estimate the forest site productivity of Spruce, Korean Larch, Mongolian Oak, and White Birch using the final height-diameter models developed.
Materials and Methods

Data
Data were acquired from 349 permanent sample plots (PSPs) of four main natural uneven-aged pure stands, which are randomly distributed over almost the entire middle and eastern areas of Jilin province ( Figure 1 ). All PSPs are square, 0.06 ha in size, and located in five main site types [46] (Table 1  and Table S1 ). The PSPs were selected to be as representative as possible of the variety of stand structures, stand densities, tree heights, tree ages, and site conditions. The data collection from all PSPs was conducted in 1994, 1999, 2004, and 2009 . Within each PSP, all standing living trees with diameter at breast height (D) cm were measured for D and total tree height (H). Six dominant trees were selected in each PSP (the proportion of the 100 thickest trees per hectare) [47] . The age of each dominant tree at 0.1 m in the first survey in 1994 was recorded by counting the growth rings based on increment cores [48] .
Data from the dominant and codominant trees for the four natural uneven-aged pure stands in northeastern China were extracted from the PSP data sets. Only live trees measured at least two continuous times, with both D and H recorded, were retained for this analysis. The selected trees had up to three re-measurements. Growth intervals were defined as periods between subsequent measurements. A total of 4161 observations (1110, 1016, 1405, and 630 from Spruce, Korean Larch, Mongolian Oak and White Birch, respectively) were eventually used to develop height-diameter models. The data were divided into two data sets: one for model fitting and the other for model validation. The model-fitting data consisted of 2800 observations from 1045 trees in 235 PSPs. The model-validation data consisted of 1361 observations from 512 trees in 114 PSPs. Summary statistics of the data and relevant stand characteristics for each species are provided in Table S2 . The PSPs were selected to be as representative as possible of the variety of stand structures, stand densities, tree heights, tree ages, and site conditions. The data collection from all PSPs was conducted in 1994, 1999, 2004, and 2009 . Within each PSP, all standing living trees with diameter at breast height (D) cm were measured for D and total tree height (H). Six dominant trees were selected in each PSP (the proportion of the 100 thickest trees per hectare) [47] . The age of each dominant tree at 0.1 m in the first survey in 1994 was recorded by counting the growth rings based on increment cores [48] .
Data from the dominant and codominant trees for the four natural uneven-aged pure stands in northeastern China were extracted from the PSP data sets. Only live trees measured at least two continuous times, with both D and H recorded, were retained for this analysis. The selected trees had up to three re-measurements. Growth intervals were defined as periods between subsequent measurements. A total of 4161 observations (1110, 1016, 1405, and 630 from Spruce, Korean Larch, Mongolian Oak and White Birch, respectively) were eventually used to develop height-diameter models. The data were divided into two data sets: one for model fitting and the other for model validation. The model-fitting data consisted of 2800 observations from 1045 trees in 235 PSPs. The model-validation data consisted of 1361 observations from 512 trees in 114 PSPs. Summary statistics of the data and relevant stand characteristics for each species are provided in Table S2 .
Base Model
In this study, three commonly used H-D functions-the Weibull function Equation (1), the Chapman-Richards function Equation (2), and the hyperbola function Equation (3)-were compared to determine which had the best fit and predictive ability for the H-D data for each stand. All candidate models have three parameters; they are asymptotic and nonlinear.
where β 1 − β 3 are the model parameters and ε is the error term. Models were first fitted independently on the model-fitting data set, and then their prediction performances were examined using the validation data set. Nonlinear regressions were conducted using the nls (nonlinear least square) function in R software [49] . The function that performed best was selected according to the following statistical criteria [37, 50] :
where RMSE is the root mean square error; H t andĤ t are the observed and predicted dominant heights, respectively, of the tth observation; H is the mean of the observed dominant height; and e and δ 2 are the mean prediction error and variance of prediction errors, respectively, which are calculated as
The RMSE statistic combines the mean bias and the variation of the biases, and provides improved assessment of model accuracy; therefore, RMSE was used as an important criterion for model evaluation in this study.
The fit and prediction statistics of Equations (1)- (3) are presented in Table S3 . Although evaluation statistics were almost identical for all three equations, Equation (3) showed a slightly superior fit and prediction compared with other equations. Therefore, this equation was selected as a basic nonlinear model to develop the H-D models for site-productivity estimation.
ADA
Bailey and Clutter [51] firstly introduced the concept of deriving base-age invariant site equations using a technique known as the algebraic difference approach (ADA). This method has been widely used to estimate forest site productivity [7, 52, 53] . It is used on repeatedly measured PSP data for real growth series [7] . Assuming D ijk1 and D ijk2 (D ijk1 < D ijk2 ) are two succeeding dominant diameters of the kth observation in the jth sample plot nested in the ith site type, the corresponding dominant heights are H ijk1 and H ijk2 (H ijk1 < H ijk2 ), which are represented by Equation (3) as follows:
where i = 1, . . . , M; M is the number of site types; j = 1, . . . , M i , and M i is the number of sample plots nested in the ith site type; k = 1, . . . , n ij is the number of observations on the jth sample plot nested in the ith site type; and ε ijk1 and ε ijk2 are the error terms.
Three alternative algebraic difference equations can be obtained by isolating each of the three parameters in Equations (7) and (8) . By isolating parameter β 1 , the expression of H ijk2 is given by
where e ijk2 = ε ijk2 − ε ijk1 .
H ijk2 can be written as follows by isolating parameter β 2 .
where
Finally, by isolating parameter β 3 , H ijk2 can be expressed as
Site productivity index (SPI) was defined by Vanclay and Henry [18] and Huang and Titus [7] as tree height (SPI = H 2 ) at a chosen reference diameter related to a particular baseline age. Equations (9)- (11) can be used to develop SPI curves. Equation (9) produces an anamorphic set of H-D curves with varying (10) and (11) produce polymorphic curves with a common asymptote (K = 1.3 + β 1 ). Error terms e ijk2 in Equations (9)- (11) are assumed to be normally distributed, with 0 expectation and σ 2 variance.
ADA + DV
Equations (9)-(11) can be used to make subject-specific (SS) predictions using the ADA + DV method. To evaluate differences between site type classes (Table S1 ), the following dummy variables were introduced: L γ = 1 denotes the γth site type class; other classes are denoted by 0, where γ = 1, 2, 3, 4. The fifth site type class is denoted by letting [39] . After imposing the site type variable on asymptote-related parameters of β 2 for Equation (9) and of β 1 for Equations (10) and (11), and including dummy variables as fixed effects [54, 55] , Equations (9)- (11) were assumed to take the following forms: (14) where β
1 are the fixed-effects parameters of variables L 1 − L 4 , respectively. All other variables, parameters, and covariance structures in Equations (12)- (14) were defined in Equations (9)- (11) . Error terms e ijk2 in Equations (12)- (14) are also assumed to be normally distributed with 0 mean and σ 2 variance.
ADA + CM
Preliminary analyses of fitting Equations (9)- (14) clearly showed heteroscedasticity in the full data sets of each species. Therefore, random-effects at the sample plot level were further incorporated into Equations (12)- (14) in the H-D model. First, we fitted all NLME model alternatives that resulted from all possible combinations of the random-effects parameters and the fixed-effects parameters for Equations (12)- (14) on full data sets. Equations (12) and (13) with base parameters β 3 and Equation (14) with base parameters β 2 , treated as mixed effects, produced the smallest Akaike's information criterion (AIC) and the largest log-likelihood (LogLik) among the models that converged for each natural uneven-aged pure stand. The NLME H-D models for the Equations (12)- (14) were expressed by: (17) where u 2j and u 3j are random-effects parameters generated by the jth sample plot on β 2 and β 3 , respectively, and they are assumed to be normally distributed with 0 mean and a 1 × 1 variance-covariance matrix of Ψ. The within-group error e ij2 = (e ij12 , . . . , e ijn ij 2 )
T that embraces within-group variance and correlation is assumed to be normally distributed with 0 mean and a positive-definite covariance R ij , generally expressed as a function of parameter vector θ [56] , as follows:
To account for within-sample plot heteroscedasticity and autocorrelation in the R ij of the error term e ij2 , the approach proposed by Davidian and Giltinan [56] was used:
where σ 2 is a scaling factor for error dispersion, given by a value of residual variance of the estimated model; G ij = diag var(e ij12 ), . . . , var(e ijn ij 2 ) is a n ij × n ij diagonal matrix that explains the variance of within-sample plot heteroscedasticity, and Γ ij is a n ij × n ij matrix that accounts for the within-sample plot autocorrelation structure of the errors. The autocorrelation structure AR (1) (autoregressive process of order one) for matrix Γ ij was applied in this study. The heteroscedasticity could be removed by specifying a within-sample plot variance function [57] . Our preliminary analyses suggested that an exponential variance function
could account for heteroscedasticity effectively. We therefore incorporated this function in the model, where λ is a parameter to be estimated. The random effects were estimated using the following empirical best linear unbiased prediction (EBLUP) [36, 42] 
whereû j = u 2j orû j = u 3j is a one-dimensional vector of the estimated random-effects parameters for the jth sample plot; u * j = u * 2j or u * j = u * 3j is a vector of EBLUP for the random effects u j ; f(·) is an NLME H-D model (e.g., Equations (15)- (17));β is the estimate of the fixed-effects parameters vector; x j is a vector of predictor variables;Ψ is a 1 × 1 estimated covariance matrix of Ψ for random-effects parameter u 2j or u 3j ;R j = diag(R j1 , . . . ,R jn j ) is the estimated n j × n j block diagonal covariance matrix for error term e j , with n j as the total number of observations on the jth sample plots; and Z j is an n j × 1 dimensional design matrix. Because the unknown random effects to be predicted appear on both sides of Equation (21), there is no direct algebraic solution forû j . To solve forû j , a three-step iterative algorithm proposed by Meng and Huang [36] was used in this study. A detailed description of this algorithm was given in Meng and Huang [36] . To reduce both measurement cost and potential errors, as Calama and Montero [30] have suggested, four randomly selected observations within each plot were measured for estimation of the random-effects parameters in this study.
Determination of Base Diameter
Base (reference) diameter (D 0 ) is defined as D of dominant trees at a base age [7] , and it is a useful variable for estimating site productivity using an H-D model [7, 26] . Both stem analysis and regression methods are commonly used to determine D 0 ; both methods require stem analysis data or re-measurement data from PSPs. In this study, the D 0 of each species was obtained from existing D-age growth models with given reference age (40 
Model Evaluation
The best H-D models for each method (ADA, ADA + DV, and ADA + CM) were first determined based on the full data set by assessing, RMSE and AIC. The smaller the RMSE and AIC, the more accurate the model's predictions are. Next, the fit and predictive ability of the best H-D models for each method were compared based on RMSE, using both the model-fitting and validation data sets (Table S1 ). The model with the smallest RMSE was selected to estimate the site productivity of each species.
Results
ADA
The parameter estimates for Equations (9)-(11) are listed in Table S4 ; all parameter estimates in each model were significantly different from 0 (p < 0.05). Fit statistics of the equations are provided in Table S5 . The best RMSE and AIC statistics were those in Equation (10) for each stand. For example, the value of RMSE in Equation (10) was 0.2452 for Spruce, which was 13.78% smaller than the value in Equation (9) and 93.12% smaller than the value for Equation (11) . Similarly, the AIC for Spruce in Equation (10) was 90.62% of that for Equation (9) and 95.16% of that for Equation (11) , indicating that the fitting ability of Equation (10) was more robust than those of Equations (9) and (11) for ADA.
ADA + DV
The parameter estimates for Equations (12)- (14) are provided in Table S6 . All estimates in the three models were significantly different from 0 (p < 0.05); fit statistics of Equations (12)- (14) are included in Table S7 . The best RMSE and AIC statistics were those in Equation (13) for all stands. Specifically, the RMSE in Equation (13) for White Birch was 20.70% smaller than that of Equation (12) and 98.98% smaller than that of Equation (14) . The AIC in Equation (13) was 14.09% smaller than that in Equation (12) and 797.49% smaller than that in Equation (14) , suggesting that the fitting ability of Equation (13) was more robust than those of Equations (12) and (14) for ADA + DV.
ADA + CM
Equations (15) and (16) with random effects at the sample plot level converged for the four stands (this was not true for Equation (17)). All parameter estimates for Equations (15) and (16) (Table S8) were significantly different from 0 (p < 0.05). Fit statistics of Equations (15) and (16) are shown in Table S9 , revealing that their fitting accuracy was very high for all stands. Compared with Equation (15), Equation (16) resulted in smaller RMSE and AIC for each stand (Table S9) . For White Birch, RMSE and AIC statistics in Equation (16) were 35.10% and 19.85% smaller than those in Equation (15), respectively. These statistics showed that the fitting ability of Equation (16) was more robust than that of Equation (15) for ADA + CM.
Model Evaluation
Equations (10), (13) , and (16), which had been derived from the base model Equation (3) by isolating parameter, had the most powerful fitting ability for ADA, ADA + DV, and ADA + CM, respectively. The ability of these three equations to make predictions was further compared, based on statistics RMSE and AIC, using both model-fitting and validation data sets, and prediction error statistics for these models are presented in Figure 2 . Figure 2 shows that the prediction accuracy for tree height of Equation (13) was much higher than that of Equation (10) . This result indicated that the variability between site type classes could be explained by the site-related fixed-effects parameters in Equation (13) . The prediction accuracy of Equation (13) was further improved by considering random effects at sample plot-level on height. For Spruce, Korean Larch, Mongolian Oak, and White Birch, Equation (16) resulted in the decrease of RMSE by 15.45%, 70.52%, 72.59%, and 55.82% for the model-fitting data set, and by 31.34%, 66.72%, 68.40%, and 44.41% for validation data set, compared with Equation (13), respectively. Similarly, the AIC for Spruce, Korean Larch, Mongolian Oak, and White Birch in Equation (16) were 914.25%, 581.69%, 74.08%, and 54.73% smaller than those in Equation (13) for the model-fitting data set, respectively. Such results suggested that the random effects at sample plot level on height variation were substantial and that their inclusion in the model can greatly improve the model's accuracy of predictions for all stands. Hence, Equation (16) was chosen to predict site productivity for each species when both site-related fixed effects by site type classes and random effects at the sample plot-level were taken into account simultaneously. Figure 3 shows residual distributions of Equation (16) for each species by different site type classes, based on the modelling data. The residuals did not show an obvious increasing trend as the predicted height values increased. Similar residual patterns can be found for the validation data as well. This indicated that the exponential variance function applied to D effectively accounted for heteroscedasticity. (10), (13), and (16) for Spruce, Korean Larch, Mongolian Oak, and White Birch based on root mean square error (RMSE) and Akaike's information criterion (AIC) using both model-fitting and validation data sets. (10), (13), and (16) for Spruce, Korean Larch, Mongolian Oak, and White Birch based on root mean square error (RMSE) and Akaike's information criterion (AIC) using both model-fitting and validation data sets. 
Site Productivity Estimation
If predictors D ijk1 and H ijk1 in Equation (16) were replaced by D 0 and SPI, then the model that was used to estimate H from specified D 0 and SPI can be expressed as (22) where H ij and D ij are the dominant height and diameter of the jth sample plot nested in the ith site type, respectively; e ij is an error term. All other variables, parameters, and covariance structures in Equation (22) were already defined in Equation (16) . Parameter estimates of Equations (16) and (20) for each species were identical (see Table S8 ).
The relationships between H and D from Equation (22) under four different classes of SPI for the five site types (Table S1) for each species are shown in Figure 4 . The basic form of the D-H curves produced by Equation (22) was a rapid increase in height within stands with low D values; this increase eventually reaches a maximum in stands with high D values, although specific details vary among site types and tree species. All of these curves for each class of SPI passed through the points D 0 and SPI for each species. H increased with increases in SPI at constant D for each species. The differences among the relationships between H and D among different classes of SPI at each site type were substantial for each species. This result further verified that Equation (22) produced a polymorphic set of H-D curves with common asymptotes. Figure 4 shows that the differences among the relationships between H and D among different sample plots in the same class of SPI for each species are very large, especially for Korean Larch and Mongolian Oak. This result also indicates that the random variability between sample plots could be accounted for by Equation (22) . in Equation (16) were replaced by 0 D and SPI , then the model that was used to estimate H from specified 0 D and SPI can be expressed as
where ij H and ij D are the dominant height and diameter of the jth sample plot nested in the ith site type, respectively; ij e is an error term. All other variables, parameters, and covariance structures in Equation (22) were already defined in Equation (16) . Parameter estimates of Equations (16) and (20) for each species were identical (see Table S8 ).
The relationships between H and D from Equation (22) under four different classes of SPI for the five site types (Table S1) for each species are shown in Figure 4 . The basic form of the D-H curves produced by Equation (22) was a rapid increase in height within stands with low D values; this increase eventually reaches a maximum in stands with high D values, although specific details vary among site types and tree species. All of these curves for each class of SPI passed through the points 0 D and SPI for each species. H increased with increases in SPI at constant D for each species. The differences among the relationships between H and D among different classes of SPI at each site type were substantial for each species. This result further verified that Equation (22) produced a polymorphic set of H-D curves with common asymptotes. Figure 4 shows that the differences among the relationships between H and D among different sample plots in the same class of SPI for each species are very large, especially for Korean Larch and Mongolian Oak. This result also indicates that the random variability between sample plots could be accounted for by Equation (22) . Table 1 ) for four natural uneven-aged pure stands of Spruce, Korean Larch, Mongolian Oak, and White Birch; dotted line denotes the dominant heights at the base diameter.
Discussion
The H-D relationship approach for site productivity estimation was built on three assumptions: (i) decreasing tree taper (D divided by H) is associated with increasing site productivity [7] ; (ii) stand density does not affect the H-D relationship of dominant and codominant trees in uneven-aged stands [7] ; and (iii) height growth over time is asymptotic, whereas diameter is not. Our study found that the first assumption generally held, with increasing site productivity leading to increasing H ij for a given D ij in Equation (22) . This conclusion was verified by Larson's findings [58] , and it has been pointed out that it is unreasonable to test the first assumption by using the relationship of tree taper and SI [26] . The nonsignificant correlation of tree taper and SI could not be used to draw the conclusion that the relationship of tree taper and site productivity is not significant for natural forests, especially when site productivity is estimated by the H-D relationship method. Stout and Shumway [23] discussed the second assumption in detail and concluded that the influence of stand density on potential site productivity assessment using the H-D relationship was minimal. Increasing stand density has been found to reduce both H and D growth for mixed stands, also implying that the stand density impact on the H-D relationship will probably be minimized, especially if this relationship is only considered for the dominant and codominant trees in the stands [7] . A stand density index
(N is the number of trees per hectare, D is average diameter of trees, D 0 is the standard base diameter (26.4 cm, 23.8 cm, 23.7 cm and 21.2 cm for Spruce, Korean Larch, Mongolian Oak, and White Birch in this study, respectively), and parameter β = 1.605) that is often used to describe stand density information in forestry [59] was applied to test the second assumption. Figure 5 provides scatterplots of tree taper against SDI within five age classes for the four natural uneven-aged pure stands, with lines illustrating a linear relationship between the two variables. The plots indicate that tree taper is not significantly correlated with SDI for the four stands. This result suggests that the effect of stand density on the H-D relationship was minimal, especially if this relationship was only considered for dominant and codominant trees in stands. For the third assumption, Equation (22) produced an anamorphic set of H-D curves with site type-related asymptotes ( Figure 4) ; however, there was no limitation for diameter based on the model. Similar to the conclusion obtained by Huang and Titus [7] , although the use of SPI as determined by the dominant and codominant H-D relationship is by no means the final solution, it provides a simple and reasonable index of site productivity for the four main natural uneven-aged pure stands of Spruce, Korean Larch, Mongolian Oak, and White Birch in northeastern China (Figure 4 ). by Equations (9)- (11) . However, from a statistical point of view, the H-D curves obtained from Equations (9)- (11) are inconsistent with height prediction, as ADA was a population average (PA) approach [60] . The PA approach does not recognize SS variability in height curves in the fitting stage. In contrast, Equations (12)- (14), developed through ADA + DV based on Equations (9)- (11), could be used to relate site type to SS prediction, by assigning the asymptote parameters in Equations (12)- (14) as site type-specific (local), while the other parameters are global (common). In addition to recognizing SS variability in the height curves, Equations (12)- (14) also had much higher fitting accuracy than Equations (9)- (11) (see Tables S5 and S7 ). This is mainly because Equations (12)- (14) successfully explained the differences in the effects of site type classes on H. In practice, many sample plots used for developing H-D curves are selected randomly. In this study, although Equation (17) did not converge on some data in the fitting, Equations (15) and (16), developed through ADA + CM based on Equations (12) and (13), could be used to account for the random effects on the H-D relationship at sample plot level (Table S8 ). Fitting accuracy of the converged Equations (15) and (16), developed through ADA + CM, was much higher than that of Equations (12) and (13), developed through ADA + DV. Our results further supported the conclusions of Calama and Montero [30] and Adame et al. [44] that the random effects of sample plots on the H-D relationship are significant and cannot be neglected in modelling.
Equations (15) and (16) could be applied to predict H, with or without assuming random effects. The model without random effects was known as a mean response (M response), while the model with random effects was known as an SS or localized model. The localization process is also referred to as model calibration [36] . The predictions of the M response model did not require prior information for a response variable; that is, dominant height measured from a sub-sample of the trees is not needed. However, such dominant height measurement is required if the model has random effects. Many previous studies [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] applied the two models to predict height in Figure 5 . Scatterplot of tree taper against stand density index within five age classes (all dominant and codominant trees were stratified into the first four age classes [1] [2] [3] [4] [5] based on age intervals of 20 years; the fifth class was age >80 years) for four natural uneven-aged pure stands of Spruce, Korean Larch, Mongolian Oak, and White Birch; lines illustrate linear relationship between the two variables.
The H ijk2 dominant height in the traditional ADA was estimated from the last time measurements of H ijk1 , D ijk1 and the current D ijk2 by Equations (9)- (11) . However, from a statistical point of view, the H-D curves obtained from Equations (9)-(11) are inconsistent with height prediction, as ADA was a population average (PA) approach [60] . The PA approach does not recognize SS variability in height curves in the fitting stage. In contrast, Equations (12)- (14), developed through ADA + DV based on Equations (9)- (11), could be used to relate site type to SS prediction, by assigning the asymptote parameters in Equations (12)- (14) as site type-specific (local), while the other parameters are global (common). In addition to recognizing SS variability in the height curves, Equations (12)- (14) also had much higher fitting accuracy than Equations (9)-(11) (see Tables S5 and S7 ). This is mainly because Equations (12)- (14) successfully explained the differences in the effects of site type classes on H. In practice, many sample plots used for developing H-D curves are selected randomly. In this study, although Equation (17) did not converge on some data in the fitting, Equations (15) and (16), developed through ADA + CM based on Equations (12) and (13), could be used to account for the random effects on the H-D relationship at sample plot level (Table S8 ). Fitting accuracy of the converged Equations (15) and (16), developed through ADA + CM, was much higher than that of Equations (12) and (13) , developed through ADA + DV. Our results further supported the conclusions of Calama and Montero [30] and Adame et al. [44] that the random effects of sample plots on the H-D relationship are significant and cannot be neglected in modelling.
Equations (15) and (16) could be applied to predict H, with or without assuming random effects. The model without random effects was known as a mean response (M response), while the model with random effects was known as an SS or localized model. The localization process is also referred to as model calibration [36] . The predictions of the M response model did not require prior information for a response variable; that is, dominant height measured from a sub-sample of the trees is not needed. However, such dominant height measurement is required if the model has random effects. Many previous studies [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] applied the two models to predict height in developing the H-D relationship using the NLME approach and concluded that the prediction accuracy of the SS model was much higher than that of the M response. In this study, only the SS model was used for H prediction in Equations (15) and (16) . When the M response method was applied for H prediction in Equations (15) and (16) , the prediction accuracy was much lower than that of the SS method, which corroborates the findings in the studies by Calama and Montero [30] and Adame et al. [44] . For example, for White Birch, the values of e, RMSE and TRE from Equation (16) (SS method) were 65.38%, 59.11%, and 83.28% smaller than those from the M response method for the model-fitting data set, and 86.35%, 47.51% and 57.29% smaller than the M response method for the validation data set, respectively.
An implicit assumption shared by ADA, ADA + DV, and ADA + CM approaches is that independent variables (D ijk1 , D ijk2 and H ijk1 ) in the models developed through these methods are measured without errors. This assumption may be valid for D ijk1 and D ijk2 , which can be easily and accurately measured in the field. However, this assumption cannot apply to H ijk1 , because this variable is often difficult to measure. This is especially true in natural uneven-aged stands [61] . It is well known that the violation of this assumption may lead to biased estimates of regression coefficients as well as their standard errors and thus to invalid statistical inferences [62] . The biased estimates of parameters will definitely reduce the prediction accuracy of site productivity. If predictor variables in Equations (9)- (17) are considered to have measurement errors, a new NLME approach needs to be developed. However, no algorithm and corresponding computational program to implement this approach is available to date, and we are in the process of developing such algorithm to solve this problem.
The proposed ADA + DV and ADA + CM approaches are relatively more complicated and difficult to implement than the traditional ADA approach. However, the prediction accuracies of both ADA + DV and ADA + CM approaches are much higher than that of traditional ADA approach (Figure 2) . In practical application, if we just focus on the practicability of the H-D models and do not recognize the site type or sample plot specific variability in site productivity estimation, the traditional ADA approach is strongly recommended. Otherwise, the proposed ADA + DV or ADA + CM approaches are recommended to make SS predictions to guarantee a high accuracy of the estimates of site productivity. In this study, both site-related fixed effects by site type classes and random effects at the sample plot-level on site productivity were substantial, therefore, Equation (22) was applied to estimate the site productivity in natural uneven-aged pure stands in northeastern China. The variability between site type classes and between sample plots could be effectively explained by Equation (22) simultaneously (Figure 4 ). It should be noted that recalibration of SPI cures with PSP data source is thus particularly important for long-lived and shade-tolerant species that seem to have active tree replacement dynamics in the dominant stratum [47] .
The focus of this study was mainly on methodological development. The applicability of the developed H-D models would be influenced by other environmental variables, such as climate variables. Most of the recently published studies on forest productivity have demonstrated high possibility of incorporating the changes in site conditions [63] [64] [65] [66] [67] [68] [69] [70] [71] . In this study, climate variables need to be incorporated into dominant H-D models if these models are utilized to directly account for the impact of changing climate on forest site productivity. This can be easily accomplished, at least, in the composite model form, by modifying the intercept term (i.e., β 1 ) in H-D models such as Models (1)-(3). Bontemps and Bouriaud [69] formulated perspectives regarding the increase of prediction accuracy of forest productivity by introducing environmental indicators and including information on genetic structure of tree populations in the context of adaptation to future climate change, as well as the use of site productivity models in forest management. Fu et al. [72] developed a game-theoretic related H-D model and found that the effect of genetic architecture on H-D relationship was substantial. Based on these studies, we are in the process of developing climate-and genetic-related H-D models using the proposed method to estimate the forest site productivity for natural uneven-aged stands in northeastern China.
Conclusions
In this study, we developed dominant H-D models to estimate forest site productivity using traditional ADA, ADA + DV, and ADA + CM approaches for four main natural uneven-aged pure stands in northeastern China. We found that the models developed by ADA, ADA + DV, and ADA + CM had high fitting accuracy overall. Among these methods, the models developed from ADA + CM displayed the best performance, followed by the models from ADA+DV, and the models developed from ADA performed the worst. The results show that the random effects at sample plot level on the variation of the height and diameter relationship were substantial and that their inclusion in the model greatly improved its accuracy of predictions for each natural uneven-aged pure stand. The results of this study also indicated that the dominant H-D relationship based on SPI provided an effective method for quantifying site type-and sample plot-specific site productivity for uneven-aged pure stands in northeastern China, which corroborated the findings from previous studies [7, 18] . Furthermore, this method used for estimating site productivity required no time-consuming and difficult age measurements, but only H and D measurements, which were readily obtainable from ordinary inventories and compatible with the existing national forest inventory data-collection process in China.
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