The objective of the paper is to develop a theory of estimation of functionals based on indirect observations when the underlying vector of unobservable parameters is possibly sparse. The paper uses a novel approach of reduction of the problem of estimation of functionals in indirect observations Φ n = n
Introduction
In the present paper we consider a problem of estimating a linear functional
on the basis of observations
where ξ i are i.i.d. random errors with a known probability density function g. Vector θ = (θ 1 , · · · , θ n ) in (1.2) may be sparse in the sense that it has only k n non-zero elements where k n /n → 0 as n → ∞. A particular case of this problem has been recently considered by Cai and Low (2011) , with ϕ(x) = |x| and ξ i being i.i.d. standard Gaussian errors. Cai and Low (2011) remark that "construction of the optimal estimators of the non-smooth functional Φ n is significantly more complicated than those for linear or quadratic functionals". The problem, indeed, appears difficult to solve: by sophisticated application of Hermitte polynomials, the authors derive adaptive estimators of Φ n and prove that the minimax risk is of the form C(log n) −1 if k n / √ n → ∞ and is bounded below by a constant otherwise. The paper is extremely interesting and stimulates a variety of questions. Is the convergence rate C(log n) −1 due to the fact that function ϕ(x) = |x| is non-smooth? Will the minimax rate be the same if ϕ(x) = e −|x| instead? What would happen if one has i.i.d. Cauchy errors instead of Gaussian? Will the sparsity restriction k n / √ n → ∞ be the same in this case? And, more generally, can one answer those and similar questions without resorting to complicated and unique estimation procedures?
The purpose of the present paper is to solve a variety of problems associated with estimation of linear functionals and to give simple answers to the inquiries of this sort for a variety of functions ϕ and error densities g. For this purpose, we assume that coefficients θ i are independently generated from some distribution F with the density function f and characteristic function f (ω). In doing so, we shall treat f in the most general sense, so that discrete distributions are represented by weighted sums of Dirak delta functions. The idea of treating elements of the vector of parameters as random quantities is not entirely new. It has been extremely popular in many contexts, in particular, in model selection (Abramovich et al. (2007) , Johnson and Rossell (2012) ), or in wavelet literature (see, e.g., Abramovich et al. (1998) , Johnstone and Silverman (2005) , Pensky (2006) and Vidakovic (1998) 
among others).
If E|ϕ(θ)| < ∞, then Φ n can be viewed as an "estimator" of Φ = Eϕ(θ) on the basis of the vector θ = (θ 1 , · · · , θ n ) where
(1.3)
Moreover, observe that, as long as E|ϕ(θ)| 2 < ∞, one has E(Φ n − Φ) 2 ≤ n −1 E|ϕ(θ)| 2 , hence, the minimax risks for estimating Φ n and Φ are equivalent up to the Cn −1 additive term. For this reason, in the present paper we shall study estimation of Φ in (1.3) rather than Φ n in (1.1). The advantage of this formulation is that it allows to apply techniques based on Fourier transform to estimation of Φ in (1.3), and then to obtain automatically similar results for estimatiion of Φ n in (1.1).
Note that the problem of estimating Φ in (1.3) can be viewed as estimation of a linear functional of an unknown mixing density and it appears in many contexts. If ϕ(x) = δ(x − x 0 ), then Φ is the value of the unknown mixing density f at the point x 0 , estimation of which has been studied extensively by Butucea and Comte (2009) . If ϕ(x) = I(x < x 0 ), where I(Ω) denotes the indicator of a set Ω, then problem (1.3) reduces to estimation of the mixing distribution function Φ = F (x 0 ) at x 0 studied by Dattner et al. (2011) . If ϕ(x) = e iω 0 x , then Φ = f (ω 0 ), the characteristic function of the mixing distribution at ω = ω 0 . Finally, if ϕ(x) = x k or ϕ(x) = |x| 2k+1 , then Φ is, respectively, the k-th moment or the (2k + 1)-th absolute moment of the mixing density f . The case of ϕ(x) = |x| represents the first absolute moment of the mixing density (or the average absolute value of a component of the vector θ) investigated by Cai and Low (2011) in the case of standard Gaussian errors.
The problem of minimax estimation of linear functional (1.3) of the mixing density with square integrable function ϕ has been addressed by Butucea and Comte (2009) who derived the upper bounds for the mean squared risk for a variety of estimation scenarios and constructed adaptive estimators that attain them (up to, at most, a logarithmic factor). The lower bounds for the minimax risk have been derived only in the case when ϕ(x) = δ(x − x 0 ) due to technical difficulties. Hence, although it is intuitively clear that the estimators constructed by Butucea and Comte (2009) attain (up to, at most, a logarithmic factor) the minimax lower bounds for the risk for other choices of ϕ(x), to the best of our knowledge, this has never been proved.
The purpose of the present paper is to advance the theory of estimation of linear functionals of the mixing densities and to relate this methodology to estimation of the functionals of the form (1.1). In this paper, we restrict ourselves to the case where the unknown mixing density f belongs to a Sobolev class with understanding that, with some additional effort, the results in the paper can be extended to the case when the Fourier transform of f has exponential decay.
We start the paper with the study of the case when function ϕ(x) in (1.3) is square integrable, so its Fourier transform exists in a regular sense. We complete the theory of Butucea and Comte (2009) by providing the exact expressions for the upper bounds for the risk in the case when f belongs to a Sobolev ball (Section 2.2) and establish the matching minimax lower bounds for the risk for a general function ϕ(x) (Section 2.3), thus, confirming that the estimators derived in Butucea and Comte (2009) are indeed asymptotically optimal (or near optimal up to a logarithmic factor). It also turns out that, since we are looking at the case of Sobolev classes only, we obtain more precise results for the rates of convergence than Butucea and Comte (2009) . In particular, in terms of rates of convergence, we discover a parametric region, two different regions of polynomial rates, a region of logarithmic rates and an "in-between" region where the minimax risk converges to zero faster than (log n) −A 1 and slower than n −A 2 for any A 1 , A 2 > 0. As an application of our methodology, we consider pointwise estimation of the mixing density with classical and Berkson errors (Section 2.4), thus, advancing the theory developed by by Delaigle (2007) .
Next, we expand our approach to incorporate estimation of functionals of the form (1.3) where function ϕ(x) does not have the Fourier transform in a regular sense. In this case, functional Φ can often be represented via Fourier transform of the mixing density or its derivatives using some inversion formula (Section 3). As an example of application of the theory developed in Section 3.1, in Section 3.2, we consider estimation of a mixing cdf studied by Dattner et al. (2011) , where we obtain immediate results for the minimax lower and upper bounds for the risk. Also, in Section 3.3, we construct an estimator of the first absolute moment of the mixing density. The latter example significantly advances the theory developed in Cai and Low (2011) by generalizing it to the case of non-Gaussian errors and the mixing densities of various degrees of smoothness. In addition, we explain how the theory can be naturally expanded to accommodate estimation of higher order absolute moments of the mixing density.
Finally, Section 4 deals with the situation where vector θ = (θ 1 , · · · , θ n ) in (1.2) is sparse: it has only k n nonzero entries, where k n = n ν , 0 < ν < 1, is known. The objective is to estimate the functional
over these non-zero entries of θ only. We propose a general estimation procedure designed for estimating Φ kn in the sparse case for any function ϕ(x) and any kind of error density g (Section 4.1). We evaluate the upper bounds for the risk over Sobolev classes (Section 4.2) and construct the matching (up to, at most, a logarithmic factor) minimax lower bounds for the risk over those classes (Section 4.3). We discover that convergence rates in this case are determined by the "effective" sample size n −1 k 2 n . The latter implies that conclusion of Cai and Low (2011) that consistent estimation is impossible if ν ≤ 1/2 applies not only to their particular case (ϕ(x) = |x|, Gaussian errors) but to any functional and any distribution of errors.
Estimators constructed in the paper rely on thresholding of Fourier transforms at some frequency h −1 that depends on the known error density g and, for some combination of parameters, on the unknown smoothness parameter s of the Sobolev class. Although we do not take an effort of constructing adaptive estimators, they can be easily obtained by either applying methodology pioneered by Laurent et al. (2008) , as it was done by Butucea and Comte (2009) , or by utilizing the Lepskii method for the choice of parameter h (see Lepski (1991) , Lepski et al. (1997) ) which was used by Dattner et al. (2011) . Since both techniques are rather tedious and Lepskii method became a well-known tool in nonparametric statistics, we feel that elaboration on the adaptive choice of parameter h will add nothing to the paper conceptually, while making it longer and harder to read.
Finally, the theory in the paper is supplemented by a variety of examples, however, due to the fact that these examples are so diverse, we feel that a numerical study would be superfluous.
Remark 1 Note that another popular version of the problem appears in the form of estimating linear functional Ψ(f ) on the basis of observations
where ξ i are i.i.d. standard normal errors (there is also an equivalent white noise formulation of the problem). Indeed, estimation of Ψ(f ) in this formulation has been handled by a large number of extremely accomplished authors who developed the minimax theory and the adaptive procedures for estimating Ψ(f ) (see, e.g., Cai and Low (2003 , 2004 Lepski and Levit (1998) , among others). Although seemingly different, the problems are related to each other. Indeed, by expanding function f over some appropriate basis, one reduces (1.4) to model (1.2) where coefficients θ i of the expansion of f in the chosen basis are sparse. Since expansion of f over the basis is a linear operation, a linear functional Ψ(f ) will be transformed into the linear functional over the vector of coefficients θ of the form n −1 a T θ for some vector of coefficients a. Formulation (1.1) allows one to handle a somewhat different set of functionals of the form (1.1) that are non-linear in θ but homogeneous with respect to components θ i .
2 The minimax upper and lower bounds for the risk: the standard case
Notations and assumptions
For any function t(x), we denote its Fourier transform by
Denote the pdf of observation Y i by q(y), so that q * (ω) = f * (ω)g * (ω).
We assume that the mixing density belongs to the Sobolev ball f ∈ Ω s (B) where
We introduce the following standard assumptions on the known functions g and ϕ.
A1. There exist non-negative constants C g1 , C g2 , α, β and γ such that
where α > 0 and β = 0 whenever γ = 0.
A2. There exist non-negative constants C ϕ1 , C ϕ2 , a, b and d such that In what follows, we use the symbol C for a generic positive constant, which takes different values at different places and is independent of n.
Estimation and the upper bounds for the risk
In Section 2, we assume that the functional Φ in (1.3) can be represented as
where the integral is absolutely convergent. This happens if, for example, a > 1 in (2.4), so that |ϕ * | and |ϕ| are square integrable, however, this is true for a wider variety of functions ϕ (e.g., ϕ(x) = δ(x − x 0 ) considered in Butucea and Comte (2009) 
where
and h = 0 if function |ϕ * (ω)|/|g * (ω)| has finite L 2 -norm. In particular, the upper bound for the risk of the estimator Φ h over the Sobolev class Ω s (B) Theorem 1 If g is bounded above, then, under Assumptions A1 and A2 (inequalities (2.2) and (2.5) only), one derives
where g ∞ = sup x g(x). In particular,
Theorem 1 allows to derive upper bounds for the risk of Φ h as an estimator of functional Φ n defined in (1.1).
where R n ( Φ h , Ω s (B)) is given by expression (2.9). 
where R n ( Φ h , Ω(B)) converges to zero faster than (log n) −A 1 and slower than n −A 2 for any A 1 , A 2 > 0.
The lower bounds for the risk
Theorem 1 provides upper bounds for the risk for any combination of parameters s, a, b, d, α, β and γ. However, to the best of our knowledge, the minimax lower bounds for the risk, have not been obtained so far. Butucea and Comte (2009) derived those lower bounds only in the simple case when |ϕ * (ω)| = 1. Below, we derive the minimax lower bounds for the risk and show that, for a wide range of functions ϕ, the upper bounds (2.9) match the lower bounds up to a constant or a logarithmic factor.
where Φ is any estimator of Φ based on observations Y 1 , · · · , Y n . Then, the following theorem is true.
Theorem 2 Let g be bounded above and such that function g * is differentiable and
Then, under Assumptions A1 and A2 (inequalities (2.3) and (2.4) only), one derives
Observe that for in the cases when
, the rates of convergence in Theorem 1 are parametric and, hence, cannot be improved. In addition, the lower and upper bounds coincide up to a constant if
otherwise, they coincide up to a logarithmic factor.
Since any estimator Φ n of Φ n defined in (1.1) can be viewed as an estimator of Φ, due to inequality
, Theorem 2 immediately provides lower bounds for the risk of any estimator Φ n of Φ n based on
then under assumptions of Theorem 2, for sufficiently large n, one has
where R n (Ω s (B)) is given by expression (2.13). Combination of Theorems 1 and 2 allows to solve variety of problems. For example, we immediately obtain the answer to our first question about convergence rates when ϕ(x) = e −|x| and errors are Gaussian. Indeed, in this case, d = b = 0, a = 2, γ = 1/2, β = 2 and α = 0, so that
As another example, we solve the problem of pointwise density estimation of the mixing density with classical and Berkson errors studied by Delaigle (2007).
Pointwise estimation of the mixing density with classical and Berkson errors
Consider the situation where one is interested in estimating the pdf f ζ of the random variable ζ = θ + η where θ and η are independent, the pdf f η of η is known and one has measurements Y 1 , · · · , Y n of random variable Y = θ + ξ of the form of (1.2). The model was originally introduced by Berkson (1950) in regression context and subsequently studied by Delaigle (2007) who obtained the upper bounds for the integrated mean squared risk. In particular, if the pdf q(y) of Y is k times continuously differentiable and is such that q and q (k+1) are square integrable and q (k+1) is bounded, Delaigle (2007) derived
where the constant C depends on the density f of each θ.
The theory developed in this paper allows one to construct an estimator of the pdf f ζ at a point x 0 with no additional effort. Let, as before, f , g and q be the pdfs of θ, ξ and Y , respectively.
is of the form (2.7) and Theorems 1 and 2 give the upper and the lower bounds for the minimax risk of estimating f ζ at a point x 0 .
Observe an interesting phenomenon that we obtain a wider variety of convergence rates here than Delaigle (2007) who recovered only parametric, polynomial (with d = 0) and logarithmic convergence rates. The more diverse convergence rates in our case are not due to the fact that we are studying local (pointwise) error while Delaigle (2007) was interested in the global one. Indeed, for this particular example, with a little effort, our minimax theory can be extended to the situation of the global error. The reason for the wider diversity lies in the fact that we allow more sophisticated assumptions on g * and f * η .
3 Estimation of more challenging linear functionals
Formulation and estimation
The main difference between the functionals considered in Section 2 and estimation of the cumulative distribution function or the first absolute moment of the mixing density studied, respectively, by Observe that in order to apply the theory developed in Section 2, one does not need to necessarily represent Φ in the form (2.6) as long as one can express it as a linear functional of q * . In particular, in this section we consider the case when Φ can be presented as the combination of two absolutely convergent integrals
where ℜ[z] and ℑ[z] denote, respectively, the real and the imaginary part of z. In formula (3.1), functions ψ * 1 and ψ * 2 are related to ϕ but are not equal to its Fourier transforms since Fourier transform of ϕ does not exist in a regular sense. The case when Φ can be written as (2.6) reduces to (3.1) with m = 0 and ψ
. At first glance, expression (3.1) seems strange, however, it implements inversion formulae for a variety of useful functionals of the mixing pdf, in particular, the mixing cdf and its odd absolute moments.
Without loss of generality, we assume that g is an even function. One can easily extend our study to the case when g is an arbitrary pdf; we leave this case for the reader to examine. Note that Φ in (3.1) can be re-written as
and construct their respective unbiased estimators as
By taking derivatives of q * (ω) under the integral sign, it is easy to check that unbiased estimators of u j1 (ω) and u j2 (ω) are, respectively, given by
Combination of formulae (3.2) -(3.6) implies that, similarly, to the case when ϕ is square integrable, Φ can be estimated by
Alternatively, if derivatives of ψ * 1 (ω) and/or ψ * 2 (ω) decrease faster than ψ * 1 (ω) and/or ψ * 2 (ω) as |ω| → ∞, then one can carry out integration by parts in representation (3.1) before applying estimator (3.7), or use a combination of both techniques (as we did in Section 3.3).
Since ψ * 1 and ψ * 2 can be related to ϕ in a variety of ways, it is hard to derive risk bounds for a general situation. However, it is straightforward to derive those bounds for the two examples below.
Pointwise estimation of the mixing cumulative distribution function
Pointwise estimation of the mixing cdf was studied by Dattner et al. (2011) . Our theory recovers their results as a part of a general paradigm. In order to represent the cdf F (t) of θ 1 at a point t in the form (3.1), observe that, for any t, one has I(θ ≤ t) = 1/2 − 1/2 sign(θ − t) where sign(x) is the sign of x. Therefore, F (t) = 1/2 − Φ(t) where, by formula 3.721.1 of Gradshtein and Ryzhik (1980) , one has
Since | sin(x)/x| ≤ 1 for any x, one can easily show that both integrals in (3.8) are absolutely convergent provided ∞ −∞ |θ|f (θ)dθ < ∞. Therefore, (3.8) is a particular case of (3.1) with m = 0, ψ * 1 (ω) = − sin(ω)/(πω) and ψ * 2 (ω) = cos(ω)/(πω). Using notations above, one can write
Let f and g satisfy assumptions A1 and A2 and
Then, for a fixed t, inequality | sin(x)/x| ≤ 1 and straightforward calculations yield that
where C t0 depends on t only. Therefore,
where 
3.3
Estimation of the first absolute moment of the mixing density.
Consider Φ = ∞ −∞ |θ|f (θ)dθ, the first absolute moment of the mixing density studied by Cai and Low (2011) in the case of Gaussian errors. Note that, by formula 3.721.1 of Gradshtein and Ryzhik (1980) , one has
Since (f * ) ′ (ω) is an odd function, the integral in (3.10) is absolutely convergent provided Φ = ∞ −∞ |θ|f (θ)dθ < ∞, and, therefore, Φ is expressed as (3.1) with m = 1, ψ * 1 (ω) = −2(πω) −1 and ψ * 2 (ω) = 0.
For the purpose of construction of an estimator of Φ, without loss of generality, we again assume that function g is even, so that g * is real valued. Partition the integral in (3.10) as Φ = Φ 1 + Φ 2 where
Replacing f * (ω) by q * (ω)/g * (ω), taking derivatives and using integration by parts in Φ 2 , while keeping in mind that g * (ω) is real-valued, rewrite Φ 1 and Φ 2 as
Estimate Φ j by Φ j , j = 1, 2, where, following the strategy of Section 3.1, we replace ℜ[q * (ω)] and ℜ[(q * ) ′ (ω)] in Φ j by their respective estimators v 01 (ω) and − v 12 (ω) in Φ j . Here, v 01 (ω) and v 12 (ω) are defined by (3.4)
Finally, estimate Φ by Φ = Φ 1 + Φ 2 . In order to derive the upper and the lower bounds for the mininmax risk of the estimator, we introduce the following sets of functions f :
Then, the following theorem is valid.
Theorem 3 Let function g * be differentiable and such that for some
Let, also, g satisfy the inequality
If Assumptions A1, A2 (inequalities (2.2) and (2.5) only) hold, then
If Assumptions A1 and A2 (inequalities (2.3) and (2.4) only) hold, then
. with pdf f . If Φ n is defined by formula (1.1) with ϕ(θ) = |θ|, then under assumptions of Theorem 3, for sufficiently large n, one has
Remark 4 Higher order absolute moments. The methodology that we applied to estimation of the first absolute moment of the mixing density can be easily generalized to the problem of estimation of the (2k + 1)-th absolute moment. Indeed, note that, by formula 3.721.1 of Gradshtein and Ryzhik (1980), one has
By observing that Fourier transform of θ 2k+1 f (θ) is of the form i −(2k+1) (f * ) (2k+1) (ω), one represents Φ(k) as
Since (f * ) (2k+1) (ω) is an odd function, the integral in (3.10) is absolutely convergent provided Φ(k) = ∞ −∞ |θ| 2k+1 f (θ)dθ < ∞, and, therefore, Φ(k) is expressed as (3.1) with m = 2k + 1, ψ * 1 (ω) = 2(−1) k (πω) −1 and ψ * 2 (ω) = 0. After that, one can partition each integral into the portion over intervals [0, 1] and [1, ∞) and apply integration by parts to the latter.
Remark 5 Relation to Cai and Low (2011).
Cai and Low (2011) studied estimation of Φ n of the form (1.1) with ϕ(θ) = |θ| based on data generated by model (1.2) where the errors ξ i are i.i.d. N (0, σ 2 ) and there are no probabilistic assumptions on vector θ. They showed that
where Θ n (M ) = {θ : θ ∞ ≤ M }. By employing a state of the art procedure based on Hermite polynomials, they constructed adaptive estimators that attain these convergence rates. With the assumption that θ i are generated independently from distribution F , the problem reduces to estimation of Φ in (3.10), the first absolute moment of the mixing density. Using formulae (3.11) and (3.12), one can construct an estimator Φ of Φ. Note that, since in the case of Gaussian errors, one has α = 0, β = 2 and γ = σ 2 /2, the estimators (3.11) and (3.12) are adaptive when h = [σ 2 (log n − log log n)] −1/2 , and Corollary 3 implies that
where Ω s (B 1 , B 2 ) is defined in (3.13). Since f is a pdf, it is absolutely integrable, so that s ≥ 0. Therefore, convergence rate (3.18) corresponds to "the worst case scenario" where f is a combination of delta functions and s = 0. The estimator of Cai and Low (2011) addresses this "worst-case scenario" but is unable to adapt to a more favorable situation where |f * (ω)| → 0 as |ω| → ∞. In addition, our estimator is more flexible since it is constructed for any type of error density g and can be easily generalized to the case of higher absolute moments (see Remark 4).
4
The sparse case
Formulation and estimation
In this section, following Cai and Low (2011), we consider the case where vector θ in (1.2) has only k n nonzero entries where k n is known but locations of the zero entries of θ are not. The objective is to estimate the functional over these non-zero entries only:
Cai and Low (2011) considered estimation of (4.1) when ϕ(x) = |x|, the errors are Gaussian and k n = n ν , 0 < ν < 1, and concluded that consistent estimation is impossible if ν ≤ 1/2, while estimation yields the same minimax rates as in the non-sparse case for ν > 1/2. The question of interest is whether the same will happen in general, or whether this phenomenon is due to the type of the functional (the first absolute moment) or the type of errors (Gaussian) studied in the paper. For the purpose of studying minimax convergence rates and constructing estimators of Φ kn , we once more replace estimation of Φ kn in (4.1) by the continuous version of the problem. Note that if f 0 (θ) is pdf of the nonzero entries of θ, then
and Φ kn in (4.1) corresponds to
Again, similarly to the non-sparse case, as long as E|ϕ(θ)| 2 < ∞, one has E(Φ kn − Φ µ ) 2 ≤ k n −1 E|ϕ(θ)| 2 , so that the minimax errors for estimating Φ kn and Φ µ are equivalent up to the Ck n −1 additive term. Due to (4.2), one has Φ = µ n Φ µ + (1 − µ n )ϕ(0), so that the value of Φ µ can be recovered as
Therefore, we estimate Φ µ by
where Φ h is defined in (2.7) and the correction term δ h is a completely known non-random quantity.
The upper bounds for the risk
In order to justify estimator (4.5), we derive expressions for its variance and bias. Since the second term in (4.5) is non-random, Var( Φ µ ) = µ n −2 Var( Φ h ) where Var( Φ h ) is bounded by the first term in the right-hand side of formula (2.8):
Since f * (ω) = µ n f * 0 (ω) + (1 − µ n ), the bias term of Φ µ is of the form
Therefore, one derives for any f 0 ∈ Ω s (B):
Let n µ = nµ n 2 = n −1 k 2 n be the new, "effective" sample size. Then, comparing (4.6) and (4.7) with (2.8), one immediately observes that the upper bounds for the risk of the estimator of Φ µ would coincide with the upper bounds for the risk of the estimator of Φ in the non-sparse case if the sample size n were replaced by the effective sample size nµ n 2 . Denote
where Ω s (B) is defined in (2.1). If ν > 1/2, then n µ = nµ 2 n = n 2ν−1 is the effective sample size, so that combination of Theorem 1 and formulae (4.6) and (4.7) immediately yield the bounds for the risk.
Theorem 4 Let g be bounded above and observations be given by model (1.2) where f is of the form (4.2) with µ n = n 1−ν , ν > 1/2. Then, under Assumptions A1 and A2 (inequalities (2.2) and (2.5) only), one derives 
The lower bounds for the risk
The upper bounds for the risk in Theorem 4 suggest that, for 0 ≤ ν ≤ 1/2, one has n µ = nµ n 2 = n 2ν−1 ≤ 1 and construction of a consistent estimator is impossible for any functional of the form (4.3). The next proposition shows that this, indeed, is true in a wide variety of situations. In particular, under mild assumptions, the risk of no estimator can converge to zero faster than C(nµ n 2 ) −1 .
Theorem 5 Let f (x) be given by (4.2) and Φ µ be defined by (4.3). If there exist two pdfs, f 1 (θ) and f 2 (θ) such that
and
where Φ µ is any estimator of Φ µ based on observations Y 1 , · · · , Y n .
Theorem 5 implies that, although the proof of the low bounds for the risk in Low's (2004, 2011) depend heavily on the normality assumption, the fact that one needs ν > 1/2 in order to consistently estimate Φ µ remains valid, whether ξ i in (1.2) are normally distributed or not. Moreover, Theorem 5 does not require function ϕ to be integrable or square integrable, so one can apply this theorem easily to a wide variety of functionals. The quantity n −1 µ = (nµ n 2 ) −1 acts as the parametric convergence rate that cannot be surpassed. Corollary 4 below shows that Theorem 5 holds in the case when g is a Gaussian pdf. A similar calculation can be repeated in the case when, for example, g is a doubly-exponential pdf. (2004)) and ϕ(x) = |x| (Cai and Low (2011)).
One would like to derive the lower bounds for the risk of the form (2.13) for any combination of function ϕ(θ) and g(θ). Unfortunately, we succeeded in doing this only in the cases when g(θ) has polynomial descent as |θ| → ∞ (Theorem 6) or when d = 0 and γ > 0 in Assumptions A1 and A2 (Theorem 7). Denote
where Φ µ is any estimator of Φ µ based on observations Y 1 , · · · , Y n and Ω s (B) is defined in (2.1). Then, the following theorem is true.
Theorem 6 Let f (x) be given by (4.2) and Φ be defined by (4.3). Let g be bounded above and such that |g(θ)| ≥ C g1 (θ 2 + 1) −ς . Let function g * be ς 0 times continuously differentiable, where ς 0 is the closest integer no less than ς, and satisfy the following condition
Let there exist ω 0 ∈ (0, ∞) such that function ρ(ω) = arg(ϕ * (ω)) is ς 0 times continuously differentiable for |ω| ≥ ω 0 , with |ρ (j) (ω)| ≤ ρ < ∞, j = 0, 1, 2, · · · , ς 0 . Then, under Assumptions A1 and A2 (inequalities (2.3) and (2.4) only), when µ n = n ν−1 with ν > 1/2, one derives
Theorem 6 confirms that whenever g has polynomial descent, convergence rates in Theorem 4 are indeed optimal within, at most, a logarithmic factor of the sample size. Another general result refers to the case when d = 0 and γ > 0 in Assumptions A1 and A2. 
Remark 6 Functionals of the form (4.1). Note that, for 1/2 < ν < 1, one has k n −1 = n −ν < n 1−2ν = (nµ n 2 ) −1 . Therefore, if θ i , i = 1, · · · , n, in (1.2) are i.i.d. with pdf f , one has
Hence, if n is large enough, the upper and the minimax lower bounds for the risks of the estimators of Φ kn and Φ µ coincide up to a constant.
Discussion
We feel that the paper significantly advances the theory of estimation of functionals from indirect observations, when the underlying vector of unobservable parameters may be sparse. The paper reduces the problem of estimation of functionals (1.1) in indirect observations to estimation of linear functionals of the unknown deconvolution density of the form (1.3). This allows to research a variety of problems as one paradigm and obtain answers to a multitude of questions. Furthermore, we achieved considerable progress in solution of the problem of estimation of linear functionals of the unknown deconvolution density. In particular, in the case when function ϕ is square integrable, while applying Fourier transform based technique, we elaborated on the upper bounds for the risk derived earlier by Butucea and Comte (2009) . We also developed the minimax lower bounds for the risk that have not been obtained earlier. As a particular case of the above problem, we immediately retreived the upper and the minimax lower bounds for the risk of the pointwise estimator of the mixing density with classical and Berkson errors studied by Delaigle (2007) . Direct comparison with Delaigle (2007) shows that our upper bounds for the risk are more precise due to more flexible assumptions; they are also supplemented by the minimax lower bounds that have not been derived previously. Furthemore, we expanded our theory to incorporate estimation of functionals of the form (1.3) where function ϕ(x) does not have a Fourier transform in a regular sense. As a particular case of application of our methodology, we automatically recovered the estimators of the mixing cumulative distribution function investigated by Dattner et al. (2011) , as well as their minimax lower and upper bounds for the risk. As another example, we investigated estimation of the first absolute moment based on indirect observations, the problem studied by Cai and Low (2011) in the case of the Gaussian error distribution. We extended results of Cai and Low (2011) and derived minimax optimal estimators for various error distributions and degrees of smoothness of the underlying density of the unobservable variable. Moreover, we explained how the suggested technique can be extended to estimation of the (2k + 1)-th absolute moment.
Finally, by exploiting the idea of delta-contaminated density functions, we used the same approach to deal with the situation where vector of unobservable variables is sparse and has only k n nonzero entries, where k n is known, and the objective is estimating the functional over these non-zero entries only. We showed that convergence rates are determined by the "effective" sample size n µ = n −1 k 2 n , therefore, if k n = n ν and 0 < ν ≤ 1/2 one has n µ = n 2ν−1 < 1 and consistent estimation is impossible. This is significant generalization of results of Cai and Low (2011) who drew the same conclusion specifically for estimation of the first absolute moment of the unobservable variable under Gaussian errors. Moreover, we proposed a general estimation procedure designed for the sparse case and constructed the minimax lower and the upper bounds for the risk.
Although the estimators constructed in the paper are not always adaptive, they can be easily converted into adaptive counterparts by application of either the Lepskii method which was used by Dattner et al. (2011) or technique developed by Laurent et al. (2008) which was utilized by Butucea and Comte (2009) . However, although these calculations are fairly straightforward, they are quite tedious and will make the paper much longer and harder to read, thus, counteracting the main purpose of the paper: introduction of a general paradigm for estimation of functionals on the basis of indirect observations.
Proofs

Proof of the lower bounds for the risk: the standard case
Proof of Theorem 2. Introduce function
where P 1 and P 2 are such that P 1 (z) = 0 for 1 ≤ z ≤ 2, K * v (ω) is (v − 1) times continuously differentiable on the whole real line (i.e., P 1 (2) = P 2 (3) = 1), and 0 ≤ K * v (ω) ≤ 1. It is easy to see that function K * v (ω) is even, real-valued and non-negative. Consider two functions
where Fourier transform f * δ (ω) of f δ (θ) is given by
and function K * (ω) = K * 3 (ω) is of the form (6.1) with v = 3. Observe that f 1 (θ) is a pdf. In order to ensure that f 2 (θ) is a pdf, note that, by Assumption on ρ(ω) = arg(ϕ * (ω)) and by formula (6.1), function f * δ (ω) is twice continuously differentiable and absolutely integrable if h < ω 0 , hence,
Choose b in f 1 (θ) small enough, so that f 1 ∈ Ω s (B/2) ⊂ Ω s (B) and let
Then, direct calculations yield that
, and, therefore, f 2 ∈ Ω s (B). Now, let us evaluate the difference
Using formula (6.4) and Lemma 2 in Section 6.4 with A = a/2, G = d, ℵ = b, v = 3 and l = 1, we derive
, be the pdf of the sample Y 1 · · · , Y n under f k , k = 1, 2. We shall find a combination of parameters n and h which ensures that the chi-squared divergence χ 2 (Q 1 , Q 2 ) between Q 1 and Q 2 , is bounded above. Then, by Theorems 2.1 and 2.2 of Tsybakov (2009)
h where D h is given by (6.6). By Lemma 1, one has q 1 (x) ≥ C bg (x 2 + 1) −1 , and Lemma 3 implies that, in order to ensure χ 2 (Q 1 , Q 2 ) ≤ κ 2 , it is sufficient to establish that
for some κ ∈ (0, 1). Note that H in (6.7) can be written as
Then, H can be split as H = λ 2 (H 1 + H 2 ) where
and H 23 = ρ 2 H 1 . Taking into account condition (2.12) and applying Lemma 2 with A = α, G = 2γ, ℵ = β, l = 2 and v = 3 for H 1 , with A = α − τ , G = 2γ, ℵ = β, l = 2 and v = 3 for H 21 and A = α, G = 2γ, ℵ = β, l = 2 and v = 2 for H 22 , obtain that
Due to the choice of λ given by (6.4), combination of formulae (6.7) and (6.8) yield the following expression for h = h(n):
In order to complete the proof, recall that, by Theorems 2.1 and 2.2 of Tsybakov (2009), one has R n (Ω s (B)) ≥ D 2 h where D h is given by (6.6).
Proofs of Theorem 3 in Section 3
Proof of the upper bounds for the risk. In order to derive an upper bound for the risk, find the bias and the variance of the estimator Φ. It is easy to check that Φ 1 is unbiased estimator of Therefore, due to inequality (2.2),
and, hence,
Now, find the bias of the estimator Φ 2 in (6.9). Direct calculations yield
Finally, in order to find the variance of the estimator Φ 2 , observe that, using (2.2), one obtains
(6.12)
Choose h = n −1/(2s+2α−1) if γ = 0 and β = 0 and h = [(2γ) −1 (log n − (2α + β − 3) log log n)] −1/β if γ > 0 and β > 0. Then, combination of formulae (6.9)-(6.12) yields (3.15).
Proof of the lower bounds for the risk. Similarly to the proof of Theorem 2, choose
is defined by formula (6.1). Note that function f * δ (ω) is 6 times continuously differentiable and absolutely
if λ and h are small enough. Also, by definition of K * v (ω), one has |K * 7 (ω)| ≤ 1 and |ω| s |K * 7 (ω)| ≤ 4 s , thus
provided λ = C sB h s for some absolute constant C sB that depends on s and B 2 only. Now, using integration by part and recalling that f * δ (ω) = K * 7 (ωh), one derives
Finally, similarly to the proof of Theorem 2, due to Lemma 1, one has q 1 (x) ≥ C bg (x 2 + 1) −3 , and Lemma 3 implies that it is sufficient to ensure that
Following the steps in the proof of Theorem 2, we bound above H in (6.15) as H ≤ Cλ 2 (H 1 + H 2 ) with
Here,
Taking into account condition (2.12) and applying Lemma 2 with A = α, G = 2γ, ℵ = β, l = 2 and v = 7 for H 1 , with A = α − 3τ , G = 2γ, ℵ = β, l = 2 and v = 7 for H 21 and A = α, G = 2γ, ℵ = β, l = 2 and v = 4 for H 22 , derive
where U * τ = min(15β − 6τ − 1, 9β + 6). With λ = C sB h s , (6.16) implies that inequality (6.15) holds provided h = Cn −1/(2s+2α−1) if γ = 0 and β = 0 and h = [(2γ) −1 (log n − (2α + U * τ ) log log n)] −1/β if γ > 0 and β > 0. In order to complete the proof, recall that, by Theorems 2.1 and 2.2 of Tsybakov (2009), one has R n (Ω s (B)) ≥ D 2 h where D h is given by (6.14).
Proofs of the statements in Section 4
Proof of Theorem 5. Let µ n ≤ 1/2. Otherwise, k n ≥ n/2 and there is no point considering the case as being sparse. Consider two mixing pdfs 17) and corresponding marginal densities 18) where
Direct calculations yield that
where λ 2 0 = log(1 + κ 2 )/(8C I ). Finally, due to (4.10), one has
which, together with Theorems 2.1 and 2.2 of Tsybakov (2009), completes the proof.
Proof of Corollary 4. Before all else, observe that if ϕ(x) is constant, ϕ(x) = C for every x, then Φ µ = C and estimation is unnecessary. First, consider the case when the even part of ϕ(x), ϕ even (x) = 0.5 (ϕ(x) + ϕ(−x)) is not identically equal to zero. Choose two values ρ 1 , ρ 2 ∈ (0, 1), ρ 1 = ρ 2 and set f k (θ) = f (θ|ρ k ) where f (θ|ρ) = N (θ|0, σ 2 ρ), k = 1, 2, the Gaussian pdf with zero mean and variance σ 2 ρ k . Then, direct calculations yield that q k (x) = N (x|0, σ 2 (1 + ρ k )), k = 1, 2. Hence,
and inequality (4.9) holds with
Inequality (4.10) is violated only if G(ρ) takes constant value for 0 < ρ < 1. It is easy to notice that √ ρ G(ρ) is proportional to the Laplace transform of the function z −1/2 ϕ 1 ( √ z). Hence, G(ρ) is constant if and only if the Laplace transform of z −1/2 ϕ 1 ( √ z) is equal to Cz −1/2 , which is possible only if ϕ(x) is a constant function. Therefore, if ϕ even (x) does not vanish, it is always possible to choose two values, ρ 1 = ρ 2 in (0, 1) such that inequality (4.10) holds. Now, consider the situation when ϕ even (x) ≡ 0. Then, ϕ(θ) is an odd function. Choose ρ ∈ (0, 1) and set f 1 (θ) = f (θ|ρ) = N (θ|0, σ 2 ρ). Let f 2 (θ) = f 1 (θ) + f δ (θ) where f δ (θ) = sign (θ) f 1 (θ).
Since, |f δ (θ)| ≤ f 1 (θ) for any θ, f 2 (θ) ≥ 0. Moreover, condition (4.9) holds for k = 1, 2. Furthermore, since f δ (θ) integrates to zero, f 2 (θ) is a pdf. It remains to check that It is always possible to find functions f 1 and f 2 like this. In order to prove parametric rates (4.11), it is sufficient to show that inequalities (4.9) hold. For this purpose, note that g −1 (x) ≤ C (6.20) . Therefore, due to Theorem 5, the first three inequalities in (4.13) are valid. Now, we need to prove nonparametric rates in (4.13). Let, similarly to the proof of Theorem 5, f µ,k (θ) and q µ,k (x) be defined in (6.17) and (6.18), respectively, where q k (y) = ∞ −∞ g(y − θ)f k (θ)dθ and q µ,k (y) = In order to complete the proof, recall that, by Theorems 2.1 and 2.2 of Tsybakov (2009), one has R n (Ω s (B)) ≥ D 2 h where D h is given by (6.21).
Proof of Theorem 7. Theorem 7 can be proved by combimation of methods used in the proofs of Theorems 2 and 6. Let f µ,k (θ) and q µ,k (x) be defined in (6.17) and (6.18), respectively, where q k (y) = ∞ −∞ g(y − θ)f k (θ)dθ and q µ,k (y) = ∞ −∞ g(y − θ)f µ,k (θ)dθ. Similarly to the proof of Theorem 2, we consider f 1 (θ) = bπ −1 (1 + b 2 θ 2 ) −1 , so that f 1 (θ) ∈ Ω s (B/4) if b is small enough. Then, by Lemma 1, one has q 1 (x) ≥ C bg (x 2 + 1) −1 . Let f 2 (θ) = f 1 (θ) + λf δ (θ) where Fourier transform f * δ (ω) of f δ (θ) is given by (6.3) with K * (ω) = K * 3 (ω), where function K * v (ω) is given by (6.1). Then, both f 1 and f 2 are pdfs and D h = |Φ(f 1 ) − Φ(f 2 )| ≥ Ch s+a−1/2 . On the other hand, inequality (6.19) holds whenever, similarly to (6.7), one ensures that
Since µ n = n ν−1 , the latter is guaranteed by choosing h = (2γ) −1 (ν log n − (2s + 2α + U τ + 1) log log n) Taking into account that log(1 + z) ≤ z for 0 < z < 1, one obtains
which proves (6.31).
