Pitch discrimination at peaks of frequency modulation is better than at troughs ͓L. Demany and K. I. McAnally, J. Acoust. Soc. Am. 96, 706-715 ͑1989͔͒. A similar asymmetry emerges within a time-domain pitch perception model based on autocorrelation. The model requires the following assumptions: ͑a͒ The neural discharge patterns must be temporally sharpened to a single narrow pulse per period ͑possibly by neural convergence within the cochlear nucleus͒. ͑b͒ Autocorrelation must be implemented as a cross correlation between the neural pulse train and a delayed pulse train convolved with a short kernel function. This kernel function must be asymmetric in time. ͑c͒ Pitch discrimination must rely on higher-order modes of the autocorrelation function. This particular implementation of the autocorrelation model produces modes that are sharper for peaks than for troughs, and thus accounts for the pitch discrimination asymmetry observed experimentally. As a by-product it can account for ''hyperacute'' discrimination observed at peaks of triangular modulation.
INTRODUCTION
Demany and McAnally ͑1994͒ discovered an interesting perceptual asymmetry between peaks ͑local maxima͒ and troughs ͑local minima͒ of frequency modulation: the perceptual salience of peaks is greater than that of troughs. In a first experiment, subjects were presented with a frequencymodulated pure tone with a modulating waveform that had as many peaks as troughs. When requested to report the sequence of notes that they heard, subjects consistently reported maxima more often than minima. The asymmetry could not be ascribed to a mere advantage of high frequencies over low: in some conditions certain peaks were lower in frequency than certain troughs, but nevertheless more salient.
In a second experiment it was found that increased salience of peaks over troughs is reflected also by better frequency discrimination. Demany and his colleagues subsequently carried out an extensive set of experiments that showed that the peak/trough asymmetry is quite general. The many conditions that they explored allowed a wide range of hypotheses to be tested and, for many, rejected. These data are reviewed in detail in the next section. The ubiquity and strength of the peak/trough asymmetry ͑threshold ratios averaged over subjects as large as 5 in some experiments͒ suggest that it might reflect some important property of the pitch perception system. The later sections of this paper propose a model of this effect.
I. REVIEW OF THE EXPERIMENTAL DATA
In their second experiment, Demany and McAnally ͑1994͒ presented subjects with tones modulated by a waveform shaped either as a single cycle of a cosine ͑''trough''͒, or as the opposite of the same ͑''peak''͒. The modulator, defined on a logarithmic scale, had an amplitude of 1 2 oct. For peaks, the initial frequency was 707 Hz, and for troughs 1414 Hz, but the vertex frequency, at the stimulus center, was about 1000 Hz in both cases ͓Fig. 1͑a͔͒. In the present paper, ''vertex'' is used to designate the extremum of frequency modulation, either maximum or minimum, upon which the pitch discrimination task is focused. The subjects were requested to discriminate these stimuli from stimuli that started and stopped at the same frequency, but had a deeper frequency modulation, and thus a slightly different frequency at the vertex. Discrimination was clearly better for peaks than for troughs: thresholds for troughs were about twice those of peaks.
Demany and his colleagues have shown the phenomenon to be quite general. The asymmetry has been observed for modulated pure tones with vertex frequencies of 250, 500, and 1000 Hz ͑Demany and Clément, 1995a It also exists at 4000 Hz, but the trough/peak threshold ratio is smaller ͑Demany and Clément, 1995a͒ . It exists for harmonic complex tones with vertex frequencies of 200 or 500 Hz ͑Demany and Clément, 1995b , and in particular for Shepard tones that consist of an infinite series of octavespaced partials shaped by a fixed band-limited spectral window ͑Shepard, 1964͒. The case of Shepard tones is interesting because it allows an ambiguity in the interpretation of the asymmetry to be resolved. Peak and trough stimuli have similar frequencies at the vertex, but the frequency at the beginning of the stimulus is an octave higher for the trough than for the peak ͑for a modulation amplitude of 0.5 oct͒, and the same is of course true at the end. Perceptual asymmetry could conceivably result from that aspect of the stimuli. Shepard tones spaced an octave apart are identical, so this interpretation can be ruled out in their case ͑and probably in general͒. The asymmetry should be attributed to other cues such as the shape of the vertex or the direction of the FM glides that flank it.
The asymmetry has been observed for modulation amplitudes of 0.5, 1, or 1.5 oct ͑in the latter case for unidirectional glides, Demany and Clément, 1997͒ . When the vertex frequency was roved within a 0.5-oct range the trough/peak threshold ratio was only slightly reduced at 250 or 1000 Hz, but practically abolished at 4000 Hz. The asymmetry is not affected by training despite a general decrease in thresholds ͑Demany and Clément, 1995a͒, but it seems to differ somewhat between subjects. It has been investigated mainly with stimuli 200 or 400 ms in duration, but it exists for stimuli as long as 800 ms or as short as 50 ms but not 25 ms ͑Demany, 1997͒. The effect persisted when an amplitude modulation was superimposed on the FM, even when the AM was designed to favor troughs over peaks ͑Demany and McAnally, 1994; Demany and Clément, 1998͒. The effect has been studied principally with cosineshaped modulation waveforms ͓Fig. 1͑a͔͒, but it exists also with modulation waveforms that have extrema that are either sharper ͑almost triangular͒ or duller ͑with flat portions as long as 100 ms͒. The trough/peak ratio tends, however, to be greater for sharp than for blunt extrema ͑Demany and Clém-ent, 1997͒. The effect was also observed for ramps consisting of half a cosine modulation waveform, either the first half or the second half ͑Demany and Clément, 1997͒. This impressive sum of data suggests that the perceptual asymmetry between peaks and troughs might reflect fundamental characteristics of the pitch perception process, even if it has so far resisted explanation in such terms. Several explanations that seem plausible a priori can be rejected based on the experimental results. One might, for example, imagine that the general improvement of discrimination with frequency up to 2 kHz, where relative thresholds are smallest ͑Moore, 1973͒, might somehow favor peaks over troughs. By showing that the asymmetry was not reversed at 4000 Hz, Demany and Clément ͑1995a͒ ruled out this explanation. Demany and McAnally ͑1994͒ had already shown that the effect could not be due to a mere change of amplitude or loudness with frequency ͑FM-induced AM͒.
The effect is not likely to be due to the asymmetry of excitation patterns on the basilar membrane. These should, if anything, favor troughs over peaks, as there is an upward spread of masking for pure tones at 70 dB ͑Demany and McAnally, 1994͒. The argument was strengthened by Demany and Clément ͑1995a͒ when they replicated the experiment at 35 dB, at which level the asymmetry of the excitation pattern should be opposite of that at 70 dB. It was further strengthened by the observation of the same asymmetry for complex harmonic tones ͑in particular tones shaped by a fixed spectral window͒. The excitation pattern of a complex tone is more complex and spread out than that of a pure tone, and less likely to differ between peaks and troughs in a way that could favor the former over the latter.
The fact that the asymmetry is observed for amplitudemodulated high-pass noise, that lacks spectral cues, suggests that it stems from a process operating in the time domain ͑Demany and Clément, 1995b͒. This is congruent with the fact that it is weaker at 4000 Hz, or even nonexistent for roving stimuli at that frequency ͑Demany and Clément, 1995a͒. On the other hand, Demany and Clément ͑1997͒ have also argued against a time-domain process, on the basis of the proactive and retroactive effects that they observed with ramps. For those authors a retroactive effect suggests a central mechanism, whereas high-resolution time-domain information is not usually observed beyond the periphery and neural relays below the inferior colliculus.
The fact that the asymmetry was observed with Shepard tones rules out any role of the initial ͑or final͒ frequency difference between peak and trough stimuli, as Shepard tones differing by an octave are identical. It also rules out a simple effect of the temporal pattern of extreme frequencies ͑low-high-low versus high-low-high͒. The asymmetry must therefore depend on dynamic frequency changes, for example, the frequency ramps preceding or following the temporally centered vertex. Clément ͑1995b, 1997͒ argued that discrimination cannot be based on differences in FM slope between standard and target, at least in the case of peaks: the differences are too small compared to FM slope thresholds measured by Dooley and Moore ͑1988͒. Overall, it is unlikely that the effect depends on a perceptual asymmetry of the ramps by themselves, but rather on some interaction between ramp and peak.
A priori, one can imagine either a proactive effect of the ramp preceding the vertex, or a retroactive effect of the ramp following it, or both. By cutting the cosine-modulated stimulus in two ͑either the first half or the second͒, Demany and Clément ͑1997͒ were able to demonstrate that the effect of a FIG. 1. ͑a͒ Top: modulation waveform of a trough. Bottom: modulation waveform of a peak. ͑b͒ Instantaneous frequency distribution of a peak over the portion marked as a full line in ͑a͒. ͑c͒ Same, for a trough.
ramp on the discrimination of a vertex can be both proactive and retroactive. Is the effect beneficial to peaks, or detrimental to valleys, or both? Demany and Clément ͑1995b͒ suggested a detrimental effect on valleys, at least for amplitudemodulated noise. However, Demany and Clément ͑1997͒ found, for triangular-shaped modulation, ''hyperacute'' perception at the peak. This latter effect is surprising: shift detection thresholds of practically durationless peaks were about 10 cents or 0.6%. This is of the same order as the threshold of a 6.25-ms steady-state pure tone at 1 kHz ͑Moore, 1973͒. Frequency would vary by about 18 cents within a 6-ms window centered on the peak ͑and by the double for a window situated on either side͒, and it is difficult to understand how ''moving targets'' of the sort can be discriminated with such acuity.
Clément ͑1996͒ proposed a model to explain the asymmetry, based on a formal neural network. The input layer received a tonotopic representation of the instantaneous frequency of the stimulus ͑derived by an infinite-resolution frequency extraction process that was not described͒. The cells in this layer were interconnected laterally by asymmetric inhibitory connections with temporal integration properties. This layer favored the representation of frequencies preceded by lower frequencies, at the expense of those preceded by higher frequencies. The second layer served to integrate temporally this modified frequency representation. Asymmetric lateral inhibition within the first layer accounts for the perceptual advantage of peaks over troughs, while the temporal integration of the second layer accounts for the fact that effects can be both ''proactive'' and ''retroactive.'' Clément's explanation of the asymmetry is plausible, but not entirely satisfying. In a sense, it is a direct translation of the phrase ''the auditory system favors peaks over troughs'' by which one might summarize the experimental results. It offers a plausible account of how such an asymmetry might be implemented, but not why things should occur in that way. An argument for the functional advantage of the asymmetric lateral inhibition, or an explanation in terms of emergent properties of the pitch perception process, would be more satisfying ͑though not necessarily more correct͒. The purpose of the present paper is to propose an explanation of the latter sort.
II. THE MODEL

A. Structure
The model is designed to produce a quantity ͑''pitch estimate''͒ that allows the pitch of two stimuli to be compared, for example, between two intervals of a discrimination task. Pitch asymmetries can be explained if the pitch estimate is less accurate for valleys than for peaks. The overall structure of the model is illustrated in Fig. 2 . It is similar to the autocorrelation model of Licklider ͑1956͒ or Meddis and Hewitt ͑1991a, b͒, but differs in three important ways. First, the discharge probability at the output of the basilarmembrane/haircell model is sharpened before further processing. Second, the standard autocorrelation function ͑ACF͒ of Licklider's model is replaced by an ''asymmetric autocorrelation function'' ͑AACF, defined presently͒. Third, the pitch estimate involves higher-order modes of that function, rather than just the first-order ''pitch peak.'' These assumptions are detailed in the next paragraphs, after the presentation of a ''lemma'' that embodies the principle on which the model is based. All assumptions are examined critically in Sec. IV.
B. Lemma: Convolution of asymmetric peaked functions
The purpose of this section is to point out that the sharpness of the convolution of two functions that are sharp and asymmetric depends on whether the asymmetries agree or not. The ''lemma''is the root of the model. No formal proof is attempted; the lemma is simply illustrated for two windowed exponential functions ͑Fig. 3͒. On the left, the asymmetries of the functions to be convolved agree. Their convolution has a peak that is somewhat blunt. On the right, one function has been time reversed, and their asymmetries are thus opposed. Their convolution has a sharp peak, related to the existence and orientation of the discontinuities in the functions. If the position of the maximum had to be determined precisely, for example, in the presence of a small amount of noise, it is clear that accuracy would be greater on the right than on the left.
FIG. 2.
Overall structure of the model. The part within dotted lines is implemented simply as a half-wave rectifier. Its output is first sharpened ͑by raising it to a power͒ and then cross correlated with a version of itself convolved with an asymmetric function, a(t), to obtain an ''asymmetric autocorrelation function'' ͑AACF͒. After application of a noise model, the period is estimated from a high-order mode of the AACF.
The strategy followed by this paper relies on this lemma: ͑a͒ identify appropriate asymmetric functions within the auditory process, ͑b͒ show that the asymmetry of one of these functions is reversed for peaks and valleys of modulation, and ͑c͒ argue that pitch depends upon their convolution. One asymmetric function can be found in the distribution of instantaneous period ͑inverse of instantaneous frequency͒ in the region of the vertex ͓Fig. 1͑b͒ and ͑c͔͒. The asymmetry of this distribution is opposite for peaks and valleys. The second asymmetric function will be introduced by assumption 2, within the autocorrelation calculation. Assumptions 1 and 3 are of less fundamental importance, but they make the model easier to illustrate, and allow it to handle a wider range of conditions.
C. Assumptions
Assumption 1: Temporal sharpening of neural responses. The discharge probability of an auditory nerve fiber generally resembles the half-wave rectified motion of the basilar membrane. In response to a pure tone, the probability function consists of peaks that occupy a large proportion of the period, and are therefore quite wide ͑Ruggero, 1992͒ ͓Fig. 4͑a͔͒. Peaks of the autocorrelation function ͑ACF͒ are also wide ͓Fig. 4͑b͔͒, and the auditory system might have difficulty deriving an accurate pitch estimate on this basis. Probability functions may, however, be sharpened, for example, within onset cells in the cochlear nucleus ͑Palmer and Winter, 1992͒, as illustrated in Fig. 4͑c͒ . As a result of this sharpening, peaks of the ACF are also much sharper ͓Fig. 4͑d͔͒. Assumption 1 is that a sharpening stage is involved in the pitch perception process. A full discussion of the necessity and plausibility of this assumption is deferred to Sec. IV A.
Assumption 2: Asymmetric implementation of autocorrelation. The autocorrelation function ͑ACF͒ is, by definition, the cross correlation of a signal with itself. The product of two terms, the signal s(t) and the delayed version s(tϪ), is summed over a window w(t):
where is a temporal integration variable. This is actually the definition of a running autocorrelation function indexed by t. Suppose now that the delayed function s(tϪ) is convolved with a kernel function a(t) before multiplication:
sЈϭs‫ؠ‬a. ͑2͒
The kernel function a(t) is supposed to be short and asymmetric: skewed with a tail towards large t. Let us call ''asymmetric autocorrelation function'' ͑AACF͒ the running crosscorrelation function between s and sЈ:
Figure 5 illustrates this process. In ͑a͒ is plotted the discharge probability function, sharpened as argued in the previous paragraph. In ͑b͒ is shown its convolution with a short kernel function shaped as a decaying exponential of time constant t a . In ͑c͒ is shown the cross correlation of waveforms in ͑a͒ and ͑b͒, called AACF. Its modes are asymmetric and skewed in the direction of shorter lags. Other than that, the AACF is not too different from the ACF, hence the name ''asymmetric autocorrelation function.'' Assumption 2 is that the pitch perception process involves such an asymmetric autocorrelation function, rather than the standard symmetric autocorrelation that is usually postulated by autocorrelationbased models of pitch ͑Licklider, 1956; Meddis and Hewitt, 1991a , b͒. This assumption is justified in Sec. IV A. 
FIG. 4.
͑a͒ Discharge probability in response to a 1-kHz pure tone. ͑b͒ Autocorrelation function ͑ACF͒ of discharge probability. ͑c͒ Sharpened discharge probability function, obtained by raising the waveform of ͑a͒ to the power 200. ͑d͒ ACF of sharpened discharge probability function.
Assumption 3: Pitch is derived from higher-order modes. In the autocorrelation model of pitch, it is usually assumed that pitch is derived from the first mode ͑''period peak''͒ of the ACF. However, it has been argued that the auditory system might take into account higher-order modes ͑Srulovicz and Goldstein, 1983; de Cheveigné, 1989; Slaney, 1990͒ . Higher-order modes have a smaller relative width, and this helps account for the small size of discrimination thresholds. The maximum order is limited by the stimulus duration, so the use of higher-order modes might explain the approximate inverse dependency on stimulus duration observed by Moore ͑1973͒ below 1-2 kHz. Assumption 3 is that higher-order modes of the ACF ͑or AACF͒ are exploited in the task of discriminating the vertex frequency of peaks or troughs.
D. Modeling conventions
The following conventions are made in the interest of clarity. Basilar membrane filtering is ignored and the properties of hair-cell transduction are reduced to a simple halfwave rectification. The integration window of the running ACF and AACF is chosen to be square ͑rather than exponential as in the models of Licklider, 1956, or Meddis and Hewitt, 1991a , b͒:
where D is the duration of the window. The square shape allows the position of the window to be defined more precisely, so the effects of window size and position can be better understood. Note that, for nonzero values of , the calculation includes samples that lie outside the window. In signal processing the signal is often set to zero outside the integration window, to avoid the contribution of such samples. That custom is not followed here.
In the simulations, the duration D is chosen long relative to the period in order to avoid rapid fluctuations of the period estimate, rather than on the basis of physiological or psychophysical estimates. This is necessary for the model to play its role. Note that it implies some circularity, as the period is not known before estimation. This consideration determines the lower limit of the window size. The upper limit is treated as a free parameter, as is the position of the window within the stimulus.
The convolution kernel function a(t) used in the AACF is taken to be shaped like a decaying exponential. Its time constant t a must be small relative to the period, but otherwise it is treated as a free parameter.
Pitch is supposed to depend on the position of the maximum of one or more modes of the ACF ͑or AACF͒, rather than on, say, their center of gravity or positions of maximum slope. The accuracy with which this position can be determined is assumed to depend on the ''sharpness'' of the mode ͑inverse of the width at some proportion of the height͒. This assumption is reasonable if noise is superimposed on the function.
III. BEHAVIOR OF THE MODEL
To set the stage, the simple case of an unmodulated tone is considered first. Then the model is applied to the frequency-modulated tones used by Demany and colleagues. In every case, two versions of the model are illustrated: standard autocorrelation ͑ACF͒ and asymmetric autocorrelation ͑AACF͒. Figure 6͑a͒ represents the discharge probability evoked by a 1-kHz pure tone of duration 10 ms. The representation is idealized ͑no transitory effects of filtering or haircell transduction͒. Figure 6͑b͒ shows the ACF of the probability function in ͑a͒. The integration window size was 5 ms, and it was placed to cover the end of the stimulus. Had it been chosen as large as ͑or larger than͒ the stimulus duration, the envelope of the ACF would have been triangular. Had it been chosen shorter, for example, equal to 1 ms, the envelope would have been flatter ͑had it been chosen shorter still, ACF t would have fluctuated strongly with t͒. Whatever the window size, the ACF is zero for lags greater than the stimulus duration. Figure 6͑c͒ shows the AACF in response to the same tone. The time constant of the convolution kernel function was t a ϭ0.25 ms. The integration window was the same as for the ACF. The AACF has the same envelope as the ACF, and can be calculated for the same range of lags. However, each peak is skewed, as in Fig. 5͑c͒ .
A. Unmodulated tone
The purpose of this example was to provide a simple reference to help understand the more complex patterns obtained with modulated stimuli. The stimulus was chosen relatively short to illustrate the fact that the running autocorrelation is limited to lags shorter than the stimulus duration. It also shows how the envelope of the ACF or AACF depends on the shapes of the stimulus envelope and integration window. FIG. 5 . ͑a͒ Sharpened discharge probability function. ͑b͒ Same, after convolution with a window shaped as a decaying exponential of time constant 0.25 ms. ͑c͒ ''Asymmetric autocorrelation function'' ͑AACF͒ of the sharpened probability function ͓cross correlation of ͑a͒ and ͑b͔͒.
B. Cosine-shaped peaks and troughs of modulation
The stimulus is a 200-ms frequency-modulated puretone, such as used by Demany and McAnally ͑1994͒. The modulation waveform is shaped as one period of a cosine function ͑valley͒ or its opposite ͑peak͒ ͓Fig. 1͑a͔͒. Its amplitude is 0.5 oct and the frequency at the vertex is 1 kHz. Figure 7͑a͒ shows the standard ACF for a peak. It was calculated with a window of duration Dϭ40 ms placed before the modulation vertex ͑i.e., covering the last 40 ms of the ramp preceding the vertex͒. The effect of window position is discussed further on. The modes are widened as a result of modulation, and their width increases with mode order. They are also highly skewed, with a sharp peak and a tail towards longer lags. This reflects the nonuniform instantaneous frequency distribution a consequence of the rounded shape of the peak of the modulation function. Figure 7͑b͒ shows the standard ACF for a valley. The integration window was placed as in ͑a͒. The modes are skewed as in ͑a͒ but in the opposite direction. They are, however, just as sharp: if pitch were derived from the position of the modes of the ACF, there would be no reason for discrimination to be worse for valleys than for peaks of modulation. Figure 7͑c͒ shows the AACF for a peak. It was calculated using the same integration window as for Fig. 7͑a͒ . The time constant of the convolution kernel function was t a ϭ0.25 ms. The modes are wider at their base than those of the ACF ͑an expected effect of the convolution͒, but they remain quite sharp at their tips. Low-order modes are skewed to the left, and high-order modes to the right, while intermediate modes are more or less symmetrical: this reflects the interplay of the fixed width of the convolution kernel function with the increasing width of the ACF modes due to modulation. Figure 7͑d͒ shows the AACF for a valley. The modes are less sharp than for the peak, especially higher-order modes. This difference can be understood from the ''lemma'' of Sec. II B. The two functions that, convolved together, produce the mode shape are the frequency distribution, on one hand ͑skewed in different directions for peaks and troughs͒ and the exponential-shaped kernel function of the AACF, on the other. This difference explains, according to the present model, the asymmetry found by Demany and colleagues for cosine-shaped stimuli. As the explanation involves only samples preceding the vertex, it applies also to the asymmetries that they found between end-of-rise and end-of-fall of half cosine-shaped ramps ͑Demany and Clém-ent, 1997͒.
The effect of window position
The shape of the AACF ͑and of the ACF͒ is quite sensitive to window position. Figure 8 ͑thin line͒ shows the AACF for a 40-ms window placed after a modulation peak ͑i.e., covering the first 40 ms of the decreasing ramp͒. The thick line represents the envelope of the AACF for the previous window position ͑before the apex͒.
Higher-order modes are sharper and more prominent when the window is placed after the peak rather than before. The difference may seem paradoxical, as windows placed before and after the apex cover similar portions of the waveform. The explanation is simple: the ACF and AACF calculations include samples that precede the window. For a window placed before the vertex, these samples belong to the FIG. 6 . ͑a͒ Idealized discharge probability evoked by a 10-ms pure tone of frequency 1 kHz. Filtering and transitory effects are ignored in this simulation. ͑b͒ The ACF of the discharge, for positive lags. The integration window covered the last 5 ms of the stimulus. If it had covered the entire stimulus, the ACF would have had a triangular envelope. ͑c͒ The AACF for the same stimulus, with the same integration window. The time constant of the convolution function in the AACF was 0.25 ms.
FIG. 7. ͑a͒
The ACF for a cosine-shaped modulation peak, calculated over a 40-ms window placed before the vertex. ͑b͒ The ACF for a cosine-shaped trough, calculated with a similarly placed window. Peaks are skewed in opposite directions for peaks and valleys, but their sharpness is the same. ͑c͒ The AACF for a cosine-shaped peak. ͑d͒ The AACF for a cosine-shaped trough. Peaks are rounder for valleys than for peaks, particularly peaks of higher order. same slope of the modulation waveform as the window itself, whereas for a window placed after the vertex they belong to the opposite slope. A mode of order k can be understood as a histogram of the durations of the population of interpulse intervals of order k. For a window placed after the vertex, many of these intervals span the vertex, that is, the region where the sweep rate is smallest. In addition, one end of a kth order interval follows a slope of increasing frequency ͑decreasing period͒ while the other follows the opposite slope. For both reasons, the spread of kth-order interval durations is reduced when the window follows the vertex. This effect is greatest for large k. Aside from this difference, one expects an asymmetry similar to that observed with a window placed before the apex, because modes in response to a trough ͑not shown͒ are less sharp than for a modulation peak.
Noise model
The difference in peak shapes between Fig. 7͑c͒ and ͑d͒ accounts qualitatively for the peak/trough asymmetry. To derive quantitative predictions of discrimination thresholds, the AACF can be assumed to be corrupted by addition of Gaussian noise with a standard deviation proportional, for each sample of the AACF, to the square root of the value of that sample. This noise model approximates the random accumulation of counts in a histogram bin, such as might occur if the AACF were calculated from neural spike trains within a coincidence network:
where AACFЈ is the noisy pattern, AACF is the noiseless pattern ͓normalized by division by AACF͑0͔͒, and N is a Gaussian noise of standard deviation and mean 0. It is further assumed that pitch is derived from the position of the maximum of the noisy pattern near its mode of order k. Figure 9 ͑top͒ shows the simulated standard-deviation-to-mean ratio of this statistic as a function of , for kϭ3. Variability is greater for troughs than for peaks, especially at small values of for which it is determined mainly by the shape of the modes near their peaks. For larger values of , gross aspects of the mode shape affect the variability which becomes more similar for peaks and troughs. The ratio of variabilities between troughs and peaks therefore decreases as a function of , as plotted in Fig. 9 ͑bottom͒. It also depends on the order of the mode: it increases up to k ϭ4 or 5, and decreases slightly beyond that value ͑not shown͒.
The simulation used a sampling rate of 100 kHz, and variability was estimated over 5000 repetitions. The vertex frequency was 0.5 kHz. Probability functions were sharpened by raising the output of the haircell model ͑scaled to 0-1͒ to the 1000th power. The AACF was calculated with an exponentially shaped kernel of time constant t a ϭ0.4 ms, over a square integration window of duration Dϭ40 ms placed before the vertex.
Comparison with experimental data
The model has many parameters ͑degree of sharpening, kernel time constant t a , window size and position, mode order k, noise magnitude , etc.͒ that affect thresholds. To obtain specific figures, let us arbitrarily choose ϭ0.1 and kϭ3. The variability of the estimate of the mode position can be read from Fig. 9 ͑top͒. Supposing that this factor governs pitch discrimination accuracy, relative thresholds are expected to be larger by a factor of & ͑Hartmann, 1997͒. For ϭ0.1, thresholds for peaks should be about 1% ͑17 cents͒, and for troughs 3% ͑50 cents͒, with a trough/peak threshold ratio of 3. These figures are in rough agreement with those of Demany and McAnally ͑1994͒ or Demany and Clément ͑1995a͒ for cosine-modulated pure tones.
However, those authors also observed a wide range of interindividual differences. To some extent they can be ac- counted for by assuming different parameter values. Figure  10 shows a scatter plot of experimental data points obtained by Demany and McAnally ͑1994͒, together with thresholds predicted by the model for several values of k, and ranging between 0 and 0.3. Most data points can be approximated by model predictions. However, a few data points ͑subject HP͒ lie beyond the range of model predictions. They could possibly be accounted for by assuming an additional source of variability, but asymmetry is likely to be reduced if this variability affects peaks and troughs equally. It is not clear how this issue can be resolved.
To summarize, the model produces pitch thresholds and peak/trough ratios that are in approximate agreement with experimental data obtained for cosine-modulated pure tones. In principle the explanation is also valid for complex tones, although this was not verified formally. The model would produce similar predictions at other frequencies if one supposed a uniform scaling of its temporal parameters ͑time constant, window size, etc.͒. As there is no compelling reason to expect perfectly uniform scaling, the differences across frequency noted by Demany and Clément ͑1995a͒ are not unexpected. The next section examines whether the model can be generalized to two other forms of modulation used by Demany and colleagues: triangular-shaped modulation and half-cosine ramps.
C. Triangular peaks and troughs of modulation
So far the reasoning relied on the fact that the frequency distribution is not uniform near the vertex of cosine-shaped modulation. This is no longer true if the modulation is triangle shaped, because the linear sweeps on either side of a sharp vertex imply an almost uniform distribution. The model should fail in that case, yet we know that the perceptual asymmetry is, if anything, greater for sharp than for flattened vertices ͑Demany and Clément, 1997͒. How to account for the asymmetry, and also for the ''hyperacute'' frequency discrimination that Demany and Clément observed for peaks of triangular modulation?
If the integration window is placed before the vertex, indeed no asymmetry is observed. Figure 11͑a͒ and ͑b͒ show the ACFs for a peak and a trough, respectively. Modes are blunt and low, all the more so as their order is high, and it does not seem that they would support accurate discrimination. If the window is placed before the vertex, one can account for neither perceptual asymmetry nor hyperacute discrimination.
If instead the integration window is placed after the vertex, each mode consists of two parts: a rectangular pedestal and a sharp ''spire,'' as shown in Fig. 11͑c͒ for a peak of modulation. The spire represents intervals that span the peak, while the pedestal represents intervals that do not. The spire can be attributed to the effect noted in Sec. III B: if the pulse that ends an interval is displaced along one slope of the vertex, the pulse that begins it moves along the other. Any FMinduced change of period at one end is compensated by the opposite change at the other. The compensation is yet more effective than for cosine modulation, because the slopes on either side are more nearly constant and equal. For a valley of modulation the modes are similarly skewed, but in the opposite direction ͓Fig. 11͑d͔͒. The spires are equally sharp 
FIG. 11. ͑a͒
The ACF for a triangle-shaped peak, calculated over a 40-ms window placed before the vertex. ͑b͒ Same for a trough. ͑c͒ The ACF for a triangle-shaped peak, calculated over a 40-ms window placed after the vertex. ͑d͒ Same for a trough. ͑e͒ The AACF for a triangle-shaped window placed after the vertex. ͑f͒ Same for a trough.
for peaks and valleys, so one cannot expect an asymmetry if discrimination is based on the ACF.
For the AACF, on the other hand, modes are sharper for a peak than for a trough ͓Fig. 11͑e͒ and ͑f͔͒. This difference explains the asymmetry that Demany and Clément ͑1997͒ observed for triangular modulation, according to the present model. The explanation is the same as for cosine modulation, although the origin of the nonuniform interval distribution is different. En passant, the model accounts for the ''hyperacute'' discrimination observed for triangular peaks, a consequence of the mechanism that produces sharp spires in the higher-order modes. A similar hyperacuity would hold for troughs if it were not for the deleterious effect of the mechanism that produces the asymmetry.
D. Ramps
Cosine-shaped ramps
As pointed out earlier, the reasoning of Sec. III B for windows placed before the vertex applies directly to ends of ramps shaped like half-cosine periods. The model predicts an asymmetry in favor of rising ramps, as was observed by Demany and Clément ͑1997͒. For beginnings of ramps, one can apply the results of Sec. III B for windows placed after the vertex, with the important difference that samples to the left of the window now fall outside the signal ͑rather than on the opposite slope of a vertex͒. As a result, high-order modes are less well defined than in the case of full cosines, and discrimination should be less accurate, as Demany and Clément observed. One nevertheless still expects a peak/ trough asymmetry which was indeed found ͑not shown͒.
Linear-shaped ramps
Contrary to all the conditions considered so far, the model predicts no asymmetry in the case of linear ramps. The frequency distribution is uniform, and the ''compensation'' mechanism that produced sharp spires is ineffective as it depends on the existence of ramps on both side of a vertex. The perceptual asymmetry should thus not be observed for linear ramps. Hyperacuity of pitch discrimination also should not be observed. Discrimination might thus actually be worse for the end of a ramp than for a peak flanked by linear ramps on both sides, despite the absence of the potentially interfering portion following the peak. Unfortunately linear ramps were not included in the stimuli investigated by Demany and Clément ͑1997͒, so we cannot test this prediction against their data.
IV. DISCUSSION
This paper offered an account for the perceptual asymmetry found by Demany and colleagues. It requires several strong assumptions that are reviewed here.
A. Importance and plausibility of the assumptions Assumption 1. Assumption 1 ͑narrowing of the pulses of the spike probability function s͒ allows the shape of pulses of the convolution sЈϭs‫ؠ‬a to be determined mainly by the shape of the asymmetric kernel function a(t). Such narrowing is not critical to the principle of the model, but if the pulses of s were wider, their shape would dominate the convolution and the asymmetry of the pulses of sЈ would be reduced, and it is uncertain whether the model could explain peak/trough ratios as large as those observed. Certainly, the model could accommodate several sharp, well-spaced pulses per period instead of one.
Sharp pitch-following responses have been found in the cochlear nucleus. Temporal sharpening might be the result of the convergence of fibers on coincidence counting neurons ͑Kim et al., 1986 Palmer and Winter, 1996͒ , inhibition ͑Møller, 1983͒, refractory effects, etc. Standard deviations of first spike latency as small as 100 s have been reported by Rhode and Greenberg ͑1992͒, and there is evidence that time constants of spike integration can indeed be short, and possibly also tunable by varying the resting potential of neuron membranes ͑Banks and Smith, 1992͒. It has been proposed that such sharp responses might be a good substrate for pitch, but the proposition has also been questioned, because sharp pulses tend to be quite phase sensitive, and disappear for stimuli that lack a deeply modulated temporal envelope ͑Palmer and Winter, 1992͒. Other arguments against sharpening were put forward by Shofner ͑1999͒ and de Cheveigné ͑1999͒.
Sharpening is not a common assumption in pitch models based on autocorrelation ͑Licklider, 1956; Meddis and Hewitt, 1991a, b͒ or cancellation ͑de Cheveigné, 1998͒, but those models could certainly accommodate it. The strobed temporal integration ͑STI͒ of Patterson et al. ͑1992͒ is equivalent to a cross correlation between the discharge probability function and a strobe function with a single pulse per period. That strobe function is similar to the sharpened probability function assumed here, although the roles they play in the respective models are quite different.
Assumption 2. Assumption 2 ͑asymmetric autocorrelation͒ introduces the ''peaked asymmetric function'' that, convolved with the asymmetric interval distribution, produces a difference in accuracy between the frequency representations of peaks and troughs. This assumption is essential. It should be stressed that the opposite Kernel shape would produce the opposite perceptual asymmetry. It is therefore essential to justify the orientation of the asymmetry of the convolution kernel function involved in the AACF.
One can imagine at least two physiological accounts for smoothing of the delayed probability function ͑but not the undelayed function͒ by convolution with a short, rightwardskewed kernel function. ͑a͒ A first hypothetical account is that a jitter arises in the neural delay line, for example by reduction of conduction velocity following a spike. Spikes that follow closely after another spike would be delayed, adding a ''tail'' to the distribution of spike times on the side of greater delays. ͑b͒ A second hypothetical account is that the ''coincidence counting neuron'' of Licklider's neural network is actually a gating neuron. The transmission of undelayed spikes is controlled by the density of delayed spikes, and the measure of this density naturally involves temporal smoothing. Each delayed spike contributes to the state of the neuron by an amount that decays exponentially, hence the exponential shape of the smoothing kernel function. Supposing that the gate controls the probability of transmission of undelayed spikes without affecting their latency, the undelayed probability function remains unsmoothed. Spike probability at the output of the gate is thus the product of the undelayed input probability by the delayed probability convolved by an exponentially shaped smoothing kernel function. The spike count, across an array of such neurons indexed by delay, should resemble the AACF.
The second interpretation requires an assumption ͑gating neuron͒ that may seen unnecessary in the context of autocorrelation. However, it is congruent with the notion of ''neural cancellation filter'' that was used for pitch estimation in a model very similar to autocorrelation ͑de Cheveigné, 1998͒. The nuance between ''gating neurons'' and ''coincidence counters'' is significant if one imagines that the neural filters are one stage within a time-domain neural signal-processing network ͑Delgutte, 1984͒. A gating neuron can feed further processing, whereas a simple coincidence counter is a ''dead end'' as far as further time-domain processing is concerned. Note that if the first interpretation were true ͑jitter in the delay line͒, the convolution kernel function might be temporally wider for longer delays, rather than fixed as was assumed here.
Incidentally, the asymmetry of the AACF makes it sensitive to time reversal, and this might constitute yet another explanation of the ramp/damp asymmetries observed by Patterson ͑1994a, b; de Cheveigné, 1998͒ .
Assumption 3. Assumption 3 ͑use of higher-order modes as pitch cues͒ is not essential for producing a peak/trough asymmetry for cosine modulation, although it makes things easier by ''magnifying'' the skew. It is required for producing an asymmetry for triangular modulation ͑the skew arises mainly for modes of order Ͼ1͒. It is also useful for explaining the hyperacuity of frequency discrimination at a triangular peak.
As pointed out earlier, higher-order mode cues are a useful hypothesis if one is to explain very accurate pitch discrimination, or the inverse dependency of thresholds on duration. They are indispensable in any model based on interval histograms derived from single fibers, as the first mode of both ISI and AC histograms disappears between 500 Hz and 1 kHz due to refractory effects. However, this constraint does not apply to interval statistics within groups of fibers, which are anyway a more reasonable assumption as they make much better use of the available temporal information ͑de Cheveigné, 1993 Yost ͑1996͒ found that iterated-rippled-noise stimuli that differed by ͑waveform͒ autocorrelation modes other than the first had similar pitch strengths and were not readily discriminable. It is not clear whether that result can be generalized to imply that higher-order modes of autocorrelation histograms cannot be used in any task, in particular frequency discrimination with the stimuli of Demany and colleagues.
An obstacle to the use of higher-order modes is that they require long delay lines. The lack of physiological support for long delay lines is a weakness of time-domain models such as autocorrelation, and the higher-mode assumption rather makes it worse. High-order modes are also problematic in that they are multiple, and therefore ambiguous, and the auditory system would need a mechanism to keep track of the order of the particular mode being used for a pitch match. The ''narrowed autocorrelation function'' ͑Brown and Puckett, 1989͒ has been proposed as a synthetic representation of all modes up to a certain order. It combines the accuracy of the higher-order modes with the lack of ambiguity of the lower-order modes ͑de Cheveigné, 1989; Slaney, 1990͒ . Alternatively one can imagine an algorithmic process by which modes are registered in succession, starting at the lowest-order mode.
Other assumptions. Integration windows were chosen square for clarity, and it is not expected that other shapes would lead to significantly different results. Exponentialshaped windows are a natural choice, although estimates of temporal integration windows in other contexts ͑Plack and Moore, 1990͒ have lead to more rounded shapes.
Integration windows were chosen relatively large ͑40 ms͒ to produce legible effects in the plots, but asymmetries also occur for shorter windows. As argued above, windows should not be smaller than the stimulus period. The value of 2.5 ms suggested by Licklider ͑1956͒ and retained by Meddis and Hewitt ͑1991a, b͒ would be adequate at 1 kHz, but much too short at lower frequencies. It certainly should not be taken as a norm. One can argue that the auditory system has some latitude in choosing window sizes, and can within limits choose the best size for the task at hand ͑Hartmann and Klein, 1980͒.
The behavior of the model is evidently dependent on the range of mode orders that are allowed to enter the pitch estimate, and the rule by which evidence from modes of different orders is integrated. The range illustrated here was chosen arbitrarily. The asymmetry is also critically dependent on the use of the position of the maximum of a mode as the statistic. The matched filter of Srulovicz and Goldstein ͑1983͒ would probably not show the same asymmetry. A statistic based on the position of maximum slope might show the opposite asymmetry, etc.
B. Significance of the model
The perceptual asymmetry found by Demany and colleagues appears to be robust and general over a wide range of stimuli. This paper offered an account on the basis of emergent properties of a sensory mechanism. One cannot exclude that the asymmetry is due instead to a cognitive process that somehow ''favors peaks,'' or a mechanism such as that proposed by Clément ͑1996͒ at some intermediate stage. At this point, it is probably unwise to cling dogmatically to one hypothesis over the others. The contribution of the present model is twofold: to demonstrate that a sensorybased explanation is possible, but also a contrario to reveal its cost in terms of assumptions.
This model should not be seen as a general-purpose model of pitch perception, or as an ''improvement'' over previous models. It is rather a description of the assumptions that must be added to a standard model, autocorrelation, possibly reflecting detailed properties of that model's implementation, in order to account for this particular phenomenon. It is not worth burdening the general-purpose model with assumptions needed only to explain a restricted class of phe-nomena. It is, however, worth keeping track of any evidence, behavioral or physiological, in favor or against them.
The number and strength of the assumptions ''raise the stakes:'' either the model is accepted and the assumptions constitute a set of strong constraints on auditory processes, or else it is rejected precisely for that reason, as it requires the conjunction of hypotheses that are too many and too strong. This choice depends on the plausibility of the hypotheses, which has been discussed. It also depends on the existence and plausibility of alternative explanations for both asymmetry and hyperacuity.
En passant, the model gave an account of hyperacute frequency discrimination at peaks of triangular modulation. This depends only on assumption 3, and not on the other assumptions, and so this model of hyperacute discrimination might be retained even if the complete model of pitch asymmetry is not.
Alternative explanations of the asymmetry might be built following the same principles but differing in particulars. For example, the ''lemma'' of Sec. II B might be applied to another representation of the frequency distribution, for example, spectral. Convolution with a kernel function of appropriate shape ͑skewed with a tail towards higher frequencies͒ might produce the appropriate form of asymmetry. Interestingly, such a shape is found in pure-tone excitation patterns at high amplitudes: convolution with the frequency distribution should yield a slightly sharper excitation pattern at peaks than at troughs. However, it was seen in the Introduction that there are several reasons to doubt an explanation based on the asymmetry of excitation patterns, and to prefer an account based on temporal cues, of which this paper is an attempt. Whether the model is a success or not, the phenomenon that was revealed by Demany and colleagues is sufficiently ubiquitous to justify serious efforts to elucidate it.
V. CONCLUSION
A model was proposed to explain the perceptual asymmetry between peaks and troughs of frequency modulation. It is based on a particular implementation of the autocorrelation model of pitch perception, in which the delayed signal is ''smeared'' before multiplication by the undelayed signal. The interaction between the asymmetric function that describes the smearing, and the asymmetric distribution of interspike intervals, produces cues that are more accurate for peaks than for troughs. To summarize, we have the following.
͑1͒
The perceptual asymmetry between peaks and troughs of frequency modulation can be explained within the context of a time-domain model of pitch perception based on a modified form of autocorrelation. ͑2͒ The delayed term that enters the calculation of the autocorrelation function is assumed to be convolved with a short kernel function before multiplication with the undelayed term. This kernel function is asymmetrical and skewed towards positive values of time. ͑3͒ The difference in pitch estimation accuracy between peaks and troughs arises from an interaction between the asymmetric convolution kernel function and the nonuniform distribution of interpulse intervals near the vertex of modulation. This interaction produces cues that are sharp in the case of peaks, and blunt in the case of troughs. ͑4͒ The nonuniform interval distribution results from two factors. The first is the rounded shape of the instantaneous frequency distribution near the peak or trough ͑for cosine-shaped modulation͒. The second results from the existence of two populations of interpulse intervals, one comprising intervals that span the vertex, the other intervals between pulses on the same slope of the vertex. For linear modulation ͑triangular shaped͒ the second factor contributes alone to the nonuniform distribution of intervals. ͑5͒ The relative invariance of interpulse intervals that span the vertex accounts also for ''hyperacute'' discrimination of triangular-shaped modulation peaks. Discrimination of troughs benefits less because of the smoothing mechanism that causes the perceptual asymmetry. ͑6͒ The model accounts for perceptual asymmetry between peaks and troughs of modulation, whether cosine shaped or triangular. It also accounts for perceptual asymmetry of half-cosine-shaped ramps. However, for linear ramps, neither perceptual asymmetry nor hyperacute discrimination are to be expected. No experimental evidence is yet available to test this prediction. ͑7͒ The model requires several strong assumptions in addition to the asymmetric form of the autocorrelation. Discharge probability functions originating in the periphery must be ''sharpened'' to narrow pulses before pitch estimation. Discrimination must rely on the high-order modes of the ͑asymmetric͒ autocorrelation histogram, rather than just the first mode.
