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Abstract
In this paper a completeness criterion for near-rings over a finite group is derived using techniques
from clone theory. The relationship between near-rings and clones containing the group operations
of the underlying group shows that the unary parts of such clones correspond precisely to near-
rings containing the identity function. Rosenberg’s characterization of maximal clones is then
applied to describe maximal near-rings containing the identity map, while maximal near-rings not
containing the identity are described using typical near-ring methods. This finally provides us with a
completeness criterion. We apply this criterion to show that if the order of Γ is large then with high
probability the set containing a single bijection is complete.
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Given a group 〈Γ,+,−,0〉, a subset N of the set Γ Γ of maps from Γ to Γ is said
to be a concrete near-ring over Γ (see [2]) if N is closed with respect to composition
(of functions), and pointwise addition and negation. A set F ⊆ Γ Γ of maps is said to be
near-ring complete if the near-ring generated by F is equal to M(Γ ) (the full concrete
near-ring over Γ whose carrier is Γ Γ ). Thus proving near-ring completeness of subsets
is an instance of the more general problem of describing generating sets of arbitrary near-
rings. In this paper we address the completeness problem for concrete near-rings over a
finite group.
Clone theory provides a general setting for attacking problems related to complete
systems of functions [3]. The standard clone-theoretic approach to such problems is to
describe maximal substructures of the given structure and then derive a completeness
criterion of the form ‘a set is complete if and only if it is contained in no maximal
substructure’ (as opposed to alternative approaches that show completeness by establishing
that one can obtain every operation from the generators). Note that if the lattice of
substructures of the concrete structure we work with is finite, this statement reduces to
a trivial observation. However, if the lattice of substructures is infinite, which is the case
with clones, then additional arguments are needed to justify the statement.
We follow this approach not only to obtain the desired completeness result, but also
to investigate in more detail the relationship between the two theories. The motivation
for considering the relationship between near-rings and clones comes essentially from
the following observation: near-rings arise from composition of unary maps with addition
(and negation), while clones arise from composition of (not necessarily unary) functions
in general.
The purpose of this paper is to describe the maximal near-rings over a finite group
Γ with at least three elements (i.e., near-rings N ⊂ Γ Γ such that there is no near-ring
strictly between N and Γ Γ ), then derive a criterion for near-ring completeness, and finally
to apply this criterion to sets containing one function. Although we make use of results
and techniques from clone theory, the statements of our main theorems are free of clone-
theoretic notions.
Our major technical result is the following description of maximal near-rings over a
finite group:
Theorem A. Let N be a near-ring on Γ where 〈Γ,+,−,0〉 is a finite group with at least
three elements. Then N is a maximal near-ring if and only if it is one of the following
near-rings:
(A0) Ma,b := {f ∈ Γ Γ | f (a)= f (b)}, for some distinct a, b ∈ Γ ;
(A1) MH := {f ∈ Γ Γ | ∀x ∈ H : f (x) ∈H }, for some subgroup H = Γ of Γ ;
(A2) MΓ :K := {f ∈ Γ Γ | ∀x, y ∈ Γ : x − y ∈ K ⇒ f (x) − f (y) ∈ K}, for some proper
normal subgroup {0} = K = Γ of Γ ; or
(A3) Maff := {f ∈ Γ Γ | ∀x, y ∈ Γ : f (x+y)= f (x)+f (y)−f (0)}, in case 〈Γ,+,−,0〉
is an elementary abelian p-group.
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using clone-theoretic arguments, and the remaining maximal near-rings using near-ring
arguments. The following completeness criterion for near-rings follows immediately from
Theorem A:
Theorem B. Let F be a set of unary operations on Γ where 〈Γ,+,−,0〉 is a finite group
with at least three elements. Then F is near-ring complete if and only if the following
conditions are satisfied:
(B0) F separates points, that is, for all a, b ∈ Γ such that a = b there is an f ∈ F with
f (a) = f (b);
(B1) for every subgroup H = Γ of Γ there exist an f ∈ F and h ∈H such that f (h) /∈ H ;
(B2) for every proper normal subgroup {0} = N = Γ of Γ there exist an f ∈ F and
x, y ∈ Γ such that x − y ∈ N and f (x)− f (y) /∈N ; and
(B3) in case 〈Γ,+,−,0〉 is an elementary abelian p-group, there exists an f ∈ F and
x, y ∈ Γ such that f (x + y) = f (x)+ f (y)− f (0).
This completeness theorem provides useful information about near-ring complete sets,
or, in other words, about generating sets for the near-ring M(Γ ). We shall illustrate its use
by considering near-ring complete sets containing just one element. Requirement (B0) of
Theorem B shows that a function f can only generate M(Γ ) if f is a bijection. Results
of S.D. Scott [5,6] show that if Γ is any finite group with |Γ |  4, and if Γ is not an
elementary abelian group of order divisible by 22m for some integer m then M(Γ ) can
be generated by a single bijection. (If |Γ | = 3 or |Γ | = 4 and Γ is non-cyclic then all
bijections lie in the maximal near-ring Maff and so no bijection generates Γ .)
The following result shows, among other things, that bijections exist which generate
M(Γ ) whenever Γ  6.
Theorem C. Write pΓ for the probability that a randomly chosen bijection from Γ to Γ
generates M(Γ ) and let n := |Γ |. Then pΓ > (n− 6)/n for n 6, and thus pΓ tends to 1
as n → ∞.
In Section 2 we describe the notions and notation used in the paper. We determine the
maximal near-rings containing the identity map in Section 3 and the remaining maximal
near-rings in Section 4. Since we use Rosenberg’s description of the maximal clones on
a finite set [3,4], the completeness criterion for near-rings bears some resemblence to the
corresponding result in clone theory [3,4]. Theorem C is proved in Section 5.
2. Preliminaries
Throughout the paper we assume that 〈Γ,+,−,0〉 is a finite group with |Γ | 3. Recall
that a set of unary functions N ⊆ Γ Γ is said to be a concrete near-ring if it is closed with
respect to composition ◦ and pointwise addition and negation. In this paper we consider
only concrete near-rings: for the abstract notion of a near-ring and the representation
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near-rings, the reader is referred to [2]. Because Γ is finite the requirement that the near-
ring be closed with respect to negation can be dropped since −f = (|Γ |−1)f for all maps
f :Γ → Γ .
We denote by M(Γ ) the full near-ring 〈Γ Γ ,+,−,0,◦〉; we follow the convention that
Γ Γ stands for the set of functions while M(Γ ) denotes the corresponding full near-ring.
For F ⊆ Γ Γ , let Nrg(F ) denote the near-ring generated by F . A near-ring N is said to be
maximal if N is properly contained in M(Γ ) and there are no near-rings strictly between
N and M(Γ ). This means that N is a coatom in the lattice of subnear-rings of M(Γ ).
Our main tools come from clone theory (see [3]). Let O(n)Γ denote the set of all n-ary
operations on Γ (so that O(1)Γ = Γ Γ ) and let
OΓ :=
⋃
n1
O
(n)
Γ
denote the set of all finitary operations on Γ . For F ⊆ OΓ let F (n) := F ∩O(n)Γ be the set
of n-ary operations in F .
A set C ⊆ OΓ of finitary operations of various arities is a clone of operations on Γ if it
contains all projection maps πni :Γ n → Γ : (x1, . . . , xn) → xi and is closed with respect to
composition of functions in the following sense:
whenever g ∈ C(n) and f1, . . . , fn ∈ C(m) for some positive integers m and n then
g(f1, . . . , fn) ∈C(m), where the composition g(f1, . . . , fn) is defined by
g(f1, . . . , fn)(x1, . . . , xm) := g
(
f1(x1, . . . , xm), . . . , fn(x1, . . . , xm)
)
.
For every set F ⊆ OΓ there is a least clone containing F . It is referred to as the clone
generated by F and denoted by Clo(F ). Let Clon(F ) denote the set of all the n-ary
operations from Clo(F ).
We say that an n-ary operation f preserves an h-ary relation  if the following holds:


a11
a21
...
ah1

 ,


a12
a22
...
ah2

 , . . . ,


a1n
a2n
...
ahn

 ∈  implies


f (a11, a12, . . . , a1n)
f (a21, a22, . . . , a2n)
...
f (ah1, ah2, . . . , ahn)

 ∈ .
For a set Q of relations of various arities and for a set F of operations of various arities let
PolQ := {f ∈OΓ | f preserves every  ∈Q}, and
InvF := { |  is a finitary relation on Γ preserved by every f ∈ F }.
Let Poln Q := (PolQ)∩O(n)Γ . For an h-ary relation θ ⊆ Γ h and a unary operation f ∈ Γ Γ
it is convenient to write
f (θ) := {(f (x1), . . . , f (xh)) | (x1, . . . , xh) ∈ θ}.
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Pol1 Q is the endomorphism monoid of the relational structure 〈Γ,Q〉. Therefore instead
of Pol1 Q we simply write EndQ.
A set F ⊆ OΓ is said to be complete if Clo(F ) = OΓ . It is important to distinguish
between the notions ‘complete’ and ‘near-ring complete’: we shall use the former
exclusively in the clone-theoretic setting. If the underlying set is finite and has cardinality
at least 3, then the lattice of clones has cardinality 2ℵ0 . However one can show that the
lattice of clones on a finite set has a finite number of coatoms, called maximal clones, and
that every clone distinct from OΓ is contained in one of the maximal clones [3]. These two
non-trivial properties of the lattice of clones on a finite set immediately imply the following
important relationship between maximal clones and complete sets of operations:
General Completeness Criterion [4,8]. Let M1, M2, . . . , Mn be the maximal clones on
Γ and let F ⊆ OΓ . Then F is complete if and only if F ⊆ Mi for all i ∈ {1, . . . , n}.
One of the most influential results in clone theory is the explicit characterization of
the maximal clones, obtained by I. Rosenberg [4] as the culmination of the work of many
mathematicians. It is usually stated in terms of the following six classes of finitary relations
on Γ (the so-called Rosenberg relations).
(R1) Bounded partial orders. These are partial orders on Γ with a least and a greatest
element.
(R2) Non-trivial equivalence relations. These are equivalence relations on Γ distinct from
∆Γ := {(x, x) | x ∈ Γ } and Γ 2.
(R3) Permutational relations. These are relations of the form {(x,π(x)) | x ∈ Γ } where π
is a fixed-point-free permutation of Γ with all cycles of the same prime length.
(R4) Affine relations. For a binary operation ⊕ on Γ let
λ⊕ :=
{
(x, y,u, v) ∈ Γ 4 | x ⊕ y = u⊕ v}.
A relation  is called affine if there is an elementary abelian p-group 〈Γ,⊕,, o〉 on
Γ such that  = λ⊕.
Suppose now that Γ is an elementary abelian p-group. It is a well-known fact
(see [3]) that f ∈ Pol{λ⊕} if and only if
f (x1 + y1, . . . , xn + yn) = f (x1, . . . , xn)+ f (y1, . . . , yn)− f (0, . . . ,0)
for all xi, yi ∈ Γ . In case f is unary, this condition becomes f (x + y) = f (x) +
f (y)− f (0).
(R5) Central relations. All unary relations are central relations. For relations  of arity
h 2 the definition is as follows:  is said to be totally symmetric if (x1, . . . , xh) ∈ 
implies (xπ(1), . . . , xπ(h)) ∈  for all permutations π , and it is said to be totally
reflexive if (x1, . . . , xh) ∈  whenever there are i = j such that xi = xj . An element
c ∈ Γ is central if (c, x2, . . . , xh) ∈  for all x2, . . . , xh ∈ Γ . Finally,  = Γ h is called
central if it is totally reflexive, totally symmetric and has a central element.
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that Θ is an h-regular family if every θi has precisely h blocks, and additionally, if
Bi is an arbitrary block of θi for i ∈ {1, . . . ,m}, then ⋂mi=1 Bi = ∅.
An h-ary relation  = Γ h is regular if h  3 and there is an h-regular family Θ
such that (x1, . . . , xh) ∈  if and only if for all θ ∈ Θ there are distinct i , j with
(xi, xj ) ∈ θ .
Note that regular relations are totally reflexive and totally symmetric.
Then we have the following:
Rosenberg’s Characterization of Maximal Clones [3,4]. A clone M of operations on a
finite set is maximal if and only if there is a relation  from one of the classes (R1)–(R6)
such that M = Pol{}.
Let f ∈ O(n)Γ for some n ∈ N. We say that the ith argument of f is essential if there
exist a1, . . . , ai−1, ai+1, . . . , an, b, c ∈ Γ with b = c such that
f (a1, . . . , ai−1, b, ai+1, . . . , an) = f (a1, . . . , ai−1, c, ai+1, . . . , an),
i.e., the value of f is not independent of the ith argument. We shall call an operation f
a Słupecki operation if it surjective and has at least two essential arguments. It is easy to
check that the set UΓ of all non-Słupecki operations (that is, operations that are essentially
unary or not surjective) is a clone. Moreover this clone is maximal, and it is the only
maximal clone that contains all unary maps [3]. This is a consequence of the following
theorem:
Słupecki’s Completeness Criterion [3,7]. Let S be a set of operations with at least one
Słupecki operation and such that Γ Γ ⊆ S. Then Clo(S) = OΓ .
3. Maximal near-rings containing the identity map
We start this section with some general results which provide the main tool for applying
the clone-theoretic machinery to near-rings. Note that + is a Słupecki operation since it is
essentially binary and surjective. We shall often use this fact. Our first result indicates why
the clone-theoretic machinery applies only to near-rings that contain the identity map.
Lemma 1. Let C be a clone on Γ and F ⊆ Γ Γ .
(1) If + ∈C then C(1) is a near-ring and idΓ ∈C(1).
(2) Nrg(F ) ⊆ Clo1(F ∪ {+}).
(3) Nrg(F ) = Clo1(F ∪{+}) if and only if idΓ ∈ Nrg(F ). In particular, if N is a near-ring
which contains idΓ then N = Clo1(N ∪ {+}).
(4) If F ⊆ Γ Γ , then Clo1(F ∪ {+}) is the least near-ring that contains F ∪ {idΓ }.
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(3) Suppose that idΓ ∈ Nrg(F ). We show that Nrg(F ) = Clo1(F ∪ {+}). The inclusion
⊆ is provided by (1). To establish the other inclusion, recall that for a set of finitary
operations H on Γ , Clo(H) is precisely the set of all term operations of the algebra
〈Γ,H 〉, and that Clo1(H) = {f (x, . . . , x) | f ∈ Clo(H)} (see [3]). Therefore elements of
Clo1(F ∪ {+}) are all of the form t (x, . . . , x) for some term operation t of the algebra
〈Γ,F ∪ {+}〉. Using induction on the number of operation symbols in t we shall now show
that t (x, . . . , x) ∈ Nrg(F ). For the initial step, if there are no operation symbols in t then
t (x)= x , i.e., the corresponding term function is the identity, which belongs to Nrg(F ) by
our assumptions. Suppose that for every term t ′ with less than n operation symbols we have
t ′(x, . . . , x) ∈ Nrg(F ) and let t be a term with n operation symbols. If t = t1 + t2 for some
terms t1, t2 then t1(x, . . . , x), t2(x, . . . , x) ∈ Nrg(F ) by the induction hypothesis, and hence
t (x, . . . , x) ∈ Nrg(F ), since each near-ring is closed with respect to pointwise addition. If
however t = f ◦ t ′ for some f ∈ F and some term t ′, then the conclusion follows from the
fact that each near-ring is closed with respect to composition of functions. This completes
the proof.
(4) If F ∪ {idΓ } ⊆ N for a near-ring N , then from (3) we have
Clo1
(
F ∪ {+})⊆ Clo1(N ∪ {+})= N.
On the other hand, Clo1(F ∪{+}) is a near-ring by (1). Therefore it is the smallest near-ring
that contains F ∪ {idΓ }. 
We shall now relate maximal near-rings containing the identity map to maximal clones.
We have already seen that near-rings which contain idΓ appear as unary parts of clones
containing the operation +. We shall show that every maximal near-ring that contains idΓ
is the unary part of some maximal clone that contains + and then capitalize on the explicit
description of maximal clones given by Rosenberg’s characterization.
Lemma 2. Let M1,M2, . . . ,Ms be the maximal clones that contain the operation +.
(1) Let N be a maximal near-ring such that idΓ ∈ N . Then N = M(1)j for some j ∈{1, . . . , s}.
(2) Suppose that M(1)i ⊆ M(1)j for all i = j . Then every M(1)i is a maximal near-ring.
Proof. (1) Let C := Clo(N ∪ {+}). Since N is a maximal near-ring, C(1) = N = Γ Γ ,
whence C = OΓ . Therefore there exists a maximal clone M such that C ⊆ M . Since
+ ∈ C ⊆ M we have M = Mj for some j ∈ {1, . . . , s}. To see that M is the maximal
clone we are looking for, it suffices to show that M(1) = N . Suppose that M(1) = N ,
i.e., M(1) ⊃ N . Take f ∈ M(1) \ N and let P := Nrg(N ∪ {f }). Since N ⊂ P and the
near-ring N is maximal, it follows that P = Γ Γ . According to Lemma 1(4) we have
P = Clo1(N ∪ {f,+}). Now
Γ Γ = P = Clo1
(
N ∪ {f,+})⊆ M.
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Słupecki operation, a contradiction since M = OΓ . This shows that M(1) = N .
(2) Suppose that M(1)i is not a maximal near-ring for some i . Since + ∈ Mi we
have M(1)i = Γ Γ , and so there is a maximal near-ring N such that M(1)i ⊂ N . Since
idΓ ∈ M(1)i ⊂ N , it follows from (1) that there is a maximal clone Mj such that
N = M(1)j . Therefore M(1)i ⊂ N = M(1)j . Thus i = j and M(1)i ⊆ M(1)j , and we have a
contradiction. 
The following theorem summarizing and restating the above results shows that the
maximal near-rings that contain idΓ can be described by the same means as maximal
clones.
Theorem 3. Let {1, . . . , s} be the set of Rosenberg relations that are invariant under the
operation + and suppose that the monoids End{i}, i ∈ {1, . . . , s}, are pairwise incompa-
rable. Then the set of maximal near-rings containing idΓ is {End{1}, . . . ,End{s}}.
In order to determine the maximal near-rings containing idΓ , we shall therefore first
determine which of the Rosenberg relations are invariant under +. Consider the following
three classes of relations:
Rs := {H ⊆ Γ | H is a subgroup of Γ and H = Γ },
Rc :=
{
θ ⊆ Γ 2 | θ is a congruence of Γ and θ /∈ {∆Γ ,Γ 2}},
Ra :=
{ {λ+} if 〈Γ,+,−,0〉 is an elementary abelian p-group for some prime p,
∅ otherwise.
Proposition 4. The Rosenberg relations invariant under the operation + are precisely the
relations contained in the set Rs ∪Rc ∪Ra .
Proof. We examine the classes (R1)–(R6) of Rosenberg relations listed in Section 2 and
eliminate those not invariant under +.
Bounded partial orders. Suppose that  is a bounded partial order with least element
m and that  is invariant under +. Let x be an arbitrary element of Γ \ {0}. Then
m  m − x because m is the least element. Since  is invariant under + and x  x , we
have m + x  (m − x) + x = m, so that m + x = m and x = 0, a contradiction with the
choice of x .
Regular and central relations of arity h  3. Both regular and central relations are
totally reflexive, and we shall show that no totally reflexive relation of arity h  3 is
compatible with +. Let  ⊆ Γ h be a non-trivial totally reflexive relation. This means
that  = ∅,  = Γ h and (x1, x2, . . . , xh) ∈  whenever xi = xj for some distinct i and j .
Suppose that + ∈ Pol{} and take any (x1, . . . , xh) ∈ Γ h \. Since  is totally reflexive and
h 3 we have (x1,0, . . . ,0) ∈ , (0, x2, . . . ,0) ∈ , . . . , (0,0, . . . , xh) ∈ . But + ∈ Pol{}
and it follows that (x1, . . . , xh) ∈ , a contradiction.
Central relations of arity 2. Let  ⊂ Γ 2 be a non-trivial binary central relation. Then 
is reflexive, symmetric and there is a central element c ∈ Γ such that (c, x) ∈  for all
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and so (u + c, c + v) ∈ . Let k be the order of the element c in 〈Γ,+,−,0〉. Since
(c,0) ∈  we have ((k − 1)c,0) ∈ . Now (u + c, c + v), ((k − 1)c,0) ∈  implies
(u+kc, c+v)= (u, c+v) ∈ . Similarly, (0, (k−1)c)∈ , and so (u, kc+v)= (u, v) ∈ .
This is a contradiction.
Unary relations = central relations of arity 1. Let S be a proper non-empty subset
of Γ . Then S is closed with respect to + if and only if it is a subgroup of Γ . This gives the
class Rs .
Equivalence relations. Let  be a non-trivial equivalence relation on Γ . Then  is closed
with respect to + if and only if it is a congruence of Γ . This gives the class Rc .
Permutational relations. Let π be a permutation of Γ such that all cycles of π have the
same prime length p. Let  := {(x,π(x)) | x ∈ Γ } and assume that + ∈ Pol{}. Then π is
an automorphism of 〈Γ,+,−,0〉, and in particular π(0) = 0. Therefore π has a 1-cycle,
a contradiction.
Affine relations. In order to find the affine relations invariant under + we have to find
all elementary abelian p-group structures ⊕, , o on Γ such that + ∈ Pol{λ⊕}. We shall
characterize all such group structures and show that in any case λ+ = λ⊕. This takes care
of the class Ra .
Let 〈Γ,⊕,, o〉 be an elementary abelian p-group such that + ∈ Pol{λ⊕}. We show that
x+y = x ⊕y0. Note first that (x,0, x,0)∈ λ⊕ trivially, while (y,0,0, y)∈ λ⊕ because
⊕ is commutative. Since + preserves λ⊕, we obtain that (x + y,0 + 0, x+ 0,0 + y)∈ λ⊕.
Now using the fact that 0 is neutral for + and the definition of λ⊕ we obtain (x + y)⊕ 0 =
x ⊕ y , i.e., x + y = x ⊕ y  0. From this one easily concludes that λ+ = λ⊕. 
In view of Theorem 3, Proposition 4 gives us that the maximal near-rings containing
idΓ are among the near-rings of the form End{} where  ∈ Rs ∪ Rc ∪ Ra . In order to
complete the characterization it suffices to show that the corresponding unary parts are
incomparable.
Proposition 5. Let 1, 2 be two distinct relations from Rs ∪Rc ∪Ra . Then neither of the
monoids End{1}, End{2} is contained in the other.
Proof. Define ϕS,a :Γ → Γ by
ϕS,a(x)=
{
a if x ∈ S,
x otherwise.
Instead of ϕ{t},a we simply write ϕt,a .
Rs versus Rs . Let S, T be distinct proper subgroups of Γ . We show that End{S} ⊆
End{T }. If S ⊂ T , take t ∈ T \ S, u ∈ Γ \ T and let f := ϕt,u. If T ⊂ S, take t ∈ T ,
s ∈ S \ T and let f := ϕt,s . If T and S are incomparable, take t ∈ T \ S, s ∈ S \ T and let
f := ϕt,s . Then f ∈ End{S} \ End{T }.
Rc versus Rc . Let σ , τ be distinct proper congruences of Γ . Let S, T be the normal
subgroups of Γ corresponding to σ , τ . Thus S, T = {0} since S, T are proper congruences.
If T ⊂ S choose t ∈ T \ {0} and s ∈ S \T , and let f := ϕt,s . If S, T are incomparable, take
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by
f (x)=
{
a + x if x ∈ S,
x otherwise.
Then f ∈ End{σ } \ End{τ }.
Rs versus Rc. Let S be a proper subgroup of Γ , and let τ be a proper congruence of Γ
with corresponding normal subgroup T . If S = T choose s ∈ S and a /∈ T and let f := ϕa,s .
If S ⊂ T , choose t ∈ T \ S and a /∈ T and take f := ϕt,a . If T ⊂ S choose t ∈ T and a /∈ S
and take f := ϕa,t . If T and S are incomparable choose s ∈ S \ T and t ∈ T \ S, and take
f := ϕt,s . Then f ∈ End{S} \ End{τ }.
Next, if S ⊆ T , take b /∈ T and let g := ϕT,b. If T ⊂ S, take b /∈ S and let g := ϕT,b. If
T and S are incomparable, take b ∈ T \ S and let g := ϕT,b. Then g ∈ End{τ } \ End{S}.
For the reminder of the proof we assume that 〈Γ,+,−,0〉 is an elementary abelian
p-group. It is clear that the map c0a defined by
c0a(x)=
{0 if x = 0,
a otherwise
is not in End{λ+} whenever a = 0 and |Γ | 3.
Rs versus Ra . Let S be a proper subgroup of Γ . If S = {0} take a ∈ Γ \ {0}, while for
S > {0} take a ∈ S \{0}. Then c0a ∈ End{S}\End{λ+}. Take v ∈ Γ \S and let g(x) = x+v.
Then g ∈ End{λ+} and g(0) = v /∈ S. Therefore g ∈ End{λ+} \ End{S}.
Rc versus Ra . Let τ be a proper congruence of Γ and let T be the corresponding
(normal) subgroup. Choose a ∈ T \ {0}; then c0a ∈ End{τ } \ End{λ+}. Since Γ is an
elementary abelian p-group, it can be regarded as a vector space over the field with p
elements. Choose b ∈ Γ \ T and let f :Γ → Γ be any linear map that takes a to b.
Then f (a) = b while f (0) = 0. Therefore (a,0) ∈ τ while (f (a), f (0)) /∈ τ , whence
f ∈ End{λ+} \ End{τ }. 
Combining together the previous three results, we obtain the following characterization
of maximal near-rings that contain the identity map.
Theorem 6. Let N be a near-ring such that idΓ ∈ N . Then N is a maximal near-ring
if and only if N = End{} for some  ∈ Rs ∪ Rc ∪ Ra . Moreover the relations from
 ∈Rs ∪Rc ∪Ra yield distinct maximal near-rings.
This theorem covers cases (A1), (A2) and (A3) of Theorem A. The near-rings in (A1)
are precisely the near-rings of the form End{} where  ∈Rs : each  ∈Rs is just a proper
subgroup of Γ , and a unary map preserves  if and only if f () ⊆ . The near-rings in (A2)
are precisely the near-rings of the form End{} where  ∈ Rc : this follows immediately
from the relationship between congruences on a group and normal subgroups of a group.
Finally, the near-rings in (A3) are precisely the near-rings of the form End{} where  ∈ Ra
(see the characterization of affine relations (R4) in Section 2).
From Lemma 1 and Theorem 6 we immediately obtain the following completeness
criterion for near-rings:
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for every  ∈ Rs ∪Rc ∪Ra there exists an f ∈ F such that f () ⊆ .
In the next section we describe the maximal near-rings that do not contain the identity.
This will allow us to replace the unpleasant requirement that idΓ ∈ Nrg(F ) by a more
tractable one and thus obtain the completeness result from Theorem B.
4. Maximal near-rings without the identity map
In this section we use near-ring machinery to obtain the following result:
Theorem 8. Let N be a near-ring over Γ such that idΓ /∈ N . Then N is a maximal near-
ring if and only if there are a, b ∈ Γ such that a = b and N = {f ∈ Γ Γ | f (a)= f (b)}.
Before embarking on the proof we shall introduce some notation and prove some
auxiliary results. For each equivalence relation  ⊆ Γ 2, we define the set
M(Γ,) := {f ∈ Γ Γ | for all x, y ∈ Γ : (x, y) ∈  ⇒ f (x)= f (y)}.
Thus M(Γ,) is the set of functions constant on each -class. We write MC(Γ ) for the
set of constant functions on Γ . For a near-ring N over Γ we denote by NΓ the algebra
obtained by adding all f ∈ N as unary fundamental operations to the group Γ . Every
congruence relation α of NΓ is determined by the set Iα := {a ∈ Γ | (a,0) ∈ α}. A normal
subgroup I of Γ is called an N -ideal of NΓ if for all f ∈ N , s ∈ Γ , and i ∈ I we
have f (s + i) − f (s) ∈ I . The map that sends every congruence α to the set Iα is a
bijection between congruences and N -ideals of NΓ . The proof of the following lemma
is straightforward:
Lemma 9. Let Γ be a group, and let N be a near-ring over Γ with MC(Γ ) ⊆ N . Let
S ⊆ Γ , and t ∈ Γ . Then the set{
f (t) | f ∈ N and for all s ∈ S, f (s) = 0}
is an N -ideal of NΓ .
In the next proposition we relate some special near-rings to equivalence relations. This
will be the key to the proof of Theorem 8.
Proposition 10. Let N be a near-ring that satisfies the following:
(1) N contains all constant functions on Γ ;
(2) the algebra NΓ is simple; and
(3) either the group 〈Γ,+,−,0〉 is non-abelian or there exist f ∈ N and a, b ∈ Γ such
that f (0)= 0 and f (a + b) = f (a)+ f (b).
Then there is an equivalence relation  on Γ such that N is equal to M(Γ,).
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Consider the following relation :
 := {(x, y) ∈ Γ 2 | for all f ∈N : f (x)= f (y)}= ⋂
f∈N
kerf.
Clearly  is an equivalence relation and N ⊆ M(Γ,). We shall prove that M(Γ,) ⊆ N .
Choose a transversal X := {x1, x2, . . . , xn} to the classes of . We show that for every
subset S of X and every map m :S → Γ , there is f ∈ N such that f |S = m. We proceed
by induction on the size of S. If S = {s}, then the constant map c :Γ → Γ :x → m(s) lies
in N by the assumption (1). Now consider the case when S = {s, t} with s = t . Define
α := {(f (s), f (t)) | f ∈N}. We show that α is a congruence of NΓ .
First we show that α is an equivalence relation. Since all constant functions are in N ,
the relation α is reflexive. For symmetry, let (x, y) ∈ α. Let f be such that x = f (s) and
y = f (t). We define g :Γ → Γ by g(x) := f (t) − f (x)+ f (s). Since the constant maps
x → s and x → t are in N , we have g ∈ N . Hence (g(s), g(t)) ∈ α, which implies that
(y, x) ∈ α. For transitivity, let (f (s), f (t)) and (g(s), g(t)) be elements of α such that
f (s) = g(s) and consider h :Γ → Γ given by h(x) := f (x)− g(x)+ g(t). Since h ∈ N ,
we have (h(s), h(t)) ∈ α, which implies that (g(t), f (t)) ∈ α. Thus α is transitive. Now
it is easy to see that α is a congruence of NΓ . Take any h ∈ N and (u, v) ∈ α. By the
definition of α there is an f ∈N such that (u, v)= (f (s), f (t)). Then(
h(u),h(v)
)= ((h ◦ f )(s), (h ◦ f )(t)) ∈ α
since h ◦ f ∈ N . Similarly, for all (u, v), (u′, v′) ∈ α there are f,f ′ ∈ N such that
(u, v) = (f (s), f (t)) and (u′, v′)= (f ′(s), f ′(t)). Then(
u+ u′, v + v′)= ((f + f ′)(s), (f + f ′)(t)) ∈ α
since f + f ′ ∈N . Therefore α is a congruence relation on NΓ .
Now s, t are distinct elements of X and so they belong to different classes of . By the
definition of  there is an f ∈ N such that f (s) = f (t). Therefore α contains at least one
non-diagonal element. The algebra NΓ is simple, and thus α = Γ 2. This shows that an
interpolating function exists for every m : {s, t} → Γ .
For the induction step, let S be a subset of X with |S| 3, and let m be a function from
S to Γ . We choose s, t ∈ S with s = t . By the induction hypothesis, we obtain a function
q1 ∈ N such that q1|S\{s} = m|S\{s}. We will construct a function q2 ∈ N with q2(x) = 0
for all x ∈ S \ {s}, and q2(s) = −q1(s)+m(s). Consider
R := {r(s) | r ∈ N and r(x)= 0 for all x ∈ S \ {s}}.
We shall prove that R = Γ . By Lemma 9, the set R is an N -ideal of NΓ . Since NΓ is
simple, it suffices to show that R = {0}.
Define k :Γ 2 → Γ and n1, n2 ∈ Γ in the following way: if 〈Γ,+,−,0〉 is non-abelian,
then take n1, n2 ∈ Γ such that −n1 −n2 +n1 +n2 = 0, and put k(x, y) := −x−y+x+y .
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n1 := a, n2 := b, and k(x, y) := f (x + y) − f (x) − f (y). By the induction hypothesis,
there is a function r1 ∈N such that r1(x)= 0 for all x ∈ S \{s, t}, and r1(s)= n1, and there
is a function r2 ∈ N such that r2(t) = 0 and r2(s) = n2. Now we define a function r ∈ N
by r(x) := k(r1(x), r2(x)), x ∈ Γ . Then we have r(s) = 0, and r(x)= 0 for all x ∈ S \ {s}.
This completes the proof that R = ∅, whence R = Γ .
Since R = Γ , there exists an element q2 ∈ N such that q2(x)= 0 for all x ∈ S \ {s} and
q2(s) = −q1(s)+m(s). Now the function f defined by f (x) := q1(x)+q2(x) interpolates
m on S.
Finally, to show that M(Γ,) ⊆ N , we fix m ∈ M(Γ,). We have proved that there is
an f ∈ N such that f |X = m|X. Since all the maps in N and M(Γ,) are constant on each
-class, we have f = m. 
Proof of Theorem 8. Let N be a near-ring over Γ such that idΓ /∈ N . First we show that
N contains all constant maps on Γ . To this end, we observe that S := {f (0) | f ∈ N}
satisfies g(S) ⊆ S for all g ∈ N . Hence N ⊆ H := {m ∈ Γ Γ | m(S) ⊆ S}. Since idΓ /∈ N ,
the inclusion is proper. Now S is closed with respect to addition, and it follows that H
is a near-ring. If S = Γ then H is a proper subnear-ring of M(Γ ), which contradicts the
maximality of N . Therefore S = Γ , and so every element c ∈ Γ can be written in the form
f (0) with f ∈ N . Every near-ring contains the constant map 0 (since if f belongs to the
near-ring, so do −f and 0 = f + (−f )). Hence f ◦ 0 belongs to N and is constant with
value c.
Next we show that NΓ is simple. Suppose that  is a congruence on NΓ with
 = ∆Γ and  = Γ 2. Then N ⊆ End{} = {m ∈ Γ Γ | for all x, y ∈ Γ, (x, y) ∈  ⇒
(m(x),m(y)) ∈ }. Since idΓ /∈ N , the inclusion is proper. We have  /∈ {∆Γ ,Γ 2}, and
hence End{} = M(Γ ). This contradiction to the maximality of N proves the claim.
Now we show that either 〈Γ,+,−,0〉 is abelian, or there exist f ∈ N and u,v ∈ Γ
such that f (0)= 0 and f (u+ v) = f (u)+f (v). Seeking a contradiction, we suppose that
〈Γ,+,−,0〉 is abelian and that every f ∈N with f (0)= 0 is a group endomorphism. Then
N ⊆ Maff. For an abelian group Γ , the set Maff is closed under +, −, and ◦, and therefore
is a near-ring. Clearly idΓ ∈ Maff and hence N is a proper subset of Maff. Since |Γ | > 2,
the set Maff is a proper subset of M(Γ ), and we have a contradiction to the maximality
of N .
Now Proposition 10 yields an equivalence relation  such that N is equal to M(Γ,).
Since α ⊂ β implies M(Γ,β) ⊂ M(Γ,α), the maximality of N implies that  is an atom
in the lattice of equivalence relations on Γ . Hence there are a, b ∈ Γ with a = b such that
 is equal to ∆Γ ∪ {(a, b), (b, a)}. Thus M(Γ,) = {f ∈ Γ Γ | f (a)= f (b)}.
To complete the proof of the theorem we must now show that each near-ring of the form
N = Ma,b is indeed a maximal near-ring.
We first show that N satisfies the three assumptions of Proposition 10. It is obvious that
N contains all constant functions on Γ . The fact that NΓ is simple is easy to check; it also
follows from the implication (1) ⇒ (3) of Proposition 2.4 in [1]. In order to establish (3),
we construct u,v ∈ Γ and f ∈N such that f (0)= 0 and f (u+v) = f (u)+f (v). Choose
any u ∈ Γ \ {0}, and v ∈ Γ \ {0,−u}. In case u + v /∈ {a, b}, take f :Γ → Γ such that
f (u + v) = u and f (x) = 0 for other elements x of Γ . If (u + v,u) ∈ {(a, b), (b, a)} or
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f (0)= 0. Finally, if (u+ v,0) ∈ {(a, b), (b, a)}, take any f :Γ → Γ such that f (u+ v) =
0, f (u)= u, f (v) = v, f (0)= 0. This shows that N satisfies (3) of Proposition 10.
Now let P be a near-ring which properly contains N . Then P also satisfies the assump-
tions of Proposition 10. Hence P is equal to M(Γ, τ) for some equivalence relation τ ⊂ .
This implies that τ = ∆Γ and hence that P = M(Γ ). Therefore N is indeed maximal. 
Theorem 8 provides the characterization of maximal near-rings that do not contain the
identity map thereby taking care of the case (A0) in Theorem A. So the proof of Theorem A
is now complete. Theorem B follows immediately from Theorem A.
5. Single generators for concrete near-rings
Our object now is to establish Theorem C. To simplify the calculations we prove first
the following result.
Lemma 11. (a) Let l  3 and n 2l+1. Then
l∑
d=1
(
n− 1
d
)(
n
2d
)−1
 41
10n
.
(b) For all integers m 1 define
am = (2m)
2
(2m)! ·2(m!)
2
and for all m,r  2 define
b(m, r)= m! (r!)
m
((m− 1)r)! r! .
Then am  1/25 for all m 8 and am  1 for all m 5. Moreover b(m, r) 1/150 for all
m, r with m 3, r  2 and mr  16, and b(m, r) 3/10 for all m, r with m 3, r  2
and mr  9.
Proof. (a) We have
l∑
d=3
(
n− 1
d
)(
n
2d
)−1
= 1
n
l∑
d=3
2d(2d − 1) · · · (d + 1)
(n− d − 1) · · · (n− 2d + 1)
= 1
n
l∑ (d + 3)(d + 2)(d + 1)
(n− d − 1)(n− d − 2)
2d−d−4∏ 2d − j
n− d − j − 3 .d=3 j=0
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(d + 1)(d + 2)(d + 3) (2d+1 − d − 1)(2d+1 − d − 2) (n− d − 1)(n− d − 2).
Moreover
2d − j
2d+1 − d − j − 3 
{
1 if j  0,
3/4 if j  2.
Therefore, since 35 < 44, we have
l∑
d=3
(
n− 1
d
)(
n
2d
)−1
 1
n
l∑
d=3
2d−d−4∏
j=0
2d − j
n− d − j − 3
 1
n
(
1 +
l∑
d=4
2d−d−4∏
j=2
3
4
)
 1
n
(
1 +
(
3
4
)7
+
∞∑
k=22
(
3
4
)k)
 1
n
(
1 + 3
2
43
+ 4 ·
(
3
4
)22)
 1
n
(
1 + 3
2
43
+ 4 · 3
2
46
)
 1
n
(
1 + 9
64
+ 9
1024
)
 23
20n
.
We conclude that
l∑
d=1
(
n− 1
d
)(
n
2d
)−1
 2
n
+ 4 · 3
n(n− 3) +
23
20n
 1
n
(
2 + 12
13
+ 23
20
)
 41
10n
.
(b) It is easy to check that a8  1/25, a5 < 1 and that the sequence (am) is decreasing. It
is also easy to check that each of b(8,2), b(6,3), b(4,4) and b(3,6) is less than 1/150, that
max(b(3,3), b(5,2))= 3/10 and that b(m+1, r) < b(m, r) and b(m, r +1) < b(m, r) for
all m, r  2. Both claims follow. 
Now let Γ be a group of order n  6 and let B be the group of bijections in M(Γ ).
To establish Theorem C it will suffice to prove that the probability that an element of B
generates M(Γ ) is greater than (n− 6)/n and so by Theorem B it will suffice to prove that
1
n!
(∣∣∣∣ ⋃
H<Γ
(B ∩MH)
∣∣∣∣+
∣∣∣∣ ⋃
KΓ{0}<K<Γ
(B ∩MΓ :K)
∣∣∣∣+ |B ∩Maff|
)
<
6
n
. (1)
Write
A1 = 1
n!
∣∣∣∣ ⋃
H<Γ
(B ∩MH)
∣∣∣∣, A2 = 1n!
∣∣∣∣ ⋃
KΓ
(B ∩MΓ :K)
∣∣∣∣, A3 = 1n! |B ∩Maff|.{0}<K<Γ
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Γ to Γ lying in MH is |H |!|Γ \H |!. Therefore
A1 
1
n!
∑
H<Γ
|H |! |Γ \H |! =
∑
H<Γ
(
n
|H |
)−1
.
Now if a subgroup H with {0} <H <Γ can be generated by d elements but not by d − 1
elements then H must have a strictly increasing chain of d non-trivial subgroups, and so
by Lagrange’s Theorem we have |H | 2d . Thus each such subgroup H has a generating
set of d non-trivial elements with 2d  |H | and 1  d  l, where l = [log2(n/2)]. Since
the number of subsets of d non-trivial elements is
(
n−1
d
)
and since
(
n−1
h
)
is an increasing
function of h for 1 h [n/2] we conclude from Lemma 11 that
A1 
1
n
+
l∑
d=1
(
n− 1
d
)(
n
2d
)−1
 51
10n
.
In order to bound A2 we need a (well known) estimate for the number of normal
subgroups of index 2 in Γ . Let R be the intersection of all such subgroups K and let
V = Γ/R. Then V is an elementary abelian 2-group and so it can be regarded as a vector-
space over the field F2 with two elements. The map K → K/V is a bijection from the
set of subgroups of index 2 in Γ to the set of subspaces of codimension 1 in V and each
such subspace is the kernel of a unique non-zero linear map from V to F2. Since V and its
dual space are isomorphic it follows that the number of subgroups of Γ of index 2 equals
|V | − 1 and so is certainly less than |Γ |.
Let K  Γ . The number of bijections that preserve the congruence determined by
K is |Γ : K|! (|K|!)|Γ :K |, and if |Γ : K| > 2 then by Lemma 11(b) this is less than
|Γ \K|!|K|!/150. Moreover if n is even and K is a subgroup of index 2 then
|Γ : K|! (|K|!)|Γ :K | = 2 · ((n/2)!)2  1
25
n!
n2
.
Therefore
A2 =
∑
KΓ{0}<K<Γ
1
n! |Γ : K|!
(|K|!)|Γ :K |
 1
150
∑
KΓ
1<|K |<n/2
1
n! · |Γ \K|!|K|! +
∑
KΓ|Γ :K |=2
1
25
· 1
n2
 1
150
∑
{0}<H<Γ
(
n
|H |
)−1
+ n · 1
25n2
 1
150
(
l∑(n− 1
d
)(
n
2d
)−1)
+ 1
25n
 5 + 6
150n
<
1
10n
.d=1
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elementary abelian p-group. The bijections in Maff form a group of order n|GLs (p)|, and
so the probability A3 that a bijection lies in this set is
n(n− 1)(n−p) · · · (n− ps−1)
n! .
An easy calculation shows that this is less than 1/(10n) for each prime power n 9.
The inequality (1) now follows immediately from the estimates obtained above for A1,
A2, A3, and so the conclusion of Theorem C holds.
Case 2. Suppose that Γ has order n with 9  n < 16 and n = 12. Then every subgroup
H = Γ is cyclic by Lagrange’s Theorem. Arguing as in Case 1 we conclude that
A1 
1
n
+
(
n− 1
1
)(
n
2
)−1
= 3
n
.
Using Lemma 11(b) and the fact that Γ has at most one subgroup of index 2 we have
A2 
(
3
10
∑
KΓ
1<|K |<n/2
(
n
|K|
)−1)
+ 1
n2
 3
10
(
n− 1
1
)(
n
2
)−1
+ 1
n2
 8
3n
.
The largest value of A3/n arises when n = 9 and it is 9/140. Therefore the conclusion of
Theorem C holds.
Case 3. Suppose that n= 12, 8, 7 or 6.
If n = 12 then Γ has at most three subgroups of index 2, at most three Sylow subgroups
of order 4, and all other subgroups are cyclic. Therefore
A1 
1
12
+
∑
{0}<H<Γ
(
n
|H |
)−1
 1
12
+ 3
(
12
6
)−1
+
(
12
4
)−1
+
(
11
1
)(
12
2
)−1
 13
3n
and
A2 
(
3
10
∑
KΓ
1<|K |4
(
12
|K|
)−1)
+ 3
122
 3
10
·
(
12
2
)−1
(3 + 11)+ 3
122
<
4
3n
.
Since A3 = 0 the conclusion holds.
If n = 8 then Γ has at most three subgroups of order 4 and five subgroups of order 2.
Therefore
A1 
1 + 3
(
8
)−1
+ 5
(
8
)−1
<
3
,8 2 4 n
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A2  3
4! · 24
8! + 5
2!(4!)2
8! <
5
2n
.
We have A3  1/30 = 4/(15n), and the result holds.
If n = 7 then clearly A1 = 1/7, A2 = 0, A3 = 1/120 and the conclusion holds.
Finally, if n = 6, then Γ has one subgroup of order 3 and at most three subgroups of
order 2; there can be at most one normal subgroup of order 2. Therefore
A1 
1
6
+
(
6
3
)−1
+ 3
(
6
2
)−1
<
3
n
and
A2 
1
6!
(
2!(3!)2 + 3!(2!)3)< 3
n
.
Since A3 = 0 the conclusion holds.
This completes the proof of Theorem C.
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