ronmental disasters, creating economical and ecological damage as well as endangering people's lives. Heightened interest in automatic surveillance and early forest-fire detection has taken precedence over traditional human surveillance because the latter's subjectivity affects detection reliability, which is the main issue for forest-fire detection systems. In current systems, the process is tedious, and human operators must manually validate many false alarms.
Our approach-the False Alarm Reduction system-proposes an alternative realtime infrared-visual system that overcomes this problem. The FAR system consists of applying new infrared-image processing techniques and Artificial Neural Networks (ANNs), using additional information from meteorological sensors and from a geographical information database, taking advantage of the information redundancy from visual and infrared cameras through a matching process, and designing a fuzzy expert rule base to develop a decision function. Furthermore, the system provides the human operator with new software tools to verify alarms.
Drawbacks to other systems
Researchers have applied many technologies to forest surveillance, and early forestfire detection, which has acquired significant relevance in the domain, is becoming an important research and development topic.
Various techniques.
One new research area is satellite-based wildfire detection techniques using different satellites. 1 These techniques have proven themselves to be valuable for surveillance in large and homogeneous regions. Although the localization, detection delay, and resolution that satellite-based systems provide is not yet adequate for all cases, the introduction of new low-orbit satellites seems very promising. 2 Another technique uses smoke-plume detection with color cameras. 3 The cameras extract the smoke plume's features from the background-the vegetation and sky. You can detect a smoke plume at the beginning of a fire by comparing two subsequent images from the three-color cameras. The segmentation is based on color rather than light-intensity differences to avoid generating false alarms from natural background illumination. However, the variation of lighting conditions also has an important influence on detection, making the process complex and unreliable.
Other smoke-plume detection systems consist of several black and white visual cameras. 4 The systems' principles are based on temporal differences. The black and white images are divided into previously selected areas according to their distance from the camera. Although the system is useful for nearby smoke-plume detection, it fails when considering distant fires. Furthermore, fog and clouds usually create false alarms.
Detection systems that use infrared cameras with high resolution can detect small fires with an area of about 1 meter up to larger fires that span several kilometers across (between 10 and 20) . Some commercial systems for early forest-fire detection already exist. 5, 6 Their significant drawback is infrared camera cost and maintenance. Luckily, infrared technology's evolution tends to decrease the cameras'cost and maintenance requirements-this decreasing cost is due to the introduction of uncooled infrared sensors 7 and the spread of infrared cameras to a larger range of applications.
Constraints.
The main constraints on early forest-fire detection include detection delay, resolution, detection reliability, and sensitivity to detection conditions in natural environments. 8 Infrared technology is appropriate for early detection due to its low detection delay, good resolution, and its localization accuracy. However, one of this technology's drawbacks is the high false alarm rate due to infrared emissions from other sources. 9 This lack of reliability has an important impact because expert human operators must be involved to validate the alarm, which is not always easy.
Infrared detection systems normally include a visual camera for the human operator to monitor the detection process. However, the visual image is not processed in these systems. Thus, the existing infrared automatic detection systems do not gain anything from the information redundancy that using visual and infrared cameras produces. Furthermore, these existing systems do not help the operator locate the visual image's heat source.
Our intelligent system combines computer vision, neural networks, and rule-based systems, which increase the fire-detection system's reliability in forested areas. The system's inputs are the information provided by the visual camera, the infrared camera, meteorological sensors, and a database, which includes geographical information.
False alarms
The first step in discriminating between forest fires and false alarms is to study what we can extract from the available sensors. Several sources can produce an alarm-any high-intensity region on an infrared image. Solar effects, reflection (including rocks, roofs, roads, metallic structures, and clouds), heated objects, artificial lights, and combustion sources from human activity are the most common sources of false alarms.
Sunlight's electromagnetic spectrum falls within the infrared band (0.75 µm to 1,000 µm), 10 so solar reflections generate very high-intensity infrared responses on infrared images. These responses are similar in intensity to the ones fires produce, therefore we cannot apply thresholding satisfactorily. Fortunately, the sudden movements of a fire's flames oscillate in the infrared responsesomething a solar reflection doesn't cause. However, solar reflection show similar area values to both infrared and visual cameras.
Some high-intensity infrared regions do not correspond to fires and do not appear on visual images. High-temperature objects such as engines or chimneys that aren't burning usually cause this type of false alarm. The average intensity level that heated objects generate is not high when compared to the one fires produce. This lets us classify them based on thresholds.
False alarms from artificial lights can create high-intensity regions on infrared and visual images. This effect is especially harmful at night. Also, forest areas sometimes have combustion that does not correspond to forest fires (such as campsite fires, agricultural burnings, or rubbish dumps). Discrimination is difficult in these cases because their infrared responses are similar to the ones forest fires generate, so we need to apply other information sources such as geographical information and knowledge about human activities to reduce this type of false alarm.
(We can include some objects in two or more groups. For example, we can consider cars as solar reflections, but we can also classify them as heated objects because of the heat their engines emit. Moreover, if the cars have their lights on, we can also include them in the group of artificial lights.)
The FAR system
Our proposed system's aim is to combine information from various available sensors together with expert knowledge to reduce false alarm rates. The main sensorial sources are infrared and visual cameras, meteorological sensors, and geographical information from maps. Figure 1 shows the False Alarm Reduction system's basic structure. The FAR system is composed of a sensor interface, an image-processing tool, and a decision function.
Sensor interface. The sensor interface includes visual and infrared (IR) images, meteorology information, and a set of numerical data concerning observatory information (such as the positioning system's azimuth and elevation). The FAR system also includes a real-time access database that con- Image-processing tool. The image-processing tool is integrated with the infraredprocessing block and the visual-processing block. The infrared-processing block is divided into three processes: detection, alarm filtering, and oscillation. In the detection process, alarm generation comes from an adaptive, threshold-based detection function. We compute the adaptive threshold (called the segmentation threshold) according to the infrared image's statistical parameters, such as average and variance. Next, we apply a growing-region algorithm 11 to segment the alarms. We can discriminate false alarms, particularly the ones heated objects produce, with adaptive thresholding. The main difficulty is the threshold value's high sensitivity to changes. For this reason, the computation of a threshold should work well enough.
The alarm-filtering process eliminates certain false alarms, depending on their size and motion. Motion-filtering techniques based on tracking algorithms classify alarms as false if the region under consideration moves within the interval of time in which it is studied. We select a motion threshold to eliminate cars and other moving objects.
The oscillation process includes several false alarm rate functions, which analyze the infrared images. These functions are based on the detected region's frequency and correlation studies. Some ANNs can classify the region by focusing on its oscillation characteristics.
The visual-processing block locates the regions obtained from the infrared analysis on the visual image. We can pinpoint the location with an IR-visual-matching algorithm based on the camera's geometrical model. This information helps us compute the matched region's size on the visual image. The size value lets us compare all the alarm's effects in the visual and IR images, which we can apply to reject the false alarms that solar reflections create. We can also use the alarm's location information as a technique for operator aids.
We can find the detected region in the IR image by using the topographic map information. By means of these coordinates, we look up the land use for this location in the land use map, which the database contains. This map includes land use information classified in several codes. The slope of the land is also studied because steeper slopes cause higher fire propagation speeds. 12 Information (such as location, area, and number of false alarms in the area) concerning the alarms detected and analyzed in recent surveillance cycles are stored in a real-time access database. Once the system locates a region, it compares it to previous alarms detected at that location.
We can use meteorological information such as temperature and relative humidity to estimate the possibility for fires to take place. 13 These meteorological conditions are summarized in some meteorological indexes such as the Carrega index: 14
where T is the air temperature in centigrade degrees (if t < 10º, then t = 10º), V is the wind speed in m/sec, r is the reserve (amount of available soil water) saturated at 150 mm, H is the relative humidity, C is a phenological coefficient (the value is 100 in Autumn and Spring when vegetal activity is high and 200 in Summer and Winter, periods of reduced activity), and r sup is the superficial reserve saturated at 10 mm and depleted by evapotranspiration, according to the law in the following expression:
where ETPc represents the daily cumulative potential evapotranspiration. 15 Equation 1 provides a forest-fire risk possibility in the range [0, 20] .
Decision function. The decision-function block collects the results of the IR-processing and visual-processing blocks-it also uses meteorological and database information to estimate the possibility for a real forest fire to cause that alarm. The operator should consider the possibility value computed by the decision function as the measurement of attention he needs to pay to that alarm. This block is designed according to an expert rule base, which we describe later.
To verify the alarm (if the operator considers it necessary), the system provides the operator with some tools to locate the infrared detected regions in the visual image with zoom or without it.
Oscillation techniques
The FAR system also integrates infrared image processing with techniques based on ANNs. Traditional systems use infrared images merely as a detection method, but our system also uses the information the infrared images provide as a way to discriminate between fires and false alarms. The proposed algorithms take advantage of features that are present in fires and not in other sources of alarms.
Temporal changes occur in the infrared image's pixel-intensity levels for fires. 16 Flows caused by wind or hot air make flames oscillate. These vibrations are seen in infrared images as changes in the shape and intensity over short periods of time. However, false alarms have steady shape and intensity levels on the infrared image. If a detected region presents temporal changes, it has a higher possibility to be considered as a fire.
Let's observe the problem from a physical point of view: the object's emitted energy and the reflected energy from other sources (such as the sun) can comprise an object's total outgoing energy. The main energy component an object reflects comes from the sun. Solar conditions normally do not change in short periods of time, and, furthermore, the reflected energy does not change if there is no external action. Thus, we can assume the reflected energy is steady over sufficiently short periods of time. On the other hand, the energy the object emits by itself can suffer variations if the emission circumstances are different. This is the case for forest firesemission conditions change because flames move suddenly.
False alarms from solar reflections have steady infrared response while forest-fire response oscillates. The situation is similar for heated objects-their infrared features do not change in short periods of time because the object's temperature is approximately constant.
Let's assume we can model the signature in the infrared images with the combined effect of a static component in time and a dynamic one. Therefore, we can model the infrared signature as
where x i (n 1 , n 2 , t i ) represents the infrared image in the time instant i, a(n 1 , n 2 ) represents the static component of the infrared image, k(n 1 , n 2 ) stands for amplitude of the dynamic component, W(n 1 , n 2 ) and Φ 0 (n 1 , n 2 ) are matrices of frequencies and phase of the sinusoidal oscillations, and n(n 1 , n 2 ) is a noise process.
A sinusoidal oscillation can model the dynamic component in which each pixel oscillates independently with different amplitude, frequency, and phase (k(n 1 , n 2 ), W(n 1 , n 2 ) and Φ 0 (n 1 , n 2 ), respectively).
Notice that flame oscillations represent very slight changes in infrared images, because the fire flames have high transparency to the infrared wavelengths within the applied sensor's spectral range (3 to 5 µm). 17 Low distortions due to noise or positioning system vibrations can involve much bigger changes on infrared images. The algorithms should consider this fact, and the system should apply ad hoc distortion-reduction techniques as a consequence. These noisereduction techniques are computationally intensive, so we need to design and implement the algorithms efficiently.
The main noise-reduction technique we applied is based on clipping. The clipping threshold should be lower than the segmentation threshold to eliminate the background noise preserving the object segmented in the infrared image.
The algorithm to extract oscillation estimation has two steps: studying some of the image's feature changes and then inputting these results to an ANN, which computes a forest-fire possibility value from the information the infrared-image block provides. ANNs are robust to noise and have widely used classification features. The ANN output is an input to the fuzzy decision function.
Studying oscillation involves studying image sequence. The algorithm for each image consists of these steps:
• computing the adaptive infrared threshold, • segmenting the target region in the sequence's infrared images, • tracking the hot spot segmented along the sequence, • computation of the oscillation-detection function, and • extracting oscillation features.
We developed and applied several oscillation-detection algorithms in this system-we based them on energy 2D analyses, Fast Fourier Transform 2D analyses, and crosscorrelation 2D analyses. Due to discrimination performance and computation time, the oscillation-detection algorithm we finally implemented in the FAR system is based on cross-correlation techniques.
Cross-correlation techniques are well known and extensively used to detect differences and similarities between signals. 18, 19 We considered several definitions of 2D cross-correlation, one of which is expressed in the following expression: 20 (4) where i refers to the time instant in the sequence where the image was taken. N 1 × N 2 is the size of the segmented region in horizontal (N 1 ) and vertical (N 2 ) coordinates, x i is the segmented region corresponding to an image at instant i, n 1 and n 2 are an image's coordinates, and m 1 and m 2 are the correlation's coordinates-they represent the displacement between x i (n 1 , n 2 ) and x i +1 (n 1 , n 2 ). The correlation function shows its maximum value for the m 1 and m 2 coordinates for which the image in time instant i and image in time instant i + 1 have the highest similarity.
The system computes the correlation along a sequence of N images (i = 1, 2, ..., N). The main correlation features for oscillation detection are the average value and the maximum correlation values along the sequence. Techniques based on correlation have considerably high computational cost. To reduce the number of correlation values that we should compute, we apply vibrationcancellation techniques based on region tracking. Therefore, the target region's vibrations along the sequence rarely exceed three pixels, so we don't need to calculate all the correlation values. Thus, we only computed the correlation for m 1,2 ∈ [-4, 4] to allow its real-time implementation. Figure 2 shows two sequences of consecutive infrared images corresponding to a forest fire and a false alarm, respectively. As explained earlier, the pixel values have highintensity variations for forest fires when we analyze only the segmented target region. When there's a false alarm, the intensity variations are lower than the previous ones. The oscillation-detection results are the inputs to an ANN. Several variables, using a nonlinear function, can parameterize the oscillation value. One of the ANN's main functions is to implement nonlinear relations. Furthermore, many researchers have used them for their interpolation capabilities, which are very useful in this application. Moreover, they also have well-known classification performance. 21 
Artificial neural networks
There's a compromise in selecting the ANN's input between the complete alarm and the number of inputs, which should be minimized to decrease errors and computational effort. For the FAR system, we selected two inputs: the average and maximum correlation values along the sequence. The ANN's output is a possibility value for a forest fire to cause that alarm.
Various researchers have designed, compared, and tested several offline supervised training networks. The Back Propagation Network (BPN) presents well-known features and performance in classification 22 and represents a good compromise between interpolation and extrapolation capabilities. We also considered alternative neural network architectures, such as the Radial Base Function Network (RBFN) and Dynamic Learning Vector Quantization (DLVQ).
We trained all the neural networks with a considerable number of patterns selected from real experiments with forest fires and false alarms, discarding the experiments with noise. We used other patterns to validate the ANN.
DLVQ networks divide the inputs into several groups attending to criteria based on distance in the input space. 23 They are widely used in pattern classification. The architecture consists of three (or more) layers, and the number of neurons in the hidden layer is computed during the training process.
We divided the input space into 10 groups (zero to four for forest fires and five to nine for false alarms). Therefore, a misclassification appears in case a forest fire is classified in any classes from five to nine and vice versa in case of false alarms. We used the DLVQ algorithm as a training algorithm. The resulting ANN had one hidden layer with 25 neurons. This validation obtained a detection possibility value of 60% and a false alarm possibility value of 50%. These results are poor for the application, so we considered other architectures.
The RBFNs formulate the training process as a hyperplane search that best approximates training patterns. 24 The resulting RBFN had one hidden layer with 10 neurons. The validation obtained a detection possibility higher than 98.2% and a false alarm possibility lower than 1.7%.
With the BPNs, we can formulate the training process as a particularization of an optimization problem that approximates a two-input-one-output transfer function, in which the training patterns represent the interpolation points. The interpolation should be fine enough to decrease the error, however, the number of training patterns should not be too large so as to avoid a decrease in the ANN's generalization capability. We selected the sigmoid function as the neurons' output function to improve interpolation capabilities.
Next, we selected the resilient back propagation training algorithm (RPROP). 25 We trained the BPN with 55 patterns, an appropriate number for the application. We used 100 other patterns for validation.
The resulting ANN had one hidden layer with 10 neurons. After 100 epochs, the average error was 0.3%. The ANN's validation had a detection possibility higher than 98% and a false alarm possibility lower than 2%.
We selected the BPN for the ANN's final implementation, because it combines easy implementation with a good compromise between interpolation and extrapolation capabilities.
Visual analysis
Existing infrared forest-fire detection techniques use visual images mainly for surveillance and human alarm validation. The FAR system integrates visual and infrared images to detect fires. The aim of our visual image processing is to offer operator aids and to compute the ratio between the alarm areas in the visual and infrared images, which the fuzzy decision function uses to discriminate false alarms.
The first step after detecting the alarm in the infrared image is to locate the alarm source in the visual image. The matching algorithm can solve this problem. Once we apply the matching algorithm, the system computes the visual-infrared area ratio. Here, we describe two processes: the matching algorithm and the visual-infrared area ratio's computation.
The matching algorithm associates certain regions segmented on an infrared image with certain regions on the corresponding visual image. It's hard to find a generic solution. 25 The main constraint is that the environment is unstructured; thus, there are no beacons to help determine geometric relations, and it is not always possible to structure such a large area of wild forest, nor is it economically feasible. The method should also work day or night under any meteorological conditions. We can match images by applying stereo vision techniques. 26 In the FAR system, instead of the conventional two visual cameras arrangement (Figure 3a) , we use a system with a visual camera and an infrared camera (Figure 3b) . The distance between the cameras is dc. The coordinate system's origin is in the baseline at dc/2 from each camera. Let λ i and λ v be respectively the focal distances of the infrared and visual cameras.
A point in the environment (x, y, z) is seen in the infrared and visual images in the coordinates (x i , y i ) and (x v , y v ), respectively. The stereo equations give relations between coordinates. 26 Assume that both camera axes are aligned within a sufficiently small error range and that the distance to the object is much higher than dc. Using a geometric model, a point visualized on the infrared image is located on the visual image using a translation and scaling factor as described in the following expressions: 
where x desv and y desv is the deviation of the optical center between the infrared and the visual cameras; x cv and y cv are the coordinates of the visual image's optical center; x ci and y ci are the coordinates of the infrared image's optical center; and f x and f y are the scale factors. The values of x desv and y desv depend on the distance, and we can prove that permanent values calculated through calibration provide good results for large distances. In most cases, the cameras' optical properties let us assume that the values of x ci , y ci , x cv , and y cv are equal to zero and f x = f y = f. Therefore, the resulting equations are (6) We can match the segmented region in the visual image by applying Equation 6 to the segmented region's corners.
We can also use the ratio between the areas that the alarm originates in the visual and infrared images to pinpoint false alarms. The definition of areaRatio is shown in the following expression: (7) where visualArea and IRArea are the area values in the visual and infrared images, and fe represents the scale factor between the infrared and visual images.
The matching algorithm provides a rectangular frame in the visual image called an associated rectangle. The associated rectangle's dimensions, which contain the alarm's source, should consider the cameras' misalignment errors. visualArea comes from applying a region-growing segmentation algorithm 11 to the associated rectangle with a threshold value computed dynamically from the associated rectangle's statistical parameters.
Operator aids
We can also use the matching algorithm to help the human operator (without introducing any additional hardware) locate an alarm in the visual image, in such a way that he can decide in an easier way whether the alarm corresponds to a forest fire or to a false alarm. Figure 4 shows infrared and visual images taken in the Spanish province of Jaen. The rectangular frame in Figure 4a represents the region detected. The inner frame in Figure  4b represents the associated rectangle. The external frame is only displayed to improve the visualization.
The matching technique is based on the fact that the scale factors between the visual and infrared images are static.
Fuzzy expert rule base
The fuzzy expert function combines all the resulting information from the previous sections into a final possibility value (which is within the range [0,1]), using expert knowledge expressed in terms of rules. An alarm is considered to be a forest fire if the possibility rate is higher than an operator-selected value, called the alarm threshold. The capability to introduce heuristic and expert knowledge, as well as the number of inputs and the differences in their nature, make the fuzzy expert rule base an appropriate tool for the FAR system. The inputs to consider are the oscillation results, the knowledge acquired studying the previous events, the information from topographic, fuel, and use maps; the results of the visual analysis; and a fire risk index.
The oscillation value is a relevant input of the fuzzy decision function. The associated linguistic variable is in the range [0,1]. If a region presents temporal changes, it is considered to be caused by a forest fire (value close to 1). Otherwise, it is considered to be a false alarm fire (value close to 0).
The detection system's real-time nature imposes some implementation limitations. Thus, we apply appropriated time constraints, data with expiration periods, and synchronization mechanisms. A real-time database system incorporating both static and dynamic data is required-the static data deals with land information regarding topography, use of the land, and its slope, and the dynamic part of the database contains information about previously detected and analyzed alarms. This database should be initialized for the particular environment in such a way as to minimize access time. Thus, we can transform the map's coordinates and the sensor's orientation angles in such a way that we can access the information only using the sensor's coordinates.
The land information contained in the database is computed from the intersection of the optical axis of the cameras with the topographic map. In the computation of the land information, we must consider the area surrounding the intersection to take into account the uncertainties the positioning system introduces.
The The information contained in the previous event database provides another input of the fuzzy decision function. We obtain the variable's values from a set of rules regarding the number of times that the region is detected and the increase in the area's size. The area of each region detected, its location, the area in the infrared image, and the detection time are stored in the database. When a new alarm is detected, it is compared with the last alarm at that localization. If there is an increase in the area, there is a higher possibility that a fire caused it. Otherwise, it is classified as a reflection.
The fire-risk index merges the meteorological and topographical information to provide a measure of the forest-fire possibility. The values of this variable are in the range [0,1]. The fire hazard is low up to 0.4, moderate up to 0.7, severe up to 0.9, and extreme from 0.9 to 1.
The areaRatio variable is the last input of The output of the system is the forest-fire possibility. We can interpret it as the attention that the operator should pay to the alarm. The second rule reflects the fact that if the land slope is high, the forest-fire possibility value takes an extremely high value. Notice that the rule's low weight limits its influence on the final result. In fact, it provides slight corrections (increments or decrements) to the final value's main component, which is computed from the rules with higher weights.
Once the FAR system determines whether the alarm comes from a forest fire or not, the operator can validate it using the visual image and the zoom. The system provides the operator with some tools to help him in the validation task.
A real scenario
One important step in evaluating a system involves validating it during normal working conditions in several scenarios. During the system's development, we carried out many experiments using different scenarios, such as urban areas and real forest environmental spaces. We performed the urban tests on the roof of the Engineering School at the University of Seville. The most important aim of these experiments was to debug the real-time system and detect anomalous conditions. These tests, which took place during different hours and solar illumination conditions, included controlled fires as well as natural and artificial false alarms. The false alarm rate during these experiments was 20.76% and the fire detection rate was 94.44%.
We performed other tests with videotapes recorded from Autumn 1996 until Spring 1998 at several Bosque systems in different forest scenarios with the detection system at normal working conditions. (Bosque is a system that Faba-Bazan developed for infrared detection of forest fires. 5 ) The tests included fires as well as natural and artificial false alarms. We obtained a false alarm rate from these experiments of 1.66% with a fire detection rate of 100%.
We installed a version of the FAR system in the Forest Protection Center of the Los Alcornocales Reserve Park (Alcalá de los Gazules, Cádiz, Spain) during August and September 1998. This natural space is considered one of the largest Spanish oak wood areas-it suffered a severe forest fire in August 1997, which devastated 938 hectares.
During the evaluation period, the prototype worked autonomously.A large number of tests,
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IEEE INTELLIGENT SYSTEMS Real experiments. We recorded the images in Figure 5 at the Bosque observatory at Los Alcornocales. As a result of applying the threshold algorithm to the infrared image, notice that the object cannot be rejected because its average level is higher than the detection threshold previously computed. Therefore, we should consider it to be a reflection source, a heated body, or a forest fire. Once the FAR system has located and segmented the alarm, the sequence of analyses starts. First, the database is consulted with the target's azimuth and elevation coordinates to obtain the previous incidence information. In this case, the value obtained is 0.5, which means that there is no information of previous incidents at this location.
The next analysis is the oscillation study. The correlation is computed along a sequence of 32 images, which represents a good compromise between the real-time application's constraints (low number of images) and error cancellation (high number of images). The main correlation features for oscillation detection are the average value and the maximum correlation values along the sequence. Figure 6 shows the application of the correlation technique explained earlier. Note that high-magnitude variations take place. The study's results reveal a correlation value of 0.95 (the range is [0,1]).
The next analysis consists of accessing the database to obtain values of slope and land use. In this case, the values obtained for the land slope and land use are 1º and 100%-this means that the land slope is low and that the fire is happening in a forested area.
Finally, the fuzzy decision function merges the results from all the analyses in a global fire possibility value. In this case, the fire possibility value is 0.97 (in the range [0, 1]), which indicates it is a forest fire, because it is higher than the alarm threshold whose value the user predetermined (normally around 0.5).
At this time, the operator can use operator aids, which let him inspect the target region using the zoom that the FAR system can control. In the example in Figure 5 , we can observe the smoke plume. Figure 7 shows the infrared and visual images of a solar reflection in an urban area (Marbella, Málaga). We recorded these images in a Bosque observatory in the Forest Protection Center near Málaga, Spain.
The FAR system repeats the same procedure described for fires. The previous contact analysis gives a value of 0.5, which involves no information of previous incidents at that location. The following analysis is the oscillation study (see Figure 8 ). It provides a correlation value of 0.091, which indicates that it's a false alarm. The visual recognition block generates a visual-infrared area ratio value of 1.21. Therefore, the visual recognition analysis suggests that a solar reflection could have caused it.
The land slope is 0º and land use is urban, which means 0% land use. The fire-risk index is the same as a forest fire. The fuzzy decision function generates a fire possibility value of 0.098, which is below the alarm threshold. Therefore, it is considered to be a false alarm.
System evaluation in a forest scenario. During the evaluation period (August and September 1998), we randomly selected days to register the analysis results carried out to the detected alarms. We considered these results in periods of 15 minutes distributed throughout the day. The average meteorological conditions of these days were the following: temperature (19ºC to 35ºC), relative humidity (67% to 86%), wind speed (10 to 38 Km/h), and precipitation (0 mm).
The total number of experiments with false alarms was 517. Of these cases, 507 were rejected and 10 were classified as forest fires. Thus, the false alarm rate is 1.93%. The total number of experiments carried out with fires was 51. The system detected all of them as fires. Thus, the fire detection rate was 100%.
The number of false alarms strongly depends on the solar illumination conditions. Figure 7 . A false alarm's (a) infrared and (b) visual images. Thus, the hour of the day is an important parameter to measure the FAR system's capabilities. Figure 9 shows the distribution of the false alarm rate over time-the study reveals that it's higher during the hours of maximum temperature. The number of experiments carried out with solar reflections was 382. The FAR system classified 377 of them as false alarms (false alarm rate = 1.31%). In cases with heated objects, it declared 130 of the 135 experiments as false, obtaining a false alarm rate of 3.7%.
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The study on the false alarms each technique eliminated reveals that 90.05% of the false alarms are rejected when we apply only the results of the infrared processing and oscillation study. The proportion of the false alarms rejected using only the visual recognition and land information is 29.40% and 9.09%, respectively. These results show the synergy of the fuzzy decision function.
The study presented indicates a dramatic decrease in the false alarm rate maintaining the detection capabilities. Nevertheless, in many cases, the number of tests carried out limits the formal statistical study due to the constraints based on the high cost and the intrinsic difficulties of the experiments. Therefore, the results presented should be considered as estimations of the statistical results.
OUR PROJECT'S RESULTS OPEN A wide field of research and future work: incorporation of low-cost infrared detectors to increase the functional surveillance area and avoid hidden zones in areas with abrupt topographic irregularities; visual smoke-plume detection; and techniques that increase the system's robustness, especially regarding parameters such as camera axes misalignments and movement estimation with positioning system stabilization. We've worked on a joint effort with Faba-Bazan to integrate the FAR system in Bosque. Figure 9 . Distribution of false alarm rate over time.
