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Abstract
In wireless sensor networks, various applications involve learning one or multiple functions of the measurements
observed by sensors, rather than the measurements themselves. This paper focuses on type-threshold functions, e.g.,
the maximum and indicator functions. Previous work studied this problem under the collocated collision network
model and showed that under many probabilistic models for the measurements, the achievable computation rates
converge to zero as the number of sensors increases. This paper considers two network models reflecting both
the broadcast and superposition properties of wireless channels: the collocated linear finite field network and the
collocated Gaussian network. A general multi-round coding scheme exploiting not only the broadcast property but
particularly also the superposition property of the networks is developed. Through careful scheduling of concurrent
transmissions to reduce redundancy, it is shown that given any independent measurement distribution, all type-
threshold functions can be computed reliably with a non-vanishing rate in the collocated Gaussian network, even if
the number of sensors tends to infinity.
Index Terms
Gaussian networks, interactive computation, joint source–channel coding, linear finite field networks, type-
threshold functions.
I. INTRODUCTION
To date, wireless sensor networks have been deployed for various applications. Typically, a sensor network
consists of a single fusion center and multiple sensors measuring certain parameters. Sensor deployment can be
costly, so the lifetime of sensors is expected to be months or even years. Therefore, power efficiency becomes an
important issue for system design. Traditionally, sensors simply convey all the measured parameters to the fusion
center. However, for many applications, the fusion center is only interested in acquiring an indication or, more
generally, a function of the parameters, rather than the parameters themselves. For example, in forest fire detection,
only an alarm signal is needed instead of the whole temperature and/or humidity readings.
In this paper, we assume that the fusion center wants to collect multiple instances of the same function and
the sensors are allowed to code over long sequences of measurements. The performance metric considered in this
paper is computation rate, i.e., the number of functions computed reliably per channel use. The problem of function
computation in wireless sensor networks has recently received significant attention. One interesting formulation was
developed by Giridhar and Kumar [1]. First, they assumed that all nodes are collocated, which means any transmit
signal is received by all nodes except the sender. Second, they modeled the wireless medium as a collision channel,
i.e., concurrent transmissions by multiple nodes result in collisions. They considered the class of symmetric functions
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2TABLE I
ACHIEVABLE SCALING LAW FOR THE NUMBER OF SENSORS
Collocated collision networks Collocated Gaussian networks
Full data Θ
(
1
M
)
Θ
(
1
M
)
Symmetric functions Θ
(
1
M
) [1] Θ
(
1
logM
)
[5]
Type-threshold functions Θ
(
1
logM
)
[1] Θ(1) (this work)
and particularly the subclasses of type-sensitive and type-threshold functions. The main focus of this paper is the
class of type-threshold functions which includes the maximum, minimum, and indicator functions as special cases.
Intuitively, type-threshold functions have relatively small ranges.
For the computation of type-threshold functions under the collocated collision network model, Giridhar and Kumar
showed that the worst-case scaling of computation rate with respect to the number of sensors M is Θ( 1logM ). Here
the worst case means the worst source (or measurement) distribution for computing the desired function, which
may depend on M . Later, Ma, Ishwar, and Gupta [2] followed the same model and studied the problem within the
framework of interactive source coding. Still, the worst-case scaling of computation rate for type-threshold functions
is Θ( 1logM ). On the other hand, Kowshik and Kumar [3] showed that, if the source distribution is independent of
M , then the computation rate Θ(1) is achievable. Furthermore, Subramanian, Gupta, and Shakkottai [4] showed
that the computation rate Θ(1) is achievable if the number of nodes within a direct communication range is upper
bounded by a fixed number independent of M .
To study the fundamentals of type-threshold function computation in wireless networks, we consider two network
models reflecting both the broadcast and superposition properties of wireless channels: the collocated linear finite
field network and the collocated Gaussian network. We propose a novel coding scheme termed multi-round group
broadcast, which is an extension of type computation coding [5] to the framework of interactive computation. We
show that, for any independent source distribution, all type-threshold functions are reliably computable with a non-
vanishing rate in the collocated Gaussian network, even if the number of sensors tends to infinity. Whereas previous
work inherently assumes that sending multiple signals causes collisions and only exploit the broadcast property of
wireless channels to achieve the computation rate Θ( 1logM ), our result shows that in general, exploiting both the
broadcast and superposition properties is necessary to achieve the computation rate Θ(1). Table I summarizes the
achievable scaling laws for collocated networks.
An outline of the paper is as follows. In Section II, we provide our problem formulation defining network
models and type-threshold functions. In Section III, as a preliminary, we extend the existing schemes for collocated
collision networks to collocated broadcast–superposition networks. In Section IV, we introduce a set of auxiliary
random variables, also termed descriptions in this paper, with an analysis on its entropy. These descriptions serve
as the building blocks of the proposed multi-round group broadcast which is introduced in Section V. In particular,
Section V-A and Section V-B are devoted to the collocated linear finite field network and the collocated Gaussian
network, respectively. A simple cut-set based upper bound is given in Section VI. Finally, we conclude in Section
VII.
Notation: Denote by (R,+,×) the field of real numbers and by (Fp,⊕,⊗) the finite field of order p, where p is
assumed to be prime in this paper. Also, we denote Z+ as the set of positive integers. Let
∑
denote the summation
over R and
⊕
denote the summation over Fp. A function g : Fp×· · ·×Fp → Fp is called Fp-linear if g is a linear
function with respect to Fp. Random variables and their realizations are represented by uppercase letters (e.g., S)
and lowercase letters (e.g., s), respectively. We use calligraphic symbols (e.g., S) to denote sets.
Throughout the paper, all logarithms are to base two. Let h2(p) := −p log(p)− (1− p) log(1− p) for p ∈ [0, 1]
and 0 log(0) := 0 by convention. We denote [1 : M ] := {1, 2, · · · ,M}, A\B := {x ∈ A|x /∈ B}, and log+(x) :=
max{log(x), 0}. Let | · | denote the cardinality of a set and 1(·) denote the indicator function of an event. Given any
sequence or vector (a1, · · · , aM ) and J ⊆ [1 : M ], we denote aJ = (ai : i ∈ J ). Given any function f and vectors
si = (si[1], · · · , si[k]), i ∈ [1 : M ], we denote f(s1, · · · , sM ) = (f(s1[1], · · · , sM [1]), · · · , f(s1[k], · · · , sM [k])).
Given two functions f(x) and g(x), we say that f(x) = Θ(g(x)) if there exists k1, k2 > 0 and x0 such that for all
x > x0, k1g(x) ≤ f(x) ≤ k2g(x).
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Fig. 1. Function computation in the collocated linear finite field network. Each node observes a noisy modulo-p sum of transmit signals
from all other nodes. To avoid clustering of lines, the figure only shows the situation of the fusion center and sensor node m.
II. PROBLEM STATEMENT
We consider distributed computation of a class of functions over collocated networks. The problem consists of
the following basic elements:
• a network consisting of M sensors labeled from 1 to M and a single fusion center labeled 0,
• a set of M sources, each of which is observed by a unique sensor,
• a function f , which is to be computed by the fusion center,
• a joint source–channel code for each sensor node,
• a decoder for the fusion center.
We now provide the mathematical definitions for each element.
Definition 1 (Sources): Each sensor node (indexed by m ∈ [1 : M ]) observes a length-k vector of source symbols
sm = (sm[1], · · · , sm[k]) ∈ [0 : q − 1]k which are independently drawn from the probability mass function (PMF)
pSm , where q ≥ 2. We assume independent source distributions, i.e., pS1,S2,··· ,SM =
∏M
m=1 pSm .
In this paper, we are interested in the following two network models. We assume a full-duplex scenario in which
each node can transmit and receive simultaneously.
Definition 2 (Collocated Linear Finite Field Network): The channel is discrete memoryless and governed by a
conditional PMF
pY[0:M]|X[1:M](y[0:M ]|x[1:M ]) =
M∏
i=0
pY |W (yi|wi) , (1)
where
Wi =
⊕
m∈[1:M ]\{i}
Xm, (2)
with X[1:M ] ∈ FMp and Y[0:M ] ∈ FM+1p . Note that we assume that each multiple-access component follows the same
channel law pY |W . An illustration of the collocated linear finite field network is given in Figure 1. For convenience,
let pW ∗ be one distribution achieving maxpW I(W ;Y ).
Definition 3 (Collocated Gaussian Network): Each node i ∈ [0 : M ] observes a noisy linear combination of the
transmit signals through the memoryless channel
yi =
∑
m∈[1:M ]\{i}
xm + zi, (3)
where x[1:M ] ∈ RM and the elements of z[0:M ] are independently drawn from N (0, 1). An illustration of the
collocated Gaussian network is given in Figure 2.
The fusion center wishes to compute a symbol-by-symbol function of the M sources. In this paper, we consider
the class of type-threshold functions, which is a subclass of symmetric functions.
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Fig. 2. Function computation in the collocated Gaussian network. Each node observes a noisy linear combination of transmit signals from
all other nodes. To avoid clustering of lines, the figure only shows the situation of the fusion center and sensor node m.
Definition 4 (Symmetric Function): Let Λ be a finite alphabet. A function f : [0 : q − 1]M → Λ is called
symmetric if
f(sσ(1), sσ(2), · · · , sσ(M)) = f(s1, s2, · · · , sM ), (4)
for every permutation σ on [1 : M ].
Definition 5 (Type, Frequency Histogram): The type (or frequency histogram) of a sequence s[1:M ] ∈ [0 : q−1]M
is a length-q vector b[0:q−1] with
bℓ :=
M∑
m=1
1{sm=ℓ}. (5)
The bℓ is termed frequency of ℓ.
Definition 6 (Type-Threshold Function): Let Λ be a finite alphabet. Let {fM}M∈Z+ be a sequence of symmetric
functions, where fM : [0 : q − 1]M → Λ satisfies
fM(s1, s2, · · · , sm, 0, · · · , 0) = fm(s1, s2, · · · , sm), (6)
for all m ∈ [1 : M ]. We say that the sequence {fM}M∈Z+ belongs to the class of type-threshold functions if there
exists a non-negative integer vector θ[0:q−1] and a function g : [0 : θ0] × [0 : θ1] × · · · × [0 : θq−1] → Λ such that
for all M ∈ Z+,
fM(s1, s2, · · · , sM ) = g(b0, · · · , bq−1), (7)
where bℓ := min {θℓ, bℓ} for all ℓ ∈ [0 : q−1]. The vector θ[0:q−1] is called threshold vector and bℓ is called clipped
frequency of ℓ. In the sequel, we will simply write f and the number of arguments M will be clear from context.
Some common instances of type-threshold functions are
1) the maximum, with a threshold vector (0, 1, · · · , 1);
2) the number of distinct elements, with a threshold vector (1, 1, · · · , 1);
3) the average of the ℓ largest values, with a threshold vector (0, ℓ, · · · , ℓ);
4) the frequency indicator 1{∃m∈[1:M ] s.t. sm=ℓ}, with a threshold vector (0, · · · 0, 1, 0, · · · , 0) (the 1 is on the ℓ-th
position);
5) the list of heavy hitters {ℓ ∈ [0 : q − 1]|bℓ ≥ T}, with a threshold vector (T, T, · · · , T ).
Note that while the average of the ℓ largest values is a type-threshold function, the average 1M
∑M
m=1 sm is not.
In the following, we give the definitions of code, rate, and capacity for the problem of function computation.
Definition 7 (Computation Code): A (k, n) block code for function computation is defined as
• (Sensor Node Encoding) At time i ∈ [1 : n], sensor node m ∈ [1 : M ] broadcasts xm[i] = E(i)m
(
sm,y
i−1
m
)
.
• (Fusion Center Decoding) The fusion center estimates fˆ (s1, · · · , sM ) = D (y0).
5Here yi−1m denotes the length-(i− 1) vector containing the first i− 1 elements of ym. If the computation code is
for collocated Gaussian networks, it is additionally required that each transmit signal satisfies the average power
constraint P , i.e., 1n‖xm‖2 ≤ P .
Definition 8 (Computation Rate): We say that a computation rate R := kn for function f is achievable if there
exists a sequence of (k, n) computation codes such that the probability of error
P
(n)
e := P
(
fˆ (s1, · · · , sM ) 6= f (s1, · · · , sM )
)
(8)
converges to zero as n tends to infinity. Note that the computation rate is the number of reliably computed functions
per channel use.
Definition 9 (Computation Capacity): The computation capacity C is the supremum over all achievable compu-
tation rates.
III. ROUND-ROBIN BROADCAST WITH INTERACTIVE SOURCE CODING
The interactive round-robin approach follows from the framework of interactive source coding [2]. The whole
communication consists of N rounds, where N ≥M . Fix a mapping κ : [1 : N ]→ [1 : M ]. In each round (indexed
by ℓ ∈ [1 : N ]), only sensor node κ(ℓ) is activated. The activated sensor κ(ℓ) quantizes the length-k source vector
sκ(ℓ) into a length-n vector vℓ with side information v[1:ℓ−1] received in previous rounds and then broadcasts
this common description vℓ to all other nodes in the network. After N rounds, the fusion center computes the
desired function based on the received N descriptions. The minimum source coding rate for function computation
is characterized in [2, Corollary 1], which is stated in the following theorem.1
Theorem 1 (Ma, Ishwar, and Gupta): For all N ≥ M , the minimum source coding rate for computation of the
function f is
min
pV[1:N ]|S[1:M]
I(S[1:M ];V[1:N ]), (9)
where pV[1:N ]|S[1:M] satisfies
1) H(f(S[1:M ])|V[1:N ]) = 0,
2) Vℓ ↔ (V[1:ℓ−1], Sκ(ℓ))↔ S[1:M ]\{κ(ℓ)} forms a Markov chain, where κ(ℓ) ∈ [1 : M ].
Remark 1: The cardinalities of the alphabets of the descriptions V[1:N ] can be upper bounded by functions of q
and N without changing the minimum source coding rate for computation of the function f . Although we focus
on type-threshold functions in this paper, the interactive round-robin approach is applicable to any function of
independent discrete sources.
Note that
I(S[1:M ];V[1:N ]) =
N∑
ℓ=1
I(Sκ(ℓ);Vℓ|V[1:ℓ−1]) (10)
and intuitively we can interpret I(Sκ(ℓ);Vℓ|V[1:ℓ−1]) as the source coding rate of Vℓ. For convenience, let pV ∗[1:N ]|S[1:M]
be one distribution achieving (9) and let V ∗[1:N ] be the corresponding induced random variables.
Based on the framework of interactive source coding, we extend the achievability of the interactive round-robin
approach to collocated linear finite field networks and collocated Gaussian networks. The basic idea is: First convert
the networks into bit pipes with broadcast using capacity-achieving codes for point-to-point channels and then apply
the interactive source coding.
A. Collocated Linear Finite Field Networks
Proposition 1: In the collocated linear finite field network, any computation rate R satisfying
R <
I(W ∗;Y )
I(S[1:M ];V
∗
[1:N ])
(11)
is achievable.
1For a formal definition, we refer the readers to Definition 1 and 2 in [2].
6Proof: Denote by nℓ the number of time slots assigned to transmit the length-k vector v∗ℓ . We first compress
the v∗ℓ into kI(Sκ(ℓ);V ∗ℓ |V ∗[1:ℓ−1]) bits and then apply a point-to-point capacity-achieving code for channel pY |W .
In round ℓ ∈ [1 : N ], the vector v∗ℓ sent by node κ(ℓ) can be decoded at all nodes with vanishing probability of
error as nℓ increases if
kI(Sκ(ℓ);V
∗
ℓ |V ∗[1:ℓ−1]) < nℓI(W ∗;Y ). (12)
After receiving the vectors v∗[1:N ], the fusion center can deduce the desired function as guaranteed by Theorem 1.
Thus, by setting nℓ >
kI(Sκ(ℓ);V ∗ℓ |V ∗[1:ℓ−1])
I(W ∗;Y ) for all ℓ ∈ [1 : N ], we can achieve any computation rate R satisfying
R =
k∑N
ℓ=1 nℓ
<
I(W ∗;Y )
I(S[1:M ];V
∗
[1:N ]
)
, (13)
where we used (10).
B. Collocated Gaussian Networks
Denote by Jm = {ℓ ∈ [1 : N ]
∣∣κ(ℓ) = m} the rounds in which node m is activated. Then, we have the following
proposition.
Proposition 2: In the collocated Gaussian network, any computation rate R satisfying
R < min
ℓ∈[1:N ]
αℓ
2 log(1 + Pℓ)
I(Sκ(ℓ);V
∗
ℓ |V ∗[1:ℓ−1])
(14)
is achievable, where αℓ ≥ 0 and Pℓ ≥ 0 satisfying
∑
ℓ∈[1:N ] αℓ = 1 and
∑
ℓ∈Jm αℓPℓ ≤ P for all m ∈ [1 : M ].
Proof: Denote by nℓ the number of time slots assigned to transmit the length-k vector v∗ℓ and by Pℓ the
corresponding transmit power. To satisfy the average power constraint, we must have for all m ∈ [1 : M ],∑
ℓ∈Jm
nℓPℓ ≤ nP. (15)
We first compress the v∗ℓ into kI(Sκ(ℓ);V ∗ℓ |V ∗[1:ℓ−1]) bits and then apply a capacity-achieving code for the point-
to-point Gaussian channel. In round ℓ ∈ [1 : N ], the vector v∗ℓ can be decoded at all nodes with vanishing probability
of error as nℓ increases if
kI(Sκ(ℓ);V
∗
ℓ |V ∗[1:ℓ−1]) < nℓ
1
2
log(1 + Pℓ). (16)
Then, we have
R =
nℓ
n
k
nℓ
<
nℓ
n
1
2 log(1 + Pℓ)
I(Sκ(ℓ);V
∗
ℓ |V ∗[1:ℓ−1])
(17)
for all ℓ ∈ [1 : N ]. Denoting αℓ = nℓ/n, any computation rate
R < min
ℓ∈[1:N ]
αℓ
2 log(1 + Pℓ)
I(Sκ(ℓ);V
∗
ℓ |V ∗[1:ℓ−1])
(18)
is achievable, where
∑
ℓ∈[1:N ] αℓ = 1 and
∑
ℓ∈Jm αℓPℓ ≤ P for all m ∈ [1 : M ].
If there is no power control, i.e., setting Pℓ = P and αℓ =
I(Sκ(ℓ);V ∗ℓ |V ∗[1:ℓ−1])
I(S[1:M];V ∗[1:N ])
in (14), then we have
R <
1
2 log(1 + P )
I(S[1:M ];V
∗
[1:N ])
. (19)
On the other hand, the following theorem shows an upper bound for the interactive round-robin approach in the
collocated Gaussian network.
7Theorem 2: In the collocated Gaussian network, any computation rate R achieved by the interactive round-robin
approach must satisfy
R ≤
1
2 log(1 +MP )
I(S[1:M ];V
∗
[1:N ]
)
. (20)
Proof: We refer to Appendix A for the proof.
Remark 2: In general, the upper bound (20) cannot be achieved by optimizing over α[1:N ] and P[1:N ] in (14)
alone and an optimization over all distributions achieving (9) is necessary. A sufficient condition to achieve (20) is
that
1) N is divisible by M ,
2) I(Sκ(ℓ);V ∗ℓ |V ∗[1:ℓ−1]) = 1N I(S[1:M ];V ∗[1:N ]) for all ℓ ∈ [1 : N ].
Then, the upper bound can be achieved by setting αℓ = 1N and Pℓ =MP for all ℓ ∈ [1 : N ].
IV. DESCRIPTIONS OF THE CLIPPED FREQUENCIES
In Theorem 1, the auxiliary random variables {Vℓ} describing the desired function are generated and transmitted
one by one in each round. Therefore, Theorem 1 presumes a round-robin approach and its extension to collocated
broadcast–superposition networks can only explore the broadcast property but not the superposition property. In
this section, we propose another set of auxiliary random variables {U (ℓ)m } serving as important building blocks
of the proposed multi-round group broadcast which is elaborated in the next section. Intuitively, we want to use
the superposition property to somehow merge the descriptions so that the amount of information received at the
receivers is reduced but still enough to deduce the desired function.
A simple first attempt is to generalize the descriptions in Theorem 1: Fix N ∈ Z+. Consider the descriptions
{V (ℓ)m }m∈[1:M ],ℓ∈[1:N ] satisfying
1) H(f(S[1:M ])|U[1:N ]) = 0,
2) V (ℓ)m ↔ (U[1:ℓ−1], Sm)↔ S[1:M ]\{m} forms a Markov chain,
where
Uℓ =
M∑
m=1
V (ℓ)m , (21)
in which the superposition is embedded. Note that if we set V (ℓ)m = 0 for all m ∈ [1 : M ]\{κ(ℓ)}, then we recover
the descriptions in Theorem 1. These descriptions are very general but seem hard to analyze. Instead, we next
propose a more constrained set of auxiliary random variables (descriptions). Not only can these descriptions be
analyzed, they also have a natural operational meaning.
Rather than generating descriptions directly for the desired type-threshold function, we construct descriptions for
the clipped frequencies. The reasons are twofold. First, the clipped frequencies contain all the information needed
to deduce the desired type-threshold function. Second, as can be seen in (5), the clipped frequencies are sums
of indicators with a clipping. Thus, the indicators can serve as descriptions and the addition can play the role of
merge, which is naturally matched with the superposition property of broadcast–superposition networks. In order to
reduce the entropy of the descriptions, it might be unwise to attain the whole frequency and then do the clipping.
Instead, we consider a recursive approach: Update only a partial sum of indicators and perform the clipping on a
regular basis. Now come the details.
First, for each ℓ ∈ [0 : q− 1], we attribute a partition of [1 : M ]: A(ℓ)1 , · · · ,A(ℓ)Jℓ , which satisfies that 1) A
(ℓ)
j 6= ∅
for all j, 2) ⋃j A(ℓ)j = [1 : M ], 3) A(ℓ)i ⋂A(ℓ)j = ∅ for all i 6= j. The sensors with index in the same set A(ℓ)m form
a group. Note that the formation of the groups can be different for each ℓ. Each group is responsible for a partial
sum of indicators.
Denote by U (ℓ)1 , U
(ℓ)
2 , · · · the descriptions of the clipped frequency Bℓ, ℓ ∈ [0 : q − 1]. Then, the descriptions of
the clipped frequency Bℓ is defined by the following recursion
U (ℓ)m = U
(ℓ)
m−1 +
∑
i∈A(ℓ)m
1{U (ℓ)m−1<θℓ}
⋂{Si=ℓ}, (22)
8for all m ∈ [1 : Jℓ], where U (ℓ)0 = 0. As can be seen,
∑
i∈A(ℓ)m 1{Si=ℓ} is the partial sum of indicators just mentioned
and the event {U (ℓ)m−1 < θℓ} plays the role of clipping. Note that U (ℓ)[1:Jℓ] are random variables induced by the sources
S[1:M ]. It is clear that the clipped frequency Bℓ is equal to min{U (ℓ)Jℓ , θℓ} and thus the fusion center can deduce
the desired function once it learns all descriptions
(
U
(0)
[1:J0]
, U
(1)
[1:J1]
, · · · , U (q−1)[1:Jq−1]
)
.
A. Entropy of Descriptions
As will be clear in Section V, the entropy of the descriptions
(
U
(0)
[1:J0]
, U
(1)
[1:J1]
, · · · , U (q−1)[1:Jq−1]
)
determines the
achievable computation rate of the proposed scheme and we want this entropy to be as small as possible. In
particular, we are interested in how this entropy scales as the number of sensors increases since it directly affects
the scaling law of the achievable computation rate. Since the entropy of the descriptions is governed by the chosen
partitions, the goal is to characterize a pattern of partitions which results in a bounded entropy as the number
of sensors increases. For this, we will consider different distribution ensembles, which are families of probability
distributions {pS1pS2 · · · pSM}M∈Z+ . Let us start with an example.
Example 1 (Binary Maximum): Assume that Sm ∈ {0, 1} for all m ∈ [1 : M ]. The binary maximum is defined
as Smax := maxS[1:M ]. Intuitively, if we know that one sensor observes a value of one, then the function value
can already be determined even though the observations at other sensors are unknown. Note that (θ0, θ1) = (0, 1)
is a valid threshold vector of the binary maximum and thus U (0)m = 0 for all m.
We consider independent and identically distributed (i.i.d.) ensembles with Bernoulli(β), where 0 < β < 1 and
β might depend on M . For convenience, we use the term a-partition, where a ∈ [1 : M ], to refer to any partition
satisfying |Aj | = a for all j ∈ [1 : J − 1] and |AJ | = M − (J − 1)a, where J = ⌊M/a⌋. The entropy of the
descriptions U (1)[1:J1] under a-partitions can be evaluated as
H
(
U
(1)
[1:J1]
)
(a)
=
J1∑
m=1
H
(
U (1)m
∣∣U (1)m−1) (23)
(b)
=
J1∑
m=1
P(U
(1)
m−1 = 0)H
(
U (1)m
∣∣U (1)m−1 = 0) (24)
(c)
=
1− (1− β)(J1−1)a
1− (1− β)a H(Qa) + (1− β)
J1−1H(QM−(J1−1)a) (25)
where Qm ∼ Binomial(m,β), (a) follows from the independence of S[1:M ], (b) follows since U (1)m conditioned
on {U (1)m−1 ≥ 1} is deterministic, and (c) follows since P
(
U
(1)
m−1 = 0
)
= (1 − β)(m−1)a, H
(
U
(1)
m
∣∣U (1)m−1 = 0) =
H
(∑
i∈A(ℓ)m 1{Si=1}
)
, and
∑
i∈A(ℓ)m 1{Si=1} ∼ Binomial(|A
(ℓ)
m |, β).
Now we discuss about the following three cases.
1) i.i.d. Bernoulli(c), where c ∈ (0, 1) is a constant independent of M
If we fix a = 1, then (25) becomes
H
(
U
(1)
[1:J1]
)
=
1
c
(1− (1− c)(M−1))h2(c) −→
M→∞
h2(c)
c
. (26)
For this ensemble, the simple one-at-a-time approach gives a bounded entropy of descriptions as M increases. By
contrast, if we substitute a = M into (25), then H
(
U
(1)
[1:J1]
)
= H(QM ) = Θ(logM). Thus, the M -partition fails
to achieve a bounded entropy of descriptions.
2) i.i.d. Bernoulli( 1M )
If we fix a = M , then (25) becomes
H
(
U
(1)
[1:J1]
)
= H(QM )
(a)
≤ 1
2
log
(
2πe
(
1 +
1
12
))
≈ 2.1, (27)
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(
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ensemble under various partitions.
where (a) follows from [6, Theorems 7 and 8] and [7, equation (1)]. Thus, for this ensemble, the M -partition
achieves a bounded entropy of descriptions as M increases. By contrast, if the 1 partition is applied, then
H
(
U
(1)
[1:J1]
)
= M
(
1−
(
1− 1
M
)(M−1))
h2
(
1
M
)
≥ 1
2
logM. (28)
Thus, the 1-partition fails to achieve a bounded entropy of descriptions.
3) i.i.d. Bernoulli
(
1√
M
)
Figure 3 plots H
(
U
(1)
[1:J1]
)
for the 1-partition, the
√
M -partition, and the M -partition. As can be seen, as M
increases, only the
√
M -partition achieves a bounded entropy of descriptions, which will be proved in Lemma 1.
As shown in the above example, different distribution ensembles require different partitions to achieve a bounded
entropy of descriptions. The following lemma shows the existence of partitions that guarantee a bounded entropy
of descriptions for any type-threshold function when the sources are independent.
Lemma 1: Fix a threshold vector θ[0:q−1] and a joint PMF pS1 · · · pSM . For each ℓ ∈ [0 : q − 1], there exists a
partition such that
H
(
U
(ℓ)
[1:Jℓ]
)
<
5
2
log(1 + θℓ) + 12. (29)
Proof: We refer to Appendix B for the proof.
Using Lemma 1, we can upper bound the entropy of descriptions
(
U
(0)
[1:J0]
, U
(1)
[1:J1]
, · · · , U (q−1)[1:Jq−1]
)
achieved by the
optimum partitions as
H
(
U
(0)
[1:J0]
, U
(1)
[1:J1]
, · · · , U (q−1)[1:Jq−1]
)
≤ 12q + 5
2
q−1∑
ℓ=0
log(1 + θℓ), (30)
which is independent of the number of sensors.
B. Tailoring to the Maximum Function
The descriptions introduced in (22) are a general framework for every type-threshold function. However, for many
functions, it is unnecessary to acquire specific values of all clipped frequencies so as to deduce the function value.
The simplest example is the frequency indicators for which we only care about one single frequency. Yet another
example is the maximum function. If we directly use (22), then we need to convey (q− 1) clipped frequencies and
the entropy of their descriptions is upper bounded by Θ(q) as shown in (30). However, once all nodes learn that
bℓ = 1, then the values of b[0:ℓ−1] are irrelevant since the maximum must be larger than or equal to ℓ.
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In this subsection, we consider an adaptation of the descriptions for the maximum function based on the binary
search algorithm. Fix ⌈log q⌉ partitions: A(ℓ)
[1:Jℓ]
, ℓ ∈ [1 : ⌈log q⌉]. For each ℓ, define the recursion
U˜ (ℓ)m = U˜
(ℓ)
m−1 +
∑
i∈A(ℓ)m
1{U˜ (ℓ)m−1=0}
⋂{Si≥Dℓ}, (31)
where
Dℓ =


q
2ℓ

1 + ℓ−1∑
j=1
1{U˜ (j)Jj >0}
2ℓ−j



 (32)
is the midpoint in the ℓ-th stage of the binary search. For example, D1 = ⌈ q2⌉, D2 ∈ {⌈ q4⌉, ⌈3q4 ⌉}, D3 ∈
{⌈ q8⌉, ⌈3q8 ⌉, ⌈5q8 ⌉, ⌈7q8 ⌉}, and so on. Note that min{D⌈log q⌉, q} = maxS[1:M ]. Therefore, the fusion center can
deduce the maximum once it learns the sequence
(
U˜
(1)
[1:J1]
, U˜
(2)
[1:J2]
, · · · , U˜ (⌈log q⌉)[1:J⌈log q⌉]
)
. Since the proof of Lemma 1
still follows after replacing P(Si = ℓ) by P(Si ≥ Dℓ) and substituting θℓ = 1, the entropy H(U˜ (ℓ)[1:Jℓ]) can be upper
bounded by a constant. Thus, the entropy of the descriptions for the maximum function is reduced from Θ(q) to
Θ(log q).
V. MULTI-ROUND GROUP BROADCAST
In this section, we elaborate our developed coding scheme multi-round group broadcast. In brief, the multi-
round group broadcast conveys the descriptions of clipped frequencies introduced in Section IV over the collocated
networks with broadcast and superposition properties. Before going into the details, we first give a high level
summary. To explain the main idea, it suffices to consider one of the clipped frequencies ℓ. Let the threshold θℓ
and the partition A(ℓ)[1:Jℓ] be fixed. The operations given below are performed symbol-wise.
Before transmission, each node sets up a counter with initial value zero. There are totally Jℓ rounds. In round
m ∈ [1 : Jℓ], all nodes in A(ℓ)m are activated and broadcast the indicator “ℓ is observed”. The transmitted indicators
are superimposed by the channel. Then, every node decodes the arithmetic sum of the indicators and increment the
counter by the corresponding value. If the value of every counter reaches or exceeds the threshold θℓ, then every
node learns the clipped frequency bℓ = θℓ and we can jump directly to the next frequency; otherwise, we move on
to the next round.
A. Computation in Collocated Linear Finite Field Networks
In this subsection, we formally describe the proposed multi-round group broadcast in collocated linear finite field
networks. Let the partitions {A(ℓ)m } be fixed. In the m-th round of the transmission of bℓ, where m ∈ [1 : Jℓ], the
activated group A(ℓ)m cooperatively informs all nodes of a length-k vector u(ℓ)m with entries
u(ℓ)m [j] = u
(ℓ)
m−1[j] +
∑
i∈A(ℓ)m
1{u(ℓ)m−1[j]<θℓ}
⋂{si[j]=ℓ} (33)
for j ∈ [1 : k]. Since all nodes learn u(ℓ)m−1 in the previous round, the activated group only needs to cooperatively
broadcast the arithmetic sum of indicators in (33).
The problem of computing an arithmetic sum in a linear finite field multiple access channel (MAC) remains
open in general, but if pY |W is symmetric (see Definition 13 in [8]), the linear computation coding [8] achieves
the computation capacity. The coding scheme can be easily extended to the case when the same side information
is available at all nodes.
Theorem 3 (Nazer and Gastpar): Let g be an Fp-linear function. Assume that all receivers observe side infor-
mation V . Then, any computation rate R satisfying
R <
I(W ;Y )
H(g(S[1:M ])|V )
(34)
is achievable in the collocated linear finite field network, where I(W ;Y ) is evaluated using a uniform distribution
on Fp.
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If we restrict that |A(ℓ)m | < p, for all ℓ,m, then each partial sum of indicators is an Fp-linear function and we have
the following achievability for computation of type-threshold functions.
Theorem 4: Consider computation of a type-threshold function with threshold vector θ[0:q−1] in the collocated
linear finite field network. For each ℓ ∈ [0 : q− 1], fix a partition satisfying max
m
|A(ℓ)m | < p. Then, any computation
rate R satisfying
R <
I(W ;Y )
H
(
U
(0)
[1:J0]
, U
(1)
[1:J1]
, · · · , U (q−1)[1:Jq−1]
) , (35)
is achievable, where the {U (ℓ)m } are given by (22) and I(W ;Y ) is evaluated using a uniform distribution on Fp.
Proof: It suffices to show that each length-k vector u(ℓ)m (see (33)) can be decoded reliably with high probability
if the number of assigned time slots n(ℓ)m satisfies that
n(ℓ)m >
kH
(
U
(ℓ)
m
∣∣∣U (0)[1:J0], U (1)[1:J1], · · · , U (ℓ)[1:m−1]
)
I(W ;Y )
, (36)
since then summing up all required time slots and noticing that R = k∑q−1
ℓ=0
∑Jℓ
m=1 n
(ℓ)
m
establishes (35).
Upon transmission of u(ℓ)m , the side information (u(0)[1:J0],u
(1)
[1:J1]
, · · · ,u(ℓ)[1:m−1]) is available at all nodes. We apply
Theorem 3 by setting V = (U (0)[1:J0], U
(1)
[1:J1]
, · · · , U (ℓ)[1:m−1]) and
g(S[1:M ]) =
∑
i∈A(ℓ)m
1{U (ℓ)m−1<θℓ}
⋂{Si=ℓ}. (37)
Then, (36) is established from the fact that H(U (ℓ)m |V ) = H(g(S[1:M ])|V ).
Applying the upper bound (30) to Theorem 4, we have the following corollary.
Corollary 1: Consider the collocated linear finite field network with M sensors, where M < p. Given any
type-threshold function with threshold vector θ[0:q−1], any computation rate R satisfying
R <
I(W ;Y )
12q + 52
∑q−1
ℓ=0 log(1 + θℓ)
, (38)
can be achieved by the multi-round group broadcast, where I(W ;Y ) is evaluated using a uniform distribution on
Fp.
Essentially, Corollary 1 says that when the field order is much larger than the number of sensors, i.e., p ≫ M ,
then the achievable computation rate of every type-threshold function by the multi-round group broadcast will be
affected little when the number of sensors increases.
B. Computation in Collocated Gaussian Networks
In this subsection, we formally describe the proposed multi-round group broadcast in collocated Gaussian net-
works. We first transform the collocated Gaussian network into a collocated linear finite field network. Specifically,
we apply the compute-and-forward framework [9] to transform the Gaussian MAC in (3) with n channel uses into
the following length-t deterministic linear finite field MAC over Fp:
y′i =
⊕
m∈A\{i}
x′m, (39)
for all i ∈ [0 : M ], where A ⊆ [1 : M ] and x′m ∈ Ftp. Applying Theorem 4 in [9] to (3) by setting ai = (1, 1, · · · , 1)
for all i ∈ [0 : M ], we have the following theorem.
Theorem 5 (Nazer and Gastpar): Fix A ⊆ [1 : M ]. Let x′A be independently and uniformly drawn from Ftp. In
the collocated Gaussian network, if limn→∞ np = 0 and
t log p
n
<
1
2
log+
(
1
|A| + P
)
, (40)
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then for all i ∈ [0 : M ], y′i =
⊕
m∈A\{i} x
′
m can be computed reliably with vanishing probability of error as n
increases.
The condition limn→∞ np = 0 implies that this transformation leads to a linear finite field network with unbounded
field order.2 This feature matches the multi-round group broadcast since for p large enough, any arithmetic sum with
finite support becomes a modulo-p sum, i.e., an Fp-linear function. Therefore, in collocated Gaussian networks, we
can apply the multi-round group broadcast without any restriction on the partition of sensors [1 : M ].
One main difference between the Gaussian model and the linear finite field model is the availability of power
control in the Gaussian model. Specifically, since the power constraint is imposed as an average over long time
horizons, each group can use larger transmit power during its active time period by accumulating power in its
non-active time period.
Theorem 6: Consider computation of a type-threshold function with threshold vector θ[0:q−1] in the collocated
Gaussian network. Fix a partition A(ℓ)[1:Jℓ] for each ℓ ∈ [0 : q − 1]. Then, for any values α
(ℓ)
m ≥ 0 and P (ℓ)m ≥ 0
satisfying
∑q−1
ℓ=0
∑Jℓ
m=1 α
(ℓ)
m ≤ 1 and
∑
(ℓ,m) s.t. i∈A(ℓ)m α
(ℓ)
m P
(ℓ)
m ≤ P for all i ∈ [1 : M ], any computation rate R
satisfying
R < min
ℓ∈[0:q−1]
min
m∈[1:Jℓ]
α(ℓ)m
2 log
+
(
1
|A(ℓ)m | + P
(ℓ)
m
)
H
(
U
(ℓ)
m(Qℓ)
∣∣∣U (0)[1:J0], U (1)[1:J1], · · · , U (ℓ)[1:m(Qℓ)−1], Q[0:q−1]
) (41)
is achievable, where
U
(ℓ)
m(Qℓ)
= U
(ℓ)
m(Qℓ)−1 +
∑
i∈A(ℓ)m
1{U (ℓ)
m(Qℓ)−1
<θℓ}⋂{Si=ℓ}, (42)
U
(ℓ)
0 = 0, m(Qℓ) := ((m+Qℓ − 1) mod Jℓ) + 1, and Qℓ ∼ Uniform([0 : Jℓ − 1]).
Proof: Draw Qℓ uniformly at random from [1 : Jℓ] for each ℓ ∈ [0 : q − 1]. All nodes agree upon Q[0:q−1]
before transmission. During the transmission of the descriptions of the clipped frequency bℓ, the transmission order
is Qℓ + 1, Qℓ + 2, · · · , Jℓ, 1, 2, · · · , Qℓ. Assuming that (u(0)[1:J0],u
(1)
[1:J1]
, · · · ,u(ℓ)[1:m(Qℓ)−1]) are successfully decoded
at all nodes, we consider the transmission of u(ℓ)m(Qℓ) by sensor node m. Denote by n
(ℓ)
m and P (ℓ)m the number of
assigned time slots and the transmit power, respectively. Let n denote the total block length. Clearly, we must have3
q−1∑
ℓ=0
Jℓ∑
m=1
n(ℓ)m ≤ n. (43)
Also, to satisfy the average power constraint, we must have for all i ∈ [1 : M ],∑
(ℓ,m) s.t. i∈A(ℓ)m
n(ℓ)m P
(ℓ)
m ≤ nP. (44)
If H
(
U
(ℓ)
m(Qℓ)
∣∣∣U (0)[1:J0], U (1)[1:J1], · · · , U (ℓ)[1:m(Qℓ)−1], Q[0:q−1]
)
= 0, we simply set n(ℓ)m = 0. In the following, we assume
that H
(
U
(ℓ)
m(Qℓ)
∣∣∣U (0)[1:J0], U (1)[1:J1], · · · , U (ℓ)[1:m(Qℓ)−1], Q[0:q−1]
)
> 0.
Setting p as the least prime number larger than n log n, the condition limn→∞ np = 0 is satisfied. Thus, Theorem
5 says that we can transform length-n(ℓ)m Gaussian MACs into length-t(ℓ)m deterministic linear finite field MACs over
Fp if
t(ℓ)m log p < n
(ℓ)
m
1
2
log+
(
1
|A(ℓ)m |
+ P (ℓ)m
)
. (45)
2We refer readers to [9, Appendix B] for details.
3Allowing n to be strictly larger enables bursty transmission so as to ensure a positive rate whenever P > 0.
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Setting n large enough, an arithmetic sum of indicators becomes Fp-linear. Thus, Theorem 3 says that u(ℓ)m(Qℓ) can
be computed reliably at all nodes using t(ℓ)m time slots if
kH
(
U
(ℓ)
m(Qℓ)
∣∣∣U (0)[1:J0], U (1)[1:J1], · · · , U (ℓ)[1:m(Qℓ)−1], Q[0:q−1]
)
< t(ℓ)m log p. (46)
Combining (45) and (46) leads to
R =
k
n
<
n
(ℓ)
m
n
1
2 log
+
(
1
|A(ℓ)m | + P
(ℓ)
m
)
H
(
U
(ℓ)
m(Qℓ)
∣∣∣U (0)[1:J0], U (1)[1:J1], · · · , U (ℓ)[1:m(Qℓ)−1], Q[0:q−1]
) . (47)
Finally, (41) is established after we substitute α(ℓ)m = n(ℓ)m /n into (43), (44), and (47) and minimize the right hand
side of (47) among all m ∈ [1 : Jℓ], ℓ ∈ [0 : q − 1].
Remark 3: Expression (42) is equivalent to saying that
U (ℓ)m = U
(ℓ)
m−1 +
∑
i∈A(ℓ)
m(M−Qℓ)
1{U (ℓ)m−1<θℓ}
⋂{Si=ℓ}. (48)
Next, we would like to gain insight into (41). The denominator of (41) can be upper bounded as
H
(
U
(ℓ)
m(Qℓ)
∣∣∣U (0)[1:J0], U (1)[1:J1], · · · , U (ℓ)[1:m(Qℓ)−1], Q[0:q−1]
)
(49)
≤H
(
U
(ℓ)
m(Qℓ)
∣∣∣U (ℓ)m(Qℓ)−1, Qℓ
)
(50)
=
1
Jℓ
Jℓ−1∑
d=0
H
(
U
(ℓ)
m(d)
∣∣∣U (ℓ)m(d)−1, Qℓ = d) (51)
=
1
Jℓ
Jℓ−1∑
d=0
H
(
U
(ℓ)
m(d)
∣∣∣U (ℓ)m(d)−1) . (52)
The following lemma shows the existence of partitions that guarantees (52) is bounded. Note that Lemma 1 is a
special case of Lemma 2 with d = 0.
Lemma 2: Fix a threshold vector θ[0:q−1] and a joint PMF pS1 · · · pSM . For each ℓ ∈ [0 : q − 1], there exists a
partition such that for any d ∈ [0 : Jℓ − 1],
Jℓ−1∑
m=0
H
(
U
(ℓ)
m(d)
∣∣∣U (ℓ)m(d)−1) < 52 log(1 + θℓ) + 12, (53)
where U (ℓ)m(d) is given by (42) with Qℓ = d.
Proof: We refer to Appendix B for the proof.
If we use Lemma 2 to lower bound the rate given in Theorem 6 (Equation (41)), we obtain the following corollary:
Corollary 2: Consider computation of a type-threshold function with threshold vector θ[0:q−1] in the collocated
Gaussian network. Any computation rate R satisfying
R < max
β∈(0,1]
β
2 log
+
(
1
M +
minℓ∈[0:q−1] Jℓ
β P
)
12q + 52
∑q−1
ℓ=0 log(1 + θℓ)
, (54)
can be achieved by the multi-round group broadcast, where J[0:q−1] are determined by the partition used in the
proof of Lemma 2.
Proof: First, combining Theorem 6, Expression (52), and Lemma 2 shows that any computation rate R satisfying
R < min
ℓ∈[0:q−1]
min
m∈[1:Jℓ]
α(ℓ)m
2 log
+
(
1
|A(ℓ)m | + P
(ℓ)
m
)
1
Jℓ
(
5
2 log(1 + θℓ) + 12
) (55)
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is achievable. Then, setting α(ℓ)m = βαℓ/Jℓ, P (ℓ)m = JℓP/β and noticing |A(ℓ)m | ≤M gives
R < min
ℓ∈[0:q−1]
βαℓ
2 log
+
(
1
M +
Jℓ
β P
)
5
2 log(1 + θℓ) + 12
, (56)
where αℓ ≥ 0,
∑q−1
ℓ=0 αℓ ≤ 1, and β ∈ (0, 1]. Finally, we set
αℓ =
5
2 log(1 + θℓ) + 12
12q + 52
∑q−1
i=0 log(1 + θi)
, (57)
and thus we have
R <
β
2 log
+
(
1
M +
minℓ∈[0:q−1] Jℓ
β P
)
12q + 52
∑q−1
i=0 log(1 + θi)
. (58)
The corollary is established after we maximize the right hand side of (58) over β ∈ (0, 1].
This corollary establishes two key facts. First, even if the number of sensors tends to infinity, the multi-ground
group broadcast still achieves a positive rate as long as P > 0. Second, depending on the source distribution, the
achievable computation rate can even increase with the number of sensors through the gain minℓ∈[0:q−1] Jℓ.
C. Scaling Law for the Number of Sensors and the Transmit Power: Binary Maximum
In this subsection, we study the interplay between the number of sensors and the transmit power in the collocated
Gaussian network. We consider the binary maximum function introduced in Section IV-A. For the interactive round-
robin approach, the achievable computation rate (20) can be further bounded by applying the first bound of Theorem
3 in [2] to the binary maximum:
R ≤
1
2 log(1 +MP )
Mh2(α) − (M − 1) (1− (1− α)M )h2
(
Mα
1−(1−α)M
−1
M−1
) . (59)
For the multi-round group broadcast, the rate expression (41) can be simplified as
R < min
m∈[1:J ]
1
2 log
+
(
1
|A(1)m | + JP
)
∑J−1
d=0 H
(
U
(1)
m(d)
∣∣∣U (1)m(d)−1) . (60)
Again, we consider the following three distribution ensembles.
1) i.i.d. Bernoulli(c), where c ∈ (0, 1) is a constant indepenent of M
In this ensemble, both the interactive round-robin approach and the multi-round group broadcast with the 1-
partition achieve the scaling law of Θ(logMP ). In general, the interactive round-robin approach achieves a higher
computation rate than the multi-round group broadcast restricted to the 1-partition since the latter is a special case
of the former.
2) i.i.d. Bernoulli( 1M )
In this ensemble, the interactive round-robin approach achieves the scaling law of Θ
(
logMP
logM
)
. By contrast, the
multi-round group broadcast with the M -partition achieves the scaling law of Θ(logP ).
3) i.i.d. Bernoulli
(
1√
M
)
Figure 4 plots the computation rates of the proposed multi-round group broadcast with the
√
M -partition and the
interactive round-robin approach at P = 20 dB. The figure shows that as M increases, the achievable computation
rate of the multi-round group broadcast grows logarithmically with M , while the interactive round-robin approach
achieves at most a constant rate. The reason that the computation rate can increase with M is that, for this ensemble
the upper bound (53) can be satisfied by using the √M -partition which results in an additional gain roughly √M .
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VI. UPPER BOUND
In this section, we first provide a simple cut-set based upper bound on the computation capacity for arbitrary
functions and networks. Then, we specialize this upper bound for the collocated linear finite field network and
the collocated Gaussian network. In general, the derived upper bounds can not be matched by the achievabilities
presented in this paper. We remark that it might be possible to tighten the upper bounds by applying the converse
of interactive source coding for function computation [10].
Let Ω ⊆ [1 : M ] and Ωc := [1 : M ]\Ω. First, assume that a genie provides sΩc to all nodes. Given sΩc as side
information, the minimum source coding rate for computation of the function f should be at least H(f(S[1:M ])|SΩc).
Second, we treat sensor nodes in Ω as a supernode-Ω to which sΩ are available. Also, we treat sensor nodes in Ωc
and the fusion center as supernode-{0}⋃Ωc. Thus, the channel from the supernode-Ω to the supernode-{0}⋃Ωc
is a point-to-point multiple-input multiple-output (MIMO) channel in which the source–channel separation theorem
holds and feedback does not increase the capacity since the channel is memoryless. Therefore, following similar
lines in the proof of the cut-set bound [11, Theorem 15.10.1], the computation capacity of the function f is upper
bounded as
C ≤ max
pX[1:M]
min
Ω⊆[1:M ]
Ω 6=∅
I(XΩ;Y0, YΩc |XΩc)
H(f(S[1:M ])|SΩc)
, (61)
where the input distribution pX[1:M] might subject to some constraints depending on the network model.
Specializing (61) for the two network models considered in this paper, we have the following propositions.
Proposition 3: In the collocated linear finite field network, the computation capacity of the function f is upper
bounded as
C ≤ max
pW
min
Ω⊆[1:M ]
Ω 6=∅
I(W ;Y0, YΩc)
H(f(S[1:M ])|SΩc)
. (62)
Proof: The mutual information term in (61) can be upper bounded as
I(XΩ;Y0, YΩc |XΩc) = H(Y0, YΩc |XΩc)−H(Y0, YΩc |X[1:M ]) (63)
≤ H(Y0, YΩc)−H(Y0, YΩc |W,X[1:M ]) (64)
(a)
= H(Y0, YΩc)−H(Y0, YΩc |W ) (65)
= I(W ;Y0, YΩc) (66)
where W =
⊕M
m=1Xm and (a) follows the channel law (1). The proposition follows immediately.
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Proposition 4: In the collocated Gaussian network, the computation capacity of the function f is upper bounded
as
C ≤ max
K
min
Ω⊆[1:M ]
Ω 6=∅
1
2 log
(
1 + (M + 1− |Ω|)∑i,j[KXΩ|XΩc ]ij)
H(f(S[1:M ])|SΩc)
, (67)
where the matrix K is positive semidefinite with the (i, i) entry [K]ii ≤ P , i ∈ [1 : M ] and KXΩ|XΩc is the
conditional covariance matrix of XΩ given XΩc for X[1:M ] ∼ N (0,K).
Proof: Denote by K the covariance matrix of X[1:M ] with the (i, i) entry [K]ii ≤ P , i ∈ [1 : M ]. Applying
Theorem 19.1 in [12], the mutual information term in (61) can be upper bounded as
I(XΩ;YΩc |XΩc) ≤ 1
2
log
(
det
(
I+GKXΩ|XΩcG
T
)) (68)
=
1
2
log

1 + (M + 1− |Ω|)∑
i,j
[KXΩ|XΩc ]ij

 , (69)
where I is the (M + 1− |Ω|)× (M + 1− |Ω|) identity matrix, G is the (M + 1− |Ω|)× |Ω| all-one matrix, and
KXΩ|XΩc is the conditional covariance matrix of XΩ given XΩc . The equality holds if X[1:M ] ∼ N (0,K). Then,
the proposition follows immediately.
Example 2: Consider the computation of the binary maximum in the collocated Gaussian network. Assume
that the distribution ensemble is i.i.d. Bernoulli
(
1
M
)
. Recall that the interactive round-robin approach achieves the
scaling law of Θ
(
logMP
logM
)
, whereas the multi-round group broadcast with the M -partition achieves the scaling law
of Θ(log P ). If we just consider the cut Ω = [1 : M ], then the cut-set bound (67) can be simplified as
C ≤
1
2 log(1 +M
2P )
h2 ((1− 1/M)M ) . (70)
Thus, in this ensemble the scaling of the cut-set bound (67) is at most Θ(logMP ).
VII. CONCLUDING REMARKS
In this paper, we have developed a coding scheme for computation of type-threshold functions over networks
with the broadcast and superposition properties. The proposed coding scheme essentially decomposes a type-
threshold function into several linear functions, which can be reliably computed over multiple-access components
using computation codes. We showed that a careful scheduling of concurrent transmission is needed so as to have
a bounded entropy of the clipped frequencies as the number of sensors increases. In many cases, the proposed
multi-round group broadcast outperforms a combination of interactive source coding and point-to-point channel
codes.
The problem of type-threshold function computation over wireless networks remains unsolved. There are several
aspects that can be pushed forward based on this work. First, to improve the achievability, one can consider other
formulations of description which also explores the broadcast and superposition property of wireless networks. For
the converse, we believe that a statement similar to [2, Lemma 3] can be established which says that in order to
deduce the desired function, the fusion center must learn more than the function itself. Second, the multi-round
group broadcast works also for correlated sources and it is desirable to know whether a constant computation rate
independent of the number of sensors is still achievable. Finally, one can extend the multi-round group broadcast
to general broadcast–superposition networks with multiple access components governed by various channel laws
and requiring multi-hop communications.
APPENDIX A
AN UPPER BOUND FOR THE INTERACTIVE ROUND ROBIN
Before proving Theorem 2, we need the following two lemmas.
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Lemma 3: Consider the optimization problem
maximize min
i∈[1:N ]
θi
xi
(71)
subject to
N∑
i=1
xi = γ, (72)
xi > 0, i ∈ [1 : N ], (73)
where {θi} and γ are positive constants. An optimum solution is xi = γθi∑N
j=1 θj
for all i ∈ [1 : N ] and the attained
maximum is 1γ
∑N
j=1 θj .
Proof: First, by introducing an auxiliary variable r, the optimization problem can be reformulated as the
following:
maximize r (74)
subject to r ≤ θi
xi
, i ∈ [1 : N ], (75)
N∑
i=1
xi = γ, (76)
xi > 0, i ∈ [1 : N ].
It is easy to see that the optimum r∗ > 0. Notice that (75) and (76) imply that
γ =
N∑
i=1
xi ≤ 1
r∗
N∑
i=1
θi, (77)
and thus r∗ ≤ 1γ
∑N
i=1 θi. It can be easily checked that setting xi =
γθi∑
N
j=1 θj
for all i ∈ [1 : N ] attains the upper
bound.
Lemma 4: Let g(·) be a concave function defined on a real interval. Consider the optimization problem
maximize
N∑
i=1
g(yi) (78)
subject to
N∑
i=1
yi = γ, (79)
yi ≥ 0, i ∈ [1 : N ], (80)
where γ is a positive constant. The optimum solution is uniform, i.e., y1 = · · · = yN = γN .
Proof: Since g(·) is concave, ∑Ni=1 g(yi) is Schur-concave. Thus, using the fact that the uniform solution is
majorized by all feasible solutions, the maximum is attained by the uniform solution.
Now we are ready to prove Theorem 2.
Proof of Theorem 2: Recall that κ(·) is a mapping from [1 : N ] to [1 : M ]. Denote Ji = {ℓ ∈ [1 : N ]
∣∣κ(ℓ) = i}
for all i ∈ [1 : M ]. For all ℓ ∈ [1 : N ], let Pℓ and nℓ denote the transmit power and the number of time slots used
in round ℓ, respectively. To satisfy the average power constraint, we must have∑
ℓ∈Ji
nℓPℓ ≤ nP (81)
for all i ∈ [1 : M ], where n = ∑Nℓ=1 nℓ. For notational convenience, denote rℓ = I(Sκ(ℓ);V ∗ℓ |V ∗[1:ℓ−1]) for all
ℓ ∈ [1 : N ].
For each ℓ ∈ [1 : N ], the V ∗ℓ can be decoded reliably as k increases only if
k
nℓ
≤
1
2 log (1 + Pℓ)
rℓ
, (82)
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and thus the achievable computation rate must satisfy
R =
k
n
≤ min
ℓ∈[1:N ]
nℓ
n
1
2 log (1 + Pℓ)
rℓ
. (83)
For convenience, define αiℓ = nℓ∑
ℓ∈Ji
nℓ
and βi =
∑
ℓ∈Ji
nℓ
n for all i ∈ [1 : M ], ℓ ∈ [1 : N ]. Then, the achievable
computation rate can be upper bounded as
R ≤ min
i∈[1:M ]
min
ℓ∈Ji
nℓ
n
1
2 log (1 + Pℓ)
rℓ
(84)
(a)
≤
∑M
i=1
∑
ℓ∈Ji
nℓ
n
1
2 log (1 + Pℓ)∑N
ℓ=1 rℓ
(85)
=
∑M
i=1 βi
∑
ℓ∈Ji αiℓ
1
2 log (1 + Pℓ)
I(S[1:M ];V
∗
[1:N ])
(86)
(b)
≤
∑M
i=1 βi
1
2 log
(
1 +
∑
ℓ∈Ji αiℓPℓ
)
I(S[1:M ];V
∗
[1:N ])
(87)
(c)
≤
∑M
i=1 βi
1
2 log
(
1 + Pβi
)
I(S[1:M ];V
∗
[1:N ])
(88)
(d)
≤
1
2 log (1 +MP )
I(S[1:M ];V
∗
[1:N ])
(89)
where (a) follows from Lemma 3, (b) follows since the function log(1 + x) with x ≥ 0 is concave, (c) follows
from (81), and (d) follows from Lemma 4 and the fact that x log(1 + P/x) is a concave function of x.
APPENDIX B
BOUNDED ENTROPY OF THE DESCRIPTIONS OF THE CLIPPED FREQUENCIES AS M →∞
In this appendix, we provide a proof of Lemma 2 and then Lemma 1 will follow as a special case with d = 0.
Since the proof works universally for every clipped frequency bℓ, we drop all indices ℓ in the proof for simplicity.
Besides, with an abuse of notation, we denote pi := P(Si = ℓ) for all i ∈ [1 : M ]. For the proof of Lemma 2, we
need the following lemma, which upper bounds the entropy of the sum of independent Bernoulli random variables.
Lemma 5: Fix p[1:M ] ∈ [0 : 1]M . Let X[1:M ] be independent random variables, where Xi ∼ Bernoulli(pi) for all
i ∈ [1 : M ]. Then,
H
(
M∑
i=1
Xi
)
≤ 1
2
log
(
2πe
(
M∑
i=1
pi +
1
12
))
. (90)
Proof: First, applying Theorem 1 in [13], we have
H
(
M∑
i=1
Xi
)
≤ H
(
M∑
i=1
X i
)
, (91)
where X [1:M ] are i.i.d. Bernoulli(p) random variables and p = 1M
∑M
i=1 pi.
Notice that
∑M
i=1Xi ∼ Binomial(M,p). Let Y be a Poisson random variable with mean
∑M
i=1 pi. Then, we
have
H
(
M∑
i=1
X i
)
(a)
≤ H(Y ) (92)
(b)
≤ 1
2
log
(
2πe
(∑
i∈Am
pi +
1
12
))
, (93)
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where (a) follows from [6, Theorems 7 and 8] and (b) follows from [7, Expression (1)]. Finally, combining (91)
and (93), the inequality (90) is established.
Proof of Lemma 2: Without loss of generality, we assume θ ≤M since there are only M sensors. If θ = 0,
then Um = 0 for all m ∈ [1 : J ] and thus H
(
U[1:J ]
)
= 0. In the following, we consider the case 1 ≤ θ ≤ M .
Since the sources are independent, U1 ↔ · · · ↔ UJ forms a Markov chain. From now on, we consider a fixed
d ∈ [0 : J − 1].
First, consider the case
∑M
i=1 pi ≤ θ. In this case, we use the M -partition. Applying Lemma 5 by substituting
Xi with 1{Si=ℓ}, we have
H(U1) = H
(
M∑
i=1
1{Si=ℓ}
)
(94)
≤ 1
2
log
(
2πe
(
M∑
i=1
pi +
1
12
))
(95)
≤ 1
2
log
(
2πe
(
θ +
1
12
))
. (96)
Next, consider the case
∑M
i=1 pi > θ. Let the intervals [am−1 + 1 : am], m ∈ [1 : J ], satisfy 0 = a0 < · · · <
aJ = M ,
am−1∑
i=am−1+1
pi < θ ≤
am∑
i=am−1+1
pi, for m ∈ [1 : J − 1], (97)
and θ ≤
M∑
i=aJ−1+1
pi < 2θ. (98)
Note that for all m ∈ [1 : J − 1], since pam ≤ 1, (97) implies that
am∑
i=am−1+1
pi < θ + 1. (99)
Set Am =
[
am(d)−1 + 1 : am(d)
]
for all m ∈ [1 : M ], where m(d) = ((m+ d− 1) mod J) + 1.
Then, the entropy H
(
U[1:J ]
)
can be upper bounded as follows.
H
(
U[1:J ]
)
=
J∑
m=1
H(Um|U[1:m−1])
(a)
= H(U1) +
J∑
m=2
H(Um|Um−1) (100)
(b)
= H(U1) +
J∑
m=2
θ−1∑
j=0
P (Um−1 = j)H
(
Um
∣∣Um−1 = j) (101)
= H
(∑
i∈A1
1{Si=ℓ}
)
+
J∑
m=2
θ−1∑
j=0
P (Um−1 = j)H
(∑
i∈Am
1{Si=ℓ}
)
, (102)
where (a) follows since U1 ↔ · · · ↔ UJ forms a Markov chain and (b) follows since Um conditioned on {Um−1 ≥
θ} is deterministic.
Then, Lemma 5, (98), and (99) imply that if m(d) ∈ [1 : J − 1],
H
(∑
i∈Am
Xi
)
<
1
2
log
(
2πe
(
θ + 1 +
1
12
))
, (103)
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and if m(d) = J ,
H
(∑
i∈Am
Xi
)
<
1
2
log
(
2πe
(
2θ +
1
12
))
<
1
2
+
1
2
log
(
2πe
(
θ + 1 +
1
12
))
. (104)
Hence, (102) to (104) imply that
H
(
U[1:J ]
)
<
1
2
+
1
2
log
(
2πe
(
θ +
13
12
))1 + J∑
m=2
θ−1∑
j=0
P (Um−1 = j)

 (105)
<
1
2
+
1
2
log
(
2πe
(
θ +
13
12
))4 + J∑
m=5
θ−1∑
j=0
P (Um−1 = j)

 . (106)
Now we show that the double summation in (106) can be upper bounded by a constant independent of J and
θ. Denote S0 = ∅ and Sm =
⋃m
t=1At for all m ∈ [1 : J ]. For j ∈ [1 : |Sm−1|], P (Um−1 = j) = P (Y = j) where
Y ∼ Poisson Binomial(pSm−1). Denote by Fm the set of all subsets of Sm with j elements and let Ω∗m ∈ Fm be
the set of the j indices with the largest values of pi. Then, we have
P (Um−1 = j) =
∑
Ω∈Fm
∏
i∈Ω
pi
∏
t∈Sm−1\Ω
(1− pt) (107)
≤
∏
t∈Sm−1\Ω∗m
(1− pt)
∑
Ω∈Fm
∏
i∈Ω
pi (108)
(a)
≤

1− 1|Sm−1| − j
∑
t∈Sm−1\Ω∗m
pt


|Sm−1|−j ∑
Ω∈Fm
∏
i∈Ω
pi (109)
(b)
≤
(
1− (m− 1)θ − j|Sm−1| − j
)|Sm−1|−j ∑
Ω∈Fm
∏
i∈Ω
pi (110)
(c)
≤ (e−1)(m−1)θ−j ∑
Ω∈Fm
∏
i∈Ω
pi (111)
≤ eje−(m−1)θ 1
j!

 ∑
i∈Sm−1
pi


j
(112)
(d)
≤ eje−(m−1)θ (m(θ + 1))
j
j!
, (113)
where (a) follows since
∏
i xi is Schur-concave when all xi > 0, (b) follows from (97) and (98), (c) follows since(
1− ux
)x ≤ e−u for all x ≥ 1, and (d) follows from (98) and (99). Thus,
J∑
m=5
θ−1∑
j=0
P (Um−1 = j) ≤
J∑
m=5
θ−1∑
j=0
e−(m−1)θ
(me(θ + 1))j
j!
(114)
= e−9θ/4
J−4∑
m=0
θ−1∑
j=0
((m+ 5)e(θ + 1))j
j!
e−(m+7/4)θ (115)
(a)
≤ e−5θ/4θ (θ + 1)
θ
θ!
J−4∑
m=0
(m+ 5)θe−(m+7/4)θ (116)
(b)
≤ e−5θ/4θ (θ + 1)
θ
√
2πθ(θ/e)θ
J−4∑
m=0
(m+ 5)θe−(m+7/4)θ (117)
=
1√
2π
e−θ/4
√
θ
(
1 +
1
θ
)θ J−4∑
m=0
(
(m+ 5)e−m−7/4
)θ
(118)
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(c)
≤
√
e
π
J−4∑
m=0
(
(m+ 5)e−m−7/4
)θ
(119)
(d)
≤
√
e
π
∞∑
m=0
(m+ 5)e−m−7/4 < 1 (120)
where (a) follows since cjj! is an increasing function of j for all 0 ≤ j ≤ c, (b) follows from Strling’s formula,
(c) follows since √me−m/4 ≤ √2/e for all m ∈ Z+ and (1 + 1/x)x < e for all x > 0, and (d) follows since
(m + 5)e−m−7/4 < 1 for all m ≥ 0. Finally, we substitute (120) into (106) and then the theorem is established
after some straightforward simplification.
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