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Abstract
We study long-time asymptotic behavior of the current-valued processes on compact Rieman-
nian manifolds determined by the stochastic line integrals. Sample path large deviation estimates
are proved, which induce the law of the iterated logarithm as a corollary. As their application,
we give a probabilistic approach to the analysis on noncompact Abelian covering manifolds.
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1. Introduction
Asymptotic behaviors of the di2usion processes on Riemannian manifolds have
been one of the central problems on intersection of the probability theory and the
geometry. In this paper, along the course given by Ikeda (1985), Ikeda and Ochi
(1986) and Ochi (1985), we give several limit theorems formulated as large deviation
principles.
The essence of their approach is to regard the di2usion processes as semimartingales
which take values in the space of 1-currents with the aid of the stochastic line integrals.
When M is compact, it is proved in Ochi (1985) that there is a continuous process
{Xt}t¿0 taking values in the topological dual of the space of the smooth 1-forms such
that {Xt()}t¿0 realizes the stochastic line integral along  for every smooth 1-form 
(see Proposition 2.1 below).
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In this article, we study a large deviation principle for the current-valued process
{Xt}t¿0 and its martingale part {Yt}t¿0 in the framework above. For such current-valued
processes, the law of large numbers and the central limit theorem have already been
established in Ikeda (1985), Ikeda and Ochi (1986) and Ochi (1985) (see Theorems
2.2 and 2.4). The latter asserts that the family {X }¿0 or {Y }¿0 deAned below
converges in law as  → ∞. On the basis of these limit theorems, we introduce
our large deviation. Let us deAne another scaling g() so that lim→∞ g() =∞ and
lim→∞
√
=g() =∞. DeAne X˜  and Y˜  by X˜  := g()−1X  and Y˜  := g()−1Y .
Then, the law of {X˜ }¿0 or {Y˜ }¿0 satisAes the large deviation principle in the space
of current-valued continuous functions on [0;∞). For instance, the large deviation for
{Y˜ }¿0 asserts that there is a rate function L which satisAes
lim sup
→∞
1
g()2
log
(
sup
x∈M
Px[Y˜  ∈A]
)
6− inf
w∈ FA
L(w);
lim inf
→∞
1
g()2
log
(
inf
x∈M
Px[Y˜  ∈A]
)
¿− inf
w∈A◦
L(w)
for each Borel set A in the space of current-valued processes. This is our main theorem
(Theorem 2.5). Moreover, we give an explicit representation of the rate function, which
is very similar to that of the classical Schilder theorem for Brownian motion.
Our result is regarded as a generalization of Baldi’s (1991) work, which develops
a large deviation estimate associated with the stochastic homogenization of periodic
di2usions on Rd. As pointed out in Ochi (1985), the stochastic homogenization of
periodic di2usions on Rd follows from the central limit theorem of stochastic line
integrals on the torus. Other problems connected with our framework is also arranged
in Ikeda (1985), Ikeda and Ochi (1986) and Ochi (1985) and Manabe (1982). The
latter one has dealt with asymptotics of the winding number of di2usion paths.
The organization of the paper is as follows. In Section 2 we shall introduce the
precise formulation of our framework. We review the law of large numbers and the
central limit theorem, and state our main result. The proof is given in Section 3,
following the general theory of Baldi in large deviations. Section 4 is devoted to three
topics related to our results. As the Arst one, we shall give a comparison with Manabe’s
(1992) result which is the large deviation estimate in the same framework under the
di2erent scaling condition for g. The second one is the Strassen law of the iterated
logarithm, which is a standard application of sample path large deviation estimates.
By using it, we give a result sharper than the law of large numbers. The third one
is connected with the long-time asymptotics of the Brownian motion on noncompact
Abelian covering manifolds.
2. Framework and main results
Let M be a d-dimensional, compact and connected Riemannian manifold. Take a
di2erential operator =2 + b on M , where  is the Laplace–Beltrami operator and b
a smooth vector Aeld. The di2usion process on M associated with =2 + b shall be
denoted by ({zt}t¿0; {Px}x∈M ). We denote the normalized invariant measure of {zt}
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by m. For simplicity, we abbreviate the initial point x and denote P = Px when it is
not so signiAcant.
Let us deAne several function spaces which are the basis of our analysis. For 1-forms
 and  on M , ||(x) (resp. (; )(x)) means the cotangent norm of (x) (resp. the
inner product between (x) and (x)) on the cotangent space T ∗x M at x∈M . Let
D1;∞ be the totality of smooth 1-forms on M equipped with the Schwartz topology
determined by the seminorms {‖ · ‖p}p¿0 given by
‖‖p =
{∫
M
|(1− 1)p=2|2 dv
}1=2
;
where 1 is the Hodge–Kodaira Laplacian which acts on 1-forms, and v the normalized
Riemannian measure. This topology makes D1;∞ a nuclear space (see Itoˆ, 1984; Ochi,
1985; our seminorms are di2erent from those in Ochi (1985). However, they induce
the same topology). Let the Hilbert space D1;p be the completion of D1;∞ by ‖ · ‖p.
The space D1;−∞ of 1-currents on M is the dual space of D1;∞ and D1;−p the dual
space of D1;p. We denote the operator norm on D1;−p by ‖ · ‖−p. Also we denote
the dual pairing between D1;−p and D1;p by 〈· ; ·〉p. For each positive measure 
on M , let L21() be the family of measurable 1-forms  with ‖‖L21() ¡∞, where
‖‖L21() = (; )
1=2
L21()
and
(1; 2)L21() :=
∫
M
(1; 2) d
for measurable 1-forms 1; 2.
We denote the stochastic line integral of a smooth 1-form  along di2usion paths
{zs}06s6t by Xt() (see Ikeda and Manabe, 1979; Ikeda and Watanabe, 1989). Let us
review some properties of Xt() which shall be used later. Firstly, if = du for some
u∈C∞(M), then
Xt() = u(zt)− u(z0): (2.1)
Secondly, Xt() becomes a semimartingale and its decomposition is given by the fol-
lowing:
Xt() = Yt() +
∫ t
0
(〈b; 〉 − 12)(zs) ds; (2.2)
where  is the formal adjoint of the exterior derivative on L2(v) and 〈· ; ·〉 means the
pointwise dual pairing between vector Aelds and 1-forms. In addition, the quadratic
variation 〈Y ()〉t of the martingale Yt() is given by
〈Y ()〉t =
∫ t
0
||(zs)2 ds: (2.3)
Let Cp = C([0;∞) → D1;−p) be the Polish space of all D1;−p-valued continuous
functions equipped with the compact uniform topology. Then we may regard X =
{Xt()}t¿0; ∈D1;∞ and Y = {Yt()}t¿0; ∈D1;∞ as Cp-valued random variables for suM-
ciently large p as follows.
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Proposition 2.1 (Ikeda and Ochi, 1986; Ochi, 1985). (i) For p¿d, there exists a
Cp-valued random variable Yˆ = {Yˆ t}t¿0 such that for each t¿ 0
Yˆ t() = Yt(); ∈D1;∞ a:s:
(ii) For p¿d + 1, there also exists a Cp-valued random variable Xˆ = {Xˆ t}t¿0
such that for each t¿ 0
Xˆ t() = Xt(); ∈D1;∞ a:s:
For simplicity, we use the same symbols X and Y for these versions. Thus, we
regard X and Y as Cp-valued random variables in the sense above.
Under this formulation, some limit theorems have been achieved. For each ∈D1;p,
e() is given as follows:
e() =
∫
M
(〈b; 〉 − 12) dm:
Note that the mapping e :  → e() belongs to D1;−p when p¿d=2+1. Then the law
of large numbers is given as follows.
Theorem 2.2 (Ikeda, 1985; Manabe, 1992). For su4ciently large p, we have
lim
→∞
1

X = e; lim
→∞
1

Y = 0 a:s: in D1;−p:
Next, we state the central limit theorem. For the purpose, we give the deAnition of
D1;−∞-valued Wiener processes following Itoˆ (1984).
Denition 2.3. A continuous D1;−∞-valued stochastic process {Wt}t¿0 with stationary
independent increments and W0 = 0 is called a D1;−∞-valued Wiener process. It is
characterized by its mean functional $ and covariance functional % given by
〈$; 〉D1;∞ = E[W1()];
%(1; 2) = E[(W1(1)− 〈$; 1〉D1;∞)(W1(2)− 〈$; 2〉D1;∞)]:
We consider the di2erential equation
( 12+ b)u(x) = (〈b; 〉 − 12)(x)− e(); x∈M (2.4)
for each ∈D1;p with p¿d. We denote by u the unique solution of (2.4) up to
an additive constant (see HPormander, 1963, for example) and set Q = du. Then
Q :D1;p → D1;p becomes a continuous linear projection. In addition, the drift b is the
gradient of a function, ranges of Q and 1−Q are orthogonal in L21(m) each other. Let
Q∗ be the adjoint projection on D1;−p. We use the same symbol Q∗ for the naturally
extended projection on Cp.
For ¿ 0, let us deAne scaled processes X  and Y  in the following:
X t () =
1√

(Xt()− te()); Y t () =
1√

Yt()
for t ∈ [0;∞) and ∈D1;∞.
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Then the central limit theorem is known in the following sense.
Theorem 2.4 (Ikeda, 1985; Ikeda and Ochi, 1986). (i) Pick p¿d. If  tends to ∞,
the probability law of Y  on Cp converges weakly to that of the D1;−∞-valued Wiener
process W 1 with the mean functional $1 = 0 and the covariance functional
%1(1; 2) = (1; 2)L21(m):
(ii) Pick p¿d+1. If  tends to ∞, the law of X  converges weakly to that of the
D1;−∞-valued Wiener process W 2 with the mean functional $2=0 and the covariance
functional
%2(1; 2) = ((1− Q)1; (1− Q)2)L21(m):
Note that we can take W 1 and W 2 as elements of Cp for each corresponding p,
respectively, in a similar way as Proposition 2.1.
Let us begin to describe our main theorem. First we deAne the rate functions. Recall
that w∈C([0;∞)→ L21(m)) is absolutely continuous if and only if for each '¿ 0 there
exists ¿ 0 such that, for each partition 06 a1 ¡b16 · · ·6 an ¡bn with
∑n
i=1(bi −
ai)¡,
∑n
i=1 ‖wbi − wai‖L21(m) ¡' holds. In this case, the Radon–Nikodym theorem
implies that there is a Bochner-integrable function w˙· which takes values in L21(m)
such that
wt − ws =
∫ t
s
w˙u du
holds. Note that the Radon–Nikodym theorem for vector valued measures is valid in
this case since L21(m) is a Hilbert space (see Diestel and Uhl, 1977). Let H be the
space of all absolutely continuous functions w in C([0;∞) → L21(m)) with w0 = 0.
Now we deAne the rate functions in the following:
L(w) =


1
2
∫ ∞
0
‖w˙t‖2L21(m) dt if w∈H;
∞ otherwise;
(2.5)
Lˆ(w) = inf
(1−Q∗)(=w
L((): (2.6)
Take g= g() such that g()→∞ and √=g()→∞ holds as  →∞. By using this
new scaling g we deAne
X˜ t =
1
g()
X t ; Y˜

t =
1
g()
Y t :
Now we are ready to state our main theorem.
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Theorem 2.5. (i) Pick p¿d. For any Borel sets A ⊂ Cp,
lim sup
→∞
1
g()2
log
(
sup
x∈M
Px[Y˜  ∈A]
)
6− inf
w∈ FA
L(w);
lim inf
→∞
1
g()2
log
(
inf
x∈M
Px[Y˜  ∈A]
)
¿− inf
w∈A◦
L(w);
where FA (resp. A◦) is the closure of A (resp. the interior of A) in Cp.
(ii) Pick p¿d+ 1. For any Borel sets A ⊂ Cp,
lim sup
→∞
1
g()2
log
(
sup
x∈M
Px[X˜  ∈A]
)
6− inf
w∈ FA
Lˆ(w);
lim inf
→∞
1
g()2
log
(
inf
x∈M
Px[X˜  ∈A]
)
¿− inf
w∈A◦
Lˆ(w):
Remark 2.6. We would like to take p as small as possible since the estimate becomes
more precise as p becomes smaller. Indeed, if we take p′¡p, the Cp′ -topology
is stronger than the Cp-topology and the rate functions take Anite values only on
C([0;∞)→ L21(m)). Note that the lower bound of p in Theorem 2.5 essentially comes
from the assumption of Proposition 2.1.
On the other hand, as a direct consequence of Theorem 2.5, we obtain the large de-
viation estimates subordinate to the compact uniform topology of C([0;∞)→ D1;−∞)
since the topology of C([0;∞)→ D1;−∞) is weaker than that of Cp.
Remark 2.7. In almost the same way as Theorem 2.5, we can prove the large deviation
principle for the current-valued Wiener processes {g()−1W 1}¿0 and {g()−1W 2}¿0,
where W 1 and W 2 appear in Theorem 2.4. Then their rate functions coincide with L
or Lˆ, respectively.
It is intuitively obvious that the coincidence occurs when the decay parameter g of
Y˜  or X˜  increases much slower than , which causes the weak convergence. How-
ever, if we tried to prove this fact as a consequence of Theorem 2.4, we needed to
investigate the precise rate of the weak convergence. Thus Theorem 2.5 asserts that
when
√
=g() → ∞ the growth of g is suMciently slow to cause the coincidence of
rate functions. In fact, under the assumption of
√
=g(), {Y˜ }¿0 also satisAes large
deviation. But the rate function is di2erent from L (see Kuwada).
3. Proof of Theorem 2.5
For the proof, we shall use the following theorem due to Baldi (1988) and Dembo
and Zeitouni (1998), which is a generalization of GPartner’s (1977) result to inAnite-
dimensional state spaces. Since our aim is the uniform large deviation, we need a slight
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extension of the original one. It is given as follows:
Theorem 3.1 (Baldi, 1988; Dembo and Zeitouni, 1998). Let {;)}¿0; )∈* be a fam-
ily of 2-parameter probability measures on a topological vector space V. We denote
by V′ the dual topological vector space of V. Take an increasing function g :R+ →
R+ with lim→∞ g() = +∞ and assume the following properties:
(i) There exists
+() := lim
→∞
1
g()2
log
(
sup
)∈*
∫
V
exp(g()2〈; x〉V) d;)(x)
)
for each ∈V′ and it is ;nite in some neighborhood of 0. Furthermore,
+() = lim
→∞
1
g()2
log
(
inf
)∈*
∫
V
exp(g()2〈; x〉V) d;)(x)
)
also holds.
(ii) {;)}¿0; )∈* is exponentially tight uniformly in )∈*. In other words, for each
large R¿ 0, we can take a compact set K ⊂V, which is independent of  and
), such that
lim sup
→∞
1
g()2
log
(
sup
)∈*
;)(Kc)
)
6− R:
(iii) Let I be the Legendre transform of +, given by
I(x) = sup
∈V′
(〈; x〉V − +()):
The set of points where I is strictly convex is denoted by F. That is, x∈F if
and only if there exists = (x)∈V′ so that
I(y)¿I(x) + 〈; y − x〉V
holds for all y = x.
Then inf x∈G∩F I(x) = inf x∈G I(x) holds for any open sets G.
Then for every Borel set A ⊂V,
lim sup
→∞
1
g()2
log
(
sup
)∈*
;)(A)
)
6− inf
x∈ FA
I(x);
lim inf
→∞
1
g()2
log
(
inf
)∈*
;)(A)
)
¿− inf
x∈A◦
I(x):
Theorem 3.1 is proved along the same line as the original one. Hence we omit the
proof. Applying Theorem 3.1 to the case that *=M , ;) is the law of Y˜  (resp. X˜ )
under Px (where )= x) and V= Cp, we shall obtain a large deviation estimate.
Now let us start the proof of Theorem 2.5. First we deal with the assertion about
Y˜ . For later use, we provide a lemma about the index of regularity order.
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Lemma 3.2. Let p¿d. Then we can take p0 and q with 0¡q¡p0 ¡p which
satisfy the following:
(i) Y takes its values in Cp0 ,
(ii) there exists C ¿ 0 such that supx∈M ||(x)6C‖‖q for all ∈D1;∞,
(iii) the canonical embedding D1;−p0 → D1;−p is compact,
(iv) there is an orthonormal basis {n}∞n=1 of D1;p0 so that
∑∞
n=1 n
1‖n‖2q ¡∞ holds
for some 1¿ 0.
Proof. By Proposition 2.1, (i) follows for p0 ¿d. The Sobolev lemma on compact
manifolds implies that if q¿d=2 then (ii) holds. From the compactness of the power
of the resolvent operator (1− 1)p0−p, (iii) holds for any p¿p0.
As for (iv), let n be the nth eigenvalue of −1 and !n ∈D1;∞ an eigenform
corresponding to n which makes a complete orthonormal system of L21(v). Then for
∈D1;∞ and r ¿ 0,
‖‖r =
{ ∞∑
n=1
(1 + n)r(; !n)2L21(v)
}1=2
:
Thus (1+ n)−p0!n forms a complete orthonormal system of D1;p0 . The Weyl asymp-
totic formula (see Ga2ney, 1958) implies that d=2n =n is bounded as n → ∞. Thus, if
we take p0 − q¿d=2, which is consistent with the condition for (i)–(iii), then (iv)
holds.
The Arst treatment is the exponential tightness (Proposition 3.4). The following
lemma is almost the same as Lemma 2.1 in Manabe (1992).
Lemma 3.3. There are a constant C1 ¿ 0 and 4¿ 0 such that
sup
x∈M
Px
[
sup
06s6t
‖Y˜ s‖−p0¿ 5
]
6 4 exp
(
−g()
252
C1t
)
; t ¿ 0:
Proof. For each ∈D1;∞, the martingale representation theorem implies Yt()=B〈Y ()〉t
where B· is a Brownian motion on R. Thus, by using (2.3) and (ii) of Lemma 3.2,
we have for any 5¿ 0,
P
[
sup
06s6t
|Y˜ s ()|¿5
]
= P
[
sup
06s6t
|B〈Y˜ ()〉s |¿5
]
6P
[
sup
06s6C2‖‖2qt=g()2
|Bs|¿5
]
6 2 exp
(
− g()
252
2C2‖‖2qt
)
:
The last inequality follows from the exponential inequality of the Brownian motion.
Take N :=
∑∞
n=1 n
1‖n‖2q ¡∞ and bn := n1‖n‖2q=N , where 1, q and {n}n∈N are as
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in (iv) of Lemma 3.2. Letting r = g()252=2C2Nt, we have
Px
[
sup
06s6t
‖Y˜ s‖−p0 ¿5
]
= Px
[
sup
06s6t
( ∞∑
n=1
Y˜ s (n)
2
)
¿52
]
6
∞∑
n=1
Px
[
sup
06s6t
Y˜ s (n)
2 ¿52bn
]
6 2
∞∑
n=1
exp
(
− g()
252bn
2C2‖n‖2qt
)
= 2
∞∑
n=1
e−rn
1
6 2e−r + 2
∫ ∞
1
e−rs
1
ds
= 2e−r
(
1 +
1
1r
∫ ∞
0
( s
r
+ 1
)(1−1)=1
e−s ds
)
:
Since the right-hand side of the last equality is independent of the choice of x, we
obtain the desired result for large r. As for small r, since the left-hand side of the stated
inequality is less than 1, we can take 4 large enough to obtain desired estimate.
By using this lemma, we shall prove the exponential tightness.
Proposition 3.4. For each R¿ 0, there exists a compact set K ⊂ Cp such that
lim sup
→∞
1
g()2
log
(
sup
x∈M
Px[Y˜  ∈Kc]
)
6− R:
Proof. Given N ∈N and a sequence {ck}k∈N decreasing to 0, we set
Ak :=

w∈Cp0 ; sup|t−s|6ck
06t; s6k
‖wt − ws‖−p06
1
k
; w0 = 0

 ; k ∈N
and A =
⋂∞
k=N Ak . For each T ¿ 0, let –T :Cp0 → CTp0 := C([0; T ] → D1;−p0 ) be
the canonical restriction. Then –T (A) is uniformly bounded, equicontinuous family
of functions in CTp0 . Thus if we take arbitrary '¿ 0, then there exists ¿ 0 with
−1T ∈N such that if |t − s|¡ then ‖wt − ws‖−p0 ¡' for all w∈ –T (A). Let h :=
sup{‖ws‖−p0 ;w∈A; s∈ [0; T ]} and Bh := {<∈D1;−p0 ; ‖<‖−p06 h}. Then, by (iii) of
Lemma 3.2, there exists a Anite set {<1; : : : ; <n} ⊂ Bh such that for each <∈Bh there
is j∈{1; : : : ; n} which satisAes ‖<j − <‖−p ¡'. Then we can easily show that there is
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a constant C2 such that a family⋃
i‘∈{1;:::; n}
‘=0;:::;−1T
{
wt =
(
1− )

)
<ik +
)

<ik+1
if t = k+ ); )∈ [0; );
k = 0; : : : ; −1T − 1
}
forms C2'-net of –T (A) in CTp .
Consequently –T (A) is precompact in CTp and therefore so is A in Cp by diagonal
method. Thus it suMces to show
lim sup
→∞
1
g()2
log
(
sup
x∈M
Px[Y˜  ∈Ac]
)
6− R
for each R¿ 0 by taking N and ck as it satisAes.
Let Et;k := {w∈Cp0 ; supt6s6t+ck ‖ws − wt‖−p0 ¿ 1=(3k)}. Then we have Ack ⊂⋃
‘∈Z;06‘¡c−1k k E‘ck ;k . Thus the Markov property and Lemma 3.3 imply
sup
x∈M
Px[Y˜  ∈E‘ck ;k ] = sup
x∈M
Px[Pzs [Y˜  ∈E0; k ]]6 4 exp
(
− g()
2
9C1k2ck
)
:
Therefore we have
sup
x∈M
Px[Y˜  ∈Ack ]6
k4
ck
exp
(
− g()
2
9C1k2ck
)
:
Now we take ck = k−3 and Ax N suMciently large such that for all k¿N
exp
(
−g()
2k
9C1
)
6
1
k2
exp
(
−g()
2k
18C1
)
6
1
k2
exp(−Rg()2)
for suMciently large . Consequently,
lim sup
→∞
1
g()2
log
(
sup
x∈M
Px[Y˜  ∈Ac]
)
6 lim sup
→∞
1
g()2
log
( ∞∑
k=N
sup
x∈M
Px[Y˜  ∈Ack ]
)
6− R:
Let us deAne a functional H :C′p → R as follows:
H () := lim
→∞
1
g()2
log(Ex[exp(g()2〈; Y˜ 〉Cp)]);
where 〈· ; ·〉Cp means the dual pairing between C′p and Cp. Next we calculate H ().
First, we treat the case =t , or  is a vector-valued Dirac measure for some ∈D1;p
and t ∈ [0; 1]. That is, 〈; w〉Cp = 〈wt; 〉p holds for any w∈Cp. The case t=0 is trivial,
we assume t ¿ 0.
LetLt=t−1
∫ t
0 zs ds be the mean occupation time of zs andL

t =Lt . We can regard
Lt and Lt as probability measures on M . Then, by (2.3), 〈Y ()〉t = t
∫
M ||2 dLt
holds. In order to estimate the asymptotic behavior of the quadratic variation, we shall
use the upper estimate of the following Donsker–Varadhan large deviation principle.
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Lemma 3.5 (Donsker and Varadhan, 1975). For any Borel sets A in the space of
probability measures on M ,
lim sup
→∞
1
t
log
(
sup
x∈M
Px[Lt ∈A]
)
6− inf
A∈ FA
I(A):
Note that the rate function I attains its minimum or zero only at m.
By using this lemma, we shall prove
Proposition 3.6. If  = t for some ∈D1;p and t ¿ 0, then we have
H () = lim
→∞
1
g()2
log
(
sup
x∈M
Ex[exp(g()2〈; Y˜ 〉Cp)]
)
= lim
→∞
1
g()2
log
(
inf
x∈M
Ex[exp(g()2〈; Y˜ 〉Cp)]
)
=
1
2
‖‖2L21(m)t:
Proof. Take '¿ 0. We set A' := {|〈Y ()〉t−‖‖2L21(m)t|¡'} and divide the expectation
into two parts, the main term and the remainder term.
As a Arst step, we estimate the remainder term. By using the Schwarz inequality,
we have
E[exp(g()2〈; Y˜ 〉Cp);Ac'] = E[exp(g()Y t ());Ac']
6 E[exp(2g()Y t ())]1=2P[Ac']1=2
6 E[exp(2g()Y t ()− 2g()2〈Y ()〉t)]1=2
× exp(g()2tC2‖‖2q)P[Ac']1=2
= exp(g()2tC2‖‖2q)P[Ac']1=2:
Lemma 3.5 implies that there exists c¿ 0 such that log(supx∈M Px[Ac'])6 − c for
suMciently large . Since
√
=g()→∞ holds as  →∞ by assumption, we have
lim sup
→∞
1
g()2
log
(
sup
x∈M
Ex[exp(g()2〈; Y˜ t 〉Cp);Ac']
)
=−∞: (3.1)
Next let us turn to the estimate of the main term. Apparently, we have
lim inf
→∞
1
g()2
log
(
inf
x∈M
Ex[exp(g()2〈; Y˜ t 〉Cp);A']
)
¿ lim inf
→∞
1
g()2
log
(
inf
x∈M
Ex
[
exp
(
g()Y t ()−
g()2
2
〈Y ()〉t
)
;A'
])
+
1
2
‖‖2L21(m)t −
'
2
(3.2)
and
lim sup
→∞
1
g()2
log
(
sup
x∈M
Ex[exp(g()2〈; Y˜ t 〉Cp);A']
)
6
1
2
‖‖2L21(m)t +
'
2
: (3.3)
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Now the following lemma, which follows from easy calculation, gives the Anal touch
of this estimate.
Lemma 3.7. Suppose that {a()}¿0 ⊂ R+ and {b()}¿0 ⊂ R satisfy the following
properties:
(i) There exist (¿ 0 and a∈R such that |g()−2 log a() − a|¡( holds for su4-
ciently large ,
(ii) lim→∞ g()−2 log |b()|=−∞.
Then g()−2log(a() + b())∈ (a− 2(; a+ 2() for su4ciently large .
Indeed, by applying Lemma 3.7 for a() ≡ 1 and
b() =−sup
x∈M
Ex
[
exp
(
g()Y t ()−
g()2
2
〈Y ()〉t
)
;Ac'
]
;
we conclude that
lim
→∞
1
g()2
log
(
inf
x∈M
Ex
[
exp
(
g()Y t ()−
g()2
2
〈Y ()〉t
)
;A'
])
= 0
since we can prove lim→∞ g()−2 log |b()|=−∞ in the similar way as (3.1). Thus
the right-hand side in (3.2) is equal to (‖‖2L21(m)t − ')=2. Finally, we use Lemma 3.7
again with
a() = inf
x∈M
Ex[exp(g()2〈; Y˜ t 〉Cp);A'];
b() = inf
x∈M
Ex[exp(g()2〈; Y˜ t 〉Cp);Ac']
and with
a() = sup
x∈M
Ex[exp(g()2〈; Y˜ t 〉Cp);A'];
b() = sup
x∈M
Ex[exp(g()2〈; Y˜ t 〉Cp);Ac']:
Note that a() and b() satisfy the assumption of Lemma 3.7 in each case by
(3.1)–(3.3). Then we conclude
1
2
‖‖L21(m)t − 2'6 lim inf→∞
1
g()2
log
(
inf
x∈M
Ex[exp(g()2〈; Y˜ t 〉Cp)]
)
6 lim sup
→∞
1
g()2
log
(
sup
x∈M
Ex[exp(g()2〈; Y˜ t 〉Cp)]
)
6
1
2
‖‖2L21(m)t + 2':
By using the Markov property, we obtain a similar estimate when  is written by
Anite sum of vector-valued Dirac measures.
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Corollary 3.8. If =
∑n
k=1 ktk for k ∈D1;p; k=1; : : : ; n and 06 t16 · · ·6 tn, then
we have
H () = lim
→∞
1
g()2
log
(
sup
x∈M
Ex[exp(g()2〈; Y˜ 〉Cp)]
)
= lim
→∞
1
g()2
log
(
inf
x∈M
Ex[exp(g()2〈; Y˜ 〉Cp)]
)
=
1
2
∫ ∞
0
‖s‖2L21(m) ds
where s =
∑
tk¿s k .
Pick ∈C′p. We show  to be D1;p-valued measure on [0;∞). Recall that CTp =
C([0; T ] → D1;−p) and –T is the canonical restriction mapping from Cp to CTp . Since
Cp is the projective limit of CTp as T → ∞, we can regard  as an element of
(CTp )
′ for some T . That is, there exists ˜∈CTp for some T such that the equality
〈; w〉Cp = 〈˜; –T (w)〉CTp holds. Hence we can identify  with ˜. Then  is characterized
as D1;p-valued measure whose support is contained in [0; T ]. Indeed, since the bilinear
mapping C([0; T ]→ R)×D1;−p  (’; ) → ’∈Cp is continuous,  also belongs to
continuous bilinear functionals on C([0; T ]→ R)×D1;−p or continuous linear operators
from C([0; T ] → R) to D1;p. Therefore  is identiAed with D1;p-valued measure by
Theorem 2 in VI 7.2 of Dunford and Schwartz (1958).
Let us deAne C′C by
C′C :=
{
 =
n∑
k=1
ktk
for some n∈N; {k}nk=1 ⊂ D1;p
and {tk}nk=1 ⊂ [0;∞)
}
:
The following lemma is a slight modiAcation of that in the basic measure theory on
[0;∞):
Lemma 3.9. For each ∈C′p, there exists a sequence {n}n∈N ⊂ C′C such that ns con-
verges to s in D1;p as n → ∞ uniformly in s∈ [0;∞). In particular,
limn→∞ supx∈M;s∈[0;T ] |ns − s|(x) = 0 for all T ¿ 0.
The last assertion of Lemma 3.9 is a consequence of (ii) of Lemma 3.2.
Now we complete the calculation of H ().
Proposition 3.10.
H () = lim
→∞
1
g()2
log
(
sup
x∈M
Ex[exp{g()2〈; Y˜ 〉Cp}]
)
= lim
→∞
1
g()2
log
(
inf
x∈M
Ex[exp{g()2〈; Y˜ 〉Cp}]
)
=
1
2
∫ ∞
0
‖s‖2L21(m) ds
for all ∈C′p, where s = ((s;∞))∈D1;p.
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Proof. First we remark about some upper estimate. That is,
1
g()2
log
(
sup
x∈M
Ex[exp{g()2〈; Y˜ 〉Cp}]
)
6 H˜ (); (3.4)
where
H˜ () =
1
2
∫ ∞
0
sup
x∈M
|s|(x)2 ds:
In order to obtain (3.4), take the orthonormal basis {n}n∈N in D1;∞ given by (iv) of
Lemma 3.2 and its dual basis {n}n∈N in D1;−p0 . Then the integration-by-parts formula
for semimartingales implies
〈; Y 〉Cp =
〈
;
∞∑
n=1
nY (n)
〉
Cp
=
∞∑
n=1
∫ ∞
0
Ys(n) dn(s)
=
∞∑
n=1
∫ ∞
0
ns dYs(n);
where  is an R-valued measure determined by (A)= 〈(A); 〉p for any Borel sets
A and s = ((s;∞)). By using it,
E[exp{g()2〈; Y˜ 〉Cp}] = E
[
exp
{
g()
∞∑
n=1
∫ ∞
0
ns dY

s (n)
}]
= E

exp

g()
2
2
∞∑
n;k=1
∫ ∞
0
ns 
k
s d〈Y (n); Y (k)〉s


×exp

g()
∞∑
n=1
∫ ∞
0
ns dY

s (n)
− g()
2
2
∞∑
n;k=1
∫ ∞
0
ns 
k
s d〈Y (n); Y (k)〉s



 :
Note that the inAnite series
∑∞
n=1 
n
s n converges to s uniformly on M and in D1;p0
for each Axed s. Indeed, by virtue of (ii) and (iv) of Lemma 3.2, we have
lim
k→∞
sup
N¿k
N∑
n=k
|ns | sup
x∈M
|n|(x)6C lim
k→∞
sup
N¿k
N∑
n=k
|ns | ‖n‖q
6 lim
k→∞
{ ∞∑
n=k
|ns |2
}1=2{ ∞∑
n=k
‖n‖2q
}1=2
= 0:
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Hence we have
∞∑
n;k=1
∫ ∞
0
ns 
k
s d〈Y (n); Y (k)〉s =
∫ ∞
0
∞∑
n;k=1
ns 
k
s (n; k)(zs) ds
=
∫ ∞
0
|s|(zs)2 ds6
∫ ∞
0
sup
x∈M
|s|(x)2 ds:
Thus we conclude
E[exp{g()2〈; Y˜ 〉Cp}]6 exp
{
g()2
2
∫ ∞
0
sup
x∈M
|s(x)|2 ds
}
6 exp{g()2H˜ ()}:
Take ˆ∈C′C. For a¿ 1 and b¿ 1 with a−1 +b−1 =1, the HPolder inequality and (3.4)
imply
1
g()2
log
(
sup
x∈M
Ex[exp{g()2〈; Y˜ 〉Cp}]
)
6
1
ag()2
log
(
sup
x∈M
Ex[exp{ag()〈 − ˆ; Y 〉Cp}]
)
+
1
bg()2
log
(
sup
x∈M
Ex[exp{g()〈ˆ; Y 〉Cp}]
)
6 aH˜ ( − ˆ) + b 1
(bg())2
log
(
sup
x∈M
Ex[exp{bg()〈ˆ; Y 〉Cp}]
)
:
Applying Corollary 3.8 by using bg instead of g, we have
lim
→∞
1
(bg())2
log
(
sup
x∈M
Ex[exp{bg()〈ˆ; Y 〉Cp}]
)
= H (ˆ):
Note that
sup
s∈[0;∞)
‖s‖L21(m)6C sup
s∈[0;∞)
‖s‖p ¡∞
holds and the support of s is compact. Hence, approximating  by ˆ, we conclude
that Lemma 3.9 implies that H˜ ( − ˆ) tends to 0 and H (ˆ) tends to H (). Thus we
obtain the upper bound by taking b ↓ 1.
As to lower bound, the following estimate
b2
g()2
log
(
inf
x∈M
Ex
[
exp
{
g()
b
〈ˆ; Y 〉Cp
}])
6 aH˜ (ˆ − ) + b
g()2
log
(
inf
x∈M
Ex[exp{g()〈; Y 〉Cp}]
)
given by the HPolder inequality implies the conclusion in a similar way.
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Now the analysis of H () has Anished and we need the calculation of the Legendre
transform of H to complete the proof of (i) of Theorem 2.5. Recall that L is given
by (2.5).
Proposition 3.11. De;ne L0(w) := sup∈C′p (〈; w〉Cp − H ()). Then L0 = L holds.
Proof. First, we treat the case that there exists a point t ∈ [0;∞) so that wt ∈ L21(m).
Then we can choose elements {n}n∈N in D1;∞ so that ‖n‖L21(m)=1 and 〈wt; n〉p ¿n.
Then for n = nt we have (〈n; w〉Cp −H ())¿n− t=2. Thus L0(w) =∞ holds and
we may assume that wt ∈L21(m) for all t ∈ [0;∞) for the rest of the proof.
If w is not absolutely continuous with respect to ‖ · ‖L21(m), then L0(w) =∞ holds.
Indeed, we may assume that there exists '¿ 0 so that for any 5¿ 0 we can take
a partition 06 a1 ¡b16 · · ·6 an ¡bn with
∑n
i=1 (bi − ai)6 5 and
∑n
i=1 ‖wbi −
wai‖L21(m)¿ '. Also we take {Di}ni=1 ⊂ D1;∞ so that ‖Di‖L21(m) = 1 for i = 1; : : : ; n
and
‖wbi − wai − ‖wbi − wai‖L21(m)Di‖L21(m)6
'
2n
:
Let us deAne ∈C′p as follows:
 =
n∑
i=1
Di√
5
(bi − ai):
Then we have∫ ∞
0
‖s‖2L21(m) ds=
1
5
n∑
i=1
(bi − ai)6 1;
〈; w〉Cp =
1√
5
n∑
i=1
(wbi − wai ; Di)L21(m)¿
'
2
√
5
:
Since we can take 5 arbitrary small for Axed '¿ 0, we conclude that L0(w)=∞. Thus
we may assume that w is absolutely continuous with respect to ‖ · ‖L21(m). We denote
the Radon–Nikodym density of w by w˙.
Take an orthonormal basis {(n}n∈N of L21(m) which consists of elements in D1;∞.
Pick N ¿ 0 and take ∈C′p;N := {A∈C′p; A(n = 0 for all n¿N}. Then we have
L0(w)¿ sup
∈C′p;N
(〈; w〉Cp − H ()):
Note that the calculation of the right-hand side of the last inequality has been reduced
to the classical Anite-dimensional case. If w0 = 0, there exists n0 ∈N which satisAes
〈w0; (n0〉p = 0. Accordingly, by taking N ¿n0, L0(w) =∞ follows. In the case of
w0 = 0, we have
sup
∈C′p;N
(〈; w〉Cp − H ()) =
1
2
N∑
n=1
∫ ∞
0
|〈w˙s; (n〉p|2 ds;
where the right-hand side may diverge. Thus letting N →∞ we obtain
L0(w)¿
1
2
∫ ∞
0
∞∑
n=1
|〈w˙s; (n〉p|2 ds= 12
∫ ∞
0
‖w˙s‖2L21(m) ds: (3.5)
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Thus L0(w)=∞ holds if the most right-hand side of (3.5) diverges. Finally, we consider
the case
∫∞
0 ‖w˙s‖2L21(m) ds¡∞. For ∈C
′
p whose support is contained in [0; T ], the
integration-by-parts formula implies
〈; w〉Cp − H () =
∞∑
n=1
(
1
2
∫ T
0
|〈w˙s; (n〉p|2 ds− 12
∫ T
0
|〈w˙s; (n〉p − (ns |2 ds
)
6
1
2
∫ T
0
∞∑
n=1
|〈w˙s; (n〉p|2 ds:
Hence, combining with (3.5), we obtain the desired result.
Now let us deAneH1 the subset ofH such that w is inH1 if and only if L(w)¡∞,
the support of w is compact, w˙ is absolutely continuous with respect to ‖ · ‖L21(m), and
the Radon–Nikodym derivative Pw of w˙ takes values in D1;p for a.e. s. Then L is strictly
convex at w for all w∈H1. Indeed, for any w′ ∈Cp with L(w′)¡∞ and w∈H1, by
taking ∈C′p which is determined by s = w˙s, we obtain
L(w′)− L(w) + 〈; w′ − w〉Cp =
1
2
∫ ∞
0
‖w˙′s − w˙s‖2L21(m) ds¿ 0
by easy calculation. Obviously, the equality holds if and only if w′ = w.
Completing the proof of (i) of Theorem 2.5, we show that inf x∈G∩H1 L(x) is equal
to inf x∈G L(x) for all open set G ⊂ Cp. Then it is suMcient to prove that for all w∈Cp
there exists a sequence {wn}n∈N ⊂H1 such that wn tends to w in Cp and L(wn) tends
to L(w) as n goes to ∞. We prepare the following lemma for the proof.
Lemma 3.12. Let S be a separable Hilbert space and S˜ the dense subspace of S. We
de;ne S the subset of L2([0;∞) → S) such that w∈S if and only if w0 = 0, w is
absolutely continuous with respect to ‖ · ‖S , the support of w is compact, and ws ∈ S˜
for almost every s. Then S is dense in L2([0;∞)→ S).
Proof. We prove the orthogonal complement S⊥ of S is equal to {0}. Pick w∈S⊥.
For 0¡a¡b¡∞ and ∈ S˜, we take (˜n such that
(˜nt =


n; t ∈ [a− 1n ; a);
0; t ∈ [0; a− 1n) ∪ [a; b) ∪ [b+ 1n ;∞);
−n; t ∈ [b; b+ 1n):
Then (n ∈S is deAned by (nt =
∫ t
0 (˜
n
s ds. Thus we have
∫∞
0 (ws; (
n
s )S ds= 0 and taking
n to ∞, we obtain ∫ ba (ws; )S ds = 0. Since a¡b is arbitrary, (ws; )S = 0 for almost
every s. Since S is separable, we can take a countable dense subset {n}n∈N ⊂ S˜ and
we conclude that (ws; n)S = 0 holds for all n for almost every s. Hence w = 0.
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For w∈Cp with L(w)¡∞, Lemma 3.12 implies that we can take absolutely con-
tinuous functions w˜n ∈L2([0;∞) → L21(m)) with compact supports which take values
in D1;p. We deAne wn ∈H1 by wnt =
∫ t
0 w˜
n
s ds. Then we have
‖wnt − wt‖−p6C‖wnt − wt‖L21(m)6C(2L(w
n − w)t))1=2:
By deAnition, limn→∞ L(wn − w) = limn→∞ L(wn) − L(w) = 0 holds and hence wn
converges to w in Cp. Thus we complete the proof of (i) of Theorem 2.5.
Next we show the second claim of Theorem 2.5. Indeed, (2.4) implies
( 12+ b)u = 〈b; Q〉 − 12(Q) = 〈b; 〉 − 12− e():
Thus we obtain
X˜ t () = Y˜

t ((1− Q)) +
1
g()
√

(u(zt)− u(z0))
by using (2.1) and (2.2). The contraction principle (see Dembo and Zeitouni, 1998, for
example) shows that {(1 − Q∗)Y˜ }¿0 satisAes the large deviation principle with the
rate function Lˆ. Note that supx∈M |u(x)|6C‖‖p follows from the Sobolev lemma and
the hypoellipticity of =2+b (see HPormander, 1963). Hence {X˜ }¿0 also satisAes the
large deviation principle with the rate function Lˆ since {(1−Q∗)Y˜ }¿0 and {X˜ }¿0
are exponentially equivalent (Dembo and Zeitouni, 1998, Theorem 4.2.13).
Remark 3.13. As we remarked before, ranges of Q and (1 − Q) are orthogonal in
L21(m) each other when b is the gradient of a function. In the case, the explicit form
of Lˆ is given as follows:
Lˆ(w) =
{
L(w) if w∈H ∩ Range(1− Q∗);
∞ otherwise:
(3.6)
Indeed, by taking completion in L21(m),
L21(m) = Range(1− Q)
L21(m) ⊕ Range(Q)L
2
1(m)
follows. Then, since Range(1−Q∗) (resp. Range(Q∗)) annihilates on Range(Q) (resp.
Range(1− Q)), we have
Range(1− Q∗) ∩ L21(m) ⊂ Range(1− Q)
L21(m);
Range(Q∗) ∩ L21(m) ⊂ Range(Q)
L21(m):
For w∈Range(1− Q∗) ∩ L21(m) and (∈L21(m) with (1− Q∗)(= w, we have∫
M
|(|2 dm=
∫
M
|w + Q∗(|2 dm=
∫
M
|w|2 dm+
∫
M
|Q∗(|2 dm:
Hence we obtain
inf
(1−Q∗)(=w
∫
M
|(|2 dm=
∫
M
|w|2 dm
and therefore (3.6) holds.
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4. Related topics
4.1. Comparison with previous results
We introduce another large deviation estimate given by Manabe (1992) and compare
with Theorem 2.5.
Theorem 4.1 (Manabe, 1992). Assume b=0. Then for any Borel sets A ⊂ D1;−p, we
have
lim sup
t→∞
1
t
log
(
sup
x∈M
Px
[
1
t
Xt ∈A
])
6− inf
<∈ FA
L˜(<);
lim inf
t→∞
1
t
log
(
inf
x∈M
Px
[
1
t
Xt ∈A
])
¿− inf
<∈A◦
L˜(<):
Here the rate function L˜ is given by the following:
L˜(<) = sup
‖‖p=1
inf
f∈A
1
2
(
〈<; 〉2p
%2(; f)
+
∫
M
| df|2 dv
)
;
where we set
A=
{
f∈C2(M); f¿ 0;
∫
M
f2 dv= 1
}
;
%2(; f) = inf
 ∈C2(M)
∫
M
|+ d |2f2 dv:
Theorem 2.5 implies that the law of g()−1−1=2X on D1;−p under  → ∞ also
satisAes the large deviation principle if
√
=g()→∞ holds. By (3.6), it is governed by
the rate function L′ which takes Anite value L′(<)=‖<‖2L21(v)=2 only when <∈Range(1−
Q∗) ∩ L21(v). Theorem 4.1 treats the case g() =
√
, and it is an interesting question
whether these rate functions L′ and L˜ coincide or not. We can easily show that L˜(<)=
L′(<)=∞ if < ∈ Range(1−Q∗). Indeed, there is ∈Range(Q) with 〈<; 〉p ¿ 0 in this
case. Since %(; f)=0 for all f∈A, L˜(<)=∞ holds. Note that, for any ∈D1;∞, Q
coincides with the exact component of the Hodge–Kodaira orthogonal decomposition
(see Warner, 1983). Another relation the author knows is the domination L˜(<)6L′(<).
Actually, pick <∈L21(v) with Q∗<= 0. If we take f ≡ 1, then
1
2
(
〈<; 〉2p
%2(; f)
+
∫
M
|df|2 dv
)
=
〈<; 〉2p
2‖(1− Q)‖2L21(v)
=
(<; (1− Q))2L21(v)
2‖(1− Q)‖2L21(v)
6
1
2
‖<‖2L21(v):
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4.2. The law of the iterated logarithm
Recall that our result is considered to be a generalization of Baldi (1991). As in
Baldi (1991), we can prove the law of the iterated logarithm in our framework as an
application of the sample path large deviation estimate.
Theorem 4.2. Let g() =
√
log log .
(i) For p¿d, the family {Y˜ }¿0 is almost surely relatively compact in Cp and the
limit set
{
w∈Cp; there exists {n}n∈N with n →∞ such that lim
n→∞ Y˜
n = w
}
almost surely coincides with K given by K := {w∈Cp;L(w)6 1}.
(ii) For p¿d+1, the family {X˜ }¿0 is almost surely relatively compact in Cp and
the limit set
{
w∈Cp; there exists {n}n∈N with n →∞ such that lim
n→∞ X˜
n = w
}
almost surely coincides with Kˆ given by Kˆ := {w∈Cp; Lˆ(w)6 1}.
We shall give only the outline of the proof of the Arst assertion here. The second one
is similarly proved. Taking care for the fact that L is good rate function, we can prove
the following proposition in the same way as in Baldi (1991).
Proposition 4.3. For every '¿ 0 and T ¿ 0, there exists a positive real number 0
almost surely such that for any ¿0, we have infw∈K sup06t6T ‖Y˜ t − wt‖−p6 '.
Thus it is proved that the limit set of Y˜  is contained in K. It is enough to prove
the following proposition for the inverse inclusion.
Proposition 4.4. Take an arbitrary w∈K with L(w)¡ 1. Then for any '¿ 0, there
exists c¿ 1 such that
P
[
lim sup
n→∞
{
sup
06t6T
‖Y˜ cnt − wt‖−p6 '
}]
= 1:
For the proof, we use the uniformity of the large deviation and the fact that Y is an
additive functional of {zt}t¿0 instead of the Markov property used in Baldi (1991).
Proof of Proposition 4.4. By a version of the Borel–Cantelli lemma, it suMces to show
that
∑∞
n+1 P[sup06t6T ‖Y˜ c
n
t − wt‖−p6 '|Fcn−1T ] =∞, where Ft = %{zs; 06 s6 t}.
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Now we have{
sup
06t6T
‖Y˜ cnt − wt‖−p6 '
}
=
{
sup
06t6c−1T
‖Y˜ cnt − wt‖−p6 '
}
∩
{
sup
c−1T6t6T
‖Y˜ cnt − wt‖−p6 '
}
⊃
{
sup
06t6c−1T
‖Y˜ cnt − wt‖−p6
'
2
}
∩
{
sup
c−1T6t6T
‖(Y˜ cnt − Y˜ c
n
c−1T )− (wt − wc−1T )‖−p6
'
2
}
=A(n)1 ∩ A(n)2 :
Then the Markov property of zt implies
P
[
sup
06t6T
‖Y˜ cnt − wt‖−p6
'
2
∣∣∣Fcn−1T
]
¿ 1A(n)1 Pzcn−1T [Y˜
cn ∈E'];
where
E' =
{
(∈Cp; sup
06t6(1−c−1)T
‖(t − (wt+c−1T − wc−1T )‖−p6
'
2
}
:
Then there is a constant C3 so that
‖wt‖2−p6C3‖wt‖2L21(m)6C3
{∫ t
0
‖w′s‖L21(m) ds
}2
6 2C3tL(w)6 2C3t;
and Proposition 4.3 implies that for suMciently large n we have
sup
06t6c−1T
‖Y˜ cnt ‖−p6
√
cn−1g(cn−1)√
cng(cn)
sup
06t6T
‖Y˜ cn−1t ‖−p
6
1√
c

 sup
’∈K
06t6T
‖’t‖−p + 1

6 1√
c
(2C3T + 1):
Thus if we Ax c¿ 0 large enough, the event A(n)1 occurs for all suMciently large n.
On the other hand, there is  ∈E' so that L( )¡ 1. Indeed, we can take  as
follows:
 t =
{
wt+c−1T − wc−1T ; t ∈ [0; (1− c−1)T );
wT − wc−1T ; t ∈ [(1− c−1)T;∞):
Hence Theorem 2.5 implies that there exists 0¡¡ 1 so that
Pzcn−1T [E']¿ exp{−g(cn)2} (4.1)
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holds for suMciently large n. Since the right-hand side of (4.1) is not summable, the
conclusion follows.
As an application, Theorem 4.2 reAnes Theorem 2.2 as follows.
Theorem 4.5. Let us de;ne FX  ∈Cp by FX t = Xt − te. Then
lim
→∞
1
h()
FX  = 0 in Cp
holds Px-almost surely for all x∈M if lim→∞ h()=
√
 log log =∞ holds. In par-
ticular,
lim
→∞
1
r
FX  = 0 in Cp
holds Px-almost surely for all x∈M if and only if r ¿ 1=2.
4.3. Long-time asymptotics of the Brownian motion on Abelian covering manifolds
Let N be a noncompact Riemannian covering manifold of M with its covering
transformation group * being Abelian. In this subsection, we remark that our theorems
are related to the long-time asymptotics of the Brownian motion on N .
For the purpose, we give some preparations following Kotani and Sunada (2000).
Let H be the canonical projection from N to M . There is a surjection 5 from H1(M), the
fundamental group of M , to *  H1(M)=H∗(H1(N )). Since * is Abelian, it induces the
surjective mapping F5 from the Arst homology group H1(M ;Z)  H1(M)=[H1(M); H(M)]
to *. Here [H1(M); H1(M)] is the commutator subgroup of H1(M). Moreover we obtain
the extended map F5⊗R :H1(M ;R) → * ⊗ R by taking tensor product with R. For
simplicity, we denote the extension F5⊗R by the same symbol F5. Then we obtain the
adjoint injective map F5T : Hom(*;R) → H 1(M ;R). Note that the Arst cohomology
group H 1(M ;R) is identiAed with the totality of harmonic 1-forms H1(M) (see Warner,
1983, for example). Since H1(M) is regarded as a subspace of D1;p, we can pull-back
the norm on Hom(*;R). Note that the induced topology on Hom(*;R) coincides with
what comes from L21(v) since ‖‖p=‖‖L21(v) holds for each ∈H1(M). Then it decides
the dual norm on *⊗R that makes *⊗R a normed space. For Axed x0 ∈N , we deAne
the map ’ :N → * ⊗ R by
*⊗R〈’(x); 〉Hom(*;R) =
∫
c
H∗( F5T ()) (4.2)
for each ∈Hom(*;R). Here H∗( F5T ()) is the pull-back of F5T () by H and c is a
piecewise smooth path from x0 to x. Note that the line integral in (4.2) is independent
of the choice of c.
According to Kotani and Sunada (2000), through the spectral-geometric approach,
we know the following precise long time asymptotics of the heat kernel p(t; x; y)
associated with =2 on N :
lim
t↑∞
{(2Ht)r=2p(t; x; y)− C(N ) exp{−d*(x; y)2=2t}}= 0
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uniformly in x and y. Here r = dim* and C(N ) is a constant determined explicitly
in terms of * and the Riemannian metric. d* is determined by d*(x; y) := |’(x) −
’(y)|*⊗R. Roughly speaking, this asymptotic behavior indicates us that the heat kernel
p(t; x; y) approaches to the pull-back of that on *⊗R by ’. Thus we guess that there is
a connection between the long-time asymptotics of the heat kernel and the asymptotics
of ’(Bt). We would like to give a probabilistic approach to this problem and our main
theorem gives some information about the asymptotics of ’(Bt).
To verify it, we prove that *⊗R〈’(Bt); 〉Hom(*;R) coincides with the stochastic line
integral of  along H(B·) under FPx0 . Note that H(B·) is a Brownian motion on M
starting at H(x0) under FPx0 .
Fix t ¿ 0. The approximation theorem of stochastic line integrals (Ikeda and Manabe,
1979, Theorem 6.1) guarantees the existence of the sequence of random paths {c(‘)}‘∈N
which are all piecewise geodesics and c(‘)t = H(Bt) so that
lim
‘→∞
FEx0
[
sup
06s6t
∣∣∣∣
∫
c(‘)[0; s]
F5T ()−
∫
H(B)[0; s]
F5T ()
∣∣∣∣
2
]
= 0;
where
∫
H(B)[0; t] F5
T () is the stochastic line integral of F5T ()∈H1(M) along H(B).
Now we have
*⊗R〈’(Bt); 〉Hom(*;R) =
∫
c(‘)[0; t]

for all ‘ by virtue of the independence of the choice of the path c in (4.2). Thus we
obtain
*⊗R〈’(Bt); 〉Hom(*;R) =
∫
H(B)[0; t]
 t¿ 0; a:s: (4.3)
Let us deAne 5˜ : D1;−p → * ⊗ R by
*⊗R〈5˜(w); 〉Hom(*;R) = 〈w; F5T ()〉p:
Then, for the current-valued process Xt associated with H(Bt), ’(Bt) = 5˜(Xt) holds
almost surely since the left-hand side of (4.3) is clearly continuous with respect to .
Moreover 5˜(Xt)= 5˜(Yt) holds by (2.2), the explicit form of the bounded variation part
of Xt .
Note that 5˜ is continuous since so is F5T as a map from Hom(*;R) to D1;p.
Accordingly we can apply our main theorem with the aid of the contraction principle
and obtain the following estimate for ’(Bt).
Corollary 4.6. We set Vt := g()
−1−1=2’(Bt). Assume
√
=g() → ∞ as  → ∞.
Then we have
lim sup
→∞
1
g()2
logPx0 [V ∈A]6− inf
w∈ FA
L1(w);
lim inf
→∞
1
g()2
logPx0 [V ∈A]¿− infw∈A◦ L1(w)
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for any Borel set A ⊂ C([0;∞)→ * ⊗ R). Here
L1(w) =


1
2
∫ ∞
0
|w˙s|2*⊗R ds if w0 = 0 and w is absolutely continuous;
∞ otherwise:
Proof. All we need to prove is inf 5˜((t)=wt L(() = L1(w). It follows in the similar way
as Remark 3.13. Indeed, let P be the orthonormal projection on L21(v) to the range of
F5T . Then for w∈* ⊗ R and (∈L21(v) with 5˜(() = w, we have
‖(‖2L21(v) = ‖P(‖
2
L21(v)
+ ‖(1− P)(‖2L21(v)
and
‖P(‖L21(v) = sup‖‖L2
1
(v)=1
|((; P)L21(v)|= sup‖1‖Hom(*;R)=1
|*⊗R〈w; 1〉Hom(*;R)|:
= |w|*⊗R:
Next, we will construct a element (0 ∈D1;−p∩L21(v) with (1−P)(0 =0 and 5˜((0)=w.
Let wˆ∈Hom(*;R) be a element corresponding to w∈*⊗R. We deAne (0 as follows:
〈(0; 〉p =
∫
M
( F5T (wˆ); ) dv
for ∈D1;p. Then (1− P)(0 = 0 clearly holds. In addition,
*⊗R〈5˜((0); 1〉Hom(*;R) =
∫
M
( F5T (wˆ); F5T (1)) dv= (wˆ; 1)Hom(*;R)
= *⊗R〈w; 1〉Hom(*;R):
Thus we obtain inf 5˜(()=w ‖(‖2L21(v) = |w|
2
*⊗R.
In the same manner as Section 4.2, we can prove the following law of the iterated
logarithms as a corollary of Corollary 4.6.
Corollary 4.7. Let g() =
√
log log . Then the limit set of {V}¿0 coincides with
the compact set K1 given by
K1 := {w∈C([0;∞)→ * ⊗ R);L1(w)6 1}:
Note that there is a following relation between d*(· ; ·) and the Riemannian distance
dist(· ; ·) (see Kotani and Sunada, 2000): there are positive constants c1, c2 and c3 such
that for all x; y∈N
c1d*(x; y)6 dist(x; y)6 c2d*(x; y) + c3: (4.4)
Now Corollary 4.7 gives us some information about the divergence order of the Brow-
nian motion on N .
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Corollary 4.8. There is a nonrandom constant c with c1 ¡c¡c2 so that
lim sup
t→∞
dist(Bt; B0)√
2t log log t
= c
FPx0 -almost surely.
Proof. Note that the invariant %-Aeld of the Brownian motion on N is trivial. It is a
consequence of KaUimanovich (1986). This fact ensures the existence of the constant c.
By virtue of (4.4), it suMces to show
lim sup
t→∞
d*(Bt; B0)√
2t log log t
= lim sup
t→∞
∣∣∣∣∣ ’(Bt)√2t log log t
∣∣∣∣∣
*⊗R
= 1:
But Corollary 4.6 asserts that
lim sup
t→∞
∣∣∣∣∣ ’(Bt)√2t log log t
∣∣∣∣∣
*⊗R
=
1√
2
sup
w∈K1
|w1|*⊗R6 sup
w∈K1
√
L(w) = 1:
The inequality above comes from the Schwarz inequality and we can easily show that
the equality actually holds.
Remark 4.9. Equality (4.3) was also pointed out by Manabe (1982). He used this fact
to investigate the asymptotics of the homological behavior of the di2usion processes
on compact Riemannian manifolds.
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