Microarrays are powerful tools for surveying the expression levels of many thousands of genes simultaneously. They belong to the new genomics technologies which have important applications in the biological, agricultural and pharmaceutical sciences. There are myriad sources of uncertainty in microarray experiments, and rigorous experimental design is essential for fully realizing the potential of these valuable resources. Two questions frequently asked by biologists on the brink of conducting cDNA or two-colour, spotted microarray experiments are 'Which mRNA samples should be competitively hybridised together on the same slide?' and 'How many times should each slide be replicated?' Early experience has shown that whilst the field of classical experimental design has much to offer this emerging multi-disciplinary area, new approaches which accommodate features specific to the microarray context are needed. In this paper, we propose optimal designs for factorial and time course experiments, which are special designs arising quite frequently in microarray experimentation. Our criterion for optimality is statistical efficiency based on a new notion of admissible designs; our 1 approach enables efficient designs to be selected subject to the information available on the effects of most interest to biologists, the number of arrays available for the experiment, and other resource or practical constraints, including limitations on the amount of mRNA probe. We show that our designs are superior to both the popular reference designs, which are highly inefficient, and to designs incorporating all possible direct pairwise comparisons. Moreover, our proposed designs represent a substantial practical improvement over classical experimental designs which work in terms of standard interactions and main effects. The latter do not provide a basis for meaningful inference on the effects of most interest to biologists, nor make the most efficient use of valuable and limited resources.
Introduction
Microarrays are powerful tools for surveying the expression levels of many thousands of genes simultaneously. They belong to the new genomics technologies which are rapidly transforming molecular biology from its historical paradigm of the identification, cloning and analysis of specific gene products. There are of course many different microarray technologies, ranging from the high-density nylon membrane arrays popular amongst medical and agricultural scientists, to the short oligonucleotide (Affymetrix) arrays which are more accurate, but proprietry and expensive. Our experience has been with the class of spotted complementary DNA (cDNA) microarrays (Brown and Botstein 1999; Eisen and Brown 2000) and recently also with spotted long oligonucleotide arrays; the latter and cDNA arrays are often collectively referred to as 'two-colour' or spotted microarrays.
Microarray experiments are conducted in many different contexts with applications ranging from analysing cellular responses to biological and environmental stimuli, genetic mapping studies and diagnosing disease states, to understanding gene regulation and interactions; the key motivation for research in these and related fields is the expectation of rapid advance in understanding the genetic basis of disease, and hopefully, of finding cures. The interface of biology, medicine, computer science and statistics which used to be data-poor is now data-mega-rich, and statistics has a central role to play in producing and processing that information, and to making it intelligible.
Our paper is concerned with planning microarray experiments, a topic on which there are still relatively few published papers, despite the fact that rigorous experimental design is essential for accurately measuring the effects of most interest to biologists. Kerr and Churchill (2001) is dedicated to a discussion of classical experimental designs for microarray experiments and primarily considers A-optimality as the efficiency criterion for choosing a design. More recently, Speed (2002a, 2002b) and Churchill (2002) provide suggestions for planning microarray experiments and overview the major design issues involving cDNA microarrays. Design issues have also been discussed by other researchers, including Jin et al. (2001) , who demonstrate the importance of experimental design and replication in a study of sex, age and genotype in Drosophila melanogaster, Wolfinger et al. (2001) and Pan et al. (2002) .
In the present paper, we address issues of experimental design which entail important statistical and practical considerations specific to the microarray context. We contend, as do Speed (2002a, 2002b) , that whatever the primary aims of the experiment, be it to identify a list of candidate genes for differential expression or to discriminate between different tissue types, the optimal design should estimate the effects of interest to biologists with maximum precision, subject to resource and any other practical constraints. The major practical constraint is effectively the number of slides which can be hybridised in any given experiment which in turn may be due to the limited availability of the requisite mRNA probes, or due to cost considerations. For readers unfamiliar with microarrays, it is perhaps helpful to emphasise that the experimental design chosen applies simultaneously to all genes on the array. However, for the purposes of statistical analysis, the genes are treated more or less separately and for this reason it is necessary only to consider the question of design for a single gene.
Thus for a given amount of experimental effort and any practical constraints on the problem, we seek to optimise the information on the key biological effects of interest. A key premise is that it is possible to define a priori a number of contrasts that are of specific interest. The approach is then to design experiments that provide maximal information for these contrasts. Obtaining such designs is not straightforward, and the present paper is devoted to describing our approach to the problem. We demonstrate the utility of our approach by determining optimal designs for factorial experiments with a small number of factors, as well as for time course experiments with a relatively small number of time points. A more conventional approach is to select designs on the basis of the usual orthogonal contrasts and standard optimality criteria such as A-optimality. However, we argue that such designs typically lead to improved efficiency for certain contrasts that are not relevant at the expense of those that are. We also demonstrate how to improve upon the widelyused reference designs usually favoured by biologists, and upon the all-pairwise comparisons factorial designs recently proposed by Speed (2001) . We place some simple results established by Speed (2002a, 2002b) in a broad conceptual and formal framework for the design of two-colour spotted microarray experiments.
Our primary criterion for optimality is statistical efficiency, and using a new notion of admissibility, we propose classes of designs which accommodate the special features of microarray experiments. The efficiency gains over commonly used designs can be substantial.
Section 2 of the paper provides a brief background to the cDNA microarray process: we believe some basic knowledge of the process itself is essential for understanding the statistical issues involved. Section 3 motivates what we mean by 'design' for microarrays and presents illustrative biological examples. In Section 4, we describe the underlying conceptual and mathematical framework of our approach to designing microarray experiments, introduce the notion of admissibility, and derive efficient designs for 2 × 2 factorial experiments. More complete elucidation of efficient designs for 2 × 2 factorial experiments is given in the Appendix, and in Section 5, we extend the applications to higher-order factorial designs. Efficient designs for time course experiments are set out and discussed in Section 6. Some further issues in the planning of experiments are discussed in Section 7, where we also briefly summarize our key findings and compare our designs with classical experimental designs.
The cDNA microarray technique
In the first step of the technique, single-stranded DNA clones of known sequence content are robotically spotted out and fixed onto a glass slide. A typical slide will contain between 10,000 and 20,000 spots which are usually called 'genes', although they may represent expressed sequence tags (ESTs) of known or unknown function or DNA from another source. In the second step of the process, purified mRNA from two cell populations under study are reverse-transcribed into cDNA and at the same time labelled with one of two fluorescent dyes, usually red (Cy5) and green (Cy3). The two pools of differentially labelled cDNA are then combined in equal quantities and applied to the microarray, and in the ensuing process of hybridisation, the single strands of cDNA from the pool pair with their complementary sequences on the array. The slides are scanned as follows. The fluorescent dyes absorb energy from the excitation light given out by the laser and emit photons. A PMT detector converts and amplifies the photons to electrons, and an A/D converter finally converts the signal into a digital signal. The red and green intensities are measured for each spot, the basic idea being to determine the amount of mRNA to see which genes are being used by the cell. Spotted cDNA microarrays compare the relative quantities of mRNA sequences in different cell populations.
cDNA microarray technology involves many technical difficulties: the process of producing a set of red and green intensities pairs that could reasonably be expected to reflect the relative abundance of mRNA for each gene from a scanned slide entails many problems in image processing and statistical analysis that are important and challenging in their own right. Two areas currently receiving attention in the literature are background correction and normalisation. The motivation for background correction is that a spot's measured fluoresence includes a contribution which is not due to the hybridisation process of interest, but due, for example, to the presence of other chemicals on the slide. The raw red and green intensities are usually transformed to the log base 2 scale, being a natural scale of measurement for multiplicative (i.e., fold) changes, and inducing effective additivity of effects. A comprehensive discussion of issues in the image processing stage is given in , which also describes the main approaches used at present to process the scanned slides.
The term normalisation describes the process of measuring and subtracting systematic biases due to the dyes or other experimental effects, such as extraction effects, or poor experimental technique. A substantial proportion of the observed variation in cDNA microarray data is due to systematic biases of this nature and are described in detail elsewhere: see especially Dudoit et al. (2002) and . Our preferred approach to normalisation is that due to in which normalisation is treated as a data pre-processing step with the aim of producing corrected data for further statistical analysis on which sound biological inference can be based.
As the starting point for the present paper, we assume that the requisite processing of the image has been conducted, and that appropriate data pre-processing steps have been performed to produce data in the form of a single ratio of a red intensity and a green intensity for each gene, and that these values are reasonably assumed to be relatively free of systematic bias.
3 Design: motivation and illustrations
What is meant by 'design' for microarrays?
Experimental design for microarrays entails numerous statistical and practical considerations. Some of the questions most frequently asked by biologists include:
• Which mRNA samples should be competitively hybridised together on the same slide?
• Should samples from individual animals or people be compared directly or via a common reference mRNA sample?
• Should tissue samples from different individuals be pooled then compared, or should different individuals be hybridised to different slides?
• How many times should each slide be replicated?
• And if replicates are to be made, should they be dye-swapped replicates?
This list is not exhaustive. For example, an important question concerns the use of pooled samples namely, if pooled samples are to be compared, what is the optimal number of pools? Even the notion of what constitutes 'replication' is not straightforward in microarray experimentation: mRNA samples are often split into smaller aliquots, hybridised to separate slides then treated as replicated observations for the purposes of statistical inference. Sometimes the sample is labelled with a particular dye before being split into smaller samples. A single mRNA sample might be amplified, the amplifications then hybridised to different slides, or pooled then hybridised to different slides. Practice varies, but it is certainly the case that treating replicated observations across arrays as statistically independent will be a simplication.
True biological variability may be considered as that arising from mRNA samples obtained from different individuals, or from different extractions within an individual, but it is not usually the case that replicated arrays are obtained from such distinct biological samples. Speed and Yang (2002) distinguish biological replicates from 'technical replicates', for which the mRNA used in each hybridisation is obtained from the same mRNA sample but independently labelled with a dye for the hybridisation step. Speed and Yang are among the first researchers to consider more deeply and formally the correlations between different types of replicates and their associated components of variance. Churchill (2002) also discusses issues of replication and components of variance in cDNA microarray experiments.
For the purpose of our discussion on factorial and other special designs, we assume replicated experiments or hybridisations are statistically independent in the sense of representing either true biological variability between people or animals, or variability between extractions within an individual. The nature of the replication involved in a given experiment will obviously determine the scope and extent of biological inference that may be drawn from that experiment, and this should always be made explicit.
To date, there is no formal basis for conducting so-called dye-swapped experiments. The motivation for repeating hybridisations with the dye-assignment reversed is an empirical one in that it allows a direct measure of the extent of bias due to the physical and other properties of the dyes in the normalisation step. In many experiments, there are biases arising from sources not related to the dyes and often these will be substantial. Although the use of dye-swapped replication is not necessary or sufficient for the elimination of such biases, we take the view that if hybridisations are to be replicated, then they should be performed as dye-swapped replicates.
In this paper, we address the questions of which samples should be hybridised together and which hybridisations should be performed when a factorial design with a small number of factors, or a simple time course design, is appropriate. The goal of a microarray experiment may be to identify candidates genes for differential expression, or it may be to distinguish between different tissue types, or to classify tissues. Our premise is that the appropriate way to achieve such goals is to prescribe a design that is best able to identify differential expression subject to the practical constraints of the problem.
The ability to identify differential expression is expressed most naturally in terms of statistical power against a suitable alternative hypothesis. This is can then be optimised by choosing a statistically efficient design.
Illustrations
We motivate our development with two illustrative case studies.
Illustration 1: We are collaborating with researchers from the Adelaide Women's and Children's Hospital and the Hanson Centre for Cancer Research/Institute of Medical and Veterinary Sciences on a study to identify genes that play an important role in receptor signalling and leukaemogenesis. The experiment described here is part of a broader research program focusing on signalling pathways activated by the Granulocyte-macrophage colony stimulating factor (GM-CSF) receptor. Several approaches are being taken to investigate the nature of differential signalling that occurs in activated mutants of the GM-CSF receptor, and to relate this to the wild-type GM-CSF receptor. Two classes of activated mutants (extracellular and transmembrane mutants) display contrasting biological effects especially in relation to leukaemogenic potential. One cell line under study, V449E, proliferates into leukaemia, and another cell line, FI∆, undergoes differentiation to macrophages and neutrophils. The hypothesis is that there is a set of genes induced specifically in response to expression of V449E that results in its leukaemic effects.
A simple factorial experiment was conducted to compare the two mutants at times zero hours and 24 hours; it was anticipated that measuring changes over time would distinguish genes involved in promoting or blocking differentiation, or that suppress or enhance growth, as genes potentially involved in leukaemia. The complete experiment was conducted using a 2 × 2 factorial design with the additional restriction that observations are made in blocks of size 2. The researchers are interested in genes differentially expressed between the two samples i.e., in the sample main effect, but more particularly, in those genes which are differentially expressed in the two samples at time 24 hours but not at time zero hours. This is the interaction of sample and time.
From the perspective of designing a suitable experiment, the key points to observe are the following. The primary objective is to detect non-zero sample by time interactions and therefore the design should be efficient with respect to the estimation of that parameter. The time and sample main effects are also of some interest and should be estimable. In terms of constraints, a total of eight slides printed with the 15 K mouse cDNA were available, and since adequate mRNA probe was available there were no further constraints on the possible hybridisations.
Illustration 2: It is common to compare the effects of treatments on gene expression in two or more cell populations. For example, the 'treatments' may be active drug versus control and the cell populations may be normal versus cancerous tissue. The interaction term is here represented by the question: which genes are up (or down) regulated when comparing the effects of active treatment with control on the two tissue types? Again this is a 2 × 2 factorial design with two factors: treatment and cell population, each measured at two levels. In other applications, the two factors might be age and spatial or location effects, or cell populations and time effects.
In general, the two main effects and the interaction are the three parameters that can be estimated from a 2 × 2 factorial design. Note that in contrast to most statistical work, where interactions are often thought of as a nuisance, the interaction parameter in a two-factor gene expression experiment is frequently the parameter of prime importance.
Admissible Designs

Notation and parameterisation
We now introduce the general notation for 2 × 2 factorial designs and describe the usual types of experiments conducted to measure the interaction parameter. The discussion will be given in terms of a single gene and it is intended that the same parameterisation be applied separately for every gene on a slide.
Consider two factors, A and B having levels 0, a and 0, b respectively. For example, in Illustration 1, factor A represents sample with the levels 0 and a indicating the two cell lines, and factor B represents time with the levels 0 and b indicating the times zero and 24 hours respectively. Where applicable, the value '0' will represent the baseline level of a factor. In the present example, it is natural to take the non-leukaemic line, FI∆, as the baseline level for A and time zero hours as the baseline level for B.
In the 2 × 2 factorial experiment, there are four possible experimental conditions, and in the context of a single hybridisation, the expected log intensities can be described by the parameters µ, α, β, (αβ) as shown in Table 1 . 
It should be noted that the description of the expected intensities shown in Table 1 is completely general in the sense that the possible values for the intensities are not constrained by the parameterisation. It is also worth noting that this parameterisation is not unique and that other formulations of the main effect and interaction parameters are commonly used. However, all such parameterisations lead to identical conclusions for any specific contrast. The present choice is motivated by the fact that, in our application, the parameters correspond directly to the contrasts of interest to biologists.
The parameter µ may be thought of as the baseline intensity under the control condition 00, i.e., with each factor at its lower level. In the context of cDNA microarrays experiments, µ typically does not have a useful interpretation.
The parameter α is often called a main effect parameter and represents the difference in intensities between the two experimental conditions a0 and 00. In the context of Illustration 1, the difference α = a0 − 00 is the difference between V449E and FI∆ observed at time zero. This parameter can be estimated directly from a single slide on which the two cell lines taken at time zero have been hybridised.
Similarly, the parameter β = 0b − 00 is the main effect for B. In the present example, it represents the change in intensity that occurs in FI∆ between zero and 24 hours. As with the main effect α it can also be estimated directly from a single slide on which the FI∆ cell line at times zero and 24 hours have been hybridised. Finally, the parameter (αβ) is called the AB interaction and is typically the parameter of primary interest in a 2 × 2 factorial microarray experiment. Again for Ilustration 1, the purpose of the experiment is to identify genes that display a different pattern of expression in the two cell lines over time. Now consider the difference (ab−0b)−(a0−00). Observe that the first term, ab − 0b, is the difference between V449E and FI∆ measured at time 24 hours and the second term, a0 − 00 is the same quantity measured at zero hours. Hence the difference of the two represents the differential expression between the two cell lines that exists at time 24 hours beyond what was present at time zero. In terms of the parameterisation in Table 1 , we find (αβ) = (ab − 0b) − (a0 − 00) so that, in this case, (αβ) is the parameter of interest. Unlike the main effects parameters, the interaction cannot be estimated directly from a single slide but can be obtained in various ways from two or more slides. For example, experimenters could perform the following two hybridisations: 0b versus ab and 00 versus a0 or, alternatively, they could measure the interaction effect by performing the pair of hybridisations 0b versus 00 and ab versus a0.
The interaction can also be measured in less direct ways. For example, from the three hybridisations a0 vs 00, 0b vs 00 and ab vs 00 we obtain (αβ) = (ab − 00) − (a0 − 00) − (0b − 00).
Having established that to estimate an interaction requires an experiment with multiple slides and that this can be done in several different ways, we now consider the question of which particular hybridisations should be used. To begin, observe that for the four sample-time combinations there are six possible pairs of sample-time combinations that can be hybridised on a single slide. The four sample-time combinations and six possible hybridisations are represented in Figure 1 . In fact, there are twelve possible types of slides since the dye allocation can also be reversed for each pair of sample-time combinations, but these need not be considered separately. In Figure 1 we adopt the convention that the arrowhead sample is labelled with the red dye, and the arrow-tail sample with the green dye. Note that in practice, it is desirable to balance the red and green labellings of a probe are far as possible within a given experiment, but for the purposes of describing the parameterisation in Table 2 and Figure 1 , we have used hybridisations which give a convenient representation of the parameters.
The expected log ratio, M = log(R/G), for each pair of sample-time combinations can be calculated from Table 1 and these are shown in Table 2 . An experimental design is specified by the number slides of each configuration to be made and, for a fixed total number of slides, a number of different designs are possible. For example, if a total six slides were available a reference design comprising two replicates of each of configurations 1, 2 and 3 of Table 2 could be used, as illustrated in Figure 2 . The reference design allows for the estimation of all three parameters of interest and has been used extensively in practice. An alternative design considered by Speed (2001) , is to use a single replicate of each of the six possible configurations as shown in Figure 1 . As with the reference design, the all pairwise comparisons design allows for the estimation of the three parameters of interest but it can be shown to have superior properties to the reference design. However in the analyses that follow, we will demonstrate designs that are superior to both the reference and all pairwise comparisons designs. In particular, we show that despite its 
popularity and widespread acceptance, the reference design is very inefficient. We establish also that designs incorporating all possible direct pairwise comparisons are rarely optimal by the criterion of statistical efficiency, regardless of whether interest centres on the main effects and interaction equally, or on the interaction effects alone; any benefit appears to lie solely in estimation of the main effects.
Statistical Power and Standard Errors
The question of design can now be stated as:
How many replicates of each configuration should be produced?
The standard way to answer this question would be to prescribe a suitable threshold value for M , say 4, and then require that the experiment have a pre-determined level of power, say 80%, against any such alternatives. Such an experiment should then have an 80% chance of detecting any gene that is log four-fold over-or under-expressed. It is well known that such a requirement can be met by choosing a design such that the standard error for each parameter of interest falls below a certain value. However, in practice, the situation for microarrays is complicated. The usual reference design for six slides allocated as three dye-swapped pairs of hybridisations; the combination with both factors at their lower level is the reference sample, represented by the parameter µ.
In particular, it can be shown that the standard error of a given parameter estimate is given by σ √ c, where σ is the standard deviation between slides for a particular gene and c is a number derived from the design. However, a single experiment typically involves anything between 10,000 and 20,000 genes in which σ varies greatly from gene to gene, and is usually unknown. Therefore, the power typically cannot be determined in advance and, in a single experiment, we should not expect to attain the same level of power for every gene. Nevertheless, the design with the smallest standard error and thus the highest power will be that which has the smallest value of c and this does apply equally to every gene.
Least Squares Estimates
A major step in the statistical analysis of a factorial microarray experiment is to obtain estimates of the parameters of interest and their standard errors. Both of these quantities can be obtained from the well-known theory of least squares estimation; see, for example, Searle (1971) . For illustration, consider again the 2 × 2 factorial case and the reference design with two slides allocated to each of configurations 1, 2 and 3 from Table 2 . To calculate the least squares estimates, the design matrix X must be formed to reflect the expected log intensity ratio for each cell. In this case, the parameter vector is taken to be 
gives the expected log intensity ratios for the design. If the observed log intensity ratios are given by
then the least squares estimates of the parameters are given in vector form by
and the standard error of the ith parameter estimate is given by
where c i is the ith diagonal element of the matrix (X T X) −1 .
Admissible Designs
It is reasonable, all other things being equal, that we should choose a design that makes each of the c i 's as small as possible. Unfortunately this criterion is not straightforward. If the total number of slides is fixed and a certain pair of designs is to be compared, it could be expected that some of the c i 's will be smaller for the first design and some will be smaller for the second design. To illustrate, consider two experiments in the 2 × 2 case, one comprising three replicates of each of the configurations 1,2,4,5 from Table 2 and the other having four replicates of configurations 1,2 and two of 4,5. The design matrices are, respectively, 
The diagonal elements of (X T 1 X 1 ) −1 are 1/4, 1/4, 1/3 and the diagonal elements of (X
are 5/24, 5/24, 3/8. Hence, for the same total number of slides, the first design provides slightly better estimates for the interaction parameter (αβ) and the second provides slightly better estimates of the main effects α and β.
On the other hand, it can happen that one design is better than another. For example, consider the reference design with four replicates of each of the configurations 1, 2, 3, so that the design matrix is
and the diagonal elements of (X T 3 X 3 ) −1 are given by 1/4, 1/4, 3/4. The conclusion is that the design X 3 is inferior to both X 1 and X 2 in terms of statistical efficiency. That is, for the same number of slides, the design X 3 provides less accurate estimates of all parameters. This is especially the case for the interaction parameter (αβ) which, as previously discussed, is often the parameter of primary importance.
The preceding considerations motivate the following definition.
Definition 1. A design with a total of n slides and design matrix X is said to be admissible if there exists no other design with n slides and design matrix X * such that
for all i with strict inequality for at least one i, where c i , c * i are respectively the diagonal elements of (X T X) −1 and (X T * X * ) −1 . A design that is not admissible is said to be inadmissible.
According to this definition, the design X 3 is inadmissible since X 1 and X 2 are examples of X * that violate the conditions for admissibility.
To illustrate the importance of choosing an efficient design, it is useful to compare the performance of admissible designs and some commonly used inadmissible alternatives. For simplicity we will consider the 2×2 factorial experiment with six slides. In this case there are 462 possible designs of which 21 are admissible; these designs are shown in Table 3 . Figure 3 presents diagrams of the three admissible designs which estimate the interaction parameter most efficiently. The design in the third row of Table 3 corresponds to the bottom diagram in Figure 3 and Admissible Design 1 of Table 4 , and is subject to the constraint that c α = c β .
We now consider the performance of some inadmissible designs. To simplify the comparison, we compare them only to the admissible designs which satisfy the additional constraint c α = c β . There are three such designs and these are shown in Table 4 . The first inadmissible Three optimal admissible designs for 2 × 2 factorial experiments with six slides: the three designs correspond to those with the smallest c (αβ) for estimation of the interaction parameter as set out in Table 3 . The third design is subject to the constraint that the main effects c's are equal, i.e., c α = c β , and corresponds to Admissible Design 1 in Table 4 . design we consider is the reference design with two slides allocated to each of configurations 1, 2 and 3, as shown previously in Figure 2 . Although this design has been widely used, the results of Table 4 show it to be very inefficient under our formulation, especially with respect to the interaction parameter. Based on the comparison of c (αβ) , the Admissible Design 1 is clearly far superior to the reference design, and improves the efficiency of estimation by 100%. In fact, it can be shown that the reference design would require 12 slides to achieve the same precision in estimating the crucial parameter (αβ).
The design considered recently by Speed (2001) , comprising six slides corresponding to all six possible comparisons as shown in Figure 1 , is also analysed in Table 4 . Although superior to the reference design, it is nevertheless inadmissible and provides a substantially less precise estimate of (αβ) than Admissible Design 1, which here provides an efficiency gain of 33%. The reference design and the all pairwise comparisons design do provide for more efficient estimates of certain other contrasts, such as α − β and α + β + γ. However, a key element of our approach is to identify explicitly the contrasts that are of interest and optimise with respect to those. We argue that improved estimation of other contrasts is an unwarranted diversion of experimental effort rather than a virtue.
These examples show that large gains in efficiency can be obtained by using admissible designs. The improved efficiency ultimately translates into an enhanced ability to detect differential expression for a given amount of experimental effort. For this reason, it is recommended that only admissible designs be considered.
In a given problem, that is, a set of possible configurations and total number of slides, there is no simple way to identify the set of admissible designs. It transpires that, even for relatively small experiments, there are a very large number of designs to choose from. For example, if a total of 24 slides are available, then there are 118,755 possible ways to allocate them the six slide types shown in Table 2 . However, for relatively small problems they can be identified by simple enumeration of all possibilities. In the Appendix, admissible designs for the 2 × 2 case are listed for experiments with up to 18 slides and subject to the additional constraint that c α = c β . In situations where the total number of slides is the only constraint, it is our recommendation that only admissible designs be used.
Illustration 1 revisited
The study of leukaemic mice motivated our consideration of the design issues discussed in the present paper, but the experiment itself was conducted prior to our elucidation of these issues. At the time, the best design appeared to be the all pairwise comparisons design -this design provides a robust and comprehensive basis for estimation and statistical inference. Using the eight slides available, the six possible pairwise hybridisations were conducted and the cell line (i.e., sample) comparisons at times zero and 24 hours were replicated since they represented the direct comparisons of most biological interest. The two replicated hybridisations were performed as dye-swapped replicates.
The (inadmissible) experimental design we actually employed is shown in Figure 4 . For this design, it can be checked that c α = 1/3, c β = 5/12 and c αβ = 2/3. The fact that this design is inadmissible is demonstrated by the design shown in Figure 5 . For that design, we have c α = 0.2857, c β = 0.3929 and c αβ = 0.5357. However, since estimation of the interaction parameter (αβ) is of primary interest, and for reasons of balance, we would recommend in practice that the admissible design shown in Figure 6 be used. For that design, we have c α = c β = 3/8 and c αβ = 1/2. The simplest case of the 2 × 2 factorial experiment with eight slides corresponds to the 'loop' design advocated by Kerr and Churchill (2001) . 5 Factorial experiments with more than two factors or two levels
Our approach to the design of factorial microarray experiments can be used for experiments with more than two factors and/or more than two levels per factor, and we now demonstrate the utility of admissible designs on a 2 × 3 factorial experiment.
Illustration 3: We are collaborating with researchers from the Institute of Medical and Veterinary Sciences, Adelaide, on investigating the role of the cell-surface receptors for a group of signalling molecules in human disease. The signalling molecules are the cytokines Granulocyte-macrophage colony stimulating factor (GM-CSF), interleukin 5 and interleukin 3. The aim is to understand how these receptors are activated normally and what goes wrong with them in diseases such as leukaemia, certain solid cancers, asthma and rheumatoid arthritis. The experiment involves knocking out GM-CSF receptor in a cell line and comparing it to the parental 'normal' cells. Two cell lines are compared in this experiment, mutant (M) and normal wild-type (W), at three time points zero, six and 12 hours. The biologists are particularly interested in the cell line comparisons at six and 12 hours. In what follows, we will suppose that 10 slides available for the experiment and that there are no other restrictions.
We decided in advance to consider only hybridisations for which the samples differ on one factor. That is, we consider comparisons of the two cell lines at the same time or comparisons of the same cell line at two different times, but exclude the case of comparing the two different cell lines at two different times. The nine hybridisations we consider are shown in Figure 7 . The parameter µ represents the baseline (wildtype W at time zero), γ is the cell line (sample) parameter at time zero, α the difference in W between zero and six hours, and β the change in W from six to 12 hours. The parameters of primary interest in this experiment are (αγ) and (βγ), the changes in expression between the cell lines at six hours compared to time zero, and 12 hours compared to time zero, respectively. The main effect parameters α, β and γ are of secondary but nevertheless significant interest. The a priori exclusion of the other six comparisons was largely for practical reasons. However, in the light of our experience with the 2 × 2 case, we considered it very unlikely that any such slides would feature in an optimal design.
To choose an optimal design, all possible designs using 10 slides were enumerated and, subject to the constraint c (αγ) = c (βγ) , 55 admissible designs were found. Of these, the design shown in Figure 8 provides the smallest smallest value for c (αγ) . In particular, for this design we have c α = c β = 0.6571, c γ = 0.3571 and c (αγ) = c (βγ) = 0.6286.
Time course experiments
Parameterisations for time course experiments
The approach illustrated for factorial designs may also be applied in other situations such as time course experiments. Consider a simple time course experiment in which a single sample is to be analysed at times 0, 1, 2, . . . , n, and for a single gene, let µ t denote the level of expression at time t. A key step is to first identify the effects of interest. In contrast to the 2 × 2 factorial experiment, where it is frequently the case that the interaction parameter is unambiguously of prime importance, the situation for a time course will depend more specifically on the particular context. In what follows, we will consider three approaches that may be applicable in certain practical situations.
In the first, we assume that time zero represents a meaningful baseline and that the purpose is simply to detect differential expression relative to this baseline at any time. In this case, it would appear reasonable to define the parameters to be α t = µ t − µ 0 for t = 1, 2, . . . , n.
The second situation we consider is to define the parameters of interest as the differences between adjacent time points,
This approach is relevant when the time scale is such that changes in expression are likely to be observed as an abrupt step from one time point to the next and the purpose of the experiment is to identify, for each gene, the time points at which such changes occur.
The third situation relevant to time course experiments and where our methods can be applied is when certain time-profiles are specified in advance as being of interest. Suppose r < n particular profiles are defined in advance to be of interest. The n dimensional space of all possible time profiles can then be parameterised by constructing a basis comprising the r profiles (vectors) of interest and another n − r vectors that span the complementary space. The concept of admissibility can then be applied to identify those designs that provide for the most efficient estimation of the coefficients associated with the profiles of interest.
Suppose, for example, four equally spaced time points are taken and let the space of all four-dimensional profiles, M = {(µ 1 , µ 2 , µ 3 , µ 4 )} be parameterised in terms of orthogonal polynomials. The four basis vectors are
For the purposes of illustration, we will consider designs that are optimal for the estimation of the linear and quadratic terms. The same approach can also be used for any other specified profiles of interest. However, it would seem that the designs tailored for the estimation of the linear and quadratic terms would also be well suited to the estimation of any other profile that is well approximated by a quadratic function of time.
Designs
To demonstrate the application of our methods, the admissible designs are calculated under each of the three situations discussed above for time course experiments with four time points and six or 12 slides. In a time course experiment with n time points there are n(n + 1)/2 possible slides and the question of design again amounts to that of how many slides of each type should be made. In the case n = 4, there are six possible types of slides as illustrated in Figure 9 . The expected log ratio for each of the six types of slides are shown in Table 5 using each of the three different parameterisations. It should be emphasised that the three
Figure 9: Possible hybridisations for a time course experiment with four time points.
different parameterisations are equivalent representations of the same model. As previously explained, in any single application it is likely that one particular set of parameters would be most relevant to the question at hand. In our approach, the appropriate parameterisation is first chosen and then designs admissible with respect to that parameterisation considered. When six slides are available, and the α parameters are of interest, there are 462 possible designs of which 44 are admissible. Of these, two provide equal variances for all three parameter estimates and are shown in Table 6 . When 12 slides are available there is only one admissible design that provides equal variances for the three parameter estimates and this is also shown in Table 6 . The two designs in Table 6 for estimation of the α parameters involving six slides give identical variances for the parameter estimates and it is therefore of interest to compare the covariance matrices. These are given respectively by The positive covariances in the second design indicate, as would be expected, that the second design provides superior estimates of differences α t 1 − α t 2 .
When six slides are available, and the δ parameters are of interest, there are 462 possible designs of which 36 are admissible. Of these, two provide equal variances for all three parameter estimates and are shown in Table 7 . However, if a total of 12 slides are available, it transpires that of the 352 admissible designs, none provide equal variance for each of the three parameter estimates. Replication Configuration 1 2 3 4 5 6 c δ 1 c δ 2 c δ 3 2 0 0 2 0 2 0.500 0.500 0.500 1 1 1 1 1 1 0.500 0.500 0.500 An obvious choice for the design with 12 slides might then be to simply double the numbers of slides from the two admissible designs for the six slides. Clearly both of those designs will give c δ 1 = c δ 2 = c δ 3 = 0.25. In this case, there are seven admissible designs that provide lower variances for all three parameter estimates and these are listed in Table 8 . Finally, we consider admissible designs for the parameterisation based on the orthogonal polynomials. When six slides are available there are 462 possible designs of which 71 are admissible. Of these, one provides equal variances for the parameter estimatesβ 1 andβ 2 and these are shown in Table 9 . Similarly, when 12 slides are available there are two admissible designs that provide equal variances and these are also given in Table 9 . In the light of these considerations, designs that allocate equal numbers of each of the six possible types of slides would seem to be well suited to the time course experiment with four time points. Although they are not necessarily optimal, the preceding calculations show that they are quite efficient in all three situations. Moreover, the balance in these designs is an attractive property that may well out-weigh the minor losses in efficiency.
7 Discussion and further design issues
The Role of Parameters
One of the key steps in the development of this paper is the identification of the parameters of interest. Although this may be an unfamiliar step for many experimentalists, it is necessary for any formulation of good design and in many contexts should be straightforward. It is important to note that, for a given set of possible hybridisations, the corresponding levels of expression can be described using appropriate parameters in several different, but equivalent, ways. See, for example, Tables 6 and 7 in the context of the time course experiment. Moreover, the experimental designs that are optimal for one particular parameterisation may not be optimal for a different parameterisation of the same experiment. The key point to be made here is that the parameters must be formulated to correspond directly to the underlying questions of substantive interest.
In non-technical terms, this amounts to the fact that experiments can be designed to answer specific questions in a given context. One should not expect an experiment designed for a particular question to be optimal for answering some other question.
Further issues arise when parameters of subsidiary interest, such as main effect parameters, are present or when a question involving several parameters simultaneously is of interest. The treatment of those issues is somewhat technical and beyond the scope of the present paper.
Additional Contrasts
In this paper, we began with the parameterisation given in Table 1 and then studied the question of how best to design an experiment to efficiently estimate the parameters of interest.
In the 2 × 2 experiment it is frequently the case that the interaction parameter is the sole parameter of interest. However, in different experiments it may happen that both the original parameters and some additional derived contrasts are of equal interest. For example, in the simple time course experiment, it may be of equal interest to estimate both the α and δ parameters. In algebraic terms, this leads to a certain redundancy in the sense that if we know the values of the α parameters we can use that information to deduce the values of the δ parameters. As was previously discussed it is not the case that the designs which give the best estimate of the α parameters are also optimal for estimating δ. In this case, the definition of admissibility could be extended to find designs that best accommodate both requirements. This extension will be the subject of future work.
Larger Scale Studies
The examples considered in this paper have been small in terms of both the number of parameters involved and the number of slides available. In situations involving a larger number of parameters, the same arguments for considering only admissible designs can be made. However, in such cases it may happen that the number of admissible designs is so large that it is not useful to simply examine the list. In such cases, additional criteria for selecting a design are needed. If the number of parameters is small but a large number of slides are available, then a different problem arises. Namely, the total number of configurations rapidly becomes too large for the enumeration methods used here to be feasible. Although the problems outlined above are yet to be resolved, it has been our experience that the scope of many experiments currently being considered in practice is such that our methods can be usefully employed.
Additional Constraints
In this paper we have been concerned only with finding admissible designs subject to a single constraint on the total number of slides. In practice, it may be necessary to introduce additional constraints. For example, we might require a design with even numbers of each type of slide so that dye-swapping can be used or a design for which all parameters can be estimated even if one slide fails completely. Constraints may also arise for purely practical reasons, for example if the quantity of mRNA from some sources is limited. In principle, the imposition of additional constraints would require only minor changes to our approach. In particular, the definition of admissibility would need to be modified only to exclude designs that did not satisfy the desired constraints and the corresponding search algorithm modified accordingly.
Classical designs
In this paper, we have described in detail simple notional applications of factorial and time course designs to microarray experiments. It is important to recognise that classical designs and standard approaches to estimation seek to minimise the standard error of all estimable treatment contrasts, whereas we are interested in particular contrasts, frequently although not exclusively the interaction parameter. Moreover, owing to the practical constraints often arising in microarray experimentation due to limited numbers of slides, limitations on the available mRNA probes, uncertainty about the actual experimental process, and so on, each complex experiment needs its own tailor-made design. In other words, although it is possible to generate banks of admissible designs, it is very useful to have a way of treating each experiment on a case-by-case basis to accommodate features particular to that experiment. Furthermore, classical experimental design does not offer optimal designs of direct practical utility to the microarray context, and although there is a large and established literature on classical experimental design, it has not been able to offer definitive answers for even the simplest microarray experiments.
In summary, we have proposed classes of admissible designs, for factorial and time course microarray experiments with a fixed number of arrays available for experimentation, and information on the effects of primary interest to biologists. For relatively small problems, this may be done by simply enumerating the possibilities. For larger problems, where the number of possible configurations is so large that enumeration is not feasible, we are presently exploring approximate methods of optimisation. The anticipated result of this research will be a computational tool that enables experimentalists and other researchers to identify good designs in problems too large to be analysed by enumeration.
A Further results for 2 × 2 experiments
In this section we present the key admissible designs for 2 × 2 factorial experiments on 8, 10, 12, 16 and 18 slides. The results presented generalise those in Table 3 for six slides, but assume that the main effects are to have equal variances. These tables were produced using a C++ program that identifies the admissible designs in a given situation by enumeration.
We offer these designs here in the hope that they may be informative to researchers on the brink of conducting 2 × 2 factorial microarray experiments. Note that it is not necessary to assume an even number of slides; we have done so for convenience and to enable dyeswapped replication when feasible. It is clear that the 'cross-hybridisations' rarely enter the optimal admissible designs. Table 1 . Expression of a given gene in the 2 × 2 factorial experiment. Table 2 . Expected log ratio M = log(R/G). Table 3 . Admissible designs with six slides. Table 4 . Designs with six slides. Table 5 . Expected log ratio M for the time course experiment, for three parameterisations. Table 6 . Time course experiments: α parameters. Table 7 . Time course experiments: δ parameters. Table 8 . Time course experiments: δ parameters with 12 slides. Table 9 . Time course experiments: β parameters.s Table 10 . Designs with eight slides. Table 11 . Designs with 10 slides. Figure 1 . The four sample-time combinations and the six possible pairwise hybridisations in a 2 × 2 factorial design of block size two. Figure 2 . The usual reference design for six slides allocated as three dye-swapped pairs of hybridisations; the combination with both factors at their lower level is the reference sample, represented by the parameter µ. Figure 3 . Three optimal admissible designs for 2 × 2 factorial experiments with six slides: the three designs correspond to those with the smallest c (αβ) for estimation of the interaction parameter as set out in Table 3 . The third design is subject to the constraint that the main effects c's are equal, i.e., c α = c β , and corresponds to Admissible Design 1 in Table 4 . Figure 4 . The factorial design used for the study of mutant leukaemic mice in which cell lines FI∆ (F) and V449E (V) were compared at times zero and 24 hours. Each arrow represents a hybridisation, and cell line comparisons at zero and 24 hours were replicated with the dye assignment reversed. Eight slides in total were hybridised in this experiment. 
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