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Abstract
Termination is the fundamental property of a program that for each input, the evalua-
tion will eventually stop and return some output. Although the question whether a given
program terminates is undecidable, many techniques have been developed which can be
used to answer the question of termination for many programs automatically. Especially,
termination of term rewriting is an interesting and widely studied area: Since the basic
evaluation mechanism of many programming languages is term rewriting, one can suc-
cessfully apply the termination techniques for term rewriting to analyze termination of
programs automatically. Nevertheless, there still remain many programs that cannot be
handled by any current technique that is amenable to automation
In this thesis, we extend existing techniques and develop new methods for mechanized
termination analysis of term rewrite systems. Currently, one of the most powerful tech-
niques is the dependency pair approach. Up to now, it was regarded as one of several
possible methods to prove termination. We show that dependency pairs can instead be
used as a general concept to integrate arbitrary techniques for termination analysis. In
this way, the benefits of different techniques can be combined and their modularity and
power are increased significantly. We refer to this new concept as the “dependency pair
framework” to distinguish it from the old “dependency pair approach”.
Moreover, this framework facilitates the development of new methods for termination
analysis. To demonstrate this, we design several novel techniques within the dependency
pair framework. They can successfully be applied to prove termination of previously
challenging programs. For example, our work describes new ways how to handle programs
using accumulators, programs written in higher-order languages, and programs which
only terminate w.r.t. a given evaluation strategy. We additionally show how to disprove
termination, even under strategies.
All presented techniques are formulated in a uniform setting and are implemented in
our fully automated termination prover AProVE. The significance of our results is demon-
strated at the annual international Termination Competition, where the leading auto-
mated tools try to analyze termination of programs from different areas of computer
science: Without the contributions of this thesis, AProVE would not have reached the
highest scores both for proving and disproving termination in the years 2004 – 2007.
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1. Introduction
Termination is an essential property of programs and thus, techniques to verify and to
analyze termination are of great interest in program verification and analysis. To apply
termination techniques successfully even on complex programs, these techniques should
be as powerful as possible. Additionally, it is desirable to have a push-button approach
which does not need human guidance. Therefore, all these termination techniques should
be fully mechanizable. However, the halting problem is undecidable, and the question
whether a program terminates on all inputs is not even semi-decidable. Since we want
to answer the latter question, our goal can only be to develop and extend termination
techniques which can successfully analyze termination of many typical programs.
Whereas the research on automated termination analysis of imperative programming
languages is a young discipline [BCDO06, BMS05, CPR06, CS02, PR04a, PR04b, Tiw04],
more research has been done for functional programming languages [Abe04, BFG+04,
Gie95, GWB98, LJB01, PS97, TT00, Wal94, Xi02], and for logic programming [CLS05,
DD94, DS02, LMS03, MR03, Sma04].
Since term rewriting is the fundamental principle underlying the evaluation in many
programming languages, it is possible to reduce the question of termination of programs to
termination of term rewrite systems (TRSs). For example, transformational approaches
for logic programs have been developed in [AM93, AZ95, GW93, KKS98, Mar94, Mar96,
Raa97, SGST06] and a transformational approach for the functional programming lan-
guage Haskell has been recently developed in [GSST06]. In this way, termination analysis
of TRSs becomes especially important since every enhancement in this area will have a
positive impact on program verification of many programming languages.
Therefore, in this thesis we aim at improving the power of automated termination
analysis of TRSs.
Termination of TRSs has been studied for decades. While early work focused on the
development of suitable reduction orders [Der87, KB70, KL80, Lan79, Ste95], in the last
years new techniques were developed which build upon these orders and which try to
increase their power and applicability. One of the most powerful such techniques is the
dependency pair approach (DP approach) [AG00, GA01, GAO02]. Apart from the DP
approach, there also exist several other recent powerful techniques (e.g., semantic labeling
[Zan95], the monotonic semantic path order [BFR00], match-bounds [GHW03, GHWZ07],
etc.) for termination proofs of TRSs. Up to now, all these techniques were seen as separate
approaches on their own.
However, in this thesis we first design a framework which allows the combination of
termination techniques in a modular and uniform way. And second, existing techniques
to prove termination of TRSs are improved and new techniques are developed, including
methods to disprove termination. In these two ways, we improve the power of automated
termination analysis significantly.
To be more precise, we make the following contributions. Here, the first three items
(i) – (iii) are novel results which are not tailored to a specific termination technique,
and each of the remaining items (iv) – (ix) are improvements of particular termination
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techniques, where sometimes a known method is extended or where we design completely
new techniques.
(i) We show that dependency pairs are suitable as a general framework to integrate
arbitrary methods for termination proofs. In this way, the benefits of all available
termination techniques can be combined in a completely modular way and the clas-
sical DP approach is just a special case of our new DP framework. By combining
termination techniques within the DP framework (instead of trying to apply them
on a TRS directly, one after another), the flexibility, modularity, and power of these
techniques are increased significantly.
(ii) To treat the termination problem for several different evaluation strategies in a
uniform way, we introduce the notion of Q-restricted rewriting, which generalizes
both rewriting and innermost rewriting. We extend every termination technique
investigated in this thesis to Q-restricted rewriting and present all of them in a
uniform setting. This even includes some techniques like semantic labeling which
have not been applicable for strategies like innermost rewriting before.
Moreover, due to the increased expressiveness of Q-restricted rewriting we achieve
many new completeness results which cannot be obtained for innermost rewriting
directly. These results are especially useful for disproving termination.
(iii) Many termination techniques make use of common notions which are defined purely
syntactically, e.g., there is a notion of usable rules [AG00] applied in several termina-
tion methods. However, there have been various incomparable syntactic refinements
to obtain less usable rules [GTS05b, GTSF06, TGS04], and similar refinements also
exist for other notions. The problem here is that with every improvement of such a
syntactic notion, one has to check for every termination technique which uses that
notion, whether one can replace the old syntactic version by the improved one. This
boils down to adapting all proofs of all these termination techniques, clearly being
a large effort.
To solve this problem, in this thesis we introduce new semantic notions, e.g., for
the usable rules, such that all previous syntactic notions are just estimations of the
new semantic notion, and we integrate the semantic notions into every termination
technique such that one can use them with every estimation. Hence, due to our
results one can integrate every future improvement of an estimation into every
termination technique without adapting a single proof.
Moreover, for the automation we design improved estimations which are syntacti-
cally defined and which encompass all previous syntactic versions. These improve-
ments considerably increase the power of around half of the termination techniques
examined in the thesis.
(iv) There exist many termination techniques which are more powerful if they are used
to prove innermost termination. Therefore, it is beneficial if it suffices to prove
innermost termination instead of termination. In the previous work of [Gra95],
classes of TRSs have been identified where this switch can be done.
We extend that work to the DP framework, which results in two major benefits.
First, in the DP framework there are strictly less requirements to switch to innermost
termination than on the level of TRSs. And second, due to the modular structure of
3the DP framework, one can simplify the original termination problem before trying
to switch to innermost termination. For that reason, the conditions for this switch
are satisfied much more often, since only a subproblem instead of the whole TRS
has to satisfy the requirements.
(v) The most important technique to prove termination is to use well-founded orders.
Then termination can be shown by finding an order on terms that satisfies a certain
set of constraints. While there is still active research on developing new kinds of
orders (e.g., there are novel orders which are based on negative polynomial inter-
pretations [HM07] or on matrix interpretations [EWZ06, HW06]) we focus on the
orthogonal goal to reduce the set of constraints.
Our work is a significant extension of the work of [Urb01]: due to our results the con-
straints for termination and for innermost termination are almost identical. Thus,
proving full termination becomes almost as easy as proving only innermost termi-
nation. Moreover, we develop techniques to reduce the set of constraints for both
termination and innermost termination proofs further, e.g., by considering that cer-
tain positions of terms are ignored by the order. This is especially important for
programs using an accumulator, and in that way the resulting set of constraints is
often satisfied by the simple embedding order, whereas the original set of constraints
is not solvable by any order that is currently amenable to automation.
(vi) Some termination techniques of the DP approach transform dependency pairs,
namely the techniques of instantiation, rewriting, and narrowing [AG00, GA01].
We develop the additional new transformation of forward instantiation, which is
sometimes crucial for a successful termination proof.
But even more important is our extension of the narrowing transformation. Com-
pared to the original narrowing transformation, our extension produces far less new
pairs, which is often required to successfully prove termination, especially if one
considers programs using an accumulator.
(vii) To analyze programs of higher-order functional languages like Haskell, one can trans-
form them into applicative TRSs [GSST06]. Since standard termination techniques
often fail on TRSs of this special form, we design new dedicated termination tech-
niques, including an extension of the result in [KKSV96] to transform applicative
TRSs back to standard TRSs.
(viii) Semantic labeling [Zan95] is a powerful technique to prove termination of TRSs. We
completely integrate this important technique into the DP framework, including
a generalization to Q-restricted rewriting for both models and quasi-models, and
including new completeness results. The benefit is that one can now apply semantic
labeling at any time during a termination proof, and one often has to search for
models or quasi-models for only a small subproblem. In this way, semantic labeling
becomes even more powerful.
(ix) Finally, we develop techniques to disprove termination. Often, the reason for non-
termination is a loop, a notion we generalize from unrestricted rewriting to Q-
restricted rewriting. While up to now it was not even known whether it is decidable
if a given loop is also a loop for innermost rewriting, we present a decision procedure
for the more general case of Q-restricted rewriting. Although the correctness proof
of the procedure is highly non-trivial, the resulting algorithm is easy to implement.
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Moreover, we integrate the concept of a loop into the DP framework, whereas it was
originally defined for TRSs. One benefits from this integration since one can use all
preceding termination techniques to detect those parts of a TRS which are possibly
non-terminating. In this way, one often has to search for loops only in a small part
of the initial system.
Thus, with our contributions one can efficiently disprove termination of programs,
even if one fixes the evaluation strategy to innermost.
Major parts of these contributions have already been published as joint work in 17 ar-
ticles in international journals or in conference proceedings [CSL+06, FGM+07, GSST06,
GST06, GTS05a, GTS05b, GTSF03, GTSF04, GTSF06, GTSS07, SGST06, STA+07,
TG03, TG05, TGS04, TM07, TZGS07].
However, the thesis does not contain all the material of these articles, since here we
focus only on those parts of our work which aim at proving termination of TRSs. To
be more precise, the thesis does not present the results of our papers about transforming
programs to TRSs, and we do not provide all details about the automation of our methods.
But on the other hand, the thesis contains many important new contributions which
have been developed solely by the author and which are unpublished up to now. They
include the new semantic notions and the improved estimations in contribution (iii),
the extension of the narrowing transformation in (vi), the integration and generalization
of semantic labeling in (viii), and the decision procedure of (ix) to detect loops under
strategies.
All techniques presented in this thesis can be efficiently automated, where for the major
search problems one can often use SAT encodings and analyze termination with the help
of modern SAT solvers. This has been done in our implementation of the DP framework:
AProVE [GST06, GTSF04] is a fully automated tool for termination analysis, which is
developed at the Research Group Computer Science 2, RWTH Aachen University. Being
one of the leaders of the AProVE group, the author has designed major parts of AProVE
and contributed over 60,000 lines of Java code to the AProVE source.
In the years 2004 – 2007 AProVE participated in the international Termination Com-
petition [MZ07]. In this annual competition several termination tools try to solve as
many termination problems as possible from the termination problem data base (TPDB)
[TPDB], a collection of termination problems from several sources and different areas of
computer science. For each problem there is a short amount of time to give one of the pos-
sible answers “Yes, it terminates”, “No, it does not terminate”, or “Don’t know” together
with a corresponding proof. In every year AProVE was able to prove and to disprove
termination of more TRSs than any other tool. The fact that without our contributions
AProVE would not have been the winner of the competitions clearly demonstrates that
the results of this thesis indeed improve the power of automated termination analysis
significantly.
The thesis is organized as follows. We start in Chapter 2 by motivating and formally
introducing Q-restricted rewriting and the DP framework (contributions (i) and (ii)). In
this framework one investigates DP problems instead of TRSs. Then in Chapters 3 – 8
the various termination techniques are developed, explained, and formulated in a uniform
way as so-called processors. At the end of each of these chapters there is a short summary.
They contain remarks on the automation of the presented processors, comparisons with
related work, and possible ideas for future work. Moreover, for each contribution it is
remarked, where it has been published or whether it is unpublished up to now.
5Processors which always simplify DP problems and which have a low computational
complexity are shown in Chapter 3, including the new processor to switch to innermost
termination (contribution (iv)). Additionally, most of the new semantic notions as well as
the corresponding improved estimations (contribution (iii)) are introduced in that chap-
ter. The processors of Chapter 4 also simplify DP problems, but to apply them, one needs
to find orders satisfying corresponding sets of constraints, which most often is at least
an NP-hard problem. Here, we also illustrate how one can reduce the set of generated
constraints (contribution (v)). The dependency pair transformations are investigated in
Chapter 5, including the new forward instantiation processor and the improved narrow-
ing transformation (contribution (vi)). They are especially useful if one analyzes TRSs
which define functions by using tests and selectors instead of using pattern matching.
New techniques to handle higher-order functions which are encoded by applicative TRSs
(contribution (vii)) are discussed in Chapter 6. Moreover, in that chapter we again demon-
strate ways to decrease the set of generated constraints (contribution (v)). How to adapt
semantic labeling to the DP framework (contribution (viii)) can be seen in Chapter 7.
Finally, techniques to disprove termination are developed in Chapter 8, including the de-
cision procedure to detect whether a loop respects the evaluation strategy (contribution
(ix)).
The thesis ends with a conclusion in Chapter 9, which additionally contains some
remarks about our termination prover AProVE along with an outlook on future work.
Moreover, a strategy how to combine all the different processors is presented.
All proofs can be found in the appendix.

2. The Dependency Pair Framework
In this chapter we present the basis for our method to analyze termination of term rewrite
systems (TRSs).
First, in Section 2.1 we introduce basic notions and notations including Q-restricted
rewriting [GTS05a], and we give some initial arguments why we investigate termination
of Q-restricted rewriting instead of full termination or innermost termination. The main
reasons are that with Q-restricted rewriting both full rewriting and innermost rewriting
can be represented in a uniform way. And even more important, certain techniques are
more powerful for Q-restricted rewriting than for innermost rewriting, since innermost
rewriting is not expressive enough.
Afterwards, we recapitulate the basics of dependency pairs in Section 2.2. There we
present the two main components of our dependency pair framework to prove termination
of TRSs. The problems we are working on are so called “dependency pair problems”, or
“DP problems” for short. Then a termination proof in the dependency pair framework is
nothing more but a repeated transformation of DP problems into simpler DP problems by
“processors”, where one starts with the initial DP problem and ends if no DP problems
remains. Of course, it will be possible to disprove termination in the dependency pair
framework, too. It turns out that in this way, one can perform termination proofs in a
modular way, and the framework can easily be extended by developing new processors.
2.1. Q-Restricted Rewriting
A signature F is a finite set of function symbols where each f ∈ F has an arity, written
ar(f). The set T (F ,V) denotes the set of terms over F and the infinite set of variables
V . For a term t we write V(t) for the set of variables occurring in t, the set of positions
of t is Pos(t), and t is called linear iff each variable in t occurs at most once. The root
of a non-variable term is defined as root(f(t1, . . . , tn)) = f . A substitution is a mapping
from variables to terms which is homomorphically extended to a mapping from terms to
terms. The domain of a substitution σ is the set Dom(σ) = {x ∈ V | σ(x) 6= x}. We
often write tσ instead of σ(t) and we use {x1/t1, . . . , xn/tn} to represent substitutions
with finite domain, but we also allow substitutions which have an infinite domain.
A TRS R is a finite set of rewrite rules ` → r where ` and r are from T (F ,V) and
where every rule ` → r satisfies the variable condition, i.e., ` /∈ V and V(`) ⊇ V(r). A
collapsing rule is a rule where the right-hand side is a variable. A TRS R is left-linear,
resp. right-linear, iff all left-hand sides of R (lhs(R)), resp. right-hand sides of R, are
linear. The rewrite relation w.r.t. R is defined as s →R t iff there are a context C, a
position p, and a substitution σ such that s = C[`σ]p, t = C[rσ]p, and `→ r ∈ R. In that
case the subterm `σ is called a redex . To denote that rewriting is only allowed at a certain
position p we use the notation →R,p, and similarly, if we only allow rewriting for a single
rule `→ r, then we write→`→r instead of→{`→r}. A term t is in normal form w.r.t. some
binary relation → iff there is no s such that t → s. The set NF (R) of R-normal forms
consists of those terms which are in normal form w.r.t. →R. A TRS R is terminating iff
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→R is well-founded, i.e., if there is no infinite rewrite sequence t1 →R t2 →R t3 →R . . . .
We identify rules which only differ by their variable names and we assume that each
occurrence of a rule is variable-renamed when used for rewriting, etc.
In contrast to →R (which we also call the full rewrite relation), there also is the inner-
most rewrite relation which is denoted by i→R and defined as s i→R t iff s→R t where all
direct subterms of the redex are in R-normal form.
We refer to [BN98, Ter03] for further details on term rewriting.
Example 2.1. The following TRS R of [AG00, Example 2] computes subtraction and
division of natural numbers. Here, the naturals are encoded by 0 and s where the numbers
0, 1, 2, . . . are represented by the terms 0, s(0), s(s(0)), . . . .
minus(x, 0) → x (1)
minus(0, s(y)) → 0 (2)
minus(s(x), s(y)) → minus(x, y) (3)
div(0, s(y)) → 0 (4)
div(s(x), s(y)) → s(div(minus(x, y), s(y))) (5)
The computation of “2− 2 = 1” corresponds to the following rewrite sequence
div(s(s(0)), s(s(0))) →(5) s(div(minus(s(0), s(0)), s(s(0))))
→(3) s(div(minus(0, 0), s(s(0))))
→(1) s(div(0, s(s(0))))
→(4) s(0)
where in the last step the context C = s(2) and the substitution σ = {y/s(0)} is used for
the reduction, for example. Since there is no possibility to continue the rewrite sequence
any further, the term s(0) is in R-normal form.
If we consider the term t = div(s(minus(0, 0)), s(0)) then both reductions t→R div(s(0),
s(0)) and t →R s(div(minus(minus(0, 0), 0), s(0))) are possible, but only the former is an
innermost reduction.
To handle different evaluation strategies (like innermost or full rewriting) in a uniform
way, we introduce the following notion of Q-restricted rewriting, cf. [GTS05a, Definition
1]. In Q-restricted rewriting, one may only perform a rewrite step if the proper subterms
of the redex are not reducible w.r.t. Q (i.e., if they are Q-normal forms). This notion is
particularly useful when defining techniques for innermost termination proofs later on.
Definition 2.2 (Q-Normal Form, Q-Restricted Rewriting, Q-Termination). Let Q be a
set of non-variable terms and R be a TRS. We define the set NF (Q) of Q-normal forms
as the normal forms of the TRS {q → a | q ∈ Q}1 where a is some constant. Then the
Q-restricted rewrite relation is defined as s Q→R t iff s →R,p t for some position p such
that all direct subterms of the redex s|p are in Q-normal form. A TRS R is Q-terminating
iff Q→R is well founded.
1In [GTS05a] Q is a TRS and not just a set of non-variable terms. However, there it was already
mentioned that one can drop the right-hand sides, since for determining whether a term is in normal
form, it is sufficient to know the left-hand sides. We will illustrate that a set of termsQ is advantageous
to a TRS Q in more detail directly after Definition 6.2 and after Definition 7.16.
2.1. Q-Restricted Rewriting 9
Example 2.3. Consider R = {f(a) → f(a), a → b}. If Q contains the term a, then the
step from f(a) to f(a) is no longer possible with Q→R since the proper subterm a of the
redex f(a) is not a Q-normal form. Thus, R is Q-terminating. On the other hand, if
Q = ∅, then any ordinary rewrite step is also possible with Q-restricted rewriting and
we obtain f(a) Q→R f(a). Hence, then R is not Q-terminating.
Q-restricted rewriting subsumes both innermost and full rewriting. Full rewriting is
Q-restricted rewriting for Q = ∅ and innermost rewriting is Q-restricted rewriting with
Q = lhs(R) (→R = ∅→R and i→R = lhs(R)→ R). The following lemma states that Q→R is
“increasing” if R is “increasing” and NF (Q) is “increasing”.
Lemma 2.4 (Monotonicity of Q→R). If R ⊆ R′ and NF (Q) ⊆ NF (Q′) then Q→R ⊆ Q′→R′.
Lemma 2.4 indicates that for termination proving it is always advantageous to get
large sets Q as Q ⊇ Q′ implies NF (Q) ⊆ NF (Q′) and hence, Q→R ⊆ Q′→R. Moreover,
Lemma 2.4 already indicates why Q-restricted rewriting is better suitable for termination
analysis than innermost rewriting. There exist several techniques which can simplify
termination proofs by removing rules from the TRS R. For full rewriting and also for Q-
restricted rewriting, removal of rules is always advantageous, since it can never introduce
non-termination (termination of Q→R implies termination of Q→R′ if R′ ⊆ R). But for
innermost rewriting, this is not true. For instance, by removing the rule a→ b from the
innermost terminating TRSR of Example 2.3, we result in a TRSR′ that is not innermost
terminating (hence, i→R′ 6⊆ i→R). Here, Q-restricted rewriting has the advantage that
the terms Q which restrict the set of possible redexes are separated from the rules R used
for rewriting and thus, R and Q can be changed independently.
Often it is interesting whether we are at least as restricted as in the innermost case. A
sufficient but not necessary requirement is Q ⊇ lhs(R). This property is often demanded
in [GTS05a] to apply techniques that are only sound in the innermost case.2 However,
if we choose Q = {a} in Example 2.3 then Q→R = i→R but Q 6⊇ lhs(R). Nevertheless,
the application of techniques for innermost rewriting would be prohibited if they required
Q ⊇ lhs(R).
That this flexibility is sometimes required when modeling real programing languages
by term rewriting is demonstrated in the following extension of Example 2.1.
Example 2.5. Let R be the TRS of Example 2.1 with the following additional rule.
f(x) → f(div(0, 0))
To simulate innermost evaluation of programs we can of course set Q = lhs(R). But then
it possible to construct an infinite rewrite sequence:
f(0) Q→R f(div(0, 0)) Q→R f(div(0, 0)) Q→R . . .
However, in programming languages the evaluation would stop with an error at the second
step, and there is no infinite evaluation possible.
To solve this problem, one can model innermost evaluation of programs more accurately
if we define Q = {f(x), div(x, y),minus(x, y)}. Then, there is no reduction of f(div(0, 0))
possible.
However, in that case Q ⊇ lhs(R) does not hold, but we still want to apply all methods
to proof innermost termination since Q→R is even more restricted than i→R.
2To be more precise, the used criterion in [GTS05a] is Q ⊇ R as Q in [GTS05a] is a TRS and not just
a set of non-variable terms.
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To solve this problem here we use a precise criterion to characterize that Q→R is at least
as restricted as the innermost rewrite relation i→R, namely we demand NF (Q) ⊆ NF (R).
However, as the sets NF (Q) and NF (R) = NF (lhs(R)) are both infinite we need a way
to decide this property. This can be done with the following criterion where we only have
to ensure for the finitely many terms of lhs(R) that they are not in Q-normal form.
Lemma 2.6 (Deciding NF (Q) ⊆ NF (Q′)). Let Q and Q′ be sets of terms. Then
NF (Q) ⊆ NF (Q′) iff Q′ ∩ NF (Q) = ∅.
Using Lemma 2.6 we can indeed detect that for Q = {a} we are in the innermost case
in Example 2.3. The reason is that both left-hand sides a and f(a) of R contain the Q-
redex a, and thus, are not in Q-normal form. In the same way it is detected that for the
modified set Q in Example 2.5 innermost rewriting is less restrictive than Q-restricted
rewriting.
Moreover, Lemma 2.6 allows to reduce a set Q to a smaller set Q′ without changing the
corresponding rewrite relations, i.e., Q→R = Q′→R. Whenever a subterm of a term q ∈ Q can
already be matched by another term q′ in Q then one can safely delete q from Q resulting
in a smaller set Q′. By Lemma 2.6 we directly obtain Q→R = Q′→R. The advantage of small
sets Q is that the property “t ∈ NF (Q)” can be determined more efficiently. Consider
Example 2.3 with innermost strategy. We obtainQ = lhs(R) = {f(a), a}. As f(a) contains
the subterm a we can safely remove f(a) from Q and result in Q′ = {a}. Although Q′ ⊂ Q
we have the same rewrite relation i→R = Q→R = Q′→R as mentioned before.
Note that even if we start a termination proof for Q = ∅ we will often have to consider
termination problems where Q = lhs(R) or with Q ⊃ lhs(R). The reason is that there
are classes where termination and innermost termination are equivalent (so one obtains
Q = lhs(R)), and afterwards one will remove rules ofR (then Q ⊃ lhs(R)). In these cases
the Q-restricted rewrite relation is at least as restricted as the innermost rewrite relation.
When using the technique of semantic labeling we can even get termination problems
where Q and lhs(R) are incomparable, cf. Chapter 7. Thus, there is an urgent need to
generalize the termination techniques from full and innermost rewriting to Q-restricted
rewriting.
2.2. Dependency Pairs
Now we extend the dependency pair approach to a dependency pair framework for the
combination of arbitrary termination techniques. We refer to [AG00, GAO02] for further
details on the dependency pair approach and to [GTS05a] for a simplified version of the
dependency pair framework.
First, we present a termination criterion forQ-restricted rewriting based on dependency
pairs. For a TRS R the defined symbols are DR = {root(`) | ` → r ∈ R}. For every
f ∈ DR we introduce a fresh tuple symbol f ], where f ] has the same arity as f and we
often write F for f ]. If t = g(t1, . . . , tm) with g ∈ DR, we let t] denote g](t1, . . . , tm).
Definition 2.7 (Dependency Pair [AG00]). The set of dependency pairs for a TRS R
is DP(R) = {`] → t] | `→ C[t] ∈ R, root(t) ∈ DR, and t is no proper subterm of `}.3
3This definition differs from the classical definition of dependency pairs in [AG00] by integrating a recent
observation of [Der04], that one does not have to build dependency pairs where the right-hand side is
a proper subterm of the left-hand side.
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Example 2.8. The defined symbols of the TRS is Example 2.1 are minus and div. Thus,
one obtains the following dependency pairs:
MINUS(s(x), s(y)) → MINUS(x, y) (6)
DIV(s(x), s(y)) → MINUS(x, y) (7)
DIV(s(x), s(y)) → DIV(minus(x, y), s(y)) (8)
To verify Q-termination, we use the notion of chains. Intuitively, a dependency pair
corresponds to a function call and a chain represents a possible sequence of calls that can
occur in a reduction. For termination, we try to prove that there are no infinite chains.
In the following definition, P is a directed graph where the nodes are pairs. Note
that initially, every node is a dependency pair. However, as we will later on see tech-
niques which transform dependency pairs into arbitrary rewrite rules, we only speak
about “pairs” and not about “dependency pairs”. But we do not call the nodes of P
“rules” to distinguish them from the rules of the TRS R.
Definition 2.9 (Pair-Graph, Chain). A pair-graph is a directed graph P = (N,E) where
the nodes N are a finite set of pairs and E ⊆ N ×N are the edges.
For a pair-graph P = (N,E), a set of terms Q, and a TRS R a (possibly infinite)
sequence of pairs s1 → t1, s2 → t2, . . . is a (P ,Q,R)-chain iff (si → ti, si+1 → ti+1) ∈ E,
and there is a substitution σ such that tiσ
Q→∗R si+1σ for all i and all siσ are in Q-normal
form. A chain is minimal iff all tiσ are terminating w.r.t.
Q→R.
We often identify a pair-graph P = (N,E) with the set of pairs N . In this way
s→ t ∈ P is a shorthand for s→ t ∈ N , and P\{s→ t} is the pair-graph (N\{s→ t}, E ′)
where E ′ is like E but one removes all edges that are adjacent to the node s → t,
i.e. E ′ = E ∩ (N \ {s→ t})2. The graph operations \ and ⊆ are defined component-wise:
(N,E) ⊆ (N ′, E ′) iff N ⊆ N ′ and E ⊆ E ′, and (N,E) \ (N ′, E ′) = (N \N ′, E \ E ′). We
also use a set of pairs as a pair-graph where we implicitly assume that there are edges
between every two (possibly identical) pairs.
Note that the pair-graph is new compared to the standard definition of a chain [AG00,
GTS05a]. Up to now, P always was just a set of pairs without any graph structure. The
reason for changing from sets of pairs to a graph over pairs is mainly improved efficiency
and modularity (cf. the discussion on page 19 and Example 5.4), but sometimes even the
power will be increased (cf. Example 4.40 and Example 5.12).
Example 2.10. If Q ⊆ lhs(R) then the TRS of Example 2.8 has the following chain
which consists of two occurrences of the dependency pair (8).
DIV(s(x1), s(y1)) → DIV(minus(x1, y1), s(y1)),
DIV(s(x2), s(y2)) → DIV(minus(x2, y2), s(y2))
The reason is that DIV(minus(x1, y1), s(y1))σ
Q→∗R DIV(s(x2), s(y2))σ holds for some substi-
tution σ (e.g., σ(x1) = s(0) and σ(x2) = σ(yi) = 0 for i ∈ {1, 2}) such that all instantiated
left-hand sides DIV(s(xi), s(yi))σ are in Q-normal form. Moreover, the chain is minimal,
since all instantiated right-hand sides of the dependency pairs are terminating w.r.t. Q→R.
As mentioned above, termination corresponds to absence of infinite chains. Here, it
suffices to consider minimal chains, since minimal non-terminating terms (whose proper
subterms are terminating) correspond to infinite minimal chains. The termination cri-
terion for dependency pairs [AG00, Theorems 6 and 31] can easily be generalized to
Q-restricted rewriting.
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Theorem 2.11 (Termination Criterion [GTS05a]). The following three properties are
equivalent.
(i) R is Q-terminating
(ii) there is no infinite (DP(R),Q,R)-chain
(iii) there is no infinite minimal (DP(R),Q,R)-chain
The termination criterion in Theorem 2.11 states that to prove Q-termination, it is
sufficient to show that there is no infinite minimal chain. But in order to disprove termi-
nation, it is enough to find any infinite chain (which may also be non-minimal).
With this criterion, we can now state the dependency pair framework. The basic idea
of this framework is to examine a pair-graph P , the set of terms Q, and the TRS R and to
prove absence of infinite (minimal) (P ,Q,R)-chains instead of examining the relation Q→R
directly. There are several advantages of this approach compared to a direct termination
proof.
For example, consider a direct termination proof where one has to find a reduction
order satisfying the constraints `  r for all rules of R. Note that common reduction
orders fail on the constraints for Example 2.8 whereas it is easily possible to prove absence
of infinite chains using the techniques of Chapter 4 in combination with the embedding
order. This is possible since in contrast to a direct termination proof, the order  does
not have to be monotonic when analyzing chains.
Moreover, in the direct termination proof one has to solve termination of minus and
div together. In contrast, it will be possible to decompose a so-called dependency pair
problem (DP problem, for short) into several independent sub-problems, e.g., one problem
for MINUS and one for DIV. These problems can then be solved separately using different
techniques, which leads to a very modular approach to termination proving.
Formally, a DP problem consists of a pair-graph P , a set of terms Q, a TRS R (where
initially, P = DP(R)), and a flag f ∈ {m, a} which stands for “minimal” or “arbitrary”.
Initially, we have f =m. Our goal is to show that there is no infinite minimal (P ,Q,R)-
chain if f = m and that there is no infinite (possibly non-minimal) (P ,Q,R)-chain if
f = a. In this case, we call the problem finite.
A DP problem (P ,Q,R, f) that is not finite is called infinite. But additionally,
(P ,Q,R, f) is already infinite whenever R is not Q-terminating. So in particular, the ex-
istence of any (possibly non-minimal) infinite (P ,Q,R, f)-chain suffices to conclude that
(P ,Q,R, f) is infinite, even if f =m. While the initial DP problem (DP(R),Q,R, f) is
either finite or infinite, other DP problems (P ,Q,R, f) which can occur in termination
proofs can be both finite and infinite.
Example 2.12. As an example consider the TRS R = {f(a)→ f(a), a→ a}, let Q = ∅,
and let P consist of the dependency pair F(a)→ F(a). Then F(a)→ F(a), F(a)→ F(a), . . .
is an infinite (P ,Q,R)-chain, but there is no infinite minimal (P ,Q,R)-chain, since F(a)
is not terminating. So the dependency pair problem (P ,Q,R) is both finite and infinite.
Such DP problems do not lead to any difficulties. If one detects an infinite DP problem
during a termination proof, one can always abort the proof, since termination has been
disproved (provided that all proof steps were “complete”, i.e., that they preserved the
termination behavior). If the problem is both finite and infinite, then even if one only
considers it as being finite, the proof will still be correct, since then there exists another
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resulting dependency pair problem which is infinite and not finite. The reason is that
by Theorem 2.11, non-termination implies that there exists an infinite (minimal) chain.
Indeed, when proving termination of the TRS of Example 2.12 one would also obtain a
DP problem with the infinite minimal chain A→ A, A→ A, . . .
Termination techniques should now operate on dependency pair problems instead of
TRSs. They transform a DP problem into a new set of problems which then have to be
solved instead. Alternatively, they can also return the answer “no”. We refer to such
techniques as processors.
Definition 2.13 (DP Problem). A DP problem D is a quadruple (P ,Q,R, f) that con-
sists of a pair-graph P, a set of terms Q, a TRS R, and a flag f ∈ {m, a}. A DP problem
(P ,Q,R,m) is finite iff there is no infinite minimal (P ,Q,R)-chain and (P ,Q,R, a) is
finite iff there is no infinite (P ,Q,R)-chain. A DP problem (P ,Q,R, f) is infinite iff it
is not finite or if R is not Q-terminating.
A processor is a function Proc which takes a DP problem as input and returns either a
set of DP problems or the result “no”. A processor Proc is sound if for all DP problems
D, D is finite whenever Proc(D) is not “no” and all DP problems in Proc(D) are finite.
A processor Proc is complete if for all DP problems D, D is infinite whenever Proc(D)
is “no” or when Proc(D) contains an infinite DP problem.
Thus, soundness is required in order to use a processor Proc to prove termination (in
particular, to conclude that D is finite if Proc(D) = ∅). Completeness is needed in
order to use Proc to prove non-termination (in particular, to conclude that D is infinite
if Proc(D) = no). Even if one is only interested in proving termination, completeness is
still advantageous, since it ensures that one does not transform non-infinite DP problems
into infinite ones (i.e., applying the processor does not “harm”). The reason for the above
non-symmetric definition of “finite” and “infinite” is that in this way there are more finite
resp. infinite DP problems and therefore, it becomes easier to detect (in)finiteness of a
problem.
That a DP problem is already “infinite” if R is not Q-terminating will be required
for the completeness of the rewriting processor, of the narrowing processor, and of the
processor to switch to termination (cf. Theorems 5.10, 5.19, and 8.9, and Example 5.15 in
Chapter 5) and that a DP problem (P ,Q,R,m) is already “finite” if there are no infinite
minimal chains will be required for the soundness of many processors (cf. Theorems 3.14,
4.12, 4.18, 4.20, 4.32, 4.41, 6.17, and 6.22).
The fact that there are many processors relying on minimality clearly shows that a
processor which changes the minimality flag from m to a has a severe drawback. In that
case one should try to a develop an alternative processor with a similar result which does
not change the minimality flag. How this can be done is discussed with the processor of
Theorem 4.12 in Section 4.2 in more detail.
The following corollary introduces the dependency pair framework (“DP framework”,
for short). The idea is to start with the initial DP problem where P = DP(R) and
f =m. Then this problem is transformed repeatedly by sound DP processors. If the final
processors return empty sets of DP problems, then termination is proved. If one of the
processors returns “no” and all processors used before were complete, then one has proved
that the original TRS is not Q-terminating. The proof of Corollary 2.14 is immediate
from Definition 2.13 and Theorem 2.11.
Corollary 2.14 (Dependency Pair Framework [GTS05a]). Let R be a TRS and Q be a
set of terms. We construct a tree whose nodes are labelled with DP problems or “yes”
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or “no” and whose root is labelled with (DP(R),Q,R,m). For every inner node labelled
with D, there is a sound processor Proc satisfying one of the following conditions:
• Proc(D) = no and the node has just one child, labelled with “no”
• Proc(D) = ∅ and the node has just one child, labelled with “yes”
• Proc(D) 6= no, Proc(D) 6= ∅, and the children of the node are labelled with the DP
problems in Proc(D)
If all leaves of the tree are labelled with “yes”, then R is Q-terminating. Otherwise, if
there is a leaf labelled with “no” and if all processors used on the path from the root to
this leaf are complete, then R is not Q-terminating.
Example 2.15. If D0 is the initial DP problem (DP(R),Q,R,m) and Proc0, Proc1, and
Proc2 are sound processors with Proc0(D0) = {D1,D2}, Proc1(D1) = ∅, and Proc2(D2) =
∅ (left tree in Figure 2.16), then one can conclude termination. But if Proc1(D1) =
{D3,D4,D5} and Proc2(D2) = no, and both Proc0 and Proc2 are complete (right tree in
Figure 2.16), then one can conclude non-termination.
D0
zzz
z DDD
D
D1 D2
yes yes
D0
{{{
{ CCC
C
D1
{{{
{ CCC
C D2
D3 D4 D5 no
Figure 2.16.: Trees for Termination Proofs in the Dependency Pair Framework
In the remainder of the thesis, we present several sound processors which can be used
for termination analysis within the DP framework. Of course, it is desirable to find
processors which transform a DP problem (P ,Q,R, f) into a set of “simpler” problems
and whose application can never “harm”. Therefore, we are particularly interested in
processors which decrease P , NF (Q), and R. As stated by Lemma 2.4, decreasing the
set of rules R and decreasing NF (Q) leads to a more restricted rewrite relation and thus,
it can never transform a non-infinite DP problem into an infinite one. In other words,
any processor which removes nodes and edges from P , which removes rules from R, and
which adds terms to Q (and thereby decreases NF (Q)) is complete.
A corresponding lemma in the DP approach also holds for the termination case but not
for the innermost case. Consider for example P = {F(a) → F(a)},R = {a → b}. There
is no infinite innermost P-chain over R, but there is an infinite innermost P-chain over
the empty TRS. Thus, removing rules can introduce infinite chains and thereby prevent
a successful innermost termination proof.
Lemma 2.17 (Completeness of Processors). Let Proc be a processor where for all DP
problems (P ,Q,R, f) the result of Proc((P ,Q,R, f)) is not no and for all (P ′,Q′,R′, f ′) ∈
Proc((P ,Q,R, f)) we have P ′ ⊆ P, NF (Q′) ⊆ NF (Q), and R′ ⊆ R. Then Proc is
complete.
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Summary of Chapter 2
In this chapter we have introduced Q-restricted rewriting which allows to represent full
and innermost rewriting in a uniform way. The additional flexibility of Q also helps to
model innermost evaluation in programming languages more accurately. Moreover, we
have extended the DP approach of [AG00] to a DP framework which allows a modular
combination of termination techniques by formulating them as processors.
Most of this work has already been published by us in [GTS05a], but there are some
extensions which are only present in this thesis, namely the pair-graph, the set Q, and the
improved check to detect that Q-restricted rewriting is more restrictive than innermost
rewriting.
It remains to present and extend existing processors and to develop new processors.
This will be done in the following chapters.

3. Processors Without Search
In this chapter we will see processors which always simplify DP problems as they never
increase P , R, or NF (Q).
The processors of Section 3.1 are based on the dependency graph, a concept which is well
known already in the early work about dependency pairs [AG00]. Using the dependency
graph one can decompose DP problems. For example, these processors allow to prove
termination of DIV and MINUS in Example 2.8 independently. As the dependency graph
is not computable, different estimations are proposed in [AG00, GTS05b, HM05, Mid01,
Mid02]. The problem is that all these estimations have been developed for full- or for
innermost-rewriting but not for Q-restricted rewriting. Therefore, in Section 3.1 and
Section 3.4 we present new estimations for dependency graphs which integrate most ideas
of the known estimations4 and which generalize these ideas to Q-restricted rewriting.
An improved version of the processor of [GTS05a] which can enlarge the set Q to
lhs(R) is presented in Section 3.2. This processor allows to switch from full termination
to innermost termination and subsumes the result of [Gra95] that for locally confluent
overlay systems innermost termination and termination coincide.
In Section 3.3 we recapitulate the well-known concept of usable rules [AG00]. The
usable rules are those rules that are used to evaluate the arguments of the right-hand
sides of the dependency pairs. Using the corresponding processor one can replace the
TRS R of a DP problem by the smaller TRS containing only the usable rules. For
example, for MINUS there are no usable rules and for DIV only the minus-rules are usable
in Example 2.8. The problem with the concept of usable rules is again that up to now
they were only presented for full- and for innermost-rewriting. But the situation is even
worse.
There are different definitions of usable rules [AG00, GTS05b, GTSF06]5 and it is
unclear whether one can exchange the definition of usable rules in different papers without
invalidating the theorems that make use of usable rules. To this end we present a new
semantic version of usable rules and show that all previous versions of usable rules are
estimations of the semantic version of usable rules. Moreover, we show for the various
processors that rely on usable rules that they are correct for arbitrary estimations of usable
rules (which over-approximate the set of usable rules). Then we present a new estimation
in Section 3.3 for the general case of Q-restricted rewriting which is better than every
previous version of usable rules. A similar solution will be presented in Section 3.1 in
order to combine the different syntactic versions of Cap.
Finally, in Section 3.5 we will show processors to remove terms from Q. Although
their application results in larger sets NF (Q), they do not harm, since only terms are
removed which cannot block reductions of R and P any more. On the contrary, often
these processors can transform DP problems with NF (Q) ⊂ NF (R) to DP problems with
NF (Q) = NF (R). In this way, all those techniques become applicable which are only
4We do not integrate the estimations based on tree automata of [Mid01].
5We do not consider the generalized usable rules of [GTSS07, Definition 5] in this chapter since these
rules depend on a reduction pair, a concept we will introduce in the next chapter.
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available for innermost termination.
What all processors of this chapter have in common is that they can be automated
efficiently, as there are no challenging search problems arising when implementing these
processor.
To illustrate the different processors we use the following running example throughout
this chapter. Note that we do not continue with the termination proof of Example 2.8
as that TRS was already shown to be terminating in many papers using standard orders
with techniques that have already been developed in [AG00].
Example 3.1. We consider a TRS for addition and multiplication of natural numbers
combined with a variant of the TRS of Toyama [Toy87]. Here, multiplication is computed
with the help of an accumulator in the third argument.
isZero(0) → true (9)
isZero(s(x)) → false (10)
plus(0, y) → y (11)
plus(s(x), y) → s(plus(x, y)) (12)
plus(plus(x, y), z) → plus(x, plus(y, z)) (13)
times(x, y) → mul(x, y, 0) (14)
mul(x, y, z) → if(isZero(x), x, y, z) (15)
if(true, x, y, z) → z (16)
if(false, s(x), y, z) → mul(x, y, plus(y, z)) (17)
f(s(0), s(s(0)), x) → f(x, x, x) (18)
3.1. Dependency Graph
We now present a processor to decompose a DP problem into several separate sub-
problems. To this end, one tries to determine which pairs can follow each other in chains
by constructing a so-called dependency graph. In contrast to the classical DP approach,
now the dependency graph can be (re-)computed at any time during the termination
proof. This leads to very modular proofs, since one may always decompose DP problems
into sub-problems which can be solved independently, e.g., by different DP processors.
Definition 3.2 (Dependency Graph). Let (P ,Q,R, f) be a DP problem where the pair-
graph P has the set of nodes N . The (P ,Q,R)-dependency graph is a pair-graph (N,E)
and E contains an edge from s → t to u → v iff s → t, u → v is a (P ,Q,R)-chain
(iff s → t, u → v is a path in P and there is substitution σ such that tσ Q→∗R uσ and
{sσ, uσ} ⊆ NF (Q)).
Obviously, whenever there is no edge between s → t and u → v in the dependency
graph then one can delete all corresponding edges in P . Since the dependency graph is in
general not computable, for automation one constructs an estimated graph. To this end,
one has to approximate whether two pairs s → t and u → v form a (P ,Q,R)-chain. In
this case, one draws an arc from s → t to u → v. In this thesis we only consider sound
estimations that contain the real dependency graph. Then, one may remove all edges in
P that are not contained in the estimated graph.
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Theorem 3.3 (Processors Based on the Dependency Graph). The following processor
Proc is sound and complete. For a DP problem (P ,Q,R, f) with P = (N,E) the processor
Proc returns {(P ∩ P ′,Q,R, f)}, where P ′ is an estimated (P ,Q,R)-dependency graph.
The next step is to exploit the graph-structure of the pair-graph of a given DP problem.
An infinite chain corresponds to an infinite path in the pair-graph. And as this graph is
finite, every infinite chain in the graph must correspond to a cycle in the graph. Therefore,
for every DP problem (P ,Q,R, f) it is sufficient to prove absence of infinite (minimal)
chains for maximal cycles (so-called strongly connected components, SCCs) of P . To be
more precise, a subgraph P ′ of P is called a cycle iff in P ′ every node n is reachable from
every other node (including n itself). A cycle P ′ is called an SCC if P ′ is not a proper
subgraph of any other cycle.
Theorem 3.4 (Processor Based on Graph Decomposition). The following processor Proc
is sound and complete. For a DP problem (P ,Q,R, f) with P = (N,E) the processor
Proc returns {(P1,Q,R, f), . . . , (Pn,Q,R, f)}, where P1, . . . ,Pn are the SCCs of P.
Example 3.5. For the TRS of the running example of this chapter (Example 3.1) we
obtain the following set of dependency pairs.
PLUS(s(x), y) → PLUS(x, y) (19)
PLUS(plus(x, y), z) → PLUS(x, plus(y, z)) (20)
PLUS(plus(x, y), z) → PLUS(y, z) (21)
TIMES(x, y) → MUL(x, y, 0) (22)
MUL(x, y, z) → IF(isZero(x), x, y, z) (23)
MUL(x, y, z) → ISZERO(x) (24)
IF(false, s(x), y, z) → MUL(x, y, plus(y, z)) (25)
IF(false, s(x), y, z) → PLUS(y, z) (26)
F(s(0), s(s(0)), x) → F(x, x, x) (27)
The dependency graph of the initial DP problem has the following structure.
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This graph contains two SCCs. The first SCC is the subgraph containing the recur-
sive dependency pairs for multiplication (23) and (25) and the second SCC contains
all dependency pairs for the addition rules (19), (20), and (21). Thus, when applying
Theorem 3.3 and Theorem 3.4 we obtain the two new DP problems ((23)↔ (25),∅,R,m)
and ({(19), (20), (21)},∅,R,m).6 From now on we can prove termination of addition and
multiplication independently.
In [GTS05a] the previous two theorems were integrated in one theorem, which computed
the SCCs P1, . . . ,Pn of the (estimated) dependency graph and then returned the set of
6Recall that the set {(19), (20), (21)} represents the pair-graph where every two (possibly identical) pairs
are connected.
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pairs of every Pi as result. Note that this combination was necessary as P was a set of
pairs and there was no possibility to store the structure of the (estimated) dependency
graph in P . This older approach has the disadvantage that when using the combined
theorem a second time in a termination proof, one has to recompute all edges. However,
as we have defined P to be a graph, we just have to check the connections between pairs
that are still connected. So in Example 3.5 we will never again check whether (23) is
connected to itself. Thus, the graph structure increases efficiency. For an example where
this effect occurs we refer to a later state in the termination proof of the running example
of this section (Example 3.22).
Moreover, the graph structure increases modularity. It is now easily possible to sepa-
rately apply various (possible incomparable) dependency graph estimations to delete all
edges that can be removed by at least one estimation. Of course, it is possible to develop
a processor that integrates all techniques to delete edges and performs this accumulated
deletions of edges internally. However, this would require a large combined theorem which
has to be updated with every new technique for edge deletion that is discovered in the
future. And such a combined theorem is clearly less desirable than presenting many
separate ideas to delete edges and then combine them in a modular way.
Still, the question how to estimate the dependency graph remains. In the classical
dependency pair approach, several such approximations were developed and for example,
all of them would return the graph given in Example 3.5 with an additional edge from
(27) to itself.7 However, instead of (P ,Q,R)-chains, here one only considered chains
where Q = ∅ (for full termination) or where Q = lhs(R) (for innermost termination).
The latter were called “innermost chains”. By Lemma 2.4, every (P ,Q,R)-chain is also
a (P ,∅,R)-chain (i.e., an ordinary chain in the classical dependency pair approach) and
if NF (Q) ⊆ NF (R), it is also an innermost chain. Thus, all existing methods to (over-
)approximate chains in the dependency pair approach can also be used to approximate
(P ,Q,R)-chains for any Q. Moreover, if NF (Q) ⊆ NF (R), then all approximations for
innermost chains can be applied as well. Hence, one can still use the existing estimation
techniques for (innermost) dependency graphs in order to estimate (P ,Q,R)-dependency
graphs.
The basic idea of most current estimations is the following. To estimate whether two
pairs s → t and u → v form a chain, essentially it must be checked whether there is
some substitution σ such that sσ and uσ are in Q-normal form and tσ Q→∗R uσ. To
this end it is approximated what the term tσ looks like after a reduction. Therefore, a
function Cap8 replaces all subterms of t at position p by a fresh variable, whenever in the
reduction of tσ it is possible to perform a rewrite step at position p. Then it is checked
whether the resulting term Cap(t) can be unified with u. If this is not the case it can be
guaranteed that s → t and u → v do not form a chain. Moreover, in the innermost case
the information that sσ and uσ are normal forms is sometimes also integrated into Cap.
This is done by providing an additional parameter S for Cap where S contains terms like
s and u which are instantiated to normal forms. The set S can also be used if CapS(t)
and u are unifiable. If the mgu instantiates a term of S such that this instance is not in
normal form then there can also be no chain. We illustrate both uses of S in the following
small example.
7For the approximation of [Mid01] we considered the three presented approximation mappings s, nv,
and g.
8In [AG00] one additionally uses the function Ren. But as in [GTS05b], we here combine the traditional
functions Ren and Cap of [AG00] into one new function Cap.
3.1. Dependency Graph 21
Example 3.6. Let R consist of the following rules and let Q = lhs(R).
s(p(x)) → x
p(s(x)) → x
isNegative(p(x)) → true
f(s(x), true) → f(s(x), isNegative(x))
g(s(y)) → h(y)
h(p(z)) → g(s(p(z)))
Here, s and p denote the successor- and the predecessor-function on the integers, and
isNegative checks whether a number is negative. To demonstrate the use of the set S for
Cap, we consider the connections between the following three DPs.
F(s(x), true) → F(s(x), isNegative(x)) (28)
G(s(y)) → H(y) (29)
H(p(z)) → G(s(p(z))) (30)
We first check whether (28) has an outgoing edge in the dependency graph. Therefore we
compute CapS(F(s(x), isNegative(x))) for S = {F(s(x), true), . . . }. Obviously, the subterm
isNegative(x)σ can only be reduced if x is instantiated by p(. . . ). But this results in a
conflict w.r.t. S, since then the term in S is instantiated to F(s(p(. . . ), true)) which is
not in normal form. Hence, due to S we can detect that CapS(F(s(x), isNegative(x))) =
F(s(x), isNegative(x)). And since that term is not unifiable with any left-hand side of the
three dependency pairs, we have proven that (28) has no outgoing edges.
Another effect can be seen when checking the connection between (29) and (30). There,
we have S = {G(s(y)),H(p(z))} and the term CapS(H(y)) = H(y) is unifiable with H(p(z)),
the left-hand side of (30). However, the mgu instantiates y by p(z) and thus, the term
G(s(y)) ∈ S is instantiated such that it is not in Q-normal form any more. Hence, again
due to S there is no connection.
Note that in both cases the use of S was essential. If one drops the condition that
left-hand sides of dependency pairs have to be instantiated to normal forms, then both
(28), (28), . . . and (29), (30), (29), (30), . . . are infinite chains. And exactly this condition
is exploited by S.
However, there have been different definitions of the function Cap which are all syntac-
tical, cf. [AG00, GTS05b, HM05]. Here, we now use the new approach where we define
Cap semantically and then define a concept of an estimated Cap function. It turns out
that all previous definitions of Cap indeed estimate our Cap function.
We obtain the following benefit from a semantic definition of the Cap function: We can
easily reformulate all processors relying (possibly indirectly) on Cap in a way that these
processors can be used for arbitrary estimations of Cap. Then we adapt the proof of these
processors for an estimated Cap-function once. In contrast, if there is no concept of an
estimated Cap-function then every time we change the definition of Cap, we have to check
and possibly adapt the proof for every processor relying on Cap. Note that this usually
involves a lot of work, since many processors rely (indirectly) on Cap. To be more precise
we make use of Cap in the processors of Theorems 3.3 and 3.25, in 5 of the 10 processors
of Chapter 4, in all processors presented in Chapter 5, and in half of the processors in
Chapter 6.
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Note that we allow Cap to be applied on generalized TRSs, i.e., TRSs where the rules
are arbitrary pairs of terms which do not have to satisfy the variable condition. This will
be required later in Section 3.4, which deals with alternative techniques to estimate the
dependency graph.
Definition 3.7 (Cap-Function). The Cap-function is a mapping from a generalized TRS
R, two sets of terms Q and S, and a term t to another term t′ = CapSR,Q(t). The term
t′ is obtained by replacing all maximal subterms t|p of t by fresh variables whenever there
is a substitution σ and a term u such that Sσ ⊆ NF (Q) and tσ Q→∗R Q→R,p u.9 Moreover,
whenever t|p is a variable and there is any reduction possible in t|pσ then we have to
replace at least t|p by a fresh variable.10
An estimated Cap-function ECap is a function with the following property. Whenever
Cap replaces a subterm at a position p by a fresh variable then there is a subterm at a
higher position p′ ≤ p which is replaced by a fresh variable using ECap.
The essential property of an estimated Cap-function is that ECap(t) contains the struc-
ture of the term tσ after any number of reduction steps.
Lemma 3.8 (Properties of Cap). Let ECap be any estimation of the Cap function. If
tσ Q→∗R u for some substitution σ such that Sσ ⊆ NF (Q) then u = ECapSR,Q(t)µ for
some substitution µ which differs from σ only on the fresh variables that are introduced
by ECap.
Using an estimated Cap function we can now give a first estimation of the dependency
graph.
Definition 3.9 (Estimation of the Dependency Graph). Let ECap be an estimated Cap
function. Then the corresponding estimated (P ,Q,R)-dependency graph with P = (N,E)
is defined as (N,E ′) where (s→ t, u→ v) ∈ E ′ iff ECap{s,u}R,Q (t) and u are unifiable by an
mgu δ such that sδ and uδ are in Q-normal form.
Theorem 3.10 (Soundness of the Dependency Graph Estimation). The estimated de-
pendency graph of Definition 3.9 contains the dependency graph.
Now that we know how to estimate the dependency graph by using Cap of course we
also need an estimated Cap-function. The estimation in [AG00] replaces all subterms
with defined root by a fresh variable.11 However, subterms that occurred in the set S are
not replaced, if one is in the innermost case. The more recent approach of [GTS05b] uses
unification with left-hand sides instead of just looking at the root symbol. We general-
ize the approach of [GTS05b] for full- or innermost-rewriting to Q-restricted rewriting.
Basically, we take the estimation of [GTS05b] and integrate various checks on Q-normal
forms resulting in our new improved estimation ICap.
The main idea to compute ICapSR,Q(t) is as follows. If t is a variable then it is replaced by
a fresh one if it cannot be guaranteed that t is instantiated with a normal form w.r.t. Q→R.
9Throughout this thesis →1→2 denotes the composition of binary relations →1 and →2.
10It may be the case that we cannot directly rewrite at the position of the variable but only at a
position deeper in the term. Consider Q = {f(a)}, t = f(x),S = {t},R = {a → b}. Then clearly
for σ = {x/g(a)} we obtain tσ = f(g(a)) Q→R f(g(b)) for the Q-normal form tσ. But there is no
possibility to rewrite xσ at the root position as the only possible substitution σ′ = {x/a} conflicts
with the condition that tσ′ must be a Q-normal form.
11In the termination case additionally the function Ren is applied, which replaces every occurrence of a
variable by a fresh one. Here, the effect of Ren is already integrated in Cap.
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Otherwise, if t is a function application one applies ICap on the arguments of t resulting
in t′. In this way by Lemma 3.8 we know that t′ has the structure of the term resulting
from rewriting an instance of t below the root. Then t′ is the result if one can guarantee
that there is no reduction at the root position. However, a root reduction can only be
performed if t′ is unifiable with some left-hand side of a rule. If the mgu satisfies some
normal-form conditions then ICap estimates that a reduction may be possible at the root
level and returns a fresh variable. Otherwise, t′ is returned. This idea is presented more
formally in the following definition.
Definition 3.11 (ICap). Let Q and S be sets of terms, let R be a generalized TRS. We
define the improved estimated Cap-function ICap as
• ICapSR,Q(x) = x if NF (Q) ⊆ NF (R) and x is a subterm of a term in S.
• ICapSR,Q(f(t1, . . . , tn)) = f(ICapSR,Q(t1), . . . , ICapSR,Q(tn)) if for every mgu δ of
f(ICapSR,Q(t1), . . . , ICap
S
R,Q(tn)) and some left-hand side ` of a rule ` → r ∈ R
there is some term in Sδ ∪ {`δ|1, . . . , `δ|n}12 that is not in Q-normal form.
• ICapSR,Q(t) is a fresh variable, otherwise.
Lemma 3.12. ICap is an estimated Cap-function.
Of course one can omit some checks on Q-normal forms in Definition 3.11. Then one
still has an estimated Cap-function as then subterms are replaced by fresh variables at
even higher positions.
To see the difference between the estimation ECap of [AG00] which replaces every term
with defined root by a fresh variable and the new estimation ICap, we consider the TRSR
of Example 3.5, Q = S = ∅, and the term t = isZero(true). We obtain ECapSR,Q(t) = xfresh
as isZero is defined in R. In contrast ICapSR,Q(t) = t since all isZero-rules require that the
argument is 0 or s(x), but there is no rule for true as argument.
Nevertheless, especially for TRSs representing first-order functional programs we often
get the same estimated graphs regardless of whether we use the estimated Cap-function
of [AG00] or ICap of Definition 3.11. However, for TRSs representing higher-order func-
tional programs, ICap produces much better estimations. This is demonstrated already
in [GTS05b] and here we refer to Example 6.1 in Chapter 6 about handling TRSs that
encode higher-order functions.
Example 3.13. We continue the termination proof of the TRS of Example 3.5.
The estimated dependency graph computed by Definition 3.9 using ICap just contains
one edge more than the real dependency graph. The problem is that it cannot be detected
that there is no edge from (27) to itself. We have to unify the terms ICapSR,Q(F(x, x, x)) =
F(x1, x2, x3) and F(s(0), s(s(0)), y) for the set S = {F(s(0), s(s(0)), x),F(s(0), s(s(0)), y)}.
These terms are obviously unifiable and as Q = ∅ every term is in Q-normal form. Thus,
Definition 3.9 cannot detect that there is no edge from (27) to (27) in the dependency
graph.
Hence, after applying Theorem 3.3 and Theorem 3.4 we partition the initial DP prob-
lem into the three new DP problems D1 = ({(19), (20), (21)},∅,R,m), D2 = ((23) ↔
(25),∅,R,m), and D3 = ({(27)},∅,R,m).
12We do not apply δ on the subterms of ` as ` may be a variable for a generalized TRS.
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Note that in the innermost case where NF (Q) ⊆ NF (R) we would be able to drop the
edge from (27) to (27). The reason is that then ICapSR,Q(F(x, x, x)) is the term F(x, x, x)
which does not unify with F(s(0), s(s(0)), y).
In Example 3.13 we have seen a first reason that it is desirable to have a processor
which changes from termination to innermost termination, as then the DP problem D3
can be deleted. This processor will be presented in the following section.
3.2. Switching to Innermost Termination
As indicated by Lemma 2.17, it is always advantageous to obtain a smaller set NF (Q)
which can be done by enlarging Q. It is especially important to obtain a DP problem
(P ,Q,R, f) with NF (Q) ⊆ NF (R) as there are many processors which produce better
result for the innermost case. We have already seen this in the estimation of the depen-
dency graph (Section 3.1), and we will see it again many times throughout this thesis.
For example, there are less usable rules (Section 3.3) and the transformations of DPs are
more often applicable (Chapter 5).
In the classical dependency pair approach, a switch from termination to innermost
termination was only possible if the whole TRS belongs to a class where innermost ter-
mination implies termination. In particular, this holds for overlay systems (i.e., TRSs
where no left-hand side unifies with a non-variable proper subterm of another left-hand
side) which are locally confluent [Gra95]. So in particular, this includes non-overlapping
TRSs.
Instead, the following processor only requires local confluence for the rules R of the cur-
rent DP problem and no left-hand side of a rule may unify with a non-variable subterm of
a left-hand side of a pair in P . Note that often the TRS R is usually just a small subset of
the original TRS due to previous simplifications by other processors, and R does not have
to be an overlay system, but the rules may have arbitrary critical pairs. One only requires
that R may not overlap with the pairs in P . And again, after applying the processors
in Section 3.1 each component P contains (often strictly) less pairs than the dependency
pairs of the original TRS which is crucial for the running example, cf. Example 3.22. All
this clearly extends the known classes where innermost termination implies termination.
Finally, we show that our results also provide a new simple proof for the above result of
[Gra95].
Theorem 3.14 (Processor to Switch to Innermost Termination). The following processor
is sound and complete. For a problem (P ,Q,R, f), Proc returns
• {(P , lhs(R),R, f)}, if
– for all s→ t ∈ P, non-variable subterms of s do not unify with left-hand sides
of rules from R,
– Q→R is locally confluent on the set of Q-terminating terms w.r.t. R,
– NF (R) ⊆ NF (Q), and
– f =m
• {(P ,Q,R, f)}, otherwise.
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The following examples show that each of the requirements is necessary for the sound-
ness of Theorem 3.14. Here, we use the important property that in an innermost chain
we always have to rewrite the instantiated right-hand sides to a normal form w.r.t. R.
Example 3.15. If we do not require minimality then it may happen that there is no
normal form that we can reach from the right-hand sides of P . Consider P = {F(x) →
F(a)} together with R = {a → a} and Q = ∅. Here, there obviously is an infinite chain
although it is not minimal. However, there is no infinite (P , lhs(R),R)-chain any more,
as F(a) is not reducible to an R-normal form.
Example 3.16. It might occur that rewriting right-hand sides can reach instances of left-
hand sides of P but when rewriting further to a normal form one obtains no instance of a
left-hand side of P any more. This is especially true if there are overlaps between P and
R as then a reduction with R might destroy the redex w.r.t. P . For P = {F(a)→ F(a)},
R = {a→ b}, and Q = ∅ there obviously is an infinite minimal chain. But if we change
Q to be the set of left-hand sides of R then there is no infinite chain any more. As F(a) is
not a normal form we have to reduce it to F(b) which cannot be matched by the left-hand
side of the pair in P any more.
Example 3.17. A possible extension of the theorem would be to drop the requirement
NF (R) ⊆ NF (Q) and then return as new second component either Q ∪ lhs(R) or just
lhs(R).
In the former case we encounter the same kind of problem as in the previous example.
Consider P = {F(x) → F(a)}, R = {a → b}, and Q = {b}. Then there is an infinite
minimal chain but again we are forced to evaluate the right-hand side F(a) to F(b) which
is not in normal form w.r.t. Q ∪ lhs(R). Hence, returning {(P ,Q ∪ lhs(R),R, f)} is
unsound.
To obtain a counterexample for the latter case we keep the same P and Q and just
replace R by {a → g(b), g(x) → g(x)}. Then again there is the obvious chain for the
original DP problem where we never perform a rewrite step with R. Note that this chain
really is a minimal chain as the infinite reduction of a→R g(b)→R g(b) . . . is blocked by
Q. But when replacing Q by lhs(R) the infinite reduction is not blocked any more and
like in Example 3.15 we cannot reduce the right-hand side to a normal form any more.
Example 3.18. As a final counterexample for Theorem 3.14 we show that local confluence
is needed. Here we can choose the example of Toyama [Toy87]. For P = {F(0, 1, x) →
F(x, x, x)}, R = {c(x, y) → x, c(x, y) → y}, and Q = ∅ there is an infinite chain if one
instantiates x by c(0, 1):
F(0, 1, c(0, 1))→P F(c(0, 1), c(0, 1), c(0, 1))→∗R F(0, 1, c(0, 1))→P . . .
However, in the innermost case x must be instantiated by a normal form which cannot
match both 0 and 1. Thus, there is no (P , lhs(R),R)-chain which clearly shows that local
confluence is essential.
Before showing the advantages of Theorem 3.14 at the end of Section 3.2 by contin-
uing the termination proof of Example 3.13, we will consider how this processor can be
applied to a DP problem (P ,Q,R,m). All conditions but the second one can be easily
checked. The only problem is to check local confluence of Q→R. In practice, Theorem 3.14
is usually applied for Q = ∅ (i.e., to switch from full to innermost termination). Then
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local confluence is equivalent to joinability of critical pairs. This property can easily be
approximated by checking joinability in a given number of rewriting steps.
For Q 6= ∅ we will at least give a sufficient criterion for local confluence of Q→R. In this
case it suffices if R has only trivial critical pairs. With such syntactic sufficient conditions
for its applicability, Theorem 3.14 can easily be automated.
Lemma 3.19. Let all critical pairs of R be trivial and let NF (R) ⊆ NF (Q). Then Q→R
is locally confluent on the set of Q-terminating terms w.r.t. R.
The following two examples demonstrate that the restriction NF (R) ⊆ NF (Q) is es-
sential and that indeed we can only guarantee local confluence on those terms that are
terminating w.r.t. Q→R. However, we already have the requirement NF (R) ⊆ NF (Q)
in Theorem 3.14 and we only need confluence on terminating terms. Thus, these two
restriction are not very severe.
Example 3.20. This example demonstrates that local confluence can only be ensured
for terminating terms. Let R = {f(x)→ c, a→ b, b→ b} and Q = {b}. Then R is even
orthogonal and NF (R) ⊆ NF (Q). But for the term t = f(a) we have the two reductions
t Q→R c and t Q→R f(b). And these two new terms are not joinable as the only way to
reduce f(b) is to reduce it to itself, and c is a normal form w.r.t. Q→R.
Example 3.21. If NF (R) is not a subset of NF (Q) then nothing at all can be said about
local confluence of Q→R. For R = {f(x) → c, a → b} and Q = {b} the term t = f(a) is
terminating and it has two different normal forms w.r.t. Q→R: we obtain the reductions
t Q→R c and t Q→R f(b).
As future work it remains to be investigated, whether one really needs trivial critical
pairs of R, or whether it is possible to develop some kind of joinability criterion.
We continue in the termination proof of the running example by using Theorem 3.14.
Example 3.22. We recapitulate some rules and pairs of Example 3.5.
plus(plus(x, y), z) → plus(x, plus(y, z)) (13)
PLUS(s(x), y) → PLUS(x, y) (19)
PLUS(plus(x, y), z) → PLUS(x, plus(y, z)) (20)
PLUS(plus(x, y), z) → PLUS(y, z) (21)
MUL(x, y, z) → IF(isZero(x), x, y, z) (23)
IF(false, s(x), y, z) → MUL(x, y, plus(y, z)) (25)
F(0, s(0), x) → F(x, x, x) (27)
At the end of Example 3.13 the DP problems D1 = ({(19), (20), (21)},∅,R,m), D2 =
((23)↔ (25),∅,R,m), and D3 = ({(27)},∅,R,m) remained.
Note thatR is locally confluent but it is not an overlay system as rule (13) overlaps with
itself at a non-root position. Thus a global approach working on the whole TRS is not
applicable. Moreover, even for the initial DP problem Theorem 3.14 is not applicable as
here the dependency pairs (20) and (21) violate the condition that P andR do not overlap.
However, after having split the initial DP problem by the processors of Theorem 3.3
and Theorem 3.4, the situation is different. For the two DP problems D2 and D3 the
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requirements of Theorem 3.14 are satisfied. Thus, we can replace these DP problems by
D4 = ((23)↔ (25), lhs(R),R,m) and D5 = ({(27)}, lhs(R),R,m).
As we have increased the Q-component of these two DP problems it now makes sense
to test whether we can delete further edges by Theorem 3.3. For D4 we cannot delete any
edge, but note that due to the graph structure of the P-component of DP problems we
only have to examine the two existing edges instead of all four possible edges.
For D5 we delete the looping edge as we are now in the innermost case. That this is
possible was already explained in more detail in Example 3.13. Hence, by Theorem 3.4
this DP problem is solved. This is especially important as processors based on well-
founded orders – which we will see in Chapter 4 – can only be successful on D5 if the
order is not Cε-compatible. (A Cε-compatible order (%) must satisfy c(x, y) (%)x and
c(x, y)
(
%
)
y for some fresh function symbol c.) The problem is that almost all orders used
for automated termination proving are Cε-compatible.13
To summarize, we now remain with the new DP problems D4 and the unchanged DP
problem D1.
Note that by Theorem 3.14, the observation that innermost termination implies termi-
nation for locally confluent overlay systems is obtained as a corollary. While the original
proof for this important result of Gramlich [Gra95] is not at all trivial, the proof of
Theorem 3.14 is quite simple. While there already exists another easy proof [Mid94], in
this way we get an alternative simple proof for Gramlich’s result.
Corollary 3.23 ([Gra95, Theorem 3.23]). Let R be a locally confluent overlay system. If
R is innermost terminating, then it is terminating.
3.3. Usable Rules
If the Q-restricted rewrite relation is contained in the innermost rewrite relation (i.e., if
NF (Q) ⊆ NF (R)), one can remove certain rules from the rewrite system R. That this
has no disadvantage is a result of Lemma 2.17, but on the contrary, often it is crucial
for a successful termination proof. For example, when using the processors of Chapter 4
which are based on well-founded orders, then less rules imply less constraints to satisfy.
The essential idea to reduce the rewrite system R is that whenever there is a reduction
tσ Q→∗R sσ for some R-normal substitution σ then only the so-called usable rules can be
used in this reduction. Hence, instead of all rules one just has to consider the subset of
usable rules which is often much smaller.
Unfortunately, here we encounter the same scenario as for the Cap-function, cf. the
discussion on page 21. There is no semantic definition of usable rules but one can find
different syntactic definitions of usable rules [AG00, GTS05b, GTSF06] which produce
incomparable sets of usable rules. Up to now with every improvement of usable rules one
has to check for every processor relying on usable rules whether that processor is also
correct with the improved version of usable rules.
For that reason we present a new semantic definition of usable rules. It turns out that all
previous syntactic definitions of usable rules are just estimations of our semantic version of
usable rules. Moreover, for all but one processor we have adapted the proof in a way that
13One exception is the class of polynomial orders with negative coefficients [HM07] which are able to
solve the constraints of D5. However, even these orders are not applicable on D3 due to the constraints
of the rules of R. Hence, again the switch to innermost is required.
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the theorem is valid for every estimation of usable rules without changing the theorem.
Only in case of the rewriting processor in Theorem 5.10 we had to add an additional
requirement. However, this new requirement is satisfied for all current estimations of
usable rules. For details we refer to Section 5.3 about the rewriting processor.
Originally, the usable rules were only introduced for innermost rewriting. For each term
t the usable rules of t should contain all rules that can be used to rewrite an instance of
t. However, as one is in the innermost case the variables of t may only be instantiated by
normal forms. If s→ t is a dependency pair then one can restrict the possible substitutions
σ even further: one is only interested in those rules that can be used in a reduction of tσ
if sσ is in normal form. We generalize this idea to Q-restricted rewriting and we replace
the single term s by a set S of terms that must all be instantiated to normal forms.
Definition 3.24 (Usable Rules). Let Q and S be sets of terms, let R be a TRS. We define
the usable rules USR,Q(t) of a term t as the smallest subset of R which satisfies the following
condition. Whenever there is a substitution σ and a term u such that Sσ ⊆ NF (Q) and
tσ Q→∗R Q→`→r u for some rule `→ r ∈ R then `→ r ∈ USR,Q(t).
The usable rules of a DP problem (P ,Q,R, f) are U(P ,Q,R) = ⋃s→t∈P U{s}R,Q(t).
A function EU estimates the usable rules iff USR,Q(t) ⊆ EUSR,Q(t) ⊆ R for all possible
inputs R, Q, S, and t. Again, EU(P ,Q,R) = ⋃s→t∈P EU{s}R,Q(t).
Using this definition one immediately obtains the following theorem.
Theorem 3.25 (Processors Based on Usable Rules). Let EU be an estimation of usable
rules. Then the following processor Proc is sound and complete. For a DP problem
(P ,Q,R, f), Proc returns {(P ,Q, EU(P ,Q,R), f)}.
Note that for DP problems (P ,Q,R, f) with Q = ∅ virtually always all rules are usable
as one can instantiate a variable with a term containing redexes for every rule. Hence,
for termination there is hardly any difference between the usable rules and R, unless P is
right-ground. But for innermost termination one often obtains U(P ,Q,R) ⊂ R and can
successfully apply the above processor to simplify a DP problem.
The completeness of this processor is only due to our new notions of “Q-restricted
rewriting” and of “(P ,Q,R)-chains”, which use two separate components Q and R. With
Q we restrict potential redexes and R gives the possible rewrite steps. However, in the
original dependency pair approach there is only one corresponding component: the TRSR
determines both the redexes and the restriction on redexes. As a consequence, this proces-
sor would be incomplete in the original dependency pair approach, where one regarded in-
nermost termination and “innermost chains”. As an example let P = {F(a, x)→ F(x, x)}
and R = {f(a, x) → f(x, x), a → b}. Now there is no infinite innermost chain (i.e., no
infinite (P , lhs(R),R)-chain), since the left-hand side of the dependency pair in P is not
in lhs(R)-normal form. As there are no usable rules, this processor would replace R by
the empty set. In the DP framework, one would obtain the DP problem (P , lhs(R),∅, f)
which still has no infinite chain but in the classical dependency pair approach, the second
component of this DP problem would be disregarded. Since there is an infinite (mini-
mal) innermost chain of P ’s dependency pair if the underlying TRS is empty, then this
processor would be incomplete.
Before presenting an estimation of usable rules let us first recapitulate the ideas of
previous versions of usable rules. In [AG00, GTSF06] usable rules are essentially computed
as follows. First, all f -rules are marked as usable whenever a symbol f occurs in rule
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of P . Then, whenever a rule is usable and its right-hand side contains a symbol g then
all g-rules are usable as well. Further improvements to compute usable rules use the fact
that left-hand sides of P are instantiated to normal-forms [GTSF03], and unification is
performed instead of just looking at the root symbols [GTS05b]. Now we combine all
these improvements into one new definition and generalize from the innermost rewrite
relation to Q-restricted rewriting.
Definition 3.26 (Improved Estimated Usable Rules). Let Q and S be sets of terms and
let R be a TRS. Let ECap be an estimated Cap-function. The improved estimated usable
rules of a term t are defined as the smallest set IUSR,Q(t) ⊆ R such that
(i) If t = f(t1, . . . , tn), ` = f(`1, . . . , `n)→ r ∈ R, and if the terms f(ECapSR,Q(t1), . . . ,
ECapSR,Q(tn)) and ` are unifiable with the mgu δ such that all terms in ({`1, . . . , `n}∪
S)δ are in Q-normal form, then `→ r ∈ IUSR,Q(t).
(ii) If t = f(t1, . . . , tn) then IUSR,Q(ti) ⊆ IUSR,Q(t).
(iii) If ` = f(`1, . . . , `n)→ r ∈ IUSR,Q(t) then IU{`1,...,`n}R,Q (r) ⊆ IUSR,Q(t).
(iv) If t = x then IUSR,Q(t) = R in the case that x is not a subterm of any term in S or
NF (Q) 6⊆ NF (R).
Note that in the computation of the improved usable rules for a DP problem (P ,Q,R, f)
case (iv) never applies if NF (Q) ⊆ NF (R): In that computation t always is a subterm of
a right-hand side of P ∪ R and S contains the corresponding left-hand side or all direct
subterms of the left-hand side. Then due to the variable conditions of the TRSs P and
R each variable of t must be contained in S. This shows that Definition 3.26 produces
less rules than previous definitions of usable rules in [AG00, GTS05b, GTSF06]. Since
the usable rules in [GTSF06] do not use unification and since in [GTS05b] there is no
component S, it is easy to construct examples where Definition 3.26 results in strictly
less rules. Moreover, in [GTSF06] only the left-hand sides of pairs are integrated for
normal form checks in the usable rules calculation. This is in contrast to Definition 3.26
which is the first estimation which also considers the left-hand sides of rules for normal
form checks. That this can be useful is demonstrates in the following small example.
Example 3.27. Consider the TRS R with the following rules.
s(p(x)) → x
p(s(x)) → x
isPositive(s(x)) → true
isPositive(0) → false
isPositive(p(x)) → isPositive(x)
f(p(x), true) → f(p(x), isPositive(x))
To prove innermost termination we get a DP problem where P consists of the following
dependency pair.
F(p(x), true)→ F(p(x), isPositive(x))
Since the recursive isPositive-rule is usable, one has to add IU{p(x)}R,Q (isPositive(x)) to the
usable rules. Then, without the normal form check with the argument p(x) of the left-
hand side, all isPositive-rules are usable. However, if one performs the normal form check
then the rule isPositive(s(x))→ true is not usable.
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Note that the TRS is not terminating. Therefore, one cannot prove innermost termi-
nation if one does not consider the normal form checks. This shows that the integration
of additional normal form checks in the estimation of usable rules is sometimes essential.
Here, after having deleted the unusable rule isPositive(s(x))→ true one can indeed easily
prove innermost termination using the processors of the next chapter.
The following theorem provides the essential property of IU that it is an estimation of
U .
Theorem 3.28 (Soundness of the Improved Estimated Usable Rules). The function IU
to compute the improved estimated usable rules estimates U .
It is easy to see that the improved estimation of usable rules has a severe drawback
with condition (iv): if NF (Q) 6⊆ NF (R) then nearly always we obtain the situation that
there is no difference between usable rules and the whole TRS unless P and all rules that
are usable w.r.t. conditions (i)-(iii) are right-ground. Therefore, it might be tempting to
delete condition (iv) in Definition 3.26. Unfortunately, the following example of [Toy87]
shows that this is not possible.
Example 3.29. Let P = {F(0, 1, x) → F(x, x, x)}, let Q = ∅, and let R = {c(x, y) →
x, c(x, y)→ y}. As already seen in Example 3.18, there is an infinite chain if one instanti-
ates the variable x in P by c(0, 1). According to the conditions (i)-(iii) in Definition 3.26
there are no usable rules for this DP problem. If we now drop condition (iv), the usable
rules processor of Theorem 3.25 would result in the DP problem (P ,∅,∅, f) which is
finite. Thus, condition (iv) is essential for the correctness of IU .
Nevertheless, in Section 4 we will present new methods that can drop condition (iv)
even if one is not in the innermost case. Using these methods diminishes the difference
between proving termination and innermost termination considerably.
We now show how the DP problems in our running example can be simplified by the
usable rules processor of Theorem 3.25.
Example 3.30. We recapitulate the following pairs.
PLUS(s(x), y) → PLUS(x, y) (19)
MUL(x, y, z) → IF(isZero(x), x, y, z) (23)
IF(false, s(x), y, z) → MUL(x, y, plus(y, z)) (25)
At the end of Example 3.22 we had to handle the two DP problems D1 and D4. We first
deal with the DP problem D1 = ({(19), (20), (21)},∅,R,m) containing the dependency
pairs for the plus-rules. As NF (∅) 6⊆ NF (R) and as there are variables in the right-hand
side PLUS(x, y) of (19), every rule is usable for this DP problem. Hence, an application
of Theorem 3.25 cannot simplify D1.
This is in contrast to the DP problem D4 = ((23)↔ (25), lhs(R),R,m). Here, the sub-
terms isZero(x) and plus(y, z) clearly unify with all isZero-rules, resp. plus-rules of R. As
NF (lhs(R)) ⊆ NF (R) we do not have to consider case (iv) in Definition 3.26 and thus the
improved estimated usable rules of this DP problem are R′ = {(9), (10), (11), (12), (13)}.
It turns out that for this DP problem, IU even computes the usable rules exactly.
Thus, when applying Theorem 3.25 we delete all remaining rules for computing multi-
plication and for f. As a result we obtain the simplified DP problem D6 = ((23) ↔
(25), lhs(R),R′,m).
3.4. Star-Estimation of the Dependency Graph 31
Here, we see a first example where from a termination proof of a TRS we result in a DP
problem (P ,Q,R, f) where NF (Q) ⊂ NF (R). This indicates that the generalizations
from innermost termination techniques to techniques handling the case NF (Q) ⊆ NF (R)
are strongly required.
Note that in the previous example it would be sufficient to determine the estimated
usable rules by just looking at the root symbols. As for the improved Cap-estimation, we
refer to the TRSs in Chapter 6 like Example 6.1. There, it is clearly demonstrated why
one needs the more powerful estimation of usable rules which is based on unification.
Before we can solve the remaining DP problems of Example 3.30 with the help of well-
founded orders in Chapter 4, in the following section we will see that usable rules can also
be used to estimate the dependency graph.
3.4. Star-Estimation of the Dependency Graph
To estimate the dependency graph in Section 3.1 we analyzed tσ Q→∗R uσ by approximating
what tσ will look like after some reduction steps. An alternative approach is taken in the
graph approximation EDG∗ [Mid02]. There, one reverses the rewrite direction, i.e., one
looks at the reversed TRS R−1 = {r → ` | ` → r ∈ R} and the reversed reduction
uσ →∗R−1 tσ. Now, the idea is again to look at what uσ will look like after some reduction
steps with R−1. Of course, to this end we can again use Cap. Note, that R−1 often is no
TRS but only a generalized TRS which may violate the variable condition. This is the
reason why we defined Cap also for generalized TRSs.
So the basic idea of the EDG∗-estimation is to note that s→ t and u→ v cannot form
a chain if Cap∅R−1,∅(u) and t are not unifiable.
The idea of EDG∗ is then further improved for the innermost case resulting in the
graph approximation EIDG∗ [HM05]. For EIDG∗, instead of taking the whole TRS R,
one just considers the usable rules R′. To be more precise, instead of checking whether
Cap∅R−1,∅(u) and t are unifiable, one checks whether Cap
∅
R′−1,∅(u) and t are unifiable.
Here, R′ is the set of usable rules of t.
Now we use the ideas of EDG∗ and EIDG∗ to present a new graph estimation for
arbitrary estimations of Cap, for arbitrary estimations of U , and for Q-restricted rewriting
instead of full- or innermost-rewriting. As our notion of usable rules is independent of the
rewrite relation we do not even need two different versions.
Definition 3.31 (Star-Estimation of the Dependency Graph). Let ECap be an esti-
mated Cap-function, let EU estimate U . Then the corresponding estimated star-(P ,Q,R)-
dependency graph with P = (N,E) is defined as (N,E ′) where (s → t, u → v) ∈ E ′ iff
ECap∅R′,∅(u) and t are unifiable by an mgu δ such that sδ and uδ are in Q-normal form.
Here, R′ are the reversed usable rules of t, i.e., R′ = (EU{s,u}R,Q (t))−1.
Theorem 3.32 (Soundness of the Star-Estimation of the Dependency Graph). The esti-
mated star-(P ,Q,R)-dependency graph of Definition 3.31 contains the (P ,Q,R)-depen-
dency graph.
Of course, by using the estimations given in Definitions 3.11 and 3.26, the star-estima-
tion of the dependency graph can easily be computed.
We consider the following example which demonstrates the difference between the de-
pendency graph estimations of Definitions 3.9 and 3.31.
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Example 3.33. Let R be the TRS of Example 3.5 and let Q = lhs(R). For P we take
the following pairs:
G(a, 0, x) → G(a, isZero(x), x) (31)
G(b, 0, x) → G(b, a, plus(x, x)) (32)
We start with deleting edges due to Definition 3.31. For (31) the usable rules are the two
rules (9) and (10) for isZero. Hence, the reversed usable rules for this pair areR′ = {true→
isZero(0), false → isZero(s(x))}. Now, we compute ICap∅R′,∅(G(a, 0, x)) = G(a, 0, y). As
this term is not unifiable with any right-hand side of P , both edges starting in (31) are
deleted. The intuitive reason for this deletion is the fact that with Definition 3.31 we can
detect that no instance of isZero(x) can be rewritten to 0, as the only possible results of
isZero are true and false.
However, this reasoning is not possible with Definition 3.9. In that case we would have
detected that an instance isZero(x) can be reduced and therefore the term isZero(x) is
replaced by a fresh variable. And after this replacement the new term is unifiable with
the left-hand side of (31) and thus, due to Definition 3.9 we cannot delete the looping
edge from (31) to itself. This clearly shows that there are instances of DP problems where
Definition 3.31 improves upon Definition 3.9.
But if we look at the edges starting from (32) we get the complementary result that
sometimes Definition 3.9 is better. When applying ICap on the right-hand side of (32)
we obtain G(b, a, y). As this term is not unifiable with any left-hand side of P we are able
to delete both edges starting in (32) due to Definition 3.9.
This is in contrast to Definition 3.31. The usable rules for the pair (32) contain the
collapsing plus-rule (11). This is especially bad, as one can see that whenever the usable
rules that are computed for a connection between two pairs contain a collapsing rule,
then Definition 3.31 will never be able to delete this edge: if a collapsing rule is usable
then reversing these rules results in a generalized TRS R′′ containing a rule where the
left-hand side is a variable. Obviously, every term can be rewritten by R′′. Thus, the
term Cap∅R′′,∅(t) is a fresh variable for every term t. And as a fresh variable is unifiable
with every right-hand side of P we cannot delete a single edge starting in (32) due to
Definition 3.31.14 This shows that Definition 3.9 is sometimes a better estimation than
Definition 3.31 which finally shows that both estimations are incomparable.
Note that to delete the edges starting in (31) it is essential that usable rules are com-
puted for every right-hand side of P separately, instead of computing them for the whole
DP problem as in Theorem 3.25. Otherwise, the TRS R′ would include the critical gen-
eralized rule y → plus(0, y) and no edge could have been deleted by the star-estimation
of the dependency graph.
As both graph estimations are incomparable we get the best result when applying both
estimations. If one only uses Theorem 3.3 with one estimation then it is not possible to
solve the given DP problem with the processors presented in this chapter. But we can
use the dependency graph processor of Theorem 3.3 with both estimations to delete all
edges. Then the resulting problem can be solved by Theorem 3.4.
14For a complete proof that Definition 3.31 cannot delete an edge in case of a collapsing usable rule we
also have to look at the normal form conditions. If we are checking the connection between s→ t and
u → v then we unify a fresh variable with u by the mgu δ. Thus, uδ = u and sδ = s. If one of these
terms is not in Q-normal form then one can delete the edge. However, then U{s,u}R,Q (t) is the empty set
in contradiction to the requirement that there is collapsing usable rule.
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3.5. Reducing Q
In this section we introduce a novel processor which tries to reduce the set Q. The obvious
question is why one should want such a processor since it never harms to add terms to Q
(Lemma 2.17). However, the idea is to only remove those terms in Q that cannot block
reductions any more: If a term in Q contains symbols which do not occur in P ∪ R any
more, as one might have deleted the corresponding pairs and rules, then one can safely
remove that term from Q without losing completeness.
Consider the remaining DP problem D6 = ({(23), (25)}, lhs(R),R′,m) for the recursive
calls of mul and if in Example 3.30 where R′ is the set of plus- and isZero-rules, i.e.,
R′ = {(9) − (13)}. Here, the set Q = lhs(R) still contains symbols like times and mul
which neither occur in the pairs nor in the rules. Thus, removing all the terms containing
these symbols from Q results in the new set Q′ = lhs(R′).
There are two advantages one obtains from reducing Q in this way. The first one is
efficiency. As we have seen in the previous sections, for the estimation of the dependency
graph and for the usable rules one has to perform many tests whether some term is in
Q-normal form. And of course, these tests become cheaper for smaller sets Q. The other
advantage is that certain processors are more powerful when Q is reduced. For example,
proving non-termination is easier for small setsQ, cf. Chapter 8, and theA-transformation
and semantic labeling are more powerful if Q does not contain terms of a certain form,
cf. Theorems 6.8 and 6.17 (C) in Chapter 6, and Theorems 7.15, 7.19, and 7.23 in Chapter
7. Moreover, some processors which have only been developed for innermost rewriting
may become applicable after the Q-reduction processors have been applied. Examples
include the processors of [GTSS07] to prove termination by showing that arguments are
increased until they finally reach a bound.
However, it turns out that in general reducing Q forces us to drop minimality to achieve
soundness.
Theorem 3.34 (Q-Reduction Processor). Let (P ,Q,R, f) be a DP problem, let F be the
set of symbols occurring in P ∪R. Then the following processor is sound and complete.
Proc((P ,Q,R, f)) = {(P ,Q∩ T (F ,V),R, a)}
The following example shows that minimality cannot be carried over, even if Q ⊇
lhs(R).
Example 3.35. Let P = {F(x) → F(f(x))}, let Q = lhs(R) ∪ {h(a)}, and let R consist
of the following rules.
f(x) → x
f(x) → g(h(x))
g(h(x)) → g(h(x))
Then there is an infinite minimal (P ,Q,R)-chain.
F(a)→ F(f(a)) Q→R F(a)→ . . .
The minimality is due to the fact that the evaluation f(a) Q→R g(h(a)) is blocked as now
h(a) is not in Q-normal form. However, applying Theorem 3.34 results in Q′ = lhs(R)
as the term h(a) contains the symbols a which is not present in P ∪ R. Then the above
chain still is an infinite (P ,Q′,R)-chain, but there does not exist an infinite minimal
(P ,Q′,R)-chain as no instance of F(f(x)) is terminating w.r.t. Q′→R.
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The problem in the previous example is that terms of Q have been deleted which
contained symbols which are not in F and which occurred below the root. It turns out
that if we are more restrictive than innermost rewriting, and if we delete only those terms
in Q where the root-symbol is not contained in F , then we can preserve minimality.
Theorem 3.36 (Q-Reduction Processor). Let (P ,Q,R, f) be a DP problem with NF (Q)
⊆ NF (R), let F be the set of symbols occurring in P ∪ R. Then the following processor
is sound and complete.
Proc((P ,Q,R, f)) = {(P , {q ∈ Q | root(q) ∈ F},R, f)}
The following example shows that in the previous theorem we really need the condition
NF (Q) ⊆ NF (R), even if we only delete those terms from Q which have a root that is
not contained in F .
Example 3.37. Let P consist of the single rule
F(x0, x1, x2, y0, y0, y1, y1, y2, y2, z) →
F(x0, x1, x2, x0, x1, x1, x2, x2, x0, h(x0, x1, x2))
let Q = {g(c)}, and let R be the set of the following rules.
a0 → b20
a0 → b01
a1 → b01
a1 → b12
a2 → b12
a2 → b20
a0 → c
a1 → c
a2 → c
h(x, x, x) → h(x, x, x)
Then there is an infinite minimal (P ,Q,R) chain if one chooses σ with σ(xi) = g(ai),
σ(yi) = g(bi,i+1 mod 3), and σ(z) = h(g(a0), g(a1), g(a2)). The reason is that σ(xi) and
σ(xi+1 mod 3) can be joined into σ(yi), but to join all σ(xi) one has to reduce these terms
to g(c). But then the possible infinite reduction of the term h(g(c), g(c), g(c)) is blocked
by Q.
However, note that root(g(c)) = g /∈ F and hence, we may delete the only term in Q.
As one can prove that there is no infinite minimal (P ,∅,R)-chain, this example shows
that one cannot drop the condition NF (Q) ⊆ NF (R) from Theorem 3.36.
Note that Theorem 3.34 and Theorem 3.36 do not subsume each other, as Theorem 3.34
can delete more terms from Q and does not require NF (Q) ⊆ NF (R), but on the other
hand only with Theorem 3.36 it is possible to preserve minimality. We conclude this
section by continuing our running example.
Example 3.38. As illustrated in the introduction of this section, we are now able to sim-
plify the remaining DP problem D6 = ({(23), (25)}, lhs(R),R′,m) into the DP problem
D7 = ({(23), (25)}, lhs(R′),R′,m) where R′ = {(9)− (13)}.
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Note that at this point we have transformed back a DP problem which had a stronger
strategy restriction than innermost into one which has again exactly innermost evaluation
strategy. Thus, we can again apply every technique which is only developed for innermost
rewriting.
Summary of Chapter 3
The processors of this chapter help us to prove termination of different algorithms in-
dependently (Theorems 3.3 and 3.4). Moreover, with Theorem 3.14 we have shown a
processor that can be used to switch from full termination to innermost termination.
And by Theorem 3.25 there is a way to delete rules which are not usable. Finally with
Theorem 3.36 we have a processor which can remove superfluous terms from Q. Since
all of these processors can easily be applied – there is no major search problem involved
– and since these processors never complicate DP problems, one should always simplify
a given DP problem with these processors, before trying more expensive processors of
upcoming chapters.
The techniques behind most of these processors are already known in the literature.
The only completely new techniques of this chapter are the processors to reduce Q, and
the important processor to switch to innermost termination (a simplified version of the
latter processor was published by us in [GTS05a] and extends the result of [Gra95]).
Nevertheless, this chapter contains some more contributions: For the first time, all the
processors are now generalized to Q-restricted rewriting. And even more importantly,
we have unified different syntactic notions by giving them semantics, where we have
developed a semantic concept of usable rules and of Cap instead of using one of at least
three available syntactic variants. Moreover, we have presented syntactic estimations of
usable rules, of Cap, and of the dependency graph, which improve upon nearly all previous
syntactic versions [AG00, HM05, Mid02] (basic version of our improved estimations have
already been published by us in [GTS05b, GTSF06]). Currently, the only estimations
that are not encompassed by our work are the graph estimations of [Mid01] which are
based on tree automata and are incomparable in power.
Nevertheless, we still see at least two possibilities to extend the processors and estima-
tions of this chapter. First, up to now we can only guarantee local confluence of Q→R for
a non-empty Q if all critical pairs are trivial, whereas for Q = ∅ it suffices if all critical
pairs are joinable. Here, it should be possible to develop kind of joinability criterion to
increase the power of the processor to switch to innermost.
And second, we strongly conjecture that it should be possible to only consider the
usable rules of a subterm when computing the star-estimation of the dependency graph.
We illustrate our idea with the pair F(true, x) → F(test(x), id(x)) and the TRS R =
{test(x) → false, id(x) → x}. Even in the innermost case our current estimations cannot
detect that the pair is not connected to itself. The problem in the star-estimation is that
Cap will replace every term by a fresh variable due to the reversed usable id-rule. However,
only the test-rule can be applied on the first argument of F. Therefore, one should only
take the reversed usable rule false → test(x) of the argument test(x) as generalized TRS
when applying Cap on the argument true. In this way one can detect that test(x) cannot
be reduced to true and one can delete the edge.
Although the processors of this chapter simplify DP problems considerably, we still
need more processors. The reason is that all processors of this chapter can only delete
rules that are never used, and they can delete pairs and edges that are used at most once
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in a chain. However, if we have recursive algorithms like plus and mult, then the number
of recursive calls depends on the starting term and can be arbitrarily high, although not
infinite. To prove this we can use well-founded orders to show that every recursion must
finally end. This is investigated in more detail in the next chapter.
4. Processors Based on Orders
Classical techniques for automated termination proofs try to find a reduction order ,
i.e., an order which is well-founded, monotonic, and stable (closed under contexts and
substitutions), such that `  r holds for all rules ` → r of the TRS. In practice, most
orders are simplification orders, where a term is always greater than its proper subterms
[Der87, Ste95]. Examples for such orders are the lexicographic or recursive path order
[Der87, KL80], the Knuth-Bendix order [KB70], and many polynomial orders [Lan79].
However, the power of this approach is limited, since termination of many important
TRSs cannot be proved with simplification orders. For instance, simplification orders
fail on the TRS of Example 3.1, since the left-hand side of rule (18) is embedded in its
right-hand side if x is instantiated with s(s(0)).
The dependency pair approach was introduced to overcome the limitations of classical
simplification orders. For any TRS, it generates a set of inequality constraints and if there
exists a well-founded order satisfying the constraints, then termination is proved. Since
the well-founded orders need not be monotonic, one can compose more powerful orders
from so-called argument filters and classical orders. Hence, one can use existing techniques
to search for suitable orders and it turns out that in this way, classical simplification orders
can prove termination of numerous TRSs where they would have failed otherwise.
In this chapter we formalize this idea in the context of the DP framework. To be
more precise, we present, combine, and improve recent techniques of [GTS05a, GTS05b,
GTSF06, HM05, HM07, TGS04, Urb01] to reduce the number of constraints that have to
be satisfied by a well-founded order. Moreover, in all the corresponding proofs we replace
the various syntactic definitions of Cap by our semantic definition.
The structure of this chapter is as follows. In Section 4.1 we show the initial use of
well-founded orders in combination with argument filters as in [AG00]. Then, in Section
4.2 techniques are presented which considerably reduce the set of generated constraints.
Moreover, a processor is developed which can remove unneeded rules from the TRS R of
a DP problem (P ,Q,R, f). A method to remove further rules of R is described in Section
4.3. How to reduce the set of constraints even more by considering argument filters is the
topic of Sections 4.4 and 4.5 which is especially useful for proving termination of TRSs
using an accumulator. Finally, in Section 4.6 we will adapt the subterm criterion such
that it can be applied on arbitrary DP problems. To this end, we will also develop a
new processor to delete edges from the pair-graph which are connected in the dependency
graph of Definition 3.2.
4.1. Reduction Pairs
To remove pairs from P in a DP problem (P ,Q,R, f), one can generate constraints which
should be satisfied by a reduction pair [KNT99] (%,) where % is reflexive, transitive,
monotonic, and stable and  is a stable well-founded order compatible with %, i.e.,
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% ◦  ◦ % ⊆ .15 But  does not have to be monotonic. To simplify a DP problem,
the constraints require that at least one pair in P is strictly decreasing (w.r.t. ) and
all remaining pairs in P and all rules in R are weakly decreasing (w.r.t. %). Requiring
` % r for all rules ` → r ∈ R ensures that in chains s1 → t1, s2 → t2, s3 → t3, . . . with
tiσ
Q→∗R si+1σ, we have tiσ % si+1σ. Hence, the existence of such a reduction pair implies
that there is no chain which contains the strictly decreasing pairs of P infinitely often.
Thus, all of these pairs can be deleted from P .
To generate reduction pairs (%,) automatically, one often uses classical (monotonic)
simplification orders. However,  does not have to be monotonic. To benefit from this
possibility and to build non-monotonic orders from simplification orders, one may pre-
process the constraints first and delete certain function symbols and arguments by an
argument filter pi. We use the notation of [KNT99].
Definition 4.1 (Argument Filter [AG00]). Let F be a signature. An argument filter pi
is a mapping that assigns to every function symbol of f ∈ F with arity n either a number
between 1 and n or a list of numbers from 1 to n in ascending order. An argument filter
is lifted to a function from terms of T (F ,V) to terms as follows.
• pi(x) = x, if x is a variable
• pi(f(t1, . . . , tn)) = pi(ti), if pi(f) = i
• pi(f(t1, . . . , tn)) = f(pi(ti1), . . . , pi(tik)), if pi(f) = [i1, . . . , ik]
An argument filter with pi(f) = i for some f is called collapsing. We extend pi to a
mapping from TRSs to generalized TRSs in the obvious way: pi(R) = {pi(`)→ pi(r) | `→
r ∈ R}.
As an example consider an argument filter pi that eliminates the second argument of
a function symbol f with arity 3, i.e., pi(f) = [1, 3]. Then for any term t, pi(t) results
from replacing all subterms f(t1, t2, t3) by f(pi(t1), pi(t3)). Moreover, one can also define
an argument filter pi′ with pi′(f) = 3. Then we replace all subterms of the form f(t1, t2, t3)
by pi′(t3).
Now instead of a reduction pair (%,), one may use the reduction pair (%pi,pi) with
s %pi t iff pi(s) % pi(t) and s pi t iff pi(s)  pi(t).
Now we can define a processor which deletes all pairs from P which are strictly de-
creasing w.r.t. a reduction pair and an argument filter (i.e., all pairs of P that are strictly
decreasing w.r.t. pi). The reason is that they cannot occur infinitely often in a chain.
To ease presentation, throughout this thesis we often interpret sets of rules and pairs as
binary relations on terms. This allows us to write P \pi instead of {s→ t ∈ P | s 6pi t}
and we write R ⊆ %pi instead of R ⊆ {`→ r ∈ R | ` %pi r}, for example.
Theorem 4.2 (Processors Based on Reduction Pairs). Let (%,) be a reduction pair and
pi be an argument filter. Then the following processor Proc is sound and complete. For a
DP problem (P ,Q,R, f), Proc returns
• {(P \ pi,Q,R, f)}, if
– P ⊆ pi ∪ %pi and
– R ⊆ %pi.
15Note that this is equivalent to the requirement % ◦  ⊆  or  ◦ % ⊆ .
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• {(P ,Q,R, f)}, otherwise
First note that this processor was already presented in [GTS05a, Theorem 19], and
its formulation is inspired by the recursive decomposition algorithm in [HM05, Theorem
22]. Indeed, if one uses this processor in combination with the processors based on the
dependency graph then one can completely mimic the recursive algorithm of [HM05].
However, our approach is more flexible, since we can at every time apply arbitrary other
processors. That this is sometimes necessary, we will have seen when finally solving the
running example of this chapter (Example 4.33). There, a larger part of the proof tree
for a difficult DP problem is shown, and it turns out that after the application of the
processors based on the dependency graph two other (upcoming) processors are applied,
before using a reduction pair processor.
We demonstrate the use of the reduction pair processor of Theorem 4.2 to finally prove
termination of the running example of Section 3. As in this chapter we will only rarely
exploit the graph structure of a DP problem (P ,Q,R, f), we identify the graph P =
(N,E) with its set of nodes N .
Example 4.3. At the end of Example 3.38 we had to solve two remaining DP problems.
The DP problem D7 = ({(23), (25)}, lhs(R′),R′,m) with R′ = {(9), (10), (11), (12), (13)}
can easily be handled by Theorem 4.2. First, we build the constraints of the reduction
pair processor to delete both pairs (23) and (25) of the DP problem.
MUL(x, y, z) pi IF(isZero(x), x, y, z) (23)
IF(false, s(x), y, z) pi MUL(x, y, plus(y, z)) (25)
isZero(0) %pi true (9)
isZero(s(x)) %pi false (10)
plus(0, y) %pi y (11)
plus(s(x), y) %pi s(plus(x, y)) (12)
plus(plus(x, y), z) %pi plus(x, plus(y, z)) (13)
By choosing pi(IF) = 2, pi(MUL) = pi(s) = [1], pi(isZero) = pi(true) = pi(false) = pi(0) = [ ],
and pi(plus) = [1, 2] we obtain the following filtered constraints.
MUL(x)  x (23)
s(x)  MUL(x) (25)
isZero % true (9)
isZero % false (10)
plus(0, y) % y (11)
plus(s(x), y) % s(plus(x, y)) (12)
plus(plus(x, y), z) % plus(x, plus(y, z)) (13)
These constraints are all satisfied if we choose for  an LPO with precedence plus > s >
MUL, isZero > true, and isZero > false. Thus, the result of the reduction pair processor
returns a DP problem where P is the empty set. This new DP problem is then easily
solved by the processor of Theorem 3.4.
For the other DP problem D1 = ({(19), (20), (21)},∅,R,m) containing the dependency
pairs of the plus-rules we get even more constraints. Note that we are not able to simplify
this problem by the usable rules processor of Theorem 3.25 since Q = ∅ and since there
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are variables in right-hand sides of all pairs in D1. Hence, we have to build constraints
for the whole TRS R. It turns out that due to the additional constraints for the rules the
constraints of the reduction pair processor are unsatisfiable for reduction pairs based on
RPO in combination with an argument filter. Nevertheless, using the polynomial order
Pol defined by
Pol(PLUS(x, y)) = x
Pol(plus(x, y)) = x+ y + 1
Pol(s(x)) = x+ 1
Pol(0) = 0
Pol(times(x, y)) = (x+ 1)y
Pol(mul(x, y, z)) = (x+ 1)y + z
Pol(isZero(x)) = 0
Pol(true) = 0
Pol(false) = 0
Pol(f(x, y, z)) = 0
satisfies all constraints and we can delete all pairs in D1.16 The resulting DP problem
can again be solved by the dependency graph processor. Thus, we have now proven
termination of the running example of Chapter 3.
Note that in the previous example we have provided suitable argument filters and or-
ders. But this search can also be automated. Techniques to search for argument filters and
orders efficiently have been developed in [CLS06, CMTU05, CSL+06, FGM+07, GTSF03,
GTSF06, HM05, STA+07, ZHM07]. Some of these techniques describe stand-alone con-
straint solvers whereas the (currently) more efficient approaches encode the constraints
into SAT and then apply modern SAT solver.
As we have already mentioned in the previous example there is a major difference
between proving termination and proving innermost termination. In the innermost case
we can usually delete many rules of the TRS that are not usable. And having less rules
implies having less constraints for the reduction pair processor. In Example 4.3 even the
constraints for the whole TRS are solvable by standard orders but sometimes it may be
the case that the difference between the whole TRS in the termination case and the set
of usable rules in the innermost case is essential.
This is demonstrates in the following new running example of this chapter to compute
the division function.
Example 4.4. In the following TRS R the function quot computes the division function
on integers. We represent the integers by s, 0, and p where p(x) is the predecessor of a
number x. To avoid duplicate representations of numbers (0 = s(p(0)) = p(s(0)) = . . . ),
we use rules (33) and (34) and furthermore, we set Q = {s(p(x)), p(s(x))} to ensure that
numbers are simplified whenever possible. Here we see an example where the flexibility of
16Note that when using a polynomial order we do not preprocess the constraints by an argument filter as
a polynomial order can ignore arguments on its own. However, one can identify the implicit argument
filter of a polynomial order and use it for the improved reduction pair processors which use the
argument filter to reduce the set of constraints, cf. Sections 4.4 and 4.5. For example, the implicit
argument filter for Pol is defined by pi(PLUS) = 1, pi(isZero) = pi(f) = [ ], and pi(f) = [1, . . . , ar(f)]
for all remaining function symbols f .
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Q allows a natural modeling of the integers. Setting Q = lhs(R) would be to restrictive
because then the rules (40) and (41) become useless.
The computation of the division is mainly performed using the div-rules which only
work for natural numbers. Therefore, the function quot which is defined also for negative
numbers ensures that div is only called with natural numbers by corresponding negations.
s(p(x)) → x (33)
p(s(x)) → x (34)
minus(x, 0) → x (35)
minus(s(x), s(y)) → minus(x, y) (36)
negate(0) → 0 (37)
negate(p(x)) → s(negate(x)) (38)
negate(s(x)) → p(negate(x)) (39)
negate(negate(x)) → x (40)
negate(minus(0, x)) → x (41)
div(0, s(x)) → 0 (42)
div(s(x), s(y)) → s(div(minus(x, y), s(y))) (43)
quot(x, 0) → error (44)
quot(x, p(y)) → negate(quot(x, negate(p(y)))) (45)
quot(p(x), y) → negate(quot(negate(p(x)), y)) (46)
quot(0, s(x)) → 0 (47)
quot(s(x), s(y)) → div(s(x), s(y)) (48)
When applying the processors based on the dependency graph on the initial DP prob-
lem, we obtain four DP problems (Pi,Q,R,m) with the following pairs.
MINUS(s(x), s(y)) → MINUS(x, y) (49)
NEGATE(p(x)) → NEGATE(x) (50)
NEGATE(s(x)) → NEGATE(x) (51)
DIV(s(x), s(y)) → DIV(minus(x, y), s(y)) (52)
QUOT(x, p(y)) → QUOT(x, negate(p(y))) (53)
QUOT(p(x), y) → QUOT(negate(p(x)), y) (54)
Here, P1 = {(49)}, P2 = {(50), (51)}, P3 = {(52)}, and P4 = {(53), (54)}. None of these
four DP problems can be handled by the reduction pair processor of Theorem 4.2 if % is a
quasi-simplification order (i.e., a quasi-order containing the embedding order). We prove
this claim only for the first DP problem (P1,Q,R,m) since the claim can be shown for
the other three DP problems in a similar way.
If we want to apply Theorem 4.2 successfully then we need at least one strict decrease
of a pair in P1. Thus, the constraints ensure both, that the left-hand side of pair (49) is in
relation to the right-hand side w.r.t. pi, and that the rewrite relation of R is contained
in %pi. Then due to rules (35) and (41) we must have pi(minus) = [1, 2]. From (49) we
obtain MINUS(s(x), s(y)) pi MINUS(x, y) and as pi is stable we instantiate x and y by
t = div(s(z), s(s(z))) to get the inequality MINUS(s(t), s(t)) pi MINUS(t, t). As one can
rewrite t to the term t′ = s(div(minus(z, s(z)), s(s(z)))) by (43), we can use →R ⊆ %pi
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to obtain the inequality t %pi t′. Moreover, as % is a quasi-simplification order and
as pi does not drop the second argument of minus we know minus(z, s(z)) %pi s(z). By
monotonicity of %pi we conclude t′ %pi s(t). Using the compatibility of %pi and pi we end
in a contradiction to the well-foundedness of pi.
MINUS(s(t), s(t)) pi MINUS(t, t) %pi MINUS(t′, t′) %pi MINUS(s(t), s(t))
Note that R does not belong to a class of rewrite systems where innermost termination
implies termination. The first two rules (33) and (34) are overlapping with many other
rules at non-root positions. These two rules are overlapping with the left-hand sides of
each dependency pair of P1 ∪ · · · ∪ P4, too. Thus, these two rules also prohibit the use
of the processor of Theorem 3.14 to switch to innermost termination for the four DP
problems.
And as we are not in the innermost case the usable rules processor of Theorem 3.25
cannot delete any rule of R. The problem with the improved estimation of Definition 3.26
is that due to condition (iv) every rule is usable. It is even more problematic that all
rules are usable w.r.t. the semantic definition of usable rules in Definition 3.24. Hence,
the problem is not that the improved estimation of usable rules in Definition 3.26 is not
good enough in this example.
To conclude, we are currently stuck in the termination proof of this example using the
previous processors.
4.2. Needed Rules
To handle the DP problems of Example 4.4 we will now show how one can drop condition
(iv) of Definition 3.26 even if one is not in the innermost case, i.e., even if NF (Q) 6⊆
NF (R). That this is not possible in general was already shown in Example 3.29. Note
that when dropping condition (iv) one does not estimate the usable rules function U any
more. To distinguish the two versions of usable rules we call the new version needed
rules.17
Definition 4.5 (Needed Rules). Let Q and S be set of terms, let R be a TRS, and let
ECap be an estimated Cap-function. The needed rules of a term t are defined as the
smallest set N SR,Q(t) ⊆ R such that
(i) If t = f(t1, . . . , tn), ` = f(`1, . . . , `n)→ r ∈ R, and if the terms f(ECapSR,Q(t1), . . . ,
ECapSR,Q(tn)) and ` are unifiable with the mgu δ such that all terms in ({`1, . . . , `n}∪
S)δ are in Q-normal form, then `→ r ∈ N SR,Q(t).
(ii) If t = f(t1, . . . , tn) then N SR,Q(ti) ⊆ N SR,Q(t).
(iii) If ` = f(`1, . . . , `n)→ r ∈ N SR,Q(t) then N {`1,...,`n}R,Q (r) ⊆ N SR,Q(t).
As before, N (P ,Q,R) = ⋃s→t∈P N {s}R,Q(t).
17In the literature even the needed rules were called usable rules. This was possible as there was no
semantic notion of usable rules before and one could just limit the use of usable rules in certain
processors. For example, in previous versions of the usable rules processor of Theorem 3.25 and the
star-estimation of the dependency graph of Definition 3.31 it was only allowed to integrate the usable
rules in the innermost case. This is in contrast to this thesis where usable rules can be used without
the restriction to the innermost case.
4.2. Needed Rules 43
As the main result of this section we will now show that in minimal (P ,Q,R)-chains
the TRS R can be replaced by the needed rules together with the TRS Cε = {c(x, y) →
x, c(x, y)→ y}. Here, c is some new function symbol not occurring in the DP problem.
Note that for every DP problem (P ,Q,R, f) with NF (Q) ⊆ NF (R) the improved us-
able rules Definition 3.26 coincide with the needed rules, i.e., IU(P ,Q,R) = N (P ,Q,R).
Hence, with the main result we will be almost as powerful in the termination case as in the
innermost termination case when solving the constraints of the reduction pair processor.
To obtain the main result, we use the following idea to simulate every reduction step
with R with the set of needed rules N together with Cε. In case a term t can be reduced
with an unneeded rule, we store all possible reducts of t in a set of terms. This set will be
finite as the terms are terminating due to minimality. Hence, the set can be encoded in a
single term representing a list where the new binary function c is used as list constructor.
This encoding is performed using the Comp function.
Definition 4.6 (Comp). We assume a fixed total order > on terms. Let c be a new
function symbol and ⊥ be a new variable. We define the function Comp from finite sets
of terms to terms as follows.
• Comp(∅) = ⊥
• Comp({t} unionmultiM) = c(t,Comp(M)), where t < s for every s ∈M .
The total order is needed to ensure that Comp is well defined. It enforces that Comp
always visits the terms in M in the same order. The TRS Cε can now be used to extract
every term of M that is encoded in Comp(M).
Lemma 4.7 (Properties of Comp). Comp(M) Q→+Cε t if t ∈M and Comp(M) ∈ NF (Q).
Now the only missing step is to apply a transformation that replaces those terms t
which can be rewritten by an unneeded rule by the corresponding term that encodes the
set of reducts of t. This is done in one of the cases of the upcoming transformation I.
However, if t can only be rewritten by needed rules then I does not replace anything and
we can simulate the reduction with the corresponding needed rule. Thus, anyR-reduction
of t can be simulated by an N ∪ Cε-reduction of I(t). This behavior is indicated in the
middle rows of Figure 4.8.
However, what we want to do is to transform a minimal chain s1 → t1, s2 → t2, . . .
with σ as substitution into a chain where I(σ) is used as substitution. Therefore, we also
have to take care that I(siσ) can be related to siI(σ) and there should also be a relation
between I(tiσ) and tiI(σ). This is depicted in the last two rows of Figure 4.8. This will
finally allow us to replace R by N ∪ Cε when building chains.
The following definition introduces I formally. Similar versions have been developed
for weaker variants of needed rules [GTSF06, HM07, TGS04, Urb01]. All these previous
approaches define needed rules by just looking at the root symbols instead of unification,
they do not allow an arbitrary estimation of Cap, they do not integrate checks on Q-
normal forms, and they do not handle the strategy given by Q. Moreover, for the first
time we also give sufficient conditions that the resulting chain is also minimal. Hence, our
result extends the previous work substantially. Nevertheless, all these extensions require
a more complex definition of I. After the exact definition we will explain the additional
elements σ and Sall which have not been discussed so far.
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∗
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
. . .
I(s1σ)
∗
Cε

I(t1σ) ∗N∪Cε//
||
I(s2σ)
∗
Cε

I(t2σ) ∗N∪Cε//
||
. . .
s1I(σ) // t1I(σ) s2I(σ) // t2I(σ) . . . (P ,Q,N ∪ Cε)-chain
Figure 4.8.: Transformation of chains
Definition 4.9 (I). Let u1 → v1, u2 → v2, . . . be an infinite minimal (P ,Q,R)-chain
and let N = N (P ,Q,R) be the set of needed rules of the given DP problem. W.l.o.g. we
assume that σ is the substitution used for instantiating every ui → vi. Moreover, whenever
in the reduction of viσ a rule `j → rj ∈ R is applied, then by renaming the variables in
the rule we again assume that the rule is instantiated by σ in that rewrite step. Let Sall
contain all ui and all direct subterms of each `j. Let c be the new constant and let ⊥ be
the new variable which are introduced by Comp. We define the mapping I from terms of
T (F ,V) that terminate w.r.t. Q→R to terms of T (F unionmulti {c},V unionmulti {⊥}) as follows.
• I(x) = x for every variable x
• I(f(t1, . . . , tn)) = f(I(t1), . . . , I(tn)), if there is no rule ` → r ∈ R \ N such
that f(CapSallσR,Q (t1), . . .Cap
Sallσ
R,Q (tn)) unifies with ` by some mgu µ where (Sallσ ∪
{`|1, . . . , `|n})µ ⊆ NF (Q)
• I(f(t1, . . . , tn)) = c(f(I(t1), . . . , I(tn)),Comp(Red(f(t1, . . . , tn)))), otherwise.
Here, Red(t) = {I(s) | t Q→+R s, s ∈ NF (Q)}.
We extend I to substitutions by defining the substitution I(σ) as I(σ)(x) = I(xσ).
To prove the main result in Lemma 4.11 that minimal (P ,Q,R)-chains are (P ,Q,N ∪
Cε)-chains with the help of I, we need to establish a connection between I and the
definition of needed rules: whenever the unification with a left-hand side ` succeeds in
the definition of I, then the corresponding unification with ` must also succeed in case
(i) of Definition 4.5.
However, there are three differences in the unifications performed in I and those per-
formed in Definition 4.5. First, the needed rules are computed by looking at rules and
pairs whereas I works on terms that are instances of left- or right-hand sides of rules and
pairs. Second, in Definition 4.5 we apply an estimated Cap-function whereas I uses Cap
itself. And third, the parameter S for ECap is chosen locally for each pair and rule in
Definition 4.5 whereas we need a global set S for I.
To obtain the required connection we first show the following additional property of
Cap. It states that applying Cap on an instantiated term tσ is more precise than if we
first apply an estimated Cap-function ECap on t and then instantiate the resulting term
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by σ. Moreover, the set S that is used for ECap has to be smaller than the corresponding
set that is used for Cap. This is the reason we why defined Sall to contain all direct
subterms of left-hand sides of rules and all left-hand sides of pairs that are used in the
chain.18 Then indeed all three differences are handled and we can state the main lemma
of this section after this auxiliary lemma about Cap.
Lemma 4.10 (Properties of Cap). Let Q, S, and T be sets of terms, let R be a TRS, and
let σ be a substitution. If Sσ ⊆ T then for every term t there is a substitution δ such that
CapTR,Q(tσ) = ECap
S
R,Q(t)σδ where δ only instantiates the variables that are introduced
by CapSR,Q(t).
Note that Lemma 4.10 is not valid if one replaces Cap by ECap. This is the reason for
using Cap in the definition of I instead of an estimation.
Lemma 4.11 (Properties of I). Let P ,Q,R,N , u1 → v1, u2,→ v2, . . . ,Sall, σ be as in
Definition 4.9. Let t be terminating w.r.t. Q→R. Let Inv(s) be the property, that all
subterms s′ of s with root(s′) = c are in Q-normal form.
(i) If t ∈ NF (Q) then I(t) ∈ NF (Q).
(ii) If N SR,Q(t) ⊆ N and S ⊆ Sall then I(tσ) = tI(σ).
(iii) If tσ ∈ NF (Q) then I(tσ) Q→∗Cε tI(σ) and tI(σ) ∈ NF (Q).
(iv) If t Q→+R s, Inv(I(t)), and I(t) is built by the third case then I(t) Q→+Cε I(s).
(v) If t Q→R s is a reduction at the root position and I(t) is built by the second case then
I(t) Q→∗Cε Q→N I(s) and Inv(I(s)).
(vi) If t Q→∗R s, s ∈ NF (Q), and Inv(I(t)) then I(t) Q→∗N∪Cε I(s).
(vii) If Q = ∅ and if M⊆ R is left-linear then I(t) is terminating w.r.t. M∪ Cε.
(viii) If N ⊆M ⊆ R then u1 → v1, u2 → v2, . . . is a (P ,Q,M∪ Cε)-chain. Moreover, if
Q = ∅ and if M is left-linear then the chain is minimal.
Using this important lemma we will formulate three different processors. The first pro-
cessor returns quite similar results compared to the usable rules processor of Theorem 3.25
in the innermost case.
Theorem 4.12 (Processors Based on Needed Rules). Let ECap be an estimated Cap-
function that is used to compute the needed rules in Definition 4.5. The following processor
Proc is sound. For a DP problem (P ,Q,R, f) with N (P ,Q,R) ⊆M ⊆ R, Proc returns
• {(P ,Q,M∪ Cε, f ′)}, if f =m.
Here, f ′ =m if Q = ∅ and M is left-linear, and f ′ = a, otherwise.
18Putting all direct subterms of left-hand sides of R and all left-hand sides of pairs of P into Sall would
be unsound as some pairs and rules may contain subterms which are not in Q-normal form. And
if Sall contains a term which is not in Q-normal form then the third case of I is never used. In
that case we do not obtain a chain if we replace σ by I(σ). As an example consider Q = {a},
P = {F(a, a, a)→ F(b, b, b),F(0, 1, x)→ F(x, x, x)}, and R = {d→ 0, d→ 1}. Then there obviously is
a minimal infinite (P,Q,R)-chain using only the second pair of P if we instantiate x by d. However,
if F(a, a, a) ∈ Sall then I(σ)(x) = d and it is not possible to reduce F(x, x, x)I(σ) = F(d, d, d) to an
instance of F(0, 1, x′) using the Cε-rules.
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• {(P ,Q,R, f)}, otherwise.
Note that we introduced the additional set M in the needed rules processor to be
able to apply the result for arbitrary estimations of the needed rules. For example it is
possible to drop the normal form conditions in Definition 4.5 or one can just compare
the outermost symbols instead of performing the unifications in Definition 4.5. Due to
Lemma 2.4 it might seem obvious that one can replace N by a larger set M, however it
is not obvious that then minimality can be obtained.
The needed rules processor has two weaknesses that do not occur in the similar usable
rules processor of Theorem 3.25. Therefore, one should always prefer the usable rules
processor in the innermost case as then there are always less usable rules than needed
rules.
The first weakness of the needed rules processor is its incompleteness. This is a dis-
advantage regardless of whether the original DP problem (P ,Q,R, f) is finite or infinite.
If (P ,Q,R, f) is finite then it may happen that the resulting DP problems are not fi-
nite any more and one fails in proving termination. On the other hand, if (P ,Q,R, f)
is infinite then even if one can prove that one of the resulting DP problems is infinite
one cannot conclude infiniteness of (P ,Q,R, f). Thus, applying incomplete processors is
nearly useless to prove non-termination.
By the TRS of Toyama [Toy87] it can be shown that completeness cannot be achieved
for the needed rules processor. If R = {f(0, 1, x)→ f(x, x, x)} then the initial DP problem
(DP(R),∅,R,m) is not infinite. However, an application of Theorem 4.12 results in the
DP problem (DP(R),∅, Cε,m) which is infinite:
F(0, 1, c(0, 1))→ F(c(0, 1), c(0, 1), c(0, 1))→2Cε F(0, 1, c(0, 1))→ . . .
Nevertheless, sometimes it is useful to apply incomplete processors as they may be the
missing step to obtain a termination proof. We will see in the following example that
the first three DP problems can be solved with the help of the (incomplete) needed rules
processor.
Example 4.13. We continue to prove termination of Example 4.4 with our new needed
rules processor of Theorem 4.12. First recall the DP problems ({(49)},Q,R,m) and
({(50), (51)},Q,R,m) that correspond to theminus and negate-functions, respectively. As
neither of them does have any needed rules, we get the new problems ({(49)},Q, Cε, a) and
({(50), (51)},Q, Cε, a). Both new problems can be solved by the reduction pair processor
of Theorem 4.2 by the embedding order. Here, it is not even necessary to use an argument
filter, i.e., one can choose the identity argument filter with pi(t) = t for every term t. This
is done by defining pi(f) = [1, . . . , n] for every symbol f with arity n.
In the DP problem ({(52)},Q,R,m) originating from the div-function both minus-
rules (35) and (36) are needed rules, and the s-rule (33) is needed, too. Therefore, the
new DP problem ({(52)},Q, {(33), (35), (36)} ∪ Cε, a) is obtained by an application of
Theorem 4.12. Again this can be solved by the reduction pair processor of Theorem 4.2
by the embedding order. Here, we need an argument filter with pi(minus) = 1. Then the
constraint
DIV(s(x), s(y)) pi DIV(minus(x, y), s(y))
for the dependency pair (52) can be simplified to
DIV(s(x), s(y))  DIV(x, s(y))
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which is easy to satisfy. Remember that this argument filter would not be possible if we
had to satisfy the constraint negate(minus(0, x)) %pi x for the unneeded rule (41).
Finally, for the DP problem ({(53), (54)},Q,R,m) one obtains the needed rules {(33),
(34), (37)− (41)} for s, p, and negate. Unfortunately, the constraints of Theorem 4.2 for
the corresponding new DP problem are not satisfiable if % is a quasi-simplification order.
The reason is that pi may not drop the argument of negate due to the collapsing negate-rule
(40). In this case we obtain negate(p(x)) %pi p(x) which clearly shows by monotonicity
that none of the constraints for the dependency pairs (53) and (54) can be satisfied for
the strict relation pi.
The second weakness of the needed rules processor is the possible loss of the minimality
flag. The processor requires that for the original DP problem (P ,Q,R, f) the flag f is
set to m, but it sometimes returns a DP problem where the flag is a. Note that if the flag
is a then it is not possible to switch to the innermost case by Theorem 3.14. Thus, for
the resulting DP problem we are neither in the innermost case nor do we have to consider
only minimal chains. DP problems of these kind are often hard to handle. When using
orders one always has to build constraints for at least the set of usable rules which is most
likely the whole TRS R. (One cannot use the needed rules processor any more and also
upcoming powerful processors in this chapter require an enabled minimality flag or the
innermost case. For a complete list of processors that cannot be applied any more, we
refer to the discussion in Section 2.2 on page 13 about why losing minimality is bad.)
The following examples show that Theorem 4.12 cannot be strengthened by changing
the requirements on the minimality flags. One needs minimality of the input DP problem
and minimality of the resulting DP problem cannot be guaranteed if the requirements of
Theorem 4.12 are not satisfied.
Example 4.14. This example shows that the requirement f = m in Theorem 4.12 is
essential. If P = {F(s(x)) → F(x)}, Q = ∅, and R = {a → s(a)} then F(s(x)) →
F(x),F(s(x))→ F(x), . . . is an infinite chain: if we instantiate x by a then we obtain the
infinite reduction F(s(a)) →P F(a) →R F(s(a)) →P . . . . However, it is not a minimal
chain.
Note that there are no needed rules. Thus, any processor that transforms the non-finite
DP problem (P ,Q,R, a) into (P ,Q, Cε, a) would be unsound as clearly there is no infinite
(P ,Q, Cε)-chain.
Example 4.15. This example illustrates that for a non-empty set Q, the resulting DP
problem of the needed rules processor must have the minimality flag a, even if R is left-
linear. Let P = {F(x, 0, 1, y) → F(x, x, x, f(g(x)))}, let Q = {g(a)}, and let R consist of
the following four rules.
a → 0 f(g(x)) → h(x, x)
a → 1 h(0, 1) → h(0, 1)
There is an infinite minimal (P ,Q,R)-chain, as can be shown using the substitution σ
with σ(x) = a and σ(y) = f(g(0)). The reason is that the instantiated right-hand side of
P ’s only pair now reduces to its instantiated left-hand side:
F(x, x, x, f(g(x)))σ
= F(a, a, a, f(g(a)))
Q→3R F(a, 0, 1, f(g(0)))
= F(x, 0, 1, y)σ
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Note that f(g(a)) is terminating w.r.t. Q→R as whenever a subterm of the form h(t1, t2)
is reached then both ti are either 0 or 1.
However, for N = N (P ,Q,R) the DP problem (P ,Q,N∪Cε,m) is finite and therefore,
any processor which transforms (P ,Q,R,m) into (P ,Q,N ∪ Cε,m) is unsound. Here,
the needed rules N = N (P ,Q,R) consists of the f-rule and the h-rule. To prove that
(P ,Q,N ∪Cε,m) is finite we have to show that there is no infinite minimal (P ,Q,N ∪Cε)-
chain.
In any chain of length greater than 1, the right-hand side of P ’s rule has to be instanti-
ated by a substitution σ such that all xσ can be reduced to both 0 and 1 with N ∪Cε. It
is easy to see that then xσ can also be reduced to c(0, 1) or to c(1, 0). Hence, the subterm
f(g(x))σ = f(g(xσ)) of the instantiated right-hand side can be reduced to f(g(c(0, 1)))
or to f(g(c(1, 0))) and further to the non-terminating term h(0, 1). So the instantiated
right-hand side of P ’s pair is not terminating and thus, there is no minimal chain of length
greater than 1.
Example 4.16. This example shows that minimality cannot be preserved by the needed
rules processor in case that R is not left-linear even if Q = ∅. Let P consist of the single
pair
F(0, 1, x1, 0, 1, x2, 0, 1, x3, y)→ F(x1, x1, x1, x2, x2, x2, x3, x3, x3, g(x1, x2, x3))
and let R consist of the following ten rules:
a → 0 g(x, x, y) → h(x, x)
a → 1 g(x, y, x) → h(x, x)
b → 0 g(y, x, x) → h(x, x)
b → 1 h(0, 1) → h(0, 1)
d → 0
d → 1
As in the previous example there is an infinite minimal (P ,Q,R)-chain. We choose
the substitution σ with σ(x1) = a, σ(x2) = b, σ(x3) = d, and σ(y) = g(a, b, d). Then the
instantiated right-hand side of the pair in P can be reduced to its instantiated left-hand
side:
F(x1, x1, x1, x2, x2, x2, x3, x3, x3, g(x1, x2, x3))σ
= F(a, a, a, b, b, b, d, d, d, g(a, b, d))
→6R F(0, 1, a, 0, 1, b, 0, 1, d, g(a, b, d))
= F(0, 1, x1, 0, 1, x2, 0, 1, x3, y)σ
This chain is minimal since the subterm g(a, b, d) of the instantiated right-hand side is
terminating. The reason is that this subterm can be reduced to h(0, 0) or to h(1, 1) but
not to h(0, 1). Thus, the DP problem (P ,Q,R,m) is not finite.
But for N = N (P ,Q,R) the DP problem (P ,Q,N ∪Cε,m) is finite and therefore, any
processor which transforms (P ,Q,R,m) into (P ,Q,N ∪ Cε,m) is unsound. Here, the
needed rules N consist of all g-rules and the h-rule, As before, we prove that there is no
infinite minimal (P ,Q,N ∪ Cε)-chain.
In any chain of length greater than 1 we must use a substitution σ such that all xiσ
can be reduced to both 0 and 1 with N ∪ Cε. As in Example 4.15 each xiσ must be
reducible to c(0, 1) or to c(1, 0). So there are at least two xiσ and xjσ with i 6= j which
can be reduced to the same term c(0, 1) or c(1, 0). Hence, the subterm g(x1, x2, x3)σ of
P ’s instantiated right-hand side can be reduced to h(c(0, 1), c(0, 1)) or to h(c(1, 0), c(1, 0))
and further to the non-terminating term h(0, 1).
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Example 4.17. One might argue that the previous counterexamples do not show that
really something can go wrong. If one starts with a TRS including the non-terminating
rule h(0, 1) → h(0, 1) then one will always get a dependency pair H(0, 1) → H(0, 1) and
the resulting DP problem cannot be solved by a wrong application of Theorem 4.12.
However, in the following example a wrong application would transform the only non-
finite DP problem into a finite one. To demonstrate this effect the g-rules and h-rules
of Example 4.16 have to be combined. We consider the following TRS R where r =
g(x1, x1, x1, x1, x2, x2, x2, x2, x3, x3, x3, x3, x1, x2, x3, y, y).
a → 0 f(0, 1, 2, x1, 0, 1, 3, x2, 0, 1, 4, x3, z) →
a → 1 f(x1, x1, x1, x1, x2, x2, x2, x2, x3, x3, x3, x3, r[y/x1])
a → 2
b → 0 g(0, 1, 2, x1, 0, 1, 3, x2, 0, 1, 4, x3, y, y, z, 0, 1) → r
b → 1 g(0, 1, 2, x1, 0, 1, 3, x2, 0, 1, 4, x3, y, z, y, 0, 1) → r
b → 3 g(0, 1, 2, x1, 0, 1, 3, x2, 0, 1, 4, x3, z, y, y, 0, 1) → r
d → 0
d → 1
d → 4
First note that the TRS without the f-rule is terminating. For an infinite reduction with
one of the g-rules we obviously must instantiate x1 by a, x2 by b, and x3 by d. However,
the only possibility to join any two terms of a, b, and d is to rewrite them to either 0 or
1. Hence, y must be instantiated by 0 or 1. In any case the instance of y cannot match
both 0 and 1. Thus, one cannot apply any g-rule more than once.
Now we consider the whole TRS R. As argued before the only possible non-finite
DP problem is the one containing the dependency pair F(. . . ) → F(. . . ) for the f-rule.
Similarly to Example 4.16 there is an infinite chain when instantiating x1 by a, x2 by b, x3
by d, and z by g(a, a, a, a, b, b, b, b, d, d, d, d, a, b, d, a, a). Note that this is also a minimal
chain as the TRS without the f-rule is terminating.
The needed rules N are just the three g-rules. However, there is no infinite minimal
chain if we consider the TRS N ∪ Cε instead of R. As in Example 4.16 we conclude that
in any chain of length greater than one we must use a substitution σ where each of the
terms xiσ must be reducible to c(0, 1) or c(1, 0). Moreover, x1σ must be reducible to 2,
x2σ to 3, and x3σ to 4. We only consider the case that x2σ and x3σ are both reducible
to c(0, 1) to show that the term r[y/x1]σ is non-terminating. The remaining cases are
completely analogous.
r[y/x1]σ
= g(x1, x1, x1, x1, x2, x2, x2, x2, x3, x3, x3, x3, x1, x2, x3, x1, x1)σ
→∗N∪Cε g(x1, x1, x1, x1, x2, x2, x2, x2, x3, x3, x3, x3, x1, x2, x3, 0, 1)σ = t
→∗N∪Cε g(0, 1, 2, x1, 0, 1, 3, x2, 0, 1, 4, x3, x1, x2, x3, 0, 1)σ
→∗N∪Cε g(0, 1, 2, x1, 0, 1, 3, x2, 0, 1, 4, x3, x1, c(0, 1), c(0, 1), 0, 1)σ
→N g(x1, x1, x1, x1, x2, x2, x2, x2, x3, x3, x3, x3, x1, x2, x3, c(0, 1), c(0, 1))σ
→2Cε g(x1, x1, x1, x1, x2, x2, x2, x2, x3, x3, x3, x3, x1, x2, x3, 0, 1)σ = t
Thus, transforming the non-finite DP problem ({F(. . . ) → F(. . . )},∅,R,m) into the
problem ({F(. . . ) → F(. . . )},∅,N ∪ Cε,m) is unsound. This is especially critical as
F(. . . )→ F(. . . ) is the only dependency pair of the non-terminating TRS R that can be
used to build infinite chains.
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We shortly recapitulate the situation. An application of the needed rules processor
in Theorem 4.12 can simplify the constraints generated by the reduction pair processor
of Theorem 4.2 considerably. However, it does not preserve the minimality flag and it
is incomplete. It was explained that both of these effects are not desirable at all and
examples were given to show that Theorem 4.12 cannot be improved.
As the main use of the needed rules processor is to reduce the number of the con-
straints for the reduction pair processor we now introduce the second processor based
on Lemma 4.11 (viii) which combines the idea of needed rules into the reduction pair
processor. The idea is to just satisfy the constraints for the needed rules and to delete all
strictly decreasing pairs in the resulting DP problem. However, the TRS in the resulting
TRS problem will still be the whole TRS. It turns out that with this idea we obtain a
complete processor which does not lose minimality.
Theorem 4.18 (Processors Based on Reduction Pairs and Needed Rules). Let (%,
) be a reduction pair where % is Cε-compatible, and let pi be an argument filter. Let
ECap be an arbitrary estimated Cap-function that is used to compute the needed rules
in Definition 4.5. Then the following processor Proc is sound and complete. For a DP
problem (P ,Q,R, f), Proc returns
• {(P \ pi,Q,R, f)}, if
– P ⊆ pi ∪ %pi,
– N (P ,Q,R) ⊆ %pi, and
– f =m.
• {(P ,Q,R, f)}, otherwise
Note that in contrast to the needed rules processor of Theorem 4.12 we do not use a
superset M of the needed rules. The reason is that whenever we satisfy the constraints
for M⊇ N (P ,Q,R) then the constraints of Theorem 4.18 are also satisfied.
To compare the sequential application of the needed rules processor and the reduction
pair processor of Theorem 4.2 with the new reduction pair processor of Theorem 4.18 we
use the following abstract example.
Example 4.19. Let P = {F(. . . ) → F(. . . , g1(. . . ), . . . ),F(. . . ) → F(. . . , g2(. . . ), . . . )},
let Q 6= ∅, and let R = {g1(. . . ) → . . . , g2(. . . ) → . . . , h(. . . ) → . . . }. Here, it might be
the case that it is hard to satisfy the constraint for the h-rule. The needed rules of the
DP problem are N1 = {g1(. . . ) → . . . , g2(. . . ) → . . . } which do not contain the h-rule.
Thus, the needed rule processor can transforms (P ,Q,R,m) to (P ,Q,N1 ∪ Cε, a). Now
as the h-rule is missing it might be possible to solve the constraints of the reduction pair
processor of Theorem 4.2 and to delete the first pair of P . Then we are left with the
DP problem ({F(. . . ) → F(. . . , g2(. . . ), . . . )},Q,N1 ∪ Cε, a) which has the needed rules
N2 = {g2(. . . )→ . . . }. At this point we are not able to reapply the needed rules processor
to delete the now unneeded g1-rule. Hence, in another application of the reduction pair
processor of Theorem 4.2 we will have to satisfy the constraint g1(. . . ) %pi . . . for the
unneeded g1-rule.
This is in contrast to the new reduction pair processor of Theorem 4.18. Here, we have
to satisfy the same constraints as above to delete the first rule of P . But the result is the
DP problem ({F(. . . )→ F(. . . , g2(. . . ), . . . )},Q,R,m) which has the needed rules N2 as
above. However, in a second application of Theorem 4.18 there will be no constraint for
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the unneeded g1-rule. In this aspect the new reduction pair processor is always better
than the combination of the needed rules processor and the reduction pair processor.
Although the reduction pair processor always seems to be better than the needed rules
processor there are some disadvantages. With Theorem 4.18 one cannot reduce the TRS
R. Removing rules of R might be needed for a successful application of the processor of
Theorem 3.14 to switch to the innermost-case if the unneeded rules are not confluent or
are overlapping with P . And removing rules is also beneficial when using other techniques
like semantic labeling, cf. Chapter 7 and Example 7.32.
For this second application the needed rules processor is sometimes required. However,
after we have applied the needed rules processor minimality can be destroyed and the
non-confluent rules of Cε are added. Thus, the needed rules processor does not help at
all to transform a DP problem into one where the processor of Theorem 3.14 to switch
to innermost is applicable. For that reason, we introduce the following third and last
processor which is based on Lemma 4.11 (viii). It removes unneeded rules, does not add
the additional rules of Cε, and it keeps minimality. The removal of non-usable rules is
often crucial, since these rules often block the application of other important processors,
as will be shown in Example 4.23. The costs for these benefits are constraints that have
to be satisfied by a monotonic reduction pair (%,) which is a reduction pair where
additionally  is monotonic and Cε-compatible. (This ensures that the Cε-rules are only
applied finitely often.) Thus, we cannot preprocess the constraints with an argument
filter pi as pi in general is not monotonic even if  is monotonic.
Theorem 4.20 (Processors Based on Needed Rules and Reduction Pairs). Let (%,) be
a monotonic reduction pair where  is Cε-compatible. Let ECap be an estimated Cap-
function that parameterizes the needed rules N in Definition 4.5. Then the following
processor Proc is sound and complete. For a DP problem (P ,Q,R, f), Proc returns
• {(P ,Q,N , f)}, if
– N = N (P ,Q,R),
– P ∪N ⊆ %, and
– f =m.
• {(P ,Q,R, f)}, otherwise
This processor is similar to the usable rules processor of Theorem 3.25 but one addition-
ally has to satisfy a set of constraints and one can only use it if one tries to prove absence
of minimal chains. However, in the case that a DP problem is not in the innermost case,
we usually get far less needed rules than usable rules.
Compared to the needed rules processor of Theorem 4.12 in Theorem 4.20 it is neither
required to add the rules of Cε, nor is minimality lost. However, these benefits are paid
by having to satisfy constraints which are similar to the ones of Theorem 4.18. But
a major difference to Theorem 4.18 is that in Theorem 4.20 the strict order has to be
monotonic which prohibits the use of argument filters. We will investigate the difference
by continuing to prove termination of the running example of Example 4.13.
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Example 4.21. We recapitulate some rules and pairs.
s(p(x)) → x (33)
p(s(x)) → x (34)
negate(0) → 0 (37)
negate(p(x)) → s(negate(x)) (38)
negate(s(x)) → p(negate(x)) (39)
negate(negate(x)) → x (40)
negate(minus(0, x)) → x (41)
DIV(s(x), s(y)) → DIV(minus(x, y), s(y)) (52)
QUOT(x, p(y)) → QUOT(x, negate(p(y))) (53)
QUOT(p(x), y) → QUOT(negate(p(x)), y) (54)
With the reduction pair processor of Theorem 4.18 we can solve the same three examples
with the same orders as we did in Example 4.13. But as before, it is not possible to simplify
the remaining DP problem ({(53), (54)},Q,R,m) using quasi-simplification orders. The
reason is that the needed rule (40) enforces to use an argument filter which does not drop
the argument of negate.
We obtain another result by the needed rules processor of Theorem 4.20. Here, the
constraint for pair (52) is not satisfiable if  is monotonic and if % is a quasi-simplification
order. The reason is that we must not filter the second argument of minus due to the
required monotonicity. Thus, the reduction pair processor of Theorem 4.18 can be more
powerful than the needed rules processor.
However, we can simplify the remaining DP problem ({(53), (54)},Q,R,m) by the
needed rules processor of Theorem 4.20. As reduction pair we choose a polynomial order
with Pol(c(x, y)) = 1 + x + y and Pol(f(x1, . . . , xn)) = x1 + · · · + xn for all remaining
symbols f . Then the requirements are satisfied and we obtain the simpler DP problem
({(53), (54)},Q, {(33), (34), (37)− (41)},m).
Thus, although the constraints of Theorem 4.18 and Theorem 4.20 look similar they are
incomparable: Theorem 4.18 requires to have at least one strict decrease in the constraints
for P and Theorem 4.20 requires that the strict order in the reduction pair is monotonic.
However, neither of them is able to simplify our new remaining DP problem further. For
this we will need processors of the remainder of this chapter.
An important observation about Theorem 4.20 has already been made in [GTS05a, Page
18]: Theorem 4.20 can always be applied if P and the needed rules are non-duplicating.
In this case the polynomial order of Example 4.21 always satisfies the constraints. Thus,
for DP problems arising from string rewrite systems one can always replace R by the
needed rules.
Relating Theorem 4.20 to the previous version in the literature [GTS05a, Theorem 28]
we see two differences. First, the new version in this thesis is more powerful, since we use
an improved version of needed rules. But on the other hand, in [GTS05a] it is allowed to
delete all rules and pairs that contain unneeded symbols in their left-hand side.
There are two reasons that we did not combine these two theorems into one large theo-
rem which has the improved version of needed rules and the additional deletion possibility
of [GTS05a, Theorem 28]. First, it suffices to apply both existing theorems separately.
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Whenever we can satisfy the constraints of Theorem 4.20 using some reduction pair then
we already can change to the improved version of needed rules. Moreover, the same
reduction pair satisfies the constraints of [GTS05a, Theorem 28] for the resulting DP
problem. Thus, we can use the additional deletion possibility of [GTS05a, Theorem 28].
With this sequential application we have the same effect as if we had applied a combined
theorem. The second reason is that the combination would require an even more complex
and hence, less understandable version of the transformation I.
Nevertheless, for the automation of these processors it is useful to combine both theo-
rems. Once one has found the reduction pair for Theorem 4.20 one should not forget it,
but directly apply [GTS05a, Theorem 28] afterwards.
4.3. Rule Removal
Now we present the processor of [GTS05a] to remove further rules from R. Our work
extends the idea in [Zan05b, Theorems 1 and 4] to simplify string rewrite systems by
repeatedly removing rules by using polynomial orders.
As in Theorem 4.2, for a DP problem (P ,Q,R, f), all rules in P and R are oriented
with a reduction pair (%,). The processor in Theorem 4.2 was used to remove pairs
from P which could be oriented with . In contrast, the present processor removes rules
from both P and R if they can be oriented with . The disadvantage is that here we are
again restricted to monotonic reduction pairs where  is monotonic and where we may
not use argument filters.
Theorem 4.22 (Processors Based on Rule Removal). Let (%,) be a reduction pair
where  is monotonic. The following processor Proc is sound and complete. For a DP
problem (P ,Q,R, f), Proc returns
• {(P \ ,Q,R \ , f)}, if
– P ⊆  ∪% and
– R ⊆  ∪%
• {(P ,Q,R, f)}, otherwise
Note that in case of Cε-compatible reduction pairs, the constraints of Theorem 4.22 are
harder to satisfy than those of Theorem 4.20. Therefore, it is always a good idea to apply
the needed rules processor of Theorem 4.20 first. However, the needed rules processor is
applicable once only. After it has deleted all unneeded rules, all rules in the resulting
TRS are needed. Therefore, a second application of the needed rules processor will not
simplify the DP problem any further. In contrast, the rule removal processor can delete
any remaining rule provided that the constraints are satisfied.
We continue to prove termination of Example 4.21.
Example 4.23. As discussed at the end of Section 4.2, the remaining DP problem
({(53), (54)},Q, {(33), (34), (37) − (41)},m) cannot be simplified by the processors that
are known at that point. However, the new rule removal processor of Theorem 4.22
is applicable. We choose the linear polynomial order with Pol(s(x)) = Pol(p(x)) =
1 + x and Pol(f(x1, . . . , xn)) = x1 + · · · + xn for the remaining symbols f , i.e., Pol
counts the number of s- and p-symbols. Then the constraints of rules (33) and (34) are
strictly decreasing and we can delete these rules. We obtain the remaining DP problem
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({(53), (54)},Q, {(37) − (41)},m) which cannot be simplified further by our current set
of processors if we only use reduction pairs based on quasi-simplification orders.
As a final remark, note that the rule removal processor cannot handle the DP problem
({(53), (54)},Q,R,m) using a quasi-simplification order due to the division rule (43).
Hence, the previous application of the needed rules processor of Theorem 4.20 was ur-
gently required.
4.4. Usable Rules w.r.t. an Argument Filter
In the following two sections we will show how one can reduce the set of constraints of the
reduction pair processors even further. For the main idea, we recapitulate the situation
in Example 4.3. We had to solve the constraints
MUL(x, y, z) pi IF(isZero(x), x, y, z) (23)
IF(false, s(x), y, z) pi MUL(x, y, plus(y, z)) (25)
together with the constraints for the remaining usable rules for computing isZero and plus.
Note that both the test isZero and the accumulator plus do not contribute to the termi-
nation argument: we used an argument filter which only considered the first argument
of MUL and the second argument of IF. Hence, if we apply the filter we do not see the
function symbols isZero and plus any more. So the question is why we should have to
consider the isZero- and plus-rules as usable rules for this specific argument filter.
Thus, the idea is to make usable rules dependent on the argument filter to obtain less
usable rules. To this end, we introduce the notion of regarded positions and make minor
adjustments to Definition 3.24. After an example we also refine the improved estimation
of usable rules in Definition 3.26 in order to respect the argument filter.
Definition 4.24 (Regarded Positions). Let pi be an argument filter. Then for every term
we define its regarded positions w.r.t. pi as the smallest set RegPospi(t) such that
• ε ∈ RegPospi(t) and
• if t = f(t1, . . . , tn), p ∈ RegPospi(ti), and pi(f) = i or pi(f) = [. . . , i, . . . ] then
ip ∈ RegPospi(t).
So in essence, the regarded positions of a term t are all those positions of t that are not
dropped by the filter pi. Now we can define the usable rules w.r.t. an argument filter.
Definition 4.25 (Usable Rules w.r.t. an Argument Filter). Let Q and S be sets of terms,
let R be a TRS, and let pi be an argument filter. We define the usable rules w.r.t. pi of
a term t as the smallest subset US,piR,Q(t) of R such that whenever there is a substitution
σ such that Sσ ⊆ NF (Q) and tσ Q→∗R v Q→`→r,p u for some rule ` → r ∈ R and position
p ∈ RegPospi(v) then `→ r ∈ US,piR,Q(t).
A function EU estimates the usable rules w.r.t. pi iff US,piR,Q(t) ⊆ EUS,piR,Q(t) for all possible
inputs R, Q, S, t, and pi. For a DP problem (P ,Q,R, f) the estimated usable rules w.r.t.
pi are defined as EU(P ,Q,R, pi) = ⋃s→t∈P EU{s},piR,Q (t).
Using this definition one immediately obtains the following lemma.
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Lemma 4.26 (Properties of Usable Rules w.r.t. to an Argument Filter). Let pi be an
argument filter and let EU be an estimation of the usable rules w.r.t. pi. If s1 → t1, s2 →
t2, . . . is an infinite (P ,Q,R)-chain then pi(s1) → pi(t1), pi(s2) → pi(t2), . . . is an infinite
(pi(P),∅, pi(EU(P ,Q,R, pi)))-chain.19
Now we can improve the reduction pair processor of Theorem 4.2 considerably by inte-
grating the argument filter.
Theorem 4.27 (Processors Based on Reduction Pairs and Usable Rules w.r.t. an Argu-
ment Filter). Let (%,) be a reduction pair and pi be an argument filter. Let EU estimate
the usable rules w.r.t. pi. Then the following processor Proc is sound and complete. For
a DP problem (P ,Q,R, f), Proc returns
• {(P \ pi,Q,R, f)}, if
– P ⊆ pi ∪%pi and
– EU(P ,Q,R, pi) ⊆ %pi.
• {(P ,Q,R, f)}, otherwise
Example 4.28. We now show that the DP problem D6 with pairs (23) and (25) of
Example 4.3 can even be solved by the embedding order.
MUL(x, y, z) % IF(isZero(x), x, y, z) (23)
IF(false, s(x), y, z)  MUL(x, y, plus(y, z)) (25)
We choose pi(MUL) = 1, pi(IF) = 2, and pi(s) = [1]. Then there are no usable rules w.r.t.
pi since pi drops both subterms isZero(x) and plus(y, z) which contain defined symbols.
Thus, the constraints for the DP problem are simplified to x % x and s(x)  x. These
are obviously satisfied by the embedding order. Hence, by Theorem 4.27 we can delete
(23) from P . The remaining DP problem can then by solved by the processors based on
the dependency graph.
Note that Theorem 4.27 does neither help in solving the other DP problem D1 of
Example 4.3 nor does it help for the remaining DP problem Example 4.23. As both
DP problems are not in the innermost case, all rules are usable w.r.t. pi for any filter
with pi(PLUS) 6= [ ] or pi(QUOT) 6= [ ], respectively. Thus, it is strongly required to
carry over the idea of usable rules w.r.t. an argument filter to define the needed rules
w.r.t. an argument filter. However, the needed rules in Definition 4.5 are based on the
approximation of usable rules where one only dropped the variable case. So, before we
define the needed rules w.r.t. an argument filter in the next section, let us adapt the
improved estimation of usable rules of Definition 3.26 to regard a given argument filter.
This is also required to mechanize Theorem 4.27 as the usable rules w.r.t. an argument
filter are – like the usable rules – not computable. To obtain the following definition one
just has to replace condition (ii) in Definition 3.26 accordingly.
Definition 4.29 (Improved Estimated Usable Rules w.r.t. an Argument Filter). Let Q
and S be set of terms, let R be a TRS, and let pi be an argument filter. Let ECap be an
estimated Cap-function. The improved estimated usable rules of a term t w.r.t. pi are
defined as the smallest set IUS,piR,Q(t) ⊆ R such that
19Note that we introduced chains only for DP problems where P is a set of pairs (or a graph over pairs)
and where R is a TRS. However, in general pi(P) and pi(EU(P,Q,R, pi)) are only generalized TRSs.
But this is no problem as one can easily extend the definition of a chain to generalized TRSs.
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(i) If t = f(t1, . . . , tn), ` = f(`1, . . . , `n)→ r ∈ R, and if the terms f(ECapSR,Q(t1), . . . ,
ECapSR,Q(tn)) and ` are unifiable with the mgu δ such that all terms in ({`1, . . . , `n}∪
S)δ are in Q-normal form, then `→ r ∈ IUS,piR,Q(t).
(ii) If t = f(t1, . . . , tn) and i ∈ RegPospi(t) then IUS,piR,Q(ti) ⊆ IUS,piR,Q(t).
(iii) If ` = f(`1, . . . , `n)→ r ∈ IUS,piR,Q(t) then IU{`1,...,`n},piR,Q (r) ⊆ IUS,piR,Q(t).
(iv) If t = x and x is not a subterm of any term in S or NF (Q) 6⊆ NF (R) then
IUS,piR,Q(t) = R.
The following theorem states the desired result that indeed the improved estimated
usable rules w.r.t. pi estimate the usable rules w.r.t. pi.
Theorem 4.30 (Soundness of the Improved Usable Rules w.r.t. an Argument Filter).
The function IU to compute the improved estimated usable rules w.r.t. an argument filter
estimates U .
Comparing the usable rules w.r.t. an argument filter with previous approaches in the
literature [AG00, GTS05b, GTSF06, TGS04], we see that only our approach uses uni-
fication, an arbitrary Cap-function, the argument filter, and checks on Q-normal forms
to estimate the usable rules w.r.t. an argument filter. Even a combination of unification
and argument filters has not been done before. All previous approaches essentially only
compare the root symbols [AG00, GTSF06, TGS04] or do not integrate the argument
filter [AG00, GTS05b]. That sometimes both is required is shown in our running example
(Example 4.33) where we use the combination of unification and argument filters for the
needed rules.
4.5. Needed Rules w.r.t. an Argument Filter
In Section 3.3 we have seen that if DP problems are not in the innermost case then the
set of usable rules often contains all rules. This remains valid for the usable rules w.r.t.
an argument filter, but not for the needed rules, cf. Section 4.2. Now we further reduce
the set of needed rules by regarding an argument filter. As in Section 4.2 one can show
that only these rules have to be considered when adding the rules of the TRS Cε. As this
result is obtained in a completely similar way as in Section 4.2, we will first present the
main theorem and illustrate it before we present the necessary transformation Ipi at the
end of this section.
We obtain the needed rules w.r.t. an argument filter from the improved estimation of
usable rules w.r.t. an argument filter in the way that we obtained the needed rules from the
improved estimated rules: We drop condition (iv) for the variable case of Definition 4.29.
Definition 4.31 (Needed Rules w.r.t. an Argument Filter). Let Q and S be set of terms,
let R be a TRS, let pi be an argument filter, and let ECap be an estimated Cap-function.
The needed rules of a term t w.r.t. pi are defined as the smallest set N S,piR,Q(t) ⊆ R such
that
(i) If t = f(t1, . . . , tn), ` = f(`1, . . . , `n)→ r ∈ R, and if the terms f(ECapSR,Q(t1), . . . ,
ECapSR,Q(tn)) and ` are unifiable with the mgu δ such that all terms in ({`1, . . . , `n}∪
S)δ are in Q-normal form, then `→ r ∈ N S,piR,Q(t).
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(ii) If t = f(t1, . . . , tn) and i ∈ RegPospi(t) then N S,piR,Q(ti) ⊆ N S,piR,Q(t).
(iii) If ` = f(`1, . . . , `n)→ r ∈ N S,piR,Q(t) then N {`1,...,`n},piR,Q (r) ⊆ N SR,Q(t).
As usual, N (P ,Q,R, pi) = ⋃s→t∈P N {s},piR,Q (t).
Theorem 4.32 (Processors Based on Reduction Pairs and Needed Rules w.r.t. an Ar-
gument Filter). Let (%,) be a reduction pair where % is Cε-compatible and let pi be an
argument filter. Let ECap be an estimated Cap-function that parameterizes the needed
rules N in Definition 4.31. Then the following processor Proc is sound and complete.
For a DP problem (P ,Q,R, f), Proc returns
• {(P \ pi,Q,R, f)}, if
– P ⊆ pi ∪%pi,
– N (P ,Q,R, pi) ⊆ %pi, and
– f =m.
• {(P ,Q,R, f)}, otherwise
Note that Theorem 4.18 is subsumed by Theorem 4.32: disregarding the argument filter
in the computation of needed rules will only produce more needed rules and therefore more
constraints, but the other conditions to apply the reduction pair processor are identical
in Theorem 4.32 and Theorem 4.18. That the processor of Theorem 4.32 is strictly more
powerful is shown in the running example of this chapter.
Example 4.33. We recapitulate some rules and pairs of the remaining DP problem
({(53), (54)},Q, {(37)− (41)},m) of Example 4.23.
negate(0) → 0 (37)
negate(p(x)) → s(negate(x)) (38)
negate(s(x)) → p(negate(x)) (39)
negate(negate(x)) → x (40)
negate(minus(0, x)) → x (41)
QUOT(x, p(y)) → QUOT(x, negate(p(y))) (53)
QUOT(p(x), y) → QUOT(negate(p(x)), y) (54)
Consider the argument filter pi with pi(QUOT) = [1, 2], pi(p) = [1], and pi(s) = pi(negate) =
[ ]. For this argument filter only rule (38) is needed: since we have deleted the p-rule,
ICap
{QUOT(p(x),y)}
R,Q (p(x)) = p(z). Therefore, from the pair (54) we directly see that (38) is
needed, but none of the left-hand sides of the other rules is unifiable with negate(p(z)).
Note that at this point previous definitions of needed rules [GTSF06, TGS04, Urb01] mark
all rules as needed as they just look at the root symbols. Moreover, as the right-hand side
of (38) contains the subterm negate(x) all rules are needed if we disregard the argument
filter. But as pi drops the argument of s this subterm does not have to be considered when
computing the needed rules w.r.t. pi. And as there is no s-rule any more, (38) remains the
only needed rule w.r.t. pi.
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Now, the resulting constraints
QUOT(x, p(y))  QUOT(x, negate) (53)
QUOT(p(x), y)  QUOT(negate, y) (54)
negate % s (38)
are easily satisfied by an LPO with precedence p > negate > s. Thus, all pairs of the
DP problem can be removed by the processor of Theorem 4.32 and we have finished the
termination proof of our running example to compute division on integers.
To perform this proof with quasi-simplification orders for the most difficult DP problem
containing the dependency pairs for the quot-rules, we required three processors that have
been presented in this chapter:
(i) The needed rules processor of Theorem 4.20 deleted all unneeded rules.
(ii) Then the rule removal processor of Theorem 4.22 was able to delete the s- and
p-rules.
(iii) Finally the reduction pair processor of Theorem 4.32 removed all pairs.
It can be shown that in this proof none of these three processors can be replaced by
any other processor of this chapter, even if one uses larger classes of orders. For example
even with negative polynomial interpretations of [HM07] one needs all three processors.
In this example one can also see why losing minimality is bad. If one had started with
the needed rules processor of Theorem 4.12 then it would not be possible to apply the
reduction pair processor of Theorem 4.32 in the third step any more.
Note that by Theorem 4.32 it is possible to solve the DP problem D1 of Example 4.3 us-
ing only the embedding order. This is in contrast to the previous reduction pair processors
where we had to use non-linear polynomial orders as in Example 4.3.
Now we adapt the proof of Theorem 4.18 to prove Theorem 4.32. To this end we define
a transformation Ipi in a similar way to I. But Ipi differs from I as it returns terms that
are filtered with pi.
Definition 4.34 (Ipi). Let N = N (P ,Q,R, pi) be the set of needed rules of the given DP
problem, and let u1 → v1, u2 → v2, . . . be an infinite minimal (P ,Q,R)-chain. W.l.o.g.
we assume that σ is the substitution used for instantiating every ui → vi. Moreover,
whenever in the reduction of viσ a rule `j → rj ∈ R is applied, then by renaming the
variables in the rule we again assume that the rule is instantiated by σ in that rewrite
step. Let Sall contain all ui and all direct subterms of each `j. Let c be the new constant
and let ⊥ be the new variable which are introduced by Comp. We define the mapping
Ipi from terms of T (F ,V) that terminate w.r.t. Q→R to terms of T (F unionmulti {c},V unionmulti {⊥}) as
follows.
• Ipi(x) = x for every variable x
• Ipi(f(t1, . . . , tn)) = f(t1, . . . , tn), if there is no rule ` → r ∈ R \ N such that
f(CapSallσR,Q (t1), . . .Cap
Sallσ
R,Q (tn)) unifies with ` by some mgu µ where ({`|1, . . . , `|n}∪
Sallσ)µ ⊆ NF (Q).
• Ipi(f(t1, . . . , tn)) = c(f(t1, . . . , tn),Comp(Red(f(t1, . . . , tn)))), otherwise.
4.5. Needed Rules w.r.t. an Argument Filter 59
Here, Redpi(t) = {Ipi(s) | t Q→R s} and f(t1, . . . , tn) = Ipi(ti), if pi(f) = i, and
f(t1, . . . , tn) = f(Ipi(ti1), . . . , Ipi(tik)), if pi(f) = [i1, . . . , ik].
We extend Ipi to substitutions by defining Ipi(σ) as the substitution with xIpi(σ) =
Ipi(xσ).
The transformation Ipi has similar properties compared to I. In correspondence to
Lemma 4.11 we will show in Lemma 4.35 how to transform a minimal (P ,Q,R)-chain
into a (pi(P),∅, pi(N ) ∪ Cε)-chain. One difference is that due to the argument filter
the evaluation strategy given by Q cannot be preserved. This is not a severe problem for
proving Theorem 4.32. since it suffices to use the filtered chain in order to show properties
of the original chain.
To be more precise, if s1 → t1, s2 → t2, . . . is an infinite minimal (P ,Q,R)-chain
then this chain will be transformed into the infinite filtered chain pi(s1)→ pi(t1), pi(s2)→
pi(t2), . . . where only rules of pi(N )∪Cε are needed. Then the constraints of Theorem 4.32
ensure that certain pairs pi(s) → pi(t) in the filtered chain can only occur finitely often.
But then even in the original chain the corresponding pairs s→ t can occur only finitely
often, and hence they can be removed from P .
Dropping the strategy will make the proof simpler as we do not require the invariant
Inv that every term below a c is in Q-normal form. Moreover, as we drop the evaluation
strategy we can simulate the reduction step by step and we do not have to combine mul-
tiple reduction steps which lead to a Q-normal form. (This was required in Lemma 4.11
(vi).) On the other hand integrating the argument filter will complicate the proof a little
bit.
Lemma 4.35 (Properties of Ipi). Let P ,Q,R,N , u1 → v1, u2,→ v2, . . . ,Sall, σ be as in
Definition 4.34. Let t be terminating w.r.t. Q→R.
(i) If N SR,Q(t) ⊆ N and S ⊆ Sall then Ipi(tσ) = pi(t)Ipi(σ).
(ii) Ipi(tσ)→∗Cε pi(t)Ipi(σ).
(iii) If t Q→R s, and Ipi(t) is built by the third case then Ipi(t)→+Cε Ipi(s).
(iv) If t Q→R s is a reduction at the root position and Ipi(t) is built by the second case
then Ipi(t)→∗Cε→pi(N ) Ipi(s).
(v) If t Q→R s then Ipi(t)→∗pi(N )∪Cε Ipi(s).
(vi) pi(u1 → v1), pi(u2 → v2), . . . is a (pi(P),∅, pi(N ) ∪ Cε)-chain.
With the help of Lemma 4.35(vi) it is now possible to prove Theorem 4.32 in the illus-
trated way.
Remember that we introduced three different processors based on the transformation I.
It turned out that the reduction pair processor of Theorem 4.18 is completely subsumed
by the new reduction pair processor of Theorem 4.32 which is based on Ipi. Hence, the
obvious question is whether we can improve the other two processors which are based on
I. We answer this question in the remainder of this section.
We first consider the needed rules processor of Theorem 4.20. As this processor requires
to solve constraints for P ∪N (P ,Q,R) it might be tempting to allow an argument filter
pi and just require constraints for P ∪ N (P ,Q,R, pi). Unfortunately, this is unsound.
Consider the following counter-example with P = {F(a) → F(b)}, R = {b → a}, and
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Q = ∅. If we choose the argument filter pi with pi(F) = [ ] then there are no needed
rules w.r.t. pi. Hence, the resulting constraint of the only pair in P can be satisfied by
a monotonic Cε-compatible order regardless of whether we require pi(F(a)) % pi(F(b)) or
F(a) % F(b). The resulting DP problem where we have replaced R by ∅ is obviously
finite. However, as (P ,Q,R) is not finite, any processor which deletes the rule of R is
unsound.
Finally, we consider a processor similar to the needed rules processor of Theorem 4.12
which directly applies Lemma 4.35 (vi) and replaces a DP problem (P ,Q,R,m) by
(pi(P),∅, pi(N (P ,Q,R, pi)) ∪ Cε, a), provided that the filtered pairs and rules form two
TRSs. Obviously, this processor is sound, but it does not subsume Theorem 4.12. There
are two reasons for this. First, the strategy Q is not carried over and second minimality
is always lost, even if the requirements of Theorem 4.12 to carry over minimality (Q = ∅
and left-linearity of N ) are satisfied. With the following two examples we show that
both of the weaknesses are not due to a weakness of the transformation Ipi, but that any
processor without these disadvantages is unsound.
To show that minimality cannot be preserved, even if Q = ∅ and if P∪R is ground, we
consider the non-finite DP problem P = {F(g(b)) → F(g(a))} and R = {g(a) → g(b)}.
If we choose the argument filter pi with pi(F) = [1] and pi(g) = [ ] then the resulting DP
problem is ({F(g)→ F(g)},∅, {g → g} ∪ Cε, f). Now, if f = m then this DP problem is
finite since the right-hand side F(g) of the only pair is obviously not terminating w.r.t.
the filtered rule g→ g.
The second example shows that it is not possible to carry over the reduction strategy
given by Q. We consider the non-finite DP problem (P ,Q,R,m) with P = {F(x) →
F(g(a, s(a)))}, Q = {g(x, x)}, and R = ∅. If we choose pi(s) = 1, pi(F) = [1], and pi(g) =
[1, 2] then we obtain the new DP problem ({F(x) → F(g(a, a))},Q′, Cε, a). Regardless
of whether we choose Q′ = Q or Q′ = pi(Q) there is no infinite chain for this new DP
problem as the right-hand side of the filtered pair cannot be reduced to a Q-normal form.
Although minimality and strategy are lost, it can sometimes be useful to apply the
processor which replaces (P ,Q,R) by (pi(P),∅, pi(N )∪Cε, a) where N = N (P ,Q,R, pi).
In this way one can apply techniques on arbitrary DP problems which are only available
for string rewriting. If one chooses pi in such a way that for every function symbol at
most one argument is kept, then (pi(P),∅, pi(N ) ∪ Cε, a) is a DP problem where every
function symbol except c has at most arity 1. Since c does not occur in pi(P)∪ pi(N ) and
since this TRS is non-duplicating we can apply Theorem 4.22 to remove the Cε-rules. The
polynomial order with Pol(c(x, y)) = 1 + x + y and Pol(f(x1, . . . , xn)) = x1 + · · · + xn
can always be used. Hence, for the resulting DP problem (pi(P),∅, pi(N ), a) all symbols
have at most arity 1. And to remove all constants one can use the technique of [TZGS07]
such that one obtains DP problems with only unary symbols. Hence, the resulting DP
problem consists of string rewrite systems.
The only problem is the automation of this approach. Since one has to perform a
complete termination proof of the resulting “string DP problem”, and since argument
filtering is inherently incomplete, it might be a problem to detect a suitable argument
filter from the exponentially large set of all possible argument filters.
4.6. Subterm Criterion
With the techniques of usable and needed rules w.r.t. an argument filter in the previous
two sections it is possible to reduce the number of constraints for the rewrite system R in
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a reduction pair processor considerably. However, sometimes even these sets can get large
and make the search for a suitable reduction pair in Theorem 4.27 and Theorem 4.32 hard.
In [HM07] Hirokawa and Middeldorp have shown that by using a special class of orders,
one does not need to consider R at all. Using their subterm criterion no constraints are
generated for R but the relations  and % are fixed to the proper and the non-proper
subterm relations, respectively. Moreover, the argument filter is also restricted. For tuple
symbols – the symbols that have been introduced when computing the DPs of a TRS
– one may use collapsing argument filters and for every other symbol f of arity n the
argument filter of f is fixed to [1, . . . , n].
Here we encounter a problem in the DP framework. In a DP problem all pairs in P
are arbitrary rules which are possibly collapsing and there is no notion of tuple symbols.
The following list contains some of the characteristics of tuple symbols in the initial DP
problem DP(R).
• Every pair in DP(R) is of the form f(. . . )→ g(. . . ) where f and g are tuple symbols.
• Tuple symbols do not occur in R.
• Tuple symbols only occur at the roots of pairs in P .
In order to obtain a subterm criterion for the DP framework we introduce a new notion
of head symbols to describe which symbols may be filtered in a DP problem (P ,Q,R) if
P is a set of arbitrary rules. Particularly, if P = DP(R) for a TRS R, then the head
symbols are exactly the tuple symbols.
Definition 4.36 (Head Symbol). For any DP problem (P ,Q,R), we define its head
symbols H(P ,R) as the set of all those function symbols on root positions in P which do
not occur below the root in P and which do not occur in R at all.
H(P ,R) = F(P) \ (F(R) ∪ F>ε(P))
Here, F(P) and F(R) denote all function symbols occurring in P and R, respectively,
and F>ε(P) denotes all function symbols occurring in P below the root position.
What makes head symbols interesting is that in every infinite chain, eventually for all
connections between s → t and the following pair u → v either both t and u have head
symbols as root, or both do not. This property is formulated in the following lemma
and is needed to prove the subterm criterion that works with head symbols instead of
tuple symbols. Moreover, the lemma can be used for a processor that deletes all edges
between s→ t and u→ v if exactly one of the terms t and u has a head symbol as root.
Finally, it is used to prove that an argument filter processor preserves both minimality
and strategy if only head symbols are filtered. This is contrast to the argument filter
processor of [GTS05a, Theorem 37]. There it was necessary to drop both minimality and
strategy, since arbitrary filters where allowed in the argument filter processor. However,
it was already indicated that one can define an argument filter processor as we do in the
upcoming Theorem 4.38, but the details were omitted.
Lemma 4.37 (Properties of Head Symbols). Let (P ,Q,R, f) be a DP problem and let
H = H(P ,R) be its head symbols. Then in every infinite (P ,Q,R)-chain s1 → t1, s2 →
t2, . . . there is an n ∈ IN such that for every i ≥ n the equivalence root(ti) ∈ H ⇔
root(si+1) ∈ H is satisfied.20
20Note that the root of a variable is not defined. Nevertheless, we say that root(ti) is not contained in
H whenever ti is a variable.
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Theorem 4.38 (Processors Based on Argument Filters). Let pi be an argument filter. The
following processor Proc is sound. For a DP problem (P ,Q,R, f) with H = H(P ,R),
Proc returns
• {(pi(P),Q,R, f)}, if pi(P) is a TRS and pi(f) = [1, . . . , ar(f)] for all f /∈ H
• {(P ,Q,R, f)}, otherwise
Theorem 4.39 (Edge Deletion by Head Symbols Processor). The following processor
Proc is sound and complete. For a DP problem (P ,Q,R, f) with P = (N,E) and H =
H(P ,R), Proc returns {((N,E ′),Q,R, f)} where E ′ = {(s → t, u → v) ∈ E | root(t) ∈
H ⇔ root(u) ∈ H}.
Note that Theorem 4.39 is not subsumed by the edge deletion processor of Theorem 3.3
which is based on the dependency graph. The reason is that this processor can delete
edges that are connected in the dependency graph. We use a small example to illustrate
the previous two processors.
Example 4.40. Let (P ,Q,R,m) be given with Q = ∅, R = {g(x)→ . . . } where h does
not occur in R, and where P is the following pair-graph.
F(h(g(g(x)), y), z)→ F(h(g(x), g(y)), b)
OO

ll
,,XXXXX
XXXXXX
XXXXXX
XXXXXX
XYY
F(h(x, y), b)→ F(h(x, y), a)
F(h(x, y), z)→ F(y, b)
rr
22ffffffffffffffffffffffff
Since F is a head symbol, the argument filter processor of Theorem 4.38 is applicable with
pi(F) = 1. The resulting DP problem has the following pair-graph.
h(g(g(x)), y)→ h(g(x), g(y))
OO

jj
**VVVV
VVVV
VVVV
VVVV
VVYY
h(x, y)→ h(x, y)
h(x, y)→ y
tt
44hhhhhhhhhhhhhhhhhh
Note that only due to carrying over the graph structure we have not introduced an infinite
chain, as otherwise there clearly would be an infinite chain using only the pair h(x, y)→
h(x, y).
For this new DP problem the only head symbol is h. Hence, we can now apply
Theorem 4.39 to delete all outgoing edges of the pair h(x, y) → y and then afterwards
delete that pair itself by Theorem 3.4. Note that we cannot exchange Theorem 4.39 by
Theorem 3.3, since the dependency graph still contains all outgoing edges of that pair.
We show how to finish the termination proof later in this section in Example 4.42.
Further uses of the argument filter processor are demonstrated in Example 6.25, in
Example 7.32, and in [GTS05a, Example 41]. Moreover, [GTS05a, Examples 38–40] il-
lustrate why it is only allowed to filter the head symbols of a DP problem, and why the
argument filter processor is incomplete.
4.6. Subterm Criterion 63
Coming back to the main aim of this section we can now formulate and prove the
following generalized theorem about the subterm criterion of [HM07]. It can be applied
for arbitrary DP problems and it does not necessarily require minimality as in [HM07].
Theorem 4.41 (Processors Based on the Subterm Criterion). Let pi be an argument filter.
Then the following processor Proc is sound and complete. For a DP problem (P ,Q,R, f),
Proc returns
• {(P \pi,Q,R, f)}, if
– P ⊆ pi,
– pi(g) ∈ {1, . . . , ar(g)} for all g ∈ H(P ,R),
– pi(g) = [1, . . . , ar(g)] for all g /∈ H(P ,R), and
– f =m or NF (Q) ⊆ NF (R).
• {(P ,Q,R, f)}, otherwise
Note that the subterm criterion is easy to automate and it is able to prove termination
of every TRS in primitive recursive form. However, for more complex DP problems like
the DP problems containing dependency pairs of the div- and quot-rules in Example 4.4,
often more powerful methods like the reduction pair processors of Theorems 4.27 and 4.32
are needed. Note that the proof of the subterm processor reveals that in the innermost
case, Theorem 4.27 completely subsumes the subterm criterion even if one does not use
the precise usable rules but if one estimates the usable rules by Definitions 3.11 and 3.26.
As the needed rules are identical to the improved estimated usable rules in the innermost
case we also know that the reduction pair processor of Theorem 4.32 encompasses the
subterm processor.
Even if one is not in the innermost case, Theorem 4.32 is more powerful than the
subterm processor for a large class of DP problems, namely those DP problems where
no left-hand sides of P contains a defined symbols of R. This includes all DP problems
that arise from functional programs. As in the proof of Theorem 4.41 one can show
that for these DP problems there are no needed rules w.r.t. the argument filter whenever
the constraints of the subterm processor are satisfied. However, continuing the proof
of Example 4.40 in Example 4.42 demonstrates that there are DP problems where the
subterm processor is applicable but the reduction pair processor of Theorem 4.32 is not.
Example 4.42. For the remaining pairs in Example 4.40, the g-rule and possibly other
rules that depend on g are needed. The corresponding constraints may prohibit a suc-
cessful application of Theorem 4.32. However, we can choose pi(h) = 1 and delete the pair
h(g(g(x)), y)→ h(g(x), g(y)) by the subterm processor. A final application of Theorem 3.4
finishes the proof.
Here, the preprocessing with the argument filter processor was required for the success
of the subterm processor, since none of arguments h(g(x), g(y)) and b of the right-hand
side F(h(g(x), g(y)), b) is a subterm of the corresponding left-hand side.
Additionally, the preprocessing with Theorem 4.39 was important. Without the dele-
tion of the third pair h(x, y)→ y, the resulting constraints would be unsatisfiable.
The following example illustrates that the subterm processor cannot be extended in a
way that we replace the subterm relation by the embedding order.
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Example 4.43. Let P = {F(g(h(g(x)))) → F(g(g(x)))}, let Q = ∅, and let R =
{g(g(x)) → g(h(g(x)))}. There obviously is an infinite chain and since R is terminat-
ing, this chain is also minimal. Thus, no sound processor may remove the pair of P .
However, if we choose pi(F) = 1 then the filtered right-hand side g(g(x)) of the pair in
P is embedded in the filtered left-hand side g(h(g(x))). Therefore, it is not allowed to
change the subterm relation in Theorem 4.41 to the embedding order.
Summary of Chapter 4
In this chapter we have seen how one can use reduction pairs to delete pairs and rules
which can occur only finitely often in chains. The five most important processors – starting
with the most efficient one, and ending with the most powerful one – are the processor
of Theorem 4.41 based on the subterm criterion (restricted power since the order is fixed
to the subterm relation), the two processors of Theorems 4.20 and 4.22 to remove rules
(medium power since the order is not fixed but argument filters are not allowed), and the
two reduction pair processors of Theorems 4.27 and 4.32 to delete pairs (most powerful
since the order is not fixed, argument filters are allowed, and less constraints need to be
considered due to the argument filter). Like the processors of the previous chapter, these
five processors should be applied as often as possible, since they always simplify a given
DP problem. However, the automation of these processors is more difficult, since finding
a suitable reduction pair imposes a major search problem.
Nevertheless, efficient techniques to search for reduction pairs are available in our work
[CSL+06, FGM+07, GTSF03, GTSF06, STA+07] and in the work of [CLS06, CMTU05,
HM05, ZHM07]. Whereas the older techniques of [CMTU05, GTSF03, GTSF06, HM05]
describe stand-alone approaches, the current techniques encode the search as a SAT prob-
lem and benefit from modern SAT solvers which turns out to be a more efficient approach.
The other two reduction pair processors of Theorems 4.2 and 4.18 are not that impor-
tant since they are subsumed by Theorems 4.27 and 4.32, respectively. They have only
been introduced in this thesis in order to illustrate the basic ideas of the reduction pair
processor, before integrating the more complex concepts of usable (resp. needed) rules
w.r.t. an argument filter.
Both the needed rules processor of Theorem 4.12 and the argument filter processor of
Theorem 4.38 are also useful, but there is one severe problem when integrating them in
an automated tool. As they easily introduce non-termination, one usually has to perform
a complete termination proof to detect whether the application was helpful. Especially
for the argument filter processor this is critical, since there are potentially exponentially
many resulting DP problems that have to be investigated. Nevertheless, in combination
with other techniques – as illustrated in the upcoming Example 6.25 – the automation
becomes feasible.
Basic versions of the techniques of Theorems 4.20, 4.22, 4.27, and 4.32 have already
been published by us in [GTS05a, GTS05b, GTSF03, GTSF06, TGS04] and in [Urb01,
HM07, Zan05b]. However, in all these papers only certain aspects to reduce the set of
constraints have been considered. For example, in these papers there is no variant of
needed rules which is based on unification, and there is no variant of usable rules which
is based on unification that also integrates argument filters. In contrast, here we have
combined needed and usable rules with argument filters, we have estimated them by using
unification, we have integrated normal-form checks, we have allowed arbitrary estimations
of Cap, and we have considered Q-restricted rewriting.
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Moreover, we have solved the question under which conditions minimality can be pre-
served by the needed rules processor. Here, only the negative result was already published
by us in [GTSF06].
The last contribution of this chapter is the formulation of the subterm criterion of
Hirokawa and Middeldorp [HM07] as a processor, where we replace tuple symbols by
the new notion of head symbols. This is required, as in a DP problem there are no
tuple-symbols any more, since the pairs and rules are two arbitrary TRSs.
With our current set of processors we can already prove termination of many TRSs.
Nevertheless, there are classes of TRSs where our techniques are not yet sufficient (if one
is limited to standard orders). In the following two chapters we will see two of these
classes and, of course, powerful processors are presented to tackle these problems.
We end this chapter with a discussion on future work in the area of constraint solving.
We see two possible directions. Although the generated constraints can often be satisfied
by the embedding due to our contributions, one sometimes needs powerful orders beyond
the class of the well-known simplification orders. That progress can be made in this direc-
tion has been impressively demonstrated in the recent work of [EWZ06, HM07, HW06].
The two new classes of orders which are based on negative polynomial interpretations
and matrix interpretations turn out to be very useful. Both approaches can be efficiently
mechanized and help to solve previously unsolvable termination problems.
The other direction is to develop new techniques that generate constraints which are
simpler to satisfy than those that are generated with the current processors. That progress
can be achieved has been illustrated by us in [GTSS07]. There we have shown how
to generate conditional constraints which can prove termination of algorithms that are
terminating by increasing an argument until a bound is reached – a previously hard
problem. Moreover, in that work there are less restrictions on the orders, e.g., the order
% does not have to be monotonic any more. It would be useful to extend these ideas
further. Moreover, we think that it is even possible to improve the processors that have
been presented in this chapter. For example under certain conditions it should be possible
to remove rules (and not only pairs) although one uses argument filters.
It remains to state that for both directions one also needs to design efficient algorithms
for the automation.

5. Processors Based on Pair
Transformations
As shown in [AG00, GA01], to increase the power of the DP approach, a dependency pair
may be transformed by rewriting, narrowing, or instantiation. These transformations are
useful if one has to prove termination of TRSs which do not use pattern matching, but
use tests and selectors instead. We illustrate the difference with the following TRS.
p(s(x)) → x (55)
isNonZero(s(x)) → true (56)
isNonZero(0) → false (57)
f(s(x)) → C[f(x)] (58)
f(x) → if(isNonZero(x), x) (59)
if(true, x) → C[f(p(x))] (60)
Essentially, rule (58) does the same as rules (59) and (60). But while rule (58) is defined
via pattern matching, one uses the test isNonZero and the selector p in the rules (59) and
(60). As a consequence, it is easy to find a reduction pair (%,) which satisfies s(x)  x,
but it is impossible to find a reduction pair which solves x  p(x). The reason for the
latter is that one also has to take care of the possibility that x is instantiated by 0, since
there is no information available in the constraint of rule (60) that one tested x 6= 0 with
rule (59). However, using the transformations will essentially pass this information to rule
(60). Then if one replaces (60) by the resulting new rule
if(true, s(x))→ C[f(x)]
it is again easy to solve the constraints of the reduction pair processor.
As in [GTS05a, GTSF06] we adapt these transformations from the DP approach to the
DP framework. Given a DP problem (P ,Q,R, f), they replace one of the pairs s→ t in
P by several new ones which result from rewriting, narrowing, or instantiating s→ t.
Compared to the original versions of these transformations in the DP approach, they are
now improved and modularized considerably. One reason is that now these transforma-
tions can be applied at any time during the proof, and moreover, the conditions for their
applicability only have to take the pairs and rules in the current DP problem into account.
In this way, these conditions are satisfied much more often than in the original DP ap-
proach, where such transformations were only permitted in the very beginning. But even
compared to the newer versions of these transformation in the DP framework (including
the forward instantiation processor of [GTSF06]) they are improved considerably.
The first improvement is that our transformation processors contain more checks on
normal forms than previous versions. The benefits are weaker application conditions,
and less new pairs will be generated.
A second reason for the improvement is that for the first time a pair-graph P instead of a
set of pairs P is used. This always improves the efficiency of the transformations and some-
times the power of the transformations is increased, cf. Example 5.4 and Example 5.12.
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A third improvement is the integration of Q. In [GTSF06] only full- or innermost
rewriting is considered. And even in [GTS05a] where Q-restricted rewriting is considered,
only the cases Q = ∅ and Q ⊇ lhs(R) are investigated. However, here there is no
restriction on Q and if a processor requires a specific property of Q then we provide
counterexamples to show the necessity of that property.
The fourth improvement is due to our semantic versions of the Cap-function and of the
usable rules. Whereas previous transformations are formulated for specific versions of Cap
and of usable rules, we now present the transformations for arbitrary estimations. Hence,
future improvements of usable rules (i.e., better estimations of the semantic usable rules of
Definition 3.24) can be integrated into the transformation processors without rechecking
the proofs. That this is not completely trivial can be seen in Example 5.14. There it is
demonstrated that the rewriting processor as formulated in [GTS05a] and [GTSF06] is
unsound for certain estimations of usable rules.
The last and most powerful improvement is the development of a completely new idea.
In the narrowing processor one can choose a position and then only those narrowings
have to be considered that correspond to rewrite steps below that position. This will be
essential to handle problems where tests and selectors are used in combination with an
accumulator, see Section 5.4 for more details and examples.
We will demonstrate all transformations with the following running example where
some of our new improvements are crucial, e.g. the forward instantiation processor in
the generalized case of Q-restricted rewriting, and the integration of the position in the
narrowing processor.
Example 5.1. Consider the TRS R to compute division on natural numbers:
p(s(x)) → x (61)
p(0) → s(0) (62)
plus(s(x), y) → plus1(s(x), s(y)) (63)
plus1(x, y) → plus2(p(x), y) (64)
plus2(x, y) → plus(x, y) (65)
plus(0, y) → y (66)
minus(s(x), s(y)) → minus(x, y) (67)
minus(0, x) → 0 (68)
minus(x, 0) → x (69)
minus(x, x) → 0 (70)
ge(s(x), s(y)) → ge(x, y) (71)
ge(0, s(x)) → ff (72)
ge(x, 0) → tt (73)
div(x, y) → quot(x, y, 0) (74)
quot(x, y, z) → if(ge(0, y), ge(x, y),minus(x, y), y, plus(z, s(0))) (75)
if(tt, b, x, y, z) → divByZeroError (76)
if(ff, b, x, y, z) → if2(b, x, y, z) (77)
if2(tt, x, y, z) → quot(x, y, z) (78)
if2(ff, x, y, z) → p(z) (79)
As this TRS belongs to a class where innermost termination is equivalent to ter-
69
mination we set Q = lhs(R). We simplify the initial DP problem with the proces-
sors of Section 3 and Section 4 using the embedding order. This yields two remaining
DP problems which cannot be simplified further. The first one for the plus-function is
D8 = ({(80), (81), (82)},Q, {(61), (62)},m) and the second DP problem originates from
the quot-function: D9 = ({(83), (84), (85)},Q, {(61)− (73)},m).
PLUS(s(x), y) → PLUS1(s(x), s(y)) (80)
PLUS1(x, y) → PLUS2(p(x), y) (81)
PLUS2(x, y) → PLUS(x, y) (82)
QUOT(x, y, z) → IF(ge(0, y), ge(x, y),minus(x, y), y, plus(z, s(0))) (83)
IF(ff, b, x, y, z) → IF2(b, x, y, z) (84)
IF2(tt, x, y, z) → QUOT(x, y, z) (85)
Note that D8 cannot be simplified any further using the processors of Section 4 if one
is restricted to quasi-simplification orders. Even reduction pair processors using negative
polynomial orders of [HM07] are not applicable on this DP problem. For example a
polynomial interpretation which maps p(x) to x− 1 is prohibited by rule (62).
The situation for D9 is even worse. The constraints of any reduction pair processor
cannot be satisfied by any Cε-compatible reduction pair. The reason is that R∪Cε is not
terminating and ({(83), (84), (85)},Q, {(61)− (73)} ∪ Cε,m) is not finite which is shown
by the following infinite reduction.
QUOT(0, c(0, s(0)), 0)
→ IF(ge(0, c(0, s(0))), ge(0, c(0, s(0))),minus(0, c(0, s(0))), c(0, s(0)), plus(0, s(0)))
→+Cε IF(ge(0, s(0)), ge(0, 0),minus(0, 0), c(0, s(0)), plus(0, s(0)))
→∗R IF(ff, tt, 0, c(0, s(0)), s(0))
→ IF2(tt, 0, c(0, s(0)), s(0))
→ QUOT(0, c(0, s(0)), s(0))
→+ QUOT(0, c(0, s(0)), s(s(0)))
→+ . . .
The class of Cε-compatible reduction pairs includes negative polynomial orders with
negative constants [HM07], polynomial orders over the non-negative reals [Luc05], and
the orders that are based on matrix interpretations [EWZ06, HW06]. And even negative
polynomial orders with negative coefficients [HM07] fail on this example. Hence, it is
unlikely that an automated termination proof of D9 can be performed using only the
processors of the previous chapters. However, with the help of the processors of this
chapter, in the end we can solve all problems using simple orders like polynomial orders
where every function is interpreted by a linear polynomial with 0 and 1 as only coefficients.
Before we present all four transformations instantiation, forward instantiation, rewrit-
ing, and narrowing in the corresponding four Sections 5.1–5.4, we will need a new graph
operation. For P = (N unionmulti {m}, E) we define P [m/N ′] as the graph where we replace the
node m by the set of nodes N ′. More precisely, P [m/N ′] = (N ∪N ′, E ′) where the set E ′
of new edges is defined as follows:
E ′ = (E ∩ (N ×N))
∪ {(n, n′) | n ∈ N, n′ ∈ N ′, (n,m) ∈ E}
∪ {(n′, n) | n ∈ N, n′ ∈ N ′, (m,n) ∈ E}
∪ {(n′, n′′) | n′, n′′ ∈ N ′, (m,m) ∈ E}
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Note that it is assumed that N is disjoint from N ′, because otherwise we would have the
problem that one can introduce new edges between nodes of N . However, this requirement
is not satisfied by the upcoming processors. Therefore, we allow multiple nodes for the
same pair, i.e., P is not a graph with a set of pairs any more, but it is a graph where the
nodes are labeled with pairs. As this new layer would make the presentation unnecessary
complicated we still use a pair-graph, where the nodes are the pairs, and we omit the
details on how to handle different occurrences of the same pair in a pair-graph. We just
illustrate the difference in the following example.
Example 5.2. Let the following pairs be given.
F(s(x)) → F(s(x)) (86)
F(s(x)) → F(x) (87)
F(x) → F(g(x)) (88)
F(0) → F(0) (89)
If R = {g(s(x)) → s(x), g(0) → 0} and P has the following graph structure which uses
the first three pairs,21
(86) oo //
''NN
NNN
NNN
NNN
NN
(87)
(88)
77ppppppppppppp
then there is no infinite chain. Now consider the replacement of (88) by the pairs (86) and
(89). Notice that this will be possible by the narrowing processor, and in the corresponding
Theorem 5.19 it is stated that this application of the narrowing processor is complete. But
if one identifies the old and the new pair (86), the graph P [(88)/{(86), (89)}] has a graph
structure which allows an infinite chain with pair (86).
(86) oo //
''NN
NNN
NNN
NNN
NNJJ
(87)
(89)
77ppppppppppppp
However, we distinguish the old and the new pair (86). Then there is still no infinite chain
possible.
(86)
""E
EE
EE
EE
E
oo //
**UUU
UUUU
UUUU
UUUU
UUUU
UUU (87)
(86)
44iiiiiiiiiiiiiiiiiiiiii
(89)
<<yyyyyyyy
Nevertheless, if some nodes are in the graph are labeled with the same pair and if they
have the same incoming and outgoing edges, then one can safely merge these nodes.
21A graph structure like this can arise after applying the argument filter processor of Theorem 4.38,
cf. Example 4.40.
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5.1. Instantiation
As first transformation we present the instantiation processor. The idea is to consider
the predecessors u → v of a pair s → t. If certain parts of v remain unchanged when
rewriting vσ to sσ then one can instantiate the pair s → t by those parts that remain
unchanged. (One can use (an estimation of) the Cap-function to detect the unchanged
parts.) For example if we look at the pairs (80) and (81) in the running example then we
see that the s’s of the right-hand side of (80) will remain unchanged. Hence, one should
be able to instantiate the variables x and y in (81) by s(x) and s(y).
The difference of our instantiation processor to previous versions is the use of the
graph structure and the use of arbitrary estimations of Cap. Moreover, we do not need
two different versions for termination and innermost-termination any more, but we can
formulate one generalized version.
Theorem 5.3 (Instantiation Processors). Let ECap be an estimated Cap-function. Let
Proc be an instantiation processor which transforms a DP problem (P ,Q,R, f) with P =
(N unionmulti{s→ t}, E) into {(P [s→ t/N ′],Q,R, f)} where N ′ is the following set of new pairs.
{sδ → tδ | (u→ v, s→ t) ∈ E, δ = mgu(ECap{u,s}R,Q (v), s), {uδ, sδ} ⊆ NF (Q)}
Then the processor Proc is sound and complete.
Note that there is a strong correspondence between the instantiation processor and the
dependency graph estimation of Definition 3.9 as we perform the same unification and
the same checks on Q-normal forms. Therefore, to improve efficiency in the automation
one can memorize the unifiers δ when estimating the dependency graph in Definition 3.9
and can reuse them for the instantiation processor.
Example 5.4. We continue the termination proof of the running example.
PLUS(s(x), y) → PLUS1(s(x), s(y)) (80)
PLUS1(x, y) → PLUS2(p(x), y) (81)
PLUS2(x, y) → PLUS(x, y) (82)
To this end we apply the instantiation processor on the DP problem D8 where the pair-
graph has the following structure.
(80) // (81) // (82)
ff
To instantiate the pair (81) we only have to look at the only predecessor (80). As
ECapSR,Q(PLUS(s(x), s(y))) = PLUS(s(x), s(y)) we can instantiate the variables in (81)
by s(x) and s(y). Thus, the instantiation processor replaces (81) by (90).
PLUS1(s(x), s(y)) → PLUS2(p(s(x)), s(y)) (90)
Note that if the DP problems only contained a set of pairs without the graph structure then
we would have to examine all three pairs as predecessors which is clearly less efficient.
In the same way, in the resulting DP problem we only obtain the edges (80) → (90),
(90) → (82), and (82) → (80). Hence, by applying the dependency graph processor of
Theorem 3.3 it suffices to check whether the two new edges (80)→ (90) and (90)→ (82)
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can be deleted, but one does not have to check whether one can delete the remaining three
possible edges (90) → (80), (90) → (90), and (82) → (90). Thus, the graph structure of
DP problems again helps to obtain efficiency but sometimes even power is affected. This
is demonstrated in more detail with an example application of the rewriting processor in
Example 5.12.
After the instantiation, the usable rules processor of Theorem 3.25 is applicable and
deletes the unused rule (62). And afterwards, every reduction pair processor of Chapter 4
can delete pair (90) in the resulting DP problem D10 = ({(80), (90), (82)},Q, {(61)},m)
with the negative polynomial order with Pol(s(x)) = x + 1, Pol(p(x)) = max{x − 1, 0},
and Pol(PLUS(x, y)) = Pol(PLUS1(x, y)) = Pol(PLUS2(x, y)) = x. Then the remaining
problem is solved by the processors based on the dependency graph.
However, if one uses reduction pairs based on quasi-simplification orders it is still not
possible to simplify D10. To this end, we will need the rewriting processor of Section 5.3.
Note that to simplify the other DP problem D9 we cannot use the instantiation proces-
sor, but a similar technique which is presented in the next section.
5.2. Forward Instantiation
We now present the technique of forward instantiation [GTSF06]. While the instantiation
processor was based on the dependency graph estimation given in Definition 3.9 where
one examines for two pairs s → t and u → v whether it is possible to rewrite tσ Q→∗R
uσ, the forward instantiation processor takes an approach similar to the dependency
graph estimation of Definition 3.31 where one examines whether it is possible to rewrite
uσ →∗R−1 tσ with the reversed TRS R−1. Moreover, we will also integrate the results on
usable rules, i.e., it suffices to consider uσ →∗R′ tσ where R′ = (U{s,u}R,Q (t))−1. Then we use
the same idea as in the instantiation processor, i.e., we detect the unchanged parts by
applying (an estimation of) the Cap-function and then instantiate s→ t accordingly.
Theorem 5.5 (Forward Instantiation Processors). Let ECap be an estimated Cap-func-
tion and let EU estimate the usable rules. Let Proc be a forward instantiation processor
which transforms a DP problem (P ,Q,R, f) with P = (N unionmulti {s → t}, E) into {(P [s →
t/N ′],Q,R, f)} where N ′ is the following set of new pairs.{
sδ → tδ
∣∣∣∣∣ (s→ t, u→ v) ∈ E, R′ = (EU{s,u}R,Q (t))−1,δ = mgu(ECap∅R′,∅(u), t), and {sδ, uδ} ⊆ NF (Q)
}
Then the processor Proc is sound and complete.
As for the instantiation processor, to improve efficiency one can memorize each unifier
δ in the computation of the star-estimation of the dependency graph in Definition 3.9 to
reuse it now for the forward instantiation processor.
Example 5.6.
QUOT(x, y, z) → IF(ge(0, y), ge(x, y),minus(x, y), y, plus(z, s(0))) (83)
IF(ff, b, x, y, z) → IF2(b, x, y, z) (84)
IF2(tt, x, y, z) → QUOT(x, y, z) (85)
We continue in the termination proof of Example 5.11 where we still have to solve the DP
problem ({(83), (84), (85)},Q, {(61)−(73)},m). Here we can use the forward instantiation
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processor to instantiate the pair (84). The only succeeding pair u → v in the graph is
(85). Now we have to build the reversed usable rules R′. As (84) does not possess
usable rules we obtain R′ = ∅. Then we have to unify ECap∅R′,∅(IF2(tt, x′, y′, z′)) =
IF2(tt, x′, y′, z′) with the right-hand side IF2(b, x, y, z) of (84). Instantiating (84) with the
mgu δ = {x′/x, y′/y, z′/z, b/tt} yields the new pair
IF(ff, tt, x, y, z) → IF2(tt, x, y, z) (91)
The resulting DP problem D11 = ({(83), (91), (85)},Q, {(61) − (73)},m) can then be
simplified further by the narrowing processor which is demonstrated in Example 5.22.
There it is also explained why this application of the forward instantiation processor is
strongly required for a successful termination proof.
5.3. Rewriting
While adapting instantiation to the DP framework is straightforward, the adaption of the
rewriting transformation is more problematic. In the classical dependency pair approach,
rewriting is only applicable for innermost termination proofs (i.e., if NF (Q) = NF (R)).
The problem is that the original proofs for its soundness and completeness [GA01, Theo-
rems 14, 15, 18, and 19] do not extend to the case where NF (Q) ⊂ NF (R). The soundness
proof relies on the result that weak innermost termination and non-overlappingness im-
ply confluence and termination [Gra95], and the completeness proof relies on the result
that innermost termination implies normalization. Obviously, these results do not ex-
tend to NF (Q) ⊆ NF (R), i.e., in general Q-termination and non-overlappingness do
not imply confluence, termination, or normalization. As a counterexample, consider
R = {f(a) → s(f(a)), g(x, x) → c, g(x, s(x)) → d} and Q = lhs(R) ∪ {a}. Now R is
Q-terminating and non-overlapping, but neither terminating nor confluent nor normaliz-
ing. For example, the term f(a) does not have anR-normal form, and the term g(f(a), f(a))
can be reduced by R to the normal forms c and d.
However, such an extension is urgently required as with the previous processors we will
have to handle DP problems where NF (Q) ⊂ NF (R) even if in the beginning NF (Q) =
NF (R). Now it would be desirable if one could still apply the rewriting transformation
(this will be demonstrated when handling the DP problem D10 of our running example
in Example 5.11). For the soundness of the rewriting transformation we need at least
confluence of the Q-restricted rewrite relation. However, our previous confluence criterion
of Lemma 3.19 could only be used for NF (R) ⊆ NF (Q) but now we are in the case
NF (Q) ⊆ NF (R). The following lemma states that if all critical pairs at the root level
are trivial, then we even have the diamond property (i.e., if t Q→R t1 and t Q→R t2, then
t1 = t2 or there exists a t
′ such that t1
Q→R t′ and t2 Q→R t′).
Lemma 5.7 (Confluence of Q→R). Let NF (Q) ⊆ NF (R). Let all critical pairs of R at the
root level be trivial. (For all rules `1 → r1 and `2 → r2 ∈ R where `1 and `2 are unifiable,
the mgu δ of `1 and `2 instantiates the right-hand sides of the rules to the same term, i.e.,
r1δ = r2δ.) Then
Q→R has the diamond property and hence, is confluent.
We now give a new proof to show that the rewriting transformation is sound whenever
NF (Q) ⊆ NF (R) is satisfied. A similar proof was already presented in [GTS05a], however
there are three differences.
First, in [GTS05a] certain properties of (syntactically defined) usable rules are used
in the proof which are not satisfied for every estimation of the (semantically defined)
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usable rules of Definition 3.24. In Example 5.14 it is shown that the rewriting processor
of [GTS05a] even is unsound if one allows arbitrary estimations of usable rules. To this
end, we added a new requirement in the rewriting processor.
The second difference is that we allow rewriting more often. In [GTS05a] the usable
rules had to be non-overlapping whereas here we only require trivial critical pairs.
And the third difference is in the completeness condition. In [GTS05a] one demands
for all proper subterms t of the redex that U∅Q,∅(t) ⊆ R. The problem is that Q is a
rewrite system in [GTS05a] whereas here Q is a set of terms. So, it is unclear what the
usable rules should be, if Q only contains terms. Moreover, again certain properties of
the syntactic usable rules of [GTS05a] are used in the proof. So, we have to replace the
property U∅Q,∅(t) ⊆ R by something different.
In essence, the property U∅Q,∅(t) ⊆ R is demanded to ensure that whenever tσ can be
reduced to a normal form u w.r.t. Q→R, then u is in Q-normal form, too. This is important
whenever we want to normalize the subterm tσ w.r.t. Q→R in order to perform a reduction
above tσ afterwards. Only if tσ can be rewritten to a normal form w.r.t. Q then the
reduction above tσ respects the evaluation strategy. This condition on the normal forms
can be used to obtain completeness of both the rewriting and the narrowing processors.
Definition 5.8 (Q−R Normal Form Condition). Let R be a TRS and Q and S be sets
of terms. A term t satisfies the Q − R normal form condition w.r.t. S, nfcSR,Q(t) for
short, iff for every substitution σ with Sσ ⊆ NF (Q) each Q→R-normal form of tσ is in
Q-normal form.
Example 5.9. We shortly illustrate the Q−R normal form condition with the following
TRS R where Q = lhs(R) ∪ {h(a)}.
f(x) → g(x)
g(h(x)) → h(x)
g(x) → h(x)
Then nfc
{x}
R,Q(f(x)) is not satisfied. The reason is that one can instantiate x by a and
obtains f(a) Q→∗R h(a) where the latter term is in normal form w.r.t. Q→R, but not w.r.t. Q.
However, if one removes the third rule from R then f(x) satisfies the normal form
condition. One reason is that a reduction to the critical term h(a) is not possible since
then the subterm h(x) of the left-hand side of the second rule would be instantiated to a
term which is not in Q-normal form.
Unfortunately, it is undecidable whether a term satisfies the Q−R normal form con-
dition. We will present estimations of nfcSR,Q(t) later in this section. One obvious result
is that if NF (Q) = NF (R) then every term satisfies nfcSR,Q(t), since then every term is in
R-normal form iff it is in normal form w.r.t. i→R. As one can see in the upcoming defini-
tion of the rewriting processor, this will show that our results encompass the completeness
results for innermost termination from [GA01, Theorem 19].
Now we introduce the rewriting processor. It states that in a DP problem (P ,Q,R, f)
with NF (Q) ⊆ NF (R), any s→ t ∈ P can be replaced by s→ t′ if t rewrites to t′ at some
position p. The only applicability conditions are that the Q-restricted rewrite relation
of the usable rules must be confluent and that there must only be trivial critical pairs
between the rule used for rewriting t and the usable rules. In contrast to the (forward)
instantiation transformations, which perform all possible instantiations, here one may
replace s→ t by any pair resulting from rewriting t.
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Theorem 5.10 (Rewriting Processors). Let Proc be a processor which transforms a DP
problem (P ,Q,R, f) into {(P [s → t/{s → t′}],Q,R, f)} or into {(P ,Q,R, f)}. In the
former case, all following conditions must be satisfied:
• s→ t ∈ P
• t →R,p t′ by a rule ` → r where for U = EU{s}R,Q(t|p) the rewrite relation Q→U is
confluent and where there are only trivial critical pairs between `→ r and U .22
• NF (Q) ⊆ NF (R)
Proc is sound, and it is complete if every proper subterm of t|p satisfies the Q−R normal
form condition w.r.t. {s}.
Note that using Lemma 5.7 the application conditions of the rewriting processor can
easily be checked. Moreover, after the following examples we will also see a possibility to
estimate the Q−R normal form condition, hence we can detect if an application of the
rewriting processor is complete.
First, we show the benefit of the rewriting processor in the running example of this
chapter.
Example 5.11. We recapitulate the situation at the end of Example 5.4.
PLUS(s(x), y) → PLUS1(s(x), s(y)) (80)
PLUS1(s(x), s(y)) → PLUS2(p(s(x)), s(y)) (90)
PLUS2(x, y) → PLUS(x, y) (82)
If we do not use negative polynomial orders we still have to solve the DP problem D10 =
({(80), (90), (82)},Q, {(61)},m). Now, we can use the rewriting processor to replace pair
(90) by the following new pair.
PLUS1(s(x), s(y)) → PLUS2(x, s(y)) (92)
Now every reduction pair processor of Section 4 can delete (92) with the embedding
order and the remaining problem is solved by the processors based on the dependency
graph.
For the other remaining DP problem D11 it turns out that neither the (forward-) in-
stantiation processors nor the rewriting processors are applicable on this DP problem. To
solve this problem we will need the narrowing processor of the next section.
The following examples show why possible extensions of the rewriting processor would
destroy soundness or completeness, respectively. To be more precise, we show that each
of the three application conditions is needed for the soundness of the rewriting processor,
and the criterion to detect whether an application of the rewriting processor is complete
cannot be weakened, too. Moreover, in Example 5.12 we show that the graph structure
of DP problems not only increases efficiency but also power.
22Note that the critical pairs of `→ r and U are only those when overlapping subterms of ` with left-hand
sides of U , but it is not required to consider overlaps of subterms of left-hand sides of U with `.
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Example 5.12. Consider the TRS R = {g(h(x), y)→ y} and the following pairs.
F(x, x) → F(a, g(h(x), x)) (93)
F(a, g(x, y)) → F(a, y) (94)
For Q = lhs(R) ∪ {h(a)} the dependency graph for (93) and (94) has the edges E =
{(93)→ (94), (94)→ (93), (94)→ (94)}. That there is no edge from (93) to itself can be
argued as follows. If there were an edge then x would have to be instantiated by a. But
then the term g(h(a), a) could not be rewritten to a as h(a) is not in Q-normal form. So,
let P = ({(93), (94)}, E)
No previous processor is able to simplify the DP problem (P ,Q,R,m) even if one
allows arbitrary reduction pairs. The reason is that ignoring Q allows infinite chains
which contain both pairs infinitely often:
F(a, a)
→(93) F(a, g(h(a), a))
→(94) F(a, a)
→(93) . . .
However using the rewriting processor we can replace (93) by the new pair (95).
F(x, x) → F(a, x) (95)
In this way we obtain the new DP problem (({(95), (94)}, E ′),Q,R,m) where E ′ =
{(95) → (94), (94) → (95), (94) → (94)}. Now every reduction pair processor can delete
(94) with the embedding order and the argument filter pi with pi(F) = 2 and pi(g) =
[2]. The resulting DP problem (({(95)},∅),Q,R,m) is now solved by the processor of
Theorem 3.4 as there are no edges left.
But if DP problems did not have a graph structure then we would obtain the new DP
problem ({(95), (94)},Q,R,m). This DP problem is clearly not finite as (95), (95), . . .
is an infinite chain. Hence, our rewriting processor which works on DP problems with a
graph-component is more powerful than previous rewriting processors [GA01, GTS05a,
GTSF06] which work on sets of pairs.
The example also illustrates why theQ−R normal form condition for all direct subterms
of t|p is required to obtain completeness. If we changed P to P ′ = ({(93), (94)}, E ∪
{(93) → (93)}) then there would not be an infinite (P ′,Q,R)-chain. The reason is that
the DP problem (P ′,Q,R,m) could be transformed to (P ,Q,R,m) by the dependency
graph processor and then be solved as before. However, the rewriting processor would
replace P ′ by P ′′ = ({(95), (94)}, E ′′) where E ′′ would contain the edge from (95) to itself
and we would obtain the minimal infinite (P ′′,Q,R)-chain. Note however that the redex
g(h(x), x) of the reduction has the direct subterm h(x) which does not satisfy the Q−R
normal form condition: if we instantiate x by a then we obtain h(a), which is in normal
form w.r.t. Q→R but not w.r.t. Q. So the condition for completeness in Theorem 5.10 is
violated.
Example 5.13. Since we only have to look at the critical pairs on root level for confluence
of the Q-restricted rewrite relation by Lemma 5.7, a natural question is whether the
rewrite processor in Theorem 5.10 would already be sound if we only considered the critical
pairs at the root level between `→ r and the usable rules. This is refuted by the following
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counterexample. Let R = {f(c) → d, f(h(x)) → a, h(b) → c, g(d, x) → g(f(h(x)), x)} and
Q = lhs(R). Then R is not innermost terminating (i.e., not Q-terminating):
g(d, b) Q→R g(f(h(b)), b) Q→R g(f(c), b) Q→R g(d, b) Q→R . . .
The dependency graph has only one SCC {G(d, x)→ G(f(h(x)), x)}. Since R has no criti-
cal pairs on root level, we know by Lemma 5.7 that Q→R is confluent. As G(f(h(x)), x)→R
G(a, x), rewriting would transform this pair into the new pair G(d, x)→ G(a, x). Now the
dependency graph processor would delete this pair, since it is obviously not connected to
itself in the dependency graph. Thus, we could falsely “prove” innermost termination.
The problem is that although the dependency pair was rewritten by a Q-restricted step,
it is no longer Q-restricted if one instantiates x with b. So to guarantee that any reduction
from G(f(h(x)), x)σ to an instantiated left-hand side of a dependency pair is also possible
from G(a, x)σ, one needs to consider all critical pairs between `→ r and the usable rules,
and not just the critical pairs at the root level.
Example 5.14. In previous formulations of the rewriting processor instead of confluence
and the condition that there are only trivial critical pairs between ` → r and the usable
rules, one required that the usable rules (as defined in the corresponding papers) of t|p
are non-overlapping. Clearly, the requirement of non-overlapping usable rules guarantees
confluence but it does not suffice to ensure the latter condition. The problem is that `→ r
is not necessarily usable w.r.t. Definition 3.24.23 And indeed, these rewriting processors
can become unsound if one uses arbitrary estimations of the semantic usable rules.
Let P = {F(g(b))→ F(g(h(a)))}, letR = {g(h(x))→ c, h(a)→ b}, and letQ = lhs(R).
Then we have an infinite minimal chain, as F(g(b)) →P F(g(h(a))) Q→R F(g(b)) →P . . . .
However, the first rule of R is not usable, i.e., not contained in U{F(g(b))}R,Q (F(g(h(a)))).
Thus, the second rule of R is the only usable rule which is not overlapping with itself.
Using the rewrite processor with the first rule would result in a new DP problem with a
new component P ′ = {F(g(b))→ F(c)} instead of P and this new DP problem is clearly
finite.
One can argue that in this example the real problem is that the rewrite transformation
from P to P ′ does not respect the evaluation strategy. And indeed, if one requires t Q→R,p
t′ instead of t →R,p t′ then non-overlappingness of the usable rules suffices. However,
this alternative formulation of the processor is more restrictive than the current version:
whenever t Q→R,p t′ then `→ r is already usable,24 and non-overlappingness is a stronger
requirement than confluence and absence of non-trivial critical pairs between ` → r and
the usable rules due to Lemma 5.7.
Example 5.15. This example shows why we defined a DP problem (P ,Q,R, f) to be
“infinite” if it is not finite or if R is not Q-terminating, cf. Definition 2.13. The reason
is that if “infinite” were defined as “not finite”, then the rewriting processor would be
incomplete, i.e., it could transform DP problems that are not infinite into problems with
infinite chains, even if NF (Q) = NF (R). Let P = {F(x, x) → F(a, g(h(x), x))}, let R =
{g(x, y)→ y, h(a)→ h(a)}, and let Q = lhs(R). Obviously, R is not Q-terminating. But
there is no infinite (P ,Q,R)-chain as F(a, g(h(x1), x1))σ Q→∗R F(x2, x2)σ implies σ(x2) = a.
23Note that `→ r is usable for all previous definitions of usable rules. Hence our processor is not weaker
than previous formulations of the rewriting processor.
24To be more precise, `→ r is usable only if s ∈ NF (Q). But if s /∈ NF (Q) then one can delete the pair
by the dependency graph processors.
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Thus F(a, g(h(x2), x2))σ = F(a, g(h(a), a)) can only be reduced by
Q→R to itself, but it does
not unify with F(x3, x3).
However, the rewriting processor replaces the right-hand side F(a, g(h(x), x)) of the
pair by F(a, x). This results in P ′ = {F(x, x)→ F(a, x)}. Now there is clearly an infinite
(minimal) (P ′,Q,R)-chain.
What is missing up to now is a criterion to estimate the Q−R normal condition. We
currently only know that the condition is always satisfied if Q→R is exactly the innermost
rewrite relation, i.e., if NF (Q) = NF (R). As argued above even when starting with the
innermost relation we will encounter DP problems where NF (Q) ⊂ NF (R). For these
problems we present the following estimation which has a quite similar structure to the
improved estimation of usable rules in Definition 3.26. The first two cases are closures
under subterms and closures under usable rules. The third case is the one where we detect
that the Q−R normal form condition is violated. If there is a redex qµ with q ∈ Q but
where qµ is in normal form w.r.t. R then qµ is also in normal form w.r.t. Q→R but not
in normal form w.r.t. Q. Note that this cannot happen if NF (Q) = NF (R) and hence,
even with our estimation we can detect that the Q−R normal form condition is always
satisfied if we are in the innermost case.
Definition 5.16 (Estimation of the Q − R Normal Form Condition). We define the
estimatedQ−R normal form condition enfc as follows. The value of enfcSR,Q(f(t1, . . . , tn))
is false if one of the following conditions is valid.
• enfcSR,Q(ti) = false for some 1 ≤ i ≤ n
• there is a rule f(`1, . . . , `n) = `→ r ∈ R and for S ′ = {`1, . . . , `n} the terms ` and
f(ECapSR,Q(t1), . . . ,ECap
S
R,Q(tn)) are unifiable by some mgu µ such that Sµ∪S ′µ ⊆
NF (Q) and enfcS′R,Q(r) = false
• there is a term q ∈ Q, the terms q and f(ECapSR,Q(t1), . . . ,ECapSR,Q(tn)) are unifi-
able with mgu µ, and both Sµ ⊆ NF (Q) and qµ ∈ NF (R)
If enfcSR,Q(t) is not forced to evaluate to false by one of the previous conditions then
enfcSR,Q(t) = true.
The following theorem states that Definition 5.16 really estimates the Q − R normal
condition. Whenever the estimation says that a term satisfies the Q−R normal condition
then this really is the case.
Theorem 5.17 (Soundness of the Estimated Q − R Normal Form Condition). Let R
be a TRS and Q be a set of terms with NF (Q) ⊆ NF (R). For all terms t and sets
of terms S with V(t) ⊆ V(S) the Q − R normal form condition nfcSR,Q(t) is satisfied if
enfcSR,Q(t) = true.
We illustrate the estimatedQ−R normal form condition using the TRS of Example 5.9.
Example 5.18. The TRS R in Example 5.9 consists of the following three rules and
Q = lhs(R) ∪ {h(a)}.
f(x) → g(x)
g(h(x)) → h(x)
g(x) → h(x)
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We already detected that nfc
{x}
R,Q(f(x)) is not satisfied. This will also be the result of our
estimation. To compute enfc
{x}
R,Q(f(x)) we first check the third case which would directly
lead to the result false. However, since f(x) /∈ NF (R) the third case cannot apply. But
we also have to consider enfc
{x}
R,Q(g(x)) due to the second case. Again, the third case
cannot be applied since g(x) /∈ NF (R). However, we can once again apply the second
case with the second and the third rule, such that we also have to consider enfc
{h(x)}
R,Q (h(x))
and enfc
{x}
R,Q(h(x)), respectively. Now latter normal form condition must be evaluated to
false since for µ = {x/a} and q = h(a) we have h(x)µ = qµ, Sµ = {a} ⊆ NF (Q), and
qµ = h(a) ∈ NF (R). Hence, we see that our initial normal form condition is not satisfied.
However, if one removes the third rule from R then enfc{x}R,Q(f(x)) = true. The reason is
that we have to consider exactly the same conditions as before except for enfc
{x}
R,Q(h(x)),
the condition which forced us to evaluate to false. Moreover, the only remaining check
with the third case on condition enfc
{h(x)}
R,Q (h(x)) will also not enforce the result false since
for µ = {x/a} we will instantiate S = {h(x)} to {h(a)} which is not a subset of NF (Q).
5.4. Narrowing
The basic idea of the narrowing processor is as follows. If for a pair s → t and all its
succeeding pairs u → v the terms t and u are not unifiable, then there must be at least
one reduction step from tσ to uσ. Then one can already perform this first reduction step
in tσ and create corresponding new pairs, one for each possible reduction. As parts of the
first redex may be in σ we must not only look at all reductions of t, but at all narrowings
of t. If NF (Q) 6⊆ NF (R) then it can also occur that the first reduction step is completely
inside σ. To this end, a linearity restriction is integrated in the narrowing processor.
More formally, a term t narrows to a term t′ at a position p via the substitution µ
(denoted by t Q R t′), if p is a non-variable position of t, µ is the most general unifier of
t|p and ` for some rewrite rule `→ r of R, all proper subterms of `µ are in Q-normal form
and t′ = tµ[rµ]p. Narrowing is extended to pairs as follows: if t
Q R t′ via the substitution
µ and sµ is a Q-normal form, then the pair s→ t narrows to the pair sµ→ t′.
Before we present the narrowing processor, we discuss the idea of the integration of
a position into the narrowing, so called positional narrowing. A main disadvantage of
the previous narrowing processors of [AG00, GTS05a, GTSF06] is that they sometimes
produce lots of new pairs. Remember the basic idea of the narrowing processor: whenever
t and u are not unifiable then there must be at least one reduction step. But one can
also look at subterms: whenever t|p and u|p are not unifiable then there also has to be a
reduction. If moreover tσ cannot be reduced strictly above p – to detect this one can use
an estimated Cap-function – then the subterm t|pσ has to be reduced at least one step.
Alternatively, if the subterm t|p is not in Q-normal form then t|pσ has to be reduced, too.
Thus, only the narrowings below p have to be considered which can be far less then all
narrowings. This clearly increases efficiency, but when continuing our running example
in Example 5.22 we will also demonstrate that less new pairs are sometimes crucial for a
successful termination proof.
Theorem 5.19 (Positional Narrowing Processors). Let Proc be a processor which trans-
forms a DP problem (P ,Q,R, f) with P = (N unionmulti {s → t}, E) into {(P ,Q,R, f)} or
into {(P [s→ t/N ′},Q,R, f)}. In the latter case, all of the following conditions must be
satisfied.
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• t|p is not in Q-normal form or
both p ∈ Pos(ECap{s}R,Q(t)) and for all (s→ t, u→ v) ∈ E the following two criteria
are satisfied
– p ∈ Pos(u) and
– if t|p and u|p are unifiable with an mgu µ, then sµ or uµ are not in Q-normal
form
• N ′ = {s′ → t′ | s→ t narrows to s′ → t′ at a position below p}
• Q = ∅ or NF (Q) ⊆ NF (R)
• if NF (Q) 6⊆ NF (R), then t is linear
Then the processor Proc is sound. And it is complete if Q = ∅ or if the following two
criteria are satisfied for every pair s′ → t′ in N ′ that has been built from narrowing s→ t
at position p′ with rule `→ r and unifier µ.
• for U = EU{s′}R,Q(tµ|p′) the relation Q→U is confluent and there are only trivial critical
pairs between `→ r and U
• every proper subterm of tµ|p′ satisfies the Q−R normal form condition w.r.t. {s′}
Note that in the innermost case the Q−R normal form condition is always satisfied.
Hence, the completeness of the narrowing processor encompasses the completeness result
of [GA01, Theorem 17] for innermost termination.
Compared to the rewriting processor, the narrowing processor has two advantages and
one disadvantage. The disadvantage is that one has to build all narrowings whereas in
the rewriting processor only one new pair is created. This was allowed in the rewriting
processor due to the additional requirement of unique normal forms (which is ensured
by confluent usable rules). A corresponding requirement for the narrowing processor is
only needed to ensure completeness in the innermost case, which is the first advantage.
The second advantage of the narrowing processor is that it can already be applied if only
parts of the redex are available in a pair, whereas in the rewriting processor we need a
complete redex. Both advantages will be needed to proceed in our running example. To
summarize, the rewriting processor produces less pairs, but the narrowing processor is
strictly more often applicable: whenever the rewriting processor is applicable then for
some pair s → t the term t contains a redex at position p. But then one can apply the
narrowing processor, too, since in that case t|p cannot be in Q-normal form and the other
requirements are trivially satisfied.
In the following examples we investigate possible improvements of the narrowing pro-
cessor which turn out to be unsound. Then in the last example of this chapter, finally
termination of our running example is proven. Thereby the power of our new narrow-
ing processor is demonstrated and it is explained why previous versions of the narrowing
processor [AG00, GTS05a, GTSF06] fail on this TRS.
Example 5.20. The narrowing processor has the restriction that either Q = ∅ or
NF (Q) ⊆ NF (R). This example illustrates that the processor is unsound without this
restriction. Let P = {F(g(x), a) → F(g(b), h(x))}, let R = {b → a, h(a) → a}, and let
Q = {g(a)}. We obtain an infinite chain for x = b as
F(g(b), a)→P F(g(b), h(b)) Q→R F(g(b), h(a)) Q→R F(g(b), a)→P . . .
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However, when applying the narrowing processor at the root position we obtain the new
pairs F(g(x), a)→ F(g(a), h(x)) and F(g(a), a)→ F(g(b), a). Then the second pair cannot
occur in any chain as its left-hand side is not in Q-normal form. And from the first pair
one cannot build chains with more than one element: the right-hand side contains the
subterm g(a), which cannot be reduced by R and which is not in Q-normal form. Thus,
the right-hand side can never be reduced to a Q-normal form.
This shows that even in the case where all rules and pairs are linear and where we do
not make use of the new feature to choose a position p we cannot allow arbitrary sets Q.
Example 5.21. A severe restriction in the narrowing processor is the linearity of t in
the case NF (Q) 6⊆ NF (R). One obvious question is whether it is possible to just require
linearity of the subterm t|p. Unfortunately, the following example demonstrates that this
relaxation of the requirements is unsound. Let P = {F(a, b, x) → F(g(x), x, x) = t}, let
R = {b→ a, g(a)→ a}, and let Q = ∅. We obtain an infinite chain for x = b as
F(a, b, b)→P F(g(b), b, b) Q→R F(g(a), b, b) Q→R F(a, b, b)→P . . .
When choosing p = 1 then all requirements but the linearity of t are satisfied. However,
the subterm t|1 = g(x) is linear. By narrowing the only pair in P we only obtain one new
pair F(a, b, a)→ F(a, a, a) and the resulting DP problem is clearly finite. Hence, linearity
must be required for the whole right-hand side t.
Example 5.22. We recapitulate some pairs and rules
QUOT(x, y, z) → IF(ge(0, y), ge(x, y),minus(x, y), y, plus(z, s(0))) (83)
IF(ff, tt, x, y, z) → IF2(tt, x, y, z) (91)
IF2(tt, x, y, z) → QUOT(x, y, z) (85)
p(s(x)) → x (61)
p(0) → s(0) (62)
minus(s(x), s(y)) → minus(x, y) (67)
minus(0, x) → 0 (68)
minus(x, 0) → x (69)
minus(x, x) → 0 (70)
ge(s(x), s(y)) → ge(x, y) (71)
ge(0, s(x)) → ff (72)
ge(x, 0) → tt (73)
and continue to prove termination of Example 5.11, where we still have to solve the DP
problem D11 = ({(83), (91), (85)},Q, {(61)− (73)},m). Note that without the conditions
y > 0 and x ≥ y the DP problem would not be finite. The reason is that then x−y is not
necessarily smaller than x: if y = 0 then x− y = x− 0 = x and if x < y is allowed then
for x = 0 we obtain x− y = 0− y = 0 = x. This is the reason why negative polynomial
orders fail on this DP problem. They must prove x > minus(x, y) for all natural numbers
x and y, and they cannot integrate the conditions on x and y.
We transform the pair (83) by the narrowing processor at position 1. Hence, we first
use the fact that y > 0 must hold, and obtain the following new pairs.
QUOT(x, s(y), z) → IF(ff, ge(x, s(y)),minus(x, s(y)), s(y), plus(z, s(0))) (96)
QUOT(x, 0, z) → IF(tt, ge(x, 0),minus(x, 0), 0, plus(z, s(0))) (97)
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By the processors based on the dependency graph the second new pair can be deleted
and the DP problem ({(96), (91), (85)},Q, {(61)−(73)},m) remains to be solved. Now we
have integrated the knowledge that the second argument of QUOT is larger than 0. Note
that here we needed the new improvement of positional narrowing. With the narrowing
processor of [AG00, GTS05a, GTSF06] we would have to build all narrowings of (83)
which results in the following additional pairs.
QUOT(s(x), s(y), z) → IF(ge(0, s(y)), ge(x, y),minus(s(x), s(y)), s(y), plus(z, s(0)))
QUOT(0, s(y), z) → IF(ge(0, s(y)),ff,minus(0, s(y)), s(y), plus(z, s(0)))
QUOT(x, 0, z) → IF(ge(0, 0), tt,minus(x, 0), 0, plus(z, s(0)))
QUOT(s(x), s(y), z) → IF(ge(0, y), ge(s(x), s(y)),minus(x, y), s(y), plus(z, s(0)))
QUOT(0, y, z) → IF(ge(0, y), ge(0, y), 0, y, plus(z, s(0)))
QUOT(x, 0, z) → IF(ge(0, 0), ge(x, 0), x, 0, plus(z, s(0)))
QUOT(x, x, z) → IF(ge(0, x), ge(x, x), 0, x, plus(z, s(0)))
QUOT(x, y, s(z)) → IF(ge(0, y), ge(x, y),minus(x, y), y, plus1(s(z), s(0)))
Thus, we see that positional narrowing produces far less new pairs than non-positional
narrowing. That this is sometimes crucial can be demonstrated with the last pair. It
does not reveal any information about x and y which is required to finally solve the DP
problem. And this information cannot be gained by a repeated application of the (non-
positional) narrowing processor. The reason is that essentially, by narrowing we evaluate
the accumulator more and more, which is not connected to the variables x and y that are
used in the test.
QUOT(x, y, s(z))→ IF(ge(0, y), ge(x, y),minus(x, y), y, plus1(s(z), s(0)))
Q R QUOT(x, y, s(z))→ IF(ge(0, y), ge(x, y),minus(x, y), y, plus2(p(s(z)), s(s(0))))Q R QUOT(x, y, s(z))→ IF(ge(0, y), ge(x, y),minus(x, y), y, plus2(z, s(s(0))))Q R QUOT(x, y, s(z))→ IF(ge(0, y), ge(x, y),minus(x, y), y, plus(z, s(s(0))))Q R∗QUOT(x, y, s(s(z)))→ IF(ge(0, y), ge(x, y),minus(x, y), y, plus(z, s(s(s(0)))))Q R∗. . .
We continue to prove termination with positional narrowing. As stated above, we must
also use the condition x ≥ s(y) to prohibit situations where x may be instantiated by 0.
Therefore, we narrow the new pair (96), but this time at position 2. Note that without
the application of the forward instantiation processor in Example 5.6 the narrowing pro-
cessor would not be applicable, as the subterm ge(x, s(y)) of (96) unifies with the variable
argument b of the left-hand side of (84) and the mgu instantiates both left-hand sides of
(96) and (84) to Q-normal forms. But by the forward instantiation processor the variable
b was instantiated by tt, which does not unify with ge(x, s(y)) any more.
We obtain the following new pairs.
QUOT(s(x), s(y), z) → IF(ff, ge(x, y),minus(s(x), s(y)), s(y), plus(z, s(0))) (98)
QUOT(0, s(y), z) → IF(ff,ff,minus(0, s(y)), s(y), plus(z, s(0))) (99)
As before by the dependency graph processors one can delete the second new pair and sim-
plify the resulting DP problem to ({(98), (91), (85)},Q, {(61)− (73)},m). This remaining
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DP problem can now be solved by the reduction pair processor of Theorem 4.2725 using
the negative polynomial order Pol with Pol(QUOT(x, y, z)) = Pol(IF(b1, b2, x, y, z)) =
Pol(IF2(b, x, y, z)) = x, Pol(0) = 0, Pol(s(x)) = x+1, and Pol(minus(x, y)) = max(0, x−
y). For this polynomial order – which corresponds to an argument filter pi with pi(IF) = 3
and pi(QUOT) = 1 – only the four minus-rules are usable. Note however that the automa-
tion of negative polynomial orders in [HM07] is not able to handle this DP problem due
to the constraint of rule (68). But even the embedding order would satisfy all constraints
if one would rewrite the subterm minus(s(x), s(y)) to minus(x, y) in pair (98). Unfortu-
nately, the rewriting processor of Theorem 5.10 is not applicable if one uses Lemma 5.7
as confluence criterion: the usable rules (67) and (70) have the non-trivial critical pair
(0,minus(x, x)).
This is in contrast to the narrowing processor, which can narrow (98) at position 3
since the corresponding subterm minus(s(x), s(y)) is not in Q-normal form. We obtain the
following two new pairs.
QUOT(s(x), s(y), z) → IF(ff, ge(x, y),minus(x, y), s(y), plus(z, s(0))) (100)
QUOT(s(x), s(x), z) → IF(ff, ge(x, x), 0, s(x), plus(z, s(0))) (101)
This time one cannot delete any new pair by the dependency graph processors. Hence, the
resulting DP problem is ({(100), (101), (91), (85)},Q, {(61)−(73)},m). But one can delete
(100) and (101) by the reduction pair processor of Theorem 4.27. To this end we use the
polynomial order with Pol(minus(x, y)) = Pol(QUOT(x, y, z)) = Pol(IF(b1, b2, x, y, z)) =
Pol(IF2(b, x, y, z)) = x, Pol(0) = 0, and Pol(s(x)) = x + 1. The remaining DP problem
can then be solved by the processors based on the dependency graph. Thus, to prove
termination of the TRS in Example 5.1 (which is not Cε-terminating) we only needed the
transformations of this chapter and some simple linear polynomial orders for the reduction
pair processors of the previous chapter.
Summary of Chapter 5
In this chapter we have seen four processors which can transform the pairs of DP problems.
These are often crucial for a successful termination proof, especially if tests and selectors
are used in a DP problem instead of pattern matching.
Note that there is a problem when automating these processors. Although each trans-
formation can easily be automated, it is unclear how often one should apply these pro-
cessors, as each one can be applied infinitely many times. To solve this problem, we have
published a successful heuristic in [GTSF06, Definition 33].
One of our contributions in this chapter is the development of the new forward instan-
tiation processor which is published in [GTSF06]. But even for the narrowing, rewriting,
and instantiation transformations – which have been presented in [AG00, GA01] – we have
provided substantial improvements. All of them are now applicable at any time during a
termination proof, we have generalized them to Q-restricted rewriting, one can use them
with arbitrary estimations of usable rules and of Cap, the requirements to apply the pro-
cessors have been relaxed, and for narrowing we get less new pairs due to our integration
25The other reduction pair processors of Section 4 are not applicable. Theorem 4.32 is not applicable as
the given polynomial order is not Cε-compatible and Theorem 4.2 cannot handle the constraints of
the rules (61) and (62).
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of a position. Note that some of these contributions have already been published by us
in [GTS05a, GTSF06].
Related work can also be found in [Zan05a]. There it is allowed to rewrite right-hand
sides on the level of TRSs in a similar way to our rewriting processor. Both techniques
require that there is no critical pair between the rule ` → r that is used for rewriting
and the other rules. However, there are some important differences. Our requirement of
confluence of the usable rules is replaced by confluence of the TRS that consists only of
the rule ` → r. And even more important, the rewriting technique in [Zan05a] can be
applied for full rewriting. But in [Zan05a] there are the additional requirements of left-
linearity and non-erasingness, i.e., V(`) = V(r). Whereas left-linearity is often satisfied,
non-erasingness is a real restriction, e.g., one cannot rewrite with selectors of the form
head(cons(x, xs)) → x. We strongly conjecture that one can allow erasing rules when
lifting the technique of [Zan05a] to the DP framework, making it an interesting future
work.
6. Processors for Applicative Rewriting
In this chapter we will present a method for termination analysis of untyped higher-order
functions which do not use λ-abstraction.26 Due to the absence of λ, such functions can
be represented in curried form as applicative first-order TRSs (cf. e.g., [KKSV96]). A
signature F is applicative if it only contains constants and a binary symbol ′ for function
application. Moreover, any TRS or DP problem over F is called applicative. So instead
of the higher-order rule
map(α, cons(x, xs)) → cons(α(x),map(α, xs))
we use the first-order rule
′( ′(map, α), ′( ′(cons, x), xs)) → ′( ′(cons, ′(α, x)), ′( ′(map, α), xs))
where there is no variable-application α(x) any more. To ease readability, we use ′ as an
infix-symbol and we let ′ associate to the left. Then this rule can be written as
map ′α ′(cons ′x ′xs) → cons ′(α ′x) ′(map ′α ′xs)
This is very similar to the usual notation of higher-order functions where application is
just denoted by juxtaposition, i.e., here one would write
map α (cons x xs) → cons (α x) (map α xs)
Example 6.1. As running example of this chapter we take the following TRS which
computes the well-knownmap-function that takes a function and a list as input and applies
the function on each element of the list. Moreover, we also add first-order functions for
subtraction and division in applicative form. Note that a direct termination proof with
simplification orders is impossible.
map ′α ′nil → nil (102)
map ′α ′(cons ′x ′xs) → cons ′(α ′x) ′(map ′α ′xs) (103)
minus ′x ′0 → x (104)
minus ′(s ′x) ′(s ′y) → minus ′x ′y (105)
div ′0 ′(s ′y) → 0 (106)
div ′(s ′x) ′(s ′y) → s ′(div ′(minus ′x ′y) ′(s ′y)) (107)
26If λ does not occur in left-hand sides then one can always eliminate λ by introducing corresponding
named functions. For example, instead of using the rule
f x xs→ map (λy.y + x ∗ y) xs
one can add an additional function g and then use the following two rules.
f x xs→ map (g x) xs
g x y → y + x ∗ y
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In this TRS the only defined function symbol is ′ while all remaining function symbols
are constructors. Therefore, we obtain the following set of dependency pairs. Here, ] is
the tuple-symbol of ′ and we use ] as an infix-symbol, too.
map ′α ] (cons ′x ′xs) → cons ′(α ′x) ] (map ′α ′xs) (108)
map ′α ] (cons ′x ′xs) → cons ] (α ′x) (109)
map ′α ] (cons ′x ′xs) → α ] x (110)
map ′α ] (cons ′x ′xs) → map ′α ] xs (111)
minus ′(s ′x) ] (s ′y) → minus ′x ] y (112)
minus ′(s ′x) ] (s ′y) → minus ] x (113)
div ′(s ′x) ] (s ′y) → s ] (div ′(minus ′x ′y) ′(s ′y)) (114)
div ′(s ′x) ] (s ′y) → div ′(minus ′x ′y) ] (s ′y) (115)
div ′(s ′x) ] (s ′y) → div ] (minus ′x ′y) (116)
div ′(s ′x) ] (s ′y) → minus ′x ] y (117)
div ′(s ′x) ] (s ′y) → minus ] x (118)
Since R falls in a class of TRSs where innermost termination is equivalent to ter-
mination we choose Q = lhs(R). As usual we first transform the initial DP problem
(DP(R),Q,R,m) by the dependency graph processors of Theorems 3.3 and 3.4. We use
the graph estimation of Definition 3.9 together with the estimated Cap-function ICap.
This results in three new DP problems corresponding to the three different functions map,
minus, and div: ({(110), (111)},Q,R,m), ({(112)},Q,R,m), and ({(115)},Q,R,m).
This corresponds to the real dependency graph.
Note that here we really need the estimated Cap-function ICap which is based on
unification. With previous dependency graph estimations which are based on the Cap-
function of [AG00] that just looks at the root symbols we obtain a different result.
In that case the estimation cannot delete any edge between two dependency pairs of
{(108), (110), (111), (112), (115), (117)}. Thus, instead of a clear separation one would
have to prove termination of all functions together. Note that this is not possible using
all processors of Chapters 3 and 4 if one uses quasi-simplification orders. (Of course, we
exclude the processor to estimate the dependency graph with ICap.) Moreover, even the
processors of this chapters will not be successful.
The problem is that if an estimated Cap-function ECap only looks at the root symbols
then it must replace every term t1
′t2 by a fresh variable. But as nearly every term is built
by ′ this obviously is a coarse estimation. Consider the right-hand side of (108). Then
ECap
{map ′α ] (cons ′x ′xs)}
R,Q (cons
′(α ′x) ] (map ′α ′xs)) = y ] z since the subterms cons ′(α ′x)
and map ′α ′xs have the defined symbol ′ as root. And as the term y ] z unifies with the
left-hand sides of every dependency pair, there are connections from (108) to every other
dependency pair if one uses ECap.
In contrast, ICap
{map ′α ] (cons ′x ′xs)}
R,Q (cons
′(α ′x) ] (map ′α ′xs)) = cons ′y ] z. The reason
is that both the terms α ′x and map ′α ′xs unify with left-hand sides ofR and therefore are
replaced by fresh variables. However, the term cons ′y does not unify with any left-hand
side of R and thus, is not replaced by a fresh variable. And since cons ′y ] z does not unify
with any left-hand side of DP(R), the dependency pair (108) has no outgoing edge to
another dependency pair.
As we are in the innermost case we can often simplify the remaining DP problems by
the usable rules processor of Theorem 3.25. Here, we obtain a similar result as for the
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dependency graph estimation. For each of the three DP problems all rules of R are usable
if one uses the estimation of [AG00]. Again the reason is that in [AG00] only the root
symbols were analyzed. In that case if a right-hand side contains the application symbol
′ then all ′-rules are usable. As every rule of R has as root the application symbol these
are all rules.
But if we use the improved usable rules estimation IU of Definition 3.26 with ICap then
we obtain the real usable rules for all three DP problems: IU(({(110), (111)},Q,R)) =
IU(({(112)},Q,R)) = ∅ and IU(({(115)},Q,R)) = {(104), (105)}.
Two of the resulting DP problems can be solved by any reduction pair processor of Sec-
tion 4. For D12 = ({(110), (111)},Q,∅,m) and ({(112)},Q,∅,m) it suffices to use the
embedding order and no argument filter to delete all pairs (110), (111), and (112). How-
ever, the remaining DP problem D13 = ({(115)},Q, {(104), (105)},m) cannot be solved
by any reduction pair processor when using a quasi-simplification order. Since it does not
contain a map-rule any more, one would like to change it back to conventional functional
form. Then it could be replaced by the DP problem D14 = (P ′,Q′,R′,m) with P ′ =
{DIV(s(x), s(y))→ DIV(minus(x, y), s(y))}, the set Q′ = {map(α, nil), map(α, cons(x, xs)),
minus(x, 0), minus(s(x), s(y)), div(0, s(y)), div(s(x), s(y))}, and the TRS R′ = {minus(x, 0)
→ x,minus(s(x), s(y)) → minus(x, y)}. This DP problem is then easy to solve: for ex-
ample, the constraints of any reduction pair processor of Section 4 are satisfied by the
polynomial order which maps s(x) to x + 1, minus(x, y) to x, and every other symbol to
the sum of its arguments. Thus, termination could immediately be proved automatically.
This chapter is organized as follows. In Section 6.1 it is shown how to transform DP
problems like D13 into D14. Thereby, we extend the work of [KKSV96] in two ways.
Whereas in [KKSV96] it is shown that one can do this transformation on the level of
TRSs, we perform it on DP problems. And moreover, in [KKSV96] only full rewriting
is considered whereas we consider Q-restricted rewriting. Our results also extends the
work of [GTS05b], since there, only full- and innermost rewriting are considered, and
moreover, minimality is not investigated. Here, we will provide a new example to prove
that even for full termination minimality cannot be preserved. To overcome this problem,
in Section 6.2 we combine the transformation from applicative to functional form with
the reduction pair processors which are based on needed rules. In that way, minimality
can be preserved. Finally, needed rules w.r.t. argument filters are integrated in Section
6.3.
6.1. From Applicative to Functional Form
Some applicative DP problems can be transformed (back) to ordinary functional form.
In particular, this holds for problems resulting from first-order functions (encoded by
currying). This transformation is advantageous: e.g., the reduction pair processors in
Chapter 4 are significantly more powerful for DP problems in functional form, since
standard reduction orders focus on the root symbol when comparing terms.
Now we characterize those applicative TRSs which correspond to first-order functions
and can be translated into functional form. In these TRSs, for any function symbol f
there is a number n (called its applicative arity or just a-arity) such that f only occurs
in terms of the form f ′t1 ′ . . . ′tn. So there are no applications with too few or too many
arguments. Moreover, there are no terms x ′t where the first argument of ′ is a variable.
Definition 6.2 extends this idea from TRSs to DP problems.
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As we have seen in Example 6.1, in DP problems there is not just one application
symbol, but usually there are two application symbols ′ and ], and the remaining symbols
are constants. We generalize from two application symbols to a set of function symbols.
For the remainder of this chapter we fix the applicative signature to F ∪ F ′ where
F only contains constants and F ′ consists of binary function symbols. Elements of F
are usually denoted with f, g, . . . and elements of F ′ are ?1 , ?2 , . . . and are always used
in infix-notation. We also fix a function a-ar : F → IN which specifies the applicative
arities for the symbols in F . Additionally we introduce the functional signature Ffunc =
{f?1 ...?n | f ∈ F , a-ar(f) = n} where each f?1 ...?n has arity n. To increase readability in
examples we often identify f ′ ··· ′ with f and f ′ ··· ′ ] with F .
Definition 6.2 (Proper). Let (P ,Q,R, f) be an applicative DP problem. A term t is
proper iff t ∈ V or t = f ?1t1?2 . . . ?ntn where in the latter case, a-ar(f) = n and all ti are
proper. Moreover, a DP problem (P ,Q,R, f) is proper iff all terms in P, Q, and R are
proper.
The remaining DP problem D13 of Example 6.1 for div is proper. Here, minus, div, cons,
and map have a-arity 2, s has a-arity 1, and 0 and nil have a-arity 0. But the problem
D12 for map is not proper as (110) contains the subterm α ] x with α ∈ V . Note that
D13 would not be proper if Q were a set of rules, since then Q would still contain the
recursive, non-proper map-rule. Hence, here we benefit from Q being a set of terms.
The following transformation translates proper terms from applicative to functional
form. To this end, f ?1t1
?2 . . . ?ntn is replaced by f?1 ...?n (. . .), where a-ar(f) = n and f?1 ...?n
is a function symbol of the functional signature Ffunc. In this way, D13 is transformed
into D14 in Example 6.1.
Definition 6.3 (A-Transformation). A maps every proper term of T (F ∪ F ′,V) to a
term of T (Ffunc, V):
• A(x) = x for all x ∈ V
• A(f ?1t1?2 . . . ?ntn) = f?1 ...?n (A(t1), . . . ,A(tn)) for all f ∈ F
A is lifted to sets of terms, rules, TRSs, pair-graphs, and substitutions by applying A
component-wise.
In the following, we say that a substitution σ is proper if σ(x) is proper for all x ∈ V .
Moreover, let Tproper be the set of proper terms from T (F ∪ F ′,V) and let Tfunc =
T (Ffunc,V).
Lemma 6.4 (Properties of A). Let (P ,Q,R, f) be a proper DP problem and let A−1 be
the inverse mapping to A. For all t of Tproper, all u, v of Tfunc, all proper substitutions
σ : V → Tproper, and all substitutions δ : V → Tfunc, the following properties are valid.
(i) A(tσ) = A(t)A(σ) and A−1(uδ) = A−1(u)A−1(δ)
(ii) If t→R s then s ∈ Tproper
(iii) t ∈ NF (Q) iff A(t) ∈ NF (A(Q))
(iv) t Q→mR s implies A(t) A(Q)→ mA(R) A(s), and u A(Q)→ mA(R) v implies A−1(u) Q→mR A−1(v)
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Our aim is to prove soundness of the processor which replaces proper DP problems
(P ,Q,R, f) by (A(P),A(Q),A(R), f). To this end, one can show that every (P ,Q,R, f)-
chain results in an (A(P),A(Q),A(R), f)-chain, i.e., that tiσ Q→∗R si+1σ implies that
there is a reduction A(ti)σ′ A(Q)→ ∗A(R) A(si+1)σ′ for some substitution σ′. The problem is
that although all terms in P , Q, and R are proper, the substitution σ may introduce
non-proper terms. For that reason we cannot directly use Lemma 6.4.
However, we now show that if NF (Q) ⊆ NF (R) then every (P ,Q,R)-chain which uses
a substitution σ can also be obtained by using a substitution with proper terms. To this
end, we introduce another transformation Y from arbitrary to proper terms which simply
replaces non-proper subterms t by a fresh variable ⊥t, and then we replace σ by Y(σ).
Unfortunately t Q→R s does not imply Y(t) Q→R Y(s) in general. The problem is that
improper terms can be rewritten to proper ones. Consider t = minus ′s ′0 ′x. While
t Q→R s ′x using the rule (104), the term Y(t) = ⊥minus ′ s ′0 ′x is a normal form and cannot
be reduced to Y(s) = s ′x. Hence, if the substitution can contain R-redexes, i.e., if
NF (Q) 6⊆ NF (R) then Y cannot be successfully used. However, in the other case t Q→R s
indeed implies Y(t) Q→R Y(s), provided that t has the form qσ for a proper term q and a
Q-normal substitution σ.
Later in Definition 6.10, we will also see another transformation Z which can be used
for arbitrary sets Q but which has other drawbacks compared to Y .
Definition 6.5 (Y-Transformation). Y is the transformation from T (F∪F ′,V) to T (F∪
F ′,V unionmulti V ′), where V ′ = {⊥t | t ∈ T (F ∪ F ′,V)} are fresh variables.
• Y(x) = x, for all x ∈ V
• Y(f ?1t1?2 . . . ?ntn) = f ?1Y(t1)?2 . . . ?nY(tn), for all f ∈ F with a-ar(f) = n
• Y(t) = ⊥t, for all other t ∈ T (F ∪ F ′,V)
Moreover, for any substitution σ, Y(σ) is the substitution with Y(σ)(x) = Y(σ(x)).
Lemma 6.6 (Properties of Y). Let (P ,Q,R, f) be a proper DP problem, let t and s be
from T (F ∪ F ′,V), let σ : V → T (F ∪ F ′,V), and let µ : V → T (F ∪ F ′,V unionmulti V ′).
(i) Y(t) is proper
(ii) If t is proper then Y(tσ) = tY(σ).
(iii) If t is in Q-normal form then Y(t) is in Q-normal form.
(iv) If σ is Q-normal, t is proper, and NF (Q) ⊆ NF (R) then tσ Q→mR s implies Y(tσ) Q→mR
Y(s).
(v) If σ is Q-normal and Y(tσ) is in Q-normal form then tσ is in Q-normal form.
(vi) If σ is Q-normal and t is proper then termination of tσ w.r.t. Q→R implies termina-
tion of Y(tσ) w.r.t. Q→R.27
27Note that Y does not preserve termination w.r.t. Q→R for arbitrary terms t. Consider the TRS R =
{f ′(g ′x ′y) → f ′(g ′x ′y), g ′x ′x → a, b → a, c → a} and Q = lhs(R). Then t = f ′(g ′(x ′b) ′(x ′c))
is terminating w.r.t. Q→R: the only possible reduction is t Q→2R f ′(g ′(x ′a) ′(x ′a)) Q→R f ′a which is a
normal form w.r.t. Q→R. On the other hand Y(t) = f ′(g ′⊥x ′a ′⊥x ′b) Q→R Y(t) Q→R . . . .
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t1σ
Q→∗R s2σ , t2σ Q→∗R s3σ , . . .
Y(t1σ) Q→∗R Y(s2σ) , Y(t2σ) Q→∗R Y(s3σ) , . . .
t1Y(σ) Q→∗R s2Y(σ) , t2Y(σ) Q→∗R s3Y(σ) , . . .
A(t1Y(σ)) A(Q)→ ∗A(R) A(s2Y(σ)) , A(t2Y(σ)) A(Q)→ ∗A(R) A(s3Y(σ)), . . .
A(t1)A(Y(σ)) A(Q)→ ∗A(R) A(s2)A(Y(σ)), . . . . . .
Figure 6.7.: Transformation of chains
Combining Lemmas 6.4 and 6.6 allows us to transform each (P ,Q,R)-chain into an
(A(P),A(Q),A(R))-chain as depicted in Figure 6.7: The first row is the original chain
where σ may contain improper terms. Then applying Y yields the second row, where still
all reductions are possible due to Lemma 6.6 (iv). Afterwards we can extract the terms si
and ti by Lemma 6.6 (ii) which results in the third row. Hence, we have now obtained a
chain where the substitution contains only proper terms due to Lemma 6.6 (i). Therefore,
it is now possible to apply the A-transformation where by Lemma 6.4 (iv) the reductions
can by done by
A(Q)→ ∗A(R). By Lemma 6.4 (i) we finally get our desired chain in the fifth row:
By using the remaining properties of Lemmas 6.4 and 6.6, one can show the two desired
properties that minimality is preserved and that each term A(si)A(Y(σ)) is in normal
form w.r.t. A(Q).
Hence, we can formulate the desired processor which transforms proper applicative DP
problems into functional form whenever NF (Q) ⊆ NF (R).
Theorem 6.8 (A-Transformation Processor). The following processor Proc is sound and
complete. For any DP problem (P ,Q,R, f), let Proc return
• {(A(P),A(Q),A(R), f)} if (P ,Q,R, f) is proper and NF (Q) ⊆ NF (R)
• {(P ,Q,R, f)} otherwise.
We demonstrate the use of the new theorem in the running example of this chapter.
Example 6.9. We continue in the termination proof of Example 6.1 with its remaining
DP problem D13 = ({(115)},Q, {(104), (105)},m).
div ′(s ′x) ] (s ′y) → div ′(minus ′x ′y) ] (s ′y) (115)
minus ′x ′0 → x (104)
minus ′(s ′x) ′(s ′y) → minus ′x ′y (105)
The result of the A-transformation processor of Theorem 6.8 is the DP problem D14 =
({(119)},A(Q), {(120), (121)},m).
DIV(s(x), s(y)) → DIV(minus(x, y), s(y)) (119)
minus(x, 0) → x (120)
minus(s(x), s(y)) → minus(x, y) (121)
Now, D14 can be solved using a reduction pair processor with the embedding order and a
suitable argument filter.
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The problem of Theorem 6.8 is its restricted applicability. We would also like to have a
corresponding theorem without the restriction NF (Q) ⊆ NF (R). As argued before, the
transformation Y cannot be used in the general case.
However, we now present a transformation Z such that instead of σ one can use the
proper substitution Z(σ) to build a chain. Here, Z transforms arbitrary terms t and s
into proper ones such that t Q→∗R s implies Z(t) →∗R Z(s). Z replaces terms where a
variable is on the first argument of a binary symbol ?i or where a function symbol f has
too few arguments by a fresh variable ⊥. If f is applied to more arguments than its a-arity
n, the first n arguments are modified by applying them to the arguments on positions
n+ 1, n+ 2, . . .. Afterwards, the arguments on the positions n+ 1, n+ 2, . . . are deleted.
As an example, regard the non-proper term t = minus ′s ′0 ′x where the symbol minus
with a-arity 2 is applied to 3 arguments. Z removes the argument x and modifies the
arguments s and 0 by applying them to x. So t is replaced by minus ′(s ′x) ′(0 ′x). Now Z
is called recursively on the subterms and therefore, the argument x of the symbol 0 with
a-arity 0 is removed. Hence, Z(t) = minus ′(s ′x) ′0. Note that for the original non-proper
term t, we have t→R s ′x by the collapsing minus-rule (104). Similarly, we now also have
Z(t)→R Z(s ′x) = s ′x.
Definition 6.10 (Z-Transformation). Z is the following transformation from terms of
T (F ∪F ′,V) to T (F ∪F ′,V unionmulti{⊥}), where ⊥ is a fresh variable. Here, x ∈ V and f ∈ F
with a-ar(f) = n.
• Z(x) = x
• Z(f ?1t1?2 . . . ?ktk) =
f ?1Z(t1?n+1tn+1?n+2 . . . ?ktk)?2 . . . ?nZ(tn?n+1tn+1?n+2 . . . ?ktk), if k ≥ n
• Z(t) = ⊥, for all other t ∈ T (F ∪ F ′,V)
Moreover, for any substitution σ, Z(σ) is the substitution with Z(σ)(x) = Z(σ(x)).
That Y cannot be used in the general case was already illustrated in the paragraph
before Definition 6.5. However, we cannot use Z to get the results of Theorem 6.8 either,
as Z preserves neither the strategy nor the termination behavior as Y does. Consider
for example Q = lhs(R) together with the TRS R with the rules f ′(g ′x ′y ′z) → z and
g ′x ′x ′y → 0. We obtain t Q→R 0 for the non-proper term t = f ′(g ′(0 ′x) ′(0 ′y) ′0),
whereas Z(t) = f ′(g ′0 ′0 ′0) only reduces to f ′0. So the problem is that Z can make
different subterms equal by eliminating “superfluous” arguments. A similar example can
be given to show that termination is not preserved. So we really need both transformations
Y and Z.
The following lemma states the desired properties of Z formally.
Lemma 6.11 (Properties of Z). Let (P ,Q,R, f) be a proper DP problem, let t and s be
from T (F ∪ F ′,V), and let σ : V → T (F ∪ F ′,V).
(i) Z(t) is proper
(ii) If t is proper then Z(tσ?n+1tn+1?n+2 . . . ?ktk) = tZ(σ). Here, σ is substitution defined
by σ(x) = σ(x)?n+1tn+1
?n+2 . . . ?ktk.
(iii) t→∗R s implies Z(t)→∗R Z(s)
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Now we can formulate a second processor to transform applicative DP problems using
the A-transformation where the idea is to transform chains in the same way as before.
One just has to exchange Y by Z in Figure 6.7, and additionally one has to drop Q from
the second row onwards.
Theorem 6.12 (A-Transformation Processor). The following processor Proc is sound.
For a DP problem (P ,Q,R, f), Proc returns
• {(A(P),∅,A(R), a)}, if (P ,Q,R, f) is applicative and P ∪R is proper
• {(P ,Q,R, f)}, otherwise.
If Q = ∅ then Proc is even complete.
With the new processors of Theorems 6.8 and 6.12 and our new improved estimation
of dependency graphs (Definition 3.9 using Definition 3.11 as estimated Cap-function),
it does not matter any more for an (innermost) termination proof whether first-order
functions are represented in applicative or in ordinary functional form. The reason is
that if they are represented by applicative rules, then all dependency pairs with non-
proper right-hand sides are not in SCCs of the estimated dependency graph. Hence, after
applying the dependency graph processors, all remaining DP problems are proper and
can be transformed into functional form by Theorems 6.8 or 6.12.
Moreover, in this way one can also prove that R is (innermost) terminating iff A(R)
is (innermost) terminating, provided that R is proper. For termination this was already
shown in [KKSV96], but it is a new result for innermost termination.
Nevertheless, there are some problems with Theorem 6.12, since the processor preserves
neither the strategy nor minimality. That this cannot be achieved without requiring
NF (Q) ⊆ NF (R) as in Theorem 6.8, is illustrated in the following examples.
Example 6.13. We first show that the strategy cannot be preserved if we are not in the
innermost case. Let P consist of the pair
f ′(g ′x) ′(h ′y) ] z → f ′z ′z ] z (122)
let R consist of the two rules
c ′x ′y → x (123)
c ′x ′y → y (124)
and let Q = {c ′(g ′x) ′y, c ′x ′(g ′y)}. Then one can build the following infinite minimal
(P ,Q,R)-chain.
f ′(c ′g ′h ′x) ′(c ′g ′h ′x) ] (c ′g ′h ′x)
Q→R f ′(g ′x) ′(c ′g ′h ′x) ] (c ′g ′h ′x)
Q→R f ′(g ′x) ′(h ′x) ] (c ′g ′h ′x)
Q→P,ε f ′(c ′g ′h ′x) ′(c ′g ′h ′x) ] (c ′g ′h ′x)
Q→R . . .
Note that to build this chain we used the non-proper subterm c ′g ′h ′x which can be
reduced to the two proper terms g ′x and h ′x.
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However, for the A-transformed problem with the following pairs and rules
F(g(x), h(y), z) → F(z, z, z) (125)
c(x, y) → x (126)
c(x, y) → y (127)
and the set A(Q) = {c(g(x), y), c(x, g(y))} there is no infinite chain any more. This can be
seen as follows: obviously the variable z of pair (125) must be instantiated by σ such that
zσ is reducible to both g(x)σ and h(x)σ. But then zσ must contain a subterm c(g(t1), t2)
or c(t3, g(t4)). In both cases zσ is not in A(Q)-normal form. Hence, the instantiated
left-hand side of (125) is not in A(Q)-normal form which proves that there is no infinite
chain.
In Example 6.13 we have seen that the strategy cannot be preserved in the processor of
Theorem 6.12. The next example demonstrates that this applies for minimality as well,
even if Q is the empty set.
Example 6.14. We extend the TRS R of Example 6.13 by the following rules.
c ′(g ′x) ′y → c ′(g ′x) ′y (128)
c ′x ′(g ′y) → c ′x ′(g ′y) (129)
Now consider the DP problem ({(122)},∅, {(126), (127), (128), (129)}, f). We obtain
exactly the same infinite chain as in Example 6.13 which is again minimal. However, with
the same argument as before any infinite chain in the A-transformed DP problem must
instantiate z by a term that contains c(g(t1), t2) or c(t3, g(t4)) as a subterm. But then
the resulting chain cannot be minimal due to the A-transformed rules (128) and (129).
Notice that the two A-transformation processors of Theorems 6.8 and 6.12 do not sub-
sume each other, even in the case that NF (Q) ⊆ NF (R). The reason is that Theorem 6.12
does not require that Q is proper. Nevertheless, losing minimality is a severe problem as
many of the powerful processors of Chapter 4 require minimality. However, the situation
is quite similar to the one where one applies the needed rules processor of Theorem 4.12:
using Theorem 6.12 directly destroys strategy and minimality. A better way would be to
combine it with the reduction pair processor in a similar way to that of Theorem 4.18.
Then one preserves minimality but only has to search for orders that orient the constraints
arising of the A-transformed rules and pairs. This approach and the adaptation of other
processors of Sections 4.2 and 4.3 are investigated in the following section.
6.2. Needed Rules for Applicative DP Problems
The main problem of the processors of the previous section is that they do not work well
if we are not in the innermost case. First, as the usable rules are often the whole TRS one
cannot easily delete the improper rules and thus, the A-transformation cannot be applied
as all rules must be proper. And second, even if A is applicable then we lose minimality
which is required for most of the powerful processors of Chapter 4.
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To solve the first problem one can apply the needed rules processor of Theorem 4.12
to delete improper unneeded rules, but with the disadvantage that minimality is lost.28
Alternatively, one can try to use the needed rules processor of Theorem 4.20, but this
processor often is not applicable as one has to find reduction pairs over the applicative
signature. And even after its successful application one still would lose minimality by the
A-transformation of Theorem 6.12.
To this end, we will adapt the transformation I to a similar transformation I ′ which
combines I with A. For this transformation it is only required that P and the needed
rules are proper, and the unneeded rules may contain arbitrary improper terms. Then
we can formulate new processors which can delete all strictly decreasing pairs, strictly
decreasing rules, and unneeded rules, if the A-transformed constraints can be solved.
Moreover, we present a new processor which can apply the A-transformation and loses
neither minimality nor the strategy.
The main idea of the transformation I ′ is similar to the idea of I. If we are not sure
that only needed rules can be applied on a term t then we use a fresh binary symbol c
to store all possible results of reducing t into a set which is encoded by c. Then using Cε
we can access each of this reducts of t. However, the main difference to I is that we are
only interested in reductions leading to proper terms and that then we directly store the
A-transformed terms in the set.
In the details of I ′ we see two more differences to I. First there is an additional forth
case. This case is needed to handle improper terms. And second, one has to deal with
possible reductions of a term f ?1t1
?2 . . . ?ntn where f has a-arity n and where the redex is
f ?1t1
?2 . . . ?iti for i < n.
Definition 6.15 (I ′). Let N = N (P ,Q,R) be the set of needed rules of the given DP
problem, and let u1 → v1, u2 → v2, . . . be an infinite minimal (P ,Q,R)-chain. Let ECap
be the estimated Cap-function that is used to define the needed rules. Let P ∪ N be
proper. W.l.o.g. we assume that σ is the substitution used for instantiating every ui → vi.
Moreover, whenever in the reduction of viσ a rule `j → rj ∈ R is applied, then by renaming
the variables in the rule we again assume that the rule is instantiated by σ in that rewrite
step. Let Sall contain all ui and all direct subterms of each `j. Let c be the new constant
and let ⊥ be the new variable which are introduced by Comp. We define the mapping I ′
from terms that terminate w.r.t. Q→R to functional terms of T (Ffunc unionmulti {c},V unionmulti {⊥}) as
follows.
• I ′(x) = x for every variable x
• I ′(f ?1t1?2 . . . ?ntn) = f?1 ...?n (I ′(t1), . . . , I ′(tn)), if a-ar(f) = n and if there is no rule
`→ r ∈ R \N and no 0 ≤ i ≤ n such that CapSallσR,Q (f ?1t1?2 . . . ?i−1ti−1)?iCapSallσR,Q (ti)
unifies with ` by some mgu µ where (Sallσ∪{`1, . . . , `k})µ ⊆ NF (Q). Here, `1, . . . , `k
are the direct subterms of `.
• I ′(f ?1t1?2 . . . ?ntn) = c(f?1 ...?n (I ′(t1), . . . , I ′(tn)),Comp(Red ′(t))), if the former case
is not applicable, and if a-ar(f) = n.
• I ′(t) = c(⊥,Comp(Red ′(t))), otherwise.
28 If we naively use the needed rules processor of Theorem 4.12 then afterwards the A-transformation
is still not applicable as the resulting DP problem is never proper. The reason is that Cε consists of
improper rules. However, one can easily adapt Theorem 4.12 where one replaces Cε byA−1(Cε). And if
improper terms only occurred in the unneeded rules then one could indeed apply the A-transformation
afterwards. Nevertheless, minimality is lost which is not the case in the upcoming results.
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As usual, Red ′(t) = {I ′(s) | t Q→R s}, and I ′ is extended to substitutions.
We obtain similar properties as in Lemma 4.11. The only main difference is that one has
to demand that certain terms are proper and the resulting reductions are not w.r.t.→N∪Cε ,
but w.r.t. →A(N )∪Cε .
Lemma 6.16 (Properties of I ′). Let P ,Q,R,N , u1 → v1, u2,→ v2, . . . ,Sall, σ be as in
Definition 6.15. Let t be terminating w.r.t. Q→R.
(i) If N SR,Q(t) ⊆ N , S ⊆ Sall, and t is proper then I ′(tσ) = A(t)I ′(σ).
(ii) If t is proper then I ′(tσ)→∗Cε A(t)I ′(σ).
(iii) If t Q→R s, and I ′(t) is built by the third or forth case then I ′(t)→+Cε I ′(s).
(iv) If t Q→R s is a reduction at the root position and I ′(t) is built by the second case
then I ′(t)→∗Cε→A(N ) I ′(s).
(v) If t Q→ s then I ′(t)→+A(N )∪Cε I ′(s).
(vi) A(u1 → v1),A(u2 → v2), . . . is an (A(P),∅,A(N ) ∪ Cε)-chain.
Now we can formulate the processor based on I ′. It encapsulates many processors of
Chapter 4 based on needed rules in one definition, and it combines them all with the A-
transformation. In all cases we only have to solve constraints over the functional signature
and it is only required that the needed rules are proper. We will discuss the relations
between these processors and the corresponding processors of Chapter 4 directly after the
theorem.
Theorem 6.17 (Processors Based on Needed Rules for Applicative DP Problems). Let
(%,) be a reduction pair where % is Cε-compatible. Let ECap be the estimated Cap-
function for the needed rules, let N = N (P ,Q,R). Then the following processor Proc
is sound. For a DP problem (P ,Q,R, f), Proc can return {(P ,Q,R, f)} or one of the
following sets of DP problems.
(A) {(A(P),∅,A(N ) ∪ Cε, a)},
if P ∪N is proper and if f =m
(B) {(P ,Q,N ′, f)},
if P ∪N is proper, f =m, A(P ∪N ) ⊆ %, N ′ = N \ {`→ r ∈ N | A(`)  A(r)},
and if  is monotonic and Cε-compatible
(C) {(A(P),A(Q),A(N ′), f)},
if P∪N∪Q is proper, f =m, A(P∪N ) ⊆ %, N ′ = N\{`→ r ∈ N | A(`)  A(r)},
and if  is monotonic and Cε-compatible
(D) {(P \ {s→ t ∈ P | A(s)  A(t)},Q,R, f)},
if P ∪N is proper, f =m, A(P ∪N ) ⊆ %, and if A(P) ∩  6= ∅
The processor is complete in all cases but (A).
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Alternative (A) clearly corresponds to the combination of applying first the needed rules
processor of Theorem 4.12 followed by an application of the A-transformation processor of
Theorem 6.12, cf. Footnote 28. This processor loses minimality and is incomplete, but on
the other hand it has very few requirements: it is not required to find a suitable reduction
pair directly. Hence, this processor should be used if one wants to apply other processors
that benefit from different root symbols afterwards. Examples include processors that are
based on semantic labeling, cf. Chapter 7.
However, if one can find a reduction pair satisfying the constraints then one should
not use alternative (A). If one uses monotonic reduction pairs that are Cε-compatible
then with alternative (B) we get a similar processor to the needed rules processor of
Theorem 4.20. However, here we also integrated the effect of the rule removal processor
of Theorem 4.22. The reason is that in Chapter 4 both theorems for the needed rules
processor and the rule removal processor can be applied in sequence without problems.
This is not the case in the applicative case. Even after one has removed all unneeded rules
(R \ N ), one still remains with an applicative problem. Hence, one again wants to look
at the A-transformed constraints to remove rules, and this is what is done in alternative
(B).
Note that in alternatives (A) and (B) there is no requirement that Q is proper. This
is different in alternative (C). If additionally Q is proper then one can return the A-
transformed DP problem of the result of alternative (B).29 The requirement that Q must
be proper is essential, because otherwise it would be impossible to apply A on Q.
Finally, alternatives (B) and (C) require that the strict order is monotonic which for-
bids the use of argument filters. This is not the case in alternative (D) which directly
corresponds to the reduction pair processor of Theorem 4.18.
We illustrate the use of Theorem 6.17 in the following variant of our running example.
Example 6.18. Let R be the TRS of Example 6.1 where we added rules to get a random
number and where we modified the recursive minus-rule.
map ′α ′nil → nil (102)
map ′α ′(cons ′x ′xs) → cons ′(α ′x) ′(map ′α ′xs) (103)
random → 0 (130)
random → s ′0 (131)
p ′(s ′x) → x (132)
minus ′x ′0 → x (104)
minus ′x ′(s ′y) → p ′(minus ′x ′(p ′(s ′y))) (133)
div ′0 ′(s ′y) → 0 (106)
div ′(s ′x) ′(s ′y) → s ′(div ′(minus ′x ′y) ′(s ′y)) (107)
Note that this TRS does not belong to a class where innermost termination implies ter-
mination due to the random-rules. Hence, using the processors of Chapters 3 and 4 in com-
bination with standard orders, we remain with the two DP problems ({(134)},∅,R,m)
29For alternative (C) it is not really required to integrate the effect of the rule removal processor as this
processor would be applicable afterwards. However, then (B) would have less requirements than (C)
but it would be able to delete more rules which looks counterintuitive. Therefore, also in (C) it is
allowed to delete rules which are strictly decreasing.
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and ({(115)},∅,R,m) where both DP problems still contain the whole TRS R.
minus ′x ] (s ′y) → minus ′x ] (p ′(s ′y)) (134)
div ′(s ′x) ] (s ′y) → div ′(minus ′x ′y) ] (s ′y) (115)
Since R is not proper we cannot apply the A-transformation with the processors of
the previous section. However, the only needed rule of the further DP problem is (132).
Hence, by using alternative (C) of Theorem 6.17 one can simplify this DP problem to
({MINUS(x, s(y))→ MINUS(x, p(s(y)))},∅,∅,m) by a polynomial order which maps s(x)
to x+ 1 and every other symbol to the sum of its arguments. This problem is then easy
to solve by the processors based on the dependency graph.
For the other remaining DP problem we can neither apply alternative (C) nor alternative
(B) if we use a quasi-simplification order due to the monotonicity requirements. But the
other two alternatives succeed. The set of needed rules is {(132), (104), (133)} and for
example, we can choose the embedding order and the argument filter which only replaces
minus by its first argument to solve the constraints of alternative (D).
6.3. Argument Filters for Applicative DP Problems
What is missing in the previous section is a processor that corresponds to the reduction
pair processor based on argument filters and needed rules of Theorem 4.32 where one only
has to build constraints for the needed rules w.r.t. a given argument filter. It may be the
case that the needed rules still contain improper terms, but if one regards the argument
filter then all these improper rules are not needed any more, or the improper parts of the
rules are dropped by the filter. This is illustrated further in the upcoming example.
Of course, one wants to obtain needed rules w.r.t. an argument filter over the func-
tional signature with n-ary symbols and not with an argument filter over the applicative
signature where we can specify a filter only for the binary application symbols.
Example 6.19. We consider the following TRS implementing the sieve of Eratosthenes.
divides ′(s ′x) ′0 → true (135)
divides ′(s ′x) ′(s ′y) → div ′(s, x) ′y ′x (136)
div ′x ′y ′0 → divides ′x ′y (137)
div ′x ′0 ′(s ′z) → false (138)
div ′x ′(s ′y) ′(s ′z) → div ′x ′y ′z (139)
generate ′x ′0 → nil (140)
generate ′x ′(s ′y) → cons ′x ′(generate ′(s ′x) ′y) (141)
filter ′α ′nil → nil (142)
filter ′α ′(cons ′x ′xs) → if ′(α ′x) ′x ′(filter ′α ′xs) (143)
if ′true ′x ′xs → xs (144)
if ′ false ′x ′xs → cons ′x ′xs (145)
if ′true ′x ′xs → xs (146)
sieve ′nil → nil (147)
sieve ′(cons ′x ′xs) → cons ′x ′(sieve ′(filter ′(divides ′x) ′xs)) (148)
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Here, divides computes whether the second argument is divisible by its first argument.
The term generate ′x ′y evaluates to the list [x, x + 1, . . . , x + y − 1]. The higher-order
function filter takes a function α and a list as input and drops all elements x from the list
where α(x) is true. Finally, sieve ′ [2, 3, . . . , x] computes the list of prime numbers between
2 and x by filtering recursively all numbers that are divisible by a detected prime number.
Hence, the term sieve ′(generate ′2 ′(x− 1)) computes all primes up to x.
Here, we see a new challenge for proving termination. In the recursive call of the
function sieve we have a call to the higher-order function filter and moreover, we see a
partial application of the divides-function. Hence, the resulting DP problem will not be
proper. However, if we partially apply the A-transformation and directly use an argument
filter pi over the functional signature which drops the first argument of filter and if, then
the higher-order parts are deleted and we get no problems in the A-transformation. This
idea leads to the new notion of pi-proper which essentially is the requirement that in
this combined process of argument filtering and A-transforming – which is called Api-
transformation – one will never encounter subterms that cannot be Api-transformed.
Moreover, if we already know that certain parts are deleted then we can also exploit this
fact to get less needed rules w.r.t. pi. For example, then the divides-rules are not needed
any more. These considerations result in Definition 6.21 about needed rules w.r.t. pi and
in the corresponding processor in Theorem 6.22, which is strictly more powerful than the
processor of Theorem 6.17 (D).
Definition 6.20 (pi-Proper and Api). Let F ∪ F ′ be an applicative signature, let a-ar :
F → IN determine the arities of the applicative signature, let pi be an argument filter over
the functional signature Ffunc. Then a term t ∈ T (F ∪ F ′,V) is pi-proper iff
• t is a variable or
• t = f ?1t1?2 . . . ?ntn, a-ar(f) = n, and for every i ∈ RegPospi(f?1 ...?n ) the term ti is
pi-proper.
We define the Api-transformation from pi-proper terms to filtered functional terms as
• Api(x) = x for every variable x,
• Api(f ?1t1?2 . . . ?ntn) = Api(ti), if pi(f?1 ...?n ) = i, and
• Api(f ?1t1?2 . . . ?ntn) = f?1 ...?n (Api(ti1), . . . ,Api(tik)), if pi(f?1 ...?n ) =
[i1, . . . , ik].
We extend pi-proper to rules, substitutions, and sets of rules where we require that all
occurring terms are pi-proper. We also extend Api to pi-proper rules, substitutions, and
sets of rules where we apply Api component-wise.
To define a version of needed rules w.r.t. an argument filter for applicative DP problems
we essentially first apply the A-transformation and then look at the needed rules w.r.t. an
argument filter as in Definition 4.31. However, we also have to take into account that
a term f ?1t1
?2 . . . ?ntn with a-ar(f) = n can have a redex f
?1t1
?2 . . . ?iti for every i ≤ n.
(Note that this problem was already addressed in the definition of I ′.) All this is captured
formally in the upcoming definition.
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Definition 6.21 (Applicative Needed Rules w.r.t. an Argument Filter). Let Q and S be
sets of terms, let P and R be TRSs, let t be a term, where all terms in Q ∪ S ∪R ∪ {t}
are over the applicative signature F ∪ F ′. Let a-ar : F → IN determine the arities of the
applicative signature, let pi be an argument filter over the functional signature Ffunc, and
let ECap be an estimated Cap-function. The applicative needed rules of a term t w.r.t. pi
are defined as the smallest set N ′S,piR,Q(t) ⊆ R such that
(i) If t = f ?1t1
?2 . . . ?ntn, a-ar(f) = n, ` → r ∈ R, and if there is an i with 0 ≤ i ≤ n
such that ECapSR,Q(f
?1t1
?2 . . . ?i−1ti−1)?iECapSR,Q(ti) unifies with ` by some mgu µ
where (S ∪ {`1, . . . , `k})µ ⊆ NF (Q) then `→ r ∈ N ′S,piR,Q(t). Here, `1, . . . , `k are the
direct subterms of `.
(ii) If t = f ?1t1
?2 . . . ?ntn and i ∈ RegPospi(f?1 ...?n ) then N ′S,piR,Q(ti) ⊆
N ′S,piR,Q(t).
(iii) If `→ r ∈ N ′S,piR,Q(t) then N ′{`1,...,`k},piR,Q (r) ⊆ N ′S,piR,Q(t). Again, `1, . . . , `k are the direct
subterms of `.
As usual, N ′(P ,Q,R, pi) = ⋃s→t∈P N ′{s},piR,Q (t).
Now we can present the main result of this section, an improved version of the processor
(D) in Theorem 6.17. Instead of a proper DP problem here we only require a pi-proper
DP problem and we get less needed rules and hence, less constraints which have to be
satisfied.
Theorem 6.22 (Processors Based on Reduction Pairs and Needed Rules w.r.t. an Ar-
gument Filter for Applicative DP Problems). Let (%,) be a reduction pair where % is
Cε-compatible. Let a-ar determine the arities and let pi be an argument filter over the func-
tional signature. Let ECap be an estimated Cap-function that parameterizes the needed
rules N ′ in Definition 6.21. Then the following processor Proc is sound and complete.
For a DP problem (P ,Q,R, f), Proc returns
• {(P \ {s→ t ∈ P | Api(s)  Api(t)},Q,R, f)},
if f =m, N = N ′(P ,Q,R, pi), P ∪N is pi-proper, and Api(P ∪N ) ⊆ %.
• {(P ,Q,R, f)}, otherwise
To prove Theorem 6.22 we essentially have to integrate the argument filter pi into I ′
which results in the following definition.
Definition 6.23 (I ′pi). Let a-ar determines the arities, let u1 → v1, u2 → v2, . . . be an
infinite minimal (P ,Q,R)-chain, let pi be an argument filter over the functional signature,
and let N = N ′(P ,Q,R, pi) be set of needed rules of the given DP problem. Let ECap
be the estimated Cap-function that is used to define the needed rules and let P ∪ N
be pi-proper. W.l.o.g. we assume that σ is the substitution used for instantiating every
ui → vi. Moreover, whenever in the reduction of viσ a rule `j → rj ∈ R is applied,
then by renaming the variables in the rule we again assume that the rule is instantiated
by σ in that rewrite step. Let Sall contain all ui and all direct subterms of each `j. Let
c be the new constant and let ⊥ be the new variable which are introduced by Comp. We
define the mapping I ′pi from terms that terminate w.r.t. Q→R to filtered functional terms
of Tfunc = T (Ffunc unionmulti {c},V unionmulti {⊥}) as follows.
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• I ′pi(x) = x for every variable x
• I ′pi(f ?1t1?2 . . . ?ntn) = f?1 ...?n (I ′pi(t1), . . . , I ′pi(tn)), if a-ar(f) = n, and if there is no
rule ` → r ∈ R \ N and no 0 ≤ i ≤ n such that CapSallσR,Q (f ?1t1?2 . . . ?i−1ti−1)?i
CapSallσR,Q (ti) unifies with ` by some mgu µ where (Sallσ ∪ {`1, . . . , `k})µ ⊆ NF (Q).
Here, `1, . . . , `k are the direct subterms of `.
• I ′pi(f ?1t1?2 . . . ?ntn) = c(f?1 ...?n (I ′pi(t1), . . . , I ′pi(tn)),Comp(Red ′pi(t))), if a-ar(f) = n
and if the former case is not applicable.
• I ′pi(t) = Comp(Red ′pi(t)), otherwise.
Here, t is the term where pi is applied on t only at the root level, i.e., if pi(f?1 ...?n ) = i
then f?1 ...?n (s1, . . . , sn) = si, and if pi(f?1 ...?n ) = [i1, . . . , ik] then f?1 ...?n (s1, . . . , sn) =
f?1 ...?n (si1 , . . . , sik). As usual, Red
′
pi(t) = {I ′pi(s) | t Q→R s} and I ′pi is extended to sub-
stitutions.
We obtain similar properties as in Lemma 6.16. Essentially we only have to replace
proper by pi-proper, I ′ by I ′pi, N by N ′, A by Api, and in (v) we have to replace →+ by
→∗. The only new case is in the proof of (v) where we have to consider reductions on
positions that are dropped by the argument filter pi.
Lemma 6.24 (Properties of I ′pi). Let P ,Q,R,N , u1 → v1, u2,→ v2, . . . ,Sall, σ be as in
Definition 6.23. Let t be terminating w.r.t. Q→R.
(i) If N ′S,piR,Q(t) ⊆ N , S ⊆ Sall, and t is pi-proper then I ′pi(tσ) = Api(t)I ′pi(σ).
(ii) If t is pi-proper then I ′pi(tσ)→∗Cε Api(t)I ′pi(σ).
(iii) If t Q→R s, and I ′pi(t) is built by the third or forth case then I ′pi(t)→+Cε I ′pi(s).
(iv) If t Q→R s is a reduction at the root position and I ′pi(t) is built by the second case
then I ′pi(t)→∗Cε→Api(N ) I ′pi(s).
(v) If t Q→ s then I ′pi(t)→∗Api(N )∪Cε I ′pi(s).
(vi) Api(u1 → v1),Api(u2 → v2), . . . is a (Api(P),∅,Api(N ) ∪ Cε)-chain.
At the end of this chapter we finally show how to prove termination of the TRS of
Example 6.19.
Example 6.25. Using previous techniques we can transform the initial DP problem of
Example 6.19 into the DP problem ({(149)− (152)},∅,R,m) with the following pairs.30
sieve ] (cons ′x ′xs) → sieve ] (filter ′(divides ′x) ′xs) (149)
sieve ] (cons ′x ′xs) → filter ′(divides ′x) ] xs (150)
filter ′α ] (cons ′x ′xs) → α ] x (151)
filter ′α ] (cons ′x ′xs) → filter ′α ] xs (152)
Note that we still cannot apply Theorem 6.22 as (151) is never pi-proper regardless of pi.
To this end we first apply the argument filter processor of Theorem 4.38 which replaces
30It is also possible to switch to the innermost case with Q = lhs(R) but this does not help in the
termination proof.
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each ]-term by its second argument. In this way one obtains the new DP problem ({(153)−
(156)},∅,R,m) with the following pairs.
cons ′x ′xs → filter ′(divides ′x) ′xs (153)
cons ′x ′xs → xs (154)
cons ′x ′xs → x (155)
cons ′x ′xs → xs (156)
Here, the improper pair (151) is transformed into the proper pair (155). Note, that even
for this reduced DP problem all rules are needed. Thus, the needed rules are not proper
as rule (143) contains the application of α on x. Hence, the processors of Theorem 6.17
are still not applicable.
In contrast we can now apply Theorem 6.22 using the applicative arities a-ar(if) =
3, a-ar(filter) = a-ar(cons) = 2, a-ar(divides) = 1, and a-ar(nil) = 0 together with
the argument filter pi which only removes the first argument of if ′′′ . Then only rules
(142)− (145) are needed w.r.t. pi. Note that there is no conflict with the applicative arity
of divides since the rules (135) − (137) are not needed w.r.t. pi. We obtain the following
constraints by applying Api.
cons′′(x, xs)
(
%
)
filter′′(divides′(x), xs)
cons′′(x, xs)
(
%
)
xs
cons′′(x, xs)
(
%
)
x
cons′′(x, xs)
(
%
)
xs
filter′′(α, nil) % nil
filter′′(α, cons′′(x, xs)) % if ′′′(x, filter′′(α, xs))
if ′′′(x, xs) % cons′′(x, xs)
if ′′′(x, xs) % xs
These constraints are satisfied by the following polynomial order:
Pol(nil) = 0
Pol(divides′(x)) = 0
Pol(cons′′(x, y)) = 1 + x+ y
Pol(filter′′(x, y)) = y
Pol(if ′′′(x, y)) = 1 + x+ y
For this order, the first four constraints are strictly decreasing and can be removed by
Theorem 6.22. As no pairs remain we have proven termination of R.
Note that it is also possible to combine the argument filter processor of Theorem 4.38
with Theorem 6.22 to overcome the incompleteness of the argument filter processor.
Given a DP problem (P ,Q,R,m) one first applies the argument filter processor with
some filter pi. On the resulting DP problem (pi(P),Q,R,m) one applies the processor of
Theorem 6.22 to obtain the DP problem (P ′,Q,R,m) with P ′ ⊆ pi(P). Then one can
return the DP problem ({s → t ∈ P | pi(s → t) ∈ P ′},Q,R,m) as the result of the
combined approach. Since this resulting DP problem is a subproblem of (P ,Q,R,m),
the combined approach is complete due to Lemma 2.17.
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Summary of Chapter 6
In this chapter we have investigated various ways to handle applicative TRSs and DP
problems. While the estimations of the dependency graph and the usable rules work
quite well with our improved estimations of Chapter 3, there still were problems when
applying the processors based on well-founded orders of Chapter 4. To this end, we use
the A-transformation to transform applicative DP problems to functional form, if they
are proper.
Since in the termination case there is the problem of losing minimality, we combined
the reduction pair processors based on needed rules with the A-transformation in such a
way that minimality is preserved. Finally, we also integrated argument filters where there
are even less needed rules, and where the rules only have to be pi-proper, i.e., only those
parts must be proper which are not dropped by pi. Since these processors always simplify
a DP problem, one should apply them as long as possible.
Our work extends the result of [KKSV96] that one can apply the A-transformation for
full rewriting if the whole TRS is proper. An extension to the DP framework and to
the innermost case has already been published by us in [GTS05b]. However, in contrast
to [GTS05b] here we consider Q-restricted rewriting, we give all the details about the
combination of theA-transformation with the reduction pair processors, and we integrated
argument filters.
Sometimes, the resulting DP problems are not even pi-proper, or at least not pi-proper
for a suitable choice of pi. In that case one might try the alternative transformation of
[HM06b]. There, every applicative TRS can be translated into a TRS in functional form
whenever all left-hand sides of the applicative TRS do not contain “variable applications”.
This criterion is strictly more liberal than proper but it is incomparable with pi-proper.
The main idea in [HM06b] is to uncurry the terms as far as possible and add a finite set
of uncurrying rules to the resulting TRS. For example, the applicative TRS
id ′x → x
plus ′0 → id
plus ′(s ′x) ′y → s ′(plus ′x ′y)
is not proper and also not pi-proper since there are different arities for plus. But the
transformation of [HM06b] is applicable and it produces the following TRS.
id1(x) → x
plus1(0) → id0
plus2(s1(x), y) → s1(plus2(x, y))
plus1(x)
′y → plus2(x, y)
plus0
′x → plus1(x)
id0
′x → id1(x)
s0
′x → s1(x)
Comparing [HM06b] with our results there are some differences. The clear benefit of
[HM06b] is that there are no arity-requirements and no requirements on the right-hand
sides. On the other hand, if our transformation is applicable then we produce a smaller
resulting system than [HM06b]. However, the main benefit of our results is the complete
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integration in the DP framework including the handling of Q-restricted rewriting. (There-
fore, we usually only have to transform a small subset of the original system.) Hence, it
remains as an interesting question how to integrate [HM06b] to the DP framework.
Looking at other related work we see that most approaches for higher-order functions
in term rewriting use higher-order TRSs. While there exist powerful termination criteria
for higher-order TRSs (e.g., [Bla04, Pol96]), the main automated termination techniques
for such TRSs are simplification orders (e.g., [JR07]) which fail on functions like div in
Example 6.1.
Exceptions are the monotonic higher-order semantic path order [BR01] and the existing
variants of dependency pairs for higher-order TRSs. However, these variants require
considerable restrictions (e.g., on the TRSs [SK05] or on the orders that may be used
[AY05, Kus01, SWS01]). So in contrast to our results, they are less powerful than the
original dependency pair technique when applied to first-order functions.
Termination techniques for higher-order TRSs often handle a richer language than
our results. But these approaches are usually difficult to automate (there are only few
implementations of these techniques available). In contrast, it is very easy to integrate our
results into existing termination provers for ordinary first-order TRSs using dependency
pairs (and first-order reduction orders).
Other approaches [AY03, AY04, LB98, Toy04] represent higher-order functions by first-
order TRSs, similar to us. However, they mostly use monomorphic types (this restriction
is also imposed in some approaches for higher-order TRSs [BR01]). In other words, there
the types are only built from basic types and type constructors like → or ×, but there
are no type variables, i.e., no polymorphic types. Then terms like “map ′minus ′xs” and
“map ′(minus ′x) ′xs” cannot both be well typed, but one needs different map-symbols for
arguments of different types. In contrast, our approach uses untyped term rewriting.
Hence, it can be applied for termination analysis of polymorphic or untyped functional
languages. Moreover, [LB98] and [Toy04] only consider extensions of the lexicographic
path order, whereas we can also handle non-simply terminating TRSs like Example 6.1.

7. Processors Based on Semantic
Labeling
Semantic labeling is a technique developed by Zantema [Zan95] to simplify termination
proving. The main advantage is that by labeling one can rename different occurrences
of the same function symbol f apart into fl1 , . . . , fln by attaching different labels l1 to
ln. Then for example one can filter each fli differently when solving constraints. How-
ever, to label a TRS one first has to find semantics for the TRS. For every symbol one
needs an interpretation such that all rules are a model (or a quasi-model) for the given
interpretation.
Of course, we want to lift semantic labeling from full rewriting to Q-restricted rewriting
and from TRSs to DP problems. Concerning the strategy there already has been work by
us about semantic labeling for innermost rewriting in [TM07]. However, that work does
not allow quasi-models and there are no completeness criteria given. In contrast we will
show novel methods for Q-restricted rewriting which are always complete for models, and
even quasi-models are allowed and under certain conditions also complete.
For the switch from TRSs to DP problems the main problem is the minimality flag.
Here, again we will show ways to preserve minimality in the model case, and we will give
some sufficient conditions in the quasi-model case. An important new result is that for
full rewriting minimality can always be carried over.
The chapter is organized as follows. In Section 7.1 we recapitulate the ingredients of
semantic labeling in more detail, and we investigate how to extend semantic labeling for
DP problems in the model case. The same extension is then performed in Section 7.2
for the quasi-model case. Finally, in Section 7.3 we show a way where semantic labeling
always is complete and always preserves minimality, even for quasi-models and arbitrary
strategies. The idea is to label a DP problem, simplify it, and then remove the labels
afterwards.
7.1. Semantic Labeling with Models
Definition 7.1 (Models and Labelings). Let F be a signature. An F -algebraM consists
of a set M , called the carrier, together with a set of interpretations fM : Mn → M , one
for each f ∈ F .
Given the set of variables V each variable assignment β : V → M induces the term
evaluation [β] : T (F ,V)→M as follows.
• [β](x) = β(x)
• [β](f(t1, . . . , tn)) = fM([β](t1), . . . , [β](tn))
An F-algebra M is a model of a set of rules R iff for every rule `→ r ∈ R and every
variable assignment β the equation [β](`) = [β](r) is satisfied.
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For each f ∈ F with arity n let Lf be a non-empty set of labels, and let λf : Mn → Lf
be a labeling map. Then the labeled signature is F = {fl | f ∈ F , l ∈ Lf}, and the
labeling function Lab : T (F ,V)× (V →M)→ T (F ,V) is defined as follows.
• Lab(x, β) = x
• Lab(f(t1, . . . , tn), β) = fλf ([β](t1),...,[β](tn))(Lab(t1, β), . . . ,Lab(tn, β))
Labeling is extended to rewrite rules, sets of terms, and pair-graphs as follows. For a
TRS R over the signature F the labeled TRS is defined as R = {Lab(`, β)→ Lab(r, β) |
` → r ∈ R, β : V → M}, for a set of terms Q we define the labeled version as Q =
{Lab(q, β) | q ∈ Q, β : V → M}, and for a pair-graph P = (N,E) we define the labeled
version P = (N,E) where (Lab(s, β) → Lab(t, β),Lab(u, β′) → Lab(v, β′)) ∈ E iff (s →
t, u→ v) ∈ E.
Removing the labels is done by the function Unlab : T (F ,V)→ T (F ,V):
• Unlab(x) = x
• Unlab(fl(t1, . . . , tn)) = f(Unlab(t1), . . . ,Unlab(tn))
From now on we often assume that some F -algebra and corresponding label functions
are given. There is the following main result about semantic labeling due to Zantema.
Lemma 7.2 (Labeling and Rewriting [Zan95, Lemma 3]). Let M be a model of R and
let β : V →M be a variable assignment. Then
t→R t′ implies Lab(t, β)→R Lab(t′, β)
and
t→R t′ implies Unlab(t)→R Unlab(t′)
By Lemma 7.2 one directly obtains the result that R and R have the same termination
behavior. The advantage of proving termination of the labeled TRS is that different
occurrences of the same unlabeled symbol f may now be different labeled symbols fl1
and fl2 . This has many benefits, e.g., when having to solve term-constraints it is possible
to use different interpretations or precedences for fl1 and fl2 , or in the estimation of the
dependency graph one may obtain less edges. The latter benefit is illustrated in more
detail in Example 7.6.
The question now is how the result of Lemma 7.2 can be extended to the DP framework.
Here, we have to solve three problems. The first one is how to deal with the additional
pairs in P . In [Ohl01] it is required that additionally to the rules of R also the pairs of P
have to satisfy the model condition.31 We show that it is already sufficient if one finds a
model for the rules of R and does not impose any condition on P . However, this is only
a minor improvement as for standard DP problems, where all pairs are rooted with head
symbols, one can just map every head symbol to the same element of the carrier. Then
31To be more precise in the [Ohl01, Corollary 1.5] semantic labeling is performed after argument filtering
and it is directly combined with the basic reduction pair processor of Theorem 4.2, i.e., for a given
argument filter pi one has to find a model or quasi-model of the rewrite system pi(P∪R) and then solve
the labeled constraints. However, since each interpretation of the filtered system can be extended to
one over the original system such that one obtains a model or quasi-model of the original system, we
can easily simulate the approach of [Ohl01] by first applying semantic labeling on the original system
and then use a reduction pair processor afterwards.
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the model condition for the pairs of P is trivially satisfied. And since the labeled pairs and
rules do not depend on the interpretations of the head symbols, fixing the interpretations
for the head symbol does not restrict the set of resulting labeled systems one can get by
semantic labeling.
The second problem is whether the minimality flag can be preserved. We will show as a
new result that in general this is not the case, but will present different novel restrictions
under which minimality is not lost.
The third problem we have to face is to handle the evaluation strategy given in Q.
Here, we generalize a result of [TM07] which shows how to perform semantic labeling for
innermost rewriting. As we will see later in Section 7.2 even in the innermost case our
generalization is more often applicable than using the results of [TM07].
We start with handling the third problem, i.e., we first show in Lemma 7.4 that indeed
we can simulate every Q-restricted rewrite step of the original system in the labeled
system. Therefore, we first need a correspondence of normal forms which is formulated
in the following lemma.
Lemma 7.3 (Labeling and Normal Forms). Let Q be a set of terms and β be a variable
assignment. Then t ∈ NF (Q) iff Lab(t, β) ∈ NF (Q).
Note that we only get a result about normal forms of unlabeled terms and their (cor-
rectly) labeled versions, but there is no statement about arbitrary terms over the la-
beled signature and their unlabeled versions, i.e., in general t ∈ NF (Q) does not imply
Unlab(t) ∈ NF (Q). Therefore, we can only generalize the first result of Lemma 7.2 to
Q-restricted rewriting.
Lemma 7.4 (Labeling and Q-Restricted Rewriting). Let M be a model of R and let
β : V →M be a variable assignment. Then
t Q→R t′ implies Lab(t, β) Q→R Lab(t′, β)
The proof is a straightforward extension of Zantema’s proof of Lemma 7.2 by integrating
Lemma 7.3. However, the other direction that every reduction with the labeled system can
be simulated by the unlabeled system is not true due to the reduction strategy given by
Q. This is later shown in Example 7.7 and Example 7.11. Nevertheless, using Lemma 7.4
one can prove the following theorem about a first processor based on semantic labeling.
Theorem 7.5 (Processors Based on Semantic Labeling). Let M be an F-algebra, let Lf
be a set of labels for every f ∈ F , and let λf be the corresponding labeling map. The
following processor Proc is sound. For a DP problem (P ,Q,R, f), Proc returns
• {(P ,Q,R, a)}, if M is a model of R.
• {(P ,Q,R, f)}, otherwise
The power of the semantic labeling processor is demonstrated in the following example.
Example 7.6. Let Q = ∅ and let the TRS R consist of the following rules.
f(true, x) → f(odd(double(x)), x)
double(0) → 0
double(s(x)) → s(s(double(x)))
odd(0) → false
odd(s(0)) → true
odd(s(s(x))) → odd(x)
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Using the previous techniques we can remove all pairs in DP(R) except for
F(true, x) → F(odd(double(x)), x) (157)
One cannot prove finiteness of the DP problem ({(157)},Q,R,m) with the previous
techniques using standard orders. However, it is quite clear that the DP problem is finite
as 2x is always an even number. This semantic knowledge can now be integrated into
the DP problem when using the semantic labeling processor. To integrate the knowledge
we use a modulo-2-counter. To be more precise, we use the algebra M with carrier
M = {0, 1} and sM(x) = (1 + x) mod 2, oddM(x) = x, trueM = 1, and fM(. . . ) = 0 for
all remaining function symbols f . Then indeed, M is a model of R.
For the labeling we choose LF = M and Lf = { } for all remaining symbols f . Note
that if Lf only contains one element then the labeling function λf must always return
and hence, one always gets the same labeled function symbol f for f . So, we can
identify f and f . In this sense whenever we speak of an unlabeled symbol f we mean that
Lf = { } and we write f instead of f .
Hence, for the labeling we only have to specify the labeling function for F and we define
it as λF(m1,m2) = m1. Then we obtain R = R, Q = Q = ∅, and P consists of the pair
F1(true, x) → F0(odd(double(x)), x) (158)
Since the two occurrences of the symbol F are now labeled apart into F0 and F1, it is easy
to prove finiteness of the resulting DP problem ({(158)},Q,R, a) as there are no edges
in the estimation of the dependency graph any more.
Note that techniques to find suitable models automatically have been developed in
[KM07, KZ06, Zan05b].
Although the semantic labeling processor of Theorem 7.5 turns out to be quite useful,
it also has two severe drawbacks. First, it does not preserve minimality and second, it is
incomplete. The following example shows that this cannot be avoided in general.
Example 7.7. Let R consist of the following rules and let Q = lhs(R).
f(a, i(x)) → g(x, x)
g(h(x), y) → f(x, k(j(h(a), y)))
k(j(x, y)) → i(y)
j(x, x) → b
e(x) → f(a, i(h(x)))
One can prove that R is innermost terminating which is equivalent to Q-termination.
The intuitive reason is that for an infinite reduction the x in the first rule must be
instantiated by h(a). But then we obtain in the right hand-side of the second rule the
term f(a, k(j(h(a), h(a)))). In this term we must reduce the subterm j(h(a), h(a)) to b and
hence, in the resulting term we cannot reduce f(a, k(b)) to an instance of the left-hand
side of the first rule to obtain an infinite sequence.
A formal proof can also be done within the DP framework using our previous processors.
There is only one SCC in the estimated dependency graph of the initial DP problem and
this SCC contains the following two dependency pairs.
F(a, i(x)) → G(x, x) (159)
G(h(x), y) → F(x, k(j(h(a), y))) (160)
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Then using the instantiation processor of Theorem 5.3 we see that the arguments of the
left-hand side of (160) are identical and replace (160) by
G(h(x), h(x)) → F(x, k(j(h(a), h(x)))) (161)
Moreover, using the forward instantiation processor of Theorem 5.5 we detect that the x
in (161) has to be instantiated by a and hence, we replace (161) by
G(h(a), h(a)) → F(a, k(j(h(a), h(a)))) (162)
We can now perform the reduction of j(. . . ) by the rewriting processor of Theorem 5.10
and replace (162) by32
G(h(a), h(a)) → F(a, k(b)) (163)
Finally, for the DP problem ({(159), (163)},Q,R, f) the estimated dependency graph
does not contain SCCs any more and Q-termination is proved.
However, we can transform the original finite DP problem into an infinite one if
we apply semantic labeling. We use the F -algebra M with carrier M = {0, 1} and
fM(m1, . . . ,mn) = 0 for all f ∈ F . Then clearly M is a model of R. For the labeling we
choose Lh = M , λh(m) = m, and the remaining function symbols are unlabeled. Hence,
the labeled TRS R consists of the following rules and Q = lhs(R).
f(a, i(x)) → g(x, x)
g(h0(x), y) → f(x, k(j(h0(a), y)))
g(h1(x), y) → f(x, k(j(h0(a), y)))
k(j(x, y)) → i(y)
j(x, x) → b
e(x) → f(a, i(h0(x)))
e(x) → f(a, i(h1(x)))
We now show thatR is not Q-terminating any more. The reason is that the equivalence
in Lemma 7.3 is too weak to simulate every reduction in the labeled system by a corre-
sponding reduction is the original system. The problem is that not every term of T (F ,V)
is correctly labeled, i.e., is a member of T (F ,V). For the ill-labeled term t = f(a, i(h1(a)))
we obtain the cyclic reduction
t Q→R g(h1(a), h1(a))Q→R f(a, k(j(h0(a), h1(a))))Q→R f(a, i(h1(a))) = t
This reduction is only possible as we now have two labeled variants of h(a). The correct
variant h0(a) is in the right-hand sides of the g-rules and the ill-labeled variant h1(a) is
hidden in the substitution. As these terms are not equal, the blocking effect of the term
j(x, x) ∈ Q is useless.
To conclude, if we apply the semantic labeling processor on the non-infinite DP problem
(∅,Q,R, f) we obtain the infinite DP problem (∅,Q,R, a) which shows that the semantic
labeling processor is incomplete in general.
32Note that the requirements for the rewriting processor are indeed satisfied as the only usable rule is
j(x, x)→ b.
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Note, that the problem is even worse. Even if we start from correctly labeled terms,
the labeled TRS R allows to produce ill-labeled terms. As an example consider the
term e(a) which is correctly labeled. However, e(a) can be reduced to the ill-labeled and
non-terminating term t by the last rule of R. Using this effect it is now easy to give a
DP problem which proves that minimality cannot be preserved by the semantic labeling
processor. If we choose P = {D(x) → D(e(a))} then clearly there is an infinite minimal
(P ,Q,R)-chain as R is Q-terminating. But as argued above the right-hand side D(e(a))
of the only pair in P is not Q-terminating w.r.t. R.
We will now present two alternatives to strengthen the semantic labeling processor
of Theorem 7.5. One problem that occurred in Example 7.7 was the ability of the la-
beled system to transform correctly labeled terms to ill-labeled ones. This forced us in
Theorem 7.5 to drop minimality. Reconsider the last two rules of the labeled system R in
Example 7.7. For each of the possible variable assignments of x there is a corresponding
rule resulting in the two different right-hand sides f(a, i(h0(x))) and f(a, i(h1(x))). How-
ever, in the corresponding left-hand sides eλe(0)(x) = e (x) and eλe(1)(x) = e (x) we cannot
detect the different assignments for x any more. The labeling map λe ignores its argument
and always produces the same label . But if we would have labeled e in the same way
as h then there would not be a problem any more. The corresponding rules
e0(x) → f(a, i(h0(x)))
e1(x) → f(a, i(h1(x)))
can reduce the correctly labeled term Lab(e(a), β) = e0(a) only to the correctly labeled
term f(a, i(h0(a))) which is Q-terminating w.r.t. R.
The idea that the labeling should somehow contain the full information of the evaluation
of their arguments is extended to the following definition. Then in Lemma 7.9 it is shown
that for these labelings one cannot reduce correctly labeled terms to ill-labeled terms.
This will allow us to keep minimality in the semantic labeling processor.
Definition 7.8 (Full Labeling). LetM be an F-algebra with carrier M . Then for full la-
beling the labels are fixed to Lf = M
n and the labeling maps are fixed to λf (m1, . . . ,mn) =
(m1, . . . ,mn) for every f with arity n.
Choosing the full labeling has some benefits. It always produces the most distinct
labeled systems, i.e., if for any labeling the rules Lab(`, β)→ Lab(r, β) and Lab(`, β′)→
Lab(r, β′) are different then they are also different when using the full labeling. Even
more, with full labeling one does not produce rules twice, i.e., for two different variable
assignments β and β′ which differ on the variables of a rule ` → r the rules Lab(`, β) →
Lab(r, β) and Lab(`, β′)→ Lab(r, β′) are different. Hence, with full labeling one gets the
most distinct labeled system.
One disadvantage of full labeling is that the labeled systems are rather large which may
become a problem for the automation. However, if one does not use full labeling then one
also has a problem to mechanize semantic labeling: In addition to the problem of finding
suitable interpretations, one has to come up with suitable labeling functions.
But the most important benefit of full labeling is the fact, that one cannot produce
ill-labeled terms if the starting term is correctly labeled. This is shown in the upcom-
ing Lemma 7.9 (ii) and it will allow us to preserve termination of a term by labeling.
Therefore, we are able to carry over minimality in Theorem 7.10, an improved version of
Theorem 7.5.
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Lemma 7.9 (Properties of Full Labeling). Let M be an F-algebra. If terms are labeled
by full labeling then the following statements are valid.
(i) Let x be a variable and β and β′ be two variable assignments that differ on x, i.e.,
β(x) 6= β′(x). For every non-variable term t with x ∈ V(t) and for every two
substitution σ and σ′ the terms Lab(t, β)σ and Lab(t, β′)σ′ are different.
(ii) If Lab(t, β)→R s then s = Lab(t′, β) for some t′ with t→R t′.
Theorem 7.10 (Processors Based on Full Labeling). Let M be an F-algebra, and let
terms be labeled by full labeling. The following processor Proc is sound. For a DP problem
(P ,Q,R, f), Proc returns
• {(P ,Q,R, f)}, if M is a model of R.
• {(P ,Q,R, f)}, otherwise
It remains an open problem whether the processor of Theorem 7.10 is complete. To
prove such a result one would need to transform infinite reductions in the labeled DP
problem to infinite reductions in the original DP problem. Here, the problem is that
one can start reductions of R with arbitrary (ill-labeled) terms and as demonstrated in
Example 7.7 these may have infinite reductions although the unlabeled terms are termi-
nating. However, all the counter-examples like Example 7.7 and the upcoming example
Example 7.11 do not work any more if one uses full labeling.
Hence, up to now it is unclear whether full labeling is complete. Therefore, we still
are looking for conditions under which semantic labeling is complete. If we reconsider
Example 7.7 there was a problem with the non-linear term j(x, x) ∈ Q. In the original
TRS we encountered the subterm k(j(h(a), h(a))) which cannot be reduced by the rule
k(j(x, y)) → i(y) as the subterm j(h(a), h(a)) is not in Q-normal form. However, in the
labeled system we had two different arguments of j. The term k(j(h0(a), h1(a))) can be
reduced to i(h1(a)) as the ill-labeled subterm h1(a) is different from h0(a) and hence, the
term j(x, x) ∈ Q does not prohibit the reduction.
Therefore, a natural question is whether the semantic labeling processor is complete if
Q is linear. Unfortunately, the following example shows that linearity is neither sufficient
for completeness nor does it allow to preserve the minimality flag.
Example 7.11. Let R consist of the following rules and let Q = lhs(R).
f(a, x) → f(g(x), x)
g(h(x)) → i(x)
i(a) → a
h(a) → a
e(x) → f(a, h(x))
One can prove thatR isQ-terminating in a similar way as in Example 7.7. The intuitive
reason is that the x in the first rule must be instantiated by h(a) which is not allowed as
this term is contained in Q.
A formal proof within the DP framework is also possible. After applying the processors
based on the dependency graph one remains with only one dependency pair
F(a, x) → F(g(x), x)
112 Chapter 7. Processors Based on Semantic Labeling
This pair can be replaced by the narrowing processor of Theorem 5.19 by
F(a, h(x)) → F(i(x), h(x))
At this point the estimated dependency graph detects that there are no SCCs for the
remaining DP problem and Q-termination is proved.
But again, if we use the same F -algebra, labeled signature, and labeling map as in
Example 7.7 we obtain the following labeled rules R and Q = lhs(R).
f(a, x) → f(g(x), x)
g(h0(x)) → i(x)
g(h1(x)) → i(x)
i(a) → a
h0(a) → a
e(x) → f(a, h0(x))
e(x) → f(a, h1(x))
Hence, we can start an infinite reduction starting in the correctly labeled term e(a) as
follows.
e(a)
Q→R f(a, h1(a))Q→R f(g(h1(a)), h1(a))Q→R f(i(a), h1(a))Q→R f(a, h1(a))Q→R . . .
Thus, as in Example 7.7 neither is semantic labeling complete nor does it preserve mini-
mality, even if Q is linear.
The problem in Example 7.11 is that Q only contains the correctly labeled term h0(a)
but not the incorrect version h1(a). To solve this problem we benefit from the flexibility
that Q is just a set of terms which is unrelated to R. This allows us to put more terms
into the labeled version of Q than the correctly labeled ones, but we do not have to add
corresponding ill-labeled rules. This idea leads to the following definition.
Definition 7.12 (Q). Let Q ⊆ T (F ,V) and let F be the labeled signature. Then we
define Q as
Q = {q ∈ T (F ,V) | Unlab(q) ∈ Q}
The benefit of Q is that one obtains a result similar to Lemma 7.2 provided that Q
is linear. Before we present the corresponding Lemma 7.14 we need the following result
that connects normal forms of Q with normal forms of Q.
Lemma 7.13 (Labeling and Normal Forms). Let β be an arbitrary variable assignment.
Then t ∈ NF (Q) implies Lab(t, β) ∈ NF (Q) and if Q is linear then t ∈ NF (Q) implies
Unlab(t) ∈ NF (Q).
Lemma 7.14 (Labeling and Q-Restricted Rewriting). Let R be a TRS over the signature
F and let Q ⊆ T (F ,V). If M is a model of R then for every variable assignment
β : V →M
t Q→R t′ implies Lab(t, β) Q→R Lab(t′, β)
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and if Q is linear then
t
Q→R t′ implies Unlab(t) Q→R Unlab(t′)
As for Lemma 7.4, the proof of Lemma 7.14 is an easy extension of the proof of
Lemma 7.2 by using Lemma 7.13.
Now we can again present an improved version of the semantic labeling processor of
Theorem 7.5 which is complete and preserves minimality if Q is linear.
Theorem 7.15 (Processors Based on Semantic Labeling). Let M be an F-algebra, let
Lf be a set of labels for every f ∈ F , and let λf be the corresponding labeling map. The
following processor Proc is sound. For a DP problem (P ,Q,R, f), Proc returns
• {(P ,Q,R, f)}, if M is a model of R and if Q is linear. In this case Proc is
complete.
• {(P ,Q,R, a)}, if M is a model of R and if Q is not linear.
• {(P ,Q,R, f)}, otherwise
An obvious question is whether replacing Q by Q is already sufficient to obtain com-
pleteness and to preserve minimality, i.e., whether the additional requirement of linearity
of Q is really required. As Example 7.11 only demonstrates that linearity on its own is
not sufficient, this question is not answered yet. But a look at Example 7.7 will reveal
the answer. It turns out that the given infinite reduction of the correctly labeled term
e(a) is still possible if one replaces Q by Q.
Comparing the semantic labeling processors of Theorems 7.10 and 7.15 we see that
each variant has its own benefits. In Theorem 7.10 there is no restriction to linear sets
Q and hence, minimality can always be carried over. However, in Theorem 7.15 we have
the flexibility to choose arbitrary labels and labeling maps and we are not forced to
produce the rather large labeled DP problem that we obtain from full labeling, but this
flexibility may also be a problem for the automation. Note that there is no difference
in the completeness results of the two theorems. The reason is that of course one can
reformulate Theorem 7.10 and replace Q by Q. Then one also obtains completeness in
case of a linear Q for the semantic labeling processor of Theorem 7.10. Thus, for the
automation we suggest to use the processor of Theorem 7.10. However, the additional
flexibility in Theorem 7.15 may be helpful when extending semantic labeling to predictive
labeling [HM06a, TM07], a related method that is discussed in more detail in the summary.
7.2. Semantic Labeling with Quasi-Models
Sometimes the requirement that M is a model of R is hard to satisfy. Therefore, in
[Zan95] there is another version of semantic labeling based on quasi-models. Given a
partial order ≥ on M , instead of requiring the model-condition [β](`) = [β](r) for all rules
`→ r and all variable assignments β one just demands [β](`) ≥ [β](r). However, the cost
of this relaxation is that the interpretation and the labeling functions must be weakly
monotonic and one has to add additional rules. The details are captured in the following
definition.
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Definition 7.16 (Quasi-Model [Zan95]). Let M be an F-algebra equipped with a par-
tial order ≥ on M such that the interpretations are weakly monotone, i.e., for all f ∈
F and for all a1, . . . , an, b1, . . . , bn ∈ M with ai ≥ bi the inequality fM(a1, . . . , an) ≥
fM(b1, . . . , bn) must be satisfied.
Then M is a quasi-model of a set of rules R iff for every rule ` → r ∈ R and every
variable assignment β the inequality [β](`) ≥ [β](r) is satisfied.
For each f ∈ F let Lf be a non-empty set of labels provided with a well-founded partial
order ≥ on Lf . For each f ∈ F with arity n let λf : Mn → Lf be a labeling map which
is weakly monotonic. Then the set of decreasing rules Decr consists of all rules
fl(x1, . . . , xn)→ fl′(x1, . . . , xn)
for all f ∈ F and all l, l′ ∈ Lf with l > l′. Here, > denotes the strict part of ≥.
From [Zan95] we know that if M is a quasi-model of R then termination of R is
equivalent to termination of R∪Decr. Of course, we again want to generalize this result
to Q-restricted rewriting and lift it from TRSs to DP problems as in Section 7.1. Note
that in [TM07] it was shown that it is impossible to use quasi-models in combination with
innermost rewriting. However, in the following we show how quasi-models can be used
for Q-restricted rewriting, even if Q = lhs(R). This is possible only due to the flexibility
of Q-restricted rewriting where one has a separate set for the strategy. The problem for
innermost rewriting are the decreasing rules. On the one hand they must be added to R
to perform the necessary rewriting steps, but on the other hand they must not be added
to R for the innermost test that all arguments of a redex are in normal form. However,
this is not a problem for Q-restricted rewriting where one can add the decreasing rules to
R without adding them to Q.
The main lemma provided by [Zan95] for quasi-models is the following.
Lemma 7.17 (Labeling and Rewriting [Zan95, Lemma 7]). Let M be a quasi-model of
R and let β : V →M be a variable assignment. Then
t→R t′ implies Lab(t, β)→R→∗Decr Lab(t′, β)
and
t→Decr t′ implies Unlab(t) = Unlab(t′) and
t→R t′ implies Unlab(t)→R Unlab(t′)
Note that not even the first part of Lemma 7.17 carries over to Q-restricted rewriting.
The problem is that Decr-rules must sometimes be applied although the arguments are
not in Q-normal form. Consider the TRS R = {a → b}, Q = lhs(R), and the reduction
f(a, a) Q→R f(a, b). We choose the quasi-model with M = {0, 1}, aM = 1, bM = 0, Lf =
M,λf(m1,m2) = m2 together with the order 1 > 0. Then Decr consists of the rule
f1(x, y)→ f0(x, y) and Lab(f(a, a), β) = f1(a, a) Q→R f1(a, b), but f1(a, b) cannot be reduced
further to f0(a, b) = Lab(f(a, b), β) using
Q→Decr since a is not in normal form w.r.t. Q.
Therefore, in the first part of the following lemma we only consider reductions resulting
in normal forms.
Lemma 7.18 (Labeling and Q-Restricted Rewriting). Let M be a quasi-model of R and
let β : V →M be a variable assignment. Then
t Q→∗R t′ and t′ ∈ NF (Q) implies Lab(t, β) Q→∗R∪Decr Lab(t′, β)
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and if Q is linear then
t
Q→Decr t′ implies Unlab(t) = Unlab(t′) and
t
Q→R t′ implies Unlab(t)
Q→R Unlab(t′)
To adapt the semantic labeling processor of Theorem 7.15 to quasi-models is now
straightforward.
Theorem 7.19 (Processors Based on Semantic Labeling with Quasi-Models). Let M,
Lf , λf , and ≥ as in Definition 7.16. The following processor Proc is sound. For a DP
problem (P ,Q,R, f), Proc returns
• {(P ,Q,R ∪ Decr, f)}, if M is a quasi-model of R and if Q is linear. In this case
Proc is even complete.
• {(P ,Q,R∪Decr, a)}, if M is a quasi-model of R and if Q is not linear.
• {(P ,Q,R, f)}, otherwise
Although the semantic labeling processor of Theorem 7.19 is complete and preserves
minimality if Q is linear, it has some disadvantages. The reason is that due to the
decreasing rules Decr all previous head symbols are transformed to non-head symbols in
the labeled DP problem. That this is a disadvantage can be seen in the following example.
Example 7.20. Let R consist of the following rules.
g(x) → x
g(a) → c
For P = {F(a) → F(g(b))} and Q = ∅ the (P ,Q,R)-dependency graph is empty.
However, this cannot be detected by the estimations presented in Section 3.1.
We use the algebraM withM = {0, 1, 2} and gM(m) = FM(m) = m, aM = 2, bM = 1,
and cM = 0. Then M is a quasi-model of R if we use the standard order ≥ on M but it
is not a model as
[β](g(a)) = 2 > 0 = [β](c)
We choose LF = M and λF(m) = m, Lg = {0, 1} and λg(m) = min(1,m), and we do not
label the remaining function symbols. Then one obtains the following labeled rules R.
g0(x) → x
g1(x) → x
g1(a) → c
The TRS Decr contains the rules
F2(x) → F1(x)
F2(x) → F0(x)
F1(x) → F0(x)
g1(x) → g0(x)
For P = {F2(a) → F1(g1(b))} it cannot be detected by the dependency graph estima-
tions that there is no edge in the (P ,Q,R ∪ Decr)-dependency graph. The problem is
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that the rules in Decr allow to rewrite a term t = F1(. . . ) at the root position and hence,
applying an (estimated) Cap-function will replace t by a fresh variable. And as a fresh
variable unifies with every left-hand side of pairs of P , no edges can be deleted. So even if
the original pair would be G(. . . )→ F(g(b)) where G is a different head-symbol then after
the labeling it would not be detectable that there is no connection in the dependency
graph.
To handle the problem with the Decr-rules for head symbols a possibility is to split
the Decr-rules into two parts. The part DecrH contains the decreasing rules for the
head symbols and Decr¬H consists of the remaining decreasing rules. In the previous
example DecrH consists of the first three rules and Decr¬H is the set with the single rule
g1(x)→ g0(x).
Now the idea is to add DecrH to P and Decr¬H to R. Then for the corresponding DP
problem there are four pairs in P ∪ DecrH but every estimation can detect there are no
SCCs in the dependency graph. The reason is that now F0, F1, and F2 are head-symbols
and are not replaced by fresh variables using an estimated Cap-function.
However, there also is a problem when adding DecrH to P . Note that P is not just a
set of pairs but a graph (N,E). Clearly, one should add DecrH to N but the question
is which edges should be added to E. That this may be a problem for completeness is
shown in the following example.
Example 7.21. Consider the DP problem (P ,Q,R) where R = {d → c}, Q = ∅ and
where we have the following pairs.
F(x, a, c) → F(x, b, d) (164)
F(x, b, c) → F(x, a, d) (165)
F(s(x), y, c) → F(x, y, d) (166)
The structure of P is given in the following graph.
(164) oo // (166)



(165)//oo
Note that there is no edge between (164) and (165) which prevents an infinite (P ,Q,R)-
chain.33
We now use semantic labeling with the algebra M with carrier M = {0, 1} and with
interpretations dM = 1 and fM(. . . ) = 0 for all remaining function symbols f . Then
M is a quasi-model of R using the usual order ≥ on M . We choose LF = M and
λF(m1,m2,m3) = m3, and we do not label the remaining function symbols. In this way
we obtain R = R, Decr¬H = Q = ∅, and the following labeled pairs.
F0(x, a, c) → F1(x, b, d) (167)
F0(x, b, c) → F1(x, a, d) (168)
F0(s(x), y, c) → F1(x, y, d) (169)
Moreover, there is one decreasing pair in DecrH = Decr.
F1(x, y, z)→ F0(x, y, z) (170)
33A problem like this may arise from applying the argument filter processor of Theorem 4.38.
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Let us consider the graph structure of the union of P and DecrH. The connections
between (167), (168), and (169) are just copied from P . To detect the required connections
between (170) and the pairs of P we consider the chains in the original DP problem. As
each edge in P really corresponds to a chain, for correctness we must be able to simulate
each of these chains in the labeled DP problem. For example, the chain (164), (166), (165)
can only be simulated by (167), (170), (169), (170), (168). Hence, we must add incoming
and outgoing edges of (170) to every pair of P . This results in the following graph.
(167) oo // (169)



(168)//oo
(170)
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The problem is that now there is a connection between (167) and (168) without using
(169). And indeed
(167), (170), (168), (170), (167), . . .
is an infinite (P ∪DecrH,Q,R∪Decr¬H)-chain although the original problem (P ,Q,R)
is finite.
So, in Example 7.20 we have seen that adding all decreasing rules to R – although com-
plete – is not a good idea. The partitioning into DecrH and Decr¬H helps to prevent the
problem of Example 7.20 that the labeled versions of head symbols are no head symbols
any more. But when adding DecrH it can happen that we introduce connections that are
not possible in the unlabeled DP problem resulting in an incomplete processor. This was
demonstrated in Example 7.21.
The final solution will be to use the partitioning into DecrH and Decr¬H, but instead of
building P ∪DecrH we will directly combine the effect of DecrH into the labeled version
of P . The idea is to built labeled pairs where the head symbols of the right-hand side
are directly labeled with all smaller variants. So instead of creating the labeled pair
Lab(β, s) → fl(. . . ) and having the decreasing pair fl(. . . ) → fl′(. . . ) in DecrH, we now
directly built the pair Lab(β, s)→ fl′(. . . ). Then we do not have to use DecrH any more.
This new construction is captured more formally in the following definition.
Definition 7.22 (Quasi-Labeled Pair-Graph). Let the F-algebra, the partial order ≥, the
labels, and the labeling maps be as in Definition 7.16. Let (P ,Q,R) be a DP problem with
head symbols H and P = (N,E). We define the quasi-labeled pair-graph as P = (N,E)
where
• N = {Lab(β, s)→ Lab(β, t) | s→ t ∈ N, root(t) /∈ H, β : V →M}∪
{Lab(β, s)→ fl′(Lab(β, t1), . . . ,Lab(β, tn)) | s→ f(t1, . . . , tn) ∈ N,
f ∈ H, β : V →M, l′ ∈ Lf , λf ([β](t1), . . . , [β](tn)) ≥ l′}
• E = {(s, t) ∈ N ×N | (Unlab(s),Unlab(t)) ∈ E}
Now we can formulate an improved version of the semantic labeling processor for quasi-
models in Theorem 7.19.
Theorem 7.23 (Processors Based on Semantic Labeling with Quasi-Models and Head
Symbols). Let M, Lf , λf , and ≥ be as in Definition 7.16. The following processor Proc
is sound. For a DP problem (P ,Q,R, f), Proc returns
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• {(P ,Q,R∪Decr¬H, f)}, if M is a quasi-model of R, if Q is linear, and if H is the
set of head symbols of (P ,Q,R). In this case Proc is even complete.
• {(P ,Q,R ∪ Decr¬H, a)}, if M is a quasi-model of R, if Q is not linear, and if H
is the set of head symbols of (P ,Q,R).
• {(P ,Q,R, f)}, otherwise.
We first show that now the problems mentioned in Examples 7.20 and 7.21 are solved
when using Theorem 7.23.
Example 7.24. If we apply the semantic labeling processor of Theorem 7.23 on the DP
problem of Example 7.20 with the same quasi-model and the same labeling then we obtain
the following TRS R∪Decr¬H.
g0(x) → x
g1(x) → x
g1(a) → c
g1(x) → g0(x)
Note that there are no decreasing rules for the head symbol F any more. Therefore, we
now obtain two pairs in P .
F2(a) → F1(g1(b))
F2(a) → F0(g1(b))
For this resulting DP problem termination is trivially proven by the dependency graph
which was not the case if we would have used Theorem 7.19.
Example 7.25. In this example we apply Theorem 7.23 on the problematic DP problem
of Example 7.21, again using the same quasi-model and labeling function. There are no
decreasing rules for the head symbols any more and we obtain the following new pairs.
F0(x, a, c) → F1(x, b, d) (171)
F0(x, a, c) → F0(x, b, d) (172)
F0(x, b, c) → F1(x, a, d) (173)
F0(x, b, c) → F0(x, a, d) (174)
F0(s(x), y, c) → F1(x, y, d) (175)
F0(s(x), y, c) → F0(x, y, d) (176)
The graph of the new DP problem looks as follows.
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Note that as in the input DP problem, in the labeled DP problem the only way to
come from a pair on the left-hand side to one of the right-hand side (or vice versa) is if
one also visits a pair in the middle. Thus, after removing the pairs (175) and (176) with
the reduction pair processor, the processors based on the dependency graph finally prove
finiteness. This is in contrast to labeled DP problem in Example 7.21 which is not finite.
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The processor of Theorem 7.23 using quasi-models clearly corresponds to the processor
of Theorem 7.15 for models. Both require that Q is linear for completeness and to carry
over minimality. However, in the case of models we also had the processor based on
full labelings of Theorem 7.10 which always carries over minimality regardless of Q. Of
course, it would be nice to have a corresponding processor for quasi-models, too. The
following example shows that this is not possible.
Example 7.26. Let R consist of the following rules and let Q = lhs(R).
f(x) → g(h(x, x))
g(h(x, y)) → f(x)
h(x, x) → i(x)
One can prove that R is innermost terminating which is equivalent to Q-termination.
The intuitive reason is that for an infinite reduction the right-hand side of the first rule will
directly reduce to g(i(x)) and no instance of this term can be reduced by the second rule.
As in the previous examples of this chapter we can also do the proof in the DP framework.
One would first apply the rewriting processor of Theorem 5.10 on the dependency pair
F(x) → G(h(x, x)) and replace this by F(x) → G(i(x)) and then the processors based on
the dependency graph finish the termination proof.
We consider the infinite DP problem ({F(x) → F(f(i(a)))},Q,R,m). The reason for
being infinite is that it is possible to build an infinite chain. Due to innermost termination
of R the term f(i(a)) is Q-terminating. And thus, one can instantiate the variable x of
the left-hand side of the pair by some normal form of f(i(a)) to obtain the infinite chain.
Now consider the quasi-modelM with M = {0, 1}, aM = hM(. . . ) = 1, and fM(. . . ) =
0 for all remaining function symbols f . If we use full labeling then the set P consists of
the pairs
F0(x) → F0(f0(i1(a)))
F1(x) → F0(f0(i1(a)))
and R contains the following rules.
f0(x) → g1(h0,0(x, x))
f1(x) → g1(h1,1(x, x))
g1(h0,0(x, y)) → f0(x)
g1(h0,1(x, y)) → f0(x)
g1(h1,0(x, y)) → f1(x)
g1(h1,1(x, y)) → f1(x)
h0,0(x, x) → i0(x)
h1,1(x, x) → i1(x)
The decreasing rules Decr¬H are
f1(x) → f0(x)
g1(x) → g0(x)
h0,1(x) → h0,0(x)
h1,0(x) → h0,0(x)
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h1,1(x) → h0,0(x)
h1,1(x) → h1,0(x)
h1,1(x) → h0,1(x)
i1(x) → i0(x)
and the set Q contains the following terms.
f0(x), f1(x),
g0(h0,0(x, y)), g0(h0,1(x, y)), g0(h1,0(x, y)), g0(h1,1(x, y)),
g1(h0,0(x, y)), g1(h0,1(x, y)), g1(h1,0(x, y)), g1(h1,1(x, y)),
h0,0(x, x), h0,1(x, x), h1,0(x, x), h1,1(x, x)
As the term f0(i1(a)) is not Q terminating w.r.t. R ∪ Decr¬H, there obviously is no
minimal (P ,Q,R ∪ Decr¬H)-chain and hence, even with full-labeling and with Q we
cannot keep minimality. The problem is that in the infinite reduction
f0(i1(a))
Q→R g1(h0,0(i1(a), i1(a)))Q→Decr¬H g1(h0,0(i1(a), i0(a)))Q→R f0(i1(a))Q→R . . .
we get an ill-labeled term g1(h0,0(i1(a), i0(a))) using the decreasing rules. Then the non-
linear term h0,0(x, x) does not prohibit the reduction to f0(i1(a)) as it does in the unlabeled
case. Hence, the main advantage of full-labeling – the fact that no ill-labeled terms are
created – is destroyed by the decreasing rules.
7.3. Semantic Labeling and Unlabeling
In the previous two sections we have seen the technique of semantic labeling for models
and quasi-models. The main benefit is that different occurrences of the same function
symbols may become different symbols due to the labeling. And then processors based on
the dependency graph and those based on orders often succeed although they have failed
on the unlabeled DP problem.
However, there is one major drawback with semantic labeling: the labeled DP problems
tend to get large, even when the carrier set size is only 2 or 3. This problem is magnified
if one wants to use several different models in sequence. That this can be useful is
demonstrated in the following example.
Example 7.27. We consider the same idea as in Example 7.6 where we needed to count
modulo 2. In this example we need to count modulo 2 and modulo 3. The rules of R are
as follows.
f(false, x) → f(even(six(x)), x)
f(false, x) → f(divThree(six(x)), x)
six(0) → 0
six(s(x)) → s(s(s(s(s(s(six(x)))))))
even(s(0)) → false
even(s(s(x))) → even(x)
divThree(s(0)) → false
divThree(s(s(s(x)))) → divThree(x)
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Since R belongs to a class where innermost termination implies termination ([GA01,
Theorem 16]) we choose Q = lhs(R). As in Example 7.6 all pairs but those for the f-rules
can easily be removed. In the problematic DP problem (P ,Q,R′,m) the TRS R′ consists
of all but the f-rules and we have two pairs:
F(false, x) → F(even(six(x)), x) (177)
F(false, x) → F(divThree(six(x)), x) (178)
To solve this DP problem, one can first use semantic labeling with a modulo-2-counter
to get rid of (177), and afterwards use a modulo-3-counter for (178). Of course, in this
example one can directly use a modulo-6-counter but then the search space for suitable
interpretations is rather large.
So, we start with the algebra M with carrier M = {0, 1} and the interpretation given
by sM(x) = (x + 1) mod 2, falseM = divThreeM(x) = 1, evenM(x) = x, and fM(. . . ) = 0
for all remaining function symbols f .
If we use full labeling we obtain the following new pairs P and rules R′.
F1,0(false, x) → F0,0(even0(six0(x)), x)
F1,1(false, x) → F0,1(even0(six1(x)), x)
F1,0(false, x) → F1,0(divThree0(six0(x)), x)
F1,1(false, x) → F1,1(divThree0(six1(x)), x)
six0(0) → 0
six1(s0(x)) → s1(s0(s1(s0(s1(s0(six0(x)))))))
six0(s1(x)) → s1(s0(s1(s0(s1(s0(six1(x)))))))
even1(s0(0)) → false
even0(s1(s0(x))) → even0(x)
even1(s0(s1(x))) → even1(x)
divThree1(s0(0)) → false
divThree1(s0(s1(s0(x)))) → divThree0(x)
divThree0(s1(s0(s1(x)))) → divThree1(x)
As in Example 7.6 we can easily remove the first two labeled pairs by the processors
based on the dependency graph, and moreover we can delete all labeled even-rules, since
they are no longer usable. But we still have a problem with the remaining two labeled
pairs. Of course, it is now possible to use a semantic labeling processor with a modulo-
3-counter on the remaining labeled DP problem, but this results a huge search problem
as now one has to find interpretations for twice as many symbols. In essence, then we
could have directly searched for a model with carrier size six for the modulo-6-counter.
To conclude, repeated application of a semantic labeling processor results in huge DP
problems and huge search problems.
An alternative approach is to remove the labels again after we have simplified the labeled
DP problem.34 Here this would result in the DP problem ({(178)},Q,R′′,m) where R′′
is like R′ without the even-rules. Then we do not have the problem that the DP problems
34Note that a corresponding idea was independently developed in [Zan05b, Section 7.3] which removes
labels on the level of string rewrite systems.
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grow larger and larger, but we always result in DP problems that are smaller than the
original DP problem. Additionally, the search-space for new models is not increased, too.
So, in our example we can again apply semantic labeling, but this time we use the
algebra M′ with the carrier M ′ = {0, 1, 2} and the interpretation given by sM′(x) =
(x + 1) mod 3, falseM′ = 1, divThreeM′(x) = x, and fM′(. . . ) = 0 for all remaining
function symbols f . For full labeling we obtain the following new pairs.
F1,0(false, x) → F0,0(divThree0(six0(x)), x)
F1,1(false, x) → F0,1(divThree0(six1(x)), x)
F1,2(false, x) → F0,2(divThree0(six2(x)), x)
Now obviously the resulting DP problem can be solved by the processors based on the
dependency graph.
Formulating the alternative approach as one combined processor would consist of three
steps.
(i) Given a DP problem (P ,Q,R, f) find a model M of R and choose some labeling.
(ii) Use processors to simplify the labeled DP problem (P ,Q,R, f)35 and obtain new
DP problems D1, . . . ,Dn.
(iii) Return {Unlab(D1), . . . ,Unlab(Dn)}.
In this combined processor there is one major problem. Note that a processor may
transform DP problems arbitrarily, i.e., it may introduce new function symbols which do
not possess a label. (Examples are given by the needed rules processor of Theorem 4.12
and the A-transformation processor of Theorem 6.8.) Moreover, a processor may attach
additional labels like the semantic labeling processor. So, in general it is completely
unclear how to remove the labels of the DP problems D1, . . . ,Dn.
To this end, we must not allow arbitrary processors in step (ii). A first requirement is
quite natural. We do not allow processors which introduce new function symbols. But
even if we require the harder condition that the processors in step (ii) may only reduce P
and R, and that they may not modify Q, then still the alternative approach is unsound.
This is demonstrated in the following example.
Example 7.28. We adapt the TRS of Example 7.11.
f(x, y) → f(x, y)
f(a, x) → f(g(x), x)
g(h(x)) → i(x)
i(a) → a
h(a) → a
Obviously, R is not innermost-terminating due to the first rule. We can easily simplify
the initial DP problem to (P ,Q,R,m) with the following pairs in P .
F(x, y) → F(x, y)
F(a, x) → F(g(x), x)
35Of course, the labeled DP problem depends on the theorem that is used for the labeling, e.g., we obtain
different problems when we use Theorem 7.10, Theorem 7.15, or Theorem 7.23.
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If we use the same F -algebra, labeled signature, and labeling map as in Examples 7.7
and 7.11, we obtain the following labeled rules R, the labeled version of Q is Q = lhs(R),
and P = P .
f(x, y) → f(x, y)
f(a, x) → f(g(x), x)
g(h0(x)) → i(x)
g(h1(x)) → i(x)
i(a) → a
h0(a) → a
Now we simplify the labeled DP problem (P ,Q,R, f) by the sound processor which
removes the first pair from P . Note that this really is sound according to the semantics
of a processor. It is only required that whenever there is an infinite (minimal) chain in
the input DP problem then there must be some infinite (minimal) chain in the output
problem. As the resulting DP problem has the infinite minimal chain
F(a, h1(a))→P F(g(h1(a)), h1(a)) Q→R F(i(a)), h1(a)) Q→R F(a, h1(a))→P . . .
the processor obviously satisfies this requirement.
Unlabeling the DP problem ({F(a, x)→ F(g(x), x)},Q,R, a) results in the DP problem
({F(a, x)→ F(g(x), x)},Q,R, a) which is finite, cf. Example 7.11.
So we need an even stronger correspondence between the input DP problem and the
output DP problems of the processor which is used in step (ii). The main idea is that
we use processors with Proc((P ,Q,R, f)) = {(P1,Q,R1, f1), . . . , (Pk,Q,Rk, fk)} which
transform every infinite (P ,Q,R)-chain s1 → t1, s2 → t2, . . . into a corresponding new
(Pi,Q,Ri)-chain by just omitting some initial part of the chain. Here, the substitution
and the rewrite steps that are used to build the (P ,Q,R)-chain may not be changed.
Thus, these processor can only identify which pairs and rules cannot occur infinitely
often in an infinite chain.
For example, the processor used for the simplification in Example 7.28 does not have
this property: it is possible to build an infinite chain using only the pair F(x, y)→ F(x, y)
and there is no possibility to build a corresponding chain with infinitely many occurrences
of F(x, y)→ F(x, y) from the resulting DP problem.
Definition 7.29 (Chain Identifying Processor). A processor Proc is chain identifying
iff for every DP problem (P ,Q,R, f) the processor returns a set of new DP problems
{(P1,Q,R1, f), . . . , (Pk,Q,Rk, f)} with Pi ⊆ P and Ri ⊆ R such that for every infinite
(P ,Q,R, f)-chain s1 → t1, s2 → t2, . . . using the substitution σ with
tiσ
Q→`i,1→ri,1 . . . Q→`i,ji→ri,ji si+1σ
there is an n ∈ IN and m ∈ {1, . . . , k} such that sn → tn, sn+1 → tn+1, . . . is an infinite
path in Pm and all rules `i,j → ri,j with i ≥ n are in Rm.
First note that chain identifying processors are always sound and complete, but not
every sound and complete processor is chain identifying. However, many processors are
indeed chain identifying. (Theorems 3.3, 3.4, 3.25, 4.2, 4.18, 4.20, 4.22, 4.27, 4.32, 4.39,
4.41, 6.17 (B) and (D), 6.22, and 7.30) Further note that it is not a hard requirement that
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a chain identifying processor may neither change Q nor the minimality flag. The reason is
that whenever it is identified that every infinite chain from some point onwards only uses
certain pairs and rules then of course, if the original chain is minimal and respects the
strategy, then this will also hold for the shortened chain which is like the original chain
just without some initial part.
Now we present the semantic labeling processor that is used in Example 7.27. It first
labels the DP problem, then it simplifies the labeled DP problem by some chain identifying
processor and finally it removes all labels.
Theorem 7.30 (Semantic Labeling and Unlabeling Processors). Let Procid be a chain
identifying processor, let Procmodel be a processor of Theorem 7.5, Theorem 7.10, or of
Theorem 7.15, let Procquasi be a processor of Theorem 7.19 or of Theorem 7.23. Then the
following processor Proc is chain identifying and therefore sound and complete. For a DP
problem (P ,Q,R, f), Proc returns
• {(Unlab(P1),Q,Unlab(R1), f), . . . , (Unlab(Pk),Q,Unlab(Rk), f)},
if M is a model of R,
Procmodel((P ,Q,R, f)) = {(P ′,Q′,R′, f ′)}, and
Procid((P ′,Q′,R′, f ′)) = {(P1,Q′,R1, f ′), . . . , (Pk,Q′,Rk, f ′)}
• {(Unlab(P1),Q,Unlab(R1 \ Decr), f), . . . ,
(Unlab(Pk),Q,Unlab(Rk \ Decr), f)},
if M is a quasi-model of R,
Procquasi((P ,Q,R, f)) = {(P ′,Q′,R′, f ′)}, and
Procid((P ′,Q′,R′, f ′)) = {(P1,Q′,R1, f ′), . . . , (Pk,Q′,Rk, f ′)}
• {(P ,Q,R, f)}, otherwise
Beside the previously mentioned advantage of Theorem 7.30 that we remain with small
DP problems there is another benefit. Note that as a chain identifying processor, the
processor of Theorem 7.30 is always complete and it preserves the minimality flag. This
is in contrast to the previous processors based on semantic labeling which are used as
ingredient to this new processor. There, only under certain conditions completeness is
obtained and minimality can be preserved.
There seems to be a slight restriction in Theorem 7.30. Up to now we only allow one
application of one chain identifying processor between labeling and unlabeling. However,
this is not a severe restriction as we can always compress an arbitrary application of arbi-
trary chain identifying processor into one chain identifying processor using the following
lemma. This was already needed in Example 7.27, since there we applied three chain
identifying processors on the labeled DP problem before unlabeled it.
Lemma 7.31 (Combining Chain Identifying Processors). Let Proc0, Proc1, . . . , Procn be
chain identifying processors, and let D be a DP problem. If Proc0(D) = {D1, . . . ,Dn} and
if for all 1 ≤ i ≤ n the result of Proci(Di) is {Di,1, . . . ,Di,ki} then the following processor
Proc is chain identifying. For a DP problem (P ,Q,R, f), Proc returns
• {D1,1, . . . ,D1,k1 , . . . ,Dn,1, . . . ,Dn,kn}, if (P ,Q,R, f) = D
• (P ,Q,R, f), otherwise
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By Lemma 7.31 we know that applying the processors of Theorems 3.3 and 3.4 in
sequence results in a chain identifying processor Proc. And applying Lemma 7.31 a second
time, we conclude that the sequential application of Proc and Theorem 3.25 also is a chain
identifying processor Proc′. Hence, the sequential application of all three processors indeed
corresponds to one application of the (combined) chain identifying processor Proc′. This
finally allows us to apply Theorem 7.30 like we did in Example 7.27.
Summary of Chapter 7
In this chapter we have shown various unpublished new results about how to extend
semantic labeling, a technique usually applied on TRSs, to the DP framework. To this
end, we have lifted semantic labeling from full rewriting to Q-restricted rewriting for
both models and quasi-models, and we have presented ways to preserve minimality and
to achieve completeness for a semantic labeling processor. Finally, if one wants to label,
simplify, and then unlabel a DP problem, we have figured out the class of chain-identifying
processors which may be used for the intermediate simplifying step. In this way, one can
always achieve completeness and minimality is never lost. This final approach has the
additional advantage that it never increases the resulting DP problem. Therefore, we
propose this approach for the automation of semantic labeling in combination with the
chain identifying processors of Chapters 3 and 4.
For the automation of course one has to find suitable (quasi-)models. How to solve
this problem is investigated in [KM07, KZ06, Zan05b]. In [Zan05b] one can also find our
idea of labeling and unlabeling, which was independently developed. However, there are
two major differences: in [Zan05b] labeling and unlabeling is performed on the level of
string rewrite systems and only one specific technique (rule removal as in Section 4.3) is
applied between labeling and unlabeling, whereas we have presented the results in the
DP framework and we have identified a whole class of processors that may be used in
between.
The combination of semantic labeling and dependency pairs has already been done in
[Ohl01], but this work is completely subsumed by our work, as one can use Theorem 7.30
with the basic reduction pair processor of Theorem 4.2 to simulate [Ohl01], for example.
However, in contrast to [Ohl01] we investigate minimality and completeness, we have a
more complex structure of DP problems which contain a strategy and a graph-component,
and we can combine every chain identifying processor with semantic labeling, and not only
the basic reduction pair processor.
Semantic labeling under strategies has already been investigated by us in [TM07] where
we considered innermost termination for semantic labeling with models. This thesis com-
pletely extends these results as we deal with the more general case of Q-restricted rewrit-
ing. Moreover, we even perform semantic labeling with evaluation strategy and quasi-
models. This is again an improvement, since in [TM07] it is shown that one cannot use
semantic labeling with quasi-models if one considers innermost rewriting. And finally, in
[TM07] we only worked on the level of TRSs, whereas in this thesis we integrated semantic
labeling to the DP framework.
However, in the work of [HM06a, TM07] a variant of semantic labeling, predictive
labeling, is presented. The advantage of predictive labeling is that only a (quasi-)model
of the usable rules (which are defined w.r.t. a given labeling) has to be found. But since
in these papers predictive labeling again works on TRSs, and not on DP problems it is
incomparable to our work. Moreover, only ordinary and innermost rewriting have been
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considered.
The work of [KM07] integrates predictive labeling to the DP framework for full rewrit-
ing, it corresponds to the processor of Theorem 7.19 for Q = ∅ where only the needed
rules have to satisfy the quasi-model condition. This clearly extends our results in some
way, but certain aspects like completeness and minimality are not covered in that work.
Therefore, it would be an interesting future work to integrate that work into ours, but
there may be problems. For example for non-linear sets Q, here we used full labeling
to preserve minimality. But for full labeling semantic labeling and predictive labeling
coincide.
We show by an adaptation of Example 7.6 that certain benefits of predictive labeling
are already present in our processors.
Example 7.32. Let R consist of the following rules.
f(true, x) → random(f(odd(double(x)), x))
double(0) → 0
double(s(x)) → s(s(double(x)))
odd(0) → false
odd(s(0)) → true
odd(s(s(x))) → odd(x)
random(x) → s(x)
random(x) → x
Note that R is not terminating, but innermost terminating. To prove innermost termina-
tion as in Example 7.6, one would like to label the f-symbol. If one uses semantic labeling
directly on R then one has problems finding a suitable model due to the random-rules.
The benefit of predictive labeling is that one only has to find a model for the double- and
odd-rules, but not for the problematic random-rules. However, performing the proof in
the DP framework is also possible with semantic labeling. Using the standard processors
we can remove all pairs in DP(R) except for
F(true, x) → F(odd(double(x)), x)
and we can replace R by the usable rules, which are the double- and odd-rules. Then,
one can use the same algebra to prove finiteness of the DP problem as one would use to
prove innermost termination of R by predictive labeling (e.g., one can use the algebra of
Example 7.6): in both cases the same rules have to satisfy the model condition.
There is an improved variant of predictive labeling where one only has to consider
the usable or needed rules w.r.t. an argument filter. With that technique one can even
prove innermost termination of the TRS where one has replaced the first rule of R by the
following.
f(true, x, y) → f(odd(double(x)), x, random(y))
Here, the random-rules are called inside the recursive call in an accumulator, which makes
them usable. But if the interpretations and the labelings ignore the third argument of f
then predictive labeling does not demand that the algebra is a model of the random-rules.
However, this can again be simulated by our methods. Applying the argument filter
processor of Theorem 4.38 with pi(F) = [1, 2] deletes the accumulator of the corresponding
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dependency pair
F(true, x, y) → F(odd(double(x)), x, random(y))
and afterwards the random-rules are not usable any more. Then one can prove finiteness
as before.
Finally, to use predictive labeling in the termination case with quasi-models, there is
a certain condition on the order. However, this condition ensures that if we apply the
needed rules processor of Theorem 4.12, then the additional rules of Cε always satisfy
the quasi-model condition. Thus, again there is no large difference to predictive labeling,
since often the needed rules are exactly the usable rules w.r.t. the labeling.
Nevertheless, a combination of our results with [KM07] would be helpful, since the
processors of Theorems 4.38 and Theorem 4.12 are incomplete and the latter additionally
destroys minimality.
Another interesting future work would be to answer the open question whether full
labeling (Theorem 7.10) is complete.

8. Processors for Non-Termination
Analysis
Almost all techniques for automated termination analysis try to prove termination and
there are hardly any methods to prove non-termination. But detecting non-termination
automatically would be very helpful when debugging programs.
We show that the DP framework is particularly suitable for combining both termination
and non-termination analysis. We introduce a processor which tries to detect infinite DP
problems in order to answer “no”. Then, if all previous processors were complete, we
can conclude non-termination of the original TRS. An important advantage of the DP
framework is that it can couple the search for a proof and a disproof of termination:
Processors which try to prove termination are also helpful for the non-termination
proof because they transform the initial DP problem into sub-problems, where most of
them can easily be proved finite. So they detect those sub-problems which could cause
non-termination. Therefore, the non-termination processors should only operate on these
sub-problems and thus, they only have to regard a subset of the rules when searching for
non-termination.
On the other hand, processors that try to disprove termination are also helpful for the
termination proof, even if some of the previous processors were incomplete. The reason is
that there are many indeterminisms in a termination proof attempt, since usually many
processors can be applied to a DP problem. Thus, if one can find out that a DP problem is
infinite, very often one has reached a “dead end” and should backtrack if one has applied
incomplete processors before.36
Our criteria to detect infiniteness of a DP problem are based on looping DP problems
which were already introduced in [GTS05b]. However, in that work it has not been inves-
tigated how to detect loops in the context of innermost or Q-restricted rewriting. Since
these problems often occur, there is urgent need to check whether a loop (for full rewrit-
ing) also respects the strategy. To this end, in [GTS05c] sufficient, but incomplete criteria
have been presented. However, in this thesis we strictly extend the results of [GTS05c]
as we will show and explain a novel decision procedure for this question. Although the
procedure is easy to implement its termination proof is quite involved.
This chapter is organized as follows. To prove non-termination within the DP frame-
work, in Section 8.1 we recall the notion of a looping problem and generalize it from
full rewriting to Q-restricted rewriting. Then in Section 8.2 we show a new processor
which can switch from innermost termination to termination which will make disproving
Q-termination easier. That processor will even allow us to disprove innermost termina-
tion of non-innermost looping problems by finding a loop which disregards the innermost
strategy. Finally, in Section 8.3 we will present the new decision procedure for detecting
loops for Q-restricted rewriting.
36It might still be possible to prove finiteness, since there are examples like Example 2.12 which are both
finite and infinite.
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8.1. Looping Problems
An obvious approach to find infinite reductions is to search for a term s which reduces to
a term C[sµ] containing an instance of s. Such a reduction is called a loop and a TRS
R with such a reduction is called looping. A loop has three desirable properties. First,
each loop can be finitely represented, e.g., by giving the rules and corresponding positions
that are used in the reduction from s to C[sµ]. Second, once one has found the rules
and positions for the rewrite sequence, it is easily possible to verify whether it is really
possible to reduce s to C[sµ]. (For full rewriting this is trivial.) And most importantly,
a loop gives rise to the following infinite reduction which proves non-termination.
s→+R C[sµ]→+R C[Cµ[sµ2]]→+R C[Cµ[Cµ2[sµ3]]]→+R . . . (179)
Unfortunately, if one does not consider full rewriting but innermost rewriting or Q-
restricted rewriting, then loopingness does not imply non-termination, since neither i→R
nor Q→R is stable if Q 6= ∅. The reason is that from s Q→+R C[sµ] one cannot deduce
sµ Q→+R Cµ[sµ2]. And even if this is possible, then it might be the problem that later on
for some larger n the reduction sµn Q→+R Cµn[sµn+1] is not possible.
As an example consider the TRS R = {f(g(x)) → f(g(g(x))), g(g(g(x))) → a}. By
choosing s = f(g(x)), C = 2, and µ = {x/g(x)} we obtain the following reduction.
s i→R C[sµ] = f(g(g(x))) i→R C[Cµ[sµ2]] = f(g(g(g(x))))
Now the only possible next reduction step yields the normal form f(a), such that one
cannot build the infinite reduction (179) as in the termination case. And indeed, the TRS
R is innermost terminating.
To solve this problem, one can define that a TRS R is Q-looping iff there is a term
s, a substitution µ, and a context C such that sµn Q→+R Cµn[sµn+1] for every natural
number n. A similar definition was already used in [GTS05b, Footnote 6]. Then indeed,
Q-loopingness implies non-termination for the Q-restricted rewrite relation. However the
following example shows that this definition does not really correspond to a loop, e.g., it
does not have the first two of the three desired properties of a loop.
Example 8.1. Consider the TRS R with the following rules.
f(x, y) → f(s(x), g(h(x, 0)))
h(s(x), y) → h(x, s(y))
g(h(x, y)) → i(y)
Then for Q = lhs(R) the TRS R is Q-looping, as for s = f(s(x), g(h(x, 0))), C = 2, and
µ = {x/s(x)} there are the following reductions.
sµn = f(s(x), g(h(x, 0)))µn
= f(sn+1(x), g(h(sn(x), 0)))
Q→nR f(sn+1(x), g(h(x, sn(0))))Q→R f(sn+1(x), i(sn(0)))Q→R f(sn+2(x), g(h(sn+1(x), 0)))
= Cµn[sµn+1]
The problem is that the reductions from sµn to Cµn[sµn+1] depend on n. In this example
it might still be possible to represent and check the reductions in a finite way as they have
a regular structure, but in general the problem is not even semi-decidable.
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Suppose we want to solve the undecidable problem whether a function over the nat-
urals is total. Since term rewriting is Turing-complete we can assume that there are
corresponding rules for i which compute that function by innermost evaluation strategy.
But then we can add the three rules of R and totality of i is equivalent to the question
whether s, µ, and C as above form an innermost-loop, since we obtain a loop iff all terms
i(sn(0)) for n ∈ IN have a normal form.
So, the problem with the requirement sµn Q→+R Cµn[sµn+1] is that although there are
some intermediate terms in the infinite reduction that have a regular structure, it is
possible that for every n the reduction from sµn to Cµn[sµn+1] is completely different.
However, in the infinite reduction (179) for standard rewriting there is a strong regu-
larity in the reductions from sµn to Cµn[sµn+1]. For every n one can apply exactly the
same rules in exactly the same order at exactly the same positions. Hence, one only has
to give the reduction of s to C[sµ] to know how to continue for sµ, sµ2, . . . . This gives
rise to the our final definition of Q-looping.
Definition 8.2 (Q-Looping TRS). Let R be a TRS, and let Q be a set of terms. Then
R is Q-looping iff there is a term s, a context C, a substitution µ, a number m ≥ 1, and
if there are rules `1 → r1, . . . , `m → rm ∈ R and positions p1, . . . , pm such that for all
n ∈ IN there is the following reduction.
sµn Q→`1→r1,p1 ◦ Q→`2→r2,p2 ◦ · · · ◦ Q→`m→rm,pm C[sµn+1]
Note that Definition 8.2 generalizes the definition of a looping TRS, since a TRS R
is looping iff s →+R C[sµ] iff R is ∅-looping. Moreover, this definition of Q-loopingness
has the desired first property that a loop can be finitely represented, and also the desired
third property is satisfied.
Theorem 8.3 (Loops and Non-Termination). Let R be a TRS and Q be a set of terms.
If R is Q-looping then R is not Q-terminating.
Theorem 8.3 is easily proven, since from Q-loopingness of R we get the same reduction
as in (179) where one just replaces →R by Q→R. Notice that it is not at all obvious
whether the second desired property of a loop is satisfied: there might be a problem to
check whether a given rewrite sequence really is a loop, since one has to check the looping
reduction for the possibly infinite set of terms s, sµ, . . . . Before we show the novel result
in Section 8.3 how this problem can be decided, we first generalize loopingness to DP
problems.
Our definition of a looping DP problem generalizes [GTS05b, Definition 22] from the
termination case to Q-restricted rewriting, in particular for Q = ∅ both definitions are
equivalent. However, our definition is different for the innermost case since we do not
allow that the reductions may depend on n as it is done in [GTS05b, Footnote 6].
Definition 8.4 (Looping DP Problem). Let D = (P ,Q,R, f) be a DP problem. Then D
is looping iff there is a term s, a substitution µ, a number m ≥ 1, and if there are rules
`1 → r1, . . . , `m → rm ∈ P ∪ R and positions p1, . . . , pm such that for all n ∈ IN there is
the following reduction sequence.
sµn Q→`1→r1,p1 ◦ Q→`2→r2,p2 ◦ · · · ◦ Q→`m→rm,pm sµn+1
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Moreover, these reductions have to satisfy three additional requirements: there must be at
least one P-reduction, for every P-reduction the corresponding position must be the root
position, and for every P-reduction the redex must be in Q-normal form.37
The additional requirement on the P-reductions corresponds to the fact that in chains,
every pair in P may only be applied at the root and all instantiated left-hand sides of the
pairs must be in Q-normal form. Moreover, we need at least one pair to build a chain.
Theorem 8.5 (Processor Based on Loop-Detection). The following processor Proc is
sound and complete. For a DP problem (P ,Q,R, f), Proc returns
• no, if (P ,Q,R, f) is looping,
• {(P ,Q,R, f)}, otherwise
Comparing Theorem 8.3 with Theorem 8.5, one can see two advantages of Theorem 8.5.
First, there is no need to search for a context and instead of taking an arbitrary term s
to start the loop of a TRS, one can always start the search with an instance of a left-
hand side of a pair. The reason for the latter is that one can w.l.o.g. assume that the
one necessary step with the pair is the first step in a loop. The proof of the following
Theorem 8.6 reveals that one will find all looping TRSs, even if one starts the loops with
an instance of a left-hand side of the TRS.
The second advantage is more important. Due to the previous processors usually there
are only few rules and pairs remaining which may be non-terminating. Hence, the modu-
larity of the DP framework helps to reduce the search space for a non-termination proof.
We can apply every sound and complete processor – which often was designed to prove
termination – before trying to disprove termination.
The following theorem shows that one can detect all Q-looping TRSs by looking for
loops in the corresponding DP problems.
Theorem 8.6 (Looping TRSs and Looping DP Problems). A TRS R is Q-looping iff
(DP(R),Q,R, f) is looping.
Note that the correspondence between looping TRSs and looping DP problems was
already proven in [GTS05b, Theorem 23], but only for full rewriting. Thus, Theorem 8.6
generalizes that result to Q-restricted rewriting.
Example 8.7. Let R = {f(x, y, z, u)→ g(x, f(c(x, y), z, z, y))}. For the initial DP prob-
lem (P ,∅,R,m) with P = DP(R) there is the following reduction with the substitution
µ = {x/c(x, y), y/z, u/y}.
s = F(x, y, z, u)→P,ε F(c(x, y), z, z, y) = sµ
Since full rewriting is closed under substitutions this directly implies sµn →P,ε sµn+1 for
all n. Hence, (P ,∅,R,m) is looping and infinite.
If we want to directly prove that R is a looping TRS, we can choose the same µ, a
similar term s = f(x, y, z, u), but additionally we have to provide the context C = g(x,2).
In the next section we show that Theorem 8.6 only tells us half of the truth, and in
Section 8.3 we investigate how to find loops.
37To improve readability in this chapter we disregard the graph structure of P. However, all the presented
results can be easily extended to graphs as well.
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8.2. Switching to Termination
Usually, to analyze termination of a TRS we first apply various processors on the initial
DP problem (DP(R),Q,R,m) before we try to disprove termination. Then, if all these
processors have been complete we can conclude non-termination. But it may be the
case that the initial DP problem is looping whereas the resulting DP problems are still
infinite, but not looping any more. Therefore, we would not only like to know that our
processors are complete, but they should also be loop preserving : using loop preserving
processors has the advantage that they do not harm for disproving termination, whereas
the application of other complete processors may prevent a successful non-termination
proof.
And indeed, nearly all of our processors are loop preserving, e.g., every chain identifying
processor (cf. Definition 7.29) is loop preserving. However, there is one processor that is
often used and that is not loop preserving: the processor of Theorem 3.14 to switch to
innermost termination. Consider the following example.
Example 8.8. Let R consist of the following rules and let Q = ∅.
f(x) → f(g(0, true))
g(x, true) → g(s(x), isnat(x))
isnat(0) → true
isnat(s(x)) → isnat(x)
Obviously, R is looping due to the first rule where one can choose s = f(x) and µ =
{x/g(0, true)}. However, the rules of the remaining TRS do not admit a looping reduction:
The non-terminating reduction
g(0, true) →R g(s(0), isnat(0)) →1R
g(s(0), true) →R g(s(s(0)), isnat(s(0))) →2R
g(s(s(0)), true) →R g(s(s(s(0))), isnat(s(s(0)))) →3R . . .
is not a loop. Due to Theorem 8.6 also the initial DP problem contains a loop, using the
dependency pair F(x)→ F(g(0, true)) of the first rule. However, once we apply the usual
processors including the processor to switch to innermost termination, we get the DP prob-
lem (P , lhs(R),R,m) with P = {F(x) → F(g(0, true)),G(x, true) → G(s(x), isnat(x))}.
Then, there is no loop any more, since one cannot even build an infinite chain with the
pair F(x)→ F(g(0, true)) as g(0, true) has no normal form, and since the other pair of P
– as shown before – does not admit a loop.
To handle this problem, in this section we develop an inverse processor to Theorem 3.14
which switches to full termination. Then the problem of Example 8.8 is solved, as after
its application we can again find the loop as for the initial DP problem. Moreover, by
this method we can also prove that the TRS in Example 8.8 is not innermost terminating
although it is not innermost looping.
Of course, when developing a processor which switches to full termination the difficult
task is to prove that it is complete. But it turns out that completeness of such a processor
is quite similar to soundness of the processor of Theorem 3.14. The reason is that in both
ways we have to construct an infinite chain with large strategy component Qlarge from
an infinite chain with smaller strategy component Qsmall. However, there are minor
differences: in Theorem 3.14 Qsmall = Q and Qlarge = lhs(R) whereas for a processor
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to switch to full termination we have Qsmall = ∅ and Qlarge = Q where in both cases
Q is the strategy component of the input DP problem. Another important difference
is that for the completeness of a processor to switch to full termination one also needs
to conclude Q-restricted non-termination of R from non-termination of R, i.e., one does
not only have to consider infinite chains. One reason is that a DP problem (P ,∅,R, f)
is already infinite if R is not terminating. However, that this is not the only reason is
illustrated in Example 8.10.
But let us first formally introduce the processor to switch to full termination in the
following theorem, where we see that the requirements are quite similar to those of
Theorem 3.14.
Theorem 8.9 (Processor to Switch to Termination). Let Proc be the processor which
returns {(P ,∅,R, a)} for a given DP problem (P ,Q,R, f). Then, Proc is sound and it
is complete, if
• for all s → t ∈ P, non-variable subterms of s do not unify with left-hand sides of
rules from R,
• R is locally confluent,
• NF (R) ⊆ NF (Q), and
• Q-restricted termination of R implies termination of R
One question is how to guarantee the last requirement that Q-restricted termination
of R implies termination of R without doing the termination proof of R. Our solution is
to alternatively require that R belongs to a class of TRSs where innermost termination
and termination are equivalent. Then the last requirement is indeed satisfied, since by
Lemma 2.4 one can conclude innermost termination of R from Q-termination of R.
We now show that the last requirement of Theorem 8.9 is essential, even if one would
define that a DP problem is infinite iff it admits an infinite chain.
Example 8.10. Consider the DP problem (∅, lhs(R),R, a) where R consists of the
following rules.
g(a) → g(b)
g(b) → g(a)
a → c
b → d
Then (∅, lhs(R),R, a) is not infinite asR is innermost terminating and as there obviously
is no infinite innermost chain. However, R is locally confluent, i→R is even confluent,
and (∅,∅,R, a) is infinite since R is not terminating. Thus, without the requirement
that innermost termination of R should imply termination of R, Theorem 8.9 becomes
unsound.
But even if one considers the DP problems (P , lhs(R),R, a) and (P ,∅,R, a) with
P = {F(g(c), g(d), x) → F(x, x, x)} one obtains a counterexample. Although there is
an infinite (P ,∅,R)-chain in addition to non-termination of R there still is no infinite
(P , lhs(R),R)-chain.
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Another way to reduce the set Q is to apply the Q-reduction processors of Theorems
3.34 and 3.36. Since for disproving termination minimality is irrelevant, one should always
prefer Theorem 3.34 over Theorem 3.36 as the processor of the former theorem can delete
more terms from Q and it is more often applicable.
Since Theorem 3.34 and Theorem 8.9 are incomparable one should apply them both
as a first step to disprove termination. Nevertheless, these processors just simplify the
DP problem for a later non-termination proof, but they will never say “no”. Hence, to
disprove termination we afterwards still have to apply Theorem 8.5. However, we still
have not presented a way to detect loops. This is the topic of the next section.
8.3. Detecting Looping Problems
In [GTS05b] it is investigated how loops can be detected by narrowing. Another approach
to detect loops is based on unfolding and is presented in [Pay06]. Moreover, for the special
class of string rewrite systems, in [GZ99] a decision procedure is presented, which can
answer the question whether there is a loop up to a given length. However, in all these
papers ([GTS05b, GZ99, Pay06]) only loops for full rewriting are detected and there is
no technique to detect whether such a loop also respects the strategy given by Q. This is
partially solved in [GTS05c] where approximations are presented by which one can detect
innermost loops.
In this section we extend the results of [GTS05c] and develop a novel method to decide
whether a loop respects the strategy. If there is a loop for full rewriting then we have
found a reduction of the following form.
sµn →`1→r1,p1 ◦ →`2→r2,p2 ◦ · · · ◦ →`m→rm,pm sµn+1
Since every time the same rules are applied at the same positions, all intermediate terms
have the form siµ
n. Hence, the reductions look at follows.
sµn = s1µ
n →`1→r1,p1 s2µn →`2→r2,p2 . . . smµn →`m→rm,pm sµn+1
Note that this reduction isQ-looping iff every direct subterm si|pijµn of every redex siµn|pi
is in Q-normal form (and if one considers looping DP problems then additionally for every
i with `i → ri ∈ P the terms siµn have to be in Q-normal form). Since a term t is in
Q-normal form iff t does not contain a redex w.r.t. Q, we can reformulate the question
about Q-loopingness in terms of so-called redex problems.
Definition 8.11 (Redex, Matching, and Identity Problems). Let s and q be terms, let
µ be a substitution with finite domain. Then a redex problem is a triple (s |m q, µ), a
matching problem is a triple (sm q, µ), and an identity problem is a triple (s u q, µ).
A redex problem (s |m q, µ) is solvable iff there is a natural number n, a position p,
and a substitution σ such that sµn|p = qσ, a matching problem is solvable iff there is a
natural number n and a substitution σ such that sµn = qσ, and an identity problem is
solvable iff there is a natural number n such that sµn = qµn.
Obviously, for every term s the redex problem (s |m µ, q) is not solvable for any q ∈ Q
iff sµn ∈ NF (Q) for all n ∈ IN.
Example 8.12. We consider the TRS of Example 8.7 where now we want to analyze
Q-termination for Q = {q} with q = c(c(c(x1, x1), x2), x3). Then the loop of Example 8.7
(with s = F(x, y, z, u) and µ = {x/c(x, y), y/z, u/y}) respects the strategy iff (s |m q, µ)
is not solvable.
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To answer the question whether a redex problem (s |m q, µ) is solvable, we have to look
for three unknowns: the position p, the substitution σ, and the number n. We will now
eliminate these unknowns one by one and start with the position p. This will result in
matching problems. Then in a second step we will further transform matching problems
into identity problems where only the number n is unknown. Finally, we will present a
novel algorithm to decide identity problems. Therefore, at the end of this section we will
have a decision procedure for redex problems, and thus also for the question whether a
given loop respects the strategy.
To start with simplifying a redex problem (s |m q, µ) into a finite disjunction of match-
ing problems, note that since the position can be chosen freely from all terms s, sµ, sµ2, . . .
it is not possible to just unroll the possible choices for the position. But the following
theorem shows that it is indeed possible to reduce redex problems to matching problems.
Theorem 8.13 (Solving Redex Problems). Let (s |m q, µ) be a redex problem. Let
W = ⋃i∈IN V(sµi). Then (s |m q, µ) is solvable iff q is a variable or the matching problem
(um q, µ) is solvable for some non-variable subterm u of a term in {s} ∪ {xµ | x ∈ W}.
Note that the set W is finite since it is a subset of the finite set of variables V(s) ∪⋃
x∈Dom(µ) V(xµ). Hence, Theorem 8.13 can easily be automated.
Example 8.14. We use Theorem 8.13 for the redex problem (s |m q, µ) of Example 8.12.
i sµi V(sµi)
0 F(x, y, z, u) {x, y, z, u}
1 F(c(x, y), z, z, y) {x, y, z}
Since there is no new variable in the second iteration we can stop and know that W =
{x, y, z, u}. Thus, (s |m q, µ) is solvable iff one of the following two matching problems is
solvable.
(F(c(x, y), z, z, y)m q, µ) (c(x, y)m q, µ)
Now the question whether a given matching problem is solvable remains. This amounts
to detecting the unknown number n and the matcher σ. Our next aim is again to reduce
this problem to a conjunction of identity problems where there is no matcher σ any more.
However, we first have to generalize the notion of a matching problem (s m q, µ) which
includes one pair of terms s m q into a matching problem which allows a set of pairs of
terms.
Definition 8.15 (Matching Problem). A matching problem is a pair (M, µ) of a set M
of pairs {s1 m q1, . . . , sk m qk} together with a substitution µ. A matching problem for
(M, µ) is solvable iff there is a substitution σ and a number n ∈ IN such that for all
1 ≤ j ≤ k the equality sjµn = qjσ is valid.
If M only contains one pair s m q then we identify (M, µ) with (s m q, µ), and if µ is
clear from the context we write M as an abbreviation for (M, µ).
We now give a set of four transformation rules which either detect that a matching
problem is not solvable (indicated by ⊥), or which transform a matching problem into
solved form. And once we have reached a matching problem in solved form, it is possible
to translate it into identity problems.
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Definition 8.16 (Transformation of Matching Problems). Let V be the set of vari-
ables and let µ = {x1/t1, . . . , xm/tm} be a substitution. We define Vincr = {x ∈ V |
there is some n ∈ IN with xµn /∈ V} as the set of increasing variables.
For each matching problem (M, µ) with M = M′ unionmulti {s m q} with q /∈ V there is a
corresponding transformation rule.
(i) M⇒ {s′µm q′ | s′ m q′ ∈M}, if s ∈ Vincr
(ii) M⇒⊥, if s ∈ V \ Vincr
(iii) M⇒⊥, if s = f(. . . ), q = g(. . . ), and f 6= g
(iv) M⇒M′ ∪ {s1 m q1, . . . , sk m qk}, if s = f(s1, . . . , sk), q = f(q1, . . . , qk)
Otherwise, a matching problem is in solved form.
The following theorem shows that every matching problem (sm q, µ) can be reduced to
a set of identity problems.
Theorem 8.17 (Solving Matching Problems). Let (M, µ) be a matching problem.
(i) The transformation rules of Definition 8.16 are confluent and terminating.
(ii) If M⇒⊥ then M is not solvable.
(iii) If M⇒M′ then M is solvable iff M′ is solvable.
(iv) M is solvable iffM⇒∗ M′ for some matching problemM′ = {s1mx1, . . . , skmxk}
in solved form, such that for all i 6= j with xi = xj the identity problem (si u sj, µ)
is solvable.
Example 8.18. We illustrate the transformation rules of Definition 8.16 by contin-
uing Example 8.14, where at the end we had to analyze two matching problems for
q = c(c(c(x1, x1), x2), x3) and µ = {x/c(x, y), y/z, u/y}.
• The matching problem (F(c(x, y), z, z, y)m q, µ) can be reduced to ⊥ by rule (iii).
• The other matching problem can be transformed by rules (i) and (iv) into solved
form as follows.
(c(x, y)m q, µ) = {c(x, y)m c(c(c(x1, x1), x2), x3)}
⇒ {xm c(c(x1, x1), x2), y m x3}
⇒ {c(x, y)m c(c(x1, x1), x2), z m x3}
⇒ {xm c(x1, x1), y m x2, z m x3}
⇒ {c(x, y)m c(x1, x1), z m x2, z m x3}
⇒ {xm x1, y m x1, z m x2, z m x3}
Hence, by Theorem 8.17 all matching problems are not solvable iff the identity
problem (x u y, µ) is not solvable.
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Input: An identity problem (s u t, µ).
Output: “Yes”, the identity problem is solvable, or “No”, it is not.
(i) While µ contains a cycle of length n > 1 do µ := µn
(ii) S := ∅
(iii) If s = t then stop with result “Yes”
(iv) If there is a shared position p of s and t such that s|p = f(. . . ) and t|p = g(. . . )
and f 6= g then stop with result “No”
(v) If there is a shared position p of s and t such that s|p = x, t|p = g(. . . ), and x is
not an increasing variable then stop with result “No”.
Repeat this step with s and t exchanged.
(vi) If there is a shared position p of s and t such that s|p = x, t|p = y, x 6= y, and
x, y /∈ Dom(µ) then stop with result “No”
(vii) Add the triple (x, p, t|p) to S for all shared positions p of s and t such that
x = s|p 6= t|p where x is an increasing variable
Repeat this step with s and t exchanged.
(viii) If (x, p1, u1) ∈ S and (x, p2, u2) ∈ S where
(a) u1 and u2 are not unifiable or where
(b) u1 = u2 and p1 < p2,
then stop with result “No”
(ix) s := sµ, t := tµ
(x) Continue with step (iii)
Figure 8.19.: An algorithm to decide solvability of identity problems
It only remains to give an algorithm which decides solvability of an identity problem.
The full algorithm is presented in Figure 8.19, and we will explain the performed steps
one by one.
First we replace the substitution µ by µn such that µn does not contain cycles. Here,
a substitution δ contains a cycle of length n iff δ = {x1/x2, x2/x3, . . . , xn/x1, . . . } where
the xi are pairwise different variables. Obviously, if δ contains a cycle of length n then
in δn all variables x1, . . . , xn do not belong to the domain any more. Thus, step (i) will
terminate and afterwards µ does not contain cycles of length 2 or more.
Note that like in Theorem 8.13 where we replaced µ by δ = µj−i, the identity problem
(s u t, µ) is solvable iff (s u t, µn) is solvable. Hence, after step (i) we still have to decide
solvability of (s u t, µ) for the modified µ. The advantage is that now µ has a special
structure. For all x ∈ Dom(µ) either x is an increasing variable or for some n the term
xµn is a variable which is not in the domain of µ. And for such substitutions µ the terms
s, sµ, sµ2, . . . finally become stationary at each position, i.e., for every position p there is
some n such that either all terms sµn|p, sµn+1|p, sµn+2|p, . . . are of the form f(. . . ), or all
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these terms are the same variable x /∈ Dom(µ). Therefore, it is possible to define sµ∞ as
the limit of all terms s, sµ, sµ2, . . . .
If the identity problem is solvable then there is some n such that sµn = tµn which is
detected in step (iii). The reason is that with steps (ix) and (x) it is iterated over all term
pairs (s, t), (sµ, tµ), (sµ2, tµ2), . . . .
On the other hand it might be the case that an identity problem has a stationary
conflict, i.e., sµ∞ 6= tµ∞. Then the identity problem is unsolvable since sµn = tµn implies
sµ∞ = tµ∞. However, if the terms sµ∞ and tµ∞ differ, then there is some position p such
that the symbols at position p differ, or sµ∞|p is a variable and tµ∞|p is not a variable
(or vice versa), or both sµ∞|p and tµ∞|p are different variables Hence, if we choose n high
enough then p is stationary for both sµn|p and tµn|p. But then one of three rules (iv)-(vi)
will trigger. The reason is that all variables in sµ∞ and tµ∞ are not from the domain of
µ.
Up to now we can detect all solvable identity problems and all identity problems which
are not solvable due to a stationary conflicts. However, there remain other identity prob-
lems which are neither solvable nor do they possess a stationary conflict. As an example
consider (x u y, {x/f(x), y/f(y)}). Then sµ∞ = f(f(f(. . . ))) = tµ∞ but this identity
problem is not solvable since xµn = fn(x) 6= fn(y) = yµn. We call these identity problems
infinite.
The remaining steps (ii), (vii), and (viii) are used to detect infinite identity problems.
In the set S we store subproblems (x, p, u) such that whenever the identity problem is
solvable, then xµm = uµm must hold for some m to make the terms sµn and tµn equal at
position p. We give some intuitive arguments why the two abortion criteria in step (viii)
are correct. For (viii–a) notice that if u1 and u2 are not unifiable then xµ
m cannot be
both u1µ
m and u2µ
m, which would be a conflict. And if in the problem to make xµm equal
to u1µ
m we again produce the same problem at a lower position, then this will continue
forever. Hence, the problem is not solvable, which will be detected by step (viii–b).
The following theorem shows that indeed all answers of the algorithm are correct and it
also shows that we will always get an answer. However, especially the termination proof
is quite involved since we have to show that the criteria in step (viii) suffice to detect all
infinity identity problems.
Theorem 8.20 (Solving Identity Problems). The algorithm in Figure 8.19 to decide solv-
ability of identity problems is correct and it terminates.
Example 8.21. We illustrate the algorithm with the identity problem (x u y, µ) where
µ = {x/f(y, u0), y/f(z, u0), z/f(x, u0), u0/u1, u1/u0}.
As µ contains a cycle of length 2 we replace µ by µ2 = {x/f(f(z, u0), u1), y/f(f(x, u0), u1),
z/f(f(y, u0), u1)}. Since xµ∞ = f(f(f(. . . , u1), u0), u1) = yµ∞ we know that the problem is
solvable or infinite. Hence, the steps (iv)-(vi) will never succeed. We start with s = x and
t = y. Since the terms are different we add (x, ε, y) and (y, ε, x) to S. In the next iteration
we have s = f(f(z, u0), u1) and t = f(f(x, u0), u1). Again, the terms are different and we
add (x, 11, z) and (z, 11, x) to S. The next iteration yields the new triples (y, 1111, z) and
(z, 1111, y), and after having applied µ three times we get the two last triples (x, 111111, y)
and (y, 111111, x). Then due to (viii–b) the algorithm terminates with “No”.
By simply combining the theorems of this section we have finally obtained a decision
procedure which can solve the question whether a loop is also a loop when regarding the
strategy given by Q.
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Corollary 8.22 (Deciding Q-loops). For every looping reduction of a TRS or of a DP
problem it is decidable whether that reduction is a loop when regarding the strategy Q.
Example 8.23. At the end of Example 8.18 we knew that the given loop respects the
strategy iff (x u y, µ) is not solvable where µ = {x/c(x, y), y/z, u/y}. We apply the
algorithm of Figure 8.19 to show that this identity problem is indeed not solvable, and
hence the loop is also Q-looping.
Since µ only contains cycles of length 1, we skip step (i). So, let s = x and t = y. Then
none of the steps (iii)-(vi) are applicable. Hence, we add (x, ε, y) to S and continue with
s = c(x, y) and t = z. Then, in step (v) the algorithm is stopped with answer “No” due
to a stationary conflict.
Summary of Chapter 8
In this chapter we have presented various methods to prove that a TRS is non-terminating.
First, we have seen that every loop gives rise to non-termination. Then we have presented
a new contribution, where we have generalized the concept of a loop from full rewriting
to Q-restricted rewriting and from TRSs to DP problems. Moreover, we have proven that
a TRS is looping iff its initial DP problem is looping. This result is important since it
implies that one can only benefit from disproving termination in the DP framework: If a
TRS is looping, one will be able to detect that loop in a corresponding DP problem, and
often one can detect the loop more easily, since the processors to prove termination often
narrow the search space to find a loop considerably.
To further simplify disproving termination, we have introduced a novel processor which
can transform infinite non-looping DP problems into looping DP problems by switching
from innermost termination to termination.
All of the above methods have already been published by us in a basic version in
[GTS05b] where we only considered full and innermost rewriting instead of Q-restricted
rewriting. Moreover, the equivalence result between looping TRSs and looping DP prob-
lems is only available for full rewriting in [GTS05b].
Finally, we have presented a new algorithm to decide whether a loop for full rewriting
is also a loop for Q-restricted rewriting. This extends our work in [GTS05c] which can
only approximate this question.
To automate disproving, we propose the following strategy. First one should apply all
complete processors of the previous chapters as if one would try to prove termination. This
will usually simplify the initial DP problem considerably and it will detect the possibly
non-terminating parts. Then one should really try to disprove termination. To obtain a
small setQ one should apply the processor of Theorem 3.34 to remove all terms ofQ which
cannot block a reduction any more, and one should apply the processor of Theorem 8.9
to switch to termination, if possible. Note that both these processors drop minimality,
but this does not matter, since minimality is not needed when disproving termination.
Finally one should try to disprove termination by Theorem 8.5, i.e., by searching for a
loop. To this end, one can use one of the methods in [GTS05b, GZ99, Pay06] for finding
loops for full termination, and then check whether that loop respects the strategy by our
new algorithm where of course, one should guide this search by the evaluation strategy
as far as possible.
In the related work of [WS06] a larger class of non-terminating problems has been
identified, so called inner-loops. These still have some regular structure but up to now,
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no technique is available which can automatically detect inner-loops that are not already
loops. It would be interesting to develop these techniques and to generalize inner-loops
from full rewriting to Q-restricted rewriting.
Other related work can be found in [Pla86]. There a TRS R is already called “non-
terminating” if it allows a self-embedding reduction sequence. A reduction sequence
t1 →R t2 →R . . . is called self-embedding if there are i and j > i such that tj %emb ti.
Thus, this criterion can be used to detect that R is not simply-terminating. This is
used to avoid infinite reductions in the reduction step of Knuth-Bendix style completion.
However these results are incomparable to our work, since their criterion does not imply
non-termination with the usual meaning of non-termination.

9. Conclusion
We introduced the DP framework for termination proofs (Chapter 2) which generalizes
the classical DP approach [AG00] into a general basis for automated termination proofs.
Since it turned out that the classical evaluation strategies of full rewriting and innermost
rewriting are not expressive enough – especially if one wants to obtain completeness – we
used the more general notion of Q-restricted rewriting.
Then we showed how to formulate the existing components of the DP approach as
processors within this framework (Chapters 3–5). In contrast to the DP approach, now
these components can be applied at any time during the termination proof and their
applicability conditions only concern the current DP problem, not the whole TRSs. For
example, we designed a modular and more powerful version of the technique of [Gra95]
to switch to innermost termination. Moreover, we developed several new processors and
extended existing techniques ([Urb01]) to simplify DP problems, such that far less con-
straints have to be satisfied, or less new pairs and rules will be generated. Additionally,
we introduced semantic notions (of Cap and of usable rules) which encompass all known
syntactic definitions, and our estimations yield better results than all previous versions.
And even more importantly, since our processors only make use of these semantic notions,
every future improvement of the estimations can be integrated without having to recheck
or adapt a single proof of any of the processors.
Afterwards, we presented several new processors to handle applicative TRSs, which are
first-order TRSs of a special form that can be used to represent higher-order functions
(Chapter 6). Here, we extended the existing work about transforming applicative TRSs to
standard functional form ([KKSV96]) to DP problems, which entailed the new problem of
considering the evaluation strategy in that transformation. There we detected that some
of the desired processors would be unsound, but we solved this problem by combining
the transformation with those processors that are based on well-founded orders. This
is sufficient since most of the other processors are equally powerful on transformed and
untransformed DP problems.
As next step we adapted the powerful technique of semantic labeling [Zan95] to the DP
framework (Chapter 7). Our work included the integration of strategies for both models
and quasi-models, we investigated completeness of semantic labeling, and we detected
which processors may be used between labeling and unlabeling.
Finally, we illustrated how to disprove termination (Chapter 8). A major contribution
was already made in the previous chapters since for all processors in Chapters 3–7, we
also investigated their completeness which allows us to use them also when proving non-
termination. To finally detect non-termination we try to find loops, a notion we have
generalized from full to Q-restricted rewriting and from TRSs to DP problems. To this
end, we designed a novel algorithm which can decide whether a loop for full rewriting
respects a given evaluation strategy, and additionally other techniques were presented
that allow to switch to a more liberal strategy before trying to detect a loop.
Of course, there are other techniques to analyze termination that have not yet been
adapted to the DP framework like match-bounds [GHW03, GHWZ07] or the size-change
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principle [LJB01, TG03, TG05]. Therefore, in [GTS05a, Theorem 36] it is shown how
to integrate arbitrary existing termination techniques into the DP framework. The main
idea is to prove Q-termination of P ∪ R in order to show that (P ,Q,R, f) is finite. In
this way, these techniques can benefit from other processors which were applied before.
This increases their applicability and power considerably. However, it would of course be
more advantageous to integrate these techniques more closely into the DP framework like
it was done for semantic labeling. This would be an interesting future work.
All of our techniques not only work in theory but they can be efficiently mechanized,
too. This can be done in two steps.
First, one needs an efficient implementation of each individual processor. For the more
challenging processors – those of Chapters 4, 6, 7, and 8 – one can find corresponding
techniques in our work [CSL+06, FGM+07, GTSF03, GTSF06, STA+07] and in the work
of [CLS06, CMTU05, GZ99, Pay06, HM05, KM07, KZ06, Zan05b, ZHM07]. Here, the
most recent techniques often use SAT encodings and benefit from modern SAT solvers.
And second, one definitely needs a strategy when to apply each technique. One can take
the following general purpose strategy as starting point, but of course one might want to
adapt it for certain classes of input problems, or if new techniques become available.
Our strategy works as follows. We start with the tree that only contains the initial DP
problem as node. And whenever we detect an unprocessed DP problem (P ,Q,R, f) in
this tree, we try to successfully apply a processor in the following sequence, i.e., we apply
the first processor Proc which satisfies Proc((P ,Q,R, f)) 6= {(P ,Q,R, f)}.
(i) Apply very fast and complete processors
(a) Delete all edges in the pair-graph due to the dependency graph (Theorem 3.3
with estimation of Definition 3.9)
(b) Decompose pair-graph (Theorem 3.4)
(c) Delete all edges in the pair-graph due to the dependency graph (Theorem 3.3
with star-estimation of Definition 3.31)
(d) Switch to innermost termination (Theorem 3.14)
(e) Remove all unusable rules (Theorem 3.25)
(f) Remove non-blocking terms in Q (Theorem 3.36)
(g) Switch from applicative to functional form in the innermost case (Theorem 6.8)
(ii) Apply fast and complete processors
(a) Remove pairs by the subterm criterion (Theorem 4.41)
(b) Switch from applicative to functional form in the termination case by using
monotonic reduction pairs (Theorem 6.17 (C))
(c) Remove all unneeded rules by using monotonic reduction pairs (Theorems 4.20
and 6.17 (B))
(d) Remove further rules by using monotonic reduction pairs (Theorems 4.22 and
6.17 (B))
If one has found a reduction order for one of the above processors one should directly
try to simplify the resulting DP problem further with the help of this reduction order.
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For example, the constraints to successfully apply (ii–b) do not require a strict
decrease. However, if it turns out that some pairs or rules are strictly decreasing
one can directly simplify the DP problem further by (ii–d).
(iii) Apply powerful and complete processors
Remove pairs by using “simple” reduction pairs (such as RPO, KBO, linear poly-
nomial orders with low coefficients)
(a) For applicative DP problems use reduction pair processor (Theorem 6.22), or
if a DP problem is not even pi-proper, try combination with argument filter
processor (Theorem 4.38)
(b) For non-applicative DP problems use reduction pair processors (Theorems 4.27
and 4.32)
(iv) Apply complete transformations
(a) Rewrite pairs (Theorem 5.10)
(b) Narrow pairs (Theorem 5.19)
(c) Instantiate pairs (Theorems 5.3 and 5.5)
Here, the processors in steps (iv–a) and (iv–b) should only be applied if their ap-
plication is complete. Moreover, one should directly apply all pair transformations
before restarting at the beginning of our strategy. The reason is that often many
transformation have to be performed, before a reduction pair processor can be ap-
plied afterwards. However, the processors of step (i) should be tried after every
transformation.
Since the transformations can often be applied infinitely many times, we have iden-
tified “safe” transformations which are guaranteed to terminate. More details can
be found in [GTSF06, Definition 33].
(v) Apply very powerful and complete processors
Repeat step (iii) with “complex” reduction pairs (such as negative or non-linear
polynomial orders and matrix interpretations)
(vi) Try to disprove termination
(a) Remove all non-blocking terms from Q (Theorem 3.34)
(b) Switch to termination (Theorem 8.9)
(c) Find a loop (Theorem 8.5)
After steps (vi–a) and (vi–b) have been applied, one should not restart with the
global strategy in step (i), but directly try step (vi–c). If one cannot find a loop,
one should not apply any step of (vi) at all, since otherwise minimality would be
lost.
(vii) Apply incomplete transformations
Reapply step (iv) but even allow incomplete transformations
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(viii) Apply semantic labeling
Use the technique of labeling and unlabeling (Theorem 7.30). For the labeling
always use full labeling (Theorems 7.10 and 7.23) and for quasi-models and linear
sets Q combine it with Theorem 7.15 to preserve minimality. For the simplification
between labeling and unlabeling use the chain-identifying processors of steps (i–a)–
(i–c) and (i–e) as well as the processors of steps (ii–c), (ii–d), and (iii) in combination
with linear polynomial orders.
Our strategy has two global properties. All DP problems in the tree have their min-
imality flag enabled and the roots of the pairs are always head symbols. (Note that
minimality is lost locally when trying to disprove termination and when semantic labeling
is used with quasi-models and non-linear sets Q (steps (vi) and (viii)). To achieve the
former property, we did not allow the processors of Theorems 4.12, 6.12, and 6.17 (A).
And because of the latter property we did not integrate Theorem 4.39.
All other processors of this thesis that cannot be found in our strategy are not inte-
grated, because they are subsumed by some strictly more powerful processor.
A large number of processors (including all that have been presented in this thesis) have
been implemented in our automated termination tool AProVE [GST06]. Moreover, we
have designed a dedicated strategy similar to the one above for every class of termination
problems, i.e., there is one strategy for TRSs, one for Prolog-programs, one for Haskell-
programs, etc.
The accumulated effect38 of our contributions can be seen at the annual international
Termination Competition [MZ07]. Due to the DP framework, since the beginning of the
competition in the year 2004, AProVE was the most powerful system in the term rewriting
category, both for proving and for disproving termination. Here, the tools were tested
on the examples from the termination problem data base (TPDB) [TPDB], a collection
of termination problems from several sources and different areas of computer science. To
give some numbers, in the competition of this year where every tool had two minutes to
analyze each TRS, AProVE could detect that 723 of the 975 TRSs are terminating and it
could disprove termination of 128 systems, whereas the second most powerful tools could
only prove termination of 574 TRSs and disprove termination of 117 systems.
This demonstrates that the DP framework is indeed very well suited for automation and
for application in practice. The fact that the most successful of the other termination tools
Cariboo [FGK02], CiME,39Jambox,40 Matchbox [Wal04], MultumNonMulta,41 MU-TERM
[AGIL07], NTI [Pay06], TEPARLA,42 TERMPTATION,43 TORPA [Zan05b], TPA [Kop06],
TTT [HM07], TTT2,44 and TTTbox45 also use dependency pairs, additionally fortifies this
claim.
To summarize, without our contributions, AProVE would not be the winner of the
competition in the last four years.
38To empirically illustrate the advantages of a particular technique, we refer to the large amount of
experimental data which is available in [GTS05b, GTSF03, GTSF04, GTSF06, TGS04] and at http:
//aprove.informatik.rwth-aachen.de/eval/#experiments.
39Available at http://cime.lri.fr/.
40Available at http://joerg.endrullis.de/.
41Available at http://www.theory.informatik.uni-kassel.de/~dieter/multum/.
42Available at http://www.win.tue.nl/~hzantema/torpa.html.
43Available at http://www.lsi.upc.es/~albert/term.html.
44Available at http://colo6-c703.uibk.ac.at/ttt2/.
45Available at http://cl-informatik.uibk.ac.at/~mkorp/TTTbox.html.
147
Since the combination of techniques within the DP framework leads to a very modular,
flexible, and powerful approach, the DP framework is particularly suitable as a basis
for future research on automated termination proving. We see four main directions of
research:
While there already exist several powerful processors, these processors are not yet suffi-
cient to handle all termination problems occurring in practice. Therefore, one important
topic for further work is the improvement of the existing processors and the development
of new processors which are particularly fast or particularly powerful for certain classes
of DP problems. (Some more detailed ideas have already been given in the summaries of
each of the Chapters 3 – 8.)
Another important line of research is the development of strategies to decide which
processor should be applied next on a particular DP problem. We have designed such
strategies for the current set of processors, but with every new technique, the development
becomes more complex: Even in the presented strategy one should use time-outs in specific
steps, because otherwise not even step (vi) would be reached if one choses certain classes
of reduction pairs in step (v). (Exchanging these two steps would not help since the
current step (vi) – if used without resource limits – would then block step (v).) Thus,
distributing the resource time on the available processors in such a way that one benefits
from all available techniques is a major problem that needs to be investigated.
Since current termination provers become more and more complicated, the chances are
high that not every generated proof is correct. And indeed, in the last years some provers
returned wrong answers due to a bug in the implementation of the theorems. Therefore,
verifying termination proofs becomes a more and more important task. Here, the research
has just started recently with the CoLoR and A3PAT projects [BDC+06, CCF+07].
The last direction is about the connection between term rewriting and programming
languages. Although there already exist transformations from logic- and functional-
programming into TRSs that work well in practice, they can still be improved to handle
and exploit more features of the language, e.g., built-in data-structures, types, etc. More-
over, successful transformational approaches to prove termination for the important class
of imperative programs are still missing. On the other hand it would also be interesting,
to adapt the powerful termination techniques of term rewriting such that they become
applicable directly on programs, and – vice versa – to integrate termination techniques
from other areas into term rewriting.
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A. Proofs
A.2. Proofs of Chapter 2
Proof of Lemma 2.4. Obvious.
Proof of Lemma 2.6. We show both directions separately. First consider that there is
some q ∈ Q′ ∩ NF (Q). As q ∈ Q′, obviously q /∈ NF (Q′) and hence, NF (Q) 6⊆ NF (Q′).
For the other direction let there be some t with t ∈ NF (Q) and t /∈ NF (Q′). From
the latter we know that t contains a subterm qσ with q ∈ Q′. Note that q ∈ NF (Q) as
t ∈ NF (Q) and as rewriting is closed under contexts and substitutions. But this shows
Q′ ∩ NF (Q) 6= ∅.
Proof of Theorem 2.11. (i) ⇒ (ii): We define [ as the inverse operation to ], i.e., (f ](t1,
. . . , tn))
[ = f(t1, . . . , tn). Let s1 → t1, s2 → t2, . . . be an infinite (DP(R),Q,R)-
chain with t1σ
Q→∗R s2σ, t2σ Q→∗R s2σ, . . . . Thus, s1σ[ = `1σ Q→R r1σ = C1[t1σ[] Q→∗R
C1[s2σ
[] = C1[`2σ]
Q→R C1[r2σ] = C1[C2[t3σ[]] Q→∗R C1[C2[s3σ[]] Q→R . . . is an infiniteQ→R reduction.
(ii) ⇒ (iii): Obvious, as every minimal (P ,Q,R)-chain is also a (P ,Q,R)-chain.
(iii) ⇒ (i): Suppose, we have an infinite Q→R-reduction. Then, there is minimal (w.r.t. )
term t0 that starts an infinite reduction where all its proper subterms are
Q→R
terminating. Thus, t0
Q→∗R,>ε s1 = `1σ Q→R,ε r1σ and r1σ is Q→R non-terminating.
Again, there must be a minimal non-terminating subterm t1 of r1σ. By minimality
of t1 the root of t1 must be defined. Moreover, as all proper subterms of `1σ areQ→R terminating the term r1 cannot be a proper subterm of `1. Hence, the step
from s1 to t1 must correspond to a dependency pair of R. Thus, s]1 →DP(R) t]1 is a
reduction at the root position. Continuing in this way, we get an infinite sequence
of dependency pairs. To show that this sequence really is a chain we have to show
that all s]i are in Q-normal form. First note that all proper subterms of all si are
in Q-normal form. Hence, all proper subterms of all s]i are in Q-normal form, too.
Furthermore, the root of each s]i is a tuple symbol, thus no si can be matched by a
term of Q, too.
Finally, as all ti are chosen minimal and as all t
]
i have a tuple symbol as root that
is not contained in Q, all t]i are Q→R-terminating.
Proof of Lemma 2.17. Let some (P ′,Q′,R′, f ′) ∈ Proc((P ,Q,R, f)) be infinite and sup-
pose that (P ,Q,R, f) is not infinite. Thus, R is Q-terminating and (P ,Q,R, f) is finite.
Due to Q-termination of R, every (P ,Q,R)-chain is minimal and thus, there is no infinite
(P ,Q,R)-chain, even if f =m.
Note that by Lemma 2.4 Q′-termination of R′ follows from Q-termination of R. So
if (P ′,Q′,R′, f ′) is infinite, there must be an infinite (P ′,Q′,R′)-chain. But then this
is also a (P ,Q,R)-chain which contradicts the observation above. The reason is that
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if the edge si → ti, si+1 → ti+1 is present in P ′ then the same edge is contained in P ,
that tiσ Q′→∗R′ si+1σ implies tiσ Q→∗R si+1σ by Lemma 2.4, and that siσ ∈ NF (Q′) implies
siσ ∈ NF (Q).
A.3. Proofs of Chapter 3
Proof of Theorem 3.3. Completeness follows from Lemma 2.17, since P∩P ′ ⊆ P. Proc is
sound because we only drop those edges (s→ t, u→ v) in P which cannot form a chain.
Hence, whenever s1 → t1, s2 → t2, . . . is an infinite (minimal) (P ,Q,R)-chain then it is
also an infinite (minimal) (P ′,Q,R)-chain and thus, an infinite (minimal) (P ∩P ′,Q,R)-
chain.
Proof of Theorem 3.4. Completeness follows from Lemma 2.17, since Pi ⊆ P for all i.
Proc is sound since after a finite number of nodes in the beginning, any infinite (minimal)
(P ,Q,R)-chain only contains nodes and edges from a single SCC. Hence, there also is an
infinite (minimal) (Pi,Q,R)-chain for some Pi.
Proof of Lemma 3.8. Let tσ Q→R,p1 u1 Q→R,p2 . . . Q→R,pn un = u be a reduction such that
Sσ ⊆ NF (Q). Let {q1, . . . , qm} be the set of positions where ECap replaces the subterms
of t by corresponding fresh variables x1, . . . , xm. By the definition of Cap and by the
definition of an estimated Cap function for each pi there is a higher position qj ≤ pi.
Hence, u can at most differ from tσ on positions below a qj. We define µ to be like σ but
on the variables x1, . . . , xn we define µ(xi) = u|qi . Then by construction ECapSR,Q(t)µ = u
and µ and σ differ only on the fresh variables.
Proof of Theorem 3.10. Suppose s → t, u → v is a (P ,Q,R)-chain, i.e., there is a sub-
stitution σ such that sσ and uσ are Q-normal forms and tσ Q→∗R uσ. From the latter we
conclude by Lemma 3.8 that uσ = ECap
{s,u}
R,Q (t)µ for some substitution µ that differs from
σ only on the fresh variables that are introduced by ECap. Hence, u and ECap
{s,u}
R,Q (t)
are unifiable by µ where sµ and uµ are in Q-normal form. But then then sδ and uδ are
obviously also Q-normal forms where δ is the mgu of u and ECap{s,u}R,Q (t).
Proof of Lemma 3.12. We prove by structural induction that for every term ICap replaces
subterms by fresh variables at higher positions than Cap. As the generalized TRS R and
the sets Q and S are fixed throughout this proof, we write ICap(t) instead of ICapSR,Q(t)
and similarly Cap(t) instead of CapSR,Q(t).
If ICap(t) is a fresh variable then there is nothing to prove. Otherwise, if t is a variable
x and ICap(x) = x then NF (Q) ⊆ NF (R) and x occurs in S. If σ is a substitution with
Sσ ⊆ NF (Q) then xσ is a R-normal form and hence xσ cannot be reduced by Q→R. Thus,
Cap(x) = x.
Finally, if t = f(t1, . . . , tn) and ICap(t) = f(ICap(t1), . . . , ICap(tn)) then by induction
we know that in every ICap(ti) the fresh variables have been introduced at higher positions
than in Cap(ti). Hence, if in every reduction of tσ with Sσ ⊆ NF (Q) there is no reduction
at root position, then by Definition 3.7 Cap(t) = f(Cap(t1), . . . ,Cap(tn)) and we are done.
Otherwise, there is a substitution σ with Sσ ⊆ NF (Q) with a reduction of the form
tσ Q→∗R f(s1, . . . , sn) = `τ Q→R rτ = u where `→ r ∈ R and the last reduction step is the
first reduction step at the root position. Hence, every direct subterm of `τ is in Q-normal
form. Moreover, tiσ
Q→∗R si and by Lemma 3.8 we know that every si = ICap(ti)µ for a
substitution µ that differs from σ only on the fresh variables that have been introduced
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by ICap. W.l.o.g. we assume that µ is equal to τ on the variables of the rule `→ r. Thus,
f(ICap(t1), . . . , ICap(tn))µ = f(ICap(t1)µ, . . . , ICap(tn)µ) = f(s1, . . . , sn) = `τ = `µ
shows that f(ICap(t1), . . . , ICap(tn)) and ` are unifiable by µ. As µ is identical to τ
on the variables of ` and as µ is identical to σ on all variables but those that have been
introduced by ICap we know that all terms in Sµ∪{`µ|1, . . . , `µ|n} are in Q-normal form.
Thus, also for the mgu δ of f(ICap(t1), . . . , ICap(tn)) and ` all terms in Sδ∪{`δ|1, . . . , `δ|n}
are in Q-normal form. This finally proves that ICap(t) is a fresh variable in contradiction
to the assumption.
Proof of Theorem 3.14. Completeness follows from Lemma 2.17. For soundness, we prove
that under the conditions of the first case in Theorem 3.14, every minimal (P ,Q,R)-chain
also results in a minimal (P , lhs(R),R)-chain, i.e., an innermost chain.
If s1 → t1, s2 → t2, . . . is a minimal (P ,Q,R)-chain then there is a substitution σ such
that we have the following conditions for all i:
(a) tiσ
Q→∗R si+1σ
(b) siσ is in Q-normal form
(c) tiσ is terminating w.r.t.
Q→R
By (a) and (c), σ(x) is terminating w.r.t. Q→R for all x ∈ V(s2) ∪ V(s3) ∪ . . . SinceQ→R is locally confluent on these terms, every σ(x) has a unique normal form σ(x) ↓
w.r.t. Q→R by Newman’s lemma. Let σ′ be the substitution with σ′(x) = σ(x)↓ for all
x ∈ V(s2) ∪ V(s3) ∪ . . . and σ′(x) = σ(x) otherwise. For all i > 1 we obtain:
(i) For all terms t we have tσ Q→∗R tσ′.
(ii) If non-variable subterms of si do not unify with left-hand sides of rules from R, then
siσ
′ is a normal form w.r.t. Q→R.
(iii) A term is an R-normal form iff it is a normal form w.r.t. Q→R.
The observations (i) and (ii) are obvious. For (iii), the “only if” direction follows from
Q→R ⊆ →R (by Lemma 2.4). For the “if” direction, let t be a normal form w.r.t. Q→R
and assume that t contains R-redexes. Let t′ be an “innermost” R-redex, i.e., all proper
subterms of t′ are in R-normal form. Since NF (R) ⊆ NF (Q), they are also in Q-normal
form. But then t′ is also a redex w.r.t. Q→R. This contradicts the assumption that t is a
normal form w.r.t. Q→R.
Now we show that s2 → t2, s3 → t3, . . . is also a minimal (P , lhs(R),R)-chain. To this
end, we use the substitution σ′ instead of σ. For all i > 1 we have to prove:
(a′) tiσ′ i→R∗ si+1σ′
(b′) siσ′ is in normal form w.r.t. R
(c′) tiσ′ is innermost terminating
For (a′), note that tiσ
Q→∗R si+1σ Q→∗R si+1σ′ by (a) and (i), where si+1σ′ is a normal
form w.r.t. Q→R by (ii). Moreover, since tiσ is terminating w.r.t. Q→R and since Q→R is
locally confluent on Q-terminating terms w.r.t. R, si+1σ′ is the unique normal form of tiσ
w.r.t. Q→R by Newman’s lemma. Since tiσ Q→∗R tiσ′ by (i), tiσ′ is terminating w.r.t. Q→R
by (c) and since i→R ⊆ Q→R by Lemma 2.4, tiσ′ is also innermost terminating. Let w be
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a normal form of tiσ
′ w.r.t. i→R. As tiσ Q→∗R w and as w is also a normal form w.r.t. Q→R
by (iii), w must be the unique normal form si+1σ
′. Hence, tiσ′ i→∗R si+1σ′.
For (b′), siσ′ is a normal form w.r.t.
Q→R by (ii). Thus, (iii) implies that it is also a
normal form w.r.t. R.
For (c′), we have tiσ
Q→∗R tiσ′ by (i). Thus, tiσ′ is terminating w.r.t. Q→R by (c). Hence,
tiσ
′ is also terminating w.r.t. i→R since i→R ⊆ Q→R by Lemma 2.4.
Proof of Lemma 3.19. Let t Q→R ti for i ∈ {1, 2} with t1 6= t2. As Q→R is closed under
contexts we only have to look at the case where t = `σ Q→R rσ = t1. If the reduction from
`σ to t2 gives rive to a critical pair then we are done since t1 6= t2 is a contradiction to
the requirement that there are only trivial critical pairs. In the other case the reduction
to t2 is completely inside σ. Hence, there is some variable x at a position of ` such that
σ(x) Q→R s and t2 = `σ[s]p. We define δ to be like σ on all variables except for x and
δ(x) = s. Then, clearly t2
Q→∗R `δ and t1 = rσ Q→∗R rδ.
Unfortunately, we cannot guarantee `δ Q→R rδ as the subterms of `δ are not nec-
essarily in Q-normal form. But as t is terminating w.r.t. Q→R we know that for each
y ∈ V(`) ⊇ V(r) the term yδ can be rewritten to some normal form w.r.t. Q→R. Let µ
be the corresponding substitution, i.e., µ(y) is defined as a normal form of yδ for each
y. Then indeed we obtain t1
Q→∗R rδ Q→∗R rµ and t2 Q→∗R `δ Q→∗R `µ Q→R rµ. For this last
reduction step we show for every position p of ` that `µ Q→R,>p rµ or `µ|p ∈ NF (Q). Since,
obviously `µ /∈ NF (R) ⊇ NF (Q) this will indeed prove the desired reduction `µ Q→R rµ.
First note that there can be no redex in µ since NF (R) ⊆ NF (Q) implies that each
normal form w.r.t. Q→R is also an R-normal form. Hence, we only have to consider the
case where `|p is not a variable. By induction there already is a reduction `µ Q→R,p′ rµ
for some p′ with p > p′ – then there is nothing to show – or every proper subterm of `µ|p
is in Q-normal form. We consider two cases. If a reduction at position p is possible with
R then this gives rise to a critical pair. Since all critical pairs are trivial, this reduction
must result in rµ and we are done as all proper subterms of the redex are in Q-normal
form. In the other case no term of Q can match `µ|p due to NF (R) ⊆ NF (Q), and since
all proper subterms are in Q-normal form, we have proven that `µ|p ∈ NF (Q).
Proof of Corollary 3.23. R terminates if the DP problem (DP(R),∅,R,m) is finite by
Theorem 2.11. For overlay systems, no non-variable subterms of left-hand sides from
DP(R) unify with left-hand sides from R. Hence, by using Theorem 3.14, it is sufficient if
the DP problem (DP(R), lhs(R),R,m) is finite. This follows from innermost termination
(i.e., lhs(R)-termination) of R by Theorem 2.11.
Proof of Theorem 3.25. Completeness follows from Lemma 2.17 and soundness can be
proven as follows: whenever the sequence s → t, u → v occurs in an infinite chain, i.e.,
tσ Q→∗R uσ where sσ ∈ NF (Q), then by Definition 3.24 all rules in this reduction are
from U{s}R,Q(t) ⊆ U(P ,Q,R) ⊆ EU(P ,Q,R). Thus we obtain tσ Q→∗EU(P,Q,R) uσ which
shows that every infinite (P ,Q,R)-chain is an infinite (P ,Q, EU(P ,Q,R))-chain. To
carry over minimality of chains it suffices to state that Q→EU(P,Q,R) is a subrelation of Q→R
by Lemma 2.4.
Proof of Theorem 3.28. The theorem is a direct consequence of Theorem 4.30 where we
choose the argument filter pi defined by pi(f) = [1, . . . , n] for all function symbols f with
arity n.
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Proof of Theorem 3.32. Suppose s→ t, u→ v is a (P ,Q,R)-chain, i.e., there is a substi-
tution σ such that sσ and uσ are Q-normal forms and tσ Q→∗R uσ. By Definition 3.24 we
obtain tσ →∗R′′ uσ for the TRS R′′ = EU{s,u}R,Q (t) and hence, uσ →∗R′ tσ. Using Lemma 3.8
we conclude tσ = ECap∅R′,∅(u)µ for some substitution µ that differs from σ only on the
fresh variables that are introduced by ECap. Hence, t and ECap∅R′,∅(u) are unifiable by
µ where sµ and uµ are in Q-normal form. But then obviously for the mgu δ of t and
ECap∅R′,∅(u) we also know that sδ and uδ are Q-normal forms.
Proof of Theorem 3.34. LetQ′ = Q∩T (F ,V). Obviously, by Lemma 2.4 every (P ,Q,R)-
chain is a (P ,Q′,R)-chain proving soundness. For completeness, we can just replace any
symbol occurring in Q \ Q′ by a fresh symbol not occurring in P ∪ R ∪ Q. Thus, after
this replacement everything is in normal form w.r.t. Q\Q′, and every term in Q′-normal
form is now also in Q-normal form. As all symbols that are replaced in this way are not
contained in F , no reduction of P∪R is destroyed by the replacement. Hence, in this way
we obtain from any infinite Q′→R reduction an infinite Q→R reduction and from an infinite
(P ,Q′,R) chain one obtains an infinite (P ,Q,R)-chain.
Proof of Theorem 3.36. Let Q′ = {q ∈ Q | root(q) ∈ F}. Completeness is proven in the
same way as in the proof of Theorem 3.34. For soundness we again can use Lemma 2.4 to
handle infinite, non-minimal chains. However, to prove that the processor is sound even
for minimal chains we have to show that whenever an instantiated right-hand side tσ of
P is terminating w.r.t. Q→R then tσ is also terminating w.r.t. Q′→R. Here, we can restrict σ
to be a Q-normal substitution. To this end, we prove the following property for all terms
s ∈ T (F ,V) and all Q-normal substitutions δ with root(δ(x)) /∈ F for all x ∈ Dom(δ):
If sδ Q′→R u then sδ Q→R u and u = s′δ′ for some s′ ∈ T (F ,V) and some Q-normal
substitution δ′ with root(δ′(x)) /∈ F for all x ∈ Dom(δ). (?)
Using (?) obviously allows us to prove termination of sδ w.r.t. Q′→R if sδ is terminating
w.r.t. Q→R. However, as we are interested in the termination of tσ we first have to get
the corresponding s and δ with t = sδ. To this end we partition σ into µδ where µ(x) is
like σ(x) but where all maximal subterms v of σ(x) which are rooted with a symbol that
is not in F are replaced by fresh variables xv, and where δ replaces all these variables
by the corresponding subterm, i.e., δ(xv) = v. Then we choose s = tµ which is a term
of T (F ,V) since t and all µ(x) are elements of T (F ,V) by construction. Moreover, as σ
is a Q-normal substitution this must be the case for δ, too. Hence, by (?) we can then
conclude termination of tσ w.r.t. Q′→R from termination of tσ w.r.t. Q→R.
To prove (?) we perform structural induction on s. As δ is a Q-normal substitution and
as NF (Q) ⊆ NF (R), s can be no variable. So, let s = f(s1, . . . , sn). If the reduction is
below the root then one just has to apply the induction hypothesis. The only interesting
case is a reduction at the root, i.e., sδ = `ρ Q′→R rρ = u for some rule ` → r ∈ R.
To prove (?) it suffices to show that sδ Q→R u. The reason is that this implies ρ being
a Q-normal substitution, and then we can partition rρ into (rµ′)δ′ in the same way as
we partitioned tσ into (tµ)δ to apply (?). To prove sδ Q→R u we show that all direct
subterms of sδ are in Q-normal form. Suppose siδ has a Q-redex, i.e., siδ|p = qτ for
some position p and some substitution τ . First note that siδ|p cannot completely be in
δ as δ is a Q-normal substitution, so p points to a non-variable position of si. Note that
then root(si|p) = root(q) ∈ F since si ∈ T (F ,V). Hence, by construction q ∈ Q′ which
contradicts sδ Q′→R u.
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Proof of Theorem 4.2. Completeness follows from Lemma 2.17 and soundness is proved
as in [AG00, Theorems 7 and 11].
Let s1 → t1, s2 → t2, . . . be an infinite (minimal) (P ,Q,R)-chain. We distinguish two
cases. If there is some n ∈ IN such that for every i ≥ n the pair si → ti is contained in
P\ pi then sn → tn, sn+1 → tn+1, . . . clearly is an infinite (minimal) (P\ pi,Q,R, f)
chain and we are done.
Otherwise, there is some s → t ∈ pi which occurs infinitely often in the chain. As
s1 → t1, s2 → t2, . . . is a chain there must a be a substitution σ such that tiσ Q→∗R si+1σ.
As %pi contains R and as %pi is stable and monotonic we obtain tiσ %pi si+1σ. Moreover,
as every pair in P is oriented with %pi or with pi and as both these relations are stable we
obtain s1σ (%)pit1σ %pi s2σ (%)pit2σ . . . . As s → t occurs infinitely often in the chain and
as %pi and pi are compatible this shows that s1σ starts an infinite decreasing sequence
w.r.t. pi. This is in contradiction to the well-foundedness of pi.
Proof of Lemma 4.7. Let M = {t0, . . . , tn} with t0 < · · · < tn. Since the term Comp(M)
= c(t0, c(t2 . . . c(tn,⊥) . . . )) is in Q-normal form, we obtain for every i the reduction
Comp(M) Q→∗Cε c(ti, c(ti+1 . . . c(tn,⊥) . . . )) = si by applying i-times the second rule
c(x, y) → y of Cε. Each si must be in Q-normal form and we can use the first rule
c(x, y)→ x of Cε to finally obtain Comp(M) Q→∗Cε si Q→Cε ti.
Proof of Lemma 4.10. As first step we prove for every set S ′ of terms that if CapS′R,Q(t) =
f(s1, . . . , sn) then t = f(t1, . . . , tn) and si = Cap
S′
R,Q(ti). (?)
If CapS
′
R,Q(t) = f(s1, . . . , sn) then by Definition 3.7 obviously the term t can be no
variable and moreover, t must be of the form f(t1, . . . , tn). As Cap
S′
R,Q(t) is not a fresh
variable for every substitution µ with S ′µ ⊆ NF (Q) the term tµ cannot be reduced at
the root level. Thus, the only possible reductions of tµ are those that can be performed
in the subterms tiµ. But also the converse result is valid: whenever we can reduce tiµ
then we can perform the same reduction in tµ. By Definition 3.7 we conclude that for
each position ip of t the subterm t|ip of t is replaced by a fresh variable iff the subterm
ti|p of ti is replaced by a fresh variable when applying Cap. Thus, for each i we obtain
si = Cap
S′
R,Q(ti) which finally proves (?).
We now prove the lemma. If ECapSR,Q(t) is a fresh variable x then we choose δ with
δ(x) = CapTR,Q(tσ). Then indeed we obtain ECap
S
R,Q(t)σδ = xσδ = xδ = Cap
T
R,Q(tσ) as
desired.
If CapTR,Q(tσ) is a fresh variable then by Definition 3.7 there is a substitution µ such
that T µ ⊆ NF (Q) and (tσ)µ Q→∗R Q→R s where the last reduction is at the root position.
We choose the substitution σµ to show that CapSR,Q(t) must be a fresh variable, too.
We obtain the same term t(σµ) and S(σµ) = (Sσ)µ ⊆ T µ ⊆ NF (Q) establishes the
required normal form condition. Hence, for the remaining proof we can assume that
neither ECapSR,Q(t) nor Cap
T
R,Q(tσ) are fresh variables. We perform induction on t.
If t = x then ECapSR,Q(t) = x. Hence, for every substitution µ with Sσµ ⊆ NF (Q)
the term xσµ is in normal form w.r.t. Q→R. With the same argumentation as above we
conclude that CapTR,Q(xσ) does not replace any subterm of xσ. Thus, Cap
T
R,Q(tσ) = tσ =
ECapSR,Q(t)σ and we can choose δ to be the empty substitution.
Otherwise, t = f(t1, . . . , tn) and as ECap
S
R,Q(t) and Cap
T
R,Q(tσ) are not fresh variables
we know that ECapSR,Q(t) = f(s1, . . . , sn) and Cap
T
R,Q(tσ) = f(. . . ). We define the
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function ECap ′ which maps every ti to si and every other term is mapped to a fresh
variable. Then ECap ′ must be an estimated Cap-function as otherwise ECap would not
estimate Cap. Thus, we can apply the induction hypothesis to obtain substitutions δi
with CapTR,Q(tiσ) = ECap
′S
R,Q(ti)σδi. As each δi is only defined on the fresh variables
that are introduced by ECap ′ we can build a combined substitution δ which satisfies
CapTR,Q(tiσ) = ECap
′S
R,Q(ti)σδ for every i. We finally prove the lemma as follows.
CapTR,Q(tσ) = Cap
T
R,Q(f(t1σ, . . . , tnσ))
(by (?)) = f(CapTR,Q(t1σ), . . . ,Cap
T
R,Q(tnσ))
= f(ECap ′SR,Q(t1)σδ, . . . ,ECap
′S
R,Q(tn)σδ)
= f(ECap ′SR,Q(t1), . . . ,ECap
′S
R,Q(tn))σδ
= f(s1, . . . , sn)σδ
= ECapSR,Q(t)σδ
Proof of Lemma 4.11. Note that by construction of Sall and σ all terms in Sallσ are Q-
normal.
(i) We perform induction on Q→+R ∪. For a variable the result obviously holds, so let
t = f(t1, . . . , tn). As t ∈ NF (Q) implies ti ∈ NF (Q) for every i we know by the
induction hypothesis that I(ti) ∈ NF (Q). Then t′ = f(I(t1), . . . , I(tn)) must also
be Q-normal. The reason is that the only possible redex of t′ w.r.t. Q can be at the
root level. However, if t′ = qµ for some q ∈ Q then t is also an instance of Q as I is
injective and whenever a subterm of t is replaced by c(. . . , . . . ) then this part can
only be matched by a variable in q.
Using the induction hypothesis again we see that I(s) ∈ NF (Q) for all s with
t Q→+R s and s ∈ NF (Q). Thus, the terms t′ and c(t′,Comp(Red(t))) are both Q-
normal. Here, we have used the observation that Comp(M) ∈ NF (Q) whenever
M ⊆ NF (Q). Hence, regardless whether I(t) = t′ or I(t) = c(t′,Comp(Red(t))) we
obtain I(t) ∈ NF (Q).
(ii) We perform induction on t. If t is a variable x then by definition I(tσ) = I(xσ) =
xI(σ) = tI(σ). Otherwise, let t = f(t1, . . . , tn). Then we obtain N SR,Q(ti) ⊆
N SR,Q(t) ⊆ N . Hence, by induction we conclude I(tiσ) = tiI(σ). If I(tσ) is built by
the second case we obtain I(tσ) = f(t1I(σ), . . . , tnI(σ)) = tI(σ). In the other case
there must be a rule ` → r ∈ R \ N such that f(CapSallσR,Q (t1σ), . . . ,CapSallσR,Q (tnσ))
unifies with ` by some mgu µ with (Sallσ ∪ {`|1, . . . , `|n})µ ⊆ NF (Q). The re-
quirement S ⊆ Sall allows us to use Lemma 4.10 (where we choose T = Sallσ) and
we obtain CapSallσR,Q (tiσ) = ECap
S
R,Q(ti)σδ where δ only instantiates fresh variables
introduced by Cap.
Now, we extend µ to behave like δµ on the fresh variables of ECap. In this way
we do not change the set (Sallσ ∪ {`|1, . . . , `|n})µ and obtain ECapSR,Q(ti)σµ =
ECapSR,Q(ti)σδµ = Cap
Sallσ
R,Q (tiσ)µ = `|iµ. As ` and t are variable disjoint we
know that f(ECapSR,Q(t1), . . . ,ECap
S
R,Q(tn)) and ` are unifiable by some mgu τ .
By construction τ instantiates the terms in Sall less than σµ does and τ instan-
tiates the terms in {`|1, . . . , `|n} less than µ does. Therefore, we conclude (S ∪
{`|1, . . . , `|n})τ ⊆ NF (Q) which further implies `→ r ∈ N SR,Q(t) by Definition 4.5.
This is a contradiction to `→ r /∈ N .
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(iii) By (i) we know that I(tσ) ∈ NF (Q). We prove the result by induction on t. If t is
a variable then we use (ii) with S = ∅ to conclude I(tσ) = tI(σ).
Otherwise, if t = f(t1, . . . , tn) then by the induction I(tiσ) Q→∗Cε tiI(σ) ∈ NF (Q)
and hence, f(I(t1σ), . . . , I(tnσ)) Q→∗Cε f(t1I(σ), . . . , tnI(σ)) = tI(σ). With the
same argumentation as in (i) we conclude tI(σ) ∈ NF (Q).
Finally, if I(tσ) is built by the second case we are done. Otherwise, we first reduce
I(tσ) = c(f(I(t1σ), . . . , I(tnσ)),Comp(. . . )) to the term f(I(t1σ), . . . , I(tnσ)) in
one step. Note that this first reduction step respects the evaluation strategy given
by Q as I(tσ) ∈ NF (Q).
(iv) The proof is a consequence of the definitions of Red and Inv , and of Lemma 4.7.
Using Inv(I(t)) we conclude I(t) = c(. . . ,Comp(Red(t))) ∈ NF (Q). And if t Q→+R s
with s ∈ NF (Q) then I(s) ∈ Red(t) ∩ NF (Q) due to (i). Thus, Lemma 4.7 yields
I(t) Q→∗Cε c(. . . , I(s)) Q→Cε I(s).
(v) Let t = `σ Q→R rσ = s for some rule ` = f(`1, . . . , `n) → r ∈ R. We first want to
show that `→ r ∈ N . Due to Definition 3.7 we easily obtain a substitution δ with
CapSallσR,Q (`iσ)δ = `iσ: whenever Cap replaces a subterm by a fresh variable then δ
replaces this fresh variable by the subterm. We rename the variables in `→ r to fresh
ones to obtain the rule `′ = f(`′1, . . . , `
′
n)→ r′ and we define δ on V(`′) to be like σ
is defined on V(`). In this way we achieve f(CapSallσR,Q (`iσ), . . . ,CapSallσR,Q (`iσ))δ = `′δ
which shows that these two terms are unifiable by some mgu µ. As δ is only defined
on fresh variables and on the variables of `′ we conclude (Sallσ ∪ {`′1, . . . , `′n})δ =
Sallσ ∪ {`1σ, . . . , `nσ} ⊆ Sallσ ⊆ NF (Q). The set inclusions can be derived from
the construction of Sall and σ. Hence, when using the mgu µ instead of δ we also
obtain (Sallσ ∪ {`′1, . . . , `′n})µ ⊆ NF (Q). Finally using the fact that I(t) is built by
the second case we know that `′ → r′ and thus `→ r is contained in N .
Now by the closure properties of N we know that N {`1,...,`n}R,Q (r) ⊆ N . Moreover,
by the construction of Sall we obtain {`1, . . . , `n} ⊆ Sall. Hence, (iii) and (ii) yield
I(t) = I(`σ) Q→∗Cε `I(σ) Q→N rI(σ) = I(rσ). Note that really all reductions respect
the evaluation strategy given by Q. Finally, as xσ ∈ NF (Q) for all x ∈ V(`) ⊇ V(r)
we know by (i) that xI(σ) ∈ NF (Q) for all x ∈ V(r). Together with rI(σ) =
I(rσ) = I(s) this proves Inv(I(s)) as every subterm of I(s) which is rooted by c is
contained in I(σ).
(vi) We perform induction on first the length of the reduction and then on the structure
of t. If t = s then there is nothing to show. So, let t Q→R t′ Q→∗R s. Obviously t cannot
be a variable. If I(t) is built by the third case we use (iv). So, let t = f(t1, . . . , tn)
where I(t) = f(I(t1), . . . , I(tn)). If we have a root reduction we use (v) to obtain
I(t) Q→+N∪Cε I(t′) and Inv(I(t′)). Thus, by induction we conclude I(t′) Q→∗N∪Cε I(s).
Otherwise, we know that for some i we have a reduction ti
Q→R t′i and t′ =
f(t1, . . . , t
′
i, . . . , tn). W.l.o.g. in the reduction of t
′ to s we first reduce t′i to a Q-
normal form si, i.e., t
′ Q→+R f(t1, . . . , si, . . . , tn) = t′′ Q→∗R s. We obtain I(ti) Q→∗N∪Cε
I(si) and thus, I(t)→∗N∪Cε f(I(t1), . . . , I(si), . . . , I(tn)) = s′.
Next, we show I(t′′) = s′, i.e., we have to prove that there is no rule `→ r ∈ R\N
such that f(CapSallσR,Q (t1), . . . ,Cap
Sallσ
R,Q (si), . . . ,Cap
Sallσ
R,Q (tn)) unifies with ` by an mgu
µ such that (Sallσ ∪ {`|1, . . . , `|n})µ ⊆ NF (Q). As I(t) is built by the second
case it suffices to show that CapSallσR,Q (si) is an instance of Cap
Sallσ
R,Q (ti). However,
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as Sallσ ⊆ NF (Q) and ti Q→+R si it suffices to apply Lemma 3.8. Hence, we have
constructed the reduction I(t) Q→∗N∪Cε s′ = I(t′′) but in order to apply the induction
hypothesis on t′′ we have to guarantee Inv(I(t′′)). For this aim we use Inv(I(t))
to conclude Inv(I(tj)) for every j 6= i, and Inv(I(si)) follows from si ∈ NF (Q)
and (i). Thus, Inv(I(t′′)) is proven and by the induction hypothesis we conclude
I(t) Q→∗N∪Cε I(t′′) Q→∗N∪Cε I(s).
(vii) To prove that termination is preserved requires some more additional notions and
definitions which are given in Definition A.1. The main problem is that in an infinite
derivation of I(t) w.r.t.M∪Cε one can produce arbitrary terms u which are not of
the form I(s) for some s. Then it is unclear how to mimic the reductions of such a
term u.
To this end, in Lemma A.2 we first prove that every infinite reduction of I(t) one
can reorder the reductions in such a way that only certain rewrite steps are per-
formed (Lemma A.2 (iv) and Lemma A.2 (viii)). Then for these rewrite steps in
Lemma A.3 it is shown that a certain structure is kept (all terms are of the form
t[I(t|p1)]p1 . . . [I(t|pn)]pn for pairwise independent positions pi) and that it is possible
to map reduction of such a term w.r.t.M∪Cε back to a reduction of t w.r.t.R. Then
finally in Lemma A.3 (iv) we conclude the desired result that I(t) is terminating
w.r.t. M∪ Cε if t is terminating w.r.t. R.
(viii) As u1 → v1, u2 → v2, . . . is a minimal chain for every i we know that viσ Q→∗R ui+1σ
and uiσ ∈ NF (Q). Using the previous results we can now exchange R by N ∪ Cε
and σ by I(σ) as illustrated in Figure 4.8.
By construction of N we know that N {ui}R,Q (vi) ⊆ N and ui ∈ Sall for every i. Hence,
using (ii) we obtain I(viσ) = viI(σ). Remember that σ instantiates every term by a
Q-normal form. Thus, in the same way as in the proof of (v) we obtain Inv(I(viσ))
by applying (i). From (iii) we conclude I(uiσ) Q→∗Cε uiI(σ) and uiI(σ) ∈ NF (Q).
By (vi) we glue everything together and obtain
u1I(σ)→P v1I(σ) = I(v1σ) Q→∗N∪Cε I(u2σ) Q→∗Cε u2I(σ)→P v2I(σ) . . .
AsM⊇ N we know by Lemma 2.4 that u1 → v1, u2 → v2, . . . also is a (P ,Q,M∪
Cε)-chain.
Moreover, if M ⊆ R, Q = ∅, and if M is left-linear then by (vii) we know that
every I(viσ) is terminating w.r.t. M∪ Cε and we obtain a minimal chain.
Definition A.1 (c-D, >→, <→, =→, ≤→, =!→). Let Σ be a signature, let c /∈ Σ be a fresh binary
symbol. We define the c-depth of a term t ∈ T (Σ ∪ {c},V) as c-D(t) where
• c-D(x) = 0
• c-D(f(t1, . . . , tn)) = max{c-D(t1), . . . , c-D(tn)} for f ∈ Σ
• c-D(c(t1, t2)) = 1 +max{c-D(t1), c-D(t2)}
Here, the maximum of the empty set is 0.
For any rewrite relation → we define >→, <→, =→ as follows:
• t >→ u iff t→piq u and t|p = c(t1, t2). (Reduction strictly below a c)
168 Appendix A. Proofs
• t <→ u iff t→p u and root(t|q) ∈ Σ for all q ≤ p. (Reduction above all c’s)
• t =→ u iff t →p u and root(t|p) = c and root(t|q) ∈ Σ for all q < p. (Reduction at
top-most c)
We define
≤→ as <→ ∪ =→, and t =!→ u iff t =→+p u and root(u|p) ∈ Σ.
Clearly,
>→, <→, and =→ build a partition of →. This allows us to perform case-
distinctions on →.
We now show that if R is left-linear then any infinite reduction of t w.r.t. R∪Cε implies
that there also is an infinite reduction of t only using
≤→ steps (i-iv). We further show
that we also have an infinite reduction only using
=!→ and <→ reductions (v-viii). And
reductions of this kind will allow us later on to construct an infinite reduction from t from
an infinite I(t) reduction.
Lemma A.2. Let R be a left-linear TRS over Σ. Let c /∈ Σ and let Cε = {c(x, y) →
x, c(x, y)→ y}. All terms are from T (Σ ∪ {c},V) and all rewrite steps are w.r.t. R∪ Cε.
(i) If t→∗ u then c-D(t) ≥ c-D(u).
(ii) If t
>→∗ <→ u then t <→ >→∗ u.
(iii) If t
>→∗ =→ u then t =→ ≤→
∗ >→∗ u.
(iv) If t is not terminating w.r.t. → then t is not terminating w.r.t. ≤→.
(v) If t
=→p u <→ s then root(u|p) ∈ Σ or t <→ =→∗ s.
(vi) If t
=→n =!→∗ u then t =!→∗ =→k u where k ≤ n.
(vii) If t
=→∗ <→ u then t =!→∗ <→ =→∗ u.
(viii) If t is not terminating w.r.t. → then t is not terminating w.r.t. <→ ∪ =!→.
Proof. (i) It obviously suffices to consider one-step reductions, so let t→ u. We perform
structural induction on t where the only interesting case is a reduction at the root
where t = `σ → rσ = u. But then c-D(`σ) ≥ max{c-D(xσ) | x ∈ V(`)} ≥
max{c-D(xσ) | x ∈ V(r)} = c-D(rσ) since V(`) ⊆ V(r) and since r does not
contain the symbol c.
(ii) Let t
>→∗ s <→p u. We perform induction on the position p. If p = ε then t =
t[c(v1, w1)]q1 . . . [c(vn, wn)]qn where the t|qi are the maximal subterms of t which are
rooted by c. Hence, s = t[c(v′1, w
′
1)]q1 . . . [c(v
′
n, w
′
n)]qn where c(vi, wi)
>→∗ c(v′i, w′i).
Let s = `σ
<→ rσ = u. As `→ r must be from R we know that ` does not contain
any c and that ` is linear. Hence, all terms c(v′i, w
′
i) must be part of the substitution.
Due to linearity we can define δ to be like σ but all terms c(v′i, w
′
i) are replaced by
c(vi, wi). Thus, t = `δ
<→ rδ. From our construction we obtain xδ >→∗ xσ and hence
t
<→ rδ >→∗ rσ = u.
If p = ip′ then t = f(t1, . . . , tn) where f ∈ Σ. Thus, in the reduction from t
to u there are only non-root steps involved. Then of course we can exchange all
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reduction on positions below i with reductions below j 6= i such that the reduc-
tions below i will come first. Hence, we obtain t = f(t1, . . . , ti, . . . , tn)
>→∗>i <→ip′
f(t1, . . . , ui, . . . , tn)
>→∗>j u, where ti >→
∗ <→p′ ui. By induction we obtain ti <→ >→
∗
ui
and hence t
<→ >→∗ f(t1, . . . , ui, . . . , tn) >→
∗
u.
(iii) Let t
>→∗ =→p u. We perform induction on c-D(t). First, we can shift all steps at
independent positions of p to the back, i.e., t
>→∗>p t[v]p =→p t[w]p >→
∗
u. Hence,
t|p = c(t1, t2) >→
∗
c(t′1, t
′
2) = v
=→ t′i = w for some i ∈ {1, 2} with ti →∗ w. Thus,
t
=→ t[ti]p →∗ t[w]p >→
∗
u. We now show by an inner induction on the reduction
length that for every w′ with ti →∗ w′ there also is the reduction ti ≤→
∗ >→∗ w′ (?).
This directly proves (iii) as then we have t|p =→ ti ≤→
∗ >→∗ w and hence, t =→ ≤→
∗ >→∗
t[w]p
>→∗ u.
Property (?) is obviously satisfied if ti = w
′, so let ti →∗ r′ → w′. By the inner
induction we obtain ti
≤→
∗
r
>→∗ r′ → w′. We distinguish three cases: First, if
r′ >→ w′ we are done. Second, if r′ <→ w′ then we use (ii) to obtain r <→ >→∗ w′ and
are done. Finally, if r′ =→ w′ then note that c-D(t) > c-D(ti) ≥ c-D(r) due to (i).
Hence, we can use the outer induction hypothesis to obtain r
=→ ≤→
∗ >→∗ w′ which
finishes this case.
(iv) Let s be a minimal terminating subterm of t. As the only c-rules are the two
rules of Cε we know that root(s) ∈ Σ. Hence, all subterms of s with root(s) = c are
terminating. As no rule introduces a c-symbol we know that in the infinite reduction
of s there must be infinitely many
≤→-steps. Thus, s >→∗ ≤→ s1 >→
∗ ≤→ s2 >→
∗ ≤→ . . . .
We define v0 = s and obtain from (ii) and (iii) some v1 with v0
≤→
+
v1
>→∗ s1. Hence,
v1
>→∗ s1 >→
∗ ≤→ s2. Again using (ii) and (iii) we obtain some v2 with v1 ≤→
+
v2
>→∗ s2
and v2
>→∗ s2 >→
∗ ≤→ s3. Continuing in this way we obtain the infinite reduction
s = v0
≤→
+
v1
≤→
+
v2 . . . which proves that s is not terminating w.r.t.
≤→.
Now, if in t there is no c above s we can do the same reduction and obtain an infinite
reduction of t w.r.t.
≤→. In the other case all reductions of s are >→ reductions.
However, using some initial
=→ reductions one can eliminate all c-symbols of t that
are above s and then start the infinite
≤→ reduction of s.
(v) We perform induction on t. If t = c(t1, t2)
=→p u <→ s then p must be ε and from
u
<→ s we know that root(u) = root(u|p) ∈ Σ.
Otherwise we have t = f(t1, . . . , tn)
=→ip′ f(t1, . . . , t′i, . . . , tn) = u <→q s where
ti
=→p′ t′i. If ip′ and q are independent we can easily exchange the two reduc-
tions and are done. If q = iq′ we know ti
=→p′ t′i <→q′ ui and u = f(t1, . . . , ui, . . . , tn).
Using induction yields root(t′i|p′) ∈ Σ or ti <→ =→
∗
ui. In the latter case we also
have t = f(t1, . . . , ti, . . . , tn)
<→ =→∗ f(t1, . . . , ui, . . . , tn) = u and in the former case
root(t|ip′) = root(ti|p′) ∈ Σ. Hence, in both case we obtain our required result.
It remains the case q = ε where t
=→>ε u = `σ <→ rσ = s. Of course, as we have a
<→-reduction the rule `→ r must be from R. If root(u|p) ∈ Σ then there is nothing
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to show. So, let root(u|p) /∈ Σ, i.e., u|p ∈ V or u|p = c(. . . ). As c does not occur
in R the term u|p must be part of σ, i.e., there is a variable x such that u|p is a
subterm of σ(x). We define the substitution δ to be like σ except that δ(x) differs
from σ(x) where the subterm u|p has been replaced by t|p. As x occurs at most
once in ` we know that t = `δ. Finally, from the reduction δ(x)
=→ σ(x) we obtain
t = `δ
<→ rδ =→∗ rσ = s.
(vi) Let t
=→n v =!→m u. We perform an outer induction on n and an inner reduction on
m. If n = 0 or m = 0 then there is nothing to show.
Otherwise, let t
=→n−1 s =→p ` =!→q w =!→
m−1
u. We consider four cases to proof
s
=!→∗ =→? w. If p = q then by the definition of =!→ we also have s =!→ w. If p and
q are independent then we can exchange the two reductions between s and w and
are done. If p is below q, i.e., p = qiq′, then root(`|q) = root(s|q) = c. Hence,
the reduction from s to ` was below a c which contradicts s
=→p `. Finally, if q is
below p, i.e., q = pip′, then from ` =!→q w we know that root(`|p) ∈ Σ and hence
s
=!→ ` =!→ w.
At this point we have shown that there is some term v with s
=!→∗ v =→? w. Now using
the inner induction hypothesis yields v
=!→∗ r =→? u. Finally, the outer induction
hypothesis results in t
=!→∗ =→k
′
r with k′ ≤ n − 1. Hence, t =!→∗ =→k u with k′ ≤
k′ + 1 = k.
(vii) We perform an induction on the number of
=→-reductions. If there is no =→-reduction
we are done. Otherwise, let t
=→n s =→p v <→ u. We use (v) to obtain s <→ w =→∗ u or
root(v|p) ∈ Σ. In the former case we just have to use induction to obtain t =!→
∗ <→ =→∗
w
=→∗ u and are done. In the latter case we know by the definition of =!→ that s =!→ v
and hence t
=→n s =!→ v <→ u. Using (vi) we obtain t =!→∗ w =→k v <→ u where k ≤ n.
Thus, by induction we conclude t
=!→∗ w =!→∗ <→ =→∗ u.
(viii) The proof is analogous to the proof of (iv). Suppose, t is not terminating w.r.t. →.
Then by (iv) the term t is not terminating w.r.t.
≤→, too.
As
=→⊆→Cε we know that in an infinite reduction w.r.t. ≤→ there must be infinitely
many
<→-steps. Hence, t =→∗ <→ s1 =→∗ <→ s2 =→∗ <→ . . . . We define v0 = t and obtain
from (vii) some v1 with v0
=!→∗ <→ v1 =→∗ s1. Thus, v1 =→∗ s1 =→∗ <→ s2. Again using
(vii) we obtain some v2 with v1
=!→∗ <→ v2 =→∗ s2 and v2 =→∗ s2 =→∗ <→ s3. Continuing
in this way we obtain the infinite reduction t = v0
=!→∗ <→ v1 =!→
∗ <→ v2 . . . which
proves that t is not terminating w.r.t.
<→ ∪ =!→.
Lemma A.3. Let M ⊆ R be some set of left-linear rules. We use t, s for terms of
T (Σ,V). The reductions <→, =!→ are used w.r.t. →M∪Cε. The notation t[·]p1 . . . [·]pn always
induces that the pi are independent positions.
(i) For every u = t[I(t|p1)]p1 . . . [I(t|pn)]pn there are positions qi such that u = t[I(t|q1)]q1
. . . [I(t|qm)]qm ], root(I(t|qi)) = c, and for each qi there is some pj which is (non-
strictly) above qi.
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(ii) If t[I(t|p1)]p1 . . . [I(t|pn)]pn <→ u then t→R s and u is a term of the form s[I(s|q1)]q1
. . . [I(s|qm)]qm.
(iii) If t[I(t|p1)]p1 . . . [I(t|pn)]pn =!→ u then t→R∗ s and u is a term of the form s[I(s|q1)]q1
. . . [I(s|qm)]qm.
(iv) If t is terminating w.r.t. R then I(t) is terminating w.r.t. M∪ Cε.
Proof. (i) We perform induction on t. If n = 0 there is nothing to show. If some pi = ε
then n = 1 and we have u = I(t). If root(u) = c we are done.
If all pj are below the root then tmust be of the form f(t1, . . . , tk), u = f(u1, . . . , uk),
and p1, . . . , pn = p1,1, . . . , p1,n1 , . . . , pk,1, . . . , pk,nk where each pi,j = ip
′
i,j. Hence, each
ui = ti[I(t|pi,1)]p′i,1 . . . [I(t|pi,ni )]p′i,ni = ti[I(ti|p′i,1)]p′i,1 . . . [I(ti|p′i,ni )]p′i,ni . Thus, we can
apply the induction hypothesis to obtain ui = ti[I(ti|qi,1)]qi,1 . . . [I(ti|qi,mi )]qi,mi where
all the roots of all I(ti)|qi,j are c. Hence,
u = f(. . . , ui, . . . )
= f(. . . , ti[I(ti|qi,1)]qi,1 . . . [I(ti|qi,mi )]qi,mi , . . . )
= f(. . . , ti[I(t|iqi,1)]qi,1 . . . [I(t|iqi,mi )]qi,mi , . . . )
= t . . . [I(t|iqi,1)]iqi,1 . . . [I(t|iqi,mi )]iqi,mi . . .
shows the required result.
In the other case, there is only one position p = ε and thus, u = I(t). If root(u) = c
or if t = u is a variable, then we are directly done. Otherwise, t = f(t1, . . . , tk)
and u = f(I(t1), . . . , I(tk)) = t[I(t1)]1 . . . [I(tk)]k. Hence, it suffices to apply the
previous case where all positions 1, . . . , k are below the root.
(ii) As we have a
<→-reduction the rule used must be from M and hence, left-linear.
We perform induction on the position of the reduction. For a reduction at the root
we have t[I(t|p1)]p1 . . . [I(t|pn)]pn = `σ <→ rσ = u. Using (i) we can assume that the
roots of all I(t|pi) are c. Hence, all these parts must be matched from variables in
`. As ` is linear we can define δ to be like σ where all I(t|pi) are replaced by t|pi .
Thus t = t[t|p1 ]p1 . . . [t|pn ]pn = `δ →M rδ = s. Moreover, by replacing in s those
subterm s|qj which correspond to a previously term t|pi back to I(t|pi) = I(s|qj) we
obtain u.
For a non-root reduction all pj must be of the form ip
′
j for some 1 ≤ i ≤ k and
the left-hand side w = t[I(t|p1)]p1 . . . [I(t|pn)]pn is a term of the form f(t1 . . . , . . . ,
ti[I(ti|p′j)]p′j . . . , . . . , tk . . . ) with ti[I(ti|p′j)]p′j . . .
<→ ui and u = w[ui]i. Hence, by in-
duction we obtain some si such that ti →R si with ui = si[I(si|q1)]q1 . . . [I(si|qm)]qm .
We define s = f(t1, . . . , si, . . . , tk). Then t→R s and
u = w[ui]i
= f(t1[I(t1|p′1)]p′1 . . . , . . . , ui, . . . , tk[I(tk|p′j)]p′j . . . )
= s[I(t1|p′1)]1p′1 . . . [I(si|q1)]iq1 . . . [I(si|qm)]iqm . . . [I(tk|p′j)]kp′j . . .
= s[I(s|1p′1)]1p′1 . . . [I(s|iq1)]iq1 . . . [I(s|iqm)]iqm . . . [I(s|kp′j)]kp′j . . .
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(iii) We perform induction over first the number of
=→-steps in the =!→-reduction and
then on the term t. We first consider the case of a root reduction. Then the root
of w = t[I(t|p1)]p1 . . . must be c. Thus, w = I(t), t = f(t1, . . . , tk) and I(t) =
c(xt,Comp({f(I(t1), . . . , I(tk))} ∪ Red(t))). If I(t) =!→ f(I(t1), . . . , I(tk)) = u then
we choose t = s and are done as u = t[I(t|1)]1 . . . [I(t|k)]k. Otherwise, if I(t) =!→ I(s)
for some s ∈ Red(t) then we know that t→R+ s and are done as I(s) = s[I(s|ε)]ε.
The only missing case is I(t) =→+ε I(r) =!→ u where r ∈ Red(t). Again we know
that t →R+ r and can use the induction to obtain some s with r →R∗ s and
u = s[I(s|q1)]q1 . . . [I(s|qm)]qm .
We can deal with non-root reductions in completely the same way as in (ii).
(iv) Suppose, I(t) is not terminating w.r.t. M∪ Cε. Then by Lemma A.2 (iv,viii) we
know that I(t) is not terminating w.r.t. <→ ∪ =!→. Of course, as =!→ is terminating
we must have infinitely many
<→-steps. But as I(t) = t[I(t|ε)]ε we can use (ii, iii)
to obtain an infinite R-reduction of t.
Proof of Theorem 4.12. Just use Lemma 4.11 (viii).
Proof of Theorem 4.18. Completeness is a consequence of Lemma 2.17. For the soundness
we just have to adapt the proof of Theorem 4.2 and integrate Lemma 4.11. Let s1 →
t1, s2 → t2, . . . be an infinite minimal (P ,Q,R)-chain. We distinguish two cases. If there
is some n ∈ IN such that for every i ≥ n the pair si → ti is contained in P \ pi then
sn → tn, sn+1 → tn+1, . . . clearly is an infinite minimal (P \ pi,Q,R, f) chain. Then we
are immediately done.
Otherwise, there is some si → ti ∈ pi which occurs infinitely often in the chain.
By Lemma 4.11 (viii) s1 → t1, s2 → t2, . . . is also an infinite (P ,Q,N (P ,Q,R) ∪ Cε)-
chain. We extend pi by defining pi(c) = [1, 2]. Then in the same way as in the proof of
Theorem 4.2 the constraints of the theorem yield an infinite decrease w.r.t. pi. This is
in contradiction to the well-foundedness of pi.
Proof of Theorem 4.20. Completeness is a consequence of Lemma 2.17. For soundness
we consider an infinite minimal (P ,Q,R)-chain s1 → t1, s2 → t2, . . . where σ is the
substitution with tiσ
Q→∗R si+1σ. We distinguish two cases. If there is some n ∈ IN
such that for every i ≥ n in the reductions tiσ Q→∗R si+1σ only rules of N are used then
sn → tn, sn+1 → tn+1, . . . is an infinite minimal (P ,Q,N , f) chain by Lemma 2.4.
Otherwise, there is some unneeded rule ` → r ∈ R \ N which is used infinitely often
in reductions of the chain. By Lemma 4.11 (viii) s1 → t1, s2 → t2, . . . is also an infinite
(P ,Q,N ∪Cε)-chain where I(σ) is the corresponding substitution. A closer inspection of
Lemma 4.11 (iv)-(vi) reveals that any application of an unneeded rule in the original chain
with σ is transformed to at least one application of a rule of Cε in the transformed chain
with I(σ) as substitution. Due to the monotonicity of  we can show as in Theorem 4.2
that there is an infinite decrease w.r.t.  as the unneeded rule ` → r is used infinitely
often. This is in contradiction to the well-foundedness of .
Proof of Theorem 4.22. Completeness follows by Lemma 2.17. For soundness the proof
is completely analogous to the proof of Theorem 4.2.
Proof of Lemma 4.26. By a straightforward induction on the position p one can show that
if t→{`→r},p u and p ∈ RegPospi(t) then pi(t)→{pi(`→r)} pi(u). (?)
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We now prove the following property which directly implies the lemma by (?): if sσ ∈
NF (Q) and tσ Q→∗R u then pi(tσ)→∗pi(U) pi(u) where U = EU{s},piR,Q (t).
To prove the property we perform induction on the reduction length. If there are no
reductions then pi(tσ) = pi(u) and we are done. Otherwise, tσ Q→∗R v Q→R,p u. By the
induction hypothesis we already obtain pi(tσ)→∗pi(U) pi(v). If p ∈ RegPospi(v) then by the
definition of usable rules w.r.t. pi the rule ` → r is contained in U{s},piR,Q (t) ⊆ U . Thus, we
can apply (?) to obtain pi(v)→pi(U) pi(u). Otherwise, if p /∈ RegPospi(v) then pi(v) = pi(u)
which also implies pi(v)→∗pi(U) pi(u).
Proof of Theorem 4.27. The proof is similar to the proof of Theorem 4.18. One just has
to replace the application of Lemma 4.11 (viii) by Lemma 4.26.
Proof of Theorem 4.30. If a rule `→ r ∈ US,piR,Q(t) then there is a substitution σ such that
Sσ ⊆ NF (Q) and tσ Q→∗R v Q→{`→r},p u and p ∈ RegPospi(v). We show that ` → r ∈
IUSR,Q(t) by induction on the lexicographic combination of first the reduction length and
then the structure of t.
If t is a variable and tσ can be reduced then tσ /∈ NF (R). If t does not occur as
a subterm of a term in S or NF (Q) 6⊆ NF (R) then IUS,piR,Q(t) = R and we are done.
Otherwise, as Sσ ⊆ NF (Q) we obtain tσ ∈ NF (Q) ⊆ NF (R) which is a contradiction to
tσ /∈ NF (R).
So, in the remaining proof we let t = f(t1, . . . , tn). If any reduction step in tσ
Q→∗R v is
performed at a position q ≤ p, i.e., p = qq′ then we choose q to be the highest such position.
Note that q ∈ RegPospi(v) and q′ ∈ RegPospi(v|q). Hence, tσ Q→∗R w = w[`′τ ]q Q→R
w[r′τ ]q
Q→∗R v Q→{`→r},qq′ u and moreover, r′τ Q→∗R v|q Q→{`→r,q′} uq for some rule `′ → r′
with `′ = g(`′1, . . . , `
′
m). Thus, all terms `
′
iτ are in Q-normal form. Therefore, we can use
the induction hypothesis and obtain `′ → r′ ∈ IUS,piR,Q(t) and ` → r ∈ IU{`
′
1,...,`
′
m}
R,Q (r
′). By
Definition 4.29 the rule `′ → r′ is an element of IUS,piR,Q(t), too.
Otherwise, there is no reduction above p in the reduction of tσ to v. If p = ip′ then
obviously pi(f) = i or pi(f) = [. . . , i, . . . ], p′ ∈ RegPospi(ti), and tiσ Q→∗R v|i Q→{`→r},p′ u|i.
As ti is smaller than t and as the reduction of tiσ to v|i is not longer than the reduction
of tσ to v we know by induction that ` → r ∈ IUS,piR,Q(ti) ⊆ IUS,piR,Q(t). Finally, if p = ε
then the final reduction is the only reduction at root level. Hence, tσ Q→∗R f(v1, . . . , vn) =
v = `τ Q→R rτ = u where tiσ Q→∗R vi for every i. Using Lemma 3.8 we know that
v = f(ECapSR,Q(t1)µ, . . . ,ECap
S
R,Q(tn)µ) = f(ECap
S
R,Q(t1), . . . ,ECap
S
R,Q(tn))µ, where µ
differs from σ only on the free variables that are introduced by ECap. W.l.o.g. we may as-
sume that µ is equal to τ on the variables of `. Thus, f(ECapSR,Q(t1), . . . ,ECap
S
R,Q(tn))µ =
`µ where all direct subterms of `µ are in Q-normal form. Moreover, as σ differs from µ
only on the fresh variables, all terms in Sµ are Q-normal, too. Hence, ` is unifiable
with f(ECapSR,Q(t1), . . . ,ECap
S
R,Q(tn)) and the mgu δ also instantiates all direct sub-
terms of ` and all terms in S to Q-normal forms. A final look at Definition 4.29 reveals
`→ r ∈ IUS,piR,Q(t).
Proof of Theorem 4.32. Completeness is proven by Lemma 2.17. The soundness proof is
similar to the one of Theorem 4.18. Let N = N (P ,Q,R, pi). Given a minimal chain
s1 → t1, s2 → t2, . . . either from some point all pairs are in P \ pi or there is a strictly
decreasing pair which occurs infinitely often. In the former case there is nothing to show
and in the latter we use Lemma 4.35 (vi) to obtain
pi(s1)σ →pi(P) pi(t1)σ →∗pi(N )∪Cε pi(s2)σ →pi(P) pi(t2)σ . . .
174 Appendix A. Proofs
If we extend pi by defining pi(c) = [1, 2] then pi(Cε) = Cε. Hence, by the constraints of
Theorem 4.32 and stability and monotonicity we obtain
pi(s1)σ (%)pi(t1)σ % pi(s2)σ (%)pi(t2)σ . . .
with an infinite number of strict decreases. This is a contradiction to the well-foundedness
of .
Proof of Lemma 4.35. Note that by construction of Sall and σ all terms in Sallσ are Q-
normal.
(i) We perform induction on t. If t is a variable x then by definition Ipi(tσ) = Ipi(xσ) =
xIpi(σ) = tIpi(σ). Otherwise, let t = f(t1, . . . , tn). Then we obtain N S,piR,Q(ti) ⊆
N S,piR,Q(t) ⊆ N for all i ∈ RegPospi(t). Hence, we may apply the induction hypothesis
and know Ipi(tiσ) = tiIpi(σ) for all i ∈ RegPospi(t). If Ipi(tσ) is built by the second
case we immediately obtain Ipi(tσ) = pi(t)Ipi(σ) by the definition of Ipi. To show
that Ipi(tσ) cannot be built by the third case can be shown in the same way as in
the proof of Lemma 4.11 (ii).
(ii) We prove the result by induction on t. If t is a variable then we use (i) with S = ∅
to conclude Ipi(tσ) = pi(t)Ipi(σ).
Otherwise, if t = f(t1, . . . , tn) we obtain by the induction hypothesis Ipi(tiσ) →∗Cε
pi(ti)Ipi(σ) and hence, tσ →∗Cε pi(t)Ipi(σ). Finally, if Ipi(tσ) is built by the second
case we are done and otherwise we perform one additional reduction step to obtain
Ipi(tσ) = c(tσ,Comp(. . . ))→Cε tσ →∗Cε pi(t)Ipi(σ).
(iii) The proof is a direct consequence of the definitions of Redpi(t) and of Lemma 4.7. As
Ipi(t) = c(. . . ,Comp(Redpi(t))), Ipi(s) ∈ Redpi(t), and as every term is in normal form
w.r.t. the empty set we conclude Ipi(t)→∗Cε c(. . . , Ipi(s))→Cε Ipi(s) by Lemma 4.7.
(iv) Let t = `σ Q→R rσ = s for some rule ` = f(`1, . . . , `n)→ r ∈ R. As in the proof of
Lemma 4.11 (v) one can show that `→ r ∈ N . Now by the closure properties of N
we know that N {`1,...,`n},piR,Q (r) ⊆ N . Moreover, by the construction of Sall we obtain
{`1, . . . , `n} ⊆ Sall. Hence, (ii) and (i) yield Ipi(t) = Ipi(`σ) →∗Cε pi(`)Ipi(σ) →pi(N )
pi(r)Ipi(σ) = Ipi(rσ).
(v) We perform induction on t. Obviously t cannot be a variable and if t is built by
the third case we use (iii). So let t = f(t1, . . . , tn) and as Ipi(t) is built by the
second case we obtain Ipi(t) = t. If the reduction is at the root position we use (iv).
Otherwise, there is some ti such that ti
Q→R si and s = f(t1, . . . , si, . . . , tn). By
induction we obtain Ipi(ti)→∗pi(N )∪Cε Ipi(si). Hence, Ipi(t) = t→∗pi(N )∪Cε s. Note that
if i /∈ RegPospi(t) then the i-th argument is dropped and we perform zero reduction
steps from Ipi(t) to s. To prove that Ipi(s) = s is done in the same way as in the
proof of Lemma 4.11 (vi).
(vi) As u1 → v1, u2 → v2, . . . is a minimal chain for every i we know that viσ Q→∗R ui+1σ.
Using the previous results we can now exchange P by pi(P), R by pi(N ) ∪ Cε, and
σ by Ipi(σ).
A.4. Proofs of Chapter 4 175
By construction of N we know that N {ui},piR,Q (vi) ⊆ N and ui ∈ Sall for every i.
Hence, using (i) we obtain Ipi(viσ) = pi(vi)Ipi(σ). From (ii) we conclude Ipi(uiσ)→∗Cε
pi(ui)Ipi(σ). By (v) we glue everything together and construct the new chain.
pi(u1)Ipi(σ)→pi(P) pi(v1)Ipi(σ) = Ipi(v1σ)→∗pi(N )∪Cε
Ipi(u2σ)→∗Cε pi(u2)Ipi(σ)→pi(P) pi(v2)Ipi(σ) = Ipi(v2σ) . . .
Proof of Lemma 4.37. We first define the two measures rank and Rank . Intuitively, rank
counts the maximal nesting of head symbols in a term. Similarly, Rank also counts the
maximal nesting of head symbols, but disregards the root-symbol of the given term. More
formally, we define rank and Rank as follows.
rank(t) =

0, if t is a variable
max{rank(t1), . . . , rank(tn)}+ 1, if t = f(t1, . . . , tn), f ∈ H
max{rank(t1), . . . , rank(tn)}, if t = f(t1, . . . , tn), f /∈ H
Rank(t) =
{
0, if t is a variable
max{rank(t1), . . . , rank(tn)}, if t = f(t1, . . . , tn)
Here, we define the maximum of the empty set to be 0. We use the following properties
of rank and Rank .
(i) rank(t) ≥ Rank(t) for all terms t.
(ii) If t ∈ T (F \ H,V) then rank(tσ) = max{rank(xσ) | x ∈ V(t)}.
(iii) If t→R s then rank(t) ≥ rank(s)
(iv) If t→R s then Rank(t) ≥ Rank(s)
(v) If s→ t ∈ P then Rank(sσ) ≥ Rank(tσ).
(vi) If t→R∗ s, root(t) /∈ H and root(s) ∈ H then Rank(t) > Rank(s).
(vii) If s→ t ∈ P , t ∈ V and root(tσ) ∈ H then Rank(sσ) > Rank(tσ).
Using these properties it is now easy to prove the lemma. If we have an infinite chain
s1 → t1, s2 → t2, . . . then we obtain tiσ →R∗ si+1σ for every i. Obviously whenever
root(ti) ∈ H then root(si+1) ∈ H, because there is no rule in R to rewrite a head symbol.
For the converse direction we first conclude by (iv), (v), and the fact that > is well-
founded on the natural numbers that there must be numbers n and c such that for all
i ≥ n we have c = Rank(siσ) = Rank(tiσ). Let us assume root(si+1) = root(si+1σ) ∈ H.
Due to (vi) we know that root(tiσ) ∈ H. If root(ti) ∈ H we are done. Otherwise, ti must
be a variable but this is a contradiction to (vii).
It remains to show that the listed properties of the measures are correct.
(i) Obvious.
(ii) We perform induction on t. If t is a variable then the result clearly holds. Otherwise,
let t = f(t1, . . . , tn). By the precondition f /∈ H and thus we get rank(tσ) =
max{rank(tiσ) | 1 ≤ i ≤ n)}. Induction yields rank(tσ) = max{max{rank(xσ) |
x ∈ V(ti)} | 1 ≤ i ≤ n} = max{rank(xσ) | x ∈ V(t)}.
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(iii) We perform induction on the position of the reduction. If t = `σ →R rσ = s then
by the definition of H both ` and r are terms from T (F \H,V). Thus, rank(`σ) =
max{rank(xσ) | x ∈ V(`)} ≥ max{rank(xσ) | x ∈ V(r)} = rank(rσ). Other-
wise, t = f(t1, . . . , tn) →R f(t1, . . . , si, . . . , tn) where ti →R si. Induction yields
rank(ti) ≥ rank(si) and hence, rank(t)− rank(s) = max{rank(t1), . . . , rank(ti), . . . ,
rank(tn)} −max{rank(t1), . . . , rank(si), . . . , rank(tn)} ≥ rank(ti)− rank(si) ≥ 0.
(iv) If the reduction is below the root then the result is easily obtained from (iii). Oth-
erwise, let `σ →R rσ. By the definition of H we know that root(`) /∈ H and hence
Rank(`σ) = rank(`σ) ≥ rank(rσ) ≥ Rank(rσ) by (iii) and (i).
(v) By the definition of H all proper subterms of s and t are of T (F \ H,V). Thus,
by (ii) Rank(sσ) = max{rank(xσ) | x ∈ V(s)} ≥ max{rank(xσ) | x ∈ V(t)} =:
m. We show that m ≥ Rank(tσ). If t ∈ T (F \ H,V) then by (ii) and (i) m =
rank(tσ) ≥ Rank(tσ). In the other case t must be of the form f(t1, . . . , tn) where
by the construction of H the function symbol f is contained in H but all ti ∈
T (F \H,V). Thus, Rank(tσ) = max{rank(tiσ) | 1 ≤ i ≤ n} = max{rank(xσ) | x ∈
V(ti), 1 ≤ i ≤ n} = m by (ii).
(vi) AsR does not contain anyH symbols and as we get from t with root(t) /∈ H to some
term s with root(s) ∈ H we must have t →R∗ t′ = `σ →R xσ = s′ →R∗ s where t′
has no root of H, s′ has a root of H and ` → x is the collapsing rule that brings
some head symbol to the root position. Thus, Rank(t′) = Rank(`σ) ≥ rank(xσ) =
1+Rank(xσ) > Rank(xσ) = Rank(s′). Using (iv) we also have Rank(t) > Rank(s).
(vii) Let t = x and root(xσ) = f(t1, . . . , tn) where f ∈ H. Thus, rank(xσ) = Rank(xσ)+
1 > Rank(xσ) = Rank(tσ). On the other hand s is of the form g(s1, . . . , sn) where
x must occur in some si. Hence, Rank(sσ) ≥ rank(siσ) = max{rank(xσ) | x ∈
V(si)} ≥ rank(xσ) by (ii). Thus, Rank(sσ) > Rank(tσ).
Proof of Theorem 4.39. Completeness follows from Lemma 2.17 and soundness is an im-
mediate consequence of Lemma 4.37.
Proof of Theorem 4.38. First note that the requirement of pi(P) being a TRS is only to
ensure that (pi(P),Q,R,m) really is a DP problem.
To prove soundness, let s1 → t1, s2 → t2, . . . be an infinite (minimal) (P ,Q,R)-chain.
Then there is a substitution σ such that for every i there is the reduction tiσ
Q→∗R si+1σ,
siσ ∈ NF (Q), and if the chain is minimal then every tiσ is terminating w.r.t. Q→R.
We prove that pi(s1) → pi(t1), pi(s2) → pi(t2), . . . is an infinite chain using the same
substitution σ. Therefore, we first show that each pi(si)σ is in Q-normal form, and that
pi(ti)σ is terminating whenever tiσ is terminating. We consider two cases. If si  pi(si)
then obviously pi(si)σ ∈ NF (Q). Otherwise, root(si) ∈ H, si = f(u1, . . . , um) and pi(si) =
f(uj1 , . . . , ujk). Since siσ ∈ NF (Q), the only possible Q-redex of pi(si)σ can be at the
root. But since the filtered, k-ary symbol f is a new symbol, it does not occur in Q
and hence, pi(si)σ ∈ NF (Q). In the same way one can prove that pi(ti)σ is terminating
whenever tiσ is terminating.
It remains to prove pi(ti)σ
Q→∗R pi(si+1)σ. Due to Lemma 4.37 we can assume that
for every i the equivalence root(si) ∈ H ⇔ root(ti+1) ∈ H is valid. If root(ti) /∈ H
then pi(ti) = ti and due to the above equivalence, pi(si+1) = si+1 is satisfied. In that
case the result is immediately obtained from tiσ
Q→∗R si+1σ. Otherwise, root(ti) ∈ H,
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ti = f(u1, . . . , um), and since f does not occur in R, we know that si+1 = f(v1, . . . , vm)
and ujσ
Q→∗R vjσ for all j. As both pi(ti) = f(uj1 , . . . , ujk) and pi(si+1) = f(vj1 , . . . , vjk) or
both pi(ti) = uj and pi(si+1) = vj, this directly implies pi(ti)σ
Q→∗R pi(si+1)σ.
Proof of Theorem 4.41. Completeness follows from Lemma 2.17. For soundness consider
an infinite chain s1 → t1, s2 → t2, . . . . Let H = H(P ,R). Using Theorem 4.39 we can
w.l.o.g. assume that root(ti) ∈ H ⇔ root(si+1) ∈ H. We consider two cases.
If NF (Q) ⊆ NF (R) then it suffices to apply Theorem 4.27 with pi and as reduction pair
(%,) we use the embedding order and its reflexive closure for  and %, respectively.
Then obviously the constraints for the pairs in P in Theorem 4.27 are satisfied and allow
to delete the pairs in pi ⊆ pi. Moreover, we will show that IU(P ,Q,R, pi) is empty
where we use ICap as estimated Cap-function. Thus, there are no constraints for R
which finishes this case. To conclude that there are no usable rules w.r.t. pi we show
that IU{s},piR,Q (t) = ∅ for every s → t ∈ P . By a straight-forward induction on p one
can show that ICap
{s}
R,Q(s|p) = s|p and IU{s}R,Q(s|p) = ∅ for every subterm s|p of s. If
root(t) /∈ H this suffices to prove ICap{s}R,Q(t) = ∅ as s  pi(s)  pi(t) = t. In the
other case t = g(t1, . . . , tn) for a head symbol g. As g does not occur in R obviously the
term g(ICap
{s}
R,Q(t1), . . . , ICap
{s}
R,Q(tn)) does not unify with a left-hand side of R. Thus,
as pi(g) = i for some i the only usable rules are those of IU{s},piR,Q (ti). But as s  pi(s) 
pi(t) = ti again there are no usable rules.
If we are not in the innermost case then by the requirement of the theorem we know that
f =m and hence, we can assume that the terms t1σ is terminating w.r.t.
Q→R. As pi only
filters head symbols this directly implies that the term pi(t1)σ is also terminating w.r.t.Q→R. The reason is that for every term t that occurs in P the term pi(t)σ is either tσ itself
(in the case that root(t) /∈ H) or pi(t)σ is a subterm of tσ (in the case that root(t) ∈ H).
Additionally pi(ti)σ
Q→∗R pi(si+1)σ must be valid, too: If the roots of ti and si+1 are not
in H then pi(ti)σ = tiσ Q→∗R si+1σ = pi(si+1)σ. Otherwise, both terms ti and si+1 must
be rooted with the same head symbol g. Let pi(g) = j. Then from tiσ
Q→∗R si+1σ we can
conclude ti|jσ Q→∗R si+1|jσ as the head symbol at the root position cannot be reduced.
As  is stable and the conditions of the processor are satisfied we finally obtain
pi(t1)σ
Q→∗R pi(s2)σ  pi(t2)σ Q→∗R pi(s3)σ  . . . . If a pair s → t with pi(s)  pi(t) oc-
curs infinitely often in this chain we obtain an infinite (Q→R ∪ )-reduction starting in
pi(s1)σ. This is a contradiction to the termination of pi(t1)σ w.r.t.
Q→R as every term is
terminating w.r.t. Q→R iff it is terminating w.r.t. Q→R ∪.
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Proof of Theorem 5.3. Note that due to our semantic Cap-function this proof is even
simpler than the original proof in [GA01, Theorem 20].
If . . . u1 → v1, s→ t, u2 → v2, . . . is a (P ,Q,R)-chain, then there exists a substitution
σ such that
(i) v1σ
Q→∗R sσ, tσ Q→∗R u2σ
(ii) {u1σ, sσ, u2σ} ⊆ NF (Q)
(iii) (u1 → v1, s→ t) ∈ E and (s→ t, u2 → v2) ∈ E
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First we use Lemma 3.8 to see that sσ = ECap
{u1,s}
R,Q (v1)µ for some substitution µ that
differs from σ at most on the variables that are introduced by ECap. W.l.o.g. we can
assume that σ is equal to µ on all these fresh variables. Hence, sσ = ECap
{u1,s}
R,Q (v1)σ
shows there is an mgu δ of s and ECap
{u1,s}
R,Q (v1) with σ = δτ for some substitution τ .
Moreover, the property {sσ, u1σ} ⊆ NF (Q) must remain true when replacing σ by the
more general substitution δ, i.e., {sδ, u1δ} ⊆ NF (Q). Hence, sδ → tδ ∈ N ′ and we obtain
(i) v1σ
Q→∗R sσ = (sδ)τ , (tδ)τ = tσ Q→∗R u2σ
(ii) {u1σ, sσ = (sδ)τ, u2σ} ⊆ NF (Q)
(iii) (u1 → v1, sδ → tδ) ∈ E ′ and (sδ → tδ, u2 → v2) ∈ E ′
Thus, by renaming the variables in sδ → tδ to fresh ones we can extend σ to behave
like τ on these fresh variables. In this way we can use σ to obtain the chain . . . u1 →
v1, sδ → tδ, u2 → v2, . . . . Moreover, when the original chain with s → t is minimal then
by construction the new chain with sδ → tδ is minimal, too. The reason is that tσ is
terminating iff tδσ is terminating as tσ = tδτ = tδσ.
In this way, one can replace all occurrences of s→ t in (minimal) chains except for the
very first pair in the chain. However, if s→ t, v1 → w1, v2 → w2, . . . is an infinite minimal
chain, then v1 → w1, v2 → w2, . . . is an infinite minimal chain as well.
For completeness, let . . . , sδ → tδ, . . . be a chain. Then by the construction of the graph
P [s→ t/N ′] the sequence . . . , s→ t, . . . is also a path in P . And as different occurrences
of pairs in P may be assumed variable disjoint, we can extend every substitution σ to
behave like δσ on the variables of s. Hence, this direction of the theorem is immediately
proved.
Proof of Theorem 5.5. If . . . , u1 → v1, s→ t, u2 → v2, . . . is a (P ,Q,R)-chain, then there
exists a substitution σ such that
(i) v1σ
Q→∗R sσ and tσ Q→∗R u2σ
(ii) {u1σ, sσ, u2σ} ⊆ NF (Q)
(iii) (u1 → v1, s→ t) and (s→ t, u2 → v2) ∈ E
Let R′′ = EU{s,u2}R,Q (t) and let R′ = R′′−1. First we use Definition 3.24 to see that
tσ →∗R′′ uσ and hence, u2σ →∗R′ tσ. By Lemma 3.8 one obtains tσ = ECap∅R′,∅(u2)µ
for some substitution µ that differs on σ at most on the variables that are introduced by
ECap. W.l.o.g. we can assume that σ is equal to µ on all these fresh variables. Hence,
tσ = ECap∅R′,∅(u2)σ shows there is an mgu δ of t and ECap
∅
R′,∅(u2) with σ = δτ for some
substitution τ .
The remainder of the soundness proof and the completeness proof is now completely
analogous to the proof of Theorem 5.3.
Proof of Lemma 5.7. Let t Q→R,p1 t1 and t Q→R,p2 t2 by rules `i → ri ∈ R for 1 ≤ i ≤ 2
where by renaming of the variables we can assume that both rules are instantiated by the
same substitution σ. Since t|p1 and t|p2 are no R-normal forms and thus no Q-normal
forms (by NF (Q) ⊆ NF (R)), p2 cannot be strictly above p1 and p1 cannot be strictly
above p2. If p1 = p2, then for 1 ≤ i ≤ 2 we know t = C[`iσ]p1 and ti = C[riσ]p1 . Hence,
by the requirements of the lemma we directly conclude r1σ = r2σ and thus, t1 = t2.
Otherwise, p1 and p2 are independent and thus, t1 and t2 can obviously be joined in one
step.
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Proof of Theorem 5.10. Let t = t[`µ]p →R t[rµ]p = t′ for some ` → r ∈ R and substitu-
tion µ.
We first prove the soundness and only consider the case where f =m. The case f = a is
analogous. Let s→ t, u→ v be a minimal (P ,Q,R)-chain. Thus, tσ Q→∗R uσ, both sσ and
uσ are in Q-normal form, and tσ is terminating w.r.t. Q→R. We want to show t′σ Q→∗R uσ
and that t′σ is also terminating w.r.t. Q→R. Then we can exchange all occurrences of s→ t
in chains by s→ t′.
We consider the reduction tσ = tσ[`µσ]p
Q→∗R uσ. As uσ is inQ-normal form and as Q→R-
reductions cannot take place strictly above Q-redexes, w.l.o.g. we first reduce `µσ to some
Q-normal form w. Thus, tσ = tσ[`µσ]p Q→∗R tσ[w]p Q→∗R uσ where `µσ Q→∗R w. The only
rules applicable to t|pσ = `µσ or its reducts are from U{s}R,Q(t|p) ⊆ U . Hence, `µσ Q→∗U w.
As w is a Q-normal form, w.l.o.g. one first reduces all terms xµσ with x ∈ V(`) to Q-
normal forms. As Q→U is confluent these normal forms are unique. Thus, `µσ Q→∗U `δ Q→∗U w
for some Q-normal substitution δ and for all x ∈ V(`) we have xµσ Q→∗U xδ. Note that `δ is
not yet a Q-normal form as `→ r ∈ R and NF (Q) ⊆ NF (R). Thus, we need at least one
more step to get from `δ to w. As δ is aQ-normal substitution, the reduction is above δ and
as all critical pairs between `→ r and U are trivial joinable, the only possible reduction
is `δ Q→U rδ Q→∗U w. This finally proves t′σ = tσ[rµσ]p Q→∗R tσ[rδ]p Q→∗R tσ[w]p Q→∗R uσ.
Now minimality (i.e., termination of t′σ w.r.t. Q→R), can be proved in an analogous way.
As before, w.l.o.g. any infinite Q→R-reduction of t′σ = tσ[rµσ]p first reduces all redexes in
xµσ for x ∈ V(r). These reductions either lead to non-termination or they end in some
Q→R-normal forms. Since x ∈ V(r) ⊆ V(`), all xµ are contained in t|p. Thus, for every
x ∈ V(r) the term xµσ is terminating w.r.t. Q→R and the possible rules to rewrite are
all contained in U . Hence, by Lemma 2.4 all these steps can also be done by Q→U and
as Q→U is confluent, the reduction must begin with rµσ Q→∗R rδ. Thus, whenever t′σ is
non-terminating w.r.t. Q→R then so is tσ[rδ]p. But this would contradict the termination
of tσ w.r.t. Q→R as we know that tσ Q→∗R tσ[rδ]p.
The completeness of the rewriting processor is obvious if Q→R is not terminating. Oth-
erwise, we show that if there is a reduction t′σ Q→∗R uσ such that sσ and uσ are in
Q-normal form, then tσ Q→∗R uσ also holds. We use the same way of reasoning as for
the soundness proof. So if t′σ = tσ[rµσ]p
Q→∗R uσ, we may assume that we first reduce
rµσ to some Q-normal form w which is again started with reducing every subterm xµσ
with x ∈ V(r) to a Q-normal form by Q→U reductions. By the confluence of Q→U , we have
rµσ Q→∗U rδ Q→∗R w for some Q-normal substitution δ. In the same way as before we obtain
t′σ = tσ[rµσ]p
Q→∗R tσ[rδ]p Q→∗R tσ[w]p Q→∗R uσ. It remains to show that `µσ Q→∗R rδ, as
this implies tσ = tσ[`µσ]p
Q→∗R tσ[rδ]p Q→∗R tσ[w]p Q→∗R uσ.
We know that xµσ Q→∗R xδ for all x ∈ V(r), where xδ is in Q-normal form. By
NF (Q) ⊆ NF (R), xδ is in normal form w.r.t. Q→R, too. As Q→R is terminating, we can
extend δ such that xδ is a normal form of xµσ w.r.t. Q→R for every variable x ∈ V(`)\V(r).
Then we have `µσ Q→∗R `δ for the Q→R-normal substitution δ. To prove the desired result
`δ Q→R rδ, we prove that for every position p′ of ` there is the reduction `δ Q→R rδ at a
position below p′ or the term `δ|p′ is in Q-normal form. This suffices to prove `δ Q→R rδ
as for p′ = ε we know that `δ|p′ = `δ /∈ NF (R) ⊇ NF (Q).
We perform induction on `|p′ . If `|p′ is a variable then by the requirements of the
processor we know nfc
{s}
R,Q(`|p′µ). Thus, `|p′µσ Q→∗R `|p′δ is a reduction to a normal form
w.r.t. Q→R and by Definition 5.8 we can infer `|p′δ = `δ|p′ ∈ NF (Q). Otherwise, `|p′ =
f(`1, . . . , `n). If by induction there is an 1 ≤ i ≤ n such that `δ Q→R rδ at a position below
p′i then we are done immediately. In the other case we know that for every 1 ≤ i ≤ n the
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term `δ|p′i is in Q-normal form and hence, every reduction of `δ at position p′ respects
the strategy. If there is a reduction of `δ Q→R,p′ v then this gives rise to a critical pair
and by the requirements of the processor we know v = rδ. In the final case, there is no
reduction at position p′ possible. Hence, `δ|p′ is in normal form w.r.t. Q→R. This case
obviously cannot occur for p′ = ε. Thus, by the requirements of the processor we know
nfc
{s}
R,Q(`|p′µ) and conclude `δ|p′ ∈ NF (Q) by Definition 5.8 as in the variable case.
Proof of Theorem 5.17. If nfcSR,Q(t) = false then there is a substitution σ such that Sσ ⊆
NF (Q) and tσ Q→∗R u for some u /∈ NF (Q) which is in normal form w.r.t. Q→R. We
perform induction on first the length of this reduction and then the structure of t to show
that enfcSR,Q(t) = false.
First we consider the case that t is a variable. Hence, due to V(t) ⊆ V(s) and Sσ ⊆
NF (Q) the term tσ is in Q-normal form. Moreover, tσ is also in normal form w.r.t. Q→R
as NF (Q) ⊆ NF (R). Thus, u = tσ which contradicts u /∈ NF (Q). So, in the remaining
proof we may assume t = f(t1, . . . , tn).
In the second case there is at least one reduction at the root position. Hence, tσ =
f(t1σ, . . . , tnσ)
Q→∗R f(u1, . . . , un) = `σ Q→R rσ Q→∗R u for some rule f(`1, . . . , `n) =
` → r ∈ R. We define S ′ = {`1, . . . , `n} as the direct subterms of ` and conclude
S ′σ ⊆ NF (Q) as there is a root reduction. Thus, nfcS′R,Q(r) = false and by induc-
tion enfcS
′
R,Q(r) = false. Moreover, using Lemma 3.8 we know that f(u1, . . . , un) =
f(ECapSR,Q(t1)δ, . . . ,ECap
S
R,Q(tn)) for some δ that differs from σ at most on the vari-
ables that are introduced by ECap. Therefore, we may assume σ = δ which shows that
f(ECapSR,Q(t1), . . . ,ECap
S
R,Q(tn)) and ` are unifiable by some mgu µ with σ = µτ for
some substitution τ . Hence, Sµ ∪ S ′µ ⊆ NF (Q) and by Definition 5.16 the required fact
that enfcSR,Q(t) = false follows from enfc
S′
R,Q(r) = false.
Finally, it may be the case that there are no root reductions at all in the rewrite sequence
tσ Q→∗R u. As in the second case we obtain tσ Q→∗R f(u1, . . . , un) where tiσ Q→∗R ui for every
i. Here, every ui is in normal form w.r.t.
Q→R as u itself is a normal form w.r.t. Q→R. If some
ui is not in Q-normal form then obviously nfcSR,Q(ti) does not hold and by induction we
obtain enfcSR,Q(ti) = false which shows enfc
S
R,Q(t) = false by Definition 5.16. It remains
the case that every ui is in Q-normal form. As u /∈ NF (Q) the only possible redex can
be at the root position, i.e., u = qσ for some q ∈ Q. Similar to the second case we
obtain f(ECapSR,Q(t1)σ, . . . ,ECap
S
R,Q(tn)σ) = f(u1, . . . , un) = u = qσ and hence q and
f(ECapSR,Q(t1), . . . ,ECap
S
R,Q(tn)) are unifiable by some mgu µ with σ = µτ for some
substitution τ . Then clearly Sµ ⊆ NF (Q) but we also have qµ ∈ NF (R). The reason is
that otherwise u = qσ = qµτ would be reducible by R and this contradicts the fact that
u is in Q→R-normal form and hence in R-normal form as all subterms of u are in Q-normal
form. Thus, by Definition 5.16 we obtain enfcSR,Q(t) = false and are done.
Proof of Theorem 5.19. The proof is an extension of the corresponding proofs of [AG00,
Theorems 27 and 42]. For soundness, we prove that if there is an infinite minimal
(P ,Q,R)-chain, then there is also an infinite minimal (P [s → t/N ′],Q,R)-chain. To
this end, it suffices to show that if
. . . u1 → v1, s→ t, u2 → v2 . . .
is a minimal chain, then there is a pair s′ → t′ ∈ N ′ such that
. . . u1 → v1, s′ → t′, u2 → v2 . . .
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is also a minimal chain. Here, s → t resp. s′ → t′ may also be the first pair in the chain
(i.e., u1 → v1 may be missing). If this has been proved then all occurrences of s→ t in an
infinite minimal chain may be replaced by its narrowings. The result for arbitrary chains
can be achieved in the same way.
There must be a substitution σ such that
(i) v1σ
Q→∗R sσ, tσ Q→∗R u2σ
(ii) u1σ, sσ, and u2σ are in Q-normal form
(iii) v1σ, tσ, and v2σ are terminating w.r.t.
Q→R.
Let σ be such a substitution where the length of the reduction tσ Q→∗R u2σ is minimal.
Note that we have to perform at least one step below position p which is w.l.o.g. the first
step in the reduction. To see this, we consider two cases.
In the one case t|p /∈ NF (Q). Hence, if one only reduces tσ at positions independent
of p then the resulting term will still contain t|pσ which is not in Q-normal form. As
u2σ ∈ NF (Q) there must be some first reduction at a position which is not independent
of p. And since t|pσ /∈ NF (Q) this reduction must be below p. By reordering the reduction
tσ Q→+R u2σ w.l.o.g. one can assume that the reduction below p is the first step.
In the other case remark that p ∈ Pos(ECap{s}R,Q(t)) implies that there can be no
reductions strictly above p as otherwise ECap would have replaced a position strictly
above p with a fresh variable. Second, if there is no reduction step below p then σ would
be a unifier of t|p and u2|p, i.e., there would be an mgu µ of t|p and u2|p such that σ = µτ .
But since sµ or u2µ is no Q-normal form, then sσ or u2σ would not be a Q-normal form
either, which contradicts (ii). As there are no reductions above p w.l.o.g. we assume that
the first step in the reduction is at a position below p.
Hence, we have tσ Q→R q Q→∗R u2σ for some term q and the first reduction is below the
position p. There are two possibilities for the reduction tσ Q→R q. Let us first assume
that this reduction takes place ‘in σ’. Hence, there is a variable x in t (i.e., t|p′ = x
for some position p′) such that σ(x) Q→R r and w = t[r]p′ . Clearly, this cannot happen
if NF (Q) ⊆ NF (R). Otherwise, we have sσ ∈ NF (Q) ⊆ NF (R) due to (ii) and as
V(t) ⊆ V(s) we obtain xσ ∈ NF (Q) being a contradiction. Hence, NF (Q) 6⊆ NF (R).
Thus, the variable x only occurs once in t (as t is linear) and therefore, we have q = tσ′,
where σ′ is the substitution with σ′(x) = r and σ′(y) = σ(y) for all y 6= x. As all
(occurrences of) dependency pairs are variable disjoint, σ′ behaves like σ for all pairs
except s→ t. Thus, we have
(i) v1σ
′ = v1σ
Q→∗R sσ Q→∗R sσ′, tσ′ = q Q→∗R u2σ = u2σ′
(ii) uiσ
′ and sσ′ are in Q-normal form (since Q = ∅). Here is the reason for requiring
Q = ∅ if NF (Q) 6⊆ NF (R). Otherwise, we could not conclude that sσ′ is in
Q-normal form.
(iii) viσ
′ = viσ are terminating w.r.t.
Q→R. Moreover, since tσ terminates and tσ Q→∗R tσ′,
tσ′ is also terminating w.r.t. Q→R.
But as the reduction from tσ′ to u2σ′ is shorter than the reduction from tσ to u2σ, this
is a contradiction to the minimality of σ.
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So the reduction tσ Q→R q cannot take place ‘in σ’. Hence, t contains some non-variable
subterm w at a position p′ below p such that a rule ` → r has been applied to wσ. In
other words, ` matches wσ (i.e., `ρ = wσ). Hence, the reduction has the following form:
tσ = tσ[wσ]p′ = tσ[`ρ]p′
Q→R tσ[rρ]p′ = q.
We again assume that the variables of `→ r have been renamed to fresh ones. Therefore
we can extend σ to ‘behave’ like ρ on the variables of ` and r (but it still remains the
same on the variables of all pairs in the chain). Now σ is a unifier of ` and w and hence,
there also exists a most general unifier µ. By the definition of most general unifiers, then
there must be a substitution τ such that σ = µτ . Note that since `σ = `ρ Q→R rρ = rσ,
all proper subterms of `σ must be in Q-normal form. But then all proper subterms of `µ
are in Q-normal form as well. Similarly, sσ and thus, sµ are in Q-normal form as well.
Let t′ be the term tµ[rµ]p′ and let s′ be sµ. Then s→ t narrows to s′ → t′ at position p′
(since sµ and the proper subterms of `µ are in Q-normal form) and hence, s′ → t′ ∈ N ′.
As we may assume s′ and t′ to be variable disjoint from all other pairs, we may extend σ
to behave like τ on the variables of s′ and t′. Then we have
(i) v1σ
Q→∗R sσ = sµτ = s′τ = s′σ and t′σ = t′τ = tµτ [rµτ ]p′ = tσ[rσ]p′ = tσ[rρ]p′ =
q Q→∗R u2σ.
(ii) uiσ and s
′σ = sσ are in Q-normal form
(iii) viσ are terminating. Moreover, since tσ terminates and tσ
Q→R q = t′σ, t′σ termi-
nates as well.
The completeness proof for Q = ∅ is completely analogous to the one of [AG00, The-
orem 27] since we do not have to consider minimal, but ordinary chains. The reason is
that if R is not terminating then completeness is immediately satisfied.
Now, let us consider the case NF (Q) ⊆ NF (R). Here we mainly refer to the com-
pleteness proofs of the instantiation and the rewriting processors. The important fact
is that narrowing is just a sequence of an instantiation and a rewrite step. To be more
precise, s′ → t′ ∈ N ′ implies that s′ = sµ and tµ Q→R,p′ t′. Hence, we can first argue as in
Theorem 5.3 that replacing s → t by sµ → tµ is complete. The next step from sµ → tµ
to sµ = s′ → t′ is nothing but a rewrite step at position p′ as analyzed in Theorem 5.10,
and thus, is also complete.
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Proof of Lemma 6.4. (i) The claim is proved by straightforward structural inductions.
For t = x the result is obtained by the definition of A(σ). In the case t =
f ?1t1
?2 . . . ?ntn we conclude
A(tσ) = A(f ?1t1σ?2 . . . ?ntnσ)
= f?1 ...?n (A(t1σ), . . . ,A(tnσ))
(by ind.) = f?1 ...?n (A(t1)A(σ), . . . ,A(tn)A(σ))
= f?1 ...?n (A(t1), . . . ,A(tn))A(σ)
= A(t)A(σ)
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For u = x the result is obtained by the definition of A−1(δ). In the case u =
f?1 ...?n (u1, . . . , un) we conclude
A−1(uδ) = A−1(f?1 ...?n (u1δ, . . . , unδ))
= f ?1A−1(u1δ)?2 . . . ?nA−1(unδ)
(by ind.) = f ?1A−1(u1)A−1(δ)?2 . . . ?nA−1(un)A−1(δ)
= (f ?1A−1(u1)?2 . . . ?nA−1(un))A−1(δ)
= A−1(u)A−1(δ)
(ii) We perform induction on t. As R is proper in the rule ` → r that is used for
the reduction both terms ` and r are proper. If we have a root reduction then
t = `σ →R rσ = s. Hence, by Definition 6.2 all terms xσ with x ∈ V(`) are proper.
As V(r) ⊆ V(`) we conclude that rσ = s is proper, too.
Otherwise, t = f ?1t1
?2 . . . ?ntn and the reduction is below the root. AsR is proper the
reduction must be inside some ti. Thus, ti →R si and s = f ?1t1?2 . . . ?isi?i+1 . . . ?ntn.
By induction we conclude that si is proper and therefore, s is proper, too.
(iii) We perform induction on t. If t is a variable then there is nothing to show. Oth-
erwise, t = f ?1t1
?2 . . . ?ntn and as Q is proper the only possible way that t is not in
Q-normal form is that t = qσ for some q ∈ Q or that some ti is not in Q-normal
form. Thus, we obtain
t /∈ NF (Q)
⇔ some ti /∈ NF (Q) or t = qσ for some q ∈ Q
(ind.) ⇔ some A(ti) /∈ NF (A(Q)) or t = qσ for some q ∈ Q
(i) ⇔ some A(ti) /∈ NF (A(Q)) or A(t) = A(q)A(σ) for some q ∈ Q
⇔ some A(ti) /∈ NF (A(Q)) or A(t) = q′σ′ for some q′ ∈ A(Q)
⇔ A(t) = f?1 ...?n (A(t1), . . . ,A(tn)) /∈ NF (A(Q))
(iv) It suffices to show that t Q→R s iff A(t) A(Q)→A(R) A(s) by structural induction on t.
Then the claim for m > 1 follows by induction and (ii). This is sufficient, since A
is surjective.
We first prove the “only if” direction by induction on t. As t is no variable we
consider t = f ?1t1
?2 . . . ?ntn. If some ti is reduced to si then the induction hypothesis
yields A(ti) A(Q)→A(R) A(si). Thus, A(t) = f?1 ...?n (A(t1), . . . ,A(ti), . . . ,A(tn)) A(Q)→A(R)
f?1 ...?n (A(t1), . . . ,A(si), . . . ,A(tn)) = A(s). Otherwise, we have t = `σ Q→R rσ = s
as R is proper. Then A(t) = A(`σ) = A(`)A(σ) →A(R) A(r)A(σ) = A(rσ) = A(s)
by (i). As each ti is a subterm of t and therefore in Q-normal form by (iii) we know
that every A(ti) is in A(Q)-normal form. Thus, every direct subterm of A(t) is in
A(Q)-normal form which proves A(t) A(Q)→A(R) A(s).
For the other direction we assume A(t) A(Q)→A(R) A(s). Again, we only consider t =
f ?1t1
?2 . . . ?ntn, since t can be no variable. Hence, A(t) = f?1 ...?n (A(t1), . . . ,A(tn)).
If A(s) is obtained by reducing A(ti) A(Q)→A(R) A(si) then we obtain ti Q→R si and
hence, f ?1t1
?2 . . . ?iti
?i+1 . . . ?ntn
Q→R f ?1t1?2 . . . ?isi?i+1 . . . ?ntn = s. If we have a root
reduction then A(t) = A(`)δ →R A(r)δ = A(s). By (i) one obtains the desired
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reduction.
t = A−1(A(t))
= A−1(A(`)δ)
= A−1(A(`))A−1(δ)
= `A−1(δ)
Q→R rA−1(δ)
= A−1(A(r))A−1(δ)
= A−1(A(r)δ)
= A−1(A(s))
= s
That the reduction really respects the evaluation strategy is due to the fact that Q
is proper and that every ti ∈ NF (Q) by (iii).
Proof of Lemma 6.6. We define ι as the substitution which inverses the effect of Y . The
domain of ι are those variables ⊥t of V ′ that are in the image of Y and it is defined by
ι(⊥t) = t.
(i) The claim can be proven by straightforward structural induction on t.
(ii) We perform structural induction on t. If t = x then Y(tσ) = Y(σ(x)) = Y(σ)(x) =
tY(σ). Otherwise, t = f ?1t1?2 . . . ?ntn and we conclude
Y(tσ) = Y(f ?1t1σ?2 . . . ?ntnσ)
= f ?1Y(t1σ)?2 . . . ?nY(tnσ)
(by ind.) = f ?1t1Y(σ)?2 . . . ?ntnY(σ)
= (f ?1t1
?2 . . . ?ntn)Y(σ)
= tY(σ)
(iii) Suppose Y(t) is not in Q-normal form. Then obviously no instance of Y(t) is in
Q-normal form. Thus, t = Y(t)ι is not in Q-normal form which proves (iii).
(iv) We only show that tσ Q→R s implies Y(tσ) Q→R Y(s) and s = uδ for a proper term
u and a Q-normal substitution δ. Then the required result follows by induction on
the number of reduction steps.
As σ is Q-normal and NF (Q) ⊆ NF (R), t is no variable. Thus, t = f ?1t1?2 . . . ?ntn.
If s is obtained by reducing tiσ
Q→R si, i.e., s = f ?1t1?2 . . . ?isi?i+1 . . . ?ntn, then by the
induction hypothesis we conclude Y(tiσ) Q→R Y(si) and si = uiδ for some Q-normal
substitution δ and proper term ui. We may assume that ui is variable disjoint from
tj for all j 6= i. Then we can extend δ to behave like σ on the variables of tj for all
j 6= i. Hence, for u = f ?1t1?2 . . . ?iui?i+1 . . . ?ntn we obtain uδ = s. Moreover,
Y(tσ) = f ?1Y(t1σ)?2 . . . ?iY(tiσ)?i+1 . . . ?nY(tnσ)Q→R f ?1Y(t1σ)?2 . . . ?iY(uiδ)?i+1 . . . ?nY(tnσ)
= f ?1Y(t1δ)?2 . . . ?iY(uiδ)?i+1 . . . ?nY(tnδ)
= Y(f ?1t1δ?2 . . . ?iuiδ?i+1 . . . ?ntnδ)
= Y(uδ)
= Y(s).
Otherwise, the reduction is on the root position, i.e., tσ = `τ Q→R rτ = s where
` = f ?1`1
?2 . . . ?n`n. We choose u = r and δ = τ to obtain s = uδ. Then Y(tσ) =
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Y(`τ) = `Y(τ) Q→R rY(τ) = Y(rτ) = Y(s) by (ii). This reduction indeed respects
the evaluation strategy given by Q since all `iτ are normal and by (iii) all Y(`iτ)
are normal, too.
(v) Suppose tσ would not be in Q-normal form. Then tσ can perform a Q-restricted
rewrite step w.r.t. the TRS R′ = {q → a | q ∈ Q} where a is some fresh constant.
Hence, by (iv) we know that Y(tσ) can also perform this rewrite step withR′. Thus,
Y(tσ) is not in Q-normal form in contradiction to the assumption.
(vi) It suffices to prove the one-step property that if σ is Q-normal and t is proper then
Y(tσ) Q→R u implies u = Y(sδ) for some proper s and some Q-normal substitution δ
such that tσ Q→R sδ. Then any infinite reduction of Y(tσ) can easily be transformed
into an infinite reduction of tσ: If Y(tσ) is not terminating w.r.t. Q→R then Y(tσ) Q→R
u1
Q→R u2 Q→R . . . . Using the one-step property we obtain proper terms si and Q-
normal substitutions δi such that ui = Y(siδi) and tσ Q→R s1δ1 Q→R s2δ2 Q→R . . .
proving that tσ is not terminating w.r.t. Q→R.
To prove the one-step property we perform induction on t. By (ii) we know that
Y(tσ) = tY(σ). Moreover, by (iii) Y(σ) is a Q-normal substitution. Thus, t /∈ V ,
but t = f ?1t1
?2 . . . ?ntn. We have Y(tσ) = f ?1Y(t1σ)?2 . . . ?nY(tnσ). If the reduction
was in the i-th argument (i.e., Y(tiσ) Q→R ui), then by the induction hypothesis we
know that there are si and δ such that tiσ
Q→R siδ and ui = Y(siδ). W.l.o.g. we
may assume that the variables of si do not occur in t. Thus, we can extend δ to
behave like σ on the variables of t. By choosing s = f ?1t1
?...?isi
?i+1 . . . ?ntn we obtain
tσ = f ?1t1σ
?2 . . . ?itiσ
?i+1 . . . ?ntnσ
= f ?1t1δ
?2 . . . ?itiσ
?i+1 . . . ?ntnδ
Q→R f ?1t1δ?2 . . . ?isiδ?i+1 . . . ?ntnδ
= sδ
Moreover, the equality u = Y(sδ) is also satisfied.
u = f ?1Y(t1σ)?2 . . . ?iui?i+1 . . . ?nY(tnσ)
= f ?1Y(t1δ)?2 . . . ?iY(siδ)?i+1 . . . ?nY(tnδ)
= Y(sδ)
Otherwise, Y(tσ) = `τ Q→R rτ = u. Thus, ` = f ?1`1?2 . . . ?n`n and Y(tiσ) =
`iτ . As we had an Q-restricted rewriting step all Y(tiσ) are Q-normal. By (v)
we know that all terms tiσ are Q-normal as well. Hence, as Q is proper every
reduction of tσ respects the evaluation strategy given by Q. As Y(tσ) = `τ we
obtain tσ = ι(Y(tσ)) = ι(`τ) = `τι. By choosing s = r and δ = τι, we obtain
tσ = `δ Q→R rδ = sδ. As the subterms of `δ are in Q-normal form we also know
that δ is aQ-normal substitution. Moreover, we know that Y(sδ) = Y(rτι) = Y(uι).
Hence, it remains to show that Y(uι) = u. To this end, we first prove that u is
proper. By (i) Y(tσ) is proper and as ` is proper and Y(tσ) = `τ we know that τ(x)
is proper for all x ∈ V(`) ⊇ V(r). Hence, as r is proper the term u = rτ must be
proper, too.
Now to finish the proof one can show Y(uι) = u for every proper term u by induc-
tion on u. First, if u is a variable then there are two cases. If u is not in the domain
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of ι then Y(uι) = Y(u) = u. Otherwise, u = ⊥v for some v with Y(v) = u. Hence,
Y(uι) = Y(v) = u. Finally, if u is no variable then u = f ?1u1?2 . . . ?nun and we con-
clude Y(uι) = Y(f ?1u1ι?2 . . . ?nunι) = f ?1Y(u1ι)?2 . . . ?nY(unι) = f ?1u1?2 . . . ?nun =
u by induction.
Proof of Theorem 6.8. We first prove soundness of the processor. Let s1 → t1, s2 → t2, . . .
be an infinite (minimal) (P ,Q,R)-chain using the substitution σ. Hence, all siσ are Q-
normal and tiσ
Q→∗R si+1σ. Using Lemma 6.6 (ii) and (iv) we conclude
tiY(σ) = Y(tiσ) Q→∗R Y(si+1σ) = si+1Y(σ)
where ti, si+1, and Y(σ) are proper by the requirements on the DP problem and by
Lemma 6.6 (i). Using Lemma 6.6 (iii) we know that all siY(σ) are in Q-normal form
and whenever tiσ is terminating then so is tiY(σ) by Lemma 6.6 (vi). Now we can apply
Lemma 6.4 to obtain
A(ti)A(Y(σ)) = A(tiY(σ)) A(Q)→ ∗A(R) A(si+1Y(σ)) = A(si+1)A(Y(σ))
Moreover, using Lemma 6.4 (iii) and (iv) we know that every A(si)A(Y(σ)) is in A(Q)-
normal form and whenever tiY(σ) is terminating w.r.t. Q→R then A(ti)A(Y(σ)) is termi-
nating w.r.t.
A(Q)→A(R). Thus, A(s1) → A(t1),A(s2) → A(t2), . . . is an infinite (minimal)
(A(P),A(Q),A(R))-chain as desired.
For completeness we have to show two results. First, if
A(Q)→A(R) is non-terminating
then Q→R must be non-terminating. To prove this it suffices to apply Lemma 6.4 (iv): if
t1
A(Q)→A(R) t2 A(Q)→A(R) . . . is an infinite reduction then A−1(t1) Q→R A−1(t2) Q→R . . . is an
infinite reduction.
Second, if there is an infinite (A(P),A(Q),A(R))-chain, i.e., if there is a substitution σ
with A(ti)σ A(Q)→ ∗A(R) A(si+1)σ for pairs si → ti ∈ P with A(si)σ ∈ NF (A(Q)→A(R)) then again
using Lemma 6.4 shows that s1 → t1, s2 → t2, . . . is an infinite (P ,Q,R)-chain using the
substitution A−1(σ).
Proof of Lemma 6.11. (i) We prove the claim by induction on t using the embedding
order as induction relation. If Z(t) is a variable then it is proper. Otherwise,
t = f ?1t1
?2 . . . ?ktk with n = a-ar(f) and k ≥ n. By the induction we know that
Z(ti?n+1tn+1?n+2 . . . ?ktk) is proper for every 1 ≤ i ≤ n. Thus, we also know that
Z(t) = f ?1Z(t1?n+1tn+1?n+2 . . . ?ktk)?2 . . . ?nZ(tn?n+1tn+1?n+2 . . . ?ktk)
is proper.
(ii) We perform induction on t. If t is a variable x, then Z(σ(x)?n+1tn+1?n+2 . . . ?ktk) =
Z(σ(x)) = xZ(σ) by definition of σ.
Otherwise, t = f ?1t1
?2 . . . ?ntn, and we conclude
Z(tσ?n+1tn+1?n+2 . . . ?ktk)
= Z(f?1t1σ?2 . . . ?ntnσ?n+1tn+1?n+2 . . . ?ktk)
= f?1Z(t1σ?n+1tn+1?n+2 . . . ?ktk)?2 . . . ?nZ(tnσ?n+1tn+1?n+2 . . . ?ktk)
(ind.) = f?1t1Z(σ)?2 . . . ?ntnZ(σ)
= tZ(σ)
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(iii) It suffices to show that t→R s implies Z(t)→∗R Z(s). We use induction on t with
the embedding order as induction relation. Obviously, t /∈ V . First assume that
t = x?1t1
?2 . . . ?ktk or t = f
?1t1
?2 . . . ?ktk where k < a-ar(f). Here, s is obtained by
reducing ti →R si for some i, since R is proper. Thus, Z(t) = ⊥ = Z(s).
In the remainder we can assume t = f ?1t1
?2 . . . ?ktk, where a-ar(f) = n and k ≥ n.
First we consider the case that s is obtained by reducing ti to si. If i ≤ n,
then Z(ti?n+1tn+1?n+2 . . . ?ktk) →∗R Z(si?n+1tn+1?n+2 . . . ?ktk) by induction. Hence,
Z(t)→∗R Z(s) by the definition of Z:
Z(t)
= f ?1Z(t1?n+1tn+1?n+2 . . . ?ktk)?2 . . . ?iZ(ti?n+1tn+1?n+2 . . . ?ktk)?i+1
. . . ?nZ(tn?n+1tn+1?n+2 . . . ?ktk)
→∗R f ?1Z(t1?n+1tn+1?n+2 . . . ?ktk)?2 . . . ?iZ(si?n+1tn+1?n+2 . . . ?ktk)?i+1
. . . ?nZ(tn?n+1tn+1?n+2 . . . ?ktk)
= Z(s)
Otherwise, i > n and by the induction hypothesis we conclude that there is the
reduction Z(tj?n+1tn+1?n+2 ...?iti?i+1 ...?ktk)→∗R Z(tj?n+1tn+1?n+2 ...?isi?i+1 ...?ktk) for all
1 ≤ j ≤ n. By the definition of Z we again get Z(t)→∗R Z(s):
Z(t) = f ?1Z(t1?n+1tn+1?n+2 . . . ?iti?i+1 . . . ?ktk)?2 . . .
?nZ(tn?n+1tn+1?n+2 . . . ?iti?i+1 . . . ?ktk)
→∗R f ?1Z(t1?n+1tn+1?n+2 . . . ?isi?i+1 . . . ?ktk)?2 . . .
?nZ(tn?n+1tn+1?n+2 . . . ?isi?i+1 . . . ?ktk)
= Z(s)
Finally we have to consider the case that the reduction is not in one of terms
ti. Then, t = `σ
?n+1tn+1
?n+2 ...?ktk →R rσ?n+1tn+1?n+2 ...?ktk = s. Let σ be the
substitution with σ(x) = σ(x)?n+1tn+1
?n+2 . . . ?ktk. Hence,
Z(t) = Z(`σ?n+1tn+1?n+2 . . . ?ktk)
(by (ii)) = `Z(σ)
→R rZ(σ)
(by (ii)) = Z(rσ?n+1tn+1?n+2 . . . ?ktk)
= Z(s)
Proof of Theorem 6.12. We first prove soundness of the processor. If s1 → t1, s2 → t2, . . .
is an infinite (P ,Q,R)-chain then there is a substitution σ with tiσ Q→∗R si+1σ for all i.
Hence, by Lemma 2.4 we also have tiσ →∗R si+1σ. Thus, using Lemma 6.11 we know that
tiZ(σ) = Z(tiσ) →∗R Z(si+1σ) = si+1Z(σ) where Z(σ) instantiates all variables with
proper terms. Now we can use Lemma 6.4 to conclude
A(ti)A(Z(σ)) = A(tiZ(σ))→∗A(R) A(si+1Z(σ)) = A(si+1)A(Z(σ))
Thus, A(s1)→ A(t1),A(s2)→ A(t2), . . . is an infinite (A(P),∅,A(R))-chain as desired.
For completeness we have to show two results. First, if A(R) is non-terminating then R
must be non-terminating. This was already proven in [KKSV96] and can also be shown
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by using Lemma 6.4 (iv): if t1 →A(R) t2 →A(R) . . . is an infinite A(R)-reduction then
A−1(t1)→R A−1(t2)→R . . . is an infinite reduction w.r.t. A−1(A(R)) = R.
Second, if there is an infinite (A(P),∅,A(R))-chain, i.e., if there is a substitution σ
with A(ti)σ →∗A(R) A(si+1)σ for pairs si → ti ∈ P then again using Lemma 6.4 shows that
s1 → t1, s2 → t2, . . . is an infinite (P ,∅,R)-chain using the substitution A−1σ.
Proof of Lemma 6.16. Note that by construction of Sall and σ all terms in Sallσ are Q-
normal. The proof is very similar to the proof of Lemma 4.11. Therefore it is often just
referred to that proof. The main new difficulty is to show that if a term f ?1t1
?2 . . . ?ntn
is transformed by the second case that then every reduction is either on the root level or
inside some ti.
(i) We perform induction on t. If t is a variable x then by definition I ′(tσ) = I ′(xσ) =
xI ′(σ) = A(t)I ′(σ). Otherwise, let t = f ?1t1?2 . . . ?ntn. Then we obtain N SR,Q(ti) ⊆
N SR,Q(t) ⊆ N and all ti are proper. Hence, by induction we conclude I ′(tiσ) =
A(ti)I ′(σ). If I ′(tσ) is built by the second case we immediately get I ′(tσ) =
f?1 ...?n (A(t1)I ′(σ), . . . ,A(tn)I ′(σ)) = A(t)I ′(σ). Otherwise, there must be a rule
` → r /∈ N and an i such that CapSallσR,Q (f ?1t1σ?2 . . . ?i−1ti−1)?iCapSallσR,Q (tiσ) unifies
with ` by some mgu µ with (Sallσ ∪{`1, . . . , `k})µ ⊆ NF (Q). In the same way as in
the proof of Lemma 4.11 one can show that ` → r ∈ N SR,Q(f ?1t1?2 . . . ?iti). Hence,
by Definition 4.5 the rule ` → r is also contained in N SR,Q(t) ⊆ N as f ?1t1?2 . . . ?iti
is a subterm of t. This is a contradiction to `→ r /∈ N .
(ii) The claim is proven in the same way as in Lemma 4.11.
(iii) As in Lemma 4.11 the proof is a direct consequence of Lemma 4.7.
(iv) Let t = `σ Q→R rσ = s for some rule `→ r ∈ R. In the same way as in Lemma 4.11
one can show that `→ r ∈ N . Hence, ` = f ?1`1?2 . . . ?n`n and r are proper because
N is proper.
Now by the closure properties of N we obtain N {f?1`1?2 ...?n−1`n−1,`n}R,Q (r) ⊆ N . And
by the construction of Sall we get {f ?1`1?2 . . . ?n−1`n−1, `n} ⊆ Sall. Hence, (ii) and
(i) yield I ′(t) = I ′(`σ)→∗Cε A(`)I ′(σ)→A(N ) A(r)I ′(σ) = I ′(rσ).
(v) We perform induction on the structure of t. Obviously t cannot be a variable. If
I ′(t) is built by the third or forth case we use (iii). So, let t = f ?1t1?2 . . . ?ntn where
I ′(t) = f?1 ...?n (I ′(t1), . . . , I ′(tn)). If we have a root reduction we use (iv) to obtain
I ′(t)→+N∪Cε I ′(s). If the reduction is below the root then we consider two cases.
First, the reduction can be inside some tj. Then tj
Q→R sj and if we define si = ti for
all i 6= j then s = f ?1s1?2 . . . ?jsj?j+1 . . . ?nsn. Induction yields I ′(tj)→+A(N )∪Cε I ′(sj)
and hence, I ′(t) →+A(N )∪Cε f?1 ...?n (I ′(s1), . . . , I ′(sj), . . . , I ′(sn)) =: w. It remains to
show I ′(s) = w, i.e., we have to prove that I ′(s) is built by the second case. To
this end we use ti
Q→∗R si and f ?1t1?2 . . . ?i−1ti−1 Q→∗R f ?1s1?2 . . . ?i−1si−1 for all i to
conclude by Lemma 3.8 that CapSallσR,Q (f
?1s1
?2 . . . ?i−1si−1)?iCap
Sallσ
R,Q (si) is an instance
of CapSallσR,Q (f
?1t1
?2 . . . ?i−1ti−1)?iCap
Sallσ
R,Q (ti) where only variables that are introduced
by Cap are instantiated. Thus, as t is transformed by the second case this must
also be the case for s.
Finally, if the reduction is not in some tj and also not at the root level then there
is some i < n such that f ?1t1
?2 . . . ?iti is the redex `σ and s = rσ
?i+1ti+1
?i+2 . . . ?ntn
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for some rule ` → r. Note that ` → r cannot be contained in the proper TRS N
as ` is not proper because i < n. This results in a contradiction as one can prove
similarly as in (iv) that `→ r ∈ N . The reason is that I ′(t) is built by the second
case, that CapSallσR,Q (f
?1t1
?2 . . . ?i−1ti−1)?iCap
Sallσ
R,Q (ti) unifies with `, and that the mgu
satisfies the required normal form conditions.
(vi) As u1 → v1, u2 → v2, . . . is a minimal chain for every i we know that viσ Q→∗R ui+1σ
and uiσ ∈ NF (Q). Moreover, as P is proper every ui and vi are proper. Using the
previous results we can now exchange R by A(N ) ∪ Cε and σ by I ′(σ) similar to
Figure 4.8.
By construction of N we know that N {ui}R,Q (vi) ⊆ N and ui ∈ Sall for every i.
Hence, using (i) we obtain I ′(viσ) = A(vi)I ′(σ). From (ii) we conclude I ′(uiσ)→∗Cε
A(ui)I ′(σ). By (v) we glue everything together and obtain
A(vi)I ′(σ) = I ′(viσ)→∗A(N )∪Cε I ′(ui+1σ)→∗Cε A(ui+1)I ′(σ)
Thus, A(u1) → A(v1),A(u2) → A(v2), . . . is an infinite (A(P),∅,A(N ) ∪ Cε)-
chain.
Proof of Theorem 6.17. We first consider completeness. In the cases (B) and (D) we
just have to apply Lemma 2.17. In case (C) an additional application of Lemma 6.4 is
sufficient to prove completeness.
For soundness we consider an infinite minimal (P ,Q,R)-chain s1 → t1, s2 → t2, . . .
where σ is the substitution with tiσ
Q→∗R si+1σ. As P ∪ N is proper we just have to
apply Lemma 6.16 (vi) to show that A(s1) → A(t1),A(s2) → A(t2), . . . is an infinite
(A(P),∅,A(N ) ∪ Cε)-chain. Hence, we have already proven soundness of case (A).
Next we consider case (D). Due to the constraints on the well-founded order there must
be some n such that there is no pair si → ti with i ≥ n and A(si)  A(ti). Hence,
sn → tn, sn+1 → tn+1, . . . is an infinite (P \ {s→ t | A(s)  A(t)},Q,R, f)-chain.
For case (B) we just have to adapt and combine the proofs of Theorem 4.20 and
4.22. Due to the constraints there is some n such that in every reduction A(ti)I ′(σ) =
I ′(tiσ)→∗A(N )∪Cε I ′(si+1σ)→∗Cε A(si+1)I ′(σ) only reductions with A(N ′) are performed.
As in Theorem 4.20 we look a bit more careful at Lemma 6.16 to conclude that even in
the original chain sn → tn, sn+1 → tn+1, . . . only rules of N ′ have been used. Moreover, if
a term tiσ is terminating w.r.t.
Q→R then it is also terminating w.r.t. Q→N ′ by Lemma 2.4.
Thus, sn → tn, sn+1 → tn+1, . . . is a minimal (P ,Q,N ′, f)-chain.
Finally, to prove soundness of case (C) we again argue over details of the proof of
Lemma 6.16. It turns out that there are no reductions below a c-symbol. Thus, even in
the original chain sn → tn, sn+1 → tn+1, . . . one never reduced a term which is improper
at the root-position, i.e., which is of the form x?1u1
?2 . . . ?un or f
?1u1
?2 . . . ?nun where in the
second case a-ar(f) 6= n. Thus, these terms u which are improper at the root-position can
be seen as normal forms and can be replaced by fresh variables ⊥u. This is exactly done
by the Y-transformation. We give two arguments to prove that sn → tn, sn+1 → tn+1, . . .
is also a (P ,Q,N ′)-chain using the substitution Y(σ).
First, we show that all reductions with R are still possible: We already know that no
subterm u that has been replaced by a fresh variable ⊥u is reduced. Additionally these
terms u can only be matched by variables, i.e., all reductions above are also possible
after applying Y . And second, Y does not introduce additional Q-redexes and thus, the
strategy is still respected after Y-transformation, cf. Lemma 6.6 (iii).
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A more detailed proof of the desired result tiY(σ) Q→∗N ′ si+1Y(σ) can be obtained by
an adaptation of Lemma 6.6 (iv). One has to replace the requirement NF (Q) ⊆ NF (N ′)
by the requirement that there are no reductions inside improper terms.
Finally, by Lemma 6.6 (ii) and (vi) we know that all terms tiY(σ) = Y(tiσ) are ter-
minating w.r.t. Q→N ′ . Hence, sn → tn, sn+1 → tn+1, . . . is an infinite minimal (P ,Q,N ′)-
chain using the substitution Y(σ). Since Y(σ) instantiates all variables with proper terms,
we can apply Lemma 6.4 to obtain that A(sn)→ A(tn),A(sn+1)→ A(tn+1), . . . is an in-
finite minimal (A(P),A(Q),A(N ′))-chain using the substitution A(Y(σ)).
Proof of Theorem 6.22. One can reuse the proof of Theorem 4.32 where one has to replace
Lemma 4.35 (vi) by Lemma 6.24 (vi).
Proof of Lemma 6.24. Note that by construction of Sall and σ all terms in Sallσ are Q-
normal. The proof is very similar to the proof of Lemma 6.16. Therefore we only show
the proofs of properties (i) and (v) which need additional argumentation.
(i) One can handle the variable case as in Lemma 6.16 (i) and one can also show as
before that I ′pi(t) cannot be build by the third or forth case.
So, let t = f ?1t1
?2 . . . ?ntn where I ′pi(t) is build by the second case. Then we know that
N ′S,piR,Q(ti) ⊆ N ′S,piR,Q(t) ⊆ N and that ti is pi-proper for every i ∈ RegPospi(f?1 ...?n ).
Hence, by the induction hypothesis we obtain I ′pi(tiσ) = Api(ti)I ′pi(σ) for all i ∈
RegPospi(f?1 ...?n ). Concluding I ′pi(tσ) = f?1 ...?n (Api(t1)I ′pi(σ), . . . ,Api(tn)I ′pi(σ)) =
Api(t)I ′pi(σ)46 finishes this case.
(v) We perform induction on t. As in Lemma 6.16 (v) the only interesting case is
when I ′pi(t) is build by the second case. So, let t = f ?1t1?2 . . . ?ntn where I ′pi(t) =
f?1 ...?n (I ′pi(t1), . . . , I ′pi(tn)). If we have a root reduction then we apply (iv) to obtain
I ′pi(t) →+N∪Cε I ′pi(s). If the reduction is below the root then as in Lemma 6.16 one
can show that the reduction must be in some tj as N is pi-proper. Then tj Q→R sj
and if we define si = ti for all i 6= j then s = f ?1s1?2 . . . ?jsj?j+1 . . . ?nsn.
The induction hypothesis yields I ′pi(tj)→∗Api(N )∪Cε I ′pi(sj) and hence, I ′pi(t)→∗Api(N )∪Cε
f?1 ...?n (I ′pi(s1), . . . , I ′pi(sj), . . . , I ′pi(sn)) =: w. It remains to show that I ′pi(s) = w, i.e.,
we have to prove that I ′pi(s) is built by the second case. This can be done as in
Lemma 6.16.
A.7. Proofs of Chapter 7
Proof of Lemma 7.3. We consider the TRS R = {q → q | q ∈ Q}. Then clearly M is a
model of R. We conclude
t /∈ NF (Q)
⇔ t→R t
(Lemma 7.2) ⇒ Lab(t, β)→R Lab(t, β)
⇔ Lab(t, β) /∈ NF (R) = NF (Q)
46Note that here we apply Api on possibly non pi-proper terms ti, if i /∈ RegPospi(f?1 ...?n ). However, as
these terms are not occurring in the resulting term f?1 ...?n (. . . ), we can ignore these applications.
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and moreover,
Lab(t, β) /∈ NF (Q)
⇔ Lab(t, β)→R Lab(t, β)
(Lemma 7.2) ⇒ t = Unlab(Lab(t, β))→R Unlab(Lab(t, β))
⇔ t /∈ NF (R) = NF (Q)
Proof of Theorem 7.5. Let s1 → t1, s2 → t2, . . . be an infinite (P ,Q,R)-chain. Thus,
there is a substitution σ such that tiσ
Q→∗R si+1σ for every i ∈ IN. Let β be an arbitrary
but fixed variable assignment. By Lemma 7.4 we obtain Lab(tiσ, β)
Q→∗R Lab(siσ, β) and
by Lemma 7.3 all terms Lab(siσ, β) are in normal form w.r.t.Q. We define the substitution
σ as as σ(x) = Lab(σ(x), β) and the variable assignment β as β(x) = [β](σ(x)). Then by
[Zan95, Lemma 2] all equations Lab(siσ, β) = Lab(si, β)σ and Lab(tiσ, β) = Lab(ti, β)σ
are satisfied and hence, Lab(s1, β)→ Lab(t1, β),Lab(s2, β)→ Lab(t2, β), . . . is an infinite
(P ,Q,R)-chain.
Proof of Lemma 7.9. (i) We perform induction on t. Let t = f(t1, . . . , tn) and let ti be
a subterm which contains x. If ti = x then Lab(t, β)σ = f(...,β(x),... )(. . . , x, . . . )σ 6=
f(...,β′(x),... )(. . . , x, . . . )σ
′ = Lab(t, β′)σ′. Otherwise, ti is not a variable. By induction
we know that Lab(ti, β)σ 6= Lab(ti, β′)σ′. Hence, we can finish this part as follows.
Lab(t, β)σ = f(... )(. . . ,Lab(ti, β)σ, . . . )
6= f(... )(. . . ,Lab(ti, β′)σ′, . . . )
= Lab(t, β′)σ′
(ii) Let Lab(t, β) →R s at position p by some rule Lab(`, β′) → Lab(r, β′) ∈ R. Then
by Lemma 7.2 Unlab(Lab(t, β)) = t→`→r t′ is a reduction at position p and hence,
again by Lemma 7.2 we obtain the reduction Lab(t, β)→Lab(`,β′′)→Lab(r,β′′) Lab(t′, β)
at position p47. Thus, Lab(t, β)|p = Lab(`, β′)µ1 = Lab(`, β′′)µ2. As ` is not a
variable by (i) the variable assignments β′ and β′′ must be identical on V(`) ⊇ V(r).
This finally proves that the rules Lab(`, β′)→ Lab(r, β′) and Lab(`, β′′)→ Lab(r, β′′)
are identical and hence, s = Lab(t′, β).
Proof of Theorem 7.10. It suffices to extend the proof of Theorem 7.5 by showing for
every term t that Q-termination of t w.r.t. R implies Q-termination of Lab(t, β) w.r.t. R.
Therefore, suppose that Lab(t, β) Q→R s1
Q→R s2
Q→R . . . is an infinite reduction. By
Lemma 7.9 (ii) every si is of the form Lab(ti, β) and t→R t1 →R t2 →R . . . . Then using
Lemma 7.3 finally proves that t is not Q-terminating w.r.t. R as t Q→R t1 Q→R t2 Q→R
. . . .
Proof of Lemma 7.13. We consider both directions separately. If Lab(t, β) /∈ NF (Q) then
Lab(t, β)|p = qµ for some q ∈ Q. By the definition of Q the term Unlab(q) is contained
in Q. As t|p = Unlab(Lab(t, β)|p) = Unlab(qµ) = Unlab(q)Unlab(µ) we have proven
t /∈ NF (Q).
For the other direction assume that Unlab(t) /∈ NF (Q), i.e., Unlab(t|p) = Unlab(t)|p =
qµ for some q ∈ Q. If we can show that t|p = q′µ′ for some q′ ∈ Q then we are done as
this implies t /∈ NF (Q).
47Note that in Lemma 7.2 the position of the reduction is the same for the reduction of the labeled terms
and for the reduction of the unlabeled terms.
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To this end we prove by induction that for every linear term s ∈ T (F ,V) and every
term r ∈ T (F ,V) that whenever Unlab(r) = sµ then there is a substitution µ′ such that
r = s′µ′ for some s′ with Unlab(s′) = s. Then we use this result for s = q, r = t|p, and
s′ = q′.
If s is a variable then we just choose s′ = s and µ′ = {s/r}. Otherwise, s = f(s1, . . . , sn)
and hence, Unlab(r) = f(Unlab(r1), . . . ,Unlab(rn)) with Unlab(ri) = siµ for every i.
By induction we obtain terms s′i and µ
′
i with Unlab(s
′
i) = si and ri = s
′
iµ
′
i. As s is
linear we can combine all substitutions µ′i to one shared substitution µ
′ such that ri =
s′iµ
′ for every i. It remains to construct s′. As r has the form fl(r1, . . . , rn) we just
have to choose s′ = fl(s′1, . . . , s
′
n). In this way obviously s
′µ′ = r and Unlab(s′) =
f(Unlab(s′1), . . . ,Unlab(s
′
n)) = s are both valid.
Proof of Theorem 7.15. For soundness one can prove in the same way as in the proof
of Theorem 7.5 that if s1 → t1, s2 → t2, . . . is an infinite (P ,Q,R)-chain by using the
substitution σ then Lab(s1 → t1, β) is an infinite (P ,Q,R)-chain by using the substitution
σ. To this end one just has to exchange Lemma 7.4 with Lemma 7.14 and Lemma 7.3
with Lemma 7.13, respectively.
To carry over minimality if Q is linear, suppose that some Lab(ti, β)σ = Lab(tiσ, β) is
not Q-terminating w.r.t. R. Then by Lemma 7.14 the term Unlab(Lab(tiσ, β)) = tiσ is
not Q-terminating w.r.t. R.
In the same way one can prove completeness for a linear Q. If R is not Q-terminating,
then there is some t which starts an infinite reduction. By Lemma 7.14 the term Unlab(t)
shows that then R is not Q-terminating. Moreover, suppose Lab(s1 → t1, β1),Lab(s2 →
t2, β2), . . . is an infinite (P ,Q,R)-chain, i.e., there is some σ such that Lab(ti, βi)σ Q→∗R
Lab(si+1, βi+1)σ and Lab(si, βi)σ ∈ NF (Q) for all i. Then using Lemma 7.14 we obtain the
reductions tiUnlab(σ) = Unlab(Lab(ti, βi)σ)
Q→∗R Unlab(Lab(si+1, βi+1)σ) = si+1Unlab(σ)
and by Lemma 7.13 all terms siUnlab(σ) = Unlab(Lab(si, βi)σ) are in Q-normal form.
Thus, s1 → t1, s2 → t2, . . . is an infinite (P ,Q,R)-chain.
Proof of Lemma 7.18. We use ↪→∗ as a shortcut for Q→∗R∪Decr.
For the first claim we extend the proof of [Zan95, Lemma 7] and integrate Lemma 7.13.
So, let t Q→nR t′ with t′ ∈ NF (Q). We perform an outer induction on the reduction length
n and an inner induction on t. If n = 0 then there is nothing to show. Otherwise, there
is at least one reduction step.
If all reductions are below the root, then t = f(t1, . . . , tn)
Q→∗R f(t′1, . . . , t′n) = t′ where
ti
Q→∗R t′i. By the inner induction hypothesis we obtain Lab(ti, β) ↪→∗ Lab(t′i,). Let l =
λf ([β](t1), . . . , [β](tn)). Then Lab(t, β) = fl(Lab(t1, β), . . . ,Lab(tn, β)) ↪→∗ fl(Lab(t′1, β),
. . . ,Lab(t′n, β)). As M is a quasi-model of R we can derive [β](ti) ≥ [β](t′i). By weak
monotonicity we also obtain l ≥ λf ([β](t′1), . . . , [β](t′n)) =: l′. If l = l′ then we are
done. Otherwise, if l > l′ then there is a corresponding decreasing rule fl(x1, . . . , xn) →
fl′(x1, . . . , xn). Thus, we obtain Lab(t, β) ↪→∗→Decr Lab(t′, β). As t′ is in normal form
w.r.t. Q by Lemma 7.13 every term Lab(t′i,) is in normal form w.r.t. Q. Hence, this last
reduction step with the decreasing rule respects the evaluation strategy given by Q and
we are done with this case.
It remains to consider the case that there is at least one root reduction, i.e., we have
t Q→∗R `σ Q→R rσ Q→∗R t′ where the step from `σ to rσ with rule ` → r ∈ R is the
first reduction at the root. Note that all direct subterms of `σ are in Q-normal form.
Thus, by the inner induction hypothesis we can reason as in the previous case to obtain
Lab(t, β) ↪→∗ Lab(`σ, β). Moreover, by the outer induction hypothesis we know that
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Lab(rσ, β) ↪→∗ Lab(t′, β,). Hence, it suffices to prove Lab(`σ, β) Q→R Lab(rσ, β). But this
step directly follows from Lemma 7.13 and [Zan95, Lemma 2] as shown in the proof of
Theorem 7.5.
Proof of Theorem 7.19. The proof is similar to the one in Theorem 7.15 where one re-
places Lemma 7.14 by Lemma 7.18. However, to carry over minimality and to prove
completeness one now has to construct infinite reductions w.r.t. Q→R from infinite reduc-
tions w.r.t.
Q→R∪Decr. Using Lemma 7.18 we only get an infinite
Q→R-reduction if there
are infinitely many
Q→R steps. But this must always be the case as Decr is terminating
due to the well-foundedness of >.
Proof of Theorem 7.23. Completeness is proven as in Theorem 7.19. For soundness con-
sider a (P ,Q,R)-chain s1 → t1, s2 → t2, . . . , i.e., there is a substitution σ such that
tiσ
Q→∗R si+1σ and siσ ∈ NF (Q) for every i. Moreover, if the chain is minimal, then every
tiσ is terminating w.r.t.
Q→R.
We define ↪→∗ := Q→∗R∪Decr¬H . We first prove Lab(tiσ, β) ↪→
∗ Lab(si+1σ, β). Unfortu-
nately, by Lemma 7.18 it is only possible to conclude Lab(tiσ, β)
Q→∗R∪Decr Lab(si+1σ, β),
i.e., up to now the rules DecrH cannot be dropped. Therefore we use an alternative la-
beling Lab ′ where the corresponding set Decr′H is empty. We define the labels and the
label maps for Lab ′ to be like those for Lab but for each f ∈ H we define L′f = { } and
λ′f (. . . ) = . Then, for all terms t ∈ T (F \ H,V) we have Lab(t, β) = Lab ′(t, β). Hence,
by the definition of head symbols we obtain the same sets R and Q, regardless whether
we use Lab or Lab ′ to produce the labeled systems. Moreover, the decreasing rules Decr′
for the labeling Lab ′ are exactly Decr¬H. Thus, by Lemma 7.18 we conclude for all terms
t with t Q→∗R s that there is the reduction Lab ′(t, β) ↪→∗ Lab ′(s, β).
Now we show that from some point onwards every reduction siσ → tiσ Q→∗R si+1σ
can be simulated in the labeled system when using the substitution σ as in the proof of
Theorem 7.5. By Theorem 4.37 we obtain some n such that for all i ≥ n the equivalence
root(si+1) ∈ H iff root(ti) ∈ H is satisfied. W.l.o.g. we may assume n = 1 and we fix some
variable assignment β. Using [Zan95, Lemma 2] we obtain the substitution σ which is
defined as σ(x) = Lab ′(σ(x), β) and the variable assignment β with β(x) = [β](σ(x)) such
that for all terms t ∈ T (F \ H,V) the equation Lab ′(tσ, β) = Lab ′(t, β)σ = Lab(t, β)σ is
satisfied. We consider two cases.
If root(ti) /∈ H then root(si+1) /∈ H and by the definition of head symbols we know that
{ti, si+1} ⊆ T (F \ H,V). As si+1σ ∈ NF (Q) we can apply Lemma 7.18 and obtain
Lab(si, β)σ → Lab(ti, β)σ
= Lab ′(tiσ, β)
↪→∗ Lab ′(si+1σ, β)
= Lab(si+1, β)σ
where by construction Lab(si, β)→ Lab(ti, β) ∈ P .
In the other case root(ti) ∈ H, i.e., ti is of the form f(`1, . . . , `n) and si+1 = f(r1, . . . , rn).
As tiσ
Q→∗R si+1σ we know that `iσ Q→∗R riσ for all i. Moreover, by the definition of head
symbols all terms `1, . . . , `n, r1, . . . , rn are from T (F \ H,V). Hence, as in the previous
case we obtain Lab(`i, β)σ ↪→∗ Lab(ri, β)σ. Additionally, asM is a quasi-model we obtain
[β](`iσ) ≥ [β](riσ). Using weak monotonicity of ≥ and the result of [Zan95, Lemma 1]
that [β](`iσ) = [β](`i) and [β](riσ) = [β](ri) we obtain λf ([β](`1), . . . , [β](`n)) ≥ l′ for
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l′ = λf ([β](r1), . . . , [β](rn)). Thus, Lab(si, β) → fl′(Lab(`1, β), . . . ,Lab(`n, β)) ∈ P. We
conclude
Lab(si, β)σ →P fl′(Lab(`1, β), . . . ,Lab(`n, β))σ
= fl′(Lab(`1, β)σ, . . . ,Lab(`n, β)σ)
↪→∗ fl′(Lab(r1, β)σ, . . . ,Lab(rn, β)σ)
= Lab(f(r1, . . . , rn), β)σ
= Lab(si+1, β)σ
So, in both cases we get the reduction Lab(si, β)σ →P ↪→∗ Lab(si+1, β)σ. Since every
siσ ∈ NF (Q), by Lemma 7.13 every Lab(siσ, β) = Lab(si, β)σ ∈ NF (Q). This finally
shows that we have constructed an infinite (P ,Q,R∪Decr¬H)-chain. A direct consequence
of Lemma 7.18 is the fact that this chain is minimal if Q is linear and if all terms tiσ are
terminating w.r.t. Q→R.
Proof of Theorem 7.30. We only consider the case where we use a processor Procquasi of
Theorem 7.19 and where Q is linear. Then (P ′,Q′,R′, f ′) = (P ,Q,R ∪ Decr, f). The
remaining cases are completely identical. Let s1 → t1, s2 → t2, . . . be an infinite chain
where the pairs are instantiated by the substitution σ and the where the intermediate
steps are done with the rules `i,j → ri,j. By Theorem 7.19 we know that Lab(s1, β) →
Lab(t1, β),Lab(s2, β) → Lab(t2, β), . . . is an infinite (P ,Q,R ∪ Decr, f)-chain. In more
detail, for every reduction step with `i,j → ri,j in the original chain we used one reduction
step with Lab(`i,j, β) → Lab(ri,j, β) together with some additional Decr-steps in the
labeled chain.
By Definition 7.29 there are numbers n and m such that Lab(sn, β) → Lab(tn, β),
Lab(sn+1, β) → Lab(tn+1, β), . . . is an infinite path in Pm where all rules Lab(`i,j, β) →
Lab(ri,j, β) with i ≥ n are from Rm \ Decr.48 Thus, even for the original chain we know
that from point n onwards, only rules `i,j → ri,j have been used where the labeled version
of the rule is in Rm \ Decr, i.e., `i,j → ri,j ∈ Unlab(Rm \ Decr). And as the infinite path
Lab(sn, β)→ Lab(tn, β),Lab(sn+1, β)→ Lab(tn+1, β), . . . only uses edges from Pm we also
know that in the original chain from point n onwards, only edges si → ti, si+1 → ti+1
with Lab(si, β)→ Lab(ti, β),Lab(si+1, β)→ Lab(ti+1, β) ∈ Pm are used. Hence, all these
edges of the original chain are present in Unlab(Pm).
Thus, we have proven that sn → tn, sn+1 → tn+1, . . . is an infinite path in Unlab(Pm)
and that all rules `i,j → ri,j with i ≥ n are from Unlab(Rm \ Decr), i.e., we have proven
the characterizing property of a chain identifying processor.
Proof of Lemma 7.31. The proof is trivial using the definition of a chain identifying pro-
cessor.
A.8. Proofs of Chapter 8
Proof of Theorem 8.5. If (P ,Q,R, f) is looping then there are the following reductions
where we use the terms tni to identify the intermediate results.
sµn = tn1
Q→`1→r1,p1 tn2 Q→`2→r2,p2 tn3 . . . Q→`m→rm,pm= tnm+1 = sµn+1
48Note that the TRSsR and Decr are disjoint even if some rule of the form f(x1, . . . , xn)→ f(x1, . . . , xn)
is contained in R.
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Let I = {i1, . . . , ik} ⊆ {1, . . . ,m} be the set of indices such that for all ij ∈ I the rule
`ij → rij is taken from P . Then
sµ0 Q→∗R t0i1 →P,ε t0i1+1 Q→∗R t0i2 →P,ε t0i2+1 Q→∗R . . . Q→∗R t0ik →P,ε t0ik+1 Q→∗R
sµ1 Q→∗R t1i1 →P,ε t1i1+1 Q→∗R t1i2 →P,ε t1i2+1 Q→∗R . . . Q→∗R t1ik →P,ε t1ik+1 Q→∗R
. . .
is an infinite reduction where all tnij are in Q-normal form. Since all P steps are at the
root, this clearly corresponds to an infinite chain. Thus, completeness is proven and for
soundness there is nothing to show.
Proof of Theorem 8.6. Let P = DP(R).
We first prove the difficult direction of the theorem that Q-loopingness implies loop-
ingness of (P ,Q,R). So, let there be m, s, C, µ, `i → ri, p, and p1, . . . , pm such that
p = i1 . . . ik is the position of the hole in C and that for all n we have the following looping
reduction.
sµn Q→`1→r1,p1 ◦ Q→`2→r2,p2 ◦ · · · ◦ Q→`m→rm,pm Cµn[sµn+1]p
Then clearly, if we define i to be the direct subterm relation of the i-th argument then
we additionally obtain
Cµn[sµn+1]p i1 ◦ · · · ◦iksµn+1
Hence, if R is Q-looping then for every n there is a reduction from sµn to sµn+1 using
every time the same sequence of Q→R ∪ {i | i ∈ IN}-reductions. W.l.o.g. we consider
such a reduction with a minimal number m of Q→R-steps and under all these minimal
reductions we assume that s is a smallest term.
We first show that we can reorder the reduction such that after a Q→R-step at a non-
root position there never is a i-step. To this end, notice that whenever we have the
reductions tµn Q→`→r,p tn for all n then tn = t0µn, and similarly whenever tµn i sn then
sn = s0µ
n. Hence, we know that in the reduction sequence we only have to consider terms
of the form tµn.
To reorder the whole reduction we use the following auxiliary property for every local
reduction uµn Q→`→r,p vµn i wµn where p is a non-root position.
p = ip′ and uµn i ◦ Q→`→r,p′ wµn. (?)
To prove (?) we first investigate the structure of u and v. Let p = jp′. Since u Q→`→r,p v we
know that u = f(u1, . . . , uj, . . . , uk) and v = f(u1, . . . , vj, . . . , uk) where ujµ
n Q→`→r,p′ vjµn
for all n. We distinguish two cases. If i 6= j then clearly w = ui and hence, uµn i wµn.
This is a contradiction to the minimality of m since now we have loop with m − 1 Q→R-
steps. In the other case i = j. Then w = vj and we conclude uµ
n i uiµ
n = ujµ
n Q→`→r,p′
vjµ
n = wµn which finishes the proof of (?).
Using (?) repeatedly, we can reorder the sequence until there is no -reduction directly
after a Q→R-reduction at a non-root position. Hence, we have proven that there is some
s′ such that sµn  s′µn ((Q→R,ε ◦) ∪ Q→R,>ε)m sµn+1 where for every n the same rules
are applied at the same positions.
One can argue that s′ = s, because otherwise s′µn ((Q→R,ε ◦) ∪ Q→R,>ε)m sµn+1 
s′µn+1 is a loop with minimal number of Q→R steps which contradicts the minimality of
s. Thus, from now on we only have to consider looping reductions using the relation
(Q→R,ε ◦) ∪ Q→R,>ε. Later in this proof we will see that the first kind of reduction
corresponds to a dependency pair and the latter are the reductions that are used to go
from one dependency pair to the next.
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In order to prove that (P ,Q,R) is looping we need at least one P-step. Therefore, we
now show that there must be at least one reduction step at the root. We perform a proof
by contradiction. Suppose, there is no reduction at the root. Then we obtain sµn Q→mR,>ε
sµn+1. Hence, s = f(s1, . . . , sk) and sµ
n = f(s1µ
n, . . . , skµ
n) Q→mR,>ε f(s1, . . . , sk)µn+1 =
f(s1µ
n+1, . . . , skµ
n+1). Since, m > 0 there must be at least one i such that siµ
n Q→m′R
siµ
n+1 with 0 < m′ ≤ m. This is a contradiction to the minimality of m or, if m = m′, to
the minimality of s.
As we want to map Q→R,ε ◦ -steps to dependency pairs we must know that in the
looping reduction we only take subterms with  which have a defined root symbol. This
is proven as follows. First note that the root of s must be defined, since s starts a
reduction w.r.t. ((Q→R,ε ◦) ∪ Q→R,>ε) that contains a root step. Moreover, for any term
s′ with s′ ((Q→R,ε ◦) ∪ Q→R,>ε)∗ sµ, the root of s′ must also be defined. The reason is
that otherwise, s′ can only be reduced by Q→R,>ε-steps, but then one cannot reduce to the
term sµ which has a defined root.
So, for s0 = s and sm = sµ we know that
sµn = s0µ
n ((Q→R,ε ◦) ∪ Q→R,>ε) s1µn
((Q→R,ε ◦) ∪ Q→R,>ε) . . .
((Q→R,ε ◦) ∪ Q→R,>ε) smµn = sµn+1
where all si have a defined root symbol and where at least one root-reduction is used. We
show that the DP problem (P ,Q,R) is looping by proving that the following reduction
exists.
s]0µ
n (Q→P,ε ∪ Q→R) s]1µn (Q→P,ε ∪ Q→R) . . . (Q→P,ε ∪ Q→R) s]mµn
Therefore, it suffices to show that whenever siµ
n ((Q→R,ε ◦) ∪ Q→R,>ε) si+1µn then
s]iµ
n (Q→P,ε ∪ Q→R) s]i+1µn. If siµn Q→R,>ε si+1µn then s]iµn Q→R s]i+1µn is obviously sat-
isfied, since ] only changes the root symbol. Next we show that siµ
n (Q→R,ε ◦) si+1µn
implies s]iµ
n Q→P,ε s]i+1µn. So, let si = `σ → rσ p si+1 for some rule ` → r ∈ R and
some position p. First note that due to the minimality of m, the term si+1 cannot be
a proper subterm of si. Hence, p is a non-variable position of r and r|p is not a proper
subterm of `. Thus, si+1 = r|pσ. As the root of si+1 is defined this shows that `] → r|]p
is a dependency pair of R. Thus, s]iµn = `]σµn →P,ε r|]pσµn = s]i+1µn. Since all proper
subterms of siµ
n are in Q-normal form and since the tuple-symbols are fresh symbols not
occurring in Q we also know that s]iµn is in Q-normal form. Thus we have successfully
proven that (P ,Q,R) is looping.
For the other direction of the theorem let (P ,Q,R) be looping. Then there is a term
s, a substitution µ, rules `1 → r1, . . . , `m → rm ∈ P ∪ R, and positions p1, . . . , pm such
that
sµn = s0µ
n Q→`1→r1,p1 s1µn Q→`2→r2,p2 . . . Q→`m→rm,pm smµn = sµn+1
Since there is at least one P-reduction at the root and since both sides of a dependency pair
have a tuple-symbol as root, we know that at least one term si in the reduction has a tuple-
symbol as root. But since the tuple-symbols are fresh and do not occur in R, all terms
si in the reductions have a tuple-symbol as root, and the R-steps are only possible below
the root. Hence, when replacing all these tuple-symbols by their corresponding defined
symbols, i.e., we consider the terms s[i where (t
])[ = t, then we can still perform allR-steps
on the terms s[i. To be more precise, siµ
n Q→R si+1µn implies s[iµn Q→R s[i+1µn. Moreover,
whenever we reduce with a dependency pair `] → r|]p then there is a corresponding rule
` → r ∈ R. Thus, whenever siµn Q→P,ε si+1µn then s[iµn Q→R r[s[i+1µn]p. Collecting all
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these contexts r[·]p for all the P-steps in the loop results in one combined context C and
we obtain s[µn Q→mR Cµn[s[µn+1] where in every iteration the same rules are applied at
the same positions. Thus, R is Q-looping.
Proof of Theorem 8.9. Soundness is due to Lemma 2.4 and NF (Q) ⊆ NF (∅).
For the completeness we consider two cases. First, if R is not Q-terminating, then there
is nothing to show. In the other caseR isQ-terminating. Thus, using the last requirement
of the processor we also know that R must be terminating. Now, if (P ,∅,R, f) is infinite
then due to termination of R there must be an infinite minimal (P ,∅,R)-chain. Using
the soundness of the processor to switch to innermost termination (Theorem 3.14) we
obtain an infinite (P , lhs(R),R)-chain. Thus, again using Lemma 2.4 and NF (lhs(R)) =
NF (R) ⊆ NF (Q) one can finally conclude that there must be an infinite (P ,Q,R)-
chain.
Proof of Theorem 8.13. If q is a variable then the result is obviously true, so let q /∈ V .
We consider both directions separately.
First, let (u m q, µ) be solvable, i.e., there are σ and n such that uµn = qσ. If u is
a subterm of s, i.e., u = s|p then sµn|p = s|pµn = uµn = qσ proves that (s |m q, µ)
is solvable. Otherwise, if u is a subterm of some xµ with x ∈ W then there is some
i such that x ∈ V(sµi). Hence, there is a position p such that sµi+1|p = u. Again,
sµi+1+n|p = uµn = qσ proves that (s |m q, µ) is solvable.
For the other direction of the equivalence we assume that (s |m q, µ) is solvable, so let
n, p, σ be given with sµn|p = qσ. If p is a non-variable position of s then we are done
as the matching problem (u m q, µ) for the corresponding subterm u = s|p is obviously
satisfiable.
Otherwise, there must be a number 0 ≤ i < n such that p is a non-variable position
of sµi+1 and either p is a variable position of sµi or p /∈ Pos(sµi). In both cases there
must be a variable x and a position p′ such that x ∈ V(sµi) ⊆ W and xµ|p′ = sµi+1|p.
We choose the non-variable subterm u = xµ|p′ of xµ. Then indeed the matching problem
(um q, µ) is solvable since
uµn−(i+1) = xµ|p′µn−(i+1) = sµi+1|pµn−(i+1) = sµn|p = qσ.
Proof of Theorem 8.17. (i) To prove confluence one can show that⇒ has the diamond-
property by a simple case-distinction.
To show termination of⇒ first note that no transformation rule increases the terms
in the right-hand sides of a matching problems. Thus, the last three rules can only
be applied finitely often. But since every sequence of transformations with rule (i)
in the end triggers an application of rule (iii) or (iv), also rule (i) cannot be used
infinitely often.
(ii) If M ⇒ ⊥ due to rule (iii) then s m q ∈ M with s = f(. . . ) and q = g(. . . ) with
f 6= q. But then for every n ∈ IN the terms sµn = f(. . . ) and qσ = g(. . . ) are
different. Hence, M is not solvable.
If M⇒ ⊥ due to rule (ii) then xm q ∈ M with x ∈ V \ Vincr and q = f(. . . ). But
since x is not an increasing variable we know that xµn ∈ V for all n ∈ IN. Thus,
the terms xµn and qσ = f(. . . ) are different for all n. Hence, M is not solvable.
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(iii) We first consider rule (i) for M = {s1 m q1, . . . , sk m qk}.
M is solvable ⇔ ∃n, σ : s1µn = q1σ ∧ · · · ∧ skµn = qkσ
⇔ ∃n, σ′ : s1µn+1 = q1σ′ ∧ · · · ∧ skµn+1 = qkσ′
⇔ ∃n, σ′ : (s1µ)µn = q1σ′ ∧ · · · ∧ (skµ)µn = qkσ′
⇔ M′ = {s1µm q1, . . . , s1µm q1} is solvable
For rule (iv) the result follows from the fact that f(s1, . . . , sk)µ
n = f(q1, . . . , qk)σ
iff siµ
n = qiσ for all 1 ≤ i ≤ k.
(iv) If M is solvable then due to (ii) and (iii) M cannot be reduced to ⊥ by ⇒. So,
let M′ be a normal form of M w.r.t. ⇒. Then, obviously M′ has the form {s1 m
x1, . . . , sk m xk} and M′ is solvable due to (iii). Thus, there is a number n and a
substitution σ such that for all 1 ≤ i ≤ k the equality siµn = xiσ is valid. Hence,
for all i 6= j with xi = xj the identity problem (si u sj, µ) is solvable.
For the other direction let M ⇒∗ M′ = {s1 m x1, . . . , sk m xk} where for every
i 6= j with xi = xj there is some nij with siµnij = sjµnij . Let n be the maximum
of all nij. Then, obviously siµ
n = sjµ
n for all these i and j. We define σ =
{x1/s1µn, . . . , xk/skµn}. First note, that by construction σ contains no conflicting
assignments. But as then siµ
n = xiσ is valid for all 1 ≤ i ≤ k we know that M′ is
solvable. Using (iii) we finally conclude that M is solvable.
Proof of Theorem 8.20. One can easily show that in the k-th iteration the set S contains
the elements of the set Sk.
Sk = {(x, p, u) | x ∈ Vincr ∧ x 6= u ∧ ∃m ≤ k :
(sµm|p = x ∧ u = tµm|p) ∨ (tµm|p = x ∧ u = sµm|p)}
Since the correctness of steps (i)-(vi) was already explained in the explanation of the
algorithm, we only prove the correctness of step (viii). So, let (x, p1, u1) and (x, p2, u2) be
elements of some Sk and let m1, m2 be given such that w.l.o.g. for both i = 1 and i = 2
we have sµmi|pi = x and tµmi|pi = ui where x is an increasing variable with x 6= ui. If
the identity problem (s u t, µ) is not solvable then there is nothing to show. Otherwise,
there is some n with sµn = tµn. Since, sµmi 6= tµmi we know that n > mi for both i.
Hence, we can conclude the following equalities.
xµn−mi = sµmi|piµn−mi = sµn|pi = tµn|pi = tµmi|piµn−mi = uiµn−mi
If we have applied (viii–a) then this directly leads to a contradiction since u1µ
n = xµn =
u2µ
n proves that u1 and u2 are unifiable.
Otherwise, we have applied (viii–b) where w.l.o.g. p1 < p2. Since sµ
m1|p1 is the variable
x we must apply µ at least one more time to reach the position p2 and thus, m1 < m2.
And as xµn−m1 = u1µn−m1 there must be some smallest number n′ such that xµn
′−m1 =
u1µ
n′−m1 is valid. From x 6= u1 we conclude n′ > m1 and from sµn′|p1 = xµn′−m1 =
u1µ
n′−m1 = tµn
′|p1 we derive that also the subterms sµn′|p2 of sµn′|p1 and tµn′|p2 of tµn′|p1
are identical. Again, n′ > m2 must hold and we obtain xµn
′−m2 = u2µn
′−m2 . But this is
a contradiction to the minimality of n′ since u1 = u2 and n′ −m2 < n′ −m1.
To prove termination of the algorithm we already have argued in the explanation that
we can detect all solvable identity problems and all those problems which have a stationary
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conflict. Thus, it remains to prove that all infinite problems can be detected. To this end
we start with giving three observations on infinite identity problems.
First, if (s u t, µ) is infinite then (sµ u tµ, µ) is infinite.
Second, if (s u t, µ) is infinite then there is no position p such that (s|p u t|p, µ) has a
stationary conflict. The reason is that one would obtain a stationary conflict of (s u t, µ)
in contradiction to (s u t, µ) being infinite.
And third, whenever (s u t, µ) is infinite then there is some position p such that
s|p 6= t|p, at least one of the terms s|p or t|p is an increasing variable, and (s|pµ u t|pµ, µ)
is infinite. This can be proven as follows. Since (s u t, µ) is not solvable there must be at
least one maximal shared position p of s and t such that (s|p u t|p, µ) is not solvable. Due
to the second observation we know that (s|p u t|p, µ) again is infinite. Moreover, using
the maximality of p we conclude that one of the terms s|p or t|p is a variable. And since
(s|p u t|p, µ) is infinite this variable must be increasing. Finally, by the first observation
(sµ|p u tµ|p, µ) is infinite.
Now we show that in a hypothetical infinite run of the algorithm we will put an infinite
sequence of triples into S where the corresponding positions p0, p0p1, p0p1p2, . . . are getting
longer and longer. Since (s u t, µ) is infinite due to the third observation we obtain a
position p0 such that a triple (x0, p0, s|p0) or (x0, p0, t|p0) will be added to S. Moreover,
(sµ|p0 u tµ|p0 , µ) is infinite. Hence, again using the third observation we obtain a position
p1 such that (sµ|p0µ|p1 u tµ|p0µ|p1 , µ) = (sµ2|p0p1 u tµ2|p0p1 ,) is infinite and such that
one of the (different) terms sµ2|p0p1 or tµ2|p0p1 is an infinite variable x1. Thus, again the
corresponding triple (x1, p0p1, . . . ) is added to S. By iterating this reasoning we obviously
obtain the desired infinite sequence of triples in S.
As there are only finitely many increasing variables there must be some x which occurs
infinitely often in this sequence. Thus, we obtain an infinite subsequence (x, p0 . . . pi1 , ui1),
(x, p0 . . . pi2 , ui2), . . . where w.l.o.g. i1 < i2 < . . . and p0 . . . pi1 < p0 . . . pi2 < . . . . Due
to Kruskal’s tree theorem [Kru60] there must be some ij and ik such that ij < ik and
uij is embedded in uik . If uij = uik then this is a contradiction to an infinite run of
the algorithm since then step (viii–b) will trigger. Otherwise, uij is strictly embedded in
uik . But then uij cannot be unified with uik since the embedding relation is closed under
substitutions. Hence, in that case step (viii–a) will stop the algorithm.
Proof of Corollary 8.22. Let there be a looping reduction of a TRS R of the following
form.
s1 →R,p1 s2 →R,p2 . . . sm →R,pm sm+1 = C[s1µ]
To check whether this reduction is also Q-looping one has to check whether
s1µ
n Q→R,p1 s2µn Q→R,p2 . . . smµn Q→R,pm sm+1µn = Cµn[s1µn+1]
is a valid reduction for all n ∈ IN. This is the case iff all direct subterms u of all
siµ
n|pi = si|piµn with 1 ≤ i ≤ m are in Q-normal form. And this is the same as
demanding that for every q ∈ Q the redex problem (u |m q, µ) is not solvable. But
solvability of redex problems can be decided using Theorems 8.13, 8.17 (iv), and 8.20.
The reasoning for loops of DP problems is completely identical.
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