Abstract: Scaled total least-squares (STLS) unify LS, Data LS, and TLS with a different choice of scaled parameter. The function of the scaled parameter is to balance the effect of random error of coefficient matrix and observation vector for the estimate of unknown parameter. Unfortunately, there are no discussions about how to determine the scaled parameter. Consequently, the STLS solution cannot be obtained because the scaled parameter is unknown. In addition, the STLS method cannot be applied to the structured EIV case where the coefficient matrix contains the fixed element and the repeated random elements in different locations or both. To circumvent the shortcomings above, the study generalize it to a scaled weighted TLS (SWTLS) problem based on partial errors-in-variable (EIV) model. And the maximum likelihood method is employed to derive the variance component of observations and coefficient matrix. Then the ratio of variance component is proposed to get the scaled parameter. The existing STLS method and WTLS method is just a special example of the SWTLS method. The numerical results show that the proposed method proves to be more effective in some aspects.
Introduction
The well-known least-squares (LS) is the most widely used method in geodetic science because of its simplicity and optimality under Gaussian noise in data. However, there are many problems. The coefficient matrix consists of observation data which are unavoidably contami- . By introducing a scaled parameter, the TLS was generalized to scaled TLS (STLS) (Paige and Strakos 2002) which unify the LS, DLS and TLS. In DLS, the errors are assumed to affect only the coefficient matrix. Unfortunately, the STLS method cannot deal with the structured EIV case where the coefficient matrix contains the non-random element and the repeated random elements in different locations. Additionally, there are no discussions about how to determine the scaled parameter. Based on above analysis, the STLS method is not applicable for surveying data processing.
The TLS method has been generalized to the weighted TLS (WTLS) method by bringing the variance-covariance matrix of observations (Schaffrin and Wieser 2008b) . There are many algorithms for WTLS adjustment (see Schaffrin . As a matter of fact, for some practical case such as coordinate transformation, only parts of elements of the coefficient matrix are random and some of them may not be functionally independent. Considering the structured characteristic of the coefficient matrix, the EIV model is generalized to the partial EIV model (Xu et al. 2012) , which has attracted more attention in recently (See Shi et al. 2015; Zeng et al. 2015) .
In view of the defect of STLS method, this paper generalizes the STLS problem to the scaled WTLS (SWTLS) problem based on partial EIV model. The maximum likelihood method is developed to determine the variance component of observations and the coefficient matrix and then the variance component ratio is proposed to receive the scaled parameter. The remainder of the paper is organized as fol-lows. In section 2, the general EIV model and STLS method is introduced. In section 3, the SWTLS method is proposed based on partial EIV model by bringing the scaled parameter. In section 4, a maximum likelihood method to get the variance component is proposed and the algorithm for obtaining the SWTLS solution is designed. In a later section, some numerical examples are conducted to testify the efficiency of the proposed SWTLS method. In the last section, the concluding remarks are presented.
Scaled total least square adjustment
Consider the general EIV model as follows:
where y is the n ×1 vector of observations, X is the t ×1 vector of unknown parameter, ey is the n × 1 vector of random errors of observations, and A is the n × 1 coefficient matrix contaminated with random errors E A . The TLS solution can be obtained through considering the minimization problem as follows:
where |[]| F denotes the Frobenius norm. The STLS problem is just to bring the scaled parameter to the minimization problem (2) as follows: (Paige and Strakos 2002) :
Here, the scaled parameter should be positive. TheX = X( ) derived from (3) or (4) is called the STLS solution. Apparently, when → 0 and → ∞, X( ) become the LS solution and DLS solution, respectively. And STLS solution will be the TLS solution by taking the = 1. As is known, above-mentioned estimates are just the special example of STLS estimate. For more detail explanations, see Paige and Strakos (2002) .
If the scaled parameter is an unknown variable, the STLS solution from the minimization problem (3) or (4) cannot be derived. Hence, determination of the scaled parameter will be an important issue to be further discussed. Unfortunately, at present, there is little knowledge involved in the scaled parameter. On the other hand, the STLS method deems that all elements of coefficient matrix are contaminated with random errors and the elements in different locations possess different randomness. On the contrary, in many practical problems, such as coordinate transformation, not all elements of the coefficient matrix are random. And the randomness of the repeated elements in different locations should be identical. Consequently, the STLS method is not applicable for geodetic data processing.
Scaled weighted total least squares adjustment based on partial EIV model
Partial EIV model is expressed as follows (Xu et al. 2012 ):
where In is the n × n identity matrix, h is the nt × 1 vector of deterministic constants comprised of zero and nonrandom elements of A, B, is the nt × s constant matrix, s is the number of different random elements of A, e A is the s × 1 error vector of a, a is the s × 1 vector of the true values of a, A = invvec(h + Ba), invvec is an operator that reconstructs the nt × 1 vector to the n × t matrix. ⊗ denote the Kronecker-Zehfuss product (Magnus and Neudecker 2007) , which is defined by
where h t is the n × 1 vector, B t is the n × s matrix (i = 1, 2, . . . , t). The stochastic model is represented as follows:
Here σ 2 is an unknown variance component.
For partial EIV model, the SWTLS problem can be formed as follows:
And it is equivalent to
To be conveniently, the parameter 2 in Eq. (8) will be replaced by Ψ. Taking advantage of the Lagrange function approach, we form the target function as follows:
with λ 1 and λ 2 are the Lagrange multipliers. Differentiating Eq. (9) with respect to ey, e A , X, a, λ 1 and λ 2 , and letting them equal to zero, one can get
. . .
From Eq. (10), Eq. (11) and Eq. 15), one can readily obtain
Inserting Eq. (16) and Eq. (17) into Eq. (13) yields
where 
Then one can obtaiñ
where
ey . Through Eq. (16), Eq. (18) and Eq. (21), Eq. (12) can be rewritten as
If one denote
the estimate of unknown parameter is derived through Eq. (22) as follows:
Obviously, when Ψ = 1, the SWTLS estimate is transformed into the standard WTLS estimate.
Scaled parameter determined by variance component estimation
As a matter of fact, the estimate of an unknown parameter cannot be obtained with iterations through Eq. (24) 
Then we can rewrite model (25) to the compact form as y = AX + e y (26) where y =
By making using of model (26), the likelihood function of unknown parameter and variance component is
Here
Taking the logarithm of the Eq. (27), one can obtain
Conducting differential to Eq. (28) for σ 
Here, the following Eq. (31) 
and 
tr
If one reformates the left-side of Eq. (33) 
The procedure of implementing the algorithm of variance component is summarized as follows:
Step1: Give initial value 
Numerical results
In this section, we will illustrate the effectiveness of the proposed procedure and compare this technique with WTLS methods. To evaluate the performance of the proposed method, two numerical examples about the twodimensional affine transformation and similarity transformation are analyzed, which has many applications in surveying mapping and GIS activities.
Two-dimensional aflne transformations
The mathematic model of two-dimensional affine transformation is expressed as
where (u t , v t ) and (us , vs) are the coordinates of the same point in target system and start system, respectively. a i , b i , c i , (i = 1, 2) are the transformation parameters. When there are m points in two different coordinate systems, the model can be written as
. . . 
According to Monte Carlo simulation, the reference values of transformation parameters are set as
the observations contaminated with random errors and corresponding weights are presented in Table 1 , which are taken from Amiri-Simkooei (2013). Table 2 provides the estimates of transformation parameters obtained by WTLS method and SWTLS method. The distance between reference values and estimated transformation parameters by WTLS and SWTLS method are 0.3801 and 0.3028. It means the SWTLS method proposed by this paper is an improved strategy to get more reliable transformation parameters. The residuals are also analyzed, which are plotted in Fig. 1 and Fig. 2 . Most of residuals of observations for SWTLS are smaller than those derived by WTLS method. However, some residuals of coefficient matrix for SWTLS are greater than those by WTLS, which is an unexpected result. Of course, the reliable estimate of unknown parameters maybe the focus for discussion. 
Two-dimensional similarity transformations
The two-dimensional similarity transformation can be described in geometric terms as
where (u ti , v ti ) and (u si , v si ) are the coordinates of the same point in two coordinate system, r is the scaled factor, J. Zhao α is the rotation angle, η 1 and η 2 are the two shift parameter of the origin.
If one denote the parameters as
the model (42) with multiple points can be changed as
When one takes the random errors of coordinates in two coordinate systems simultaneously, the model (44) 
The experiment data for checking the efficient of the proposed algorithm are presented in Table 4 presents the estimate of transformation parameters derived by WTLS and STLS. It is not difficult to find that the difference between the transformation parameter by WTLS and SWTLS is small. And the scaled parameter by variance component estimation is 2.071. Table 5 presents the residual of coefficient matrix and observations for two methods. The residual of observations by WTLS is small than those by WTLS, but the contrary to the residuals of coefficient matrix.
Conclusion
The STLS unifies the LS, DLS and TLS by bring a scaled parameter. Unfortunately, the existing STLS method does not consider the structured EIV case where only part of the elements of the coefficient matrix are random and there are repeated random elements in different locations. In addition, it is limited to dependent observations with equal weight and there are no discussions about the scaled parameter. For this reason, the STLS method is not suitable for surveying data processing.
To circumvent the above shortcomings, the study has generalized the STLS problem to a SWTLS problem based on a partial EIV model. The maximum likelihood method is suggested to derive the variance component of observations and coefficient matrix. Then the ratio of variance component is treated as the scaled parameter which is used to balance the influences of errors of observations and coefficient matrix to the estimate of unknown parameters. The STLS method and WTLS method are just the special cases of the proposed SWTLS method.
