Introduction
We consider here a one-parameter family of polynomial hypergroups A ( [4] ), which appeared in [4] as an algebraic system of radial functions of free groups (cf. also [5, Chapter 3] ), and describe analytic linear functionals on A as a solution to the associated moment problem. Our method is based on Stieltjes inversion formula together with generating functions, which is a common tool in dealing with problems of this kind, and computations of similar flavor can be found in many places (see [1, 12] for example).
As an illustration, we then focus on analytic functionals of geometric series, in connection with Haagerup's positive definite functions on free groups, and calculate the representing Radon measures explicitly with C*-functionals selected out among them. Although we work in a completely commutative setting, the results turn out to reflect some features of the original situations in free groups, which are shown to be useful in checking properties of free group C*-algebras.
The author is grateful to Yoshimichi Ueda for illuminating comments and information on the present subject.
Polynomial Hypergroups
Given a real number r = 1, algebraic relations tP n (t) = rP n−1 (t) + (1 − r)P n+1 (t) (n ≥ 1) together with the initial condition P 0 (t) = 1, P 1 (t) = t determines polynomials P n (t) of real coefficients of degree n inductively. Since {P n (t)} constitutes a real (hermitian) basis in the polynomial *-algebra C[t], we can rephrase this fact in a slightly abstract fashion that a free vector space n≥0 Ch n is made into a commutative *-algebra A by the relations h * n = h n , h 0 h n = h n (n ≥ 0) and
by the correspondence h n ↔ P n (t).
The multiplication h m h n = h n h m is then recursively determined by the above three-term relation. We can inductively show that, for 1 ≤ m ≤ n,
Notice that the coefficients are non-negative exactly when 0 ≤ r ≤ 1/2 and summed up to get (1 − r) m−1 . Thus A is a discrete hypergroup for this range of the parameter and completed to a commutative Banach *-algebra relative to the norm n≥0 a n h n 1 = n≥0 |a n |. See [4] for the original form of A and [2] for more information on (polynomial) hypergroups. Let A be the accompanied commutative C*-algebra.
A linear functional φ : A → C is naturally identified with a sequence {φ n } by the relation φ(h n ) = φ n , i.e., the algebraic dual A * of A is identified with the space C N of sequences. As a polynomial algebra, any non-zero homomorphism φ : A → C satisfies φ(h 0 ) = 1 and is in one-to-one correspondence with a complex number c = φ(h 1 ), i.e., the evaluation of polynomials at t = c, which determines the whole value φ(h n ) by the recursive relation cφ(h n ) = rφ(h n−1 ) + (1 − r)φ(h n+1 ) (n ≥ 1). Among them, *-homomorphisms correspond to real c's.
By Gelfand theory, *-homomorphisms which lift to A are ones satisfying |φ(a)| ≤ a 1 (a ∈ A), i.e., {φ(h n )} is bounded. In view of the expression
The last condition on c ∈ R is then, by a simple argument, equivalent to −1 ≤ c ≤ 1. In other words, the spectrum of
Remark 1. Similarly bounded homomorphisms are characterized by an ellipse condition on c (see [4, 8] and [5, §3.3] for details).
Analytic Functionals
Consider a linear functional φ on A which is analytic in the sense that the associated power series φ(z) = n≥0 φ(h n )z n is convergent in a neighborhood of z = 0. We shall investigate spectral properties of φ by computing the Stieltjes inversion formula of the Cauchy transform of φ.
Let P (z, t) = ∞ n=0 z n P n (t) be a generating function of the polynomial sequence {P n (t)} n≥0 . From the algebraic relation
we obtain an expression
The evaluation by φ (which is formally interpreted as an integration with respect to a symbolical measure µ(dt) in R) gives
By rewriting the integrand, we have
The case r = 0 is simple and separately dealt with: In terms of a parameter w = 1/z, this takes the form 1 t − w µ(dt) = − 1 w φ 1 w and the functional φ belongs to A * if and only if φ(1/w) is holomorphically extended to C \ [−1, 1] and the Stieltjes inversion formula
From here on we assume 0 < r ≤ 1/2 and introduce a new variable w by
Here the root is chosen so that the right hand side behaves like −φ 0 /w − φ 1 /w 2 + · · · , i.e., w 2 − 4r(1 − r) ≈ w or equivalently z ≈ (1 − r)/w for a large w. Note that as a holomorphic function of w,
and continuously extended to its closure C\(−2 r(1 − r), 2 r(1 − r)). Even on the cut segment, it approaches continuous functions separately:
When φ(z) ≡ 1, the above formula is reduced to
and an explicit computation of the Stiltjes inversion formula reveals that, for 0 < r ≤ 1/2, µ is a continuous measure
with no atomic measures arising from w = ±1. Thus φ gives rise to a state (a probability measure supported by [−1, 1]) of A as a linear functional. Notice that at the boundary value r = 1/2 it is reduced to
Remark 2. The measure for φ(z) ≡ 1 is calculated as a Placherel measure in [4] seemingly by the same method presented here (cf. [5, §3.4] also).
Returning to the general case, let C(w) be defined by
which is first defined for a large w and expanded at w = ∞ as Remark 3. By reversing the process, one sees that any linear functional which belongs to A * is analytic.
Analytic Functionals of Geometric Series
Let
and we have 
with ± determined as follows: When θ = 0, c r (λ) = c r (|λ|) ≥ 2 r(1 − r) and we have c r (|λ|) 2 − 4r(1 − r) = |r|λ| − (1 − r)|λ| −1 |, i.e., r|λ| − (1 − r)|λ| −1 or (1 − r)|λ| −1 − r|λ| according to |λ| > (1 − r)/r or |λ| < (1 − r)/r, which is then analytically continued to get
and, by a simple computation, 
We next look into continuous measures, which is necessarily supported by the interval I r .
(i) c r (λ) ∈ I • r ⇐⇒ |λ| = (1 − r)/r and λ ∈ R: C(t+iǫ)−C(t−iǫ) exhibits a singularity proportional to 1/(c r (λ) − t) inside I r and the Stieltjes formula fails to give a measure.
(ii) c r (λ) = ±2 r(1 − r) ⇐⇒ λ = σ (1 − r)/r with σ = ±1:
Thus a continuous measure comes out.
.
A continuous measure supported by I r appears again and its explicit form is given by the theorem below, which covers the measure in (ii) if one puts λ = ± (1 − r)/r. Summarizing discussions so far, we have the following.
Theorem 3.1. The analytic linear functional φ of geometric series belongs to A * if and only if λ falls into one of the following cases.
(i) For |λ| ≥ (1 − r)/r, the associated measure is continuous, supported by the interval I r and of the form
dt.
(ii) For a real λ satisfying 1 ≤ |λ| < (1 − r)/r, adding to this continuous mesasure, there appears an atomic measure of the form 1 − c r (λ 2 ) 1 − c r (λ) 2 δ(t − c r (λ)). Remark 6.
(i) Both c r (λ) 2 and c r (λ 2 ) are strictly positive and less than 1 except for λ = ±1. This exceptional situation gives the value 1 and should be dealt with directly:
shows that it gives a Dirac measure at t = ±1 and the formula should be understood (1 − c r (λ 2 )/(1 − c r (λ) 2 ) = 1 in this case. (ii) When a positive λ decreases and passes the point (1 − r)/r, the same form of continuous measure reappears with a constant less than 1 multiplied and an atomic measure appears to compensate the deficient mass.
Remark 7. We explicitly computed the Stieltjes inversion formula to get a finite bounded measure, which in turn gives rise to the starting holomorphic function as a Cauchy transform. In fact, both C(w) and 1 t−w µ(dt) have the same boundary value on the real line, whence their difference is entirely holomorphic and turns out to be identically zero in view of their behaviour at infinity.
Haagerup Functions
We shall here explain how the positive functionals considered in the previous section are related to Haagerup's positive definite functions on a free group ( [6, 9, 3] ).
Let G be a free group of l generators and G n be the set of words of length n so that G = ⊔ n≥0 G n . Note that |G n | = 2l(2l − 1) n−1 (n ≥ 1). A radial function is by definition a function on G whose values depend only on the word length. Let A be the set of elements in the group algebra CG consisting of radial functions. As a linear basis of A, we choose h n = 1 |Gn| 1 Gn (n ≥ 0). It satisfies h 1 h n = 1 2l h n−1 + 2l−1 2l h n+1 and A is a commutative *-subalgebra of CG. The averaging map E : CG → A then possesses the algebraic properties of conditional expectation: E(a) = a, E(f * ) = E(f ) * and E(af ) = aE(f ) for a ∈ A and f ∈ CG. The Haagerup positive definite function ϕ = ϕ λ is defined to be ϕ(g) = λ −|g| with λ > 1 and gives rise to a state on C * (G).
On the regular representation, E is 'implemented' by the projection to the closed subspace Aτ 1/2 of CGτ 1/2 = ℓ 2 (G) (τ being the standard trace on C * (G) with τ 1/2 denoting the GNS vector) and hence induces by continuity a conditional expectation on the group von Neumann algebra in such a way that E(C * red (G)) ⊂ C * red (G), where C * red (G) denotes the reduced group C*-algebra. Thus, when the state of C * (G) associated with a Haagerup positive definite function splits through C * red (G), it is induced from the restricted state on the quotient algebra A red of A in C * red (G) via the conditional expectation C * red (G) → A red . It is known (cf. [6] ) that this is exactly the case when λ ≥ (1 − r)/r (r = 1/2l). Since τ is the limiting case ϕ ≡ 1 (λ → ∞), the spectral analysis in §2 shows that the spectrum of h 1 in C * red (G) is the interval I r as already seen in [7] .
In view of the analysis in the previous section, ϕ is expected to be positive definite even for λ < −1. This is in fact the case because g → (−1) |g| g (g ∈ G) induces an involutive *-automorphism of CG. As a result, we know that A → C * (G) is extended to an embedding A → C * (G) of C*-algebra. Non-trivial is injectivity, which holds because we have a family of states {ϕ λ } −1≤λ≤1 of C * (G) with their pullbacks to A also giving a faithful family. Consequently the spectrum of h 1 in C * (G) is equal to that in A as a unital C*-subalgebra of C * (G), i.e., the interval [−1, 1]. Now we can give a proof of the known fact due to Haagerup that E is extended to a conditional expectation C * (G) → A (see [11] for further generalizations). Let f ∈ CG. For t ∈ I r ,
where f ′ denotes the reduced C*-norm of f . For t ∈ [−1, 1] \ I r , we can find a real λ in the range 1 ≤ |λ| < (1 − r)/r so that t = c r (λ). In the measure representation of φ = ϕ| A , magnify the mass at the point c r (λ) so that k * ϕk, when restricted to A, represents a Dirac measure at c r (λ) with k ∈ A supported by a neighborhood of c r (λ) as a continuous function on [−1, 1]. Note that ϕ(kE(f )k * ) = ϕ(kk * E(f )) = E(f )(t) particularly. Now, given ǫ > 0, approximate k by a ∈ A so that kk * − aa * ≤ ǫ and |E(f )(t) − a * ϕa(E(f ))| ≤ ǫ E(f ) . As a Consequently, the extendability of C(w) to C\[−1, 1] in Theorem 2.1 is equivalent to the extendability of z(h(z) − rh 0 )/(r 2 z 2 − (1 − r) 2 ) to D r .
