Abstract-The nu-gap metric was originally developed to evaluate robustness of a plant-controller feedback loop and it has many attractive properties. For example, performance of the closed loop changes continuously and stability is robust with respect to small perturbations of the plant (or the controller) in the nu-gap metric. In light of these properties, one can state that the nu-gap metric provides a good measure of distance between systems in a closed loop setting. This is very useful in model approximation, which is the focus of this technical note. The presented nu-gap approximation method is based on semidefinite programming and frequency response matching, which allows to extend the method to account for frequency-dependent weights in the objective function. The frequency-weighted extension is the major advantage of the presented method in comparison with other nu-gap model reduction methods. This extension is applied to approximation of controllers obtained by loop shaping and illustrated on a numerical example.
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I. INTRODUCTION
Model reduction of linear systems is well studied in the literature and many efficient methods have been derived. The methods delivering the best approximation quality in the norm are balanced truncation [1] and optimal Hankel model reduction [2] . These methods also guarantee stability, however, computationally very expensive. Krylov methods, cf. [3] , on the other hand, are considerably cheaper, but generally provide only local approximations. It is important to remark that the Krylov method [4] provides locally optimal approximations in the norm, if the resulting approximation is stable. Most of the standard model reduction methods measure the approximation error in the or norms, that is, they measure the distance in the open loop setting. In a closed loop setting these norms usually do not reflect the distance adequately. An early attempt to create a more reliable metric in the closed loop setting was the introduction of the gap metric in [5] , followed by many papers including [6] , [7] and [8] . In the last reference the -gap metric is introduced. This metric induces the weakest topology in which stability of a closed loop is maintained for sufficiently small perturbations and performance varies continuously. This is a valuable property in controller reduction, since the controllers which are sufficiently close in the -gap metric will stabilize the nominal plant and the performance of the loops will be similar as well.
Literature in -gap model reduction is not as rich as in the case. An approximation method have been already proposed in the first -gap paper [8] , where low-order models are obtained "one step at a time." It means, if the order of the full order model is , then firstly optimal in the -gap approximation of order is obtained. Here, is the multiplicity of the smallest Hankel singular value of a normalized right graph symbol of the model. After that, optimal order approximation to order model is calculated and so on down to the required reduction order. In [9] a similar method is proposed, with more freedom to choose optimal approximations. In this note, a single-input-single-output model reduction algorithm is discussed, as well as, its extension to the frequency-weighted problem. The presented method has its roots in [10] , [11] , which are also related to [12] , [13] . As opposed to the previous works in -gap model reduction [8] , [9] , which use state-space representations to compute low-order approximation, the presented algorithm employs the frequency domain data. The use of frequency domain data has some advantages, e.g., a straightforward frequency-weighted extension. The frequency-weighted version is applied to approximation of controllers, which are obtained using the loop shaping procedure (cf. [14] , [15] ). The frequency-weighted -gap approximation is able to further reduce the order of the controller in comparison with its non-weighted counterpart without sacrificing performance levels. This is done by successfully exploiting the structure of the controller design which is based on adding frequency weights.
The rest of the note is organized as follows: in Section II the -gap metric is briefly introduced. Section III is devoted to the algorithm derivation. In Section IV extension to the frequency-weighted problem and its application to controller reduction is discussed, which is illustrated on a numerical example in Section V. where is a -th largest Hankel singular value of the right normalized graph symbol of . Proposition 1 can be restated to describe controller properties instead. For instance, it can be shown that the changes in performance are continuous given small perturbations in the controller.
Notation
III. LOW-ORDER APPROXIMATION IN THE -GAP METRIC
Let
and the elements of be scalar, not necessarily stable, transfer functions and consider the problem Let , be the normalized right coprime factorization of . Let , be finite impulse response (FIR) filters with a fixed order , i.e., and . Let also and be a right coprime factorization of . In the new variables , , and , the function is computed as
The winding number condition (1) is equivalent to (2) and the equivalence is shown in a straightforward manner using the properties of the winding number function. Finally, -gap model reduction in the new variables is formulated as follows:
Note by construction. In this formulation is a full order model, and parametrizes its th order approximation. The usual approach to minimization is rewriting the norm constraint (4) with an infinite number of constraints for every frequency (5) The obtained program is not generally convex even for the scalarvalued functions. The main result of this technical note is rewriting (5) in an equivalent formulation, from which a quasi-convex program can be obtained. Introduce new variables , and yet another formulation as (6) Theorem 1: Assume and is the normalized coprime factorization of the plant , then:
• The minima and of the programs (5) and (6) are equal • , are the solutions to (5), if and only if, , , , are the solutions to (6) for some and . Before proceeding with the proof of the theorem, it is important to remark how (6) is going to be used. A quasi-convex formulation is obtained in two steps: removing the coprimeness constraint on , and fixing variables , in the program.
Removing the coprimeness constraint on and in (6) is a relaxation; however in the author's experience, numerical examples provide coprime and . This can occur due to the following reasoning. For and to be not-coprime, they should have precisely the same zeros, which is a measure zero subset of all admissible and . Therefore numerical solutions typically do not reach not-coprime and . If and are nearly not-coprime, a possible remedy would be lowering the order .
The winding number condition in (6) is enforced on the variables and . Therefore after fixing those, the norm constraint becomes semidefinite and the program becomes quasi-convex. This is a key observation in the presented approach and it is discussed in detail in the next subsection, while now the main result is to be shown using the following lemma:
Lemma 1: Assume that a rational function has no poles on the unit circle. If is strictly positive for all , then
Proof: If has no poles on the unit circle and is positive for all , then the function does not encircle the origin and is equal to zero. Using the properties of the winding number function it follows that:
. And, finally, .
Proof of
The term appears on both sides of the norm constraint and can be eliminated without affecting the solution. Note that has no zeros on the unit circle according to constraints above, whereas has no poles on the unit circle by construction. Now we can apply Lemma 1 and replace the conditions and on the unit circle with and on the unit circle. This gives us (5) and, finally, . To prove the converse let and be an optimal solution to (5). The functions and also satisfy the constraints of (6) with and . Therefore . The second part of the theorem is shown using the same arguments. If , , , , are the solutions of (6), then by construction , , are the solutions to (5). On the other hand, if , , and are the solutions to (5), then they also satisfy the constraints of (6) with , and .
A. Tractable Algorithm and Implementation
Let the program (6) without the coprimeness constraints on , and , be called the relaxed program (6) , which is the basis for the presented below model reduction method. After the functions and satisfying the winding number condition are found, the relaxed program (6) with fixed and becomes quasi-convex and can be solved using standard tools. Moreover, the proof of Theorem 1 shows that and can be interpreted as a guess on variables and . This is exploited by iterating over and , while setting and on every step. This approach to the non-convex program (i.e., the relaxed version of (6)) is a standard heuristic, which gives suboptimal solutions to (6) . Generally, there is no guarantee that this heuristic provides solutions close to the optimal one. However, in the studied case and are closely related to and , which provides a good reason to perform such iterations.
An obvious choice for the initial and is computing , which is as close as possible to in the -gap. However, the relaxed problem (6) is non-convex and there is no guarantee that a better in terms of quality initial guess will provide a better final result. Therefore, it may not be beneficial to compute the initial guess with a method as [9] , which provides very close to , but is numerically expensive. Hence a simpler choice of the initial point is proposed and it is motivated by the fourth bullet of Proposition 1. Let be any optimal Hankel approximation of the right normalized graph symbol of , where , and are FIR filters or order . Now simply set initial equal to and initial to .
Frequency dependent constraints in (6) may be imposed for all the frequencies at once using the Kalman-Yakubovitch-Popov lemma (cf. [16] ). To provide a computationally cheaper program the constraints may be enforced on a frequency grid , where is big enough to avoid over-fit. Since the -gap metric emphasizes the behavior around the gain cross-over frequencies, it is reasonable to make the grid denser around those frequencies. The -gap model reduction method is summarized in Algorithm 1. The algorithm is implemented using the interior-point solver SEDUMI [17] and YALMIP [18] . Since the program (7) is quasi-convex, it is solved using bisection. To save computational effort bisection is performed in variable instead of . This also gives upper and lower bounds for the bisection procedure (1 and 0, respectively). The stopping criterion is based on and convergence in is attained. Since the previous solutions and are used on the next step, is always bigger or equal to . On the other hand is bounded from below, which entails convergence in . 
Set
, and repeat Set and solve (7) where and Set , and ,
until
B. Computational Complexity
Let be the order of the full order model and be the order of approximation and let . There are two main contributors to computational complexity: the computation of the initial guess and the optimization problem. The computation of the initial guess involves normalized coprime factorization and Hankel approximation, which are performed using Riccati and Lyapunov equations. Therefore complexity is floating point operations (flops). The overall cost of an optimization program when solved with SE-DUMI does not exceed flops, where is the number of decision variables and is the number of rows in the inequalities [19] . In the case, when the constraints are enforced on a frequency grid, and , where is the number or frequency points in the grid. Computing the frequency samples costs at most . Therefore, in this case, the cost of the optimization program does not exceed . If the constraints are enforced using the KYP lemma for all the frequencies, then and . This gives the overall cost of . In comparison with other methods, the presented one has a competitive cost. The methods from [9] and [15] require solving Riccati or Lyapunov equations, respectively. Therefore the total cost of the algorithms is .
IV. FREQUENCY-WEIGHTED EXTENSION AND CONTROLLER REDUCTION
In this section the -gap model reduction is applied to the controller reduction problem. Specifically, the controllers obtained using the loop shaping (cf. [14] , [20] ) are considered. The first step in the loop shaping is the introduction of the shaped plant , where the weights and are chosen according to desired specifications. After that the central controller , which minimizes , is obtained. The actual controller is computed as . In the studied case and are scalar, therefore a one-sided weight can be considered without loss of generality and . In order to obtain a reduced order controller one can approximate by a controller of order (8) In this case the actual reduced order controller is . A better way to address the low-order controller design is to introduce directly as a variable. Note that only the shaped loop has a convenient form , which allows the use of the -gap metric for controller approximation. Therefore the only possibility of approximating the controller, while having as a variable, is as follows:
The program (8) can be viewed as (9) with an additional constraint . In (9) the structure of is relaxed and this grants more flexibility in the decision variable choice. Hence the frequencyweighted approach can provide controllers of lower order in comparison with the central controller approximation, while keeping similar performance levels. As a final remark, note that and the problem (9) is essentially the frequency-weighted -gap reduction problem
A. Frequency-Weighted -Gap Reduction
As discussed above, is the problem to solve. In order to account for the frequency-weights in Algorithm 1, it is required to redesign the initial point computation and the program (7), which is solved inside the loop. In preparation of this technical note different approaches to both problems were considered and the listed heuristics provided the most acceptable results.
Let , be the normalized right coprime factors of , and , be the normalized right coprime factors of . Similarly to the non-weighted algorithm, the initial guess is found by approximating a right graph symbol of . However, in this case the weight in the approximated graph symbol must be preserved, hence the transfer matrix is approximated. This transfer matrix is a right graph symbol of , but its norm is smaller or equal to one, instead of being equal to one for the non-weighted computation of the initial guess. Finally, the computation of the initial guess is performed as follows: (10) where , are stable functions of order , , , are FIR filters and the initial guess is and . To finalize the algorithm, let , be the normalized right coprime factors of and change the program (7) accordingly (11) where and .
V. NUMERICAL EXAMPLE. ROBUST STABILIZATION OF CART
The main goal of this example (which is taken form [15] ) is to illustrate that the proposed method is competitive in comparison with the known techniques in the non-weighted case, but has an additional advantage in the form of the frequency-weighted extension.
For the loop-shaping procedure the same weight as in [15] cannot be used, since in (10) and (11) the weight has to be invertible. Hence, two zeros at are added, which results in a slightly worse disturbance attenuation. The plant and the shaping weight are chosen as
In comparison with [15] the controller design procedure is also simplified. The controller is obtained using Theorem 16.1 from [20] with , providing . The reader may notice that overall this design is less robust to changes in than the one provided in [15] , however, this design will still colorfully illustrate the results of -gap controller reduction. The continuous-time models are discretized while pre-warping around the frequency , which is roughly the cut-off frequency of the closed loop.
A. Approximation of the Central Controller
The results of -gap approximation of the central controller are presented in Table I . The parameter for [9] is chosen as a zero matrix. The notation [9] +Alg 1 signifies that the initial guess in Algorithm 1 is obtained using [9] . Finally, the relative closed loop error is defined as follows:
The tolerance for Algorithm 1 is set to , all the constraints are enforced on an equidistant frequency grid with 0.02 between the samples. The algorithm converges after at most 6 iterations, which occurs for order 4.
The results of [9] and Algorithm 1 with different initial guesses are quite similar for all the orders. Moreover, the results are quite similar in both the -gap approximation quality and the relative closed loop error.
Another important remark is that Algorithm 1 with the initial guess [9] does not provide consistently better solutions than Algorithm 1 with a simple initial guess. This happens because the problem is non-convex with possible multiple local minima. Hence while starting with a better initial guess in terms of approximation quality, there is no guarantee that the final result will still be better in terms of approximation quality. Surprisingly, for order 3 Algorithm 1 provides the same controller (coefficients of the transfer functions match) with both initial guesses.
An interesting detail appears when the order of approximation is set to 2. The initial guess provides the low-order controller on the distance 0.45 in the -gap metric from the original one. This second order approximation does not stabilize the shaped plant . However, after applying Algorithm 1 a stabilizing controller is obtained already after the first iteration. This controller lies on the distance 0.29 in the -gap metric. While the performance of the closed loop is not satisfactory (the relative closed loop error is larger than 4), the loop is stabilized. The method [9] also provides a stabilizing controller with the -gap error 0.29 and the relative closed loop error 2.47.
According to Table I , the relative closed loop error of [9] +Alg 1 can be worse than the relative closed loop error of [9] . This means that the performance of the initial guess (model obtained with [9] ) is better than the performance of the model obtained with [9] +Alg 1. This seems counterintuitive, however, the minimization objective is the -gap metric not the relative closed loop error. It is certainly possible that there are controllers and such that , but
To conclude this discussion, the performance is changing continuously with respect to small changes of the controller in the -gap metric (according to Proposition 1), however, there is no guarantee that the performance will change monotonically.
B. Weighted Approximation of the Controller
Since the actual controller for the plant is , the order of the actual controller is plus the order of , which is equal to 6. To obtain an even lower order design the distance is minimized over . Now, is the controller for the plant , not for the shaped plant . The grid for this example is also equidistant with 0.005 between two consecutive samples, and . All the obtained controllers of orders less than 6 destabilize the systems, and for orders larger than 7 the match is almost perfect even after the initial guess computation. For order 6 approximation 33 iterations are required, for order 7 approximation -19. The number of iterations grows significantly, mainly since the problem is now more complicated due to the weight.
For order 6 the presented algorithm provides relative closed loop error , and for order 7 -. This is a significant improvement in comparison with the initial guess values and for orders 6 and 7, respectively. The improvement in the -gap distance is even larger against for order 6 and against for order 7. This improvement is not surprising, since in the weighted case there are no guarantees on the initial guess quality. Note that the relative closed loop error of controller of order 6 is comparable to of order 6, which results in order 12 controller . Hence, the frequency-weighted -gap model reduction is able to provide a much lower order approximation than its non-weighted counterpart without sacrificing performance or robustness.
VI. CONCLUSION
This technical note is devoted to the -gap model reduction algorithm. The main asset of the proposed approach is the use of the frequency domain data, which grants more flexibility. For example, the frequency-weighted version of the proposed approach is obtained, and it is not clear if it is possible with [9] . The frequency-weighted extension is validated on a numerical example, where reduced order controllers of significantly smaller orders were obtained without sacrificing performance levels. Other extensions are also easier to perform in the frequency domain setting, since then the only obstacle is to formulate the extension as a convex constraint.
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