The kiln head temperature (KHT) is a key thermal variable to condition monitoring and stable control of the rotary kiln. In this paper, a hybrid dynamic prediction framework (HDPF) is proposed to realize the accurate online prediction of the KHT chaotic time series of the rotary kiln. Where, in order to response time-delay and time-varying behaviors of the rotary kiln, the phase space reconstruction (PSR) method is used to achieve the high-dimensional dynamic trajectory of the sintering system of the rotary kiln and the local Volterra filter based on the sliding window technique is developed to construct the dynamic relationship from the high-dimensional dynamic trajectory. Furthermore, considering the practical industrial data contains unreliable risk sometimes, each predicted value is corrected by the offset compensation technique as the final output. Based on well-known Mackey-Glass chaotic time series and real-world KHT chaotic time series from the Inner Mongolia branch of Datang International Power Generation Corporation Limited, comparative experiments show that the HDPF has the highest prediction accuracy which means the HDPF can capture the dynamic evolution of the KHT over time and has the strongest robustness for four kinds of noise which means it can be applied in practical industries with noise. Meanwhile, it has low computational complexity which can meet the real-time requirements of the monitor and control. Further, those good performances imply the HDPF is effective not only for the rotary kiln but also for other complex nonlinear systems with the time-delay and time-varying behaviors.
I. INTRODUCTION
The rotary kiln is the key equipment for the production of cement, alumina and limestone in the metallurgical industry. And it is also the major energy consumption device. As the huge and rotating structure of the rotary kiln and a large amount of dust inside the kiln, it is difficult for many physical instruments (such as thermocouples, colorimeter and infrared sensing radiation systems) to measure flame temperature effectively. Then, researchers used flame images to identify sintering conditions [1] , [2] . However, the flame inside the kiln is disturbed by many factors, such as the content of each component in the raw material, coal quantity and the velocity of the airflow, then its brightness and shape will The associate editor coordinating the review of this manuscript and approving it for publication was Xiao-Sheng Si . change frequently. Meanwhile, a large amount of dust suspends inside the kiln seriously affect the performance of proposed image processing technology to accurately identify the sintering conditions from flame images. Moreover, many proposed methods based on the flame images only divide the sintering condition into three types [2] . That is, super-heated, super-chilled, and normal. This kind of rough classification, as a feedback variable, limits the precise control of the controller. However, thermal variables have the advantage of not being disturbed by the above environment. And if the thermal variable related to the sintering condition can be accurately predicted, those predicted values regarded as feedback values to the controller is more beneficial for the accurate control of the controller and the stability of the sintering condition. Then, researchers proposed models to predict many thermal variables related to the sintering condition, such as the free lime content [3] , the decomposition rate of raw meal [4] , the emission of nitrogen oxides (NO X ) [5] and the main motor power [6] . Compared with those variables, the kiln head temperature (KHT) detection device is closer to the flame inside the kiln than other thermal variable detection devices. That is, the fluctuation of the flame combustion can quickly influence the KHT by heat radiation, heat convection and heat conduction. Moreover, the KHT can directly reflect the thermal equilibrium and material equilibrium inside the kiln, which means the change of the value of the KHT over time can effectively reflect the change of the sintering condition inside the kiln. Then, it is the key feedback variable for the stable control of the rotary kiln in practical productions. Besides, after consulting related references, it is found that no researchers paid attention to the prediction of the kiln head temperature. Thus, the accurate online prediction of the KHT is studied in this paper.
Chaotic time series prediction (CTSP) has been studied for many years. Traditionally, the CTSP is based on the dynamic trajectory. That is, the PSR method is used to reconstruct the dynamic trajectory of the potential systems behind the chaotic time series from the one-dimension chaotic time series, then other methods are used to achieve the evolving law of the dynamic trajectory to realize the prediction. Those traditional methods are divided into two categories, one is called the PSR-based local model and the other is called the PSR-based global model. The former contains the zero-order local model [7] , weight first-order approximation model (WFOAM) [8] and so on. The latter contains many methods in which various machine learning technologies are used to achieve the evolving law. Like the recurrent predictor neural network (RPNN) [9] , least-squares genetic programming (LS-GP) [10] , echo-state network [11] , neuro-fuzzy [12] , support vector machine [13] and combing ensemble empirical mode decomposition (EEMD) and least squares support vector machine (LSSVM) [14] . With the development of technology, numerous machines learning technologies are used to directly predict chaotic time series [15] - [30] , which is called the third category chaotic time series prediction model (CTSPM) in this paper. Most proposed models refer to the echo state network and its improved models [21] - [24] , and combing the neural network and the fuzzy [25] - [30] . Recently, many deep learning approaches are used to predict the chaotic time series, which is called the fourth category CTSPM in this paper. Like long short term memory (LSTM) neural network and its improved models [31] , [32] . Those CTSPMs make good progress and provide references for the prediction of the KHT time series in this paper.
In previous studies, we discovered that the sintering system of the rotary kiln has the high-dimension chaotic behavior [33] . And the KHT, one of the variables of the sintering system inside the kiln, is verified as chaotic. That is, the KHT time series is the chaotic time series. Thus, the accurate online prediction of the KHT is realized in the view of the chaotic time series prediction in this paper. Further considering nonlinear behaviors of strong coupling, slow time-varying and large time-delay of the rotary kiln, and the practical application of the rotary kiln, a hybrid dynamic prediction framework (HDPF) is designed for accurate online prediction of the KHT chaotic time series and the HDPF includes the PSR method, Volterra series, the sliding window technique and the offset compensation technique which are explained as follows.
1) As the rotary kiln has the strong coupling behavior, the PSR method can be used to reconstruct the suitable dynamic trajectory of the sintering system inside the rotary kiln from the KHT chaotic time series and estimate the delay time of the sintering system. 2) The p-order Volterra filter is used to approximate the dynamic relationship between the dynamic trajectory (state points) and the output (the KHT). 3) As the rotary kiln has the time-varying behavior, which means the long-time KHT chaotic time series contains a multifarious variation of sintering conditions, the sliding window technique is used to improve the Volterra filer through updating the kernels of the Volterra filter before each prediction to realize the online prediction. 4) Considering the practical industrial data contains unreliable risk sometimes, each predicted value is corrected by the offset compensation technique as a final output. As the Mackey-Glass equation has the time-delay behavior which also exists in the rotary kiln, the prediction performance of the HDPF is verified based on the Mackey-Glass chaotic time series, which can offer more reference value than other well-known chaotic time series. Further, in order to apply the HDPF to the industrial production, it is verified based on the practical KHT chaotic time series from the alumina rotary kiln of the Inner Mongolia branch of Datang International Power Generation Corporation Limited. In the first experiment, the prediction accuracy is verified by being compared with the second and third kinds of CTSPMs based on the well-known Mackey-Glass chaotic time series. And considering the noise contained in the KHT is not the Gaussian noise [34] , the robustness is verified based on Mackey-Glass chaotic time series with four kinds of non-Gaussian noise which are the uniform noise, Rayleigh noise, rectangular noise and sinusoidal noise. The first experimental result implies that the proposed HDPF has the highest prediction accuracy and strongest robustness, which ensures the HDPF is effective for the dynamic system with time-delay and especially for practical industrial applications with noise. In the second experiment, the HDPF is compared with some models from the first, second and fourth kinds of CTSPMs based on the practical KHT chaotic time series, which is the focus in this paper. The comparative experiment shows that the HDPF not only has the highest prediction accuracy which means the HDPF can capture the dynamic evolution of the KHT over time, but also has low computational complexity which can meet the real-time requirements of the controller.
The paper is organized as follows. In Section 2, the sintering process is described and the prediction problem is stated. In Section 3, the HDPF is explained. In Section 4, the prediction performance is verified based on the Mackey-Glass chaotic time series. In Section 5, the prediction performance is verified based on the practical KHT chaotic time series. In section 6, the conclusion is summarized.
II. PROCESS DESCRIPTION AND PROBLEM STATEMENT
The schematic diagram of the typical sintering process of the alumina rotary kiln is shown in Fig. 1 . The kiln is a refractory steel cylinder and installed obliquely to the horizon generally. The kiln is driven by the motor to rotate slowly along the longitudinal axis. With the rotation, the raw materials move from the kiln tail to the kiln head and pass through the preheating zone, the decomposition zone, the sintering zone and the cooling zone in turn. Especially, the fuel flow containing pulverized coal and primary air is sprayed from the kiln head to the sintering area to burn the raw material into the clinker. Then, the clinker drops into the cooler from the kiln head. In order to make the fuel be burned fully and recover the heat emitted by clinker in cooler, the rotary kiln holds a micro-negative pressure. Then, the secondary air is produced and its flow is from the cooler to the kiln tail. In the process of the flow, the heat dissipated from the clinker in the cooler is returned back to the kiln head, which is called the temperature of the secondary air. Compared to other thermal variables, the KHT reflects the thermal equilibrium and material equilibrium inside the kiln. And it is closely related to the secondary air temperature, sintering temperature and energy consumption. Meanwhile, it can effectively reflect the change of sintering conditions inside the kiln and is the key feedback variable for the stable control of the rotary kiln in practical productions. Thus, the accurate online prediction of the KHT time series is very momentous to condition monitoring and stable control.
There are many categories of models to predict the chaotic time series from different kinds of systems and one of them is based on the dynamic trajectory of potential nonlinear system in the phase space. That is, the evolving law between phase points (state points) can be regarded as a mapping F : R m → R m in m-dimension phase space, which satisfies:
where, the Y(n) and the Y(n+1) are the phase points at n time and n + 1 time respectively. Furthermore, if the mapping F can be estimated from the achieved dynamic trajectory and the Y(n) is known, the Y(n + 1) can be predicted based on (1). However, for complex industrial systems such as the rotary kiln, as the inherent mechanism is not fully studied, their state equations are difficult to be achieved precisely. In order to realize the accurate online prediction of the KHT chaotic time series, there are three questions should be focused as follows. 1) How to achieve the suitable dynamic trajectory.
2) How to achieve the suitable mapping F to accurately characterize the evolving law 3) The nonlinear behaviors of strong coupling, slow time-varying and large time-delay of the rotary kiln influence the change of the KHT chaotic time series and should be considered.
III. HYBRID DYNAMIC PREDICTION FRAMEWORK
In order to deal with the above three questions to realize the accurate online prediction of the KHT chaotic time series, an online hybrid dynamic prediction framework (HDPF) is proposed in this paper. And the flow-sheet of proposed HDPF approach is shown in Fig.2 and the HDPF includes the PSR method, Volterra series, the sliding window technique and the offset compensation technique which are explained as follows.
A. PHASE SPACE RECONSTRUCTION
For the system with unknown equations (like the rotary kiln), its dynamic trajectory can be achieved using the PSR method [35] . That is, the time series of the key variable of the system is projected into the m-dimensional space to obtain the dynamic trajectory of the system in the phase space. According to the Takens theorem [36] , as long as two parameters of the PSR are selected becomingly, the reconstructed trajectory and the trajectory of the original system are topology equivalent. That is, the dynamic characteristic of the original system can be obtained by studying the reconstructed trajectory. Moreover, the rotary kiln has the strong coupling behavior, which means the change of the KHT over the time is influenced by other thermal variables. Thus, the PSR method can be used to achieve the suitable dynamic trajectory of the rotary kiln from the KHT chaotic time series. Suppose the KHT chaotic time series from the sintering system in the rotary kiln is listed as {x 1 , x 2 , . . . , x l }, the dynamic trajectory of sintering system in m-dimensional state space is reconstructed by the PSR method as follows.
where, Y n is the state point (or phase point) of the sintering system and characterize the sintering state at any time, the m is the embedding dimension, the t is the index lag, the M is the number of the state point and satisfies the formula M = l − (m − 1)t. As the sampling period τ s is fixed after selecting the time series and the delay time satisfies τ = tτ s , then the t is often instead of the delay time. The PSR method has two parameters which are the delay time and the embedding dimension. In theory, if the two parameters are selected becomingly, the reconstructed trajectory and the trajectory of the original system are topology equivalent. In this paper, the optimal delay time and the embedding dimension are respectively estimated by the mutual information (MI) method [37] and false nearest neighbor (FNN) method [38] . Especially, the rotary kiln has the large time-delay behavior and the value of the time-delay of the rotary kiln is equal to the optimal delay time.
Then, based on (2), (1) can be changed as follow:
As the phase point Y(n) is known, all its components x n , x n−t , . . . , x n−(m−1)t are known, which means the sampling points in the phase point Y(n+1) are also known except the first component x n+1 . Then, a new mapping f : R m → R in m-dimension space is constructed as follow:
It expresses the direct relationship between a temporal point and a phase point. Then, the temporal point, such as the x n+1 , can be predicted based on (4) . There are also several models with different f , such as the PSR-based extreme learning machine (PSR-ELM) method and the PSR-support vector regression (PSR-SVR).
B. LOCAL VOLTERRA FILTER BASED ON SLIDING WINDOW
In the view of nonlinear system, the Volterra series (or Volterra filter) is regarded as the series expansion of the nonlinear system and also can be regarded as the Taylor series with memory effect. That is, it can capture the memory behavior that the output of the nonlinear system depends on the input at other temporal points. Therefore, the Volterra series can reflect the dynamic characteristics of the system, rather than simply fitting the static input-output relationship. Furthermore, Sandberg [39] proved that the approximation by the Volterra series can ensure the local convergence. Then, it is reasonable to believe that the mapping f in (4) can be accurately estimated by the Volterra series. And the p-order discrete Volterra filter [40] is used in this paper, that is,
where, the y(n)| p expresses the p-order discrete Volterra series, the u(n) and the y(n) are the input and the output of the discrete filter at the temporal point n respectively, the y p respects the pth-order Volterra term, the y 0 is set as 0 in this paper, which means the zero value of the KHT time series to zero input, the k is the delay lag and the parameters h 1 (k), h 2 (k 1 , k 2 ), . . . , h p (k 1 , . . . , k p ) are called kernels of Volterra filter. In theory, the larger the order p of the Volterra series is, the higher the accuracy of approximating the continuous real function defined on a compact set is. But the corresponding computational complexity will increase. In order to balancing the accuracy and computing time, the parameter p of the Volterra filter need be considered. Furthermore, the prediction model can be achieved through combining the (4) and (5), that is,
x(n − kt i ).
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Further, Eq (6) are written in the form of the matrix. That is,
where,
In training set, values of the input and the output are known for (7) and there are many methods to estimate the kernel H of the Volterra filter. As the least-square method (LSM) is the effective and quick method, it is used here. In the training set, the cost-function of model based on the (7) is measured by the mean square error (MSE) and recorded as J (H). That is,
Then, the LSM is used by setting ∂J (H)/∂H = 0, the kernels of the Volterra filter are achieved. That is,
where, the k = 1, . . . , n − 1.
As the rotary kiln has the time-varying behavior, the long-time KHT chaotic time series contains multifarious variation of sintering conditions. In order to realize the accurate online prediction of the long-time KHT chaotic time series, it is necessary to update the kernels of the Volterra filter before each prediction to respond multifarious variation of sintering conditions. Meanwhile, considering the convenient application in practical, the sliding window technique with fix length is used and the length of the sliding window is chosen to equal the number of all the phase points in the training set to fully train the model in this paper. That is, after updating the kernel of the Volterra filter each time, the first phase point in the training set is removed and a new phase point is added into the training set.
C. OFFSET COMPENSATION
Usually, the practical industrial data may contain unreliable risk, like the change in initial and set points, false measurement values and instrument recalibration. In this paper, in order to further improve the prediction performance, the offset compensation technique is used to correct the predicted value and is introduced as follows [41] , [42] .
x cor (n + 1) =x vol (n + 1) + bias(n + 1),
where, the bias(n + 1) is the compensated value for the (n+1)th temporal point, the err(n) is the absolute error of the nth temporal point predicted by the HDPF, the ω is the weight and ω ∈ [0.1, 0.9]. That is, the optimal value of the ω corresponding to certain data should be ascertained. However, in order to reduce the number of model parameters and computing time, the corrected results with ω = 0.1, . . . , 0.9 are averaged as the predicted value in this paper. Strictly, the average strategy will lost some prediction accuracy, but it makes whole model simpler.
Flow-sheet of proposed HDPF for online prediction of the KHT chaotic time series.
IV. EXPERIMENT BASED ON THE MACKEY-GLASS CHAOTIC TIME SERIES
As the Mackey-Glass equation has the time-delay behavior which also exists in the rotary kiln, the prediction performance of proposed HDPF approach is verified based on well-known Mackey-Glass chaotic time series in this paper. That is, the prediction performance of the proposed HDPF approach verified based on the Mackey-Glass chaotic time series can offer more reference value than other well-known chaotic time series. Then, before the industrial application, the prediction accuracy and robustness of the proposed HDPF are verified based on the Mackey-Glass chaotic time series.
In addition, four quantitative indicators are used to assess the prediction performance in this paper and they are the mean square error (MSE), the root mean square error (RMSE), the mean absolute percentage error (MAPE) and the R 2 coefficient as follows. where, the y i is the actual value or observed value, theŷ i is the predicted value and the l is the number of predicted points.
A. PREDICTION OF MACKEY-GLASS CHAOTIC TIME SERIES WITHOUT NOISE
The Mackey-Glass equation is a well-known first-order differential nonlinear dynamic equation with time-delay behavior and one form of which is
When the τ > 16.8, generated Mackey-Glass time series is chaotic and widely used to verify the performance of proposed prediction models in many papers. The experimental condition is set following the compared paper [25] , that is, the x(0) = 1.2, the τ = 17, the m = 4, the t = 6 and 1000 sampling points are generated by the four-order RungeâĂ"Kutta method. Where, the first 500 sampling points are used for training and the last 500 sampling points are used for testing. And the RMSE is used to assess prediction accuracy. Here, after comparing the prediction accuracy based on the 5-fold cross-validation and computing time, the parameter p = 5 is chosen for the HDPF approach. Then, the prediction results of many chaotic time series prediction models are are listed in Table 1 for comparison. It is obvious that the proposed HDPF approach has the highest prediction accuracy. The observed values of the testing set and predicted values of proposed HDPF are displayed in Fig. 3 .
B. MACKEY-GLASS CHAOTIC TIME SERIES PREDICTION WITH NOISE
Zhao [43] pointed out that the noise follows the non-Gaussian distribution in many physical environments and we discovered that the noise from rotary kiln do not follow the Gaussian distribution, which means the robustness of the proposed HDPF based on non-Gaussian noise should be focused. Then, the proposed HDPF approach is compared with three chaotic time series prediction models through predicting the Mackey-Glass chaotic time series with four kinds of non-Gaussian noise. The experimental condition in paper [43] is follows: the x(0) = 1.2, the τ = 30, 2000 sampling points are generated as training set and 100 sampling points for testing. And four kinds of noise are as follows. The uniform distribution noise following U (−0.1, 0.1) . The Rayleigh noise R(i) = −2σ 2 R log(1 − y(i)), where, variance σ 2 R = 0.5 and y(i) is a uniform random variable in (0,1). The rectangular noise with amplitude A = 0.1 and frequency f = 1000Hz. And the sinusoidal noise is generated by using sin(1800πi) . The four kinds of noise are respectively added into the training set. And the MSE is used to assess prediction accuracy. The m and t are the global parameters of the system and are not impacted by adding the noise into local series. Then, the m = 4 and the t = 6 here. After comparing the prediction accuracy based on the 5-fold cross-validation and computing time, the parameter p = 1 is selected for the proposed HDPF approach. The prediction results are listed in Table 2 and it is obvious that the proposed HDPF approach has the highest prediction accuracy. That is, the proposed HDPF approach has the strongest robust in the fours models. Especially, for the uniform noise and the sinusoidal noise, the prediction accuracy of the proposed HDPF approach is 12 times than that of the VLR-KLMAT model. The prediction result based on the sinusoidal noise is taken as an example, the prediction results by proposed HDPF are displayed in Fig. 4 . In addition, based on the results in Table 1 and Table 2 , it is ensured that the proposed HDPF approach is effective to the time-delay system, such as the rotary kiln.
V. INDUSTRIAL APPLICATION A. KILN HEAD TEMPERATURE CHAOTIC TIME SERIES
In order to verify the prediction performance of proposed HDPF approach in practical industrial applications, two KHT chaotic time series are collected from the Inner Mongolia branch of Datang International Power Generation Corporation Limited and respective recorded as data1 and data2. As shown in Fig. 5 , the data1 contains 18,000 sampling points and the data2 contains 15,000 sampling points. As the sampling period of each series is 1 minute, the time lengths of two series are about 13 days and 10 days respectively, which covers the vast majority of sintering conditions of the alumina sintering process. Gao [45] pointed out that the noise in the industrial field is ubiquitous and difficult to be eliminated completely, and due to the unknown characteristics of the noise, the dynamic characteristics could be destroyed if the selected filter is not appropriate. What is more, in order to embody the robustness of the proposed model in this paper, the noise and the outliers of the two KHT time series are not removed. Then, the robustness of the proposed HDPF approach could not be strictly verified by adding the noise into the KHT but can be verified by adding the noise into the well-known Mackey-Glass chaotic time series.
Thermocouple detection device fixed at the burner hood (at the kiln head) is highlighted by the red line, which is photographed in the Inner Mongolia branch of China Datang International Power Generation Corporation Limited.
B. DETERMINATION OF PARAMETERS OF THE HDPF APPROACH
In this paper, the training set of the data1 contains the former 15000 sampling points and the testing set contains the last 3000 sampling points. And the training set of the data2 contains the former 12000 sampling points and the testing set contains the last 3000 sampling points. In addition, the RMSE, the MAPE and the R 2 coefficient are used to assess prediction accuracy. In the HDPF approach, there are five parameters need be deteriorated, which are the optimal delay time τ (or delay lag t) and optimal embedding dimension m of the PSR method, memory length N , delay lag k and the order of Volterra filter p.
In this paper, the mutual information (MI) method [37] is used to estimate the optimal delay time which is related to the first minimum of the MI function. Then, the False Nearest Neighbor (FNN) method [38] is used to estimate the optimal embedding dimension which satisfies that the FNN percentage (FNNp) drops to 0. The details of two algorithms are summarized in many papers [33] , [37] , [38] . Two optimal values of the t are labeled in Fig. 6 and they are respective 16 and 12. That is, two optimal values of delay time are respective 16 minutes and 12 minutes. When the m is equal to 5, the two FNNp functions in Fig. 7 drop into 0 around. It means that optimal values of the two embedding dimension are 5.
There are two main methods to determine the N and k. Gao pointed out [45] that the optimal values of the two parameters are achieved by the grid search method. Guo proved [46] that the optimal values of the two parameters are directly selected from the parameters of the PSR. That is, N = m and k = t, which was testified based on six kinds of known-well chaotic time series. Strictly speaking, compared with the grid search method, the two parameters of the PSR are global and can not absolutely respond to the change of the sintering condition especially for long-time prediction. However, Gao pointed out that the grid search method costs much more time-consuming and he did not use it in his paper [45] . Further, as mentioned above or in other papers, the bigger the value of the p is, the more complex the Volterra filter is, and the longer the computing time is [45] . Considering the practical application in the rotary kiln fields, the complex degree of the model should be as simple as possible and the computing time also should be as short as possible. Therefore, in this paper, the optimal values of the two parameters are directly selected from the parameters of the PSR and only the first-order Volterra filter (p = 1), the second-order Volterra filter (p = 2) and the third-order Volterra filter (p = 3) are studied. Then, relative results are calculated based on the training sets of the two KHT data and listed in Table 4 . As the 5-fold cross-validation method is used, each quantitative indicator has five values for each p, then the average value of each quantitative indicator is displayed in Table 3 . For each quantitative indicator, the difference from p = 1 to p = 3 is very small, but the difference of the computing time is very big. For example, from the p = 1 and p = 3, the RMSE reduces 0.0478 o C, but the computing time increases 70 seconds. That is, it increases nearly 15 times. Thus, the optimal parameter is selected p = 1 in this paper.
C. COMPARED MODELS AND THEIR PARAMETERS SELECTION
If the mapping F in (3) is set as weight first-order linear, then relative method is called as the WFOAM and it has one parameter k which is usually chosen as k = 2 m + 1. Please see [33] for details.
If the ELM is used to approximate the mapping f in (4), the method is named as the PSR-ELM method. The number of inputs of the PSR-ELM method is equal to the m. And the sigmoid function is selected as the activation function, that is, g(x) = 1/(1 + exp(−x)). As the hidden layer biases and the input weights are randomly generated, only the number of the hidden layer nodes need to be determined and is recorded as num. The 5-fold cross-validation method is used to achieve the optimal num and the search band is set num = 1 : 100. Then, the optimal num opt = 5 for the two KHT data. In addition, for the data1 and data2, the best result of 10 trials is listed in Table 4 .
If the SVR is used to approximate the mapping f in (4),, the method is named as the PSR-SVR method. The number of the input of the PSR-SVR method is also equal to the m. Here, the used kernel function is the radial basis function, that is,
, γ > 0. The grid-search method based on 3-fold cross-validation is applied to achieve the optimal value of the penalty parameter C and kernel parameter γ . The search band are both set as (2 −5 , 2 5 ) with exponentially growing and step-value is set as 2 0.1 . For the data1, C opt = 0.1340 and γ opt = 10.5561. For the data2, C opt = 0.1015 and γ opt = 7.4643. As researchers from different fields developed many kinds of deep learning methods that can not be completely compared in this paper, then the basic LSTM is taken as an example here. The LSTM is the compared model and the optimal parameters achieved from the training set are not necessarily the optimal parameters for the testing set, then the parameters of the LSTM are not optimized based on the training set. Instead, the LSTM with given parameters is modeled and the prediction accuracy based on the testing set is calculated. In this process, two parameters of the LSTM, the number of input (recorded as the INs) and hidden layer nodes (recorded as the units), are focused. And they are respectively chosen from 5 to 50 with interval 5 and from 20 to 80 with interval 20. Then, there are 40 combinations and each combination is calculated 10 times. That is, there are a total of 400 trials for each KHT data. Then, each combination with the highest prediction accuracy is displayed in Fig. 8 .
D. RESULTS AND ANALYSIS
The prediction results of the five models are recorded in Table 4 . No matter which kind of criterion, it is obvious that the proposed HDPF approach has the highest prediction accuracy. And the HDPF without OC in Table 4 means the HDPF without offset compensation technology. However, compared with the WFOAM, the PSR-ELM and the PSR-SVR, the prediction performance of the proposed HDPF approach without the offset compensation technique is still the best. Moreover, its prediction accuracy is worse than that of the LSTM for the data1, but better than that of the LSTM for the data2. Therefore, it means that the offset compensation technique is not the main reason for the high performance of the proposed HDPF but an assistant for the proposed HDPF.
As shown in Fig. 9 and Fig. 10 , the error curves of both the PSR-ELM and the PSR-SVR have a big fluctuation, which means their performance is not stable and they do not satisfy the practical application in the rotary kiln. The error curves of the LSTM for the data2 also have a big fluctuation. Especially, its two error curves do not fluctuate around the 0 but have an overall deviation. It means the single prediction of the LSTM is not stable, which may be the reason to calculate the average value of 10 trials as the final output value in many papers. However, it increases the computing time. The fluctuation of the error curve of the proposed HDPF approach has the smallest deviation for both the data1 and the data2. Compared with the fluctuation of the KHT time series in Fig. 3 from 300 o C to 800 o C, the proposed HDPF can keep the fluctuation of the error between ±6 o C for the two data, which means the HDPF approach satisfies the practical application. Furthermore, the boxplots of the five errors are displayed in Fig. 11 , the outliers of each error are highlighted by the red. The narrower the boxplot (especially the range of the outliers) is, the better the prediction performance is. Then, it is obvious that the proposed HDPF has the best prediction performance.
In addition, one point should be asserted as follows. The sintering system has high-dimension chaotic behaviors and its complex dynamics seem unlikely can be captured by the first-order linear Volterra filter used in the proposed HDPF approach. Strictly, owing to the sliding window technique, the HDPF approach is a piecewise linear function in nature. That is, the model as a whole is a nonlinear function. Moreover, the first-order linear Volterra filter is related to the two KHT chaotic time series and the order p need to be optimized for other data. In this paper, the prediction accuracy of the proposed HDPF is higher than that of the LSTM, which only indicates that the HDPF has a good prediction performance strictly. Compared with deep learning methods, the greatest advantage of the HDPF is the low computational time.
VI. CONCLUSION
In this paper, the HDPF is proposed to realize the accurate online prediction of the KHT chaotic time series of the rotary kiln and conclusions are summarized as follows.
1) Comparative experiments based on the Mackey-Glass chaotic time series without noise imply that the proposed HDPF approach has the highest accuracy for predicting chaotic time series. 2) Comparative experiments based on the Mackey-Glass chaotic time series with noise show that the proposed HDPF approach has the strongest robustness for the four kinds of non-Gaussian noise.
3) Further comparative experiments based on the practical
KHT chaotic time series show the proposed HDPF approach not only has the highest prediction accuracy which means the HDPF can capture the dynamic evolution of the KHT over time, but also has low computational complexity which can meet the real-time requirements of the monitoring and control. What is more, those good performances imply the proposed HDPF is effective not only for the rotary kiln but also for other complex industrial systems with the time-delay and time-varying behaviors.
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