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Introducción.
Esta tesis puede enmarcarse cli el ámbito de la teoría de polinomios en espacios de
l3anach. No obstante, el lector comprobará que las conexiones con la teoría de la
aproximacion son numerosas.
La níemoria se encuentra dividida en dos partes. En un principio la teoría de las
complejifícaciones desarroltada en la primera parte estaba pensada en cierta medida
para servir de herramienta en la resolución de problemas específicos cii espacios de
Banach reales, a partir de resultados conocidos en espacios de Banach complejos.
Lii la segunda parte de la memoria se plantea determinar estimaciones óptimas de
las normas de tas díerivadías de uii polinomio en un espacio (le Banacb real. Sabiendo
que en el caso complejo se conocen con valores óptimos algunas estimaciones de este
tipo, se podría intentar aplicar la técnica de las complejificaciojies para estudiar el
caso real. Sin embargo el rendimiento de esta estrategia no La sido el esperado.
Esto no supone en modo alguno una pérdida de interés en la teoría de las comple-
jificaciones. Por otro lado, los problemas propuestos en la segunda parte pueden
estíidiarse con resultados razonablemente buenos mediante la aplicación de otras
teenícas. Como consecuencia de todo esto, las dos partes de la niemoria resultan ser
casi independientes.
En el primer capítulo de la memoria realizaníos un breve sumario de los resulta-
(los más elementales sobre la teoría dc polinomios en espacios de Banach, productos
tensoriales e ideales dc Banach que serán usados en capítulos posteriores. Este
capítulo no aporta nada nuevo. Tampoco pretende ser una referencia sobre los te-
nias anteriormente citados para el lector, que por otro lado, se le supone al tanto de
todo lo que en él se dice. Con este primer capítulo se pretende simplemente dar a
la tesis mía. idea dic completitud y de trabajo autocontejíldo.
En la primera parte de la tesis realizamos un estudio de los procesos que nos per-
tinten interpretar (le forma satisfactoria un espacio de I3anach real como subespacio
real de un espacio de Banach complejo. Los resultados originales que allí se exponen
son en gran medida el fruto de la colaboración científica con Y. Sarantopoulos y
tit INTRODtJCCION.
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A. Tonge [46]. Algunos resultados de esta parte también se recogen en [48]. La
temática estudiada en esta primera parte coincide con la de la tesis doctoral de P.
Kirwaíí [35]. Esta coincidencia es extensible a parte del contenido de ambos tra-
4?bajos. Este hecho se debe a -una mera coincidencia y se puede asegurar sin ningún
y,género de duda que ambos trabajos son totalmente independientes.
y,Desde un punto de vista algebraico, la complcj¿¿/icaciór¿ de un espacio vectorial y,
real E se puede llevar esto a cabo en términos de pares ordenados de forma sencilla. y,.
Basta darse cuenta de que eí espacio E x E se convierte en un espacio vectorial —
complejo si definimos la adición mediante 4?
y,
(¾y)+(u,t’)~(x+u.y±v) Vx,y,u,vcE, (5) y,
y el producto externo por —
a
(a+ib~r,y)=(ax—by,bs+ay) Vz,yeE, ‘Úa,bcR. (P)
Esta es básicamente la única definición posible dIC complejificación a nivel algebraico, y,
y.
no obstante las posibilidades se multiplican ala hora de considerar la cornplejzficocido —
de la norma de un espacio de Banach real. Si la estructura del espacio lo permite, por
ejemplo si el espacio se trata de un retículo de Banac,h real, existe un procedimiento
estándar que nos permite obtener su versión compleja. Efectivamente, si E es un 4?
retículo de Banach real, entonces la expresión
4?
ka:, ~)IL= ± w24 u Va> y e E, y,
donde la parte derecha se define en términos del cálculo funcional (véase por ejemplo
[20, p. 326]) representa tina norma compleja y completa en E x E muy especial:
*El espacio E x E dotado de esta norma constituye la versión compleja de E. Para
espacios de Banach reales arbitrarios, también se puede usar el cálculo funcional para y,
definir la coniplejificación de su norma recurriendo al hecho de que todo espacio de y,.
Banach es subespacio de un cierto retículo, en particular de C(B<), siendo B§ la e-
bola unidad de U con la topología débil* (ni). Es así corno surge nuestro primer —
ejemplo de procedimiento natural de complejificación: el procedimiento de Taylor. —
En realidad se pueden definir infinitos procedimientos que como el de Taylor, nos
permiten extender la norma de un espacio de Banach real a su coníplejificación de y,
forma conveniente.
La idea de asociar a cada espacio de Banach real un espacio de Banach complejo
está motivada por la riqueza del análisis complejo y tiene como principal objetivo
el adaptar en la medida de lo posible las técnicas complejas en la resolución de
problemas en un contexto real. El estudio de las funciones analíticas en un espacio
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de Banacli es un problema de interés en el que las técnicas complejas juegan un papel
decisivo. La complejificación de un espacio de Banach real nos ofrece la posibilidad
de usar técnicas complejas en la demostración de resultados para funciones analíticas
reales. La idea es básicamente la siguiente: Supongamos que E yE son dos espacios
de Banach reales y que E y E son dos complejificaciones de E y F respectivamente.
Si J es una función analítica en un entorno de ~o C E con valores en F, entonces
existe > 0 tal
00
1(x) >3 I-%jx — mg),
n=1
para todo x G x0 + cE, siendo P~ (u c N) un polinomio homogéneo de grado u en E
con valores en E y E0 una función constante. Si es posible extender los polinomios
E,, (u c N) al espacio E sin perder control de su norma, entonces la función 1 podrá
verse en todo momento como la restricción de una función holomorfa en un cierto
entorno de x0 en E, a un entorno de x0 en E. El control sobre la norma de las
extensiones está asegurado en algunas situaciones (véase [66, rflreorem 4.2]). En
esta disertación no nos limitaremos a desarrollar las bases de tina teoría general de
complejificaciones de espacios de Banach, también estudiaremos el problema de la
variacion de la norma de un polinomio o una aplicación multilineal definidos en un
espacio de Banach real cuando se consideran sus extensiones a una coinplejificación
del espacio donde se definen.
En un principio, la motivación que nos condujo al estudio de los procesos de
complejilicación fue la obtención de constantes de polarización óptimas para espacios
de Hanacb reales, a partir de las estimaciones conocidas para espacios de Banach
complejos. La aplicación directa de las técnicas de complejifícación no siempre
aporta resultados óptimos en este sentido, no obstante el estudio de los procesos de
complejificación tiene un interés intrinseco innegable como lo demuestra la profusión
con que lían sido usados por numerosos autores. A título de ejemplo mencionaremos
los trabajos de A. Alexiewicz y Orlicz [1], C. Benítez, Y. Sarantoponlos y A. Tonge
~8},J. Bochnak [14], J. Bochnak y J. Siciak ~153 y A. E. Taylor [661.
La primera parte de la tesis se encuentra a su vez dividida en dos capítulos.
En el primero (capítulo 2 de la tesis), se desarrollan las herramientas básicas de la
teoría. Comenzamos dando una definición más general de complejificación a nivel
algebraico que la dada en términos de pares ordenados en esta introducción. Si E
es un espacio vectorial real, su complejifícación algebraica es un espacio vectorial
complejo É tal que E es subespacio real de E y E = E ~ jE (véanse los Axiomas
((Dl) y (C2)). Haremos hincapié en que la complejifícación algebraica es uníca
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salvo isomorfismos, no obstante veremos también que será de utilidad interpretar la
complejificación desde diversos puntos de vista. Así hablaremos de complejificación
por pares ordenados, por produétos tensoriales o por operadores lineales.
y,
La complejificación de un-espacio de Banach no es tan obvia en el sentido de que
las posibilidades ahora son infinitas. Si E es un espacio de Banach real, entre todas y.,
las normas que se pueden definir en E calificaremos de razonables sólo aquellas que
satisfagan ciertas condiciones naturales, a saber, que la norma compleja en E sea —
una extensión de la norma de E y que preserve la norma del conjugado de los ele- y.
mentos de E (véanse los Axiomas (NR1) y (NR2)). Esta segunda condición parece
ser la única diferencia entre el concepto de norma de complejificación razonable de 4?
*P. Kirwan y el nuestro. El primer ejemplo de norma razonable que encontramos se
y,
debe a A. E. Taylor. Su definición vino a enmendar una interpretación errónea de
*
la función na(x + iy) ~xj2 + inH2 como norma compleja en E. La definición
de la norma de Taylor (véase la Definición 2.5) presenta la peculiaridad de no de- y,
pender de ninguna característica del espacio de Banacb que complejifica. Además,
los operadores lineales entre dos espacios de Banach E y E se pueden extender a —
operadores lineales entre E y E sin alteración de su norma, cuando se considera —
la complejificación de Taylor en ambos espacios (Axioma (PC)). La norma de ‘l’ay- e
4?br resulta ser nuestro primer ejemplo de procedimiento natural de complejificación
(véase la Definición 2.16).
Usando las distintas interpretaciones de la complejificación de un espacio vecto- y.
rial real, se pueden obtener otros ejemplos de procedimientos naturales de comnple- y,.
jificación. Se verá que las normas tensoriales y las normas de ideales de operadores
definen procedimientos naturales de complejificación. Asi, se vera que entre los pro-
cedimientos de complejificación notables, el procedimiento dc ‘lb ylor procede de la
norma tensorial inyectiva, el procedimiento de Bochnak procede de la norma tenso-
4?
rial proyectiva y que el procedimiento dc tindenstrauss-Tzafriri deriva de la norma
y,
del ideal de operadores continuos. y,
En este capítulo estudiamos también relaciones entre normas razonables. Si E es
un espacio de Banach real, se prueba que existe una norma razonable en E mínima
(la norma de rfaylor) y una norma razonable máxima (la norma de Boclumak). Se
prueba también que todas las normas razonables en E son equivalentes.
El capítulo se cierra con el estudio de das cuestiones. Por un lado se investiga
si todo espacio de Banaeb complejo es la complejificación de un cierto espacio de
Banach real de acuerdo con los Axiomas (NR1) y (NR2). Por otro lado se estu-
dia si son intercambiables las operaciones de dualidad y complejificación para un
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procedimiento natural de complejificación dado Se verá mediante un ejemplo no
trivial de N. J. Kalton que la respuesta a la primera cuestión es negativa. En cuanto
al segundo problema, veremos que sólo es cierto bajo condiciones muy restrictivas
(véase la Proposición 2:51).
El segundo capítulo de la primera parte (tercer capítulo de la tesis), está dedica-
do al estudio de la variación de la norma de un operador multilineal o un polinomio
(lefínidos entre espacios de l3anach reales, cuando se consideran sus extensiones a
las complejificaciones de los espacios donde se definen. El capitulo comienza por
estudiar el problema de la complejificación de operadores multilineales y polinomios
desde un punto de vista algebraico. Un resultado elemental (véase por ejemplo [15)
y [66]), demuestra que tanto los operadores multilineales como los polinomios entre
espacios vectoriales reales se pueden extender de forma única a las complejificacio-
nes de los espacios donde están definidos. Las fórmulas (3.2) y (3.3) muestran la
forma que han de tener estas extensiones para operadores niultilineales y polino-
mios homogéneos respectivamente, Una simple inspección de estas fórmulas revela
que la complejificación de un operador niultilineal continuo o un polinomio en un
espacio de Banach sigilen siendo continuas sea cual sea la complejificación usada
en los espacios de Banach considerados. Nuestro problema consistirá en evaluar
la razón entre la norma de los operadores reales y los complejificados, que natu-
ralmente dependerá de la complejificación que se use. El primer resultado de la
Sección 2 simplifica el estudio para operadores con valores escalares al probar que
para calcular la norma de la complejificación de una forma multilineal o un polino-
mio homogéneo con valores escalares basta con estudiar su parte real o imaginaria
(véase la Proposición 3.8). Este resultado será usado frecuentemente a lo largo de
la Sección 2 del capítulo. En uno de los resultados principales del capÍtulo, se es-
tablece una estimación general óptima para las normas de las complejificaciones de
las componentes homogéneas de mayor grado de un polinomio (véase la Proposición
3.15). En concreto, si E es un espacio de Banacb real, u un procedimiento natural
(le complejificación y E = E,. + 1t1 + ... + Pu : E —> R es un polinomio, siendo
fl. un polinomio k-hoinogéneo para cada 1 < k =u y Po una constante, entonces
11141k =2”’ u~u (u =1) y E,.—i =~ PL (u =2). Estas estimaciones gene-
ralizan otras semejantes de C. Visser [71] y H.-J. 1{ack [51]. De la primera de estas
desigualdades se desprende una estimación para la norma de Ja complejificación de
uit polinomio homogéneo, estimación que resulta ser óptima. También se prueba




Kirwan [353 ha estudiado tanibién este tipo de desigualdades de una forma total-
mente independiente. Sus demostraciones están basadas en una fórmula alternativa
a (3.3) (véase la fórmula (3.25)). Mediante este procedimiento se obtienen en gene-
ral peores estimaciones. Veremos que una ligera modificación de las técnicas de P.
Rirwan proporciona una mejora de sus estimaciones. En cualquier caso, la mejora
no proporciona las constantes óptimas.
En los resultados finales de la Sección 2 del capitulo se presentan algunas estima- —
ciones de la norma de la complejificación de una forma multilineal y un polinomio
homogéneo para procedimientos de complejificación particulares. El estudio de las —
e’ -formas multilineales es más sencillo. Si E es un espacio de Banach real y L es una
forma multilineal en E4, en la Proposición 3.24 darnos estimaciones para la nor- y,
ma de L cuando se consideran las normas (p). Se prueba que para p =2, estas
y,
estimaciones son optimas. Este resultado es extensible al conjunto de normas de y.
complejificación p-dominantes, como se muestra en la Proposición 3.29. Las estima-
ciones así obtenidas mejoran un resultado de P. I<irwan. Si y es un procedimiento
natural de complejificación, el valor más pequeño de la relación llLh~/llL~l para —
toda forma multilineal L en E4 se obtiene para el procedimiento de Bochnak. J.
y,Bochnak probó [143 que IILIIB = HLH. Por el contrario, si se usa la complejificación
*de Taylor, la Proposición 3.31 demuestra que no existe ningún espacio de Banach —
real bidimensional E para el que HLLT = IILII para toda forma bilineal L en E.
4?
El estudio de los polinomios homogéneos es mas complicado. La Proposición —
3.33 muestra una ligera mejora de las estimaciones generales para polinomios ho- —
mogéneos cuando se consideran procedimientos 2-dominantes. Como consecuencia,
se prueba que si P es un polinomio 2-homogéneo con valores escalares en un espacio
de Banach real y u es un procedimiento de complejificación 2-dominante, entonces
y,
FIL = [Fu. Por el contrario, la Proposición 3.39 muestra que esto no ocurre para
4?ningún espacio de Banach si se usa la complejificación de Taylor. Por otro lado,
los Ejemplos 3.35 y 3.36 muestran que en general la extensión de polinomios ho-
mogéneos de grado > 3 no es posible sin alterar su norma, aun usando la norma y,,
de Boclumak. El caso de los polinomios 3-homogéneos no está estudiado. Si se logra y.
probar que éstos se pueden complejificar sin alterar su norma para un cierto pro- —
cedimiento de coníplejificación, presumiblemente el de Bochnak, entonces se puede
obtener fácilmente una caracterización de los polinomios extremales en un espacio
de Banach real de dimensión 3 (véase la Observación 3.37).
*
En la Sección 3 del capítulo se estudian complejificaciones de polinomios no
y,-










la norma de la complejificación de un polinomio en una variable (véase el Teorema
3.45). Nuestro único resultado de esta sección trata de generalizar a polinomios
definidos en un espaci¿ de Banach real este resultado (véase la Proposición 3.47).
Nuestra constante difiere de la probada por P. Erdés en el caso clásico en un factor
2~02, siendo n el grado del polinomio. Este resultado mejora una estimación de P.
1<irwan [35, rfheoreín 5.61.
En la última sección del capítulo, estudiamos el caso de operadores multilineales
y polinomios con valores vectoriales. La falta de un resultado como la Proposición 3.8
da cuenta de la aparición de un factor 2 eh las estimaciones generales sobre la norma
(le la complejificación de un operador multilineal y polinomio homogéneo (véanse
la Proposición 3.49 y eí Corolario 3.50). Por otro lado, cuando se trata de espacios
de Hilbert este factor dos se puede reducir a y1 cuando se usan procedimientos
2-dominantes, como se demuestra en la Proposición 3.52.
La segunda parte de la memoria consta de un solo capítulo (el Capítulo 4)
dedicado al estudio de desigualdades de tipo Bernstein-Markov para polinomios
definidos entre espacios de Banach reales. Todos los resultados originales de este
capítulo se recogen en un proyecto de artículo conjunto con Y. Sarantoponlos [473.
Desde un punto de vista muy general, el problema se puede plantear de la siguiente
manera: Dentro de la clase de los polinomios definidos en un espacio de Banach real
arbitrario, acotados por una cierta mayorante dentro de la bola unidad, se buscan
cotas óptimas para las normas de sus derivadas así como acotaciones puntuales de
las derivadas en el interior de la bola unidad. Las estimaciones dependerán en todo
momento de las mayorantes que se consideren. El caso más general, pues engloba~
a todos los polinomios salvo un constante de proporcionalidad, sc da cuando se
considera una mayorante constante que tomaremos igual a uno por comodidad.
‘Iainhién estudiaremos casos mas restrictivos corno la mayorante ~(L) 1 — 12.
En esta memoria se distinguirán dos problemas. En primer lugar estudiaremos el
problema de determinar estimaciones de la norma de las derivadas de un polinomio
en un espacio de Banach real. Este problema se conoce corno problema de Markov
gracias a la aportación realizada en su resolución por los hermanos Markov, para
ci caso de polinomios en una variable. El otro problema consiste en encontrar
acotaciones puntuales de la norma de las derivadas de un polinomio definido en un
espacio de Banach real, dentro de la bola unidad. Esto se conoce corno problema
de Ecrustein por la contribución de 5. Bernstein al estudio de este problema para
eolinomios en una variable.
y,’
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La primera sección de este capítulo está dedicada a hacer recuento de los resulta- *
dos conocidos en el caso clásico (en una variable) relacionados con estos problemas.
Aunque no aporta ningún resultado original, puede servir de guía a un lector quizá
no muy familiarizado con estos resultados. En esta sección así corno en el resto de
la memoria, la norma de un polinomio p en una variable será siempre su supremo en
el intervalo [—1, 1] y se representará por pLí—r,ií. Hoy en día, las desigualdades de
Markov en una variable (4.2) y (4.3) son referencias obligadas en muchos aspectos
de la teoría de la aproximación. La desigualdad de Bernstein (4.4) también tiene
un peso específico en la teoría de la aproximación. Para derivadas superiores, U..
Dulfin y A. C. Schaeffer han proporcionado estimaciones puntuales similares a la de
y,
Bernstein (véase la desigualdad (4.5)).
Si se consideran condiciones más restrictivas sobre los polinomios, entonces las
*
estimaciones de los hermanos Markov y de 8. Bernstein pueden mejorarse conside- y,
rablemente. El profesor Turán propuso en 1970 realizar un estudio similar para la
clase de los polinomios p tales que ¡p(t)¡ = 1 — t2 para todo t 6 [—1,1]. Un alio y.-
más tarde Q. 1. Rahman [53] encontró una estimación óptima para la norma de
la primera derivada de estos polinomios así como estimaciones puntales de esta en
el interior del intervalo [—1,1]. También estudió el problema de Bernstein-Markov y.
y.
para los polinomios p tales que p(t)~ < ¡ti para todo t c [—1,13.
En la segunda sección del capítulo se estudian ciertas generalizaciones de los
y.
resultados clásicos. La desigualdad de Markov para la primera derivada (4.2) fue y,.
generalizada al caso de polinomios en ~? por O. O. Kellogg (véase el Téorema
4.19). Usando técnicas complejas, M. Baran [7] dio una demostración alternativa
del resultado de O. O. Kellogg, así como una generalización de (4.4) para el caso
de polinomios en varias variables. Y. Sarantoponlos generalizó (4.2) y (4.4) para
polinomios definidos en un espacio de Banach real (véase el Teorema 4.21). El y.
y,-
problema de Markov para la derivada n-esima de un polinomio de grado u también
y”
es generalizable a espacios de Banach reales con la misma constante que en el caso y.
clásico si se considera el polinomio homogéneo asociado a la derivada n-ésima en vez y..
de la propia derivada (véase la Proposición 4.30). Por esta razón, a partir de ahora
y mientras no se especifique lo contrario, al hablar de la derivada k-ésirna en un
punto de un polinomio de grado u (u =k) en un espacio de Banach, nos referiremos
a su polinomio k-homogéneo asociado. El resultado para la derivada n-ésima de un
polinomio de grado u junto con el resultado de Y. Sarantoponlos para la primera y,
derivada hacen pensar que las desigualdades conocidas en el caso clásico también se











“Scottish Book” ~443. Usando técnicas de Y. Sarantopoulos, probamos que la norma
de la segunda y tercera derivada de un polinomio en un espacio de Banach real está
acotada por una constante que difiere en un factor 2 y 32941 respectivamente
de la constante encoútrada en el caso clásico por los hermanos Markov (véanse las
Proposiciones 4.33 y 4.35). Y. 1. Skalygahaanuncíado reciertementeen [64] (aunque
no disponemos de demostración) unas aproximaciones al problema de Markov para
la segunda y tercera derivada, con constantes que difieren de las estimaciones de los
hermanos Markov en factores l’2327 y 2’4 respectivamente para valores altos de u.
Por otro lado, encontramos estimaciones puntuales de la segunda y tercera derivada
de un polinomio en el interior de la bola unidad (véanse las Proposiciones 4.33 y
4.35). Estas estimaciones mejoran desigualdades similares de V. 1. Skalyga.
Si nos restringirnos al estucho de polinomios sobre un espacio de Hilbert real, so-
mos capaces de mejorar nuestras estimaciones anteriores para la segunda y tercera
derivada. Usando técnicas diferentes, encontramos una cota superior para la norma
de la segunda y tercera derivada que coincide con la estimacion clásica para polino-
míos (le una variable. rfambiélí obtenemos una estimación puntual de la norma de la
segunda y tercera derivada sobre la bola unidad que generaliza una desigualdad de
R. Duifin y A. C. Schaeffer mencionada anteriormente (véanse las Proposiciones 4.45
y 4.47). Tenemos cierta evidencia de que las tecnícas usadas pueden generalizarse
a derivadas superiores. Esto probaría la ya comentada conjetura de Ilarris para
espacios de Hilbert. Por último, y sin abandonar el caso de polinomios definidos
en espacios de Ililhert reales, probamos que para derivadas altas de polinomios de
grado suficientemente grande, las estimaciones clásicas de los hermanos Markov se
cumplen con tanta aproximacion como queramos (véase la Proposición 4.53).
En la tercera y última parte de este capítulo se estudian desigualdades de tipo
Bernstein-Markov para polinomios en un espacio de Hilbert real JI dominados dentro
de la bola unidad por la mayorante p(x) = 1 — <¡x¡j2, Vx E B>-~. Los resultados
posteriores generalizan los ya probados por Q. 1. Rahman para el caso de polinomios
en una variable (véase las Proposiciones 4.59 y 4.62).
0’
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CAPíTULO 1
Preliminares.
En este capítulo presentamos un breve sumario de resultados estándar sobre teoría
de polinomios en espacios de Banach, productos tensoriales e ideales de operadores
que seran necesarios para entender las secciones posteriores. En lo sucesivo, K
denota tanto el cuerpo de los numeros reales E como el de los complejos C, mientras
que N representa el conjunto de los números naturales. Los espacios vectoriales o de
Banach serán denotados con las letras mayúsculas E, E, O, H, X e Y. Siempre que
sea determinante se especificará el cuerpo sobre el que están definidos, de otra forma
se entenderá que pueden ser tanto reales como complejos. Los espacios de Banach
clásicos se referirán con las notaciones estándar, especificando cuando sea preciso si
se trata de las versiones reales o complejas. Así, usamos por ejemplo las notaciones
É~(R) y L~(C) J)ara referirnos al espacio L~ real y complejo respectivamente. Cuando
no haya lugar a confusión escribiremos simplemente LP.
1. Polinomios en espacios de Banach.
Desde el punto de vista algebraico, la definición que usaremos de polinomio
y polinomio homogéneo entre dos espacios vectoriales (reales o complejos) es la
siguiemite:
Definición 1.1. Se dice que una aplicación F : E —* F es un polinomio ho-
mogéneo de grado u, o simplemente u-homogéneo, si existe una aplicación n-lineal
(lineal en cada una de sus u variables) L : E’ —> F tal que F es la restricción de
L a la diagonal de Et, es decir, si F(x) = L(x , x) para todo x en E. A menudo
escribiremos esta relación con la notación abreviada Ji = L. Así, un polinomio P
de grado < u en E se define como una suma de la forma F = E,, + F,>a ... + P0,
siendo F,, un polinomio k-homogéneo con 1 < k =u y F0 una constante.
No es difícil ver que la Definición 1.1 es equivalente al concepto de polinomio
algebraico en varias variables cuando nos restringimos a espacios vectoriales de di-
mension finita. En algunos casos es útil la interpretación del concepto de polinomio
(flie acabamos de dar en términos de productos tensoriales (véase la Proposición
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1.18). Si E y E son dos espacios vectoriales, usaremos las notaciones P,;(~JZ; E),
£«<E; E) y P,,,a(E; E) para referirnos respectivamente al espacio de los polinomios
u-homogéneos, al espacio de las aplicaciones n-lineales y al espacio de los polinomios
de grado < u entre E y E. Cuando n = 0, convenimos en decir que los conjuntos
anteriores representan las funciones constantes en E ó E”, según proceda, con valo-
res en E. El subíndice a hace referencia a que se trata de aplicaciones algebraicas.
Si E coincide con 1K, escribiremos simplemente ‘P,;(~E) £,,(“E) y P,.JE) en vez
de P«(~E; 1K), 4(~E; 1K) y Pwa(E; E) respectivamente.
El primer resultado significativo que presentamos sobre teoría de polinomios en
espacios vectoriales establece un isomorfismo algebraico entre el espacio de poli-
nomios u-homogéneos y el (le aplicaciones u-lineales simétricas definidos entre dos
espacios vectoriales.
Definición 1.2. Sean E y E dos espacio vectoriales y sea L E £,jE; E). En-
tonces decirnos que E es simétrica si para toda permutación u de (1,2,. . . , u) se
tiene que
x,.) = L(xUe),. . . X~(,;)) Vxk E E (1 =k =u).
Denotaremos por £§(“E; E) el espacio de las aplicaciones u-lineales simétricas
entre los espacios vectoriales E y E. Cuando E coincida con E escribiremos £~(~E)
en vez de £~CE;lK).
Proposicion 1.3 (Fórmula de polarización). Sean E y E dos espacios vectoria-
les. Si E E P(”E; E) es un polinomio u-homogéneo, entonces e.r-istc una única forma
u-lineal simetrica L E £(~E; E) tal que E(s) = L(x ,...,:r), Vx E E. Además, E
viene dada por
1
L(xí - x,,) = >3 . . . e,,F(ciíri + . . . + e,,xs), (1.1)
para todo Li :r,, C E, donde la suma sc toma sobre las 2” combinaciones posibles
de los Ck, con Ck =11(1= k <u).
y,,
Corolario 1.4. La fórmula (1.1) define un isomorfismo algebraico entre los es-
pacios P~CE; F) y L E fICE; E).
Definición 1.5. Dado F E PaQ’E; F), llamaremos polar de P a la única forma
u-lineal simétrica L E ~I(”~; E) tal que P = L. En algunas referencias se usa la
notación L = F.
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En algunos casos es util disponer de una fórmula de polarización diferente a
la mostrada en (1.1). Sea rk la k—ésima función de Rademacher (recuérdese que
rk(t) = sign(sen ‘2”wt), VI E [0, 1], donde Sign representa la funcióím signo). La bien
conocida ortogonalidad de las funciones ~k nos permiten probar fácilmente que si
E E Pa(”E) y L G £~(E) es la polar de E, entonces:
L(xí, . . . , r,;) j r1 (1) ,(t)F(rí(t)¿ri + . . . + r,dt)x,-,)dt, (1.2)
paratodoz~... ,x,,CE.
Si E es un espacio de Banach, denotaremos con H~ la norrria de E. Cuando no
haya lugar a confusión escribiremos simplenente . ¡¡. Usaremos las notaciones
8E,
y ½para referirnos respectivamente a la bola unidad abierta, a la bola unidad
cerrada y a la esfera unidad del espacio E. Es decir:
BE = ½E E ~[< 1)>
BE={XCE: [4=1},
= ½E E : ¡4 = 1}.
Nos limitaremos a partir de ahora a estudiar operadores continuos .Así, las no-
taciones P,;(”E; E), £,;(~E; E), C~(~E; E) y 7t,;(E; E) serán reemplazadas por
P(”E; E), L’(’~ E; E), £S(YIE. E) y P,;(E; E) respectivamente, cuando s¿lo se con-
sideren aplicaciones continuas. 1)e forma similar, las notaciones Pa(~E), £a(~E),
y %,~(E) se sustituirán por ‘P(”E), £(“E), C>(”E) y ‘P,;(E) respectivamen-
te. Se comprueba que las siguientes definiciones corresponden a normas cornpletas
en los espacios Jt(E; E) y £(“E; E):
[Fi = sup{IF(x)[F x E Br) VF E P,;(E; E),
[L[ = sup{¡¡L(xi ,...,rs)[p : x
1,... , x,; E B~) VL c £e’E; E).
Se puede ver que con estas normas los subespacios P(”E; E) y £“(“E; E) de ‘P,,(E; E)
y £(“E; E) respectivamente, son cerrados, es decir, se trata a su vez de espacios de
Banach.
1.1. Constantes de polarización. Se puede probar haciendo uso de las fór-
mulas de polarización (1.1) o (1.2) que el isomnorfisíno algebraico existente entre
P(~ E; E) y £§(uE; 77) es un isomorfismo topológico entre PCE; E) y £sCE; E).
En concreto se puede establecer la siguiente desigualdad:
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Teorema 1.6. Sean E y E espacios de Banach y supongamos que P E ‘PCE; E)
y,y L E £>CE; E) son tales que L = E. Entonces
it
y,HF¡¡ =[L[ =
u! ¡E[. (1.3) y.
La constante universal un/u! no puede ser reemplazada por otra menor en ge-
neral. Si E = L7’ (rn c N), E = 1K y definimos el polinomio 4>,; e P~’L7’)
por 4>(t~, . . . ,t,;,) = tm, <ti, . . . , Im) E L~ entonces se tiene que [tj¡ =
u~/u!¡¡4>,.¡¡. El polinomio 4>,. se refiere frecuentemente en la literatura como polino-
mio de Nachbin.
Para espacios de Banach específicos, a menudo es posible una mejora de la des-
igualdad (1.3). En cualquier caso, por el Teoremna de ilahn-Banach esta mejora
es independiente del espacio E. Esto nos permite limitarnos al estudio de polino-
mios con valores escalares sin pérdida de generalidad. Las constantes óptimas en la
desigualdad (1.3) para cada espacio de Banach reciben el nombre de constantes de
polarización, es decir:
y.
Definición 1.7 (Constantes de polarizaciómi). Si E es un espacio de Banach, y.
y,
entonces se definen sus constantes de polarización 1K(u; E) (u c N) por
K(u, E) = inf{c >0 : ¡¡L =c~¡Z[, VL E £3(”E)j}. y.
En general es relevante la naturaleza del cuerpo 1K. El estudio de las constantes —
K(u, E) para espacios concretos constituye una línea de investigación abierta hoy y.
en día. Para más detalles referimos al lector a [21], (27], [57] y [69]. En esta
memoria no profundizaremos en este problema, nos limitaremos a presentar algunos y,’
resultados que serán de utilidad en capítulos posteriores.
y.
1.2. Polinomios extremales. Según el rfeorema 1.6, para cualquier espacio *
de Banach E se tiene que
1 <1K(u, E) =
Son de un interés particular los dos casos extremos, es decir cuando K(n, E) —
y cuando 1K(u, E) = 1. Un ejemplo típico de espacio para el que K(u, E) = 1 es
4(K). En general, cualquier espacio de Hilbert verifica esta propiedad (véase [6],
[21],[273y [30]):
Teorema 1.8. Si H es un espacio de Jfilbert (real o complejo), entonces
= ~¡L-¡IVL E LV(”fJ) (1.4)
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Además, Y. Sarantoponlos y C. Benítez han probado en [8] que cuando 1K = IR
entonces la identidad (1.4) para u = 2, caracteriza los productos internos reales. En
el caso complejo no es posible probar un resultado similar. Se puede encontrar un
contraejeniplo Cii [27].
El otro caso extrenio (cuando 1K(u, E) = u”/u!) también ha sido estudiado tanto
en el supuesto real como en el complejo. En cualquier caso, los espacios isométricos
poseen las mismas constantes de polarización. Para explotar esta propiedad intro-
ducimos el concepto de distancia de Banach-Mazur y el de representabilidad finita:
Definición 1.9. Si E y E son dos espacios de Banach isomorfos, entonces se
define su distancia de Banach-Mazur por
d(E, E) = inf{[T[ . ¡T~~¡ T c £(E; E) es un isoniorfismo}.
Decimnos que E está finitamente representado en E si para cada subespacio Y de E
(le (llmensión finita y cada e > O existe un subespacio X de E de dimensión finita
tal que d(X, Y) =1 + e.
Y. Sarantopoulos ha probado en [58] el siguiente resultado sobre los espacios
de Banach complejos E para los que C(n, E) = un/u!. Se incluye ademas una
caracterización de los espacios de Banach complejos de dimensión u que cumplen
esa propiedad:
Teorema 1.10 (Y. Sarantoponlos). Si E es un espacio de Banach complejo
tal que C(u, E) — uit/u!, entonces ~? está finitamente representado en E. Es más
si E tiene dimension u, entonces C(n, E) = n”/u! si y sólo si E es isométrico a
En los espacios de Banach E para los que 1K(u, E) u”/u!, los polinomios
extremales tienen especial relevancia:
Definición 1.11. Si E es un espacio de Banach tal que 1K(u, E) = n”/u!, se
dice que un polinomio F E P(”E) es extremal si
(El) existen elementos Xj,... , £,. E 5E tales que É(xj - x,.) = ¡Éj, y
(1t2) ¡P¡ = u”/u!¡ F[.
Y. Sarantopoulos ha denmostrado el siguiente resultado sobre polinomios extre-
males en espacios complejos. El resultado demuestra en particular que en Li’(C),




Teorema 1.12 (Y. Sarantopoulos). Sea E un espacio de Banach complejo 0’
tal que C(n, E) = u”/n!. Si E c PCE) es extremal y a>.... , a> G SE son ta-
les que P(11 ,...,x,;) = n~/u!¡¡F[, entonces el espacio generado por Li ,...,X,, es
isométrico a L7. Además exi=teuna constante e E C tal que
L(z1x: + - . . + z,;x,;) = c~ zi .
y,
para todo zk E C (1 < k < n). En particular, si E tiene dimensión u, toda forma
multilineal alcanza su norma y en consecuenc?a E es isométrico a L7. Además todos
los polinomios extremales de grado u en E son mifltiplos del polinomio 4>,,.
*
El estudio de los espacios de Banach reales E tales que R(u, E) — n~ /n! ofre-
ce más dificultades debido a la imposibilidad de usar las técnicas complejas. Sin
embargo, el caso real ha sido estudiado recientemente en [36] por P. l<irx-van, Y. Sa-
rantopoulos y A. Tonge. Como en el caso complejo, para espacios de Banach reales
se demuestra que si existen polinomios extremales de grado u entonces el espacio
contiene copias isométricas de L7. Se prueba también que los polinomios extremales
en espacios reales de dimensión 2 y 3 son los múltiplos de 4>2 y 4>3 respectivamente.
No obstante, para u > 3 los polinomios extremales de grado u no son caracterizados
por 4>,. al igual que ocurre en el caso complcjo.
y,
1.3. Constantes de polarización generalizadas. Un problema de nuestro
y,,
interés, más general que el de determinar IK(n, E) es el de estimar las constantes de y.
polarización generalizadas:
Definición 1.13. Sea E un espacio de Banach y tomemos u,u1,... ,uk c N
con u u1 + . . . + uj> Entonces se define la constante de polarización generalizada
1K(u1,... , uk; E) como y,,
y,-
IK(ui, . . .,n~ E) :=inf{c : ¡L(x~’ . . .,x~fl¡ =c¡¡L[, L E £>(“ E) a> ,...,írk c Pr),
donde L(x?’ ,...,xk) denota L(x1,... ,x1,... ,a> a>).
it veces it, Veco.,
Nuestro interés por las constantes de polarízacion generalizadas se verá en el
Capítulo 4, ya que proporcionan estimaciones precisas de la norma de la derivada
de un polinomio homogéneo.
Sea F E W(E; E), entonces para cada ¿y C E, D(k)F(x) (2 =lc =n) denota la
derivada Fréchet k-ésima de 1> en x, mientras que ñ(kíF(x) (2 =k =u) representa
el polinomio k-homogéneo asociado a D(k)F(x) (2 < k =u). La primera derivada
Fréchet de F en x se representa simplemente por DF(s), aunque también usaremos
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al notación gradiente VF(x) en espacios de dimensión finita. Como ya dijimos en la
introducción, al hablar de la derivada k-ésima de un polinomio P c ‘P,,(E) (u =k)
en un punto x c E, nos referiremos frecuentemente a ñ(k>F(x) en vez de a D(k)PQr).
La conexion entré el problema de estimar las constantes de polarización gene-
ralizadas para un espacio de Banach y el de acotar la norma de la derivada de un
polinomio homogéneo definido sobre el mismo espacio se evidencia en el siguiente
resultadio:
Proposición 1.14. Sea E un espacio de Banach (real o complejo). Entonces
D(k?E(x)y ...Yk = k!0L(xitk,yl,.. . ,zW Vx,y1,... ,.yk E E.
fin particular
ñ(k)F(x)y = k!(~)L(x~>kYk) Vx,y E E.
La determinación de las constantes K(uí - np> E) representa niveles de difi-
cuRad diferentes según sea 1K el cuerpo de los números reales o los complejos. Las
tecnícas complejas permiten obtener resultados óptimos en general. L. A. Harris ha
encontrado en [27] el valor óptimo de C(ni,... , np> E) en general, para cada espa-
cio de Banach complejo E y cada k-tupla de números naturales (ni,. . . ni) (véase
también [283):
Teorema 1.15 (L. A. Harris). Sea E un espacio de Banach complejo y sean
u1,..., uk numeros naturales. Si u u1 + ... + ~/c y L c £>(~E), entonces
sup{~L(x~’ . . . ~flk)¡ : £~,... , Lk E BEl = ~ . iQíi! ~ (1.5)
La igualdad en (1.5) se alcanza para el polinomio 4>,. definido en E = L7\C). El
equivalente del Teorema 1.15 para el caso real no se conoce, al menos con constante
uptima.
2. Productos tensoriales.
Si E y E son dos espacios vectoriales, sea B~(E, E) el espacio de las formas bili-
neales definidas en E x E. Igualmente, si C es otro espacio vectorial sea E<jE, E; O)
el espacio de los operadores bilineales definidos entre E x E y O. El prodncto tenso-
rial de dos espacios vectoriales se define como el único (salvo isomorfismos) espacio
vectorial que satisface la siguiente propiedad universal:
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Definición 1.16. Sean E y E espacios vectoriales. Entonces el espacio E O F
es el producto tensorial de E y Psi existe un operador bilineal A E B0(E, E; ESE)
tal que para todo espacio vectorial O y todo operador 4 E B~(E, E; O), existe un




De forma equivalente ~ L o A.
y.
Observaciones 1.17. (i) Dados dos espacios vectoriales E y E, una descripción
y.útil de su producto tensorial E O E viene dada por el subespacio de B~(E, E)0’generado por las aplicaciones
x® y(~) %(x, y) V~ E B~(E, E),
con x E E e y E E. Se prueba fácilniente que este espacio verifica la propiedad
universal anterior con A definida por A(x, y) x O y para cada (x, y) E E x E.
(u) Se sigue del diagrama anterior que Ba(E, E; O) es isomorfo a CjE & E; O)
para cada espacio vectorial O. En particular B,;(E, E) es isomorfo a (E o E<.
Si 1 e E0’ y y e E*, f O y representa la fornma lineal en (E 0 77)0’ definida por
(f0q)(xoy)=f(x)g(y) paraxcEeye E.
(iii) La generalización del concepto de producto tensorial entre dos espacios vec-
tonales se extiende de forma trivial al producto de varios espacios. Dado un es-
it
pacio vectorial E, usaremos la notación ® E para referirnos al producto tensorial
E® ~. QE.
El concepto de polinomio homogéneo entre espacios vectoriales introducido en la y.
Sección 1 se puede interpretar de forma sencilla en términos de productos tensoriales
corno sigue:
Proposición 1.18. Si E y 1~’ son dos espacios vectoriales, entonces F es un
u
polinomio n-homogéneo entre E y E si y sólo si existe ‘T E 4(0 E; E) tal que
F(x) = T(x® .Q. Ox) para cada x E E.
2.1. Normas tensoriales razonables. Sean E y E dos espacios de Banach.
Ahora los productos x O y con x e y elementos de E y E respectivamente, se con-
siderarán definidos en e) espacio de las formas bilineales continuas en E x E que
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denotaremos por B(E, E). Igualmente, si O es otro espacio de Banach entonces
8(2, E; U) representa el conjunto de operadores bilineales de E x E en O. De en-
tre todas las normas que podemos introducir en E o E, nos interesaremos sólo en
aquellas que verifiquén - ciertas condlieiones razonables (véase [61]):
Definición 1.19. Sean E y E dos espacios de Banacb. Decimos que la norma
¡1 iIn-~r cii E O 7’ es una norma tensorial razonable si
(NTI{l) [x O yi¡E~r ik~tIE [y[g Vx E E, Vy E E.
(NTR2) [fo Y¡l(E®flhI Izar)’ = ¡f¡tn ¡¡qj¡p. VI C £0’ Vg E 1<0’.
Para simplificar la notación, a partir de ahora nos referiremos a las normas
tensor]ales razonables con el subíndice genérico a. Si E y E son dos espacios de
Banach y [~,es una norma tensorial razonable en EQE, entonces EOaF denotará
la compleción del espacio normado (E O E, . ¡¡a).
Una primera consecuencia de la Definición 1.19 es que la norma dual en E ®a E
es a su vez una norma tensorial razonable:
Proposición 1.20. Sean E y E dos espacios de Banach y sea li~ tía una norma
tensor-ial razonable en E O E. Entonces ¡¡ 1~J~®~u llalá es una norma tensoruzí
razonable en E0’ 0 770’ que denotaremos con ¡j
Existen dos normas tensoriales razonables notables en el producto tensorial de
cualquier par de espacios de Banach:
Proposición 1.21. Si E y E son dos espacios de Banaeh, entonces:
(a) Existe una norma tensorial razonable mini-mal en £0 E que denotaremos con
el subíndice e y que viene dada por
sup{< >3#xkÑ4Yk)¡ : u = >3xk 0 Yk, ¡~I¡E’ =~, ¡<‘fin < 1}.
Nos referiremos a esta norma como norma tensoríal muyectíva ‘y a E 0. E
como el producto tensorial inyectivo de E y E.
(b) Existe una norma tensorial razonable maximal en BO E que denotaremos con
el subíndice ir y que viene dada por
inf{>3 ItXk¡t ¡fYkI¡ : u = >3 xj~ 0
Nos referiremos a esta norma como norma tensorial proyectiva y o E O,. E
co-mo el producto tensorial proyectivo de E y E.
El siguiente resultado nos proporciona una representación de B(E, E) en términos
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Proposición 1.22. Sean E, E y O espacios de Banach. Entonces la identiflea-
czon
y”
¿(£0,. E; 0)3-u <—> ~ E B(E, E; O), —
definida por
v(x®y)=-~(x.y) WeB, VyEE,
define una isomet ría entre los espacios [(E 0,. E; O) y 8(E, E; O).
e’
Corolario 1.23. Si £ y E son dos espacios de I3anach, entonces 8(E, E) es
e-,isométrico a (£0,. E)’ y,




Definición 1.24. Si E y E son dos espacios de Banach, se dice que una forma
bilineal ~ E 8(E, E) es de tipo integral si existe una medida de Borel¡ en el espacio
compacto ~ w’) ~ (Ép-. , w’), siendlo re’ la topología elébil’, tal que
~(x,y) f(x)g(y)dp(f~g), Vx E E Vy E E.
Así, se tiene lo siguiente:
Proposición 1.25 .Si E y E son dos espacios dc Banach, entonces un forma
bilineal ~ E B(E, E) define un elemento de (E®< E)’ si y sólo si ~ es de tipo integral.
2.2. Algunas propiedades básicas de los productos tensoriales inyecti-
yo y proyectivo.
2.2.1. Dualidad. Veamos primeramente que dados dos espacios vectoriales E y
E, el dual de E 0 E se puede expresar en términos del operador “traza”. Denota-
remos por Y(E; E) el conjunto de operadores de rango finito de E en E, es decir,
el formado por los operadores lineales en 4(E; E) de la forma 2L1 fk 0 a>, donde
fk E 4(E), a>, E E y 1k 0 a>, E 4(E) viene dado por (1k 0 xk)(x) = fp(x)xk,
Vx e E. Si E E escribimos simplemente Y(E).
Definición 1.26. Sea E un espacio vectorial y sea u E F(E) de la forma u =
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Se comprueba de forma elemental que esta definición de traza coincide con el
concepto clásico de traza de una matriz. La correspondencia
it
E &E 3- z >3 a>. O y,, ~—s5,. E $E0’; E).
k=i
definida por
Sjf) : >3 f(yk)xk Vj~ E 1<0’
identifica a £077 como subespacio isomorfo de 4(F>; E). Por otro lado, se tiene que
(E O 77)0’ = B~(E, E) = EjE; 20’) y en consecuencia cada elemento ~pde (E ® F)0’
se puede asociar biunívocamente a un elemento 7$ de CjE; E0’). Entonces se tiene:
Proposicion 1.27 <Dualidad de la traza). Sean E y E espacios vectoriales. Si
p E (£0 77)0’ y z E E O E, entonces
p(z) = trE(S, o ‘1$) = trF.(T~ oS,.),
donde o se refiere a la composición de operadores.
La importancia de la traza también radica en el papel que juega a la hora de eva-
luar el dual de un espacio de operadores. En dimensión finita, el siguiente resultado
es fácil de ver:
Proposición 1.28. Sean E y E espacios de Banach de dimensión finita y sea
fi fi,; una norma en [(E; E). Si se define ~ en [(E; E) de tal manera que
sup{ trE(uv)~ : u c [(E; E), ¡IuW,. =1%
entonces ([(E; E”), ¡j II~~) ([(1< E), ji .
La norma tensorial inyectiva se define con la idea de ser la norma dual de la
norma tensorial proyectiva en el sentido de la dualidad de la traza. Se tiene (véase
para más detalles 6.1 en j193):
Proposición 1.29. Si E y 1< son dos espacios de Banacir, entonces
£0’ o, E —* (Fo,. 1<0’)0’
£0’ ® E0’ ‘4 (£0,. E)0’.
Curiosamente, la norma tensorial proyectiva no es en general dual de la norma
tensorial inyectiva en el sentido de la dualidad de la traza. No obstante, siempre
que uno de los espacios sea de dimensión finita se tiene que:
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E ®,. F’-e (£0’ 0,
E0’ o,. E’—> (E 0< 1<7
EY½E0’’—<Eo E)0’
2.2.2. Cocientes y subespacios. Si E es un espacio de Banaeh y O es un
subespacio de E, nos podemos preguntar si O 0,. E y O o, E son subespacios
isométricos de E 0,. 1< y E 0. E respectivamente para cada espacio de Banach E.
De forma similar, si O es un cociente de E, también parece natural pregunta-rse si
O 0,. 1< y O @s~ E son cocientes isométricos de E 0,. E y E O~ E respectivamente
para cada espacio de Banach E. Los siguiente resultados elementales de la teoría
de productos tensoriales muestran bajo qué condiciones los productos tensoriales
proyectivo e inyectivo preservan subespacios y cocientes. En cuanto al producto
tensorial proyectivo se tiene lo siguiente (véase por ejemplo 1.5 y 3.9 cii [19]):
Proposición 1.31. El producto tensorial proyectivo preserva eoeicntes. Eor el
contrario, no preserva subespacios en general, ni siquiera de fomna isomorfa.
y,
Los productos tensoriales en los que interviene t~ (~í) pueden describirse en y,.
términos de funciones integrables Bochuer <véase por ejemplo 3.3 en [19fl:
Proposición 1.32. Sea ((<y) un espacio de medida y sea E un espacio dc
Banach. Entonces Li(y) 0,. £ = LíQí, E), donde Lm<~u, E) representa el espacio de
las funciones integrables Boehner en (9,p) con valores en E.
De la proposición anterior se ve fácilmente que Li(y) 0~< preserva subespacios.
Grothendieck ha demostrado que sólo los espacios Li%z) presentan esta propiedad
(véase por ejemnplo 3.11 en [19)): —
Proposición 1.33. Sea £ -un espacio de Banach. Entonces E ®,. respeta su-
bespacios isométricarnentc si y sólo si E es isométrico a algún Li(y).
Para el producto tensorial inyectivo se tiene lo siguiente (véase por ejemplo 4.3
en [19]): y,,
Proposición 1.34. El producto tensorial inyectivo preserva subespacios. Fon el
contrario, no preserva cocientes, ni siquiera de forma isomorfa,
Sin embargo, como L
1(¡í) O preserva cocientes, e es dual para ir y 0(1<) es
en cierto modo dual de LiQz) (al menos sabemos que ()(I<7~ = L,(¡i) para alguna
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niedida p por el Teorema de Kakutani), entonces tenemos lo siguiente (consúltese
por ejemplo 4.4 en [19] para los detalles):
Proposición 1.35. Sean £ y E espacios de Banach. Si E es un cociente de E
con proyección Q, entonces 0(1<) 0£ es un cociente de 0(1<) 0, £ con proyección
ido. Q.
2.3. Normas tensoriales. Nótese que la definición de la norma tensorial in-
yectiva y proyectiva no está sujeta a ninguna característica específica de los espacios
que intervienen. Esta propiedad motiva la definición de norma tensorial en la clase
Ban de los espacios de Banach.
Definición 1.36. Una norma tensorial a en la- clase Bau es una correspondencia
que asocia a cada par de espacios de Banach E y E una norma tensorial razonable
¡ ¡~ en E o E de tal manera que también se verifica la siguiente propiedad
(U) Si E, E, O, fi son dos espacios de Banach, u1 E [(E; O) y u2 E [(E; H),
entonces el operador u1 O u2 E [(E 0~ E; O Oa Ji) definido por
u1 Q u2(x O y) = ui(x) O u2(y) Vx c E, Vg E E,
verifica que ¡¡ni O u2¡lc(E® FG® H) =t¡~’t¡ .
Esta condición se llama a menudo Axioma de Uniformidad.
Observaciones 1.37. (i) La definición anterior se debe a U.. Schatten [60].
(Véase también [19, p. 147]).
(u) Se puede probar que las normas tensoriales proyectiva e inyectiva verifican
el Axioma (U) y por lo tanto son normas tensoriales en el sentido de la Definición
1.36 (véase por ejemuplo 3.2 y 4.1 en [19]). Entre todas las normas tensoriales, la
proyectiva es la más grande y la inyectiva la más pequeña.
2.3.1. Normas tensoriales en el sentido de Grothendieck. Si a es una
norma tensorial en la clase Yiu de todos los espacios de Banach de dimensión finita,
hay una fornía natural de extender a a una- norma tensorial en la clase Bau. Esta
extensión se lleva a cabo mediante un procedimiento inductivo y proporciona la
definición original de norma tensorial (le Crothendieck (véase [25]):
Obsérvese que si E, E E .Tiu y ¡ ¡~ es una norma tensorial razonable en E QE,
entonces (E QE, ¡¡ . [<,)es un espacio de dimensión finita yen consecuencia completo.
Por tanto E 0~-. E = (E O E, [ . ¡i). Si E es un espacio de Banach, YiuE denota
el conjunto de subespacios de dimensión finita de E. Si £ y E son dos espacios de





(X, Y) =(X’, Y’) si X G X’ e Y C Y’. Este orden hace del conjunto 1 = YE x YE e
un conjunto dirigido. Dado u E EQE, se puede probar que la red (¡ u¡¡x®,;y)<xyí~i
es monótona. Efectivamente, si (X, Y) =<X’, Y’) e (x,xj, i(yy’) representan las
inclusiones naturales X ‘—> X’ e Y ~* Y’ respectivamente, emitonces siempre que
u C E O E esté en X O Y se tiene que
Así, para cada -u E E O E se puede definir [utt~ sin ninguna ambigiiedad por
hm ¡ut¡x®,;y,
(X,Y)cI
o lo que es lo mismo
inf{~¡u¡¡x®0y : X E YE, Y E Y~, u E X O Y)>
La flecha hace referencia al hecho de que . [—a.se define a partir de un procedi-
miento inductivo. Se puede probar que ¡ . ¡~ es una norma razonable en E O E
independientemente de la naturaleza de los espacios de Banach E y E. Además, t
verifica el Axioma (U). En consecuencia, t es una norma tensorial en el sentido de
la Definición 1.36 (véase por ejemplo [19. p. 149]). Todas las normas tensoria]es en
la clase San obtenidas a partir de tina norma tensorial en Yiu mediante un procedi-
miento inductivo cíe este tipo, se ilamnami normas tensoriales finitamente generadas.
J)ieho de otra forma:
Definición 1.38. Decimos que una norma tensorial a en la clase San es finita-
—4
atente generara sí a = a
Observación 1.39. Grothendieck sólo consideró en [25] normas tensoriales fi-
nitamente generadas. Por esta razón las normas tensoriales finitamente generadas
también son llamadas normnas tensoriales en el sentido de Crothendieck. Como
cabía esperar, las normas tensoriales inyectiva y proyectiva son finitamente gene-
radas (véase por ejemplo 3.2 y 4.1 en [19]), es decir, son normas tensoriales en el
sentido de Crothendieck. y,’
3. Ideales de operadores.
Dados E y E espacios vectoriales, f E E4 y x E 1’, recuérdese que f Ox denotael elemento de [(E; E) dado por
fOx(e)=f(e)x VeEE. y,
y.
Definición 1.40. Un ideal de operadores A es un procedimiento que asigna a
cada par de espacios de Banach (E, E) un subespacio AjE; E) de [(E; E) tal que
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(11) fOx EA(E;E) VfcE0’, VxeE.(12) Si U y II son espacios de Banach, entonces para cada u E [(E; II), a
AjE; E) y w E [(U; E), se tiene que urna E AjO; H).
Si además se cuenta con un procedimiento ~ que asocia a cada par de espacios de
Banach (E, E) una norma ¡~,; en AjE; E) tal que
(Mí) LI & x¡¡,; = [fIl ¡lxii Vf E 770’, Vx e E.
(N12) Si O y H son dos espacios de Banacb, u E [(E; H), a E AjE; E) y ‘ir E
[(O; E), entonces tiuvwiY =11<1 ¡~a¡~ .
(NIS) (A(E; E), I¡ I¡~) es un espacio de Banach,
entonces el par [A, . t] se llama ideal de operadores de Banach o simplemente
ideal de Banach mientras que la norma ¡ j¡~ recibe el nombre de norma de ideal de
Banach.
Ejemplos familiares de ideales de Banach son el ideal de los operadores continuos
con la norma usual [, ¶¡ . [~, el de los operadores compactos [AS, . [3 y el de los
operadores débilmente compactos [VV,I¡ ¡3. Otro ejemplo quizá menos habitual de
ideal de Banach es el constituido por los operadores p-sumantes:
Definición 1.41. Sean E y E dos espacios de Banach y seap tal que 1 =p < ~.
Entonces se dice que un operador lineal u E [(E; E) es p-sumante sí existe tina
constante e > O de tal manera que para cada número natural nr y cada elección
a>,... , a>,. de elementos de E se tiene que
m
(>3 iiuxkit~)’~ < e sup{(>3 If(xk)t~)”~ : f e BR-.} (714)
1 k=1
El ínfimo de los valores c para los cuales se cumple la desigualdad (ir» se denotará
por ¡u[,.,. Igualmente, el conjunto de los operadores p-surnantes de E en E se
representará por FI~(E; E). Se puede probar comprobar que ¡1 1K (1 =p < ~)
es una norma completa en FIjE; E) y que el par [Un, ti . ¡¡,.~] es un ideal de Banaclm
para cada 1 =p < ~ú.
Otro ejemplo interesante de ideal de Banach lo aportan los operadores integrales:
Definición 1.42. Sean E y E espacios de Banach y p tal que 1 =p =~. Deci-
mos que un operador u e [(E; E) es p-integral si existe una medida de probabilidad





donde ~ : L~(p) —* L~(p) es la identidad y Ip’ : E —> E0’0’ la inyección canónica del
espacio E en su bidual.
FA espacio cíe todos los operadores p-íntegrales con 1 =p < ~ entre los espacios
de Banach E y E se representará por I~(E; E). Se puede definir una norma completa
en I~(E; E) mediante y,
IIuIk~ := mf ¡¡ah . ¡¡b[ Vu E [(E; E),
tomándose eí ínfimo sobre todas las medidas de probabilidad ji y todos los operadores
a c £(L~(jz); 77) y b c £(X; L~(p)) que satisfacen el diagrama de arriba. Se puede
ver ademnás que el par [Ir, I¡ ¡¡i,.] es un ideal de Banach.
Otro ejemplo interesante de ideal de Banach es el constituido por los operadores
integrales. Si E y E son dos espacios de Banach, todo operador L E [(E; E) define
una forma lineal It~L en [<E o,. E) dada por
/3J~L(x ®y4) := (JpLx)§,
donde L< : E —* E0’0’ es la inyección canónica del espacio E en su bidual, x E E
e y E Et Entonces, un operador L E [(E; E) se dice integral si su funcional
asociado ÑJgL en [(E O,. E0’) es continuo respecto a la norma tensorial inyectiva,
es decir, si ÑFL E [<E 0< E’). El espacio de los operadores integrales entre E y E
se representa por I(E; E). Si L E [(E; E) es integral, su norma integral se define






Complejificación de espacios de Banach reales.
En este capítulo pretendemos hacer un estudio formal de los procedimientos que nos
liermitelí interpretar de forma satisfactoria un espacio de Banach real como subes-
real de un espacio de Banach complejo. Desde un punto de vista algebraico,pacio
todo espacio vectorial real E se puede considerar subespacio real del espacio com-
plejo Ex E con las operaciones (5) y (P) (véase la página u de la Introducción). En
primer lugar se verá que salvo isomorfismos no existe otro espacio vectorial complejo
E (leí que E sea subespacio real y que cumpla además la identidad E = E ib iE.
lambién estudiaremos otras representaciomíes isomorfas útiles de la complejificación
por pares ordenados en términos de productos tensoriales e ideales de operadores.
La extensión de la norma de un espacio de Banach real E a su complejificación
E se puede llevar a cabo de múltiples formas. En una primera aproximación al
problema se puede usar la definición de norma reticular compleja teniendo en cuenta
el hecho dc que todo espacio de Banach es subespacio del retículo C(B§). La norrna
conipleja así obtenida en E fue introducida por A. E. Taylor (véase [45]). La norma
de rfaylor cumple ciertas condiciones naturales que exigiremos a todas las normas
de complejificación razonables que definamos en E, a saber, que la norma en E sea
una extensión de la norma del espacio E y que preserve la norrna del conjugado de
los elementos de E.
Otros ejemplos de normas de complejificación razonables han sido definidos por
A. Alexiewicz y W. Orlicz [1], J. Bochnak [14], P. Kirwan [35], J. Lindenstrauss
y L. Tzafriri [39, p. 81], 0. A. Muñoz, Y. Sarantoponlos y A. Tonge [483 y 1. E.
Verbitskii [70] entre otros. La definición de todos los ejemplos de normas razonables
de complejificación presentados en las referencias anteriores tienen la peculiaridad de
no depender de los espacios a los que se aplican. Además su uso permite la extensión
de operadores lineales entre espacios de Banach reales sin alteración alguna de su
norma. Los procedimientos de complejificación que cumplan estos requisitos son de
especial relevancia y se les llamará procedimientos naturales dc complejificaczon.
El capítulo está básicamente dedicado al estudio de mecanismos que nos permi-
tan encontrar de forma sistemática ejemplos de estos procedimientos. Así, veremos
y,.
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que adeniás de las normas de comnpl~jiflcación definidas por pares ordenados, las nor-
mas tensoriales y las normas de ideales de Banach también definen procedimientos
naturales de complejificación. Asimismo, se prueba que los procedimiento naturales
de complejificación también se pueden generar por dualidad. En la parte final del
capitulo estudiaremos distintas representaciones de los procedimientos muás usados
(el de Taylor, Bochnak y Lindenstrauss-Tzafriri). El capítulo finaliza con el estu-
dhO de algunos problemas asociados a la propia estructura de las compiejifleaciones,
entre los que destaca el problema inverso a los procesos de complejificación y un
problema sobre dualidad, y,
y,’
y.
1. Complejificación algebraica de un espacio vectorial real.
y,-
Desde un punto de vista algebraico, la comnplejificación de un espacio vectorial
real no ofrece ningún problema. En una prinmera aproximación podemos imitar la
forma en que los números complejos se obtienen a partir de los reales:
1.1. Complejificación por pares ordenados: Si E es un espacio vectorial
real, entonces el producto cartesiano E x E dotado de las operaciones (5) y (P) que
recordamos a continuación, se puede interpretar como un espacio vectorial complejo:
(x,y)+(u,v):=(x+u,y±v) Vx,y,u,VEE. (5)
(a + iQ)(x,y) : = (ax — fly,,Gx + -iy) Vx,y E E, Va,) GR. (P)
El producto cartesiano E x E con estas operaciones será referido frecuentemente
con la notación E. La identificación x —* (x, 0) representa una aplicación lineal real
que nos permite ver el espacio E como subespacio real de E. lista identificación
justifica el uso de la representación z = x + iy en vez de z = (x, y). También
escribiremos £ = Rez e y = Imz y diremos que x e y son respectivamente la parte
real e imaginaria de z. Si z = x + ip es un elemento cualquiera de E, definimos su
conjugado de forma canónica por i = x — mg.
Aunque esencialmente lo que acabamos de contar es la única definición natural de
complejificación de un espacio vectorial real, la interpretación por pares ordenados
no siempre será la más útil para nuestros propósitos. ‘lambién interpretaremos por
complejificación de un espacio vectorial real E cualquier espacio vectorial complejo
isomorfo a E que satisfaga las propiedades de este último reseñadas en el párrafo
anterior. La siguiente definición recoge esta idea de fornma general:
Definición 2.1. Sea E un espacio vectorial real. Decimos que un espacio vec-
tonal complejo E es complejifmcación de E si:
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(Cl) Existe una aplicación lineal real e inyectivajw : E —> E.
(C2) É es suma directa de JE(E) e ijir(E), es decir E = IE(E) ib iiE(E).
Es fácil ver que la definición de complejificación que acabamos de dar es compa-
tibIe con la interpretación de complejificación por pares ordenados:
Proposición 2.2. Sea E un espacio vectorial real y sea E = E x E con las
operaciones (5) y (F). Entonces E es una complejificación en el sentido de la
Definición 2.1< donde jy viene dada por JE(x) = (jj 01, Vx E E.
Comno anunciabamos antes, la interpretación por pares ordenados de la comple-
jilicación de un espacio vectorial real es esencialmente la única posible:
Proposición 2.3. La complejifleación algebraica de un espacio vectorial real es
uníca salvo isomorfismos.
DEMOSTRACIÓN. Si E es un espacio vectorial real, veremos que toda complejifi-
cación E de E es isomorfa a ExE dotado con las operaciones (5) y (P). Sea SE como
en el Axionma (01) y definamos T : Ex E—> E por T<x,y) = Irn(x)+ijir(y). Es fácil
ver que 1’ es lineal. Por otro lado, supongamos que T<x + iy) = 12(x) + ijnz(y) = 0
para todo x, y E E. Por el Axioma (C2) se tiene que j2(x) = jn(y) = O y por
(C2) que x y 0. En consecuencia -T es inyectivo. Que T es sobreyectivo es
consecuencia inmediata del Axioma (C2). U
A continuación nmostramos otras representaciones útiles de la complejificación
algebraica (le un espacio vectorial real.
1.2. Complejificación por productos tensoriales: Sea {et, ej la base ca-
nonica de IR
2. Dado un espacio vectorial real E, todo elemento de E O IR2 adnuite
una representacion canonca uníca de la forma x O eí + y O e
2 para cierto x E E e
y E E. El espacio E 0 IR
2 dotado de las siguientes operacmones:
(xOeí+yOe
2)+(u0ei+vOe»:(x+u)Oeí+(y±v)0e2, (2.1)
(a+ifl)(xO e1 +yOe2) : = (ax — fly) Qem + (/Jx +ay) Qe2, (2.2)
para cada- ~-r,y, u, o E E y a, ¡3 E IR, constituye un espacio vectorial complejo. Es
nias:
Proposición 2.4. Sea E un espacio vectorial real y sea E = E O IR
2 can las
operaciones definidas en (2.1) y (2.2,7. Entonces E es una complejíficación de E en
el sentido de la Definición 2.1, donde IB viene dada por 32(x) = £0 em, Vx C E.
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1.3. Coniplejificación por operadores lineales: Dado E espacio vectorial
real, para cada x, ‘y e E representamos con la notación T,.,,, el elemento de ((IR2; E)
definido como
T4,
2(em) = z y T,.,2(e2) y.
Recordamos que {íú, e2} es la base canónica de IR
2. Nótese que todos los elementos
de [(IR2; E) tienen la forma de T,.~
1 para algún x,y e E. Es fácil ver que el espa-
cio ((IR’2; E) se convierte en un espacio vectorial complejo definiendo las siguientes
operaciones:
~~k2+ T,.,,. := T»+,>1,+,; Vx, y, u, y E E (2.3)
(a + iQ)§&,,.= JÁ,.0y¡3r±,>y Vx,y E E, Va,/3 e IR. (2.4)
& muás:
Proposicion 2.5. Sea E un espacio vectorial real y sea E [(IR
2; E) con las
operaciones definidas en (2.3,1 ‘y (2.4). Entonces E es ‘una complejificación de E en
el sen/ido de la Definición 2.1, donde lE -viene duda por jn(x) = 7$,0, Vx E E.
Veamos ahora cómo definir de forma- satisfactoria la complejilicación de un es-
pacio de Banach real:
y.
2. Complejificación de un espacio de Banach real, y,,
El proceso mediante el cual se definen los numeros complejos a- partir de los
numeros reales es una complejificacion mas. Por lo tanto, el proceso de conmplejifl-
cación de la norma de un espacio de Banacli real no ha de ser sino una generalización
del mecanismo que define la norma compleja estándar a partir de la norma usual en
la recta real. En nuestra definición de la complejificación de la norma de un espacio
de Banach real partimos de dos propiedades elementales de los números complejos,
a saber, que para cada número real / se tiene que ¡t) = It + Oi¡ y para cada numero
coniplejo z su conjugado i verifica que ¡< = f¡. Así, entre todas las normas que se
pueden definir en la complejificación algebraica de un espacio de Banach real, esta-
renios interesados urncamente en aquellas que satisfacen las siguientes condiciones
naturales (véase [48]):
Definición 2.6 (Normas razonables). Si [~ es la nornma de un espacio de
Banaclm real E y es una norma en E, entonces decimos que <. [~ es una norma
razonable si se cumple:
(NRi) I{X¡¡E = ItJE(£MIÉ Vx E E.
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(N112) I.yr(x) + iJE(Y)I¡É = [jE(x) — ijE(y)IIÉ Vx, y E E.
Diremos que eí espacio E dotado de una norma razonable 1W es una complejifi-
cacion razonable de E.
Dicho de otra forma, una noruma razonable es una extensión de la norma del
espacio E a su complejificación E (Axioma (NRl )), que además preserva la norma
del conjugado (Axioma (NR2)). Con el objeto de simplificar la notación. desde
ahora escribiremos x en vez de jn(x).
Las normas razonables satisfacen otras propiedades elementales de los numeros
complejos, como por ejemplo que para cada z E C se tiene que 1 Rezt = jz¶ y
1 Imnz¡ = z¡:
Proposición 2.7. Sea E un espacio de Banach real y sea una norma
razonable en E. Entonces, para cada x,y E E se tiene que
tx + iyWt =max {lxt¡E, HY¡¡E}.
DEMOSTRACIÓN. Del Axioma (NRI) se obtiene que
2¡tx¡¡E = [(x + iy) + (x — iy)¡¡~ < ¡x + iy¡¡~ + ¡x —
Por tanto, del Axioma (NR2) se sigue que ¡x¡tE < ¡¡x + iy¡Ip. Igualmente se prueba
que ¡yHE = ¡x + zy[~. U
Además, las normas razonables construidas a partir de normas completas son tanm-
bién completas comno cabía esperar, es decir:
Proposición 2.8. Si E es un espacio de Eanach real y ¡t ¡‘~ es una norma
razonable en E, entonces (A, 1W) es un espacio de Banach complejo.
DEMOSTRACIÓN. Supongamos que {z,.}~1 es una sucesion de Cauchy en el
espacio normado (A, ¡¡~) tal que z,. = x~, + iy,. con x,., y,. E E, Vn G N. Por
la Proposición 2.7 las sucesiones {x,.}~~ y {y,.}g1 son también de Cauclmy y por
lo tanto convergentes, digamnos que a £~ e yo respectivamente. Es fácil ver que
z,, —4 zo = £u + iyo. Efectivamente
it
— zcj¡¡rn = ¡¡x,. — x~ + i(y,. — yo)hIt < tx,. — xotlE + Hy,. — yoWw —4 0.
u
En [35], P. Kirwan establece la definición de norma razonable de fornía ligera-
mente diferente sustituyendo el Axioma (NR2) por:
(NR2’) ¡jE(Y) + ijp(y)¡¡~ > max {tI jw(x) [p, t¡JE(y)Hft}
-0’
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La Proposición 2.7 muestra que (NP)) es más fuerte que (NR2’). Sería interesante
saber si los Axiomas (NR2) y (NP)’) son equvalentes.
2.1. Primeros ejemplos de normas razonables. Dado un espacio de Bana-
ch E, cuando no haya lugar a confusión simplificarenmos a partir de ahora la notación
[E por 1 para referirnos a su norma.
y,El primer ejemplo de norma razonable que presentamnos en esta memoria se debe
a A. E. li’av]or. En [66] (véase también [67]) (lado un espacio de Bana.ch real E, se
define en A la siguiente aplicación
n2(x + iy) := LxtL2 + tLytL’2 Vx, y E E.
Es fácil verse tentado a interpretar u
2 corno una norma razonable habida cuenta del
parecido que guarda con la norma compleja estándar. De hecho muchos cayeron en
este error al final de los años 30, pero en realidad 122 no es ni siquiera una norma
compleja en general. La aplícacion u2 verifica los Axiomas (NRA) y (NP)). Además
es fácil ver que:
Ci) n2(z) > 0 Vz E E y n2(z) = O si y sólo si z = O
(2) n2(az) = ofnftz) Va E IR, Vz E E, y
(3) n2(z + ir) =n2(z) + ndw) Vz, w E E. y.
Sin embargo, la homogeneidad en sentido complejo (Axioma (‘2) con a E C) se
satisface sólo si exigimos que la norma esté generada por un producto interno:
Proposición 2.9. Dado E espacio de Banach real, la aplicación n2 es una nor-
ma razonable en E si y sólo si E es un espacio de Jlilbc-¡t.
DEMOSTRACIÓN. Si E es un espacio de ililbert, la homogeneidad se prueba de
forma. estándar usando la estructura de producto interno del espacio. Por otro lado.
si
n2(A(x + iy)) = Áfndx + iy) V.N e C, Vx,y E E,
poniendo >~ 1 + i, se obtiene la identidad del paralelogramo
— yH2 + Ix + ~[2 — 9(HxtI2 + [y¡~2) Va:, y E E,y en consecuencia, la norma de E se obtiene a partir de un producto interno, E
Así pues, los resultados obtenidos por A. E. ‘L ylor referdos a 122 sólo tie¡ en
sentido en espacios de Hiibert. Para enmendar esta deficiencia, A. E-. Taylor sugirió
en [45] a A. D. Michal y M. Wynian la siguiente definición:
¡fx + iyj¡x := sup p(x)2 + y(y)2 Vx, y E E. (2.5)
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Observación 2.10. Nótese que el Teorema de Hahn-Banach nos permite obte-
ner la siguiente descripción alternativa de . ¡y:
[¡x + iy[y sup y(x)’2 + <~í
lYIIrv* <1
= sup sup ~(x) cos t — ~(y) sen
= sup sup .p(x cos/ — y sen
(j=t=2,.IYlIw =1
= sup ¡xcost—ysent[. (2.6)
U<t<2,.
Aunque se trata de un problema estándar, vamos a ver por completitud que
ahora . j¡q. sí es homogénea en sentido complejo. Es más:
Proposición 2.11. Si E es un espacio de Banaeh real, entonces II ¡Y es una
norma razonable en E.
DEMOSTRACIÓN. En cuanto a la comprobación de que [y es efectivamente
una norma compleja, el único punto que requiere detenimiento es el de probar su
homogeneidad en sentido complejo, para lo cual utilizaremos la representación (2.6).
Sea A ~ C. Por simplicidad supondremos que A tiene módulo 1, es decir, A —
siendo O el argumento de A. Entonces, teniendo en cuenta la periodicidad de las
fímnciones sen y cos, para cada x, y E E se tiene que
He2O(x~~~iy)by= [xcosO—ysenb+i(xsenO+ycosO)¡¡y
= sup jx(cosúcost — senbsent) — y(senOcost + cosOsent)jj
O<t<2,.
= sup }¡x eos(O + t) — ysen(O + /)[ = ¡Y + iy¡~r.
O=t<2,.
Por otro lado, la comprobación del cumplimiento de los Axiomas (NRI) y (NR2) es
inmediata. E
A partir de ahora nos referirenmos a [y como la norma de Taylor. Más adelante
probaremos algunas propiedades de esta norma que la convierten en una comple-
jificación notable. En la siguiente sección se define el concepto de procedimiento
natural de complejificación y se dan algunos ejemuptos interesantes introducidos des-
de diversos puntos de vista.
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2.2. Procedimientos naturales de cornplejiflcación. Nótese que en la de-
4?finición de la norma de Taylor no se hace mención alguna a las propiedades del
y.
espacio que se complejifica. Se ‘puede decir que la complejificación de Taylor es un y.
procedimiento que asigna a cada espacio de Danach real E una norma razonable en y.
E. La norma de Taylor cumuple además una propiedad que vamos a exigir a todos los r
procedimientos de complejificación naturales. La propiedad a la que aludimos hace *
referencia a la conservación de la norma de un operador lineal al ser complejifica-
do, Para empezar veamnos qué entendemos por esto complejificación (le un operador —
lineal. Por su sencillez, dejamos para el lector los detalles de la- demostración díel *
4?
siguiente resultado.
Proposición 2.12 (Complejificacióu de operadores lineales). Sean E y E dos
espacios vectoriales reales y sea L c [jE; E). Entonces existe un unico operador
lineal L en [~(E; F) tal que L1s = L. Al operador L se le llama complejífleación de
L.. Es más, usando las diferentes representaciones de E y E se tiene:
?i(x + iy) = L(x) + íL(-i) V’(x, y) E E x E,
L(x®ei+yQe2)= LOidR2 VxOeí+yOc2E EOR
2,
= L o ~ VIÁ E [(IR2; E).
En otras palabras, todo operador lineal entre dos espacios vectoriales reales E
y E admite una sola extensión lineal a sus complejificaciones E y E. Veamos que
para operadores continuos, esta extensión sigue siemido posible con continuidad si se
considera la norma de Taylor es más:
0”
Proposición 2.13. Scan E y E dos espacios de Banach reales y L E [(E; E).
Entonces L E [((A, . [jj (E, Y)) y además [L¡[
DEMOSTRACIÓN. Como L es una extensión de L, entonces [¡L<¡> HLW Por otro
lado, si x, y E E, entonces
IL(x + iy)[?r = [L(x) + iL(y)¡¡r = sup ¡L(x)cost — L(y)sentj[p
O<t<2,.
= sup ¡L(x cost — ysen t)¡¡p. =[L[¡ sup [x cos t ysen
O<t<2r 00<2,.
= HLH . ¡¡x -i- iyfl~,
y.
y por lo tanto [L[ =[L¡¡. E
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La siguiente propiedad general de las normas razonables garantiza la extensión
con continuidad de los operadores lineales entre dos espacios de Banach reales, sean
cuales sean las normas razonables que se consideren:
Proposición 2.14. Sea E un espacio de Banach real y sea II ¡p una norma
razonable arbitraria en E, entonces
[x + zzJ[T =jx + iy[~ =2~[x + iy¡¡T Vx, y E E. (2.7)
Es más, el Ejemplo 2.40 demuestra que la desigualdad (2.7) es óptima.
DEMOSTRACIÓN. Para cada te IR y x,y c E se tiene que
[x + iy W = Hett(x + iy})[~ = ¡(xcost — ysent) + i(xsent + ycost)HÉ.
Ahora aplicando el Axioma (N1{1) y la desigualdad triangular obtenemos
cos t — y sen t¡IE < [x + iy¡¡~ =Lx cos t — y sen tHE + [x sen t + y cos t¡tE,
de donde se sigue fácilmente el resultado. U
En particular, la Proposición 2.14 demuestra que todas las normas razonables
son equivalentes. Este hecho, junto con la Proposición 2.13, prueba que la extensión
de un operador lineal se puede hacer siempre de forma continua. Además se tiene
la siguiente relación entre la norma del operador y la norma de su extension:
Corolario 2.15. Si E yE son dos espacios dc Banach reales y Lt y t¡ [p son
dos normas razonables en E Y É respectivamente, entonces para todo L E [(E; E)
se tiene que L es continuo corno operador entre los espacios (E, 1 ¡¡ir) y (A, t¡ .
y É[ = 2¡tLt¡. Además se verá en el Ejemplo 3.51 que esta desigualdad es óptima.
DEMOSTRACIÓN. Sea x + iy E É tal que ¡¡x + iy¡¡~ =1. Entonces usando la
descripción alternativa de la norma de Taylor (2.6) junto con (2.7), obtenemos
HL(x + iy)j~ = 2[L(x + iy)l¡x = 2 sup HL(x)cost — L(y)sent[ir
O<t<2,r
= 2 sup ¡L(xcost — ysentftp =2WLH sup Hxcost — ysent¡¡E
O<t<2,r O<t<2,.
= 2¡¡L[¡ . Itx + iy¡[T =2¡¡L¡¡ . ¡¡x + iy¡¡~.
E
A partir de ahora nos interesaremos casi exclusivamente por los procedimientos
de complejifleación que como el de rraylor preservan la norma de los operadores
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Definición 2.16. Llamamos procedimiento natural de comp/e jificación a todo
y
mecanismo u que asigne a cada espacio de Banach real una norma razonable fi
en su complejificación con la siguiente propiedad:
(PC) Si E, E son dos espacios de Banach ¡cales y L E [(E; E), entonces su eom-
plejificación L : (E, ¡ . ¡,,) (1, ¡ . f¡’>) tiene la misma normna que L.
Diremos cíue t¡ ¡f.> es urma norma de complejíficación natural en E y que (E. . ¡ <4
es una complejíficación natural (le E. Además denotaremos con ¡¡L¡ la norma de
L como elemento de (((E, ¡ . ¡¡<4; (1<, ¡ tú)
4?
3. Cornplejiflcaciones duales.
Dado un espacio vectorial real E, representaremos la complejificación de E0’ por(E0’)t Según la interpretación por pares ordenados de la complejificación de un
espacio vectorial real, se tiene que (E’< = {s + íV’ : ~, < E Ej. Por otro lado,
(E)0’ consta de formas lineales definidas en E. En principio no es del todo evidente
que el dual de E coincida con la complejificación de EL Sin embargo, no es difícil
establecer un isomorfismo algebraico entre estos dos espacios. Veremos también que
si E es un espacio de ]3anach real y ¡ ¡ ~ es una norma razonable cmi E, entonces
(E. ¡ . ¡¡p)0’ es una complejificación razonable de EL Esto da lugar a la definición
de las normas de compíejificación duales (véase también [35] y [48]). -
Proposición 2.17. Si E es u ¿ espacio vectorial real, entonces la aplicación
7 : (Et —> (E)0’ dada por y.
y.
X(so + iV4(x + iy) := %jx) — «y)) + í(«y) + «x)) Vx,y E E, (2.8)
y.
es un isomorfismo algebraico.
DEMOSTRACION. Se demnuestra fácilmente que 7 es lineal. Supongamos ahora
que T(y+iV’) = O. Entonces si ponernos y = O en (2.8) tenemos que « )+iV’(x) = 0,
Vx E E, de donde es inmediato que ~ = = O. Por lo tanto 7 es inyectiva. Veamos
por último que Y es sobreyectiva. Si f e (É)4, entonces p = Ref[~y V’ = lmfí~
son formas lineales reales en E Además se ve claramente que Y(~ + 17) = f, con
lo que se concluye la demostracion. E
Proposición 2.18. Si E es un espacio de Banach real y E = (E, . ¡¡,~) es una
complejíficación razonable de E, entonces (E)0’ = (E, ¡ . ¡~)0’ es una complejificación
razonable de E0’.
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DEMOSTRACIÓN. Definamos 11=: E4 —> (E)4 mediante jir~(y) = p + iO. Es
fácil ver que Á~ verifica los Axiomas (Cl) y (C2). Comprobar los Axiomas (NRA)
y (NR2) requiere algo más de trabajo. En primer lugar, si ~ E E4 entonces
= sup{¡Qp + iO)(x + iy)< : [x + iy[~ =11
sup{ y(x)2 + «y)2 : ¡[x + iy9~ =ti
[Y[n’sup{[x + zy[T [x + iy[~ =1}.
Pero como por (2.7) la norma de Taylor es la norma razonable más pequeña, entonces
se tiene que
Por otro lado
¡¡jEd.SR)I[(É). =sup{¡(yo + iO)(x + iO)[ : [x¡In =1}
= sup{¡y(x)[ : [x[E =1>
Esto prueba que ¡¡iE~(Y)fl(É). = [y¡jp=. En consecuencia 4 cumple el Axioma
(NB.l). Para comprobar el cumplimiento del Axiomna (NP)) nótese que si ~, ~‘ G E’
y x,y E E, entonces
— i7)(x + íy)¡ = («x) + «y)) + iQp(y) — «x))
= (Áx) + «y)) — í(«y) —
= V~ + i7)(x iy){.
Como [jx + iy¡j~ = [x — iy¡[~, se sigue finalmente que ½+ ~kI¡(É)’= ¡<Y —
u
Observación 2.19. Dado un espacio de Hanach real E y una norma razonable
en E, la Proposición 2.18 nos permite definir cmi (E0’7 una norma razonable
por medio del isomorfismo T, cuya expresión viene dada por la identidad
½+ i4(n.y : ¡I(p + i«II(ñy. (2.9)
Con esta definición es evidente que se verifica la igualdad
Este comentario sugiere la definición de norma dual de una norma razonable:
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Definición 2.20. Dado un espacio de Banach real E y una norma razonable
en E, definimos la norma dual de fi ¡<~ como la norma razonable fi .
en (E0’$ dada por (2.9). Esta norma verifica la igualdad (2.10). Igualmente, si
u y u0’ son dos procedimientos naturales de complejificación, decimos que u” es eí
dual de u si para cada espc cio de Bauacb real E y cada y. u” G E4 se tiene que
«y + iVjk* := «~½+ í7)WJ. Esto garantiza. cii todo momento el cumplimiento de
la siguiente identidad: —
fi fi,,.) = (E, fi . [<40’.
y.-
4. Construcción de procedimientos naturales de coniplejificación.
y.
Esta sección está dedicada a la construcción de ejemplos de procedimientos natu-
rales de complejificación. Cada uno de los diferentes enfoques dados de la complejifm- —
cación algebraica de un espacio vectorial real (véase la Sección 1), sugiere la utiliza- —-
ción de técnicas específicas para definir procedimientos naturales de complejificación. y.
Quizá el mnétodo de formación de procedimientos naturales de complejificacion mas
y,
intuitivo sea aquel en el que se interpreta la complejificación algebraica en términos
y.
depares ordenados (véase la Sección 1.1). Este método será descrito en primer lugar. y.
Si interpretamos la complejificación algebraica como un producto tensoria.l (véase la —
Sección 2), es tentador intentar definir procedimientos naturales de comnplejiflcación
en términos de normnas tensoriales. Veremos que toda norma tensorial representa
un procedimiento natural de complejificación. liecíprocamnente, veranos que toda
norma razonable en la complejificación de un espacio de Banaclm real es una norma y.
*
tensorial razonable. Por último, si i nterpretan’mos la complajificación algebraica en y.-
térmuinos de operadores lineales (véase la Sccciómi 1.3), veremos que toda norma de —
ideal de operadores representa un procedimiento natural de complejificación. y.
4.1. Método por pares ordenados. 1)ado un espacio de J3anach real E, se
y,
puede generar un buen número de normas razonables en E partiendo de las funciones
n~(x + ¿y) := (fixfi~ + ¡yfiq’/’ Vx, yE E (1 =p < Ñ *
y,
Las funciones n~ (1 =í =~) no son homogéneas en sentido complejo cmi general.
Este problema se soluciona definiemido —-
h~(x + 4’) := sup np(cil(x + ¿y)) Vx. y E E (1 <p =~).
(Kt<2,. y,,
Por otro lado, como
sup (1 cos tr + ¡ sen t¡~) ~= { i~-~ g ~~
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habrá que mnultiplicar ?i~ por el factor 2min(~/’21/p,O) con el fin de asegurar el cum-
plimniento del Axioma (NR1). En definitiva se tiene lo siguiente:
Proposición 2.21., Sea E un espacio de Banach real y p > 1. Entonces la
aplicación ¡¡ . ¡<~¡> definida por
¡x + U/¡¡(p) 2min(1/2—m/p,O) sup (¡¡x cos t — y sen t¡ ~+ ¡lx sen t + y cos t¡¡~) m/p
Ú<t<2r
pura cada x, y E E, es una norma razonable en E. Además ¡¡ K¿ es una norma de
complejificación natural.
Observación 2.22. Nótese que ¡¡ . = lim~>,.~ ¡ . ¡¡~ se reduce a ¡¡ ¡~. Por
otro lado, la norma ¡¡ ¡¡~m~ fue usada por A. Alexiewicz y W. Orlicz en [1] (salvo el
factor de corrección 1/vi). La normna ¡¡ ¡(2) fue introducida por J. Lindenstrauss y
L. Tzafriri en [39, p. 81]. Por esta razon nos referiremos a ella en lo sucesivo con la
notación ¡ ¡J~j. En la siguiente sección haremnos un estudio más detallado de este
procediimm iento.
Veremos en seguida la denmostración de la Proposición 2.21 como caso particu-
lar de un resultado más gemeral. Se pueden construir más ejemplos de procedi-
muientos naturales de complejificación dentro de la interpretación por pares orde-
nados definiendo una norma sobre la base de un pronmedio integral de la función
~ n~je”(x + ¿y)). Esto es lo que hace P. Kirwan en [35]. Si para cada p,q =1
definimos Cp,q = (~ 17(1 coser + ¡senQ~P)QIvd~)¿¡~ (nótese que C2,q = 1 para todo
q =1), entonces se tiene lo siguiente:
Proposición 2.23. Sea E un espacio de Banach real y p,q =1. Entonces la
apíteación ¡ . ¡t(~~) definida por
¡ + ~ := ~ (~ j ([x cos t — ysen t[~’ + t¡xsent + ycos t¡¡P)í/Pdt) m/q
para todo x, y E E, es una norma razonable en E. Además ¡¡ ~ es una norma
de. complejificación natural.
DENIOSTItACIÓN. Que ¡¡ ~ es una norma compleja Ima sido probado por P.
Kirwan en [35, Corollary 2.2]. Por otro lado, una simple inspección de la definición
de ¡ . ¡¡(p,q) muestra que la elección de la constante Cp,q (1 =p, q =~) es la adecuada
para salvaguardar el cumplimiento del Axioma (NR1). Veamuos que ¡¡ ¡¡<~ verifica
también el Axioma (NR2): Como el integrando en la definición de ¡jx + iy¡¡(pq) es
0’~
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¡<Y + Z~/<¡(p,q) = i (¡¡x cos/ — ¡p’~QP~.(i[2 ysent y’ + ¡<x sen t +
c~1k2wJú ycost~~7 al)
_ 1) f2~
vcoss¡tP)h’Pdr)(¡<xcoss + ysen s¡~’ + ¡xsen s —Cp,q k2~ j~
= ¡¡£ — iy[(p,q).
Resta probar que la normna t¡ ~ es una norrmia de complejificación natural. Efec-
tivamente, si E es otro espacio de Banacb real ,x, y E E y L E [(E; E), entonces
¡ íi(x + ¿y) t¡(p,q) = ¡ L(x) + iL(y) ¡<(pr,>
<2,. (<¡L(x) cos t— t(y) sent ¡7~+ ¡ L(x) sen t+L(y) cost¡ fl~/Pdi) 1/<)
=HLH$ (1 f~ ([x cos t —y sen Q~ + [x sen t + y cost¡¡SY’~dt) 1/q
= t¡L ¡ . [x + ~‘y¡¡(pq),
y en consecuencia ¡Lj(P1) = ¡ L-<¡. U
Observación 2.24. Nótese que para cada p =1, ¡¡ . ¡~~> := linmq~ ¡¡ M(p,q)
se reduce a ¡¡ ~ comí ~ = limq.+,~ cp,q = 9m¡ii(i/2—1/p,O) En particular ~ = 1 si
p =2. Por otro lado si 1 < q < ~, entonces ¡ ¡¡(~) lIff~p...}~ ¡¡ ¡¡(p,q) se reduce
a la norimma
~ ¡-‘2r
[x + Zy[%9) := ~ k~ J mnax{¡ x cosi — ysen t[ , ¡<w sent + ycos t¡¡}~dt)
definida para x, y E E, con c~q = lirmm~+~. e~,,1 = (f p2~ max{j cos t¡, ¡ semí t¡}~dt) lfr
Finalmente, se ve claramemite que ¡ . ~ := iimmmp,q+~ ¡ jpq = ¡¡ ¡ti’.
A título de ejemplo diremos para termínar esta seccion que P. i<irwan menciona
en [35] un caso más de nornma natural de complejificación. Se trata de la norma¡ (I,q) con q =1 definida por
¡ + ?Y¡¡(T,q) := ¿(1 J ¡K cosi — y sent ¡ Qdt) m/~1
para todo x, y E E. En este caso, para salvaguardar el cumplimiento del Axioma
(NR1) se define Cq = (~ 17 t cos t<’~dt) ~/1 Obsérvese tammbién que t< ¡~~}
~ ¡¡ ¡¡(~7~q), se rediuce a j¡ ¡~~> = ¡t’r.
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4.2. Método por productos tensoriales. Usando la representación por pro-
duetos tensoriales de la complejificación de un espacio de Banach, en esta sección
vamos a ver la estrecha relación que existe entre los conceptos de norma razonable
y el de norma tensom’ial razonable (en el sentido de la Definición 1.19). Jgualmnente
comprobaremos qíme toda norma tensorial en el sentido de la Definición 1.36 define
un procedimiento de complejilicación natural.
Proposición 2.25. Si E es un espacio de Banach real, entonces todas las nor-
mas razonables en E = E O 4 son normas tensoriales razonables.
DEMOSTRACIÓN. Sea ¡ ¡~ una norma razonable en E. Recordamnos que hay
que probar las siguientes identidades:
¡¡‘O a¡ g~ = ¡Lckirt¡a¡tt Vx E E, Va E 4,
y ob ¡(E)* = ¡YtW.¡lbH~ V9 e E’, Vb e (4)’ = 4.
Sea x E E y a = a1e1 + a2e2 E 4. Entonces
xO a Cm £0 e1 + C2 £0 C2 = (am + ia2)(x Oct).
Por lo tanto, aplicando la homogeneidad de la norma ¡¡ . ¡~ y el Axiomna (NRA) se
tiene que
¡Ex o a¡¡~ = ¡¡(Cm + iaj(x O em)¡<~ = ¡Cm + ia2¡ . t¡x 0Cm l¡t = ¡aE¡el ¡<xt¡r.
Igualmente, como por la Proposición 2.18 (E, ¡t Ht) es una eornplejiflcacmomi razo-
nable de E’, se tiene que
tY O b[(Éí. = ~¡¡~.¡[b[p Vv E E’, Vb E 4.
U
Proposición 2.26. Sea E un espacio de I3anach real. Si a es una norma ten-
sorial, entonces E = E 00 4 es una complejificación natural de E.
DEMOSTRACIÓN. Verenmos primnero que E 004 es un espacio complejo. Todas
las propiedades de la norma se satisfacen de forma trivial salvo la homogeneidad.
Comprobemos que
¡j\(x + iy)l¡~®~~~ = ¡A¡ . ¡x + iy¡¡E®0~2
para todo x,y e E y cada> E U Podemos suponer que A tiene norma 1. Así, si O
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entonces ¡¡u¡< = 1 y por
qn e
¡etO(x + iy)<¡~®0~ =
lo tanto, aplicando la propiedad de uniformidad (U) se tiene
y,
¡¡(xcosO — ysen6) + -i(xsenO + ycos
= txO(emcosO+eísenO)+yO(—eisenO+e2cosO)t¡p~ú
= ¡(idir O U)(x O ~3m+ y O ~2)<tE®0s
¡ idir O u[C(E® ÉF®J~)¡ xO e1 + yO C2[¡E®t2
= t¡x+iy¡tE® ~2.
Como esto se cumple para todo número real O, se deduce que
tetx + iy)t¡~®0~~ = ¡x +
Sea j¡: E —+ E 004 tal que jp(x) = xO C1. Si £ E E, entonces
= ¡¡xo e~ ¡¡fl®¿2 = ¡¡Y ¡irt¡eí 1 =
de donde se sigue el cumuplirniento del Axioma (NRl).
lineal u : 4 —4 4 muediante v(em) = e1 y ‘v(e2) =
¡v¡j = 1. Entonces, si x, y E E, por la propiedad (le
y.
Definamos ahora la aplicación
—e2. Es fácil comprobar que
uniformidad (U) se tiene que
— 2’y~¡~® (2 = ¡¡Y O Cm — Y O e2t¡BQ%f2
= ¡ (idE O v)(x Ocm + yO e~)¡ ~®0~
=¡¡ide O ~>¡£(E®oÉ~;B®oti)H£ Oci + ~O e2¡ ~s®0¿~
= ¡£ + iYt¡w® (2.
Se obtiene pues que ¡x+¿y¡¡~®~p = ¡£—iy¡¡~®0~2. Por lo tamíto se cumple el Axioma
(NP)).
Por último, si L c [(E; E), entonces L : E o~ 4 —+ E 00 4 viene dada por
L = L O id~2 (véase la Proposición 2.12). Así, por la propiedad (U) ele las se sigue
finalmente que [L ¡ = J¡L¡¡. U
Observación 2.27. Dado un espacio de Banach real E, las normas de comnple-
jificaciones naturales en E = E 0 4 generadas por el producto tensorial inyectivo
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normas tensoriales inyectiva y proyectiva (véase la Sección 2 del Capítulo 1) y por
la Proposición 2.26, las aplicaciones
<¡Y O em + yO e21¡E®,F = sup{<p(£)«em) + p(y)«e2)¡ : <[p<¡E’ =1, ¡14’Hti =11
¡[Y Ocm +yOe2WE®=’= inf{Z [. kt¡k’ ¡ÁkH4 : £ Qem +yOe2 = ~£ O MI,
delinidas para cada x, y E It’, son dos normas de complejificaciones naturales en
E = E o 4. Una manipulación elemental demuestra que <¡ . [~®<4 coincide con la
normna de rraylor (véase la Proposición 2.30). Por otro lado, veremos también que la
norma <¡ <¡~®,.~ presenta propiedades extremmíales notables. Esta norma fue usada
por i. Bocimnak en [14], lo que justifica qime nos refiramos a ella como norma de
l3ochnak. La norma de Bocbnak será representada con la notación ¡
4.3. Método por operadores lineales. En esta sección descubriremos la re-
lación existente entre los conceptos de procedimiento natural de complejificación y
el de norma de ideales de operadores (véase la Sección 3 del Capítulo 1). Veremos
que sí interpretamos la complejificación de un espacio de Banach real en términos
de operadores lineales, entonces las miormas de ideales de operadores generan proce-
dimientos de complejificaciómí naturales.
Proposición 2.28. Sea E un espacio de Banach real y sea a una norma de
ideales de operado-res. Entonces E = [(4;E) dotado con la norma ¡¡ ¡~0 es una
complejificación natural de E.
DEMOSTRACIÓN. Si a es una norma de ideal de Banach, recordamos que de
acuerdo con la Definición 1.40 se tiene que
(a) para cada a e 4 y £ E E, entonces [a O £t¡&. = t<aI¡ . ¡¡£¡¡, y
(b) si E es un espacio de Banach real, u E [(4;4), T e [(4;E) y y E [(E; E),
entonces
t<vTut<0 =<¡v[ . <¡Tt<0 . ¡lu¡t
Nótese que si a E 4 y ¿r E E, entonces el operador aOx E [(4;E) (véase la Sección
3 deI Capítulo 1) viene ahora dada por
(aox)(b)=<a,b>x Vbe4,
donde < a, b > representa el producto interno emí 4 aplicado entre a y b.
Probaremos primero que [<[,. es una norma compleja en E. Se puede demos-
Irar fácilmente que se cumplen todos los axiomas que definen una normna compleja,
y.
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aunque quizá la homogeneidad compleja de ¡f <k requiere algo más de detenimiento. y’
y,Hemos de probar que
¡<<x + iy)¡<0 = ¡Al . ¡Vr + iy¡<0,
para todo x,-y E E y A E C. Como siempre basta tomar A de módulo 1, por ejemplo
A — e’~ siendo O c R su argumento. La aplicación lineal u-: 4 —+ {~ dada por la
ni atmiz ( e senO )
y.tiene norma 1. Por lo tamíto, ele (b) se sigile que
e~(x + ¿y) ¡o = ~ ser,Oxsen O+v COSO
= <tT,..~uJt,. =[T,.Jf0 . Vr-Mt = <Y + ‘~tk
Pero como esto es cierto para cada numero real O, en realidad tiene que haber
igualdad. Dicho de otra forma ¡eiú(x + ~y)<k = ¡[r + iy[<0.
Si ahora Ir : E —y ((4; E) está definida por jr(x) = ho, de (a) se sigue que
= ¡<(1,0)0 x[t0 = [(i,0~~= . <tx<t =
lo cual demuestra el Axioma (NRI). Por otro lado, si definimos ti : 4 —* 4 mediante
‘v(e1) = e1 y v(e2) = —e2, entomices ¡~v¡< = 1. Pero aplicando (b) una vez mas se
obtiene
— iy[¡0 = ¡¡§Tr,y<to =
=¡[itt, . ¡<22< = tk~ + iy[¡0,
para cada Y, y E E, de donde se deduce inmediatamente, el Axioma (NR2).
Finalmente, si L E ((E; E) entonces L : ([(4; E), ¡<4) —> ([(4; E), }¡ . ¡<4)
viemie dado por [<(‘1’)= LT para cada T G <4: E) (véase la Proposición 2.12). Pero
co muo
[t(T)tk = ¡<LT¡<~, =¡t tt< ‘
entonces t¡~H = t~¡. Esto demnuestra el Axioma (PC) E
y.
5. Co¡nplejiflcaciones notables. y.
5.1. La complelificación de ‘Taylor. Como veremos a continuación, uno de
los aspectos más interesantes de la complejificación de Taylor es que coincide con la
norma reticu]ar (véase la introdtmcción del capitulo) en espacios 0(1<). Además se
tiene que
= É~(C).
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En este sentido, nótese que todo espacio de l3anach real E puede considerarse como
un subespacio de un cierto 0(K). Efectivamente, dado que B~. es compacto, si
para cada x E E definiffios /4 E C(B~.) por f~Qp) = p(x), entonces la aplicación
£ ~* j4 es una isometría por el Teorema de Hahn-Banacb.
Proposición 2.29. Sea E un espacio de Banach real. Si E se considera como
subespacio de un cierto 0(1<), entonces la complejificación reticular y la de Tuylor
coinciden en E. En particular, si E es un 0(1<), su complejificación reticular
coincide con la de Taylor.
DEMOSTRACIÓN. Si Y,y E E, entonces
¡[x + ¿y¡lCdB5*) = ¡II, + ify¡¡Cc(Bs.) = ¡¡ ([f~<2 + ¡f~i¡2) 2 <¡Cwdirns.)
= sup (<J4(p2 + f7)p)[2)7
= sup y(£)2 + <y)2.
l~ll¿~ =1
U
Como anunciábamos en la Sección 4.2, la norma de Taylor puede expresarse en
términos de la norma tensorial inyectiva:
Proposición 2.30. Sea E un espacio de Banach real. Entonces
caczon E = E o~ l~ es la complejificación de Taylor.
DEMOSTRACIÓN. Sea x,y E E. Entonces
¡[x O e
1 + yO e2HE®12 = sup{¡y(x)ai + cp(y)a2j
la complejzfi-
¡lp[¡n~ Si 1, ¡ (al, a2)H¿2 < l}
— sup{\/9(x)~ + <y)
2: ¡[p¡[t” =11
— ¡[Y + iyE<x.
E
La nornma de Taylor también puede expresarse en términos de una norma de ideales
de operadores:
Pro posición 2.31. La norma de Taylor procede del ideal de J3anach fE, ¡ .
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DEMOSTRACIÓN. La demostración se sigue de la identidad
-= sup ¡7j2(aej + bcí)[
a
2+b2~i
= sup [ox + by[
a2 +b~
e
= sup <1£ vos t — y sen t[ —
0< t<2,.
= <[x + iy[T, y,
y,
para cada x,y c E. E
Otro aspecto notable de la complejificación de Taylor es que en virtud de la desigual-
dad (2.7), dado un espacio de Banach real E, de entre todas las normas razonables
que podemos definir en E, la norma <[ % es la más pequeña. A continuación estu-
diamos una complejificación con propiedades extremales opuestas en este sentido a
la commmplejificación de Taylor:
5.2. La complejificación de Bochnak. Dado un espacio de Banach real E,
recordarnos que la norma de l3oclmnak viene dada por el producto tensorial proyectivo
en E 04 (véase la Sección 4.2), es decir
¡¡x + ¿Y¡¡ir = inf{¡<£k[E . ¡Á<4 : x O ex + Y O e
2 = xj~ O Ák}.
Una consecuencia inmediata de la Proposición 1.32 es que la complejificación de
Bochnak proporciona la eomnplejificación reticular de los espacios Li(¡í) reales. En
particular
= (1(C).
Si E es un espacio de Banacb real, vimos en la Proposición 2.25 que toda morma
razonable en E = E O [~ es una nornía tensorial razonable. Pero el producto
tensorial proyectivo es la norma tensorial razonable más gramde (véase la Sección 2
del Capítulo 1). Así pues se tiene para ¡ ¡<~ propiedades extremmíales antagonicas a
las dc ¡ . iT:
Proposición 2.32. 8 E es un espacio de Banaeb real, entonces la norma de
Bochnak es la mayor norma razonable que sc puede definir en E.
Esta caracterización de la norma de Boclínak como la norma razonable más
grande que podemnos deflmmir en la coníplejificación de un espacio de l3anacb nos
pernímtira encomítrar otra representación de la norma de Boclmnak en términos de
funcionales sobre E.
5. COMPLEJIFICACIONES NOTABLES. 39
Proposición 2.33 .Sea E un espacio de Banac/¿ real. Sé definimos
l<x + iy¡Iv := sup{lf(£ + iy)< : 1 E 4(E), <¡fls<Lc(n;cí =1},
para cada x,y E E, entonces <[ y es u-no norma razonable en E.
DEMOSTRACIÓN. La comprobación de que
ejercicio elemental que dejarnos para el lector.
verifica el Axioma (NRl). Efectivamente, si x





es una nornía compleja es un
También es fácil probar que ¡j . [<y
c E entonces para toda 1 E 4(E)
<¡£[<. Esto prueba que ¡£j¡v =¡<£[¡.
1 E 4(E), <¡fkE<¡C(L;Q =1}
1 E [(E), ¡f<¡cwí =1
1 E [(E), ¡If¡Wir =1} =
con lo cual ¡¡£[v = ¡jx¡[. Para ver que ¡[ . ¡y verifica el Axioma
si y, fi E E0’ y ¡¡(y + ¿í~)kr[¡Én;c =1, entonces ¡¡(y —
(NP)) se sigue pues de la relación (y + ihjx + iy)l = ¡(y —
x, y E E.
(NR2) nótese que
< 1. El Axioma
— iy)[ para cada
U
Observación 2.34. La norma [¡ ¡y ha sido usada por 1. E. Verbitskii (véase
[70]), por esta razon nos referiremnos a ella temporalmemíte como norma de Verbits-
kii. No obstante, el siguiente resultado establecido por 1. E. Verbitskii [70] (véase
también [35, Proposition 3.6]) revela que la norma de Verbitskii no es sino otra
manifestación de la norma de Bochnak.
Proposición 2.35. Sea E un espacio de Banach real. Si [<[¡A es una norma
razonable en E, entonces
<¡x + iy¡[~ =<¡x + iy<¡v Vx,y e E.
En otras palabras, [ <¡y es la norma razonable más grande que podemos definir en
E y por lo tanto [ [y = ¡ .
DEMoSTRACIÓN. Sea x,y E E. Entonces
¡[Y + zy¡[m = sup{<f(x + iy)¡
< sup{ f(x + iy)j
= ¡[Y + iy¡[
1~.
f E £(É), ¡¡fILw) < l}
1 E 4(É), ¡1í~l<c~.c < 1}
U
y,
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Por la definición de norma integral (véase el final de la Sección 3 del primer
Capitulo), teniendo en cuenta que (4)’ = 4 y la dualidad existente entre las normas
w y e, aun es posible umía represemitacion mitas de la miorma de l3ochnak en terminos
de una norma de ideales de operadores: y,
y,Proposición 2.36 .S’i E es un espacío de Banach real, entonces . ¡jn procede y,
de la norma integral, y,
La norma de Bochnah no es fácil de calcular en la mnayoría de los casos. El
siguiente resultado nos proporciona una cota superior de <[x + ¿ykir, donde x, y son
elementos de umí espacio de Banach real E:
Proposición 2.37. Sea E un espacio de Banach real y sea ¡ j<~ una norma
razonable en E. Entonces, para cada Y, y e E se tiene que
[¡Y + iy[~ < mf ([xeost — ysent[¡ir + <Ix semit +ycos/J¡p’). (2.11)
0<t<2r
DEMOSTRACION. Sea t tal que O < t < 2w. i)e la homogeneidad de <[ ¡W se
deduce que
¡<Y + ~Y[¡t = <Ic1t(£ + ~Y)I[k= ¡[(Y cos t — y sent) + ¿(x sen t + y cos
Pero usando la desigualdad triangular se obtiene que
[x + iy[~ Si jx cos t — y sen t[¡ + ¡[x sen / + y cos
para cada t tal que O < / < 2w. El resultado se sigue pues inmediatamente. fl
Observación 2.38. Si E representa la aplicación definida en É dada por la par-
te derecha de la desigualdad (2.11), es fácil comprobar que E cumple todos los axio-
mas que definen una norma compleja salvo quizá la propiedad triangular. Además
E también satisface los Axiomas (NRt) y (NR2). Por lo tanto, sería interesante
saber si la aplicaciómí
y.-
B(x + ¿y) = mf ([x cos/ — y sen t<[ + ¡Y sen t + y cos t¡¡) Vr, y E E, y,,
es una norma en E, en cuyo caso coincidiría con la norma de Bochnak. No obstante,
se pueden dar ejemplos que prueban que en general esto no es asi.
Ejemplo 2.39 .Sea E = +~ IR el espacio IR3 con la norma, [(/~,~2, t
3)[¡~ =
max{¡tm¡, ¡/2<1 + i3 . En/onces 13 no verijica la propiedad triangular en E.
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DEMOSTRACIÓN. Sea Cm = (1,0,0), e2 = (0,1,0> y e3 = (0,0,1). Entonces
B(ei + ¿e2) ini {[(cost, —sent,0)[w + <(sent,cost,0)IIsl
- = 2 mf max{¡costHsent<} = 2.
00<2,.
Es inmediato que B(em) = 1. Por otro lado
B(em + e3 + ¿e2) = ¡nf {fl(cos t, — sent, cost)[n 4 [(seut, cos t,sen t)flu}
= 00<2r {2 max{[ cos t<, [sen t[} + [cos t[ + [sen t[ 4 = 2 2.
Por lo tanto,
B(e1 + e3 + ¿e2) 2v”2 > 1 + ‘.¡‘2 = B(e3) + B(ex + ¿e2).
E
Nota: Agradezco al Prof. Juan Perrera Cuesta por su orientación en la busca
del ejemplo anterior.
Por últimno veremos que la desigualdad (2.7) es óptima y que la norma de l3ochnak
representa. el caso extremo:
Ejemplo 2.40. Sea E = 4(R). Entonces <[ei + ie2<[n 2 y [cm+ íe2<[T = 1.
DEMOSTRACIÓN. Que [e; + %e2flT = 1 es elemental. Por otro lado, de la Pro-
posición 1.23 se tiene que (4 0~ 4>” es isométrico a 6(4,4). Ahora bien, 6(4,4)
es isométrico a [(4;4). Los elementos de 4 o4 se idemítifican con matrices 2 x 2.
En particular e1 + ¿e2 se identifica con la matriz identidad 2 x 2,12. Por la dualidad
de la traza (véase la Sección .3 del Capítulo 1) se tiene que
[eí + ie2¡<s = sup{} tr(12-u)[ : <vH1rt2.12) < 1 }
= sup{[ «ti) : <[V¡!L(e2;É2) < 14.
Tonmando ~ = ‘2 se ve que ¡<e1 + íe2[B =2 y por lo tanto <e1 + ¿e2<[B = 2. E
5.3. La complejificación de Lindenstrauss-Tzafriri. Si E es un espacio de
Banach real, recordemos que la norma de Lindemmstrauss-Tzafriri en E coincide con
la norma [<¡(2) y por lo tanto viene dada por
I<x+iy[lur= sup {¡¡£cost~ysent[I2+lI£sent+ycos/l<2}Í/2,
para cada Y, y e E. Uno de los aspectos más interesantes de esta norma es que
la comuplejificación de un espacio de 1-lilbert real produce un espacio de Flilbert
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complejo. Si 11 es un espacio de Hilbert real, usando su estructura de producto y.
y.interno se ve fácilmente que
y.
¡[x + 2y[LT = [42 + [~42 Vx, y e JI.
Por lo tanto, la norma de Lindenstrauss-Tzafriri coincide con ¡a normna u2 definida
por A. E. Tayior a finales de los años 30 para espacios de Hilbert. La identidad
anterior niuestra claramente que la nornma de Lindenstrauss-Tzafriri en espacios y..





Proposición 2.41. Sea E un espacio de Banacl¿ real y p tal que 1 < p < ~. y.
Entonces
y,
¡Y + ¿yfl~> < [¡Y + ¿yfl(2) =QP/21/PYx + zyIk~y, —
para cada x,y E E.
ti
DEMOSTRACIÓN. Supongamos primero que p =2. Entonces si z = £ + íy, por y.,
la desigualdad de Hélder se tiemie que —
= sup (¡¡x cosi — ysen t[
2 + [Y sent + ‘0’




Si 1 <p =2, aplicando la monotonía de las normas /4 encontramos que —
y,
¡<2<1(2) = sup («x cosi —y sen t[¡2 + ¡¡Y sen t + y cos t[2) 1/2 y.
0<t<2t
j/) y,
< sup (flx cost — y senijy’ + <¡Y sen -t + -y cos í¡y’)’’ y.
0<t<2r
y..
La otra desigualdad se prueba de forma similar. E
y.
En espacios de Hilbert, la norma de Lindenstrauss-Tzafriri admite una represen- y.
tación en función de la norma de ideales (le operadores 2-sunmantes: y.
Proposición 2.42 .Si JI es un espacio de Ililberí real, entonces
y.
¡¡£¡¡2 + ¡¡y[2 = ¡z + iyt,~ = [Y + ¿y[<4
2, y,
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DEMOSTRACIÓN. Simplemente hay que tener en cuenta que en [(4;fi) la norma
2-sumnante mt2 coincide con la norma de Hilbert-Schmidt (véase (201). E
Para espacios de Banach arbitrarios se tiene el siguiente resultado:
Proposición 2.43. Sea E un espacio de Banach real y sea p tal que 1 =y <
Entonces
[x+iy[~) = { ~Y$$~ Si
pa¡a cada x,y E E.
DEMOSTRACIÓN. Sea t E IR arbitrario y supongamos primero que p > 2. En-
t omm ces
«Y cos t — ysent¡¡~+[<£ sent + y cosl[”
<T~,(cosI, — sen i)I<~ + <T,,,~(sent, cos
=<¡a~ + iy)¡~ sup (<acost — bsent<~ + asent + bcost[~)
a
2±b2~m
= <¡x + íyt, sup {[cos(s + t)y’ + <sen(s + t)<P).
a
Como esto es cierto para todo 1, se tiene que
sup (<cosuy’ + ¡senu¡~ft = 1 (p =2),
tL
y entonces el resultado se cumple para todo y con 2 =y < ~. Si tomamos y con
1 =n =2, por la Proposición 2.41 se tiene que [u: + ZY«Qp) < «Y + ¿YH(2). Por otro
lado, se ve de la definición de norma p-sumante que <[Y + iy«(
2) =<Y + iyj~. Por
lo tanto queda probado lo que buscábamos. E
6. Problemas inherentes a las complejificaciones.
En esta sección discutiremos básicamente dos problemas relacionados con las
coníplejificaciones. Por un lado estudiaremos el problemna inverso a la complejifi-
cacion, es decir, dado un espacio de Banaeh comuplejo E, se trata de encontrar un
espacio de Banacb real E y un procedimiento natural de complejificación u tales que
(E)~ = E. A este problema nos referiremnos con el término descomplejificación de
espacios de Banach. Por otro lado, dado un procedimiento natural de complejifica-
cion u y un espacio de Banach real E, veremos bajo qué condiciones el isomorfismo
natímial X existente entre (É, <¡ ¡<<40’ y ((E0’f’~, « . <<4 (véase la Proposición 2.17) es
una isometría.
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6.1. Descomplejificación de espacios de Banach. En términos algebraicos




Proposición 2.44. Sea E un espacio vectorial complejo y sea B = : j E .I}
una base de E, donde J es un conjunto dc índices. Entonces el espacío vectorzoí real
E generado por las combinaciones lineales reales de los elementos e1 (j E i) es tal
que E = E.
DEMOSTRACIÓN. El Axioma (Cl) se satisface de forma inrnediata siendo 12 la
inclusión E ‘—* E. Si z E E, entonces existe ni c N tal que z = Zk 1(ok + L&k)C-¿h
Inra ciertos índices 1k E J (i < k < tu) y ciertos nuníeros reales ok, Ap (1 <
tú = ni). Así, z se puede escribir como z = x + ¿y siendo se = ~ E E e
y = ZVLI ,Bkc,í c E. Además, si suponemos que z = 0. entonces ap + ¿Ap = O
(1 =tú = ¿n), de donde ak = = 0 (1 =~ Si ni). En consecuencia e = y = 0. Esto
prueba que E = E % iE, es decir, el Axioma (C2).
El problema de descomnplejifmcar un espacio de Banach no tiene en general una-
solución positi\~a. Par verlo nos sera. útil el comícepto ele, espacio conjugado:
Definición 2.45. Se llamna conjugado de un espacio de ]3anacb comííplejo E y lo
denotamos con E al espacio E dotado del producto exterior alternativo dacio por
A o z = Az para cada A E C y cada z E E. Decimos que E es un espacio conjugado
sí es isomorfo a su conjugado.
Los espacios complejificados mmmediante procedimientos naturales de cornplejifica.-
cion son espacios conjugados, es mas:
y,>
Proposición 2.46. Sea E un espacio de Banoch real y u un procedimiento na-
tural de complejificacíon. Entonces (É)~ y (E),. son ísoniéitricos.
y.
DEMOSTRACIÓN. Se define la aplicación Y : E —± E mediante ?T(x + ¿y) = x — ¿y
para cada x,y E E. Se. deja al lector la comprobación de que [‘es efectivamente un
isomorfismo algebraico. Ahora bien, por el Axiommia (NR2) se conmpí’iíeba directa-
mente que ¡¡T(£ + iy)<i~ = ¡<Y — zy<¡,. = j[x + iyflt~ pama- cada se, y E E. Por lo tanto,
[E es una isometría. U
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N. J. Naltomí proporciona en [32] un ejemplo no trivial de espacio de Banach
complejo que no es conjugado:
Ejemplo 2.47 .Sea w el conjunto de las sucesiones de números complejos y
supongamos que 1 : [0. ~) —> C es la función dada por f0(t) — para cada
> O con a E E Sea £h. : ¿2 —# w la aplicación que hace corresponder a cada
= (z,.)~en c & la sucesión 90(z) definida como
~ ¡j) Vn E N.
Convenimos en tomar como cero la par/e derecha cuando z~ = 0. Si definimos ahora
Z2(a) como el espacio de pares (zm, z2) E /4 x w tales que
«Vi, z2)fi0 = [<zmfi¿2+ «z2 Qo(zm)fiÉ2 < ~,
entonces Z2(a) es un espacio de Banach para una cierta norma equivalente a la
cmíasz-nor’nma fi . [<a, (véase también [33]). Además se prueba en [32, Corollary 3]
que ¿(a) no es isomorfo a smi conjugado cuando a ~ 0. En consecuencia, por la
Proposición 2.46 el espacio ¿(o) no puede obtenerse corno cornplejifleación de un
espacio de Banaeh real por un procedimiento natural de complejificación.
6.2. Sobre el isomorfismo natural T. En esta sección veremos que dado
un espacio (le Banach real E y un procedimiento natural de complejificación y
el isomorfismo natural T define una isometría entre (E, ¡1 [<<4’y ((E’fl, fi [<4
exclusivamente cuando E es un espacio de Hilbert real. En ese caso la isornetría tiene
lugar cuandlo se usa la complejificación de Lindenstrauss-Tzafriri. Introduciremos
antes de riada en nuestra terminología los conceptos de procedimientos 2-dominantes
y 2-dominados (véase también la Definición 3.26):
Definición 2.48. Decimos que un procedimiento natural de complejificación u
es 2-dominante si para cada espacio de Banacb real E se tiene que <jx + iyfiv >
<¡42 ~ tkh<2 para todo x, y c E. Igualmente decimos que u es 2-dominado si paracada espacio de Banacb real E se tiene que <¡Y + zyt, = ¡¡42 + <MV para todo
x,y c E.
Observación 2.49. Una simnple inspección de la definición de la norma de
Lindenstrauss-Tzafriri revela que da lugar a un procedimiento natural de comple-
jificación 2-dominante. El procedimiento de Bochnak también lo es evidentemente
por tratarse del procedimiento natural de complejificación mnás grande. La Propo-
smcíomx 2.43 mnuestra que los procedimnientos p-sumantes con 1 =p =2, también
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son ‘2-dominantes. Por otro lado, el procedimiento de Taylor es evidentemente 2-
1~dominado.
y,
En la demostración usaremnos también el siguiente lema:
Lema 2.50. 5’ E es un espacio de Banaelí real y flg E E0’, entonces
sup (1 + ig)(x + iy)¡ sup {[af + ¿MV + «bf —
lIrW±l!vIk~m a2+b” 1
DEMOSTRACION. —
¡(1 + ig)(x + iy)< {[fCr) g(y)]2 + [1(v) +
— sup sup { a[f(£) -‘-g(y)] + bLf(y) +
~kW±¡lyIk~1 a2#t’> 1
= sup_ sup { (af + bg)(£) + (bf — ag)(y) }442 _ 1 !l’Ik-4-1v112 1
= sup sup _ sup_ { (af+ bg)(cx) * (bf —
a2+b2 rm !HH!Hh’ c2 .4-d2
= sup sup __ {[af(£) 9~ bg(sj3~ + [bf(y) ag(y)]2}
= sup {flaf + bgfl2 + <¡ti ag<¡2}l/V
o
Proposición 2.51. Sea u un procedimiento natural de comp/ejificación y ~supon-
gamos que o bien u es 2-dominante o u es 2-dominado. Entonces, para cada espacio
de J3anach real E, el isomorfismo natural ‘Y entre ((E’fl, <¡ . ¡<4) y ((É)0’, ¡¡ «4)
es una zsometría solo cuando E es un espacio de Hilhert real. Es mas, si E’ es un
espacío dc llilbert y ‘Y es una isometría, entonces ¡< . fi,, coincide con la norma de
Lindenstrauss- Tzafriri.
DEMOsTRACIÓN. Supongamos primnero que u es 2-dominado y que el isoniorfis-
eno ‘Y entre (E’)”” y (É)’ es una isornetría. Si p, ~ E E’, entonces por el Lema 2.éO
se tiene que
+ ¡}mk}<~ =¡<y’ + ~ = ¡<~ + i4<~ = sup [U~+ ú’)(x + iy)[2
Ilz±íylI~I
<(y’ + ¿t’)(x + ~y)h sup (¡<ay + bzb«2 + «by’ —,,2+62= 1
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Si tomamos a = b ~ entomices las desigualdades anteriores implican que
-Ir
4~ + t,$> 1([¡p + ~2 + [y—
Obsérvese que si y fuera 2-dominante, entonces la últimna desigualdad invertiría su
sentido. En cualquier caso nos encontramos ante una caracterización de los espacios
definidios por productos internos (véase [18, p. 117]), así que E es un espacio de
Hilbert real. Veamos ahora que ¡x + ~y<k~= <¡se + iy[f Li’ = ¡Y¡f2 + [¡yf¡2para todo
Y, y E E. Si suponemos que u es 2-dominado, entonces para cada Y, y c E se tiene
que
[¡Y + íY¡<,, = sup ¡(y’ + itb)(x + iy)¡ = sup
= su~ ¡y’<4r) — ‘4~(y)¡ = (¡[x<¡2 + ¡¡yH2) ~ > [<se+ iy[¡,,.
Por tanto [£+iy¡¡,, = ¡[x¡[2 + ¡<y<¡2. Si u se trata de un procedimiento 2-dominante,
se llega a la misma conclusión de forma similar. E
6.3. Otros problemas inherentes a las complejificaciones. Si E es un
espacío de Banach real y E imn subespacio suyo, podría pensarse que para cada
procedimiento natural de complejifleación u se tiene que (1’, ¡[ . ¡,,) es un subespacio
de (E, ¡[ . ¡<4). No obstante esto no ocurre en general. De la definición de la norma de
Taylor es inmediato que (E, <¡ ¡Jy) sí es un subespacio de (E, ¡< . t,~) (véase también
la Proposición 1.34). Con más generalidad, si p y_q son tales que 1 =p, q =~,
entonces es fácil (le probar que (E, ¡¡ . ¡I(pq)) y (E, ¡[ . <(Tq)) son subespacios de
(E, ¡[ ¡KA y (E’, [<<(Tg)) respectivamente. No obstante, esto no se cumple para la
complejíficación de Bochnak (véase la Proposición 1.31).
Por otro lado, los espacios cocientes tamnpoco se preservan por complejificación
en el siguiente sentido. Si E es un cociente del espacio de Banach real E, entonces
E’, [< ¡<4 no tiene por que ser un cociente de (É, ¡[ ¡<4). Esto es lo que ocurre
para el procedimiento de Taylor (véase la Proposición 1.34). Por el contrario, las
propiedades generales del producto tensorial proyectivo aseguran que (E, ¡ ¡[B) sea
siempre un cociente de (E, ¡ . [<n) (véase la Proposición 1.31).
y,,
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CAPíTULO 3
Gomplejificación de polinomios y formas multilineales.
Un resultado estándar (véase la Proposición 3.1) prueba que dados dos espacios
vectoriales reales E y E y mn operador u-lineal L e [a(~E; E), existe un unmco
operador u-lineal L E [«(~É; É) que extiende L a la complejificación algebraica de
E y E. Al operador L se le llama complejificación de L. Una consecuencia de este
resultado es que si E es un polinomio homogéneo en P(~E; E) entre los espacios
vectoriales reales E y E, entonces existe un único polinonmio A E P(~E; E) que
extiende E a la complejificación algebraica de E y E (véase la Proposición 3.3). Al
polinomio E se le llamna complejificación de E. Si E y E son dos espacios de Banach
reales y <¡ . <¡~ y ¡ . )<~ son dos normas razonables en E y E respectivamente, entonces
veremos que las extensiones de todo operador en £(~E; E) y h(E; E) son también
continuas. Ahora bien, la norma de los operadores complejificades va a depender
de la complejificación que se utilice. En este capítulo veremos de qué forma varia
la norma de la complejificación de un operador multilineal o un polinomio entre
espacios de Banaclm reales y hasta qué punto podemos comíseguir que la extensión
conserve la norma de la aplicación real, cuando se usan varios procedimientos de
coínplejificaciómí. E-ii este sentido han trabajado numerosos autores como A. E.
Taytor [661. J. Bochnak y J. Siciak [15], II. Aron, B. Beauzamy y P. Enfio [3), M.
Lacruz [38]. P. Kirwan [35] y O. A. Muñoz, Y, Sarantopoulos y A. Tonge [48).
1. Complejificación algebraica de polinon-ilos y operadores multilineales.
Dado un operador multilineal definido entre espacios vectoriales reales, su exten-
sión queda determinada de forma única por linealidad. Ya se vio en la Proposición
2.12 cómo funciona la extensión compleja para el caso de operadores lineales. Vea-
muos cómo llevar a cabo la extensión de operadores bilineales. Sean E y E dos
espacios vectoriales reales y L e ta QE; E). Entonces para xk, 9k E E (tú = 1,2), la
extensión lineal L de L viene dada por
L(xm + ~ym,£2 + ¿92) = L(xm, £2) ¿(y’, 92) + ¿[L(xm, 92) + L(
91, £2)]
L(xm, £2) L(vm, 92) + i[L(xm, y2) + L(yj, £2)]. (3.1)
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Se comuprueba fácilmente que E es efectivamente un operador bilineal en 4QÉ; 1).
La generalización de este razonamiento proporciona la extensión de uit operador
multilineal arbitrario (véase por ejemplo [15, Tbeorenm 3]):
Proposición 3.1. Si E y E son dos espacios vectoriales reales y L E [~(“E; E),
entonces el único operador u-lineal L- definido entre E” y E que extiende L a E”
viene dado por
L(4 + ~2~{ ~ + i4) = ¿~N~ ~‘L(x~’ <Vi (3.2)
donde £~, 4 E E y la suma se extiende a las 2” elecciones independientes de ek = 0,1
(1< tú < n). y.
Se observa que el operador complejificación preserva la simetría de los elementos
de <CE; E):
Corolario 3.2. S¿ E y E son espacios vectoriales reales y L E [ICE; E), en-
tonces L E <(“E; E).
Se puede obtener un resultado similar para polinomios. Primero veanmos corno
se extienden para un caso sencillo. Si E’ y E son dos espacios vectoriales reales,
E e P~QE; E) y L c <QE; E) es la polar de J3, entonces de (3.1) se deduce
directamente que la extensión compleja dc P viene dada de forma única por
+ iy) = P(£) — P(y) + 2iL(x, y) Vx, y E E.
Para el caso general se tiene lo siguiente (véase por ejemplo (66, p .313]):
Proposición 3.3. Si Ji] y E son dos espacios vectoriales reales y E E pa(~lE; E),
entonces el único polinomio n-homoge-neo E definido entre E’ y E que extiende E a
E viene dado por
[n/2j
P(x + ¿y) = L(-~l)k ~ L(x~~~~2ky2k)
1V— 11/21
+ (~ <4k (2ki i) L,(xflÁ2k±1>
92k±1). (3.3)
Igualmente, siP E P,,a(E; E) es tal que 1’ = Lb 1% con E,, E P~(”E; E) (0 =~ Si
u), entonces E tiene una única extensión compleja E determinada por? = Z~O E,,,
donde E = P0.
Estas dos proposiciones sugierem la siguiente definición:
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Definición 3.4. Si L e [~(“E; E) y E E P~(”E; E), se definen sus complejifi-
caciones L y P como el único operador u-lineal L E .C4”E; É) y el único polinomio
n-homogéneo E e hQ’E; E) que extiende L y E a y E, respectivamente, con
valores en E. Nótese que L y P vieneil dados por (3.2) y (3.3). Igualmente, si
E’ E 24<,(E; E), su comuplejificación es el único polinomio P E P,,~(E; E) que ex-
tiende E a los espacios E y E.
Ejemplo 3.5. La complejificación de polinomios en IR’” (ni E N) consiste sim-
plemente en sustituir las variables reales por variables complejas . Así, si P es un
polinomio en tu variables reales, entonces
P(Y + ¿y) = P(£1 + ~ym,... ,£,,~ + iy0,
para cada£=(xm...,£rn)ey=(yx...,ym) en IR”’.
Observacion 3.6. Para cada par de espacios vectoriales reales E y E, teniendo
cmi cuenta la unicidad de las extensiones, se sigue de forma trivial que el operador
coníplejificación define una aplicación lineal real entre [a(”E; E) y [~CÉ; 1> por
un lado y ‘P,,,~(E; E) y P~,~(E; E) por otro. En otras palabras
(aLm +fiL27 = aLm +QL2 VL1,L2 E C~(”E;E), Va,fi ER,
(aPi + ¡iP2fl = al1 + uiP2 VP1, E2 e h~(E; E), Va, fi E IR.
En virtud del Corolario 3.2 y la Proposición 3.3, el operador complejificación
restringido a <(“E; E) y Pa(”E; E) toma valores en <CE; É) y ‘P~CE; E), res-
pectivanmente. Por otro lado, si O es otro espacio vectorial real, usando la unicidad
de las extensiones se tiene también que
(E’1 . P27 = P1~ P2 VF1,P2 e P,%~(j”E;E),
(Pm o = P1 o />2 VP1 E P~~(”E; E), VP2 E %,2C’E; O),
donde . representa el producto usual de operadores y o se refiere a su composición.
2. Complejificación de operadores con valores escalares.
En esta- sección comenzamos el estudio comparativo de las normas de un opera-
dor rnultilineal o un polinomio homogéneo con las normas de sus comnplejificaciones
respectivas para varios procedimientos naturales de complejificación. Nos limitare-
mos al estudio de operadores con valores escalares, que es más sencillo de tratar
gracias a la Proposición 3.8. Sea E un espacio de Banach real y sea u un procedi-
miento natural dc complejificación. Para cada L e [(“E) y E e PQ’E), denotemos
con ¡¡Z¡<4 y ¡¡ k¡¡~ la norma de L y E comno operadores definidos en (E, [¡. ¡<4” y
52 3. COMPLEJIFICACIÓN DE POLINOMIOS Y FORMAS MIJLTILINEALES
(E], ¡¡ . ¡¡<4 respectivamente. Para empezar, es evidente que las normuas de las exten-
siones de L y E verifican que ¡[LI¡~ =[¡L[¡y ¡P[¡~ =¡[~¡l• Por otro lado, buscamos
constantes M1 y KL2 tales que —
¡Lw~ =Mm¡<L[j VL e £CE), (3.4)
¡P¡<4 =M2¡¡P[¡ VP e PCE). (3.5)
El valor óptimo de las constantes en las desigualdades (3.4) y (3.5) depende del
procedimiento de complejificación usado y del espacio que se considere. Esto motiva
las siguientes definiciones:
y.
Definición 3.7. Dado un espacio de Banach real E y un procedimiento natural
de complejificaciómí u, se definen las constantes Un; E) y 7%(n; E) como los valores
óptimos de M1 y M2 en (3.4) y (3.5) respectivamemíte, es decir
£~(n; E) := inf{M1 : ¡¡ L¡¡~ =KL1 ¡[4, VL- e
Pju; E) := inf{M2 : ¡<P¡[,, =M2¡[P¡[, VP e PCE)>.
y.
y.
Nuestro primer resultado nos permite limitarnos a la parte real o inmaginaria de
la complejificación de operadores en <“E) ó PCE) a la hora de estimnar su norma.
Nótese antes de nada que si L e ECE) (respectivamente E e PQ’E)), entonces Re L
y Ini L (respectivamnente Re É y len P) son dos formnas u-lineales en E” en sentido
real (respectivamente dos polinommiios n-homnogéneos en E en sentido real).
Proposición 3.8. Sea E un espacio de Banach real y u un procedimiento na-
tural de complejifleación. Entonces para cada tú E £(“E) y E e PCE) se tiene
que
= [¡Re É¡¡,, = ¡¡ Imn Z¡¡.
P¡<4 = <¡ Re rq,, = <¡ len Pf¡,.
DEMOSTRACIÓN. Dado £~ + ¿9k e É (1 = tú =u), siempre se puede encomitrar
un numero real t, tal que
etíL(£m+iyl,... ,Y,.+iy~) = ¡L(£1 +iym,... ,x~+¿y,.)<.
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Entonces.
[L<4rm+ np,.. . , Y~, + iy~)[ = ?i(e~*(Ym + iym), . . . , eúT(x~, + iy<4)
“.1’ . t ‘-o’
Re tve “t£m + iym),. .. , eÑT(x,, + 2y~))
¡¡Re L¡¡u¡[e’*(£m + iy1)¡<4 . . . ¡<e~(x,. + iy~)[¡~
= ¡ Re Zhv¡¡£m + zyik’ . . . [¡x~+ ¿y~
Es decir, ¡¡L¡¡0 =¡¡ ReL¡¡~. Conmo la desigualdad recíproca es evidente, concluimos
que ¡[L[¡~ = ¡¡ ReL%. Igualmente se tiene ¡¡L¡<4 = ¡¡ ImL[¡~. El mismo argumento
funciona para polinomios homogéneos.
2.1. Estimaciones para un procedimiento de complejificación genérico.
El resultado central de esta sección es una versión general de una desigualdad muy
conoc>da cmi Teoría de la Aproxinmación. Se trata de la desigualdad de Chebyshev
sobre el coeflciente del término de mayor grado en un polinomio:
Teorema 3.9 (Desigualdad de Chebyshev). Si p(t) = EV0 ~ Vi E IR es un
polinomio real de grado ~ n (n =1), entonces
¡a,,¡ =2nm max p(i)¡. (3.6)
Además, el resultado es óptimo pues la igualdad se alcanza para el polinomio de
Chebyshev de la primera especie de grado u definido en el intervalo [—1,1] por
(LÁ(t) = cos(uarccost), Vt E [—1,1].
Un antiguo resultado de V. Markov (véase [49, pS6]) nos permite disponer de
estimaciones óptimas para los otros coeficientes del polinomio real p = EV0 a,,t~.
En particular se tiene que
Usando una técnica de C. Visser, se prueba las siguientes extensiones de (3.6) y
(3.7):
Teorema 3.10. Sea E = P~ +.. . + Po : ¿~(R) —> IR un polinomio de grado ~ n
con P,, E P(t(R)) (0 =tú =u). Entonces
¡ EJ r = sup ¡P~(e~”, . . . , eñ~~~)¡ =2”~ ¡¡P¡¡ern(~) (u =1), (3.8)
O=tk=2t
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Observación 3.11. Nótese que en las igualdades de (3.8) y (3.9) hemos usado el
hecho de que la normna de Taylor proporciona la complejificación reticular de ¿~(R)
(véase la Proposición 2.29). Po¿~ otro lado, la desigualdad (3.8) se debe a C. Visser
[71], mientras que H.-~l. Rack obtuvo (3.9) en [51] a partir de una modificaciómm de
la demostración de C. Visser (véase también [52] y [55]).
2.1.1,. Una primera aplicación. La desigualdad (3.8) puede aplicarse para
obtener una cota inferior óptima de la normna de un polimiomnio con coeficientes reales
en varmas variables en función de los coeficientes de [os términos de mayor grado.
Este problema ya La sido investigado previamente por varios autores (véase [3], [4]
y [5]). Todo polinomio P de grado u en con coeficiente en K puede escribirse
de la siguiente forma canonmca:
m
t~1) = >7 a1t7 + >7 (¿Nt11 . . . t~’)§” V(tm, . . ,tm) E K’”, (3.10)
=1 [N~n
donde N = (N
1,... , fW,~) E N”’, ¡N¡ = N1 + ... + ]V~ y las ni-tupías N tales que
¡ túl = u tienen al menos dos componentes distintas de cero. Si P se escribe en
términos de sus componentes homogéneas, es decir P = P,, + ... + Po con Pí. E
P~(~K’”) (0 =tú =‘¡u), se ha probado en [4] (véase tamubién [s]y el Teorema 1.1 de
[3<4que
rn
>7 ¡a>[ = sup ¡P~(et¿I. . . . , ea~~) = ¡PHÉ(C> (3.11)
O=t~=2,t
1 <k<~
Una estinmación similar Imas sido probada para el caso en que K = IR (véase el
lenrema 1.6 en [3]):
>j ¡a 4 < 2”~2u2 sup ¡P(t1, . . . , t-rn)¡ = 2”~2ufl¡P¡¡Érn(~). (3.12)=~k=1J—l
No obstante, usando la desigualdad (3.8) jumíto con la estimaciómí (3.11), la constante
en (3.12) puede mejorarse considerablemente como sigue:
Proposicion 3.12. Sca P un polinomio de grado u en con coeficientes reales
que supondremos escrito en la forma (3.10). En/onces
it
>7 ¡aj¡ < 2”’ sup ¡P(tm, . . ‘ , M¡ =
vil =t)~
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Además la constante 2~~m es óptima pues la igualdad se alcanza para el polinomio
definido por P(t1 , . . . , t,,,) = ‘~1 T4t,,) V(t1, . . . , t,~.) E IR’”, donde T~ es el poli-
no-mío de Ohebyshev de grado u de la primera especie.
2.1.2. Estimaciones generales para formas multilineales y polinomios
homogéneos. Como verenios a continuación, las desigualdades (3.8) y (3.9) se
íuedem probar en un comítexto mas general utilizando una extensión de la técnica de
O. Visser. Antes necesitaremnos dos lemas elemnentales:
Lema 3.13. Para cada par de números enteros p y u se cumple la siguiente
relación ortogonal:
í 2n—m 1 1 si k = u (mod2u) (3.13)Ñ >7 l)PetkP¶¡fl = ~ si ~ u (mod 2n).
DEMOSTRACIÓN. Sea a — ei(fl±k)ff/~~.Entonces2u—J 27,—m 2n—I
>7 ( l)PgkP ~ = >7 e~ e~’>’~/” — >7 [e’~”~~1“‘7 >7 al’. (3.14)
p=u prO p0 prO
Supongamos que tú = u (mod 2u). Entonces existe mu entero tal que tú = 2uru + u,
es decir, (u + k)/u es par y en consecuencia a = 1. Por lo tanto, el resultado se
obtiene de la identidad (3.1.4). Si almora tú # u (mod 2n), entonces tú # 2nnm+u para
cada nr entero, lo que imuplica que (u + tú)/n no es un numero entero par. Entonces
a ~ 1 y Z~Vm a~ — (1 — a2~~)/(1 — a) pero comno a2” = 1, entonces el resultado se
sigue de (3.14). E
Por su simplicidad dejamos al lector la demnostración del siguiente lema:
Lema 3.14. Para cada número complejo A y cada u E N se tiene que
sup Ae”” + Áe~”tj = 2<A
Proposición 3.15. Sca E un espacio de Banach real y u’ un procedimiento na-
tural de coínplejificación Si P E P.,(E) es tal que P = ELo P,, con ~ e PÚE)
(0 =k Si u), entonces
< 2”’’ ¡¡P¡ (u =1), (3.15)
P~
1 ¡<4 =2w ¡~ P~¡ (u =2). (3.16)
Además las desigualdades (3.15) y (3.16,) son óptimas en general, alcanzándose la
igualdad para E = IR y P = T,,.
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DEMOSTRACIÓN. Tomemos z = £+¿y E (É, ¡¡<4 tal que ¡ z<¡~. = 1. Definamos
el polinomio trigonométrico f de grado < u mediante la identidad




a,, = —P,4z), a..>, = ti,, = —P~(é) y (3.18)
2” 2”
1 1
= Qn—1 P,,m(z), ~—(n—m)= = 2~~í P,,
1(i). (3.19)
Como sup1 UY cos t — y sen tU = ¡¡zj<T =¡[z¡¡,, = 1, se tiene que
¡f(t)¡ = ¡~h V/ E IR. (3.20)
ti
Ahora usando (3.17), (3.18) y la fórmula (3.13) se deduce que
2ri—m mr 1 2n—1 ‘2
2u ~ (—1)~f(t + — >7 (.....í)P >7 ae’~<~~p’2I”~
p=o k=—n
k=—n ake[jj. (l)Peikv’2¡’2]
ini —mt — 1—~-~
—P (z)et7~t + —P,.(f)e’>”
t.
= ~7d~ + a....,,e 2” “ 2”
Considerando (3.20) junto con la identidad anterior, encontramos que
sup ¡P,,(z)et7~¿ + P,,(é)e>”t¡ =2”¡¡P¡[.
Por otro lado, puesto que P(é) = P,,(z), por el Lema 3.14, tenemos que
sup ¡P,,(z)ei~~¿ + P,,(é)e’>”tI = sup ¡P,,(z)eZ7~í + P,,(z)e”2t¡ =
de donde se sigue inmediatamente la desigua[dad (3.15).
Para demostrar (3.16) procedemos como en la demostración de (3.15), pero usan-
do (3.1 7), (3.19) y la fórmnula (3.13) comí u — 1 en lugar de u. E
De las desigualdades (3.15) y (3.16) se deduce una generalización inmediata de
las estimaciones (3.6) y (3.7). A saber, si 1~> = 2k P,, con E,, E PCE’) (0 =
tú = u) es un polinomio de grado ~ u en un espacio de Banach real E. entonces
¡¡P,,¡l = 2”~ [~P¡l y <P,>< ¡[ =2”’—fl¡P¡¡. Pero estas estimaciones generales sobre
las normas de P,, y P,,—m son fácilmuente deducibles a partir ele las correspomídíentes
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estimaciones para el caso de polinomios en una variable, es más, también se dispone
de estinmaciones óptimas de la miorma de las otras componentes homogéneas de P:
Teorema 3.16 (y. Markov). Sea E un espacio de Banach real y supongamos
que P = >ZVO 1>. c P~(E), donde P,, e PQ’E) (0 =le =u). Entonces, si le =1
¡P~4¡ ~ 2k—m — 1) ¡PU si u tú es par, (3.21)
~ 1 (u 1)(~~+k.1 1)
!
¡P,,~¡ = 2 2 ¡~P~¡ si u — tú es impan (3.22)
DEMOSTRACIÓN. El resultado se demuestra reduciendo el problema al caso de
polinomios en una variable. Efectivamente, sea Y C BE y definamos el polinomio
p(t) = P(t£) = 3~ P,,Qrt. Entonces max1<1<1 ¡p(t)¡ = ¡¡P¡¡ y por lo tanto
basta aplicar las estimaciones clásicas (véase [49, p. 56]) a los coeficientes dep para
obtener lo buscado. E
Observación 3.17. En el caso complejo las estimaciones (3.21) y (3.22) pue-
den simplificarse sensiblemente. Si E es un espacio de Banach complejo y P =
EV0 P,, E 2dB]) con Pk E PQE) (0 =le =u), entonces ¡¡Pk¡¡ =l¡PI¡ (véase por
ejemplo [20, p. 330]). Por otro lado, si ahora E es un espacio de Banach real, de la
desigualdad UE’QI =¡~P¡~ se deduce una estinmación óptima de la norma de la deri-
vada u-ésima de un polinomio en un espacio de Banach real (véase la Proposición
4.30).
La desigualdad (3.15) se cump]e en particular para los polinomios homogéneos.
Además una ligera muodificación de su demnostración prueba un resultado similar
para formas mnultilineales:
Proposición 3.18. Sea E un espacio de Banach real y u un procedimiento na-
tural de complejifleación. Entonces para cada P e ‘PCE) y L e £QlE) se tiene
¡¡~U’/ =~ - (3.23)
LHV < r
1 ¡< L¡¡ . (3.24)
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DEMOSTRACION. La desigualdad (3.24) se prueba a partir de la demostración
de la Proposición 3.15, sólo que redefiniendo (3.17) de la siguiente forma
+ zme.>’ z~e0 +1(t): L(zme 2 2
= L(£




para z~ = Y~ + ¿y~ c E con ¡z~ <4 = 1 (1 Si ~ =u) y teniendo en cuenta que abora
= ±L(zi,. . . , z,~) y 6,~ = IL(im . . . , i”). E
Como veremos en el siguiente ejeniplo, las desigualdades (3.23) y (3.24) son
óptimas. Además la desigualdad (3.24) tampoco se puede mnejorar aun considerando
solamente formas nmultilineales simétricas. Por último, la constante 2’22 en (3.16)
no sc puede mejorar aunque se consideren polinomios de grado exactamente a:
Ejemplo 3.19. Para cada 1 < ni _ n definimos el polinomio P,~ e
mediante la fórmula
= Re(£m + i£2)m V£ = (£í, £2) E cf.
Sea L~, la polar de Pm (1 < tu < u). Entonces si usamos la complejíficación de
Thylor se tiene
(a) ¡P~¡¡ír =
(b) ¡¡L~<¡7’ = 2~>1 <¡
(e) lím1.>g± ‘rí—m ¡ <HtP~ + &— ¡ —
DEMOSTRACIÓN. Como ¡¡[tU = L~(1,0) = 1, entonces según el Teorema 1.8
tenemos que ¡¡Lrn¡¡ = hP~H = 1. Por otro lado, para cada Y (£í,£2) e IR2 e
y = (ym, 92) E IR2, se tiene que L,~(Y~~>?kyQk) = Re(xm + i£2)”’~~~(ym + ¿
92)Qk. Por lo
tanto, de (3.3) se díedluce que
lyl
Re 144x + ¿y) = Re { >7( í)k(tu)(£ + iY2)”~ 2k(91 + iyQ)}.
lcrO
Tomemos £ = (1,0) e m¡ = (0, 1). Entonces ¡<~r + iy[j’ = sup0 ¡¡(cosO, sen O)j¿2 = 1 y
(-u
lteÉ~((1,0) + i(0, 1)) = =
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Por lo tanto, por la Proposición 3.8 tenemos ¡<P~¡¡1 = ¡< ReF4’r ~ 2m—m de donde
se sigue que
iLmUx = ¡Pm¡ T =2
m~mMP~<¡ = 2flLmU.
No obstante, según (3.23) las desigualdades anteriores se convierten en igualdades:
¡¡½¡x = 2”’ U Lm 1 y 1Pm <¡y’ = 21’2m ¡¡ Pm ¡
Tomamído ahora u> = n obtenemos (a) y (b). Para demnostrar (c) veamos que para
> O se tiene que
Como (IP,, + It~)(i,0) = 1 + 1, la norma es al menos 1±1. Por otro lado, si
¡Y> + 2Y2¡ =1 entonces
Pc (/(.ri + ¿‘2)” + (£~ + ¿~t’2~m) =¡t(xi + ¿£2)” + (£~ + ¿Y
2rm ¡ =1 + 1,
de tal manera que la norína no puede superar 1 + t. U
Observacion 3.20. La desigualdad (3.24) ha sido probada de forma indepen-
(liente por P. Kirwan en [35, Corollary 5.6]. El mismo autor ha encontrado también
[35, Corollary 5.15] una desigualdad similar a (3.23), pero con la constante 2” que
es ligeramnente peor. En ambos casos, la técnica empleada por P. Kirwan está basa-
da emí la siguiente fórmula de polarización (véase [35, Theorem 5.14<4: Si E es un
espacIo de Banaclí real, P E PQlE) y Y,y E E, entonces
¡ .ÁÁ 2” O)e~”
9dO.
~£ T ~) = 2mr f P(x cosO + y sen (3.25)
Una ligera mmmodificación del argumento usado por P. l<irwan para obtener (3.25) nos
permite probar la siguiente generalízacion:
Proposición 3.21. Sea E un espacio de Banach real y P = 2k P,, con P~ e
PCE) (0 Si ~ Si n). Entonces, para cada Y + ¿y e E se tiene
¿y) = 2” /227 P(£cosO+ysenO)et~~9dO, (3.26)
P,,¡(£ + ¿y) = 2 ¡ P(£ cosO + ysen O)et(?1119d0. (3.27)
Usando las técnicas de P. Kirwan hemos sido capaces de mejorar la constante 2”
obtenida por este autor en la desigualdad (3.23), no obstante no hemos so capaces
¿le encontrar aun el valor óptinmo demostrado por otros métodos en la Proposición
3. 18.
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Proposición 3.22. Sea E un espacio dc Banaele real y P = >3V
0 II con J-\ E
PQE) (0 =tú =n.). Entonces si u’ es un procedimiento natural de co-mplcjificaciózi.,
usando las identidades (3.26) 9(3.27) SC obtiene




DEMOSTRACION. Sea £ + ¿y E E tal que ¡[r + ¿y <4 =1 y definamos el polinomio
trigonon>étrico T de grado Si n como
?1
= PC cosO + y sen O) = >7 epe VO e E
donde
T(O)etkÚdO (—u =tú =u).2w Jo -
En particular, por (3.26) se tiene que e__ — ‘2.>’P
71(x + ¿y). Igualmente, tomnamído
conjugados en ambos ladIos dic [a identidad (3.26) obtenemnos tanibiém> que c~ =
2”Pjx + ¿y). Por otro lado, en virtud de la identidad de Parseval,
1
>7 ¡c~<2 = 1— j T(O)¡2d0
1. —“
Por todo lo anterior
2¡P,~(Y + ¿y)<22~~~2’2 = ¡c<42 + c.>,¡2
=É et=j- ¡227 ¡T(O)¡2d0
k=-..fl
1 ¡‘2w
¡ PC cosO + y sen O) 2d0 =¡< P¡¡2 ti2w j
0 y,
Así obteneimios
¡IlQr + iy)¡ < 2’2~m/2¡E E’h,
de donde U It «4 =2~~I/2 ¡¡ P¡< . Para la- demmiostraciómm dIC (3.29) procedemos igual cIne
en la demnostración de (3.28), pero usamos (3.27) cmi lugar de (3.26) para I)Itl)ar dluC
= t’2+
m fl
1...>Qle + ¿y) y c,>~1 = 9-’n+ip (Y + ¿y). u
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2.2. Estimaciones para procedimientos específicos. Aunque eí Ejemplo
:3.19 muestra que la constante que aparece en (3.23) y (3.24) es óptimna en general,
aportando la complejificación de Taylor el caso extrernal, para procedimientos par-
ticulares dicha constante se puede sustituir por otra menor en muchos casos. Las
estimaciones para formuas multilineales son más fáciles íe determnmnar.
2.2.1. Estimaciones para formas multilineales. Puesto que el procedimien-
to de Bochnak es el mayor de todos los procedimientos naturales de conmplejiflcación,
las mejoras muás sustanciales se producirán utilizando esta complejificación. Esto es
así hasta el extren>o de poderse extender las formuas multilineales sin alteración de
su norma (véase [14, p. 276)):
Teorema 3.23 (.1. Bochnak). Si E es un espacio de Banach real, entonces
para cada L c E(”E) se tiene que
ULUD = ¡Lb.
Usando las normas (p) (1 ~ p =~) también se consiguen muejoras sustanciales
de la desigualdad (3.24):
Proposición 3.24. Sea E un espacio de Banach real y sea 1 =p =~. Enton-
ces para cada u > 2 y L E E(”E) se tiene
J 2’2/2~ >‘2¡¡LU si 1 < ~ < 4/3,¡JLM(p) = 2~~/2’2/P’ ¡LJ¡ si 4/3 =p =2,
2’2/PWj<LH si 2<p=oo




=¡L¡l(¡l£mH . ILM¡ + ¡<ym ¡¡ . 1y2¡¡)
Si 1 < p < 4/3 entonces por la Proposición 2.7 se tiene que
Jxm¡¡ ¡<£21 + Uymi¡ b~~l =(InI + lym¡DI£2 + ¿921(p)
y por lo tanto, usando la desigualdad de Hélder obtenemos
¡¡nl . ¡¡£~ ¡¡ + lym ¡< . 1921 =2~h’ (lxm 1k + ¡Ym L~) ‘~j¡£2 + ¿92~(p>
=2WJ¡x¡ + iymh(píl¡x2 + ¿92
p =4/3, la Proposición 3.8 prueba que ~ < 2~/fl¡ j>I~Así, para 1 =
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Abora., para 4/3 =p =2, la desigualdad de H¿lder y la monotonicidad de las
normas ¼demuestran que
U£2U + ¡Hl h/21¡ =(t¡xíh~ + ¡[ym¡ P)m/P(U U”’ +
=(Un U” + U~í U”) ~“ (¡¡£2¡¡” + ¡<y2¡¡”) 1k
< 22(m/P—l/2)~1 + ¿92U(p)U£2 + i1J2¡¡(p). y,,
y,1
Por lo tanto, para 4/3 =n = 2, pOr la Proposición 3.8 se tiemie que ¡~ L¡~(p) =
2’ ““‘UL¡¡.
Para terminar, sea 2 < p < ~. Como ‘± ~ < 1, por la desigualdad de llélder —
generalizada obtenemnos y y— ti
¡£1 ¡k ¡¡£2 U ±¡y’ ¡¡ UY2U =2’ 2/P(l¡YÍ ¡1” + Hm U”) m”” (¡¡£2U” + ¡92 U”) m””< 2/y’—l ~ í + ~Yí ¡Qfl) ¡~Y2 +
y.
y usando de nuevo la Proposición 3.8, 1L1~~ =2
2/”—’UL<¡.
Para valores mnás altos de n razonamos por inducción. Definamos
2~/2í/2 si í =p =4/3, y.
= 2’2/2..2/P’ si 4/3 =p < ~ ti{
2’2/PQm si 2Sip=~. ti
Si L c E(”E), entomices para cada Y E E fijo la aplicación Ex(£m,. . . , Ynm)
L(£m ,...,.‘n,>< , x) define una forma (n — 1)-limícal continua en E que denotaremos
cori fl. Para Y~ + ¿9p E E (1 =tú =u), la hipótesis de inducción y la Proposición
3.8 (lan
1 Re É(x> + ¿91, ‘r,, + ¿Ml
Re E717.(£m + ¿Ni ,...,zr,.~m + iy,,—m) — Ini E~~(xí + i9~, . . . , n>—í + iyn—m)~
=(U Re É1~ ¡¡(y) + <¡ lmn F~,,1 (Ñ) UY, + ~/Im¡(p) . Ux71~m + iy~~m <¡(y) y,
<Ajm ¡iLU( ¡IY,,{¡ 4~ Uu~U)Uxi + zyíl(p) . . . UXní 4— Z9~im<¡(p).
A hora aplicam>do una vez más la- desigualdad de Hólder, —
=12’’2Un+iyÑl(~í si í _U£~l< + U~v~H =2k””’ (U:r7,¡¡” + ~y,,í¡”) 1k , P =2, y.
~ ’’1x~+¿y,~¡l(~í si 2= p <20. y,.
El resultado se sigue pues claramente por imídiíccíon. E y.
ti
En. el siguiente ejemnplo vemnos que las estimnaciones encoimtradas en la proposición ti
y.
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Ejemplo 3.25. Sea P,, : -~ R el polinomio definido en el Ejemplo 3.1.9 y L~
su polar. Entonces para cada p =2 se tiene
= ¡)D ~ — 2n/n’~~m ¡PU = 2n/P~~m¡¡L4U.
DEMOSTRACIÓN. Para cada p =2 pongamnos £ (21¡P,0) e y = (0,
Entonces ¡br + ¿y ¡~~} = 1 y
1<21
ReP~(x + iy) = >7 (~)2—n~~ 2fl—19—n/P —
k=O
Así, por la Proposición 3.8 se tiene que ¡E,. ¡~> = U ReP,.<¡(ñ =2”~”’~’. En conse-
e uen cia
U L¡~ =U ~ ¡(y) =2<~”> = 2n¡y’....m U P71¡¡ — 2”~”’~’ U L<4¡.
Pero las desigualdades reciprocas también son ciertas por la Proposición 3.24, obte-
ni~ndose así la igualdad. E
P. 1’(irwan ha obtenido una desigualdad similar a la probada en la Proposición
3.24 para p > 2, pero su constante, 2””’’, es ligeramente peor (véase [35, Theorem
5.93). Sim> emnbargo, sim resultado está enunciado en el contexto mas amplio de las
complejificaciones p-dominantes:
Definición 3.26. Sea E un espacio de Banach real y sea ¡p una norma
razonable en E. Decimos que ¡ ¡~ es una nornma p-donminante con 2 < p =~s si
UY + ~yV. ={ UxU” + Uy¡<P}mk Vx, y E E.
l)ado un procedinmiento natural de complejificación u, decimos que es p-dominante
(2 < p < ~) si para cada espacio de Banach E se tiene que U <4, es p-dominante
en E.
Observación 3.27. Nótese que en la definición anterior no hemos considerado
los p menores que 2. En realidad no tiene sentido hablar de complejificaciones ~
dominantes con 1 =p < 2. Efectivamente, sea E un espacio de Banach real y sea
¡ ¡~ una norma razonable en E p-dominante. Entonces, para cada £ e S~ se tiene
U’ + iYU — > 2””’
de donde es inmediato que p> 2.
Las normas (p) (2 =p =ce) definen los procedimientos p-dominantes más
pequeños:
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Proposicion 3.28 .Sea u un procedimiento natural de complejificación p-domi- —
nante (2 =p =ce). Entonces dado un espacio de Banach real E se tiene que
y,
¡Y ±¿9j(~)= ¡Y + ¿y¡¡> Vx, y E E.
y,
DEMOSTRACION. Sea E mm espacio de Banací> real, x, y E E y p =2. Entonces y,
para. cadía O E IR se tiemie y,
U’ + ¿y¡<4 = ¡tetO (‘ + iy)<¡,. = ¡(x cosO — ysenO) + i(xsenO 4 ycos O)
> {U~cosO — ysenO¡¡” + ¡ xsenO + ycosOUP}1¡~>,
de donde se sigue que
l¡~ + ¿?J¡¡v =sup {Ux cosO — ysen 01” + ¡¡Y senO + y cos OU”}11” = ¡ Y + ¿¿11(p).
O
Para p = ce, nótese que U ¡~} es en realidad la norma de Taylor, en commsecuemmcia,
por la Proposición 2.14 es la norma razonable más pequeña cm> E. E
Usando la terminología de procedimientos p-dominantes, el resultado que aca-
bamos de probar nos proporciona la siguiente generalización de la Proposición 3.24
(comnparar con [35, Theorem 5.9]): y.
Proposición 3.29. Sea u un procedimiento natural de compíejifleación p-domi-
nante (2 =p =ce). Entonces para cada espacio de Banaelí real E y cada L e U(”E)
y.
se tiene que
Si bien las formas imiultilimícales se pueden extender sin alterar su normíma cuan-
do se usa la complejificación de Bochnak (véase el Teorema 3.23), cuando se usa
la complejificación de Taylor, un resultado similar para formas bilineales no se da
janmás, al menos en espacios bidimensionales. Para demostrar esto probaremos un
resultado previo en el que se usará la siguiente notación: Si E y E son dos es-
pacios de Banacb sobre 1K, T E ((E; E) y tú E U(”E), entonces L o 1’ se define
muediante Lo T(x
1 - x,,) = tQJ’(x1), . . . , T(x,,)) para todo ¿r~ e E (1 =tú =n).
Evidentemente tú ú T E ((“E) y LoT = tú o T . Ademnás, U tú o ‘~U =¡¡ tú ¡
Lema 3.30 .Si E y E son espacios de Banaclí isomorfos y u es un procedimiento
umatural de complejijicación, entonces
KÁ}n; E) =(d( E. E))”K$u; E),
donde d(E, E) denota la distancia de Banach-A-Iazur y A]? = U ó P (rcc-uúrdese la
Definición 3.7).
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DEMOSTRACIÓN. Supongamos que K = U (la demostración para K = 2 es
i(léntica). Sea e > O arbitrario. Entonces existe un isomorfismo Y~ E U(E; E) tal que
~¡T—’f¡=d(E, E) 4-e. Sea ahora L c UCE). Evidentemente ¡T”-’~ =
y como LoT E .C(”E), se sigue que
UL¡<4 =¡¡L?ít . UT~’ U”
=(U,,jn; E) + e)U L o ‘l)¡ . ¡§I~m 171
=(4/u; E) + eflT¡<” . ¡[T~m U” ULI¡
=(4(u; E) + e)(d(E, E) + e)”UL¡¡.
De esta manera hemnos probado que U~(u; E) =(U>(u; E) + e)(d(E, E) + e)” para
to(lo e > 0, de donde el resultado buscado se sigue inmediatamente. E
Proposición 3.31. No existe ningún espacio de Banach real bidimensional E
tal que ¡¡LUT = ¡¡L¡j, para cada L E IQE)
La demnostración se basa en el siguiente ejemplo:
Ejemplo 3.32. Sea E e tQ4) la forma bilineal definida por
L(x,y) £191 + £192 + £2>Jm — £292
para cada £ = (xm,.r
2) e y = (Vm, 92) en, R
2. Entonces ¡¡LI’g’ > fi LU
DEMOSTRACIÓN. Es claro que ¡L¡I = ¡P<¡ = 1. Por otro lado, se tiene que
P(x + ¿9) = (xm + ¿p,)2 + 2(xm + ip<4% + 192) — Qr
2 + ip2)
2.
Si ponemos x = (~, 0) e y = (0, S)~ entonces <¡£±iy¡¡r = 1 y P(x+iy) = ¡1+iP =
2. Por lo tanto, ¡LUx > ¡¡L<¡. E
DEMOSTRACIÓN DE LA PROPOSICIÓN 3.31. Sea E un espacio de Banach real
bidimensional. Supongamos que J¡ L¡J = J¡L¡[r para cadía L E U(2E). Por lo tanto
Ux(2; E) = 1. El Ejemplo 3.19 prueba que
Si ponemos E = 4 en el Lerna 3.30, entonces deducimos así que d(E,4) = x1~, de
donde E = e~ (véase la Proposición 37.4 en [68]). Por lo tanto, se puede tener la
condición ¡JLJ¡ = J¡L¡¡
1 para cada L e UQE) sólo si E = 4. Sin embargo, el Ejemplo
3.32 proporciona una forma bilineal simnétrica L E U~(
24) tal que ¡IL<¡x > ¡<tj¡. U
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2.2.2. Estimaciones para polinomios homogéneos con valores escalares.
Las técnicas usadas en la demostración de las Proposiciones 3.24 y 3.29 no son
aplicables a polinomnios homogéneos, salvo a aquellos de grado 2. Nótese que en
este caso, la norma de la cotuplejificación de todo polimiomio 2-homogéneo por un
íroceeli miento 2—domi miamite coincide con la norma del polinomm> jo. En el caso general
no somnos capaces de denmostrar un resultado equivalente a la Proposición :3.24, pero
sí podemos mejorar ligeramente la estin>ación general (3.2.3):
Proposición 3.33 .Sea u’ un procedimiento de complejifleación 2-dominan/e.
Entonces para cada espacio de Banach real E y cada P E P(”E) se tiene que
U~UM =2’>
21P¡¡ si n es par, (3.30)
U Pt =2’23¡2 ¡ P¡~ si u es impar. (3.31)
DEMOSTRACIÓN. Dado que la complejificación de Lindenstrauss-Tzafriri es el
procedimiento de complejificación natural 2-domninante más pequeño, bastará con
estudiar el caso en que u = (2) = LT.
Sea z = £ + ¿y E E tal que ¡Iz¡¡LT = 1 y definamos igual que en la demostración
de la Proposición 3.15 el polinomio trigonométrico de grado < n dado por
it
1(1) : ~(ze + ) = PC cosí — y sen t) = >7 o,,e’~~ V/ e IR. (3.32)
2
k-n
Sabemnos que <f(t)~ < UPU. VI E E, así que usando la definición de ¡ Uw tenemos,
+ Jf(t + (p + n/2)w)jf(/ + n u
=IP(xcos(t + &~) — ysen(t +
+ P(xsen(t + ¿~) + ycos(t + 11)»
u u
=11sup (Ux cos s — ysen ~U”+ <¡Y semís + ycos
=UPU. <<Y + ¿y¡<j$~) — (3.33)
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— a,.e + a~71e
P,.(z)ei’2ÉeiflÉ¡2 + 1—
— Í,~(z) e’~”> et’2’2¡22” (3.34)




Sea e. = ( 1)~ para u = 2k ó u = 2tú+ 1. Si multiplicamos (3.34) por e y le sumamos
(3.35) obtenemos
+ p
1 )+cf(t + Y +
prO
Á7É (z)eiflt[1 + eet~~’2¡2] + 1P~(é)e”””’ Li + ~
Pero teniendo en cuenta Ql. .33) se sigue que
SuP { J—Pidz)e”~ [i + W”~/fl + 2”
Finalmente, si n = 2k, entonces 1 + eeifl~~I2 = 1 + ce~~i~~’2/2 — 2 y en consecuencia la
desigualdad (3.30) se sigue del Lenma 3.14. Por otro lado, si u = 2k + 1, entonces
1 + ee”’”1~ — i + i y 1 + ee~’2r/2 = 1 — ¿. Por lo tanto, aplicando una vez más el
Lema 3.14 se tiene la desigualdad (3.31). E
Corolario 3.34. Sea u un procedimiento de complejificación 2-dominante. En-
tonces para cada espacio de Banach real E y cada P E ‘PQE) se tiene que
U 4. = ¡PU.









miento miatural de complejificación para el que se tenga un resultado similar pero
‘7
•7
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e
para polinommfios homogéneos de grados mnayores que 2. Los siguientes ejemuplos de-
muestran que esto no es posible en general para polinonmios de grado > 1 aunque se
comísidere la comnplejificación de Bochnak. y,
Ejemplo 3.35. Definamos el polinomio bomogeneo P,,,. : —* E median/e la
fórmula
ti
= [(xi — £~)2 — (£2 — ;rI)2] ‘“ Vs = (:r,. £2, £~>, £4) E Q.
Sc tiene que ¡P4m¡¡ = 1 para cada ni c N, pero Iinu,,..>~ <P4M¡n = ce.
DEMOSTRACION. Como a2—b2¡ =1 siempre que a,b e [—1,1]. se ve claramnente
que < P
47j¡ = 1 para todo ni C N. Sea ahora z0 = (1. i, 1/ ~ i/v’
2e~~’/~) E É~
y escribamos z
0 = £o+¿yo con o = (1,0.1/2. M/2) e Yo = (0,1,1/2,1/2). Entonces
de la Proposición 2.37 se deduce eíue
y.
Hzo¡<zs =mf {U£o cos t — Yo sen t< ,-~ + ¡ £o sen t + Yo (.05 tU~=j
1 y,
- (¡¡xo — yole0 + U£o 4- yoUco)
9’
1
=—(H(í,—1,o,—l)U~. + U(1,1,1.0)¡Kt) = 2. y.
y.;
Así pues
¡[P47n¡¡~ = ¡P4m(zo) L’ — ¿2)2 j(¿ + i)2} ‘U = (1)711
¡¡zo~m
y en consecuenc>a lim,>+e0 UP4m¡ s = ce. Un resultado similar para los grados no
nmfmitiplos de 4 se obtiene considerando los siguientes polinomios:
P4m+m : —> E definido por P4,,>~’ (Y) = L(£~ — 4)2 — (x~ —
—* E definido por /<,.+2(£) = L(x? — £2) — (4 — x~)2j £5£¿3,
P4m+3 : ¿7 —> IR deflumido por P
4,~±3(~)= [(xi r~)2 — (4 —Go
E
Modificando el Ejemplo 3.35 se puede conseguir m>na divergemícia más rápida del
cociemíte U P,. ¡¡s/ U E,. U (u E N). En el siguiemmte ejemuplo dejamimos indicado commmo
hacerlo al menos para u de la forma it = 2’” (ni =3). Nótese (lime CI> el Ejemplo
:3.35 se em>coí>tró qm>e
U P~ Un > ~
¡“tU -
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para todo u múltiplo de 4 y en particular para los u de la forma u = 2’” (ni =3).
Ejemplo 3.36. Definimos por recurrencia Q2’” : —± R (ni E N) mediante
las siguientes fórmulas:
£2) = 2 2Q2(£m, £m £2,
X~fli) = 92”’-’ (xm, . . . , Y~flL—1) — 9
2rn.—1(£2m—’1±m, . . . ,
Por otro lado, definimos los elementos Z2m (tu e N) de (É5)n median/e
= (zm, z2) con z1 = 1, z2 = ¿ para in = 1,
= (zm... . , z2m) con z2m—1±g= zge¿27¡2”’ (1 =j =‘~~) para ni > 1.
Entonces se prueba por inducción que 92’” (ni E N) es un polinomio homogéneo de
norma 1 en P(2mt5), que U72”’I¡s < v’~ (ni E N), y que
¡QnUn — UQ”Un ¡Q,,(z,j¡ > (1’32)”’~,
para todo u de la forman = 2’” con tu >3.
Observación 3.37. Usando la conocida caracterízac>on de los polinomios ex-
trenmales en espacios complejos de dimensión finita de Y. Sarantoponlos (véase el
Téorema 1.12), P. Kirwan, Y. Sarantopoulos y A. Tonge observan en [36] que del
hecho (le que los polinomios 2-homogéneos se puedan complejificar sin alterar su nor-
ma usando procedimmiientos 2-dominantes, se infiere que los polinomios 2-homogéneos
extremales en espacios reales de dimensión 2 son proporcionales a b
2. Efectivamen-
te, sea E un espacio de Banach real de dimensión 2 y P E ‘P(2 E) un polinomio
extrema]. Supongamos que L E US(
2E) es la polar de P, entonces ¡¡L ¡ = 2<¡P¡¡.
Por otro lado sabemos que ULUn = UL<¡ y <¡P LB = U~¡¡, luego ¡¡LUn = 2 ¡P ¡~. Por
tanto, E es extremal en (E, U~ ¡<a) y en consecuencia, por el Teorema 1.12 se deduce
(INC (E, U n) — É2(C) y que E es proporcional a ~2 Naturalmente se tendrá lo
mísmmmo para P. Seria interesante probar que los polinomios 3-homogéneos se pueden
comuplejilicar también sin alterar su norma de acuerdo al procedimiento de l3ochnak,
es decir, si E es un espacio de Banaclí real y E e PQE), entonces ¡ P ¡~ =
Esto probaría que los polinomios extremales de grado 3 en espacios de dimensión
3 son proporcionales a ‘~. P. Kirwan, Y. Sarantopoulos y A. Tonge llegan a es-
ta conclusión en [36) usando mnétodos totalmente diferentes. Como decíamos en la
Sección 1.2 del Capítulo 1, estos mismos autores establecen en [36] que, a diferencia
del caso comp]ejo, en los espacios reales existen ejemplos de polinomios extremales
de grado n ajenos a ¾ para u > 3. La imposibilidad de complejificar polinomios
y,
y,-
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y,
-n-homogeneos con u > ~3preservando su norma daría cuenta de esta propiedad de
y,los espacios de Banacb reales. y,
Si para los procedimientos 2-dominantes siempre podenmos complejificar poli-
nomios ‘2-Imomnogéneos preservando su norma, usando la coinplejificaciómm de Taylor
mío existe espacio de Banach real para el que se pueda complejificar un polinomio
2-homogéneo sin alterar su norma. Para probar esto necesitarenmos el siguiente re-
sultado:
y,
Lema 3.38 .Sea E un espacio de Banach real y sea u E Ni Entonces para cada
E E P(” E) se tiene que ti
UDPU =n<¡P¡¡x.
En particular, si E E P(2 E), entonces «L¡< < ¡P~¡1, donde L c U”QE) con tú = E.
ti
DEMOSTRACION. Sea 5(0) := P(x cosO + ¿y sen 0), donde Y, y E
5E~ Entonces
5 es umí polinomio trigonomnétrico comuplejo de grado ~ n. Como
¡¡YcosO+iysenO¡T=sup~£cosOcosqb+ysen0senqb¡=1,
se tiene que <S(0)¡ = ¡¡P¡¡~ para todo número real 0. Usando ahora la conocida
desigualdad de Bernstein para polinomios trigonométricos (véase el Teorema 4.3),
se sigue que
iuL(x”my)¡ = S’(0)¡ =u sup lS(~)¡ =uUP¡¡x,
O
do]>dc tú c US(UE) representa la polar de E. Por lo tanto L(£”’y)l < ¡P¡~x para
todo x, y E 5E, y cmi consecuencia el resultado se sigue. E
Proposicion 3.39. No existe ningún espacio de Banach real E tal que ¡P¡¡ =
UPU”’, para cada E E PQE).
ti
DEMOSTRACIÓN. Supongamos que ¡¡P¡~ = ¡P¡¡~ para cada E E ‘P(2 E). Enton- y,
ces, si 1=E U~(2E) representa la I)olar de E, por el Lema 3.38, tenemos que y.
U PU = ¡¡[<4 = U ~<LrVP c PQE).
Esto implica que E es un espacio de Hilbert real (véase el comentario inmediata-
mente posterior al Teorema 1.8). Pero cuando E es un espacio de ililbert real, el
Ejemplo 3.19 muestra que existe un polinomio 1’ E P(2E) tal que ¡P[¡’r =
luego el enunciado tiene que ser cierto. E
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Las desigualdades (3.30) y (3.31) pueden ser mejoradas considerablemente si
suponenmos que la norma del espacio E procede de un producto interno. Efectiva-
mneimte, si fi es un espacio de Hilbert real sabemos que (H, ¡ ¡~~) es un espacio de
liilbert comuplejo. Por otro lado, si L E US(UH) y F c ‘PCE’) son tales que L =
entonces UL¡~ = U~¡¡ Además, sabemnos que L es la polar de P (véase el Corolario
3.2). Por lo tanto, el Teorenma 1.8 nos garantiza que ¡<L«LT = ¡¡P¡¡LT. Así, de la Pro-
posición 3.24 y teniendo en cuenta que el procedimiento de Lindenstrauss-Tzafriri
es el procedimiento 2-dominante más pequeño, se obtiene la siguiente estimación:
Proposición 3.40. Si ti es un espacio de Jiilbert real, u es un procedimiento
2-dominante y 1> E PCfi), entonces
Si se considera la complejificación de Bochnak, entonces teniendo en cuenta el
‘l’eorema 3.23 y que la comístante de polarización del espacio es 1, se tiene:
Proposición 3.41. Si H es un espacio de ffilbert real y P e PCH), entonces
¡LPUn=UP<¡.
3. Complejificación de polinomios no homogéneos.
Ninguna de las técnicas usadas hasta el momento para estudiar la complejifica-
ción de polinomios homogémíeos es aplicable al estudio de polinomios no homogéneos.
Por esta razón dedicamos una seccmon a este problema. El caso de polinomios en
una variable ba sido estudiado exhaustivamente por diversos autores. Para empezar
señalamos el siguiente resultado de 5. N. Bernstein [9] (véase también [41, p.
Teorema 3.42 (S. N. Bernstein). Sip es un polinomio de grado < u en una
variable con coeficientes complejos, entonces para cada número complejo z se tiene
¡p(z)< = (a + b)” —½W~m¡p(t)¡, (3.36)
donde a y b son los semiejes de la elipse que pasa por z y tiene sus focos en 1 y —1.
Si UpUm} y UpU~—~n representan el máximo de p¡ sobre el disco unidad en el plano
complejo D y sobre el intervalo [—1,1] respectivamente, entonces el Teorema 3.42
proporciona una estimación del cociente UpUn/ H~U (-—mml: Efectivamente, considere-
muos la elipse de semiejes a = y b = 1, y con focos en 1 y —1. Como D está
contenido en dicha elipse, aplicando el Principio del Módulo Máximo a (3.36) se
obtiene lo siguiente:
e’
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*
Corolario 3.43 .Sca p un polinomio de grado < n en una variable con eoefi-
cien/es complejos, entonces
HpHn =(1 + #)“~pU~í mj. (3.37)
Observación 3.44. J. Siciak [62] ha generalizado (3.37) para polinomios en
varias variables complejas. Su resultado mejora además el Teorema 2.1 en [3]. M.
Lacruz ha encontrado en [38, Tbeorem 5.7.73 estimaciones análogas a (3.37) para
polinomios cmi retículos de Banach reales. Con mímás generalidad, P. Kirwan [35.
Tlmeoremmm 5.16] ha obtenido estimaciomíes similares para polinomnios en un espacio de
I3anacb real.
y,
Para el caso de polinomios con coeficientes reales, un resultado de P. Erdés [241 —
nos permite nmejorar comisiderablemente la desigualdad (3.37). ti
y,
Teorema 3.45 (P. Erd¿s). Sea p un polinomio de grado =u en una variable
con coeficientes reales, entonces
donde ‘f’~ es el polinomio de (?hebysher de primera espccir de grado u e ¿ es la unidad
¿maginar¿a. y.
En nuestro único resultado de esta sección, cuya demostración es sinmilar a la del
Teorema 5.7.7 en [38], probamos una generalización del Teorema 3.45 para el caso
de polinomios definidos en un espacio de Banach real. Necesitaremos la siguiente
extensión de un resultado conocido para polinonmios en umía variable (véase [38,
Lemma 7.7.3]):
y.
Lema 3.46. Sea E un espacio de PanadA complejo y sea E c 271(E). Entonces
1
— mnax{¡P(£)¡ : ILrf¡ < r}.r
Proposición 3.47. Sea u un procedimiento natural de complejificación. Enton-
ces para cada espacio de I3anach. real E y cada P E P(”E) se ticí e
RUT =2”~ jT(¿) 1 U P¡j (3.38)
donde 2”
12¡T,.(¿)< =l/2[(2 + v’~)” + (2— v%].
DEMOsTRACIÓN. Sea e > 0. Por eí Lema 3.46 existe z = :r + ¿y E E tal que
_ ‘fi
[P(z)f = P(x + ¿y)¡ =(1— ()
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Como el polinomnio q(t) := P(x + ty) tiene coeficientes reales, por el Teorema 3.45
se tiene que
mnax <q(z) =§l;ji~ max
Por otro lado, si 1 =t < 1, entonces
U£+IYU = sup <~(x)+tp(y)¡ = 1 + P sup ~2(x) + ~2(y) =‘.ñl<x+iyUx =1.
~EBe. PEBE
Esto prueba que maxm<t<m q(t)< =<¡~U~ de donde
(1 — e) (+)%ñ<T = P(x + ~yV = ¡~W< =max
< T,/í)¡ niax ¡q(t)¡ =¡1/¿)¡ ¡¡PH.
Por lo tanto, para cada e > O se tiene que
¡IPUx =(1 — e~’2”12¡T,.(i)¡ .
lo que comupleta la den>ostración. E
Observaciones 3.48. (i) R. Aron, P. Enflo y B. Beauzamy [3, Theorem 2.1] han
obtenido estimaciones similares para polinonmios en ¿;(R), usando la complejifica-
cion usual, que en este caso es la de Taylor. Su constante es 1/2[2+ 2)”+(2—v’iYfl
(u) lvi. Lacruz ha obtenido estimaciones similares para polinomios en retículos
de Banacb reales con constante 1/2[3v’~ + 4)” + (3v1 — 4)”].
(iii) P. Eirwan ha estudiado este problema [35, Theorem 5.16] para el caso de
polinomios definidos en un espacio de Banach real. La constante que obtiene es
l/2[2v1 -1- 2)” + (2 2—2)”].
4. Complejificación de operadores con valores vectoriales.
El caso (le formas mnultilineales y polinomios homogéneos con valores escalares
es mas fácil de estudiar gracias a la Proposición 3.8. En ausencia de un resultado
simnilar para apl]caclones multilineales y polinomios homogéneos con valores vecto-
riales, no hemos sido capaces de generalizar las Proposiciones 3.15 y 3.18 sin alterar
las constantes, salvo cuando se usa la comnplejificación de Taylor. Si se usan pro-
cedimnientos de comuplejificación diferentes en los espacios de Banach reales E y E,
ya indicamos en cl Corolario 2.1.5 que en general es inevitab]e el increnmento de la
norma (le la comuplejificación de un operador lineal en £(E; E) hasta en un factor
2. Este factor 2 aparece también a la hora de comnplejiflcar polinomnios homnogéneos
emí ‘P(”F; E) y formas u-lineales en U(”E; E). Para facilitar el estudio de estos
problemas introduciremos la siguiente notación: Si u~ y u’2 son dos procedimnientos
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naturales de complejilicación, entomices ~ y <P~<Ñl±,/2 representan. respecti-
varnente la norma ele L y E como opera-dores ele (E, U . «>~ ) en (E, «4• Cuando
u’1 = tú = u’ escribiremnos U É¡<4 y <P¡<4 en vez de U L-«4~~ y ~ respectivamente.
Proposición 3.49. Sean E y E espacios de l3anacb ‘reales y sean u’> y u’2 dos
procedimientos naturales de complejificación.
(a) S~ P E PÁE; E) tal que PC) = Lk Pk(£), con Pk E PCE; 1’) (0 =tú =n),
entonces
U—TU Si2”’ U~U•
(b) Si L c U(” E; E), entonces «LU,~1~,2 =2”flL~
Para el caso en que u’1 = u’2 = T, las constantes pueden reducinse en un factor
2) y.
DEMOSTRACIÓN. Sea z = x+iy E E tal que <Iz}k,1 = 1 y definamos el polimiomio
trigonométrico f igual que en la demostración de la Proposición 3.15. Ahora f es un
polinomio con valores vectoriales, pero las relaciones sobre los coeficientes a~. (1 =
tú =u) se siguen cumpliendo igualmente. De hecho la demostración se desarrolla
idénticamente a la de la Proposición 3.1.5 hasta que llegamos a la desigualdad
sup <¡P,.(z)et~~f + P,.(%)e~iÚí<¡ =2”<~P<¡.
y.
Ahora el Lemna 3.14 ya no es aplicable y es entonces cuando hay que introducir un
factor 2. Por (2.7) se tiene que y.
sup ¡!P,dz)ei~~L + F,.C5)ei~fl< = 2UPÁZ)<¡T =¡I&(z)U>2. ti
—
Se ve también que si u1 = u2 T, entonces mío hace falta introducir un factor 2.
E
De la Proposición 3.49 se deduce inmediatamemíte el siglmiente corolario:
Corolario 3.50. Scan u1 y tú dos procedimientos naturales de comnplcjificación.
Entonces para cada par de espacios de Banach reales E y E se tiene
UPU ~I»2 =2”U~U VP c P(” E; E)
ULU =2”ULU VL E U(”E; 1?) (3.39)
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La estimación (3.39) ha sido probada también por P. Kirwan (véase [35, Coro-
llary 5.63). El siguiente ejemplo míos proporciona un caso extremal en el que se da la
igualdad en las estimaciones del Corolario 3.50:
Ejemplo 3.51. Si E = E = 4 definamos P c PCE; E) como
l’(x) = (Re(xí + ¿£2), Im(xm + ¿£2)) Vx = (£¡,£2) e 4.
Entonces, si L es la polar dc P se tiene que
= 2”UP¡~ y ¡¡É¡¡r+B =
DEMOSTRACIÓN. Se ve fácilmente que ¡¡L¡¡ = ¡¡P~¡ = 1. Comno
L(xU2ky2k) = (Re(xm + i£2)n2k(ym + ¿92)2k Jm(£m + ¿£2)712k(91 + ¿92)2k)
entonces (3.3) implica que
ReP(x + ¿y)
ln/2J
- >7(~l)kG$~) (Re(£m + íxtn2k(91 + ¿92)2k, Jm(xm + ¿Y2)(ym + ¿92)2k)
k=o
donde £ = (£m,£2) E 4 e y = (91,92) e 4. Tomemos Y = e1 e y =













Por lo tanto, ¡~ F¡~x.~÷B= ¡¡P(em + ¿e2) ¡IB = 2~1 ¡¡em + ¿e2¡¡s rt 2”, es decir
¡¡ÉUT~B = ¡PUT~*B =2”~PJ¡ = 2”ULU.
Pero con>o por la Proposiciómí 3.49 se sabe que
y
entonces las desigualdades anteriores se convierten en igualdades y se llega a
(3.40)
(3.41)
= ¡PPlx4n = 2”¡¡P¡¡ rs 2”UL¡¡.
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E ti
y,
Las constantes del Corolario 3.50 pueden mejorarse para espacios comícretos. Si
nos limitamos a espacios de iIilbert, entonces todas las comistamítes se puedíen reducir
en el factor mnultiplicativo 2<71±1)/2 (commlparar con las Proposiciomies 3.24 y 3.40):
Proposición 3.52 .Seu u’ un procedimiento de compíejificación 2-do-minan/í.
Entonces para cada par de espacios de Ifilbert reales 11~ y ‘2 y cada L e U(”if,; TI2),
se tiene que
¡ L¡í, < =i)/2¡¡ L<¡. (3.42)
Además si P E P(”íJí; 112), entonces
¡ íI¡ _ < 2~~—m)’2~ P¡¡. (3.43)
ti
DEMOSTRACIÓN. Por la Proposición 3.28basta hacer el estudio para el proce-
din>iento de Lindenstrauss-Tzafriri. En ese caso, para probar la desigualdad (3.42)
miótese que £CHi; H2) es isomimétrico al espacio U(~t±i[IV x H2; E) y aplidíuese a este
último la Proposición 3.24. Así, la desigualdad (3.43) se sigue de la desigualdad
(3.42) teniendo en cuenta que (hm. ¡1 ULT) y (ff2, U ¡¡LI) son espacios de Flilbert y
en consecuencia su constante de polarizacion es 1 (véase el Teorema 1.8). U
i~a constamíte 2(71—1)12 en (3.42) y (3.43) es óptima:
Ejemplo 3.53. Sea H> = fJ~ rs ~ P E P(”Hi; 112) cl polinomio del Ejemplo
3.51 y tú E UCíii; ‘12) su polar, entonces
= 2(~~íí¡2¡ ~U u ¡IL¡¡LT = 2e>-í>12U L¡i.
DEMOSTRACIÓN. Sea x = 1/ 2e
1 e y = 1/ye2, entonces UY + ¿>J¡¡LT = 1. Ya
se vio que ¡~U = 1. Ademnás, por (3.40) y (3.4i) se tiene que
U P¡¡m’ =U P(£ + ¿y) <LI — 2<~í2 ¡< P(e, + ie2) ¡ rs 2(~~2)íÁ e1 + ¿C2¡<LT =
Esto último, junto comí la desigualdad (3.43), prueba la primera igualdad. La segunda
es inmediata teniendo en cuenta que por ser todos los espacios considerados de
ililbert, el Teorema 1.8 es aplicable. U
y.
Observaciones 3.54. (i) La desigualdad (3.42) fue obtenida por A. E. ‘1%/or
en [66, pp. 313—314] comí técnicas diferentes, sin embargo en su demnostracion se
exigía que L fuera simétrica-. De todos modos, obsérvese que la desigualdad (3.43)
sí se mfere del resultado de A. It Taylor.
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(u) Por otro lado, D. FI. Hyers estableció errómiean>ente en [31, p. 435] que
dados dos espacios de Hilbert reales It y H2, la extensión L : JJ~ ~ “2 cíe cual—
quier operador u—limieal L E U (“ Hm; H2 ) preserva su normna bajo el proccel imiento









Desigualdades polinomiales en espacios de Banach reales.
En este capítulo se investiga el problema de encontrar cotas superiores para la norma
de las derivadas de un polinomio definido entre espacios de Banach arbitrarios,
cuando se satisfacen ciertas condiciones sobre la bola unidad del dominio. Este
tipo de problemnas son de gran interés en Teoría de la Aproximación y la Teoría de
Funciones Analíticas en espacios de Banach. Los problemas estudiados en esta parte
de la tesis admiten una formulación conjunta elemnental en términos de polinomios
domninados por mayorantes funcionales:
Definición 4.1. Se dice que una función positiva ~: [—1,1] —> es mayorante
de un polinomio P definido entre los espacios de Banach E y E si
HP(x)U =~(Ux<¡) Vx E B~.
El conjunto de los polinomios continuos de grado ~ n definidos entre los espacios
de Banach E y E acotados por una mnayorante funcional # sobre la bola unidad se
denotará por 7<(E; E). Cuando E coincida con el cuerpo 1K escribiremos ‘P~(E) en
vez de P,~(E;R).
Si E y E’ son espacios de Banach reales, en este capítulo nos ocupamnos del pro-
blemna consistente cmi determinar cotas superiores para las normmxas de las derivadas
de un polinomio perteneciente a la clase P$(E; E), siendo ~ una cierta mnayoran-
te funcional. La situación más general se da cuando la mayorante es una función
constante. Este caso incluye a todos los polinomios salvo una constante. Con el
objetivo de .simnplificar nuestros cálculos, consideraremos que las mayorantes cons-
tantes son idénticamente 1. Tamubién estudiaremos el caso de polinomios dominados
por una mayorante no constante. En particular se investigará el caso de la mayo-
rante p(t) = 1 — (2, ‘4 C [—1,1]. Con más precisión, si E y E son dos espacios de
Banach reales, en este capítulo:
(1) Se obtienen cotas superiores para la norma de un polinomio en la clase
P$E; E).
(2) Se obtienen cotas puntuales superiores en B¿ ñara la normna de las derivadas
de un polinomio cm> P,~(E; E).
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(3) Se obtienen cotas similares a las descritas en los puntos anteriores para poli-
nomnios en 2f(E; E).
Las desigualdades aludidas en el punto (1) son conocidas como desigualdades de
Ma-rkov gracias a la contribución de los hermanos Markov al estudio de aquel pro-
blema para polinonmios en una variable. Por otro lado, la aportación de 5. Berustein
en la obtención die cotas puntuales para las derivadas de polinomios en uina variable,
justifica que las desigualdades anunciadas en el punto (2) sean llamadas des-igual-
¿¿des de Bernstein. Por razones obvias, las desigualdades mencionadas en (3) se
llaman desigualdades de tipo Bernstein-Markov para polinomios con mayorant es.
Los problemas para polinomios en una variable se llamnarán frecimenteniente pro-
Nemas en el caso clásico. En la primera parte del capitulo presentamnos un breve
resumen de resultados clásicos para polinomios en una variable relacionados con los
problemnas de Bernstein-Markov. Las desigualdades de Markov (4.2) y (4.3) que allí
se presentan proporcionan cotas superiores óptimas para las normas de las derivadas
de un polinomnio en P,~jR). Las desigualdades de tipo Bernstein (4.4) y (4.5) para
polinomios en P$lR) proporcionan mejoras comísiderables, en el interior del inter-
valo unidad [—1,1], de las estimnacio¿>es de los l>ermnanos N-larkov. Su importamicia
también radica en el hecho de que son el punto de partida de una de las deunostra-
ciones mnás sencillas de las desigualdades (4.2) y (4.3) respectivamente (véanse los
Teoremas 4.9 y 4.12). Por otro lado, también se dan estiníaciones óptimas y buenas
estimaciones pummtuales en (4.14) y (4.15) respectivamente, para las normas de las
derivadas de polinomios en la clase P,if(R).
Los resultados presentados en esta primera seccion motivan su generalización pa-
ralos polinomios pertenecientes a las clases ~,i(~;E) y P~(E; E), doí>de E y E son
espacios de Banach reales. En cuanto a la clase P,~(E; E), existe una generalización
de Y. Sarantoponlos de (4.2) y (4.4) para la prin>era derivada (véase el Teorema
4.21). También se puede probar (4.3) para la derivada n-ésima de un polinomio
en P$E; E) (véase 4.30). Estos hechos nos permiten especular con la posibilidad
de que (4.3) sea cierta para la derivada tú-ésirna de un polinomio en J<(E; E) con
1 < tú < mt (véase el comentario al Problema 74 en [44fl.
En la segunda sección. se generalizan algunas desigualdades clásicas de Bernsteíí>-
Markov para polinomios em P1(E; E). Se da umía tota superior de la norma de la
segunda y tercera derivadas de un polinomio en P1(E; E) que difiere en factores 2
y 3’7941de las constantes conocidas crí eí caso clásico. Además se dan estimaciones
puntuales para la segumida y tercera derivadas de un po]imíomnio en P,~(E; E) sobre
la bola unidad de E (véanse las Proposiciones 4.33 y 4.35). Cuando se trata de
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polinomios definidos en un espacio de 1Iilbert real, mejoramos nuestras desigual-
dades anteriores para la segunda y tercera derivadas. En realidad encontramos la
mejor estimación posible para la rmorma de la segunda y tercera derivada, es decir,
generalizamos (4.3) para tú rs 2 y tú rs 3. Además obtenemos mmna estimación puntual
que generaliza (4.5) para la segumída y la tercera derivada (véanse las Proposiciones
4.45 y 4.47). En la demostración de estos resultados damos también la idea para
la generalización de (4.3) y (4.5) para cualquier derivada de un polinomio en un
espacío de 1-Jilbert real. En la última parte de la seccion, se aportan estimaciones
asintóticamemite óptimas, cuando n tiende a infinito, de la norma de las derivadas
(u k)-ésimnas de polinomios de grado u definidos en umi espacio de Hilbert real
(véase la Proposición 4.53).
Para los polinomios pertenecientes a la clase P,~(E; E), aportamos generaliza-
ciones de (4.14) y (4.15) con desigualdades idénticas a las clásicas, para el caso cmi
que E es umí espacio de Hilbert real.
Todos los resultados de las secciones siguientes estarán enunciados sin pérdida
(le generalidad para polinomios con valores escalares. Una consecuencia elemental
del teorema de Hahn—Bamiacl> lo justifica:
Proposición 4.2. Sean E y E espacios de Banach reales y consideremos una
función > : [—1,1] ~+ R’~’. Si para cada x e BE existen números reales positivos
Cfk)(x) y C$~(~) tales que
¡<D/kl 1~(x)¡¡L(nE) =cf~x~ VP e
= VP e
entonces
< C1”~(x) VP E P$E; E),
¡<í5<k>P(Y)¡<r(UE;F) <Cfk)(x) VP e P$E; E).
1. Desigualdades de iBernstein-Markov en una variable,
En esta sección introduciremos los resultados más conocidos relacionados con
los problemas de Bernstein-Markov para polinomios en una variable, algunos de los
cuales serán generalizados en secciones posteriores. Comenzamos por presentar dos




84 4. DESIGUALDADES POLINOMIALES.
*
Teorema 4.3 (Desigualdad de Bernstein) .Sea 1(0) = Zk—o ej un po-
linomio trigonométrico complejo de grado < u tal que supoez [T(0)¡ =1. Entonces
sup ¡T’(0)¡ =í>.. y,
Oca
La siguiente versión fuerte de la desigualdad de Bernstein para polinomios tri-
gonométricos reales será también útil en las próximas secciones:
Teorema 4.4 (Desigualdad de Szegd). Sea 7(0) = ZLoeke~~0 un po/mo-
mio trigonométrico real de grado < u tal que sup~a ¡T( 0) ¡ < 1. . E-rito nees
sup (u2T(0í + T’(0)2) < u2. (4.i)
0611
La desigualdad anterior fime demostrada por primera vez por J. O. Van der Corput
y O. Schaake [17], aunque se deducía de forma implícita de una desigualdad anterior
de O. Szeg¿ [65].
1.1. Desigualdades de Bernstein-Markov para polinomios en una va-
riable. El problema de dar una estimación genérica de la miorma de la derivada
(le uii polinomio surgió curiosamente a propuesta (le un químico y no de un mmma—
tcmmmatmco. Fue D. Meneleleev, autor del sistemuma periódico ele los elementos, quien
estudió por primnera vez este problema. No vamnos a emítrar en detalles de los motivos
que llevaromí a Mendeleev a estudiar un problema de este tipo, míos limitaremos a
decir que en un punto determinado de sus investigaciones, Mendeleev se percató de
la ímtilidad que para- su trabajo supomíla el poder temier una estimación precisa de lo
grande que puede hacerse la derivada de un polinomio de grado 2 definido en u>n
cierto intervalo [a, ¡3]. Las estimaciones de la derivada de un polimiomnio p en [a, ¡3]
depemíden cíe su miorma sobre el intervalo [a, ¡9], es decir, (le ¡ p ¡ ~ = ~~Ptc [a,Q]¡p( t) ¡
De l>ecl>o, P<¡1
71Ñ1 aparece siempre como un factor mnultiplmcativo en las estimnaciones
(le la dierivadía de p. Con el objetivo de simplificar los cálculos, considerarermios sólo
polinomnios que verifiquen la condición ¡¡P¡l[~,rí < 1. Es n>ás, el cambio de variable
v-* ja + 13 — (a — 1t~],”2, reduce el problemna (salvo la constante (¡3 — a)/2) al de
determinar una cota para p’(t)¡ con t E [—1,1], siempre que p pertenezca a la clase
21(R). La respuesta que dio Memmdeleev a este 1)rol)lema para polinouuiios de grado
2 en la clase P~(R) fue la desigualdad ¡p’(t)¡ =-4, Vt e [—1, 1]. Es niás, 4 es la mnejor
comustante posible va que la igualdad se alcanza. para el polinomio i(t) rs 1 2/2.
Nótese que ¡p(t)¡ < 1, Vt e [—1,1] y p’(±l)¡ = 4. Como era de esperar, Mende]eev
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tramísmitió su descubrimiento a la comunidad matemática. En 1889 el matemnático
rí>so A. A. Markov encontró itria generalización ticí resultado de Mendeleev para
i>olim>on>ios (le grado arbitrario u en la clase P(1k):
Teorema 4.5 (A. A. Markov). Sea p un polinomio en ‘P~(R). Entonces
Up’Uí—í mí < >.~2 (4.2)
La desigualdad (4.2) es óptima para la clase P{(R), alcanzándose la igualdad
para el polinomnio de Cbebyshev de grado u de la primera especie it. Es más, la
desigualdad para T71 sólo se alcanza en los extremos del intervalo [—1,1]. El trabajo
original de A. A. Markov fue publicado en ruso [42] en 1889. En [13] se recoge una
nmuestra de algunos de los resultados más importantes relacionados con este tema
incluyendo una demnostración simuple de (4.2).
Una vez resuelto el problemna de encomítrar una cota óptima para la derivada de
un polinomio, es natural preguntarse qué tipo de estimación satisfacen las derivadas
superiores. La respuesta a esta cuestión no tardó en aparecer y fue precisamente un
hermano deA. Markov, V. A. Markov, quien dio la solución en 1892:
Teorema 4.6 (y. A. Markov). Sea p un polinomio en ‘P,(R). Entonces
<p(k>~1l11 ~ ydk)(1) — &(u2 — 1) . . . (u2 — (tú — 1)2
)
Naturalmente, la constante que aparece en (4.3) es óptima y la igualdad sólo
se alcanza para TI’,. en los extremos del intervalo [—1,1]. Nótese que para ~ rs 1 la
desigualdad (4.3) se reduce a (4.2). El trabajo original de V. A. Markov fue publicado
en ruso en 1892. En 1916 apareció una version en alemán del mismo [433. Han
aparecido con posterioridad demostraciones mnas sencillas de la desigualdad (4.3),
entre las que cabe destacar la presentada por 5. Berustein usando un argumento
varíacional (véase los trabajos completos de 8. Bernstein [10]) y sobre todo la de R.
Duflin y A. C. Schaeffer [22].
El problema de estimnar la derivada de un polinomnio da mucho más de sí, silo que
buscamos es dar una estimnación de la derivada en un punto fijo. Si to e [—1,1], el
problema que nos planteanios ahora es el de determinar el mnáximo valor que puede
alcanzar p(k)(t
0) (1 = tú =a), siendo p un polinomio en P~(R). En general vamos
a obtener estimaciones mnucho mejores que las dadás en (4.2) y (4.3). Usaremos
la siguiente notación para referirnos a la mejor estimación puntual de la derivada
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tú-ésima de un polinomio en el interior del intervalo (—1,13. Dados u, tú e N con
u > k escribimos
V$j(t) = sup
Según la desigualdad (4.3), es evidente que v},kVt) < 7’W(l), V/ E [—1,1]. La
determinación de la función V$7k> es imn problema bastante complicado incluso para
tú = 1, no obstante existen técnicas que nos proporcionan el valor de r$,k>(t) para cada
1 e [—.1,1]y tú =u. Para la primera derivada no es difícil probar que fl$,i)(1) = T,§(t)
íara cada 1 E [—1.——cos(w/2n)] U [cos(rr¡2u), 13 (véase [12]), sin embargo, esta
identidad no es cierta en todo el intervalo (—1, 13. E-. V. Voronovskaja [72] ha
generado un procedimiento que permite encontrar el valor exacto de D%’\t) en el
resto del intervalo [—1, 1] (para ver la forma de ~ y <1 consúltese [12]). Es más,
es posible incluso obtener el valor de r~kí(t) para cada t e [—1,1] y cada k < u
(véase [26]). Un problema menos ambicioso pero ignainíente interesante consiste en
emícontrar una curva sencilla que mayore de la formna más ajustada posible a
en el intervalo [—1,1]. 5. Berustein probó en 1912 que D$2
1(t) =n(1 — t2y.i/2,
Vt E (—1, 1). Escrito de otra formna se tiene:




Observación 4.8. El resultado anterior es una consecuencia inmediata de la
desigualdad de l3ernstein para polinomios trigonométricos. Para ver esto basta
aplicar el Teorema 4.3 al polinomio trigonométrico definido por 0 ~—> p(cos 0) para
cada y E P,~(R).
Es posible probar la desigualdad de Markov (4.2) usando (4.4). El lector encon-
trará una demnostración de este resultado en [34] (véase también el Teoremria 3.3.6
en [40]):
Teorema 4.9. Si y e r11(R) es tal que p(t)l =n(1 — t2<II2, V/ E (—1, 1),
entonces se tiene que 9’
2
Para derivadas superiores, 11. Duffín y A. O. Schaeffer probaron la siguiente
desigualdad de tipo Bernstein en el interior del intervalo [—1,1] (véase (223):
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Teorema 4.10 (a. Duifin y A. C. Schaeffer). Sea p
Entonces se tiene que
E P~(lR) y t E (—1,1).
~(k)(1)¡ d~inarccost rs { ( ji cos no)2 + (2+ sen uO)}
Observación 4.11. De ahora en adelante escribiremos
parte derecha de (4.5), para cada t E (—1,1). Es decir,
M$i(t) para denotar la
( //k 2
M~t>(t) rs <j~ (jh~ cos nO) + (íjenuo)2}i¡2 Wc (—1,1).




1—u2_+n2t2)S211¡2(1 ~t2)5/2 V/ E (—1,1).
El Teorema 4.9 admite una generalización para derivadas superiores que usa
la estimación puntual (4.5). De hecho esto constituye lo que posiblemente sea la
(lemimostración más sencilla del Teorema 4.6 (véase [22]):
Teorema 4.12 (Duifin y Schaeffer) .Sea p un polinomio en W~p(R) (u > tú)
tal que p(t)¡ =M~(t), VI e (—1,1), entonces se tiene que
¡I~ ¡1—141 =TQ>(i) = 13...(2k—l)
1.1.1. Desigualdades de Bernstein-Markov para polinomios complejos
en una variable. Llegados a este punto vamos a hacer una incursion en el caso
complejo para miotar que en este supuesto los resultados obtenidos son diferentes.
Representaremos el disco unidad mediante D, es decir, ID rs {z E C : ¡z< =1}.
Además ¡¡p<¡n = maxZED ¡p(z)¡ representará el máximo valor del módulo de un po-
linomio p en el disco unidad. Si p es un polinomio en P,~(C), entonces el principio
dcl módulo máximo junto con la desigualdad de Bernstein para polinomios trigo-
nometricos prueban que ¡p’¡<n ~ u. A diferencia del caso real, abora si es posible
donde -/ = cosO.
(4.5)
Mk)(t) — ((1 712)2 + n2P)m¡2
(1 —
M~31(t) — _______
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generalizar de forina trivial la estimación obtenida para la primera derivada a deri-
vadas superiores. Efectivamente, aplicamwlo tú veces (tú < u) el resultado anterior se
tiene: y,.
y,
Teorema 4.13 (S. Berstein). Sea p un polinomio en 27
1JC), entonces
< n(u —1)... (u — tú + 1). (4.6)
Además la comístamíte obtenida en (.4.6) es óptimna, siendo p(z) = z” el polinomio
extremimal.
1.2. Desigualdades de Bernstein-Markov para polinomios cori mayo-
rantes funcionales. El otro problema que nos ocupa en este capitulo comísiste en
sustituir la mayorante constante con la que habíamos venido trabajando hasta abora
por una mayorante muas complicada. El profesor Turán propuso en una conferencia
celebrada en Varmía (Bulgaria) en 1970 el problemna correspomidiemite a la mmíayoramíte
p(t) = 1 — t2, / E [—11]. Es decir, sip C PK(R) y to E [—1,1]. Turái> PrOPOmIe
ele terni i ima r
sup p’(tu)<.
pEP~’(11)
Un año n>ás tarde, Q. 1. Rabman publica un articulo [53] en el que se investiga no sólo
el problema propuesto por Turán, sino también el correspondiente a la mayorante
V}t) = ¡tI, 1 e [—1,1]. En el siguiemite resultado se da luía estimmmaciómí óptima de la
norma de la derivada de un polinomio perteneciente a la clase P~f(R):
Teorema 4.14 (Q. 1. Rahman). Sea p un polinomio en Pf(R). Entonces
¡VU[—i,Ií =2(u i ). (4.7)
La comístante cmi la desigualdad (4.7) no puede ser reemplazada por otra menor.
Efectivamente, si U
71 es el polinomio de Chebyshev de segunda especie de grado
u definit por t171(t) = (1 — t2)]/2 sen[(n + 1) arccos t], VI E [—1,11, entonces la.
igualdad cm> (.1.7) se alcanza para el polimmoimiio p~ (1) = (1 /2)1<2(1). Además, la
igualdad sólo se alcanza cmi los extremos (lel intervalo [— i , i].
La desigumaldací (4.7) puede mmicjorarse en los pumítos i m>teriores del intervalo [—1,1].
El siguiente resultado proporciona una estimación más precisa de Ii/(t) ¡ para aquellos
valores (le t en el interior de [—1,11 que se encuentren lo su>ficiemmtemmíente alejadios de
los extremos,
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Teorema 4.15 (9. 1. Rahman). Sea p un polinomio en P,~f(R). Entonces
r t2 ~1/2
¡p’(t)¡ =j~ ~2 +n2J Vt E (—1,1). (4.8)
El hecho de restringir el número de polinomios sometidos a estudio también
repercute en la magnitud de sus coeficientes. Efectivamente, para los polinomios de
la clase P$R) se puede establecer una cota superior para sus coeficientes mejor que
la del caso general (véase [53] y [54]):
Teorema 4.116 (Q. 1. Rahman). Sea p vn polinomio en 2f(R) de la forma
p(t) = Z~—u akt. Entonces se tiene que ¡akl (1 =tú =u) está acotado por el valor
absoluto del coeficiente de jk en el polinomio p,4t) rs (1 — t2)U,...
2(t) ó pn—m(l) rs
(1 — t
2)U
713(t) (t E [—1,1]) dependiendo de si la diferencia u — tú es par o impar
respectivamente. En particular, para u =2 se tiene que ¡am =u — 1 y ¡a2¡ =
{(n — 1)2 + 1}/2 Si n > 3, entonces a,.¡ =2712 y a,.i¡ =~
Como ya anmunciábanios, Q. 1. Rahman proporcionó en [53] resultados semejantes
para la mayorante #t) rs ¡/¡, Vt e [—1,1]. En este caso, para valores altos de u,
la mnejor estimación de la norma de la derivada de un polinomnio en la clase 2}R)
coincide básicamente para valores grandes de u con la constante encontrada por A.
A. Markov en el Teorema 4.2 (véase [53]):
Teorema 4.17 (9. 1. Rahman). Sea p un polinomio en Pt(R), entonces
< (u — 1)2 + 1 (4.9)
La constante que aparece en (4.9) no puede reemplazarse por otra menor, ya que
la igualdad se alcanza para el polinomio dado por p(t) rs IT,.m(1), ‘4 E IR. Además
la igualdad se da sólo en los extremos del intervalo [—1,1]. El siguiente resultado
de Q. 1. Rahaman mejora (4.9) para aquellos puntos del interior de [—1,1] que se
encuentran lo suficientememíte alejados de los extremos (véase [53]):
Teorema 4.18 (9. 1. Rahan’ian). Sea p un polinomio en P~’(R). Entonces
¡p’(t)¡ = {Cn — 1)
2í ~+ } VI e (í,í).
Algunos de los resultados presentados en esta introducción a los problemas de
Bernstein-Markov para polinomios en una variable pueden ser generalizados al caso
de polinomios definidos en un espacio de Banach real. Este será nuestro objetivo en
las siguientes secciones.
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2. Desigualdades de Bernstein-Markov en espacios de Banach reales.
y,
En esta seccion realizaremos algunas generalizaciones a polinomios en espacios
de Banacb reales de los problemas de Bernstein-Markov presentados cmi la seccion
anterior. Como ya indicábamnos en la introducción del capítulo, estudiaremos sólo
polinomios de miorma < 1 con el fin (le evitar el temíer que arrastrar um>a comístante emí
todos los cálculos. A la vista de los resultados ya conocidos y los que se obtendrán, se
conjetuira que todas las desigualdades que se hamm presemmtado en la sección precedente
se verifican con las mnismnas constantes en el caso general.
2.1. Desigualdades de Bernstein-Markov para la prin~iera derivada en
espacios de Banach reales. O. G. Kellogg probó en 1928 [34] que para polinomios
en varias variables (con la norma enclídea) la desigualdad de Markov para la primera
derivada (4.2) sigue cumpliéndose:
Teorema 4.19 (0. G. Kellogg). Sea E un polinomio en P$L7). Entonces
UVP(x)H¿(ern) =n2 Vx E E57>
En 1975, L. A. Harris dio otra deimiostración del resultado anterior para espacios
de Hilbert reales en general. Es más, también encontró umna generalización de (4.4)
(véase [27, Theorem 5]):
Teorema 4.20 (L. A. Harris). Sea JI un espacio de ihilbert itaí y sea E e
.Si < ., . > denota el producto interno en 11, entonces
¡DP(x)y< =mm { n(l — Ux¡¡2+ <x1y >2) 1 [>(x)2 , u2},
para cada x e E
51 e y e ~ En particular
¡<DP(x)¡f =mm { u 1 — P(x )2l u 2’I
— <~< ,n~ =mm1 ~ —¡ «u;, (410)
para todo x E E11.
En 1991, Y. Sarantopoulos generalizó (4.10) para cualquíier espacio de Banach
real. Dada la imimportancia qume tiermen las técnicas que eníplea Y. Sarantopoulos
para resultados posteriores, damos a continuación una demostración comnpleta (le su
gemíeralizacion:
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Teorema 4.21 (Y. Sarantoponlos). Sea E un espacio de Banach real y P E
2,1(E). Entonces
— 2~I
— x)~2’[ -¡¡DP(x)J¡ =min{~ 1— <uj =min{ u (4.11)
para cada x e B~. En particular se tiene que DP~¡ ~ u
2.
DEMOSTRACIÓN. Sea x E BE e y e Sp;’. Definamos T como el polinomio trigo-
nomnétrico de grado < u dado por
T(0) = P(xcosú+y 1— ¡J42senO) VO e IR.
Corno ¡¡xcosú + y 1 — W¡2sen0~¡ =1, VO e IR, se tiene que ¡tTl¡ =1. Por otro
lado, aplicando la regla de la cadena
7(0) = DP(x cosO + y 1 — ¡}x¡~ sen 0)(—x sen 0±y 1 — ~xj¡2cosO) VG E IR.
Por tanto, la desigualdad de Berustein para polinomnios trigonométricos imuplica que
1 — ~xj¡flDP(x)y¡ rs T’(0)¡ < u.
De esta forma se llega a
JDP(x)¡¡ ~ u
1 — I¡x¡12
Sea ahora p el polinomio en una variable real definido por p(/) rs DP(tx/~¡xe),
‘4 E IR (sin pérdida de generalidad podemos suponer que x ~ O por continuidad).
El polinomio p verifica la desigualdad p(t)j =u/(1 — t2yi/2, Vt e (—1,1). Por
tanto, el Teorema ‘1.9 garantiza que p(t)¡ < u2 VI E [—i, 1]. En particular, si
rs ¡~x¡¡ se tiene que ~DP(x)~ =u2. E
Observación 4.22. Para polinomios en varias variables, Baran [7] ha dado una
demostración independiente del resultado anterior (aunque más complicada) usando
técnicas complejas.
2.1 .1. Desigualdades de Markov para polinomios sobre conjuntos con-
vexos. Existe en la actualidad una línea de investigación activa que estudia con
mnás generalidad el problema de Bernstein-Markov para la primera derivada de poIl-
miomios en espacios de Banach reales. La variante del problema que acabarnos de ver
en el Teorema 4.21 consiste en sustituir en la norma polinomial la bola unidad del
espacio por otro conjunto convexo. Las constantes que aparecen en las desigualdades
del tipo Bernstein-Markov obtenidas de este modo no dependerán solamente de la
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Definición 4.23. Si E es un espacio de Banacb. decimnos que un subconjunto
1< c E es un cuerpo convexo si 1< es convexo, cerrado y acotado.
Los siguientes conceptos serán de utilidad para comprender esta sección:
Definición 4.24. 51 Ji’ es un cuerpo convexo en un espacio de Banach real E,
entonces: —
(a) El diámetro de 1< se defimie comno y,
diam(K) = sup ~x — y~. ti-
vEN y,
9’(b) El diámetro interior de Ji se define como y,
r(A’) rs sup{r : Lo + nt c E, para algún at E EJ. 9’
(e) Si A e ½,definimos
W1jh) rs sup{ qx — : x,y e A’, x — y rs eh para algún e E R}.
ti
y
VEN rs inf{W,w(h) : A E SE}.
(d) Si P E P,,(E), entonces se define su norma respecto de Ji’ como
rs sup P(x)~.
y GE
Dado un espacio de Banaclí real E y un cuerpo convexo 1=’,el problema que ti
*
se plantea es encontrar una cota para ~DP(x)bz(p), domide P e P,.(E) es tal que
9’¡lPbm< = 1 y x C U. Nótese que este problema se reduce al resuelto por Y. Saran- y.
toponios emí eí Teorema 4.21 para el caso especial en que 1< sea la bola unidad del y,,
espacío. Cran parte de la investigación que se realiza hoy en día en este sentido y.
está encaminada al estudio del problema en espacios cuclideos de dimensión finita, y.
En dimnensiómí uno los cuerpos convexos son los intervalos compactos ele la forma y.
(a, /3]. Si a ~ ¡3 y p E P,.(R) es tal que ¡jpj<yJ~ =1, entonces el cambio cíe variable y.
v—* [a + ¡3 — (a — /3)t]/2 junto comí el Teoremmia 4.2 demnuestran que 9’
9’
297,
con igualdad para el polinomio T,.,~,0 definido por 7Á,717¡-3(t) :rs T4
27”j), para
1 e [ú,¡3]. Para dimensiones superiores, C. Coatmelec [16] probó en 1966 que dado
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uní cuerpo convexo A’ en É~, existe una constante OK que depende de diam(K), tal
que para cada polinomnio F E P~(~T) con ¡¡4K =1 y cada x E 1<, se tiene que
¡VP(x)[c(ewí =Cí<u2.
Emí 1974, 11. D. Wilhelmm¡sen [73] probó el siguiente resultado:
Teorema 4.25 (R. D. Wilhelmsen). Sea 1< un cuerpo convexo en C~ y sea
E e ‘P
7}~?) tal que ¡~lW < 1. Entonces para cada x e A’ se tiene que
4u
2
¡VP(x) “z(¿,) =diam(K) (4.12)
Dado un cuerpo convexo A’ en £T y P E 71d¿T) con ¡¡P¡¡~v ~ 1, en vista de





¡VP(x)~¡r(G¡í diam(A’) Vx E Bern.
E. D. Wilbelmsen sabía por el Teorema 4.19 (véanse también los Teoremas 4.20 y
4.21), que A’Ij< = 2 cuando Ji’ coincide con la bola unidad de tT~ Cuando m = 1,
el polinomio de Chebyshev ~ muestra que la constante M
1.i,11 = 2 es óptima. Es
mas, A. IKroó y Sz. Révész han demostrado recientemente en [37] que no hay ningún
cuerpo convexo en ~ para el que M5< < 2, es decir, M~< =2. En definitiva, para
cada cuerpo convexo 1< en se tiene que
2<MK<4.
It D. Wilhelmmísemí conjeturó que Mp: rs 2 para todo cuerpo convexo en
tT~ Esta
conjetura es cierta y se sigue del Teorema 4.21, cuando A’ es la bola unidad de
un cierto espacio de Banach in ~ es decir, cuando fi tiene simetría central. Sin
eníbargo, la conjetura no es cierta en general para cuerpos convexos asimétricos,
como lo demmmuestra el siguiente ejeimíplo de L. Bialas-Cie2 y P. Goetgheluck (véase
[11]):
Ejemplo 4.26. Si Ji = := {(x, y) E IR2 : x, y- =-0, x + y =1}, entonces el
polinomio P e %(C~) definido por
P(x, y) rs 4(9x2 — 4W + 9xy + 2y + 1)/5 V(x, y) e IR2,
y,-
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y,
‘verifica que ¡¡P¡¡á0 = 1 y ¡VP(i,
0)~¡É(t) = 4 202/5. Pero como diani(áu) = 2/2,
este ejemplo demuestra que
Mi
0 >4__202 2/22 1.01>2.
— 5 4
y,
A. l<roó y Sz. Révész [37] han demostrado que la comístante díue aparece en
(4.12) se puede reducir por un factor 2. Esto unido a la estimación iW~< =2. y,
proporciona el siguiente resultado: y,
Teorema 4.27 (A. Kroó y Sz. Révész). Si 1< es un cuerpo con-ecco en É~ y
definirnos
e’-




< V(n,K) = diamn(I<)
diam(f<) —
Expresado de otra fornía se tiene que 2 =Mx < 2V1. ti
e’;
Para polinomios deflumidos en un espacio de Banach real arbitrario, A. \/, An-
drianov [2] ha obtenido la siguiente generalización del ‘Feorem~a 4.25. ti
ti
Teorema 4.28 (A. V. Andrianov) .Sea E un espacio de Banach real y sea A’ ti
un cuerpo convexo en E. Entonces para cada P e P,.(E) tal que P¡~ív =1 se tiene e’
y,
¿(E) < 4n2 y,Vr e A’.
— <A’)
y,
y. 1. Skalyga [64] ha amínmíciado reciemítemente (sin demnostraciómm) la siguiente y,
mejora de la desigualdad anterior: y.
Teorema 4.29 (y. 1. Skalyga). Sea E un espacio de í3auach ical y sea fui un
cuerpo convexo en E. Entonces para cada E e P,,(E) tal que ¡¡1v x =1 sc tiene
¿(E) < 2.64022) Vr e Ji’. 9’
— 146v 9’
9’-
Nótese en los dos últimos resultados que diarmí( A’) =Wi< =r( E) para cadía ti
cuerpo convexo 1< cmi 7?.”. e
En el resto de esta meimioria míos limitaremos a estudiar el caso en que 1< coimícida
con la bola ummidad del espacio.
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2.2. Desigualdades de Bernstein-Markov para derivadas superiores de
polinomios definidos en espacios de Banach reales. Hemos visto que para
todo espacio de Banach real E y todo polinomio P e 2,1(E), se tiene qume ¡~DP(x)¡¡ <
2 T4~V1’\ Vr e constante n
2
u ~ B~, donde la no se puede mejorar en general. No
es difícil obtener estimnaciommes óptimmías para el polinormíio homogémíco asociado a la
(lerivadía u—esima de cualqimier elemmíemíto de 2,1(E):
Proposición 4.30. Si E es un espacio de Banach real y P e 2,1(E), entonces
¡h(’On(x)¡¡ =2”1u! — TV>(1) Vr e BE.
La constante T,H(1) no se puede mejorar en general.
DEMOSTRACIÓN. Suponganios que P = Z~—0 P¡, con J->, e p(kE), Como por el
‘feorema 3.16 se tiene que ¡¡P,.¡~ =2’~ (véase también (3.16)), entonces para cada
r,y E B~, de la Proposición 1.14 se sigue que
— D~”)J~_ (x)y¡ = u!¡P,.(y) =2’>~u! — §Z,17’>(i).
E
A la vista de estos hechos, parece razonable plantearse la posibilidad de generalizar
la desigualdad (4.3) para cualquier derivada de un polinomio definido en un espacío
de Bamíaclí real. Esta cuestión ya fue abierta por L. A. Harris en “The Scottish
Book”, problema 74 en el año 1975. En la misma referencia, L. A. Harris aporta la
siguiente estimación de la nornía de ñ(k>P (tú =u)(véase [44]):
Proposición 4.31 (L. A. Harris). Sea E un espacio de Banach real y sea F E
2,1(E). Entonces
¡¡h<kíP(x)H =22k—IT(k)(í) Vr E BE. (4.13)
En lo sucesivo veremos que la técnica enípleada por Y. Sarantopouios para probar
(4.11) usada junto con la siguiente generalización del rreorema 4.12 nos permite
obtener mejoras sumstanciales de la estimaciómí (4.13) para tú = 2,3. Además, para
esos valores de tú se obtienen con la mnisnma demostración estimaciones puntuales en
el interior de la bola unidad semejantes a las dadas en el Teoremna 4.5.
Lerna 4.32. Si P es un polinomio de grado ~ n — tú (n =tú) definido sobre
un espacio de Banach real E tal que JP(x)¡ =M~k>(hx¡¡), Vr e BE, entonces
¡P(r)¡ =<>(í), Vr e BE. Recordemos que M~j(t) representa la parte derecha de
la desigualdad (4.5) para cada 1 E (—1,1).
t7-
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DEMOSTRACIÓN. Sin pérdida de generalidad se puede suponer que x ~ 0. Sea
x E ÉE\{0J y definamos p(t) = P(tx/[x¡¡), Vt e IR. Entonces p es un polinomio en
umía variable real de grado =u — tú (u =tú) tal que ¡p(t)~ < M$$(~t~) —
‘4 e (—1.1). En consecuencia, por el 7feorema 4.12 (véase [22]) se tiene que ¡p(t)¡ =fdk)(
1) VI E [—1,1]. La demostración se concluye poniendo t = [4. U
Proposición 4.33. Sea E un espacio de Banach
2,1(E). Entonces, para cada x en BE se tiene que
¡ ñ<2)P(x)¡¡ ~mm { xj2 + <1
En particular, por continuidad dc D~
2YP se tiene que
Vr E B~.
DEMOSTRACIÓN. Tomemosx E BEey E 5E~ SeaT
real de grado < n dado por




T(0) = P(x cosO + 1 — ¡[x¡¡2y sen O) VG e IR.
Se ti ene (me
T”(O) =D2P(x cosO + 1 — ¡x[2y sen O)(—x sen O +
—DP(xcosb+ 1— ¡x¡¡2ysenO)(wcosO+
1 — [x¡¡2y cos 9)2
1 — ¡~r¡¡2y sen 0). (4.15)
Por otro lado, como
[xcosO + 1— ¡x¡ 2ysenO ¡ =1 VG E IR,
e’
entonces ¡71(9) ¡ ~ 1, para cada número real O. Por tanto, aplicando a 7’ la desigual-
dad de Bernstein para polinomios trigononiétricos, se tiene que
rs (1 — Lr¡ 2)D2P(x)y2 — DP(ír)x¡ ~ n2.
Teniendo en cuenta ahora la desigualdad (4.11), se obtiene una parte del resultado
buscado:
(1 — [rn[2)¡ D2 P(x)
9
2[ Kl u~ + DP(x)xj =u2 + Y ¡
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I3ara demostrar la otra desigualdad imnplícita en (4.14) apliquemos a lo anterior la
(les i gua.lel a(l (le Holdey
¡¡>2)
u ¡ Y ¡[ (:r)-ej Kl +
— -I — lIx~2 (1 — ¡IY¡I2):~/2
= 2 :r¡2)2 + (1 —b~Í2)3 )i/2 rs \/~A4WQJYb).
Para fi miali zar, hasta. con aplicar el Lemíía 4.32 a.l polimiomio definido emi E por ‘w ~>
D(2)P(w)y. Vn: e E y tomar el supremno sobre todos los elementos y de la esfera
unidad Sp> Se tendría entonces que ¡D<2)P(x)¡¡ =vQiV(1), Vr E BE, lo que
comupleta la eleníostracióm> de (.4.14). U
Para derivadas superiores, la técnica empleada en la Proposición 4.33 se comuplica
extraordinariamente. No obstante, para la tercera derivada aún es posible encontrar




3 con límite 2
una sueeston
21—1, tal que para cada u =3 y cada
decreciente de nmimeros reales positivos
E [0,1) se tiene
que
6n
2t :¿(5t2 + 1 + rÚ — n2t2)
(3 — + (1 t2)512
Kl _______ ( u(2t2 + 1 — u2 ++ (1— t2)5/2 rs M
71 .
¡‘ara cada ti > 3, el ¿dinero ;Vf,, está dado por
12<’ + 962) —4 — 4(3n
2 — 1) 21<’ —422) + 1
~j2 rs
‘7 3u2(4 — im2)
DEMOsTRAcIÓN. Si t E [0, 1) y u ~ 3, entonces por la desigualdad de Hélder
6n2t u(.5t2 + 1 + 2) — n2P
)
(1— + (1 — ¿2)5/2
I/6u2tN2
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y,Vamos a encontrar una constante O,~ tal que la desigualdad y,
~&2t~ (-¿<st2 + 1+ u2 — n2tfl>2)j/22+ (1 t2)512 y,{ y1—Py)
Kl C~ { ( 32)í )2 + (n(2t2 + 1 n2+ <‘it) 2} 1/2 = (.Y~ . M~(t), (4.17)
se cumple para cada n > 3 con 1 e [0. 1). Si elevanios al cuadrado cada miembro de e’
(4.17) y a comítinuación simplificanmos por (1. — t2)5/n, se obtiene e’
e’
36u2t2(1 — t2) + (512 + 1 + 2) — nY)2 Kl ~2 f9n2t2(i — ¡3) + (2t2 + 1 ~ + uit2)2].
ti
Realizando algunos cálculos elementales se llega a
9’
[(u4 — 57¿2 + 4)C,~ — u4 + 462) 25] 4 —
+ {j(—2n4 + 7u2 + 4)(j + 2<’ — 442) — 10] ¡3
+ (u4 — 22) + 1 )C1,~ —- ni’ — 22) — 1 > 0.
IBsta desigualdad es cierta siempre que el discrinmimiante á,
1c~ de la expresión bicua— e’
drada de la izquierda sea negativo. El valor del discriminante está dado por: e’
e’
rs 9 [(—3<’ + 12u
2)64 + (—12n” — 96n2 + 4)O,~ + MOu’ + 96122]. e’
e’-
El valor más pequiemio dIc O,. para el cual A
777c~~ es negativo está dIado por la uinica
raíz positiva de la ecuaciómí rs 0. Por lo tanto e’
— 6<’ + 48u
2 —2--- 2(.3u2 — 1) 21<’ — 42<’ -i-t e’
l2~)
e’
‘Feimiendo en cuemíta (4.16) y (4.17), basta poner AL, rs 2Q. Para finalizar la
demnostración, usando cálculo elenmental se comprueba quie {A’f
71}$3 es decreciente
y que Hm,, M,, rs 2 21—1. E
ti
Proposición 4.35. Sea E un espacio de Banaeh real y sea 1> un polinomio ti
24(E). Entonces, para cada en B~ se tiene ti
e’
¡ ñ~31 P( r) ¡ ¡Kl [1H11 {(1~I1x1¡2V + ¿í(5J¡i[¡ + 1 ~ u — n¡[ij j 1~,, ‘ÍV(í)}. (4.18)
(1 —
fin particular, por continuidad de D<~>F, para cada x e se tiene ¡D(3) P(r)¡~ =
j$) (1).
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DEMOSTRACIÓN. Sea r e BE, y C 5E y definanios T de la misma forma que en
la demostración de la Proposiciómi 4.33, es decir
‘1(0) rs P~r cosO + 1 — ¡rj¡2y senO) VG E IR.
Si (lerivamnos (4.15) una vez muíás,
T”’(9) It~P(x cosO + 1 — ~r~2y sen O)(—r senO + 1 — ¡¡xj~2ij cos O)
— 3D~3~ P(Y cosí) + 1 — ¡x ¡2y sen O)(—x senO + 1 — ¡~Y¡¡2y cos O)
(xcosb+ 1— ¡¡x~¡2ysenO)
Ahora, por la desigualdad (le Bermístein para polinomios trigonomnétricos, se obtiene
= (1 — ¡Y¡¡2)3/2D(31P(Y)y —3 1 — ¡~Y¡¡2 . D~2>P(r)xy
— 1 — [r¡¡~ . DP(r)y~ ~ 2),
de (lon(le se deduce que
(1 -— ¡N2Y12¡D<3)PCr)u~ < 2) + 3 1 — ¡~r¡!2 tD~21P(x)¡¡
+ 1 — ¡42 ¡¡DP(Y)H. (4.19)
Por otro lado, según la desigualdad (1.3) ele los preliminares sobre polinomios, te-
ríe¡mios que ¡[D~2) P(r)¡J Kl 2~¡D<2)P(Y)~¡. Poniendo esto en (4.19) junto con (411) y
(4.14) oi)temiemnos
(1 — xH2)31flD<3~P(r)u~ ~ u~ + 6 1 — ~¡x¡2. ¡2 (-n+ ¡Y¡J ).¡¡YH+ u.
Aplicando a la desigualdad anterior el Lema 4.34 se sigue que
¡>3) JXx)ut < 6u2 ¡W¡ n(5¡1rb2 + 1 + 2) — u2Lx¡ 2
)
(1 — ¡rW)2 + (1 — 142)5/2
=Al { ( 3u2HYH 2 + (n(21Y12 + ~ — Y) + u2
¡
(1 — ¡x ¡2)5/2
= Al,, . Mel)(HY¡¡).
Para finalizar la demostración de (4.18), procedenios igual que en la demostración de
la Proposición 4.33, es decir, aplicando el Lema 4.32 al polinomio de grado Kl n — 3
definido cmi E por -w s—> D(~)P(w)y, Vw E E y tornando el supremo sobre todos los
elementos y de la esfera unidad 5E~ U
ion 4. DESIGUALDADES POLINOMIALES.
y,----
Corolario 4.36 .Si E es un espacio de Banach real y ¡3 ~ ‘P$jE), entonces para
cadar E B~ tenemos
Kl 3’7941 . ‘IQ> (1) 0’2530 . <‘(u2 — 1)(u2 — 22).
DEMOSTRACIÓN. Nétese que la l~roposiciómí 4.30 proporciona una estímacion
óptima para la derivada tercera de umí polinomio de grado 3 en un espacio de Banach
real. Por lo tanto, podenmos tomar u > 4 en el enunciado de la Proposición 4.35.
Comno { M
2, }~tJ es decreciente, es decir, AL, Kl M~ para u > 4 entonces
¡1 15(~ Per)~ =M4 . <~( 1) ~3’794l . ‘f(fl1) 0’2530 . u2(n2 — 1)(u2 — 22).
para cada r E B~. E
V. 1. Skalyga ha investigado este tipo de desigualdades [63] y [64]. En [63] el
autor demuestra que para tú = 2, la desigualdad (4.3) puede ser generalizada en el
siguiente sentido: —
Proposición 4.37. Sea P un polinomio en P,1(t’~) (tu e Nl). Entonces
2
If)(2)P(Y)hl.c&r) Kl T,12~(í ~ — u (2) — 1) Vr E E
1m.
_ 3
En [64] V. 1 Skalyga enuncia un buen número de resultados relaciomla(ios comí el
problema de Bernstein-Markov para polinomios en espacios de Banach reales arbi-
trarios, entre los que se emicuentran (sin demostración) las siguiemítes estimaciones:
Proposición 4.38. Sea E un espacio de Banacis real y sea P u polinomio en
P4(fi2). Entonces, para cada ir en BE se tiene
~b(2)p(Y)¡~ =mm { ~+ nI¡irl¡2 n2(u2 —1) + 0.07754n4}~ (4.20)(1 — ¡x¡¡2)3/2 3
D~3>P(r) L =muin { u3 +n+6u(n—1)Hir¡¡ 4u4(u2—22) ~ (4.21)(1— H.rb2)5/2 ‘ 52
Observacion 4.39. En las desigualdades anteriores, nótese que el crecimiento
de las estimaciones para la norma de los operadores D~21 P y ~ P viene dado por
0’41 09 u4 y 0’16 u6 para la segunda y la tercera derivada respectivamumente. mmuiemmtras
díne el de las nuestras es 0’4715 u4 y 0’2530 nY para la segunda y para la tercera.
derivada respectivamente. No obstante, se puede comnprobar fácilnmemmte que nuestra
estimación pumntuual para la norma ñ(2)P(r) es mejor que la estimnación puntual
que aparece implícitamente en (4.20) para cualquier ir en la bola unidad BE, Algo
parecido ocurre para la tercera derivada. En este caso, nuestra estimación de la
norma de 15(3) P(r) es mítejor que la estimmíación puntual que aparece implícitamente
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en (4.21), salvo para una pequeña bola centrada en el origen cuyo radio tiende a
cero cuando u tiende a infinito.
y. 1. Skalyga también enuncia en [64] (sin demostración) la siguiente estimación
de la normna de la derivada k-ésimna de un polinomnio en un espacio de Banach:
Proposición 4.40. Sea E un espacio de Banach real y P e ‘P,1(E). Supon-
ir1 > ir2 > > (k—i)gamos que í > (k—I> (k—i) k+1 > 0 son las u — tú + 1 raíces del
polinomio tk~~i) Si definimos a,,k = mnini<~<,,k+m I(~ — (4k—.i ))2)k/2T4k)(Y(.kí))¡ ~
ru,,k rs tk>(1)/a%k para todo n, tú con u > tú, entonces para cada ir en BE,
¡¡D(kíP(r)¡¡ =mm { mm {M(í kkfln! rn,kk~!2u! } <)2}
La técnica empleada en las Proposiciones 4.33 y 4.35 puede darse por agotada
para la tercera derivada por la commíplejidad de las operaciones a que da lugar. Una
posible forma de atacar el problemmía para derivadas superiores consiste en intentar
trasladar en la medida de lo posible al caso real las desigualdades óptimas que
se conocen para la norma del polinomio honiogéneo asociado a la derivada de un
polinomio en umí espacio de Banaclí complejo. Aunque como veremnos las técnicas de
complejificación no dan buenos resultados, esto nos da pie para introducir qué es lo
que ocurre en el caso complejo.
2.2.1. Desigualdades de Bernstein-Markov en espacios de Banach com-
plejos. Para empezar, la desigualdad (4.6), que refleja e] máximo valor que puede
alcanzar el módulo de la derivada de un polinomio en P,’JC), no se cumple en general
para espacios de Banach complejos arbitrarios. L. A. Ilarris probó en 1975 [27] que
la constante que aparece en (4.6) debe ser reemplazada en el caso general por otra
mayor. En el siguiente teorema de L. A. Harris se muestra una version mejorada de
su propio resultado al que aluelíarmíos amítes (consultar [28]):
Teorema 4.41 (L. A. Harris). Sea E un espacio de I3anach complejo y sea
¡~ E PI(E). Entonces
— (u — tú7~kkk si ¡~z¡¡ Kl 1. (4.22)
u~ tú! I»I _ (4.23)
Las estimaciones (4.22) y (4.23) son óptimas, alcanzándose la igualdad en amnbos
casos para el polinomnio de Nachbimí ~,, definido en E = Éy(C) y el punto z
e’-
y,
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Observaci6n 4.42. La estimación (4.22) puede ser utilizada para obtener una
estimación simnilar para espacios de Banaclm reales usando técnicas de compl~jifica-
ción. Efectivamnente, sea E un espacio de Banach real, E e 2,1(E) y y un procedi-
miento natural de compiejíflúacíón. Entonces, teniendo en cuenta que D(kíP(r)~2 =
b(k)P@r), Vr e E, de las desigualdades (4.22) y (3.38) se sigue que
u~tú! n”tú!
D~ ‘P(:r)lI Kl ñ(’~> (r)~,. ~ (u — tútktúk ~ (u — túflktúk2]Tn(i)~
No obstammte, es fácil ver que la constamíte obtemuida de este modo por comnplejífica—
ciones es mnucho mnayor que la dada por L. A. Jíarris en (4.13).
2.3. Desigualdades de Bernstein-Markov para polinomios en espacios
de Hilbert reales. En esta sección verenios que la desigualdad de Markov (4.3)
puede ser generalizada al menos para la segunda y tercera derivada de un polinomio
definido sobre mm espacio de 1Iilbert real. Veremos tambiémí que en el interior de
la bola unidad es posible mejorar la estimímación dada en (4.3) para tú = 2 y tú rs
3; IDe hecho probaremos que (4.5) se cumple para la segunda y tercera derivada
de un polinomio definido en un espacio de Hilbert real. Por últinío, encontramos
una estimacion asintóticamente óptima de la norma de las derivadas altas de un
polinomio definido en un espacio de Hilbert real de grado suficientemente grande. La
generalización del siguiente resultado estándar puede ser usado en la demostración
de las desigualdades (4.3) y (4.5) para la segunda derivada de umí polinomio definido
emm un espacio de Flilbert real. Tamubién sera usada más adelante con otros propósitos.
Lema 4.43. Supongamos que f(t) = 1 — t
2p(t), pura todo t e ~—l, l~, donde
p C %...
1(IR). Si f(t)j =1, para todo t e [—1,1], entonces
¡J’(t)¡ =~‘ — Vt E (—1,1). (4.24)
1 —
DEMOS’YRACION. Sea T(O) rs f(cos 0) = sen 0¡p(cos 0), para cada O e IR. Por
lo tanto T es uux polinomio trígonomimétríco de grado Kl u — 1 tal quie T(O) =1, para.
todo O e IR. Aplicammdo la dlesiglialdladl <le Szeg¿ al polin~mnic T se obtiene
u
2f(cos 0)2 + sen2 Of’(cos 9)2 = 2)J(~)2 + ‘10(0)2 Kl u2.
Si ponemos cosO = t en la desigualdad anterior, entonces (4.24) se sigue. U
Proposición 4.44. Sea JI un espacio de Jlilbert real y P e %..í(II) verificando
la condición
(1 — ¡rfl02 ¡ P(r)l Kl 1 Vr e 13,>’.
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Si definimos f : BH —* IR, por 1(r) rs (1 — ¡¡~¡¡2)m/2P(~), Vr E BH, entonces
¡Df(r)I¡ ~ u 1~f(r)2
1 —
Vr E 13u. (4.25)
DEMOSTRACIÓN. Sea ir C e y E S~. Si Kl ~ > es el producto interno en





¡¡ir + a(t — mti¡t2 rs 1 — a2(1 — ¿2)
se tiene que ir + a(t — ~y e B~, para todo 1 e [—1,1]. Definanmos y : [—1,1] —> IR
mediamíte
g(t) := f(r + ¿<1 — ¡3)y) VtE [—1,1].
Si p(t) rs P(r + a(t — ny), entonces ap E IF,>
1(R) y
g(t) rs f@c + a(t — ¿3)y) rs <1 — ¡ir + a(t — ¡3)y~¡
2P(ir + a(t —
— 1 — 12(ap) (1),
para todo 1 e [—1,1]. Además, por hipótesis se tiene que
rs 1 — t2(ap)(t)j =1





Como ¡/3¡ Kl 1, g’(Ñ) rs aDf(r)y y g(fl) rs 1(r), la desigualdad anterior implica que





Es to concluye la demostración de (4.25).
El siguiente resultado generaliza las desigualdades de Bernstein-Markov (4.3) y
(4.5) para la segunda derivada de un polinomio definido emí un espacio de Hilbert
real:
Proposición 4.45. Sea JI un espacio de Jlilbert real y sea P un polinomio en




Kl mm { ((1 —MxH2)2 + (1 ~hxH2)3)1/2 (4.26)
9’
4,
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En particular, por continuidad del operador D~2~P se tiene que ¡b(2)íyir)¡¡ =~ n~—i) —e’Vr e B~.
DEMOSTRACIÓN. Sea ir ~ E
11 e y E
5u Sí Kl , > es el producto interno en II,
definimos para cada 1 E IR el vector ir + a(t — ¡J)y E JI, como en la demostración de
la Proposición 4.44, es decir
a= l—flir¡fl-i-Klr,y< y
a
Como ir + aY — fl}y e para todo 1 E [—1,1], entonces el polinomio y E W(R)
definido por p(t) := P(x + a(t — 0)y) para todo t E IR verifica que ~ =E Si
aplicamos las desigualdad de tipo Berustein (4.5) para la segunda derivada a y,
entonces y,
p”(t)¡ =M~21(t) Vt e (—1,1).
En particular,
a2
1DU2>P(.x)y¡ rs ¿<1(fl)J =M$tW) rs aj< 412)2 + t 1~<) 1/2
Si aplicamos la desigualdad de Sclíwarz en el último término se obtiene ¡ D<21 P(r)y¡ =
Mk21(¡¡irll) para todo ir ~ E». Para completar la demnostración de (4.26), simuple-
mente se aplica el Lema 4.32 al polinomio de grado u —2 dado por mr y-> b(2)P(~w)y,
Vw E Ji y se tomna el supremo sobre todos los elementos y de la esfera unidad 5u~
U
Observación 4.46. La proposición anterior puede ser probada mediante la apli-
cación de la desigualdad (4.25). Efectivamente, sea y E 5>” y definamos Q(r) rs
l¡nDP(r)y para cada ir en fi. Q es un polinomio de grado =u — 1, por lo tan-
to, por (4.It) también satisface la estimnación (1 — ¡Ir¡12)1/flQ(x)¡ = 1 para cada
ir E B>’~ Definamos una aplicación f : 8>’>’ -—> IR por f(x) rs Q(x)(1 — ~r
Vr e 13H Entonces, por la Proposición 4.44, la desigualdad de Schwarz y ci hecho
de que ( 1 — f(x)2)2 + f(x)2 = 1, Vr e E
11, se sigue
¡b(21P( útil rs njDQ( ‘)y¡ rs Df(:r)y Kl ir, y> 1(r
)
+
1 — ¡~i¡fl ( 1 lli¡12)3
Kl u2 1 — f(r)2 u~rb . f(ir)
¡
1~ ¡r¡f~ + ( 1— hl!2)3
+ n21¡ir112 1/2(1 —
— M$$(brH) VreI3rí.
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Para completar la demnostración de (4.26), simplemente se aplica el Lema 4.32 al
polinomio de grado u —2 dado por mr ~-* beí F(mr)’y, Vw e II y se toma el supremo
soíre todos los elementos y de la esfera unidad 5».
El procedimiento usado en la demostración de la Proposición 4.45 puede ser
titilizado para obtener estiníaciones análogas de derivadas superiores. Para la tercera
derivada se tiene lo siguiente:
Proposición 4.47. Sea II un espacio de Hilbert real y sea P un polinomio en
2,1(H). Entonces para cada ir en B>’>’ se tiene:
¡ ¡ñ<~~ E(ir) 1
Klmitin { {(<1t2¡¡ir¡¡ 2~ (u(2¡IYW+ 1 kr~t¡~~~l;2Hirh2))2}i/2}
(4.27)
En particular, por continuidad del operador D~31P se tiene que
u2(u2 — 1)(u2 ~22) —
¡ID P(ir)I! =T$(1) — Vr cE».
DEMoSTRACIÓN. Sea ir e E
11 e y e 5>’>’. Definimos para cada t e IR el vector
ir + a(t — /
3)y e II, comno en la deniostración de las Proposiciones 4.44 y 4.45. Sea
p e P,dR) el polinomio (lefinido por p(t) rs P(r + a(t — fl)y) para todo t e IR.
Sabernos que ¡l~li Kl 1. Si aplicanios la desigualdad de tipo Bernstcin (4.5) para la
tercera derivada a p, entonces
aflñ<~ P(r)y¡ = ¡p”’(13)¡ Kl
rs aB{QI Klx~u>) + (¿<2 <x,y >2-b’2---c?u2+2) < r,y
= ~ <xp)+ (n(3 Kl Y, ‘y ~ ix¡¡2 ~n2-l-n.2¡¡xll2)) 2}i/2
(1 —
Considerando la (lesigualdad de Sclíwarz en el último miembro de la desigualdad
anterior se tiene que b~~)P(r)¡¡ =M$t(¡!r¡!), lo que prueba la primera desigualdad
implícita en (4.27). La otra desigualdad implícita en (4.27) se demuestra aplicando
el Lema 4.32 al polinomio de grado n — 3 dado por mr H~ D<3>P(w)y, Vw E U y se
torna el supremo sobre todos los elementos y de la esfera umnidad 5n’ U
Observación 4.48. La técnica empleada para probar las Proposiciones 4.45 y
4.47 se muestra extraordinariamente complicada para derivadas superiores a la ter-
cera. No obstante pensanios que tanto la desigmíaldad (4.3) como (4.5) se pueden
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generalizar para cualquier derivada de un polinomnio en un espacio de Hilbert real
mediante la aplicación de nuestros mnétodos. Esto demostraría la conjetura estable-
cida por L. A. Harris en Ihe Scottish Book, Problenía 74 (véase [~~1)
2.3.1. Desigualdades de Markov para derivadas altas de un polinomio
en un espacio de Hilbert real. En un espacio de Hilbert la norma de un polino-
mio homogéneo coimícide con la normna de su polar. En esta sección aprovechamos
este hecho para obtener estinmaciones cúsi óptimas para las miormas de derivadas altas
de polinomios de grado suficientemente grande. Se usara varias veces la fórmula ya
familiar





Proposición 4.49. Si H es un espacio de Hilbert real y P es un polinomio en
2,1(H), entonces se tiene la estimación y,
¡ i\ *
¡ñ@11Y(ir)H Kl (,l + #—)TÉ—i)(l) Vir e B». (4.29) e’.
DEMOSTRACIÓN. Supongamos que P = Zk~~ 14 comí E,. e ~ (1 =tú =n)
y sea L,. E £s(kH) tal que E,. rs Lb (1 =tú =u). Sabemos por el Teorema 1.8 que
114W rs ¡¡L4 (1 =tú =u). Además, de la Proposición 3.16 se sigue que P,,[! =2’~
y l/t-i¡¡ =2’>% Por tanto, para cada r,y c Ñu se tiene
ib(~½iíP(r)y¡= ñ(flí)p (r)y + D(~~’)Pn~m(ir)yI
Kl n!I¡P
7>lI + (mí — 1)’~¡P í
Kl u!2~~i + (u — 1 )!2?>2
= (í± j)T4fl-i~í.
El resultado se sigue tomando el supremo sobre todos los elementos y de la bola
unidad B11. U
Nótese que para valores altos (le u la estimnación obteímida para la derivada. (mí-1)—
esíma coincide básicamemíte con TI’>
1>(l). Un resultado semmuejante se obtiene para
la derivada (n-2)-ésima:
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Proposición 4.50. Si JI es un espacio de Hilbert real y P es un polinomio en
2,1<11), entonces se tene la estimaczon
— 2n --3 <“ u 1 -
¡¡ 15(u—2)p( ) ¡¡ Kl 2u ~ + + 2(u— l))t$(1) Vr E B». (4.30)
DEMOSTRACIÓN. Supongamos que P rs LVo 14, 14 E PCH) y L,. e £s(kH)
(1 =tú =u) son iguales que en la demostración de la proposición anterior. Teniendo
en cuenta la estimación ~(F,,2¡¡ =u2~>
3 aportada por la Proposición 3.16, junto comm
las <~stiinaciones ya usadas anteriormente ¡¡PM¡ ~
2,,—m y !IP,,i ¡¡ =2’>~ y el hecho
de que por el Teorema 1.8 se tenga ¡P,.!¡ rs ¡¡L,.¡ (1 =tú =u), entonces para cada
ir, y E Bpj obtenemos
15(~~2) P(ir)y¡ — ¡ñ(>~2íP,4ir)y + D~>
2> P,,..í (r)y + D~~—21 p
2 (<ti!
(u —2)! [(u — 2) ¡LÁr
2y~—2)¡ + (u ‘0 ¡L,,.4irtir~2)I + ¡Pn~
2(ti)l]
¡¡~~>h + (u — 1)¡¡P,,., ¡¡ +=(u — 2)! [¿<u— 1
)
4(u
<12127>1 + ~ 2(n~ 1))
— T,t)(1)~fl ~2 +
El resultado se sigue tomando el supremo sobre todos los elemnentos ti de la bola
umiidacl B11. E
De las Proposiciones 4.49 y 4.50 obtenemos las siguientes estimaciones:
Corolario 4.51. Sea II un espacio de Hilbert real y P E 2,1(11). Entonces
D~’~—~ Ph — ¡ kn~i)Pl¡ < 1225 . Tt—i)(1), (4.3 1)
— ¡¡D~’>
21P¡¡ < 15143 . T4~-2)(1). (4.32)
DEMOSTRACIÓN. La estimación (4.31) se deduce de (4.29), teniendo en cuenta
que los casos n — 9 3 están ya cubiertos por (4.11) y (4.26), respectivamente y que
1 + i/2u Kl 9/8 = 1225, Vn > 4. Por otro lado, en (4.32) ya han sido estudiados los
casos e>’ rs 3.4 en (4.11) y (4.26), respectivamente. En consecuencia, (4.32) se sigue
de (4.30) y de la siguiente desigualdad evidente
2n—2 ( 1 1 ‘\ 53
2u —3 2(u— 1)) =—<1’5143 Vu>5.u 35
E
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La técnica usada para probar las desigualdades (4.29) y (4.30) mío se agota en el
segundo ~ se puede probar un resultado similar para la díerivadía u — tú (u =tú)
cotí u suficientermmente grande. Antes probaremos el siguiente lemna:
y,
Lema 4.52. Para cada numero natural tú existe una suceszon de números posi-
tinos {14}~,. tal que 14 —* 1 y
Ti
T,j~~> (1) rs 27>ibktú! fl~
DEMOs’FItXCIÓN. De (4.28) se deduce que
— 1)..~ (u2 — (u — tú — 1)2) (tú =u). (4.33)
1 .3...(2(utú) —1)
La demostración es sencilla por inducción a partir de (4.33). Para tú rs 1 se puede
probar que T~V’1(1) = §l$(l) — u!2”~, con lo que bastaría con pomter 14 rs 1 Vn >
1. Supomígamnos que hemos construido una sucesión {i4}~t,. como cmi el enunciado
del lema, entonces de (4.33) se obtiene
Tf~—~— 11(1) — n.2(Y) — 1)... (u2 — (u — tú — 2)2) 2(n — tú) — 1i.3...(2(n.—tú—1)—i) n2—(u—tú—1)2
= u 2(u — tú) — 1 __ u!
2n~~mbk




Comno ~‘ ,‘ 1, la denmostración se da por terminada. U
Ti
Proposición 4.53. Sca JI un espacio de Hiíbert real y sea tú e N. Entonces
eriste una suces¿on de números posítivos {a~}~,. tal que a~ ~> 1, d tal manero
Ti
que para cualquier polinomio 1’ de grado Kl u definido en U se verifica la estimación
¡¡ D(rik) P(ir)!l rs l¡D(?1k>P(ir)¡ =a7$fl1)¡¡P¡¡.
DEMosTRACIÓN. Operamos de forma similar a como lo hicimnos en las demos-
traciones de las Proposiciones 4.29 y 4.30. Sea 1’ = Z~—o 14 comi P¡, E p(kÍq) y
supongamnos que t,. e Et~ II) (1 =tú Kl u) es la polar de 14, es decir, Lp rs P. Sea
Aj la constante qume aparece en (3.21) y (3.22) depemwlienelo de si u—— tú es par o mmi—
par respectivamente. Sabemos por la Proposición 3.16 que l¡PpI¡ Kl A$< (1 =tú =u).
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También sabemos por el Teorenía 1.8 que ~ rs ¡ILkI¡ (1 =tú =u). Entonces usan-
do la Proposición 1.14 para las derivadas de los polinomios homogéneos se obtiene
15(n.-k) P(ir)y¡ — ¡D~~~~)P,1(r)y + J)~’>4~fl>í (r)y + . . . +[(711 )
E (ni ~)A~s +
- (7u-I
)
[1+ 2~—’ (Ti,.) AJ
1 ±.






para todo j rs 1,... ,k. Efectivamemute, si j es par, esto es, si j rs N¿ para algúmí





Si j es impar, la demostración es exactamente la misma. Por lo tanto, poniendo
41=41+ (:1) 4(a) +
2Tií (77)
+ (~;1t A~~1 +
kse tiene e.,, --—-> 1. Por el Lema 4.33 obtenemos finalmente
77
¡!D~’~~~ P(ir) Kl a~T4’>~1 (1).
U
2.4. Desigualdades de Markov para polinomios homogéneos en espa-
dos de Banach. En esta sección usaremos la notación c,
2~ para referirnos al valor
maximo que puede alcanzar la normmía de la derivada de un polinomio homogéneo de
:íormna Kl i definido en un espacio de Banach real arbitrario. Es decir,
= inf{ ñ~~> FIl E E 2(V). E espacio de Banach real}.
Si se consideran polimiomios de norma arbitraria en uit éspacio de Banach real E se
tendría de formmía evidente que
Kl (mí — tú)!







1F¡ =e,,,.~¡P~j VP e 2(TiE).
9’
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Para polinomios homogéneos se puede mnejorar comísiderablemente el orden de la
estimación para la norma de la derivada k-ésima. Efectivamente, Y. Sarantopoulos
lía probado [59] que e,,,. es O(u¿k/2), mientras quela mejor estimación en el í)roblema
de Markov para la derivada k~ésima no es mejor que T4~~(i) = O(n2’j. En particular,
la estimación que da Y. Sarantoponlos es la sigumiente:
y,
Proposición 4.54 (Y. Sarantoponlos) .Sea [2 un espacio de Banaelí real y
sea E E 2012) tal que ¡~ PI! Kl 1. Entonces y,
(uS u ~/2 tú! e’
¡¡ñ(k1Í(ir)í¡ ~ ~) (u — tú) (‘1W/2túk/2 ~ Vir e B~. (4.34)
L. A. Harris Ima encontrado recienteimiente ~28] con ayuda de un resultado de P.
Nevai y V. Totik (véase [50, Theorem 3]) míma estimación de e,~k que para valores
altos de u es mejor que la presentada en (4.34). En particular se prueba lo siguiente:
Proposícion 4.55 (L. A. Harris). Sea E un espacio de Banac/í real y P E
73(~42) tal que ¡P¡~ =1. Entonces existe una constante absoluta Al’ tal que
b~ P(ir)~¡ =(Mn log í¿)~ ¡ir!K~ V:r E 13>’». (4.35)
Nótese que la estimación (4.35) es O((u log u)~), que es mejor que O(uS/2k). Que
el autor de esta disertación sepa, no existe nímíguna forma sistemnática, a saber una
fórmula, para determinar el valor de c,,p. No obstante, L. A. Harris ha desarrollado
recieímtemnente [28] un método numnérico para encontrar el valor exacto de e,,
1 para
cada u > 1. Adenmás, L. A. 1-larris ha dado también [28] una demostración diferente
de (4.34).
3. Desigualdades de polinomios con mayorantes funcionales, e’
e’
En esta sección veremos que las estimnaciones obtemíidas en los resultados prece- e
dentes sobre la norma de las derivadas de un polimionmio en un espacio de Banach e’
real se pueden mejorar semísiblemente si se comísidera un commjunto de polinomnios más 9’
restringido. En particular, dado un espacio de Banacb real E, se estudian los polino- —
9’
míos P E P,,(E) que verifican la comídición P(ir)! Kl 1 — 11irb2 para cada ir E B,q. —Nos referirenmos al conjunto de tales polinomios con la notación P,f(E). Veremnos y.
que este problema sólo parece temier sentido para polinomios en espacios de Hiibert y y,
que en estos es posible generalizar las desigualdiades encontradas por Q. 1. llahman
en el caso clásico (véanse los Teoremas 4.14 y 4.15). Daremos también ejemplos que
muestren que los resultados obtenidos en el caso clásico para la niayorante definida *










3. POLINOMiOS CON MAYORANTES FUNCIONALES. nm
Es evidente que los polinomios pertenecientes a la clase P,f(IR) tienen raíces en
1 y —1, o expresado de otra forma, son (livisibles por el polinomio 1 — t2. Algo
parecido les ocurre a los polimiomnios en la clase ‘P~(II) para cada espacio de ililbert
rea.l II.
Proposición 4.56. Sea JI un espacio de
h(JJ) tal que P(ir) rs O para cada ir en 5».









DEMOSTRACIÓN. Como P(r) rs flP(ir) + P(—r)] + ~[P(r) — P(—r)] para cada
ir e II, podemos suponer sin pérdida de generalidad que para algún numero natural
mu, o bien E = Z7~O E
2,. o P = ~ P2k+í con P1 E 73(41) (1 =j =2m + 1),
dependiendo de si u es par o impar respectivamente. Supongamos que u es par, es
(lecir, u = 2m para alguin m E Nl. Entonces para cada ir ~ H\{0} se tiene




+ (1 — ~r¡¡2)P27,,.2(:r) +
Ji) 1 \iD
1 2~ir }T’()
+ ¡¡r¡¡2~~2P2(r) + ¡rb2’~Po
+ (1 — ¡!ir¡t’TitP
2(ir) + (1 — ¡lir¡¡
2m)Po
rs¡irk27íijP2m(» )+P
2m-2( ~_)+...+P2( ~_)+ E>
o)
+ (1 — ¡¡irl!
2)P
2,,,.2(r) + . . . + (1 — ¡¡r!¡’hn
2)P
2(ir) + (1 —
— ¡W¡D14m~2&r) + ... + (1 — ¡!r¡!2m2)P2(r) + (1 — ¡¡irH2m)PD.
Nótese que h ~¡2k es un polinomio de grado 2tú para cada tú E Nl y como
1 — ¡[ir ¡2k rs (1 — ¡ir¡12Y1 + ¡r[¡2 + ¡¡ir¡¡~ + . . . + l¡irL2~fl,
entonces el resultado queda probado. La demostracion es síniilar para el caso en
que u es impar. es decir, u = 2m + 1 para algún m e Nl. E
Una consecuencia inmediata de este resumítado es que para todo espacio de Hilbert
real H, los polinomios de la clase gf(H) son factorizables por el polinomio definido
por II e F—> 1 — ¡Y ¡2:
Corolario 4.57. Sea JI un
¡[‘(ir) Kl 1 — ¡¡42, Vr E B».
tal que P(r) rs (1 — hir¡¡2)Q(ir),
espacio de Hilberí real y sea P e P,,(H) tal que
Entonces existe un polinomio Q de grado Kl u — 2
para cada ir en H.
Observación 4.58. Si E es un espacio de Banach real cuya norma no procede
de uimí producto imíterno, temteinos cierta evidencia de que la cantidad de polinomios
no triviales en P$E) que satisfacen la condición ¡P(r)[ = 1 — ¡ir¡j2 para todo
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ir C BE no es significativa. Por ejemplo, si P e 732(E) es tino de esos polinomnios,
entonces igual que en la demostración de la Proposición 4.56, se prueba que P(r) rs
Ml — ¡KW2) para todo ir ~ E, donde 1< es una constante tal que ¡Kl Kl 1. Si P ~ 0,entonces . ¡2 debe ser un polinomio 2-Imomogéneo. Pero esto es una propiedad
característica de los espacios cuya norma se deduce de un producto interno.
y,
A partir de almora nos centraremos en el estudio de polinomios sobre un espacio
de Hilbert real dominados por la mayorante v(t) rs 1 — t2, V e [—1,1]. Para
empezar demostraremnos la siguiente generalización del Teorema 4.14:
e’-
Proposición 4.59. Sea JI un espacio de Ifilbert real y sea P E 73
7(H) tal que
¡P(r)¡ =(1 — ¡¡r¡12)i/2, Vr E B11, entonces
¡¡DP(ir)¡l =2(u — 1) Vr E B». (4.36)
DEMOSTRACIÓN. Sea f : B11 —y IR tal que 1(r) rs P(ir)(1 — ¡ir¡12]>i¡2, Vr E B11.
Como ¡~ . ¡2 es diferenciable Fréchet y D(¡lir¡¡2)y = 2 < r,~ >, Vr,y e II entoncespara ir E B
11j{0} e y c 5» se tiene que
ir,y
>
DP(r)ti = — Kl f(r) 1 — ¡lr¡¡2D1(irft’. (4.37)1 — ¡ +
Siempre se puede escribir y como y rs rH%+smr, donde -ir e 8n es tal que Kl ir,W >
O y r2 + ~2 = 1. Por tanto,
1 DP(r)y¡ =¡rl { ¡lrl¡ ¡J(r)l 1
—
1 — ¡ r¡¡2 + llr¡ lDf(ir)ir¡} + ¡s¡{ ~ — ¡r¡¡2~Dí(ir)u~ }
={[l¡rH¡f(xY + 1—¡ ¡rl¡2 IDI(r)ir¡] 2 + (1 — ¡¡r¡12) [DI(r)w] 2
bir¡l
— hir¡ 2 l¡:rl¡ ¡Df(r)ir¡j ~1 [¡z~írhv]rs { [¡lx l¡ P(r)¡ + 1 — ¡ir 12 + k’ — ¡Ir ¡2)
(4.38)
Definamos ahora 7’(O) rs f(r cosO + mrsen O), VG E IR. Por el corolario 4.57 existe
un polinomio Q e 73,>
2(H) tal que P(x) = (1 — l¡ir¡1
2)Q(r) para cada ir e JI. Esto
implica qume
T(O) = <‘1 — ¡¡ir cosO + mr sen O¡12Q(ir cosO + mr sen O)
rs 1 — l¡ir¡12¡ cos OIQ(r cosO + mr sen O) VO E IR.
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Es decir, T es básicamente un polinomio trigonométrico de grado Kl u — 1. Además,
como ¡¡reos O + mr sen O¡j Kl 1, VG e IR, por la desigualdad de Bernstein para polino-
inios trigonométricos tenemos que
¡J”(G)¡=n—1 VGC IR.
En particular
¡Df(r)mr¡ rs IT’(0)¡ ~ u — 1. (4.39)
Por el Corolario 4.57 la aplicación definida por 5(0) = f(cos O~í), VG e IR es
esencíalmuente un polinomio trigonométrico de grado Kl u — 1 tal que S(O)j =1,
VG E IR. Así, aplicando una vez más la desigualdad de Berustein para polinomios
trigonomnétricos obtenemos
¡ ir NrS’(O)I = 1 —cos2O — Kln—1 VGER.¡lir¡¡
Si elegimos O E IR con la condición cosO rs ¡jr¡¡, entonces
1 — l¡r¡!2 Df(r)~~±~ Kl n — 1. (4.40)
¡¡irI¡ —
Por otro lado, como P(r) =(1~~l¡rlI2)í/2, Vr E B», entonces ¡Q(ir)I =(l~~¡lir¡l2Yi/2,
Vr e B». Así, usando el Teorema 4.9 se puede probar que
1 — ¡42 —
Finalmente, se sigue de (4.38), usando (4.39), (4.40) y (4.41) que
IDPK)y¡ =(n — i){21¡rl¡ + 2}m/2 =2(u — 1), (4.42)
para ir E B
11\{0} e y e S~. Por lo tanto
¡IDP(r)l! Kl 2(u — 1) Vr e B~~\{0}.
Por continuidad de DF, podemnos extender el resultado previo a toda la bola unidad
cerra(la B11, lo que completa la demnostración. U
Si p,, es el polinomio definido por p4t) = (1 — t
2)U,,
2(t) rs 1¡2(T,,.2(t) — T,,(t))
para cada t e [—1,13, donde U,>.2 es el polinomio de Chebyshev de grado (u—2) de la
segunda especie, ya apuntamos justo después del Teorema 4.14 que lp,,(t)I = 1 —
para todo tE [—1,1] y quep’(±1)= 2(u—1), es decir,p,, representael caso extremal
en (4.7) con igualdad para los extrenios del intervalo [—1,1]. Se puede encontrar




par ‘y P,, : II
entonces E,,
‘y 1 16dM =
4.60. Sea H un espacio de Hitbert real. Si u es un número natural
—* E es la aplicación definida por 11(x) = M¡lirW) para cada ir E ff,
es un polinomio de grado u en H tal que ¡PÁr)J Kl 1 — ¡¡<¡~ Vir E E1>’
2(n — 1), Vii E Sr>’.
DExíoS’LRACIoN . Comno ¡~ = l/2(T~2 — ‘JÁ), cíe la definiciómí de ‘JÁ—2 y T7, se
sigue chíe p,, es una fumíción par siempre que u también lo sea. Por tanto, rn~ mío tiene
potemícias immipares. Pero todas las potencias pares de . son siempre polinomios
homogéneos al ser JI un espacio de Hilbert. Esto demuestra que P,, es un polinomio
de grado u en II. La condición Pdr)¡ = 1 — ¡¡ir{¡
2, para cada ir en E>’>’ se obtiene
de forma inmediata. Por otro lado, sabemos que . ~¡es derivable Fréclmet en todos
los plintos excepto el origen y adenmás
Dj~r~’y = <~~> VirG H\{O}, V’yGB.
¡¡4
Si ir e ÍJN<{0}, entonces DP(r)y = p’(¡lr!l) < ir, ti > 1114 para cada y E [1. En
particular si IIr¡l = 1, entomices DP(ir)g rs p(l) Kl r.y >, de donde ¡IDP(:r)lI =
2(n —. 1). U
La estimación puntual (4.42) obtenida en la deniostración de la proposiciomí an-
tenor puede mnejorarse considerablemente en los puntos de la bola unidad B~j que
están suficiemitemente alejados de la frontera. De hecho podemnos generalizar eí ‘Teo-
nema 4.15 para el caso de polinomnios definidos en un espacio de Hilbert real. Antes
necesitamos el siguiente resultado:
Lema 4.61. Sea JI un espacio de Jíiíbert real y sea 1’ e 2,ÁH) tal que P(r)¡ =
1 — l!i112 para todo ir e [3>’~.Si se define f : E>’
1 —* IR mediante
[(ir) := [‘Ye) Vr (E E>’>’,1—jIxW2
entonces
(u — 1) 1 — f(r)2
I)f(ir)¡¡ = V- E B~.




DEMOSTRACIÓN. Por el Corolario 457 existe un polinomio Q
P(r) = (1 — jir!¡flQ(ir), Vm e Ji. Esto prueba que 1(r) rs
Ji». Corno ademmíás 1(r)! =1, Vr E [3>’>’,la funciómí j satisface
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Proposición 4.62. Sea II un espacio de Hilbert real y sea P un polinomio en
P,~(iJ) tal que P(ir)¡ =(1 — lir¡¡í)1¡2, Vr E Bn’. Entonces
¡IDP(ir) ¡ ~ { 1 Lxr,2 + (u — 1)2} Vr E E>’>’.
DEMOSTRACIÓN. Sea ir E B» e y E Sí>’. Sí definimos f como en el lema anterior,
por (4.37) se tiene que
= — < ~ > f(r) + 1 — ~ir¡~Df(ir)y.
1 — ¡ir ¡2
Ahora, teniendo en cuenta (4.43), la desigualdad de Schwarz y el hecho de que
1 — f(x)2)2 + f(r)2 rs 1, Vr E [3>’>’, obtenemos
Kl r,y>
¡
¡DP(r)y¡ Kl f(r)¡ + (u — 1) 1 —
1 — ¡!r¡¡2 Mr¡}2¡Df(r)yl
<
1 — ¡lirl¡2 ¡f(r)¡ + (u — 1) 1 —
{ + (n — l)2}.
Comno y E Sí>’ era arbitrario, esto demuestra lo que buscábamos. U
Si JI es mm espacio de Hilbert real y F rs EL 14 con 14 e P(~E) (1 Kl tú Kl u)
es tal que ¡P,,(ir)l = 1 — ir¡¡2, Vir E E
11, entonces las desigualdades (3.21) y (3.22)
se pueden mejorar. De becho, es fácil ver que el Teorema 4.16 se puede generalizar
con las mnismas constantes para todos los polinomios en la clase P,~(iI):
Proposición 4.63 .Sea JI un espacio de Hilberí real y sea P un polinomio en
73,>(H) tal que PÚc)¡ =(1 — ¡ir¡¡¾1/2,Vr E E» Si P = EL 14, con 14 E 73(~E)
(1 = tú =n). entonces ¡¡141 (1 = tú =u) está acotado por el valor absoluto del
coeficiente de t~ en pt) = (1 — t
2)U,,
2(t) o p,,’ (t) rs (1 — t
2)U,,
3(t) 1 E [—1,1],
dependiendo de si la diferencia u — tú es par o impar, respectivamente. En particular,
se tiene que síu > ~ entonces l¡Pi¡¡ ~ u —1 ~ ¡¡P2~¡ ={(n — 1)2 + 1}/2. Igualmente,
si u > 3, entonces W~Ti¡¡ Kl 2~>2 ti ¡¡&~i ¡~ =2~.
DEMosTRAciÓN. Sea ir E A» y definamos pQ) P(tir) rs EL P,.(r)t~ para
todo t e IR. Entonces p es un polinomio en una variable tal que ¡p(t)! = 1 — t
2 para
todo t E [—1,1]. La demostración se sigue inmediatamnente aplicando eí Teorema
4.16 a- los coeficientes del polinomio p. U
mm~ 4. DESIGUALDADES POLINOMIALES.
Para terminar demostranmos por medio de mm ejemplo que el Teorema 4.9 para
polinomios p en P,,(R) con la condición p(t)¡ = ¡t~, para todo t e (—1, 1], no se
cumple en espacios de Banach en general:
Ejemplo 4.64. Sea E rs É~(IR) y definamos P e 73(2~L) mediante P(rm, ir2) =
2 — 2 Entonces P(r)¡ .~ ~ para ir E pero rs ‘1.
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