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To combine belief functions from reliable dependent sources, Denoeux proposed an oper-
ator called the cautious conjunctive rule. In this paper, the conjunctive combination of
interval-valued belief structures (IBSs) from reliable dependent sources is investigated.
Nonlinear optimization problems based on the cautious rule are constructed and solved
to generate an unnormalized and a normalized cautious combination of two IBSs. In a sim-
ilar manner, optimization problems used to combine multiple IBSs are also constructed.
Furthermore, to deal with some situations in which the relative weights of IBSs must be
considered, optimization problems considering relative weights are constructed to imple-
ment the unnormalized and normalized weighted cautious combination of IBSs. To verify
the validity and usefulness of the conjunctive combination of IBSs, a trustworthiness eval-
uation problem of hospital information systems, which is employed in many hospitals of
the Anhui province in China, is solved based on the normalized weighted cautious combi-
nation of IBSs.
 2012 Elsevier Inc. All rights reserved.1. Introduction
The Dempster–Shafer theory (DST), also named as the theory of belief functions, provides a conceptual framework for
modeling and reasoning under uncertainty. It has been developed [1,6,7,11,12,15,29,30,43] and applied in many areas
[14,21,23,25,26,44]. However, due to incompleteness or lack of information, which results in partial or total ignorance,
assigning a precise (crisp) number to every individual hypothesis is often regarded as too restrictive in many real situations,
such as in the uncertain assessment of decision alternatives and in a group decision analysis [8,40]. An interval-valued belief
structure (IBS) is a sensible option in these situations, in which the belief degree of each individual hypothesis lies within a
certain interval [8].
In the literature, Denoeux [8,9], Lee and Zhu [22], and Yager [42] have made some attempts to extend DST to IBSs. Under
the framework of the transferable belief model (TBM), Denoeux extended the main concepts of DST, which consist of cred-
ibility, plausibility, and Dempster’s rule of combination and normalization. These extended concepts lay the theoretical foun-
dations of IBSs. Furthermore, Wang et al. [40] analyzed combination and normalization problems of IBSs in extensions of
Denoeux, Lee and Zhu, and Yager using numerical examples and argued that the combination and normalization of IBSs
can be fully resolved by a logically correct optimality approach that uses Dempster’s rule of combination. However, two. All rights reserved.
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combination of conﬂicting IBSs with Dempster’s rule may generate a counterintuitive result [47,48]. Furthermore, IBSs that
are combined with Dempster’s rule are required to be independent [6].
Considering the independence limitation, this paper investigates the conjunctive combination of IBSs from reliable
dependent sources. When the interaction between IBSs can be modeled mathematically (e.g., [32,41]), Dempster’s rule or
the conjunctive rule of TBM can be applied. Unfortunately, this is not always the case in practice because the interaction
between IBSs is usually not well known or almost impossible to describe and, accordingly, cannot be modeled mathemati-
cally. To rationally implement the conjunctive combination of IBSs from reliable dependent sources, the cautious conjunctive
rule (also called the cautious rule) proposed by Denoeux to combine belief functions from reliable dependent sources, is ap-
plied as a foundation in this paper.
Based on the cautious rule, nonlinear optimization problems are constructed to implement the unnormalized and nor-
malized cautious combination of two IBSs from dependent sources. The unnormalized and normalized cautious combination
of two IBSs is commutative, but this combination is neither idempotent nor associative, which is different from the situation
of belief functions [10].
Non-dogmatic IBSs (the frame is considered a focal element) are a prerequisite for effectively solving the optimization
problems. Fortunately, a dogmatic IBS can be transformed to a non-dogmatic IBS by discounting it with some discount rate
e, where e approximates to 0. Due to lack of an associativity property, optimization problems for combining multiple non-
dogmatic IBSs simultaneously rather than sequentially are also constructed, similar to Dempster’s combination of multiple
IBSs in [40].
Furthermore, to be applicable for some situations in which relative weights of IBSs must be considered, such as in the
assessment of decision alternatives with multiple criteria and in a group decision analysis with multiple criteria, optimiza-
tion problems considering relative weights are constructed to generate unnormalized and normalized weighted cautious
combination results of IBSs. Interval weights are also considered in the optimization problems.
For the above six types of cautious combinations of IBSs, the continuities of the objective functions in their associated
optimization problems are analyzed. A procedure is designed to generate solutions to the problems. Based on the procedure,
the computational complexity of ﬁnding solutions is also analyzed.
In addition, focusing on the hot topic of software trustworthiness [2,16–18], in many safety-critical areas, such as in aero-
space engineering and the medical industry, the normalized weighted cautious combination of IBSs is used to assess the
trustworthiness of hospital information system (HIS) employed in many hospitals of the Anhui province in China.
The rest of this paper is organized as follows. Section 2 reviews relevant concepts. Section 3 introduces the conjunctive
combination of IBSs from dependent sources. Section 4 further presents the weighted conjunctive combination of IBSs from
dependent sources. The trustworthiness evaluation of HIS is examined as a numerical example to demonstrate the validity
and usefulness of the normalized weighted conjunctive combination of IBSs in Section 5. This paper is concluded in Section 6.
2. Review of relevant concepts
2.1. Basics of DST
Let X = {H1,H2, . . . ,HN} be a collectively exhaustive and mutually exclusive set of propositions, referred to as a frame of
discernment. A basic belief assignment (BBA) m, is deﬁned as a mapping from 2X to 1 verifying
P
A#XmðAÞ ¼ 1. In Shafer’s
original deﬁnition, m is called a basic probability assignment [29] with the condition m(Ø) = 0. However, because the TBM
was proposed as a model of uncertainty [34], the conditionm(Ø) = 0 has been relaxed. Each subset A ofX such thatm (A) > 0
is called a focal element of m.
A BBA m is said to be the following [10,33]:
(a) normal if Ø is not a focal element;
(b) subnormal if Ø is a focal element;
(c) dogmatic if X is not a focal element;
(d) vacuous if X is the only focal element;
(e) simple if it has at most two focal elements, and if it has two, X is one of them;
(f) categorical if it has merely one focal element; and
(g) Bayesian if every focal element involves merely one element.
A simple BBA (SBBA) m such that m (A) = 1  w for a focal element A–X and m(X) =w is denoted by Aw [10]. Its asso-
ciated commonality function is represented byqðAÞ ¼
X
A#B
mðBÞ; for all A#X: ð1ÞA mass function can be recovered from its associated commonality function, which is
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X
A#B
ð1ÞjBjjAjqðBÞ;8A#X: ð2ÞGiven two BBAs m1 and m2 on X derived from two reliable distinct sources, the combined BBA resulting from the TBM con-
junctive rule is denoted by m1\2 =m1 \m2, which is [33]m1\2ðAÞ ¼
X
B;C#X;B\C¼A
m1ðBÞm2ðCÞ;8A#X: ð3ÞWith Dempster’s rule of combination, the combined BBA from m1 and m2 is deﬁned as m12 =m1m2, which ism12ðAÞ ¼
P
B;C#X;B\C¼Am1ðBÞm2ðCÞ
1PB;C#X;B\C¼£m1ðBÞm2ðCÞ ; 8A#X;A–£; ð4Þwhen
P
B;C#X;B\C¼£m1ðBÞm2ðCÞ – 1.
Here,
P
B;C#X;B\C¼£m1ðBÞm2ðCÞ is the mass of the combined belief assigned to the empty set before normalization.
2.2. Basics of IBS
In an IBS, belief masses are no longer described by precise numbers, but lie within certain intervals. It is constrained as
follows.
Deﬁnition 1 [8]. Let X = {H1,H2, . . . ,HN} be the frame of discernment, F1, . . . ,Fn be n subsets of X, and [ai,bi] be n intervals
such that 0 6 ai 6 bi 6 1(1 6 i 6 n). An IBS is deﬁned as a set of BBAs such that the following hold:
(1) ai 6m(Fi) 6 bi, where 0 6 ai 6 bi 6 1, 1 6 i 6 n;
(2) m(A) = 0, "A R {F1, . . . ,Fn}; and
(3)
Pn
i¼1ai 6 1;
Pn
i¼1bi P 1.
If ai =m(Fi) = bi, then an IBS is reduced to a BBA. Hence, IBS generalizes the concept of BBA. Suppose thatHX denotes the
set of all BBAs on X. HX can be seen as an IBS in which the interval associated with each subset of X is [0,1].
If an IBS satisﬁes
Pn
i¼1ai > 1 or
Pn
i¼1bi < 1, then it is empty and invalid.
For a valid IBS m, the tightest bounds of m (Fi) are max ½ai;1
P
j–ibj and min ½bi;1
P
j–iaj [8,9].Deﬁnition 2 ([8,40]). Let m be a valid IBS such that ai 6m (Fi) 6 bi(1 6 i 6 n). If ai and bi satisfy
Xn
j¼1
bj  ðbi  aiÞP 1 and
Xn
j¼1
aj þ ðbi  aiÞ 6 1; i ¼ 1; . . . ;n;then m is said to be normalized [36,37].
A normalized IBS is valid, but the converse is not always the case.
In the following, whenever we use the IBS, we always suppose that it is valid and normalized, unless it is explicitly stated
otherwise.
According to Deﬁnition 1, each subset Fi (i = 1, . . . ,n) such that ai > 0 or bi > 0 is called a focal element of an IBS.
Corresponding to a BBA, an IBS can be said to be normal, subnormal, dogmatic, vacuous, simple, categorical and Bayesian.
Combining two or multiple IBSs is important but relatively difﬁcult to implement. In [40], mainly based on Denoeux’s
combination approach, an optimality approach for combining and normalizing IBSs was proposed. To compare it with the
existing combination and normalization approaches [8,22,42], the approach’s effectiveness and efﬁciency was shown
through examples. The combination of two IBSs and the combination of multiple IBSs in the optimality approach are given as
follows.Deﬁnition 3 [40]. Let m1 and m2 be two IBSs deﬁned on X such that m1 ðAiÞ 6 m1ðAiÞ 6 mþ1 ðAiÞð1 6 i 6 n1Þ and
m2 ðBjÞ 6 m2ðBjÞ 6 mþ2 ðBjÞð1 6 j 6 n2Þ. Their combined IBS is deﬁned as½m1 m2ðCÞ ¼
0; C ¼£;
ðm1 m2ÞðCÞ; ðm1 m2ÞþðCÞ
 
; C –£;
(where [m1m2] (C) and [m1m2]+(C) are respectively the minimum and maximum of the following pair of optimization
problems:MIN=MAX ½m1 m2ðCÞ ¼
P
Ai\Bj¼Cm1ðAiÞm2ðBjÞ
1PAi\Bj¼£m1ðAiÞm2ðBjÞ
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Pn1
i¼1
m1ðAiÞ ¼ 1;
Pn2
j¼1
m2ðBjÞ ¼ 1;
m1 ðAiÞ 6 m1ðAiÞ 6 mþ1 ðAiÞ; i ¼ 1; . . . ; n1; and
m2 ðBjÞ 6 m2ðBjÞ 6 mþ2 ðBjÞ; j ¼ 1; . . . ;n2:Referring to [40], the combination of two IBSs in Deﬁnition 3 can also be extended to the situation of multiple IBSs. Be-
cause the combination of IBSs has no associativity property, multiple IBSs are combined simultaneously. Related numerical
examples can be found in [39,40].2.3. Denoeux’s cautious conjunctive rule
In Shafer’s view, a separable BBA m can be Dempster’s combination of SBBAs [29], called its canonical decomposition,
which ism ¼ £–AXAwðAÞ;wðAÞ 2 ½0;1 for all A  X;A –£: ð5Þ
Here, m is said to be normalized separable.
The decomposition in Eq. (5) is extended to subnormal BBAs asm ¼ \AXAwðAÞ;wðAÞ 2 ½0;1; for all A  X: ð6Þ
In this situation, m is said to be unnormalized separable.
Smets extended the canonical decomposition of a separable BBA to any non-dogmatic BBA [31]. Such an extension is
called a generalized simple BBA (GSBBA). Given A–X, any GSBBA can be denoted by Aw for w(A) 2 (0, +1), not
w(A) 2 [0,1]. When w > 1,Aw is called an inverse simple BBA (ISBBA).
Based on GSBBA, any non-dogmatic BBA can be represented by a conjunctive combination of GSBBAs [31], which ism ¼ \AXAwðAÞ;wðAÞ 2 ð0;þ1Þ; for all A  X: ð7Þ
For every A X, the weight function w(A), which is a mapping from 2X/{X} to (0,+1), can be deﬁned as [10]wðAÞ ¼
Y
A#B
qðBÞð1ÞjBjjAjþ1 : ð8ÞEq. (8) is equivalent tolnwðAÞ ¼ 
X
A#B
ð1ÞjBjjAj ln qðBÞ;8A  X: ð9ÞIn light of the least commitment principle in the TBM, Denoeux deﬁned the cautious conjunctive rule to combine non-dog-
matic BBAs from dependent sources based on the weight functions of BBAs.
Deﬁnition 4 [10]. Let m1 and m2 be two non-dogmatic BBAs. Their combination using the cautious conjunctive rule is
denoted by m1^2 =m1 ^m2. The weight function of the resulting BBA is deﬁned asw1^2ðAÞ ¼ w1ðAÞ ^w2ðAÞ ¼minðw1ðAÞ;w2ðAÞÞ;8A  X: ð10Þ
Therefore, the cautious combination is represented bym1 ^m2 ¼ \AXAw1ðAÞ^w2ðAÞ: ð11Þ
The normalized cautious rule is denoted by ^⁄, which ism1^2 ¼ m1^m2 ¼ £–AXAw1ðAÞ^w2ðAÞ: ð12Þ
Similar to Dempster’s rule, the normalized cautious rule is associative, so we also havem1^...^n ¼ m1^...^mn ¼ £–AXAw1ðAÞ^...^wnðAÞ: ð13Þ2.4. Discounting of BBA
A discounting process was proposed by Shafer to combine non-reliable sources [32]. This process is also called the clas-
sical discounting to deal with the global reliability of a source. Suppose that the reliability of a BBAm is a such that a 2 [0,1];
then the discounted BBA, ma, ismaðAÞ ¼ a maðAÞ; A  X; and
maðXÞ ¼ a maðXÞ þ ð1 aÞ:
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frame of discernment [24].
Kallel and Hegarat-Mascle developed the generalized discounting to be able to discount a set of simple belief functions
whose conjunctive combination is a separable belief function [20]. The discounting increases w(A) to w(A)a(A) = a(A)  w(A) +
(1  a(A)) and changes Eq. (6) to ma ¼ \AXAwðAÞ
aðAÞ
, where a = {a(A),a(A) 2 [0,1], A X}.
2.5. Evidential reasoning method for multiple attribute decision analysis
To solve multiple attribute decision analysis (MADA) problems under uncertainty, Yang and Xu [45,46] developed an evi-
dential reasoning (ER) method.
Suppose that a MADA problem has M alternatives al (l = 1, . . . ,M) for the upper level attribute, referred to as a general
attribute, and L lower level attributes ei(i = 1, . . . ,L), called basic attributes. The relative weights of the L basic attributes
are denoted by aw = (aw1,aw2, . . . ,awL) such that 0 6 awi 6 1 and
PL
i¼1awi ¼ 1. They can be decided by a point allocation
[28] or pairwise comparison [27].
Suppose that Hn(n = 1, . . . ,N) denotes a set of grades. M alternatives are assessed at L attributes using Hn(n = 1, . . . ,N). Let
B(ei(al)) = {(Hn,bn,i(al)),n = 1, . . . ,N} denote a distributed assessment vector on the attribute ei for the alternative al to the grade
Hn with a belief degree of bn,i(al) such that bn;iðalÞP 0;
PN
n¼1bn;iðalÞ 6 1 and
PN
n¼1bn;iðalÞ þ bX;iðalÞ ¼ 1. If bX,i(al) = 0, then the
assessment is complete; otherwise, it is incomplete.
The ER approach provides an analytical algorithm to combine L basic attributes for the alternative al [38], which is pre-
sented as follows.mn;i ¼ miðHnÞ ¼ awi  bn;iðalÞ;n ¼ 1; . . . ;N; i ¼ 1; . . . ; L;
mX;i ¼ miðXÞ ¼ 1
XN
n¼1
mn;i ¼ 1 awi 
XN
n¼1
bn;iðalÞ; i ¼ 1; . . . ; L;
~mX;i ¼ ~miðXÞ ¼ 1 awi; i ¼ 1; . . . ; L; and
m^X;i ¼ m^iðXÞ ¼ awi  1
XN
n¼1
bn;iðalÞ
 !
; i ¼ 1; . . . ; L;with mX;i ¼ ~mX;i þ m^X;i.
The above process transforms the original belief degrees into basic probability masses by combining the relative weights
with the belief degrees [38,39]. Hereinto,mn,i is a basic probability mass representing the degree to which the alternative al is
assessed to the grade Hn on the attribute ei. The probability mass assigned to the whole set X, mX,i is divided into two parts,
~mX;i and m^X;i, which are caused by the relative weight of the attribute ei and by the incompleteness of the assessment
B(ei(al)), respectively. ~mX;i represents how much the other attributes play in assessing the alternative al.
After the above preprocessing, assessments on the L basic attributes for the alternative al are aggregated as follows:fHng : mn ¼ K 
YL
i¼1
ðmn;i þ ~mX;i þ m^X;iÞ 
YL
i¼1
ð~mX;i þ m^X;iÞ
" #
;n ¼ 1; . . . ;N;
fXg : m^X ¼ K 
YL
i¼1
ð~mX;i þ m^X;iÞ 
YL
i¼1
~mX;i
" #
;
fXg : ~mX ¼ K 
YL
i¼1
~mX;i
" #
;
K ¼
XN
n¼1
YL
i¼1
ðmn;i þ ~mX;i þ m^X;iÞ  ðN  1Þ 
YL
i¼1
ð~mX;i þ m^X;iÞ
" #1
;
fHng : bn ¼
mn
1 ~mX ; n ¼ 1; . . . ;N; and
fXg : bX ¼
m^X
1 ~mX :The above combination process describes the analytical algorithm. Hereinto, bn and bX represent the belief degrees of
the aggregated assessment, to which the alternative al is assessed to the grade Hn and the whole set X, respectively.
The aggregated probability mass mn combines the relative weights with the aggregated belief degrees. The aggregated
probability mass assigned to X is still divided into two parts, ~mX and m^X, which are caused by the relative weights
of attributes and by the incompleteness of the aggregated assessment, respectively. The coefﬁcient K is a normalization
factor.
When bn and bX are calculated, a normalization process is employed to eliminate the combined degree of belief ~mX. The
process is necessary because ~mX is not a degree of ignorance but the unassigned belief caused by the relative weights of
attributes.
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In the analytical algorithm, the relative weight awi obviously controls a proportional contribution of B(ei(al)) to the aggre-
gated assessment for the alternative al. It is mX,i instead of only ~mX;i or m^X;i that gives a contribution to mn. In addition, mul-
tiplications of ~mX;i and m^X;i are assigned to m^X rather than to ~mX. This assignment strategy can be demonstrated by the
following theorem.
Theorem 1 [45]. Suppose that no basic attribute is given a weight of zero (completely ignored) or a weight of one (dominating the
assessment). If the assessment of a basic attribute is not complete, then the assessment for the associated general attribute will not
be complete.3. Conjunctive combination of IBSs from dependent sources
According to Deﬁnition 3, two IBSs from distinct sources can be combined by solving NC pairs of nonlinear optimization
problems, where NC is the number of focal elements in the aggregated result of two IBSs. Similarly, the NC pairs of nonlinear
optimization problems can also be constructed based on weight functions related to two IBSs from non-distinct sources to
combine them.
Non-dogmatic IBSs are a prerequisite for their cautious conjunctive combination. According to Denoeux’s view, dogmatic
IBSs can be transformed to non-dogmatic IBSs by discounting them with some discount rate e, such that e approximates to 0
[10].
In the following, two non-dogmatic IBSs from dependent sources are combined ﬁrst, and then, a relevant property is dem-
onstrated. Based on this, the cautious combination of multiple non-dogmatic IBSs is investigated.
3.1. Combination of two non-dogmatic IBSs from dependent sources
Suppose that subsets Ak(k = 0, . . . ,2N  1) on X = {H1,H2, . . . ,HN} are in binary order. That is to say, A0;A1;A2; . . . ;A2N3;
A2N2;A2N1 denote subsets {Ø},{H1},{H2}, . . . , {H1,H3, . . . ,HN},{H2,H3, . . . ,HN},{X}, respectively.
Based on the cautious rule, the cautious combination of two non-dogmatic IBSs from dependent sources is deﬁned as
follows.
Deﬁnition 5. Suppose that m1 and m2 are two non-dogmatic IBSs from dependent sources on X = {H1, H2, . . . ,HN}. Their
unnormalized cautious combination result m1^2 can be obtained by solving the following pair of optimization problems.MIN=MAX m1^2ðAkÞðk ¼ 0; . . . ;2N  1Þ ð14Þ
s:t: m1^2ðAkÞ ¼
X
T2N2
j¼0 Cj¼Ak ;m
j
1^2ðCjÞ–0
m01^2ðC0Þ   m2
N2
1^2 ðC2N2Þ; k ¼ 0; . . . ;2N  1; ð15Þ
w1^2ðAkÞ ¼ w1ðAkÞ ^w2ðAkÞ ¼minðw1ðAkÞ;w2ðAkÞÞ; k ¼ 0; . . . ;2N  2; ð16Þ
wiðAkÞ ¼
Y
Ak #B
qiðBÞð1Þ
jBjjAk jþ1
; i ¼ 1; . . . ;n; k ¼ 0; . . . ;2N  2; ð17Þ
qiðAkÞ ¼
X
Ak #B
miðBÞ; k ¼ 0; . . . ;2N  1; ð18Þ
mi ðAkÞ 6 miðAkÞ 6 mþi ðAkÞ; k ¼ 0; . . . ;2N  1; and ð19Þ
X2N1
k¼0
miðAkÞ ¼ 1: ð20ÞIn the above problems, n is equal to 2.
In Eq. (15), mj1^2 denotes a SBBA associated with Aj (j = 0, . . . ,2
N  2) such that mj1^2ðAjÞ ¼ 1w1^2ðAjÞ;
mj1^2ðXÞ ¼ w1^2ðAjÞ, and Cj 2 {Aj,X}. When w1^2ðAjÞ ¼ 1;mj1^2 does not need to be considered, which simpliﬁes the
calculation of m1^2(Ak).
Given d such that 0 6 d 6 1 and two groups of IBSs, mi(i = 1, . . . ,n) and m^iði ¼ 1; . . . ;nÞ, it is easily seen that
mi ðAkÞ 6 d miðAkÞ þ ð1 dÞ  m^iðAkÞ 6 mþi ðAkÞ and
P2N1
k¼0 d miðAkÞ þ ð1 dÞ  m^iðAkÞ ¼ 1 hold simultaneously. Therefore,
constraints in the above problems are convex. They form a bounded and closed domain. The function m1^2(Ak) under the
constraints is actually a continuous function of 2  2N variables, which is explained in the following.Theorem 2 [13]. em An elementary function of multiple variables is expressed as an equation, which is formed by a ﬁnite
number of operations, including addition, subtraction, multiplication, division without a zero-valued denominator and com-
position, on basic elementary functions of one variable. Then it is continuous in its domain.
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multiplication, division without a zero-valued denominator and composition, on continuous functions of multiple variables, then
it is continuous.Theorem 4 [13]. Suppose that f is a continuous function of multiple variables on a bounded and closed domain. Then,(1) It is bounded on the domain, and its lower and upper bounds can be reached; and
(2) Any value between the lower and upper bounds can be reached on the domain.
According to Theorems 2 and 3, qi(Ak) and wi(Ak)(qi(B) > 0 for any subset B of X such that Ak # B) clearly are continuous
functions on the domain in Eqs. (17) and (18). Further, the function w1^2(Ak) is continuous based on the continuity of wi(Ak).
It ﬁnally gives the continuity of m1^2(Ak).
The continuous function m1^2(Ak) can reach its lower and upper bounds and any value between these two bounds on its
domain, according to Theorem 4. Therefore, optimization problems in Deﬁnition 5 can be theoretically solved, and their solu-
tions form a valid IBS denoting a set of BBAs.
However, ﬁnding solutions to the optimization problems is not easy. There may be different groups of solutions. By using
the function fmincon in the Matlab software package, four sets of representative initializations and a procedure have been
designed to generate local solutions as close of an approximation of global solutions as possible.
Positive, average, ascendible and descendible initializations are used in fmincon to ﬁnd solutions. In a positive initialization,
for calculating the minimum ofm1^2(Ak), Aj (j = 0, . . . ,2N  1) is divided into three subsets, B1,B2 =X and B3. Each element in B1
does not include Ak, and each element in B3 includes Ak. AftermiðAjÞ ¼ mi ðAjÞði ¼ 1; . . . ;n; j ¼ 0; . . . ;2N  1Þ is set,mi(Aj1) is set
such that Aj1 2 B1 is increased tomþi ðAj1Þ in descendible order ofmþi ðAj1Þ mini02f1;...;ngni mi0 ðAj1Þ
 
; then,mi(X) is set asmþi ðXÞ,
and ﬁnally,mi(Aj3) is set such that Aj3 2 B3 is increased tomþi ðAj3Þ in an ascending order ofmþi ðAj3Þ mini02f1;...;ngni mi0 ðAj3Þ
 
un-
til
P2N1
j¼0 miðAjÞ ¼ 1 holds. To calculate themaximumofm1^2(Ak),B1 and B3 are exchanged. Particularly, to obtain themaximum
ofm1^2(X),mi(X) is ﬁrst set asmþi ðXÞ, and then each element in B1 and B3 is increased in order until
P2N1
j¼0 miðAjÞ ¼ 1 holds. The
positive initialization clearly positively contributes to the minimum and maximum of m1^2(Ak).
In other sets of initializations,miðAjÞ ¼ mi ðAjÞ (i ¼ 0; . . . ;n; j ¼ 0; . . . ;2N  1) is the ﬁrst set. Then, an average initialization
cycles to increase mi(Aj) by mþi ðAjÞ mi ðAjÞ
 
=2 from A0 to X until
P2N1
j¼0 miðAjÞ ¼ 1 holds; an ascendible initialization to set
miðAjÞ ¼ mþi ðAjÞ from A0 toX until
P2N1
j¼0 miðAjÞ ¼ 1 holds; and a descendible initialization to setmiðAjÞ ¼ mþi ðAjÞ from A2N2 to
A0 and miðXÞ ¼ mþi ðXÞ until
P2N1
j¼0 miðAjÞ ¼ 1 holds.
Based on the four sets of initializations, a procedure is further designed to generate approximate solutions, which is elab-
orated in the following:
Step 1: Optimize to generate reasonable initial values.
Solving the following two optimization problems based on four sets of initializations generates reasonable initial
values as inputs for calculating the minimum and maximum of m1^2(Ak) in Deﬁnition 5.
MIN f 1 þ f2 þ f3
s:t: f 1 ¼
P2N2
j¼0;AjAk
ð max
i2f1;...;ng
ðmiðAjÞÞ  min
i2f1;...;ng
ðmiðAjÞÞÞ

max
i2f1;...;ng
mi ðAjÞ
  min
i2f1;...;ng
mi ðAjÞ
  
;
f2 ¼ c 
P2N2
j¼0;Aj+Ak
max
i2f1;...;ng
ðmiðAjÞÞ  min
i2f1;...;ng
ðmiðAjÞÞ
 
; and
f3 ¼
max
i2f1;...;ng
ðmiðXÞÞ  min
i2f1;...;ng
ðmiðXÞÞ; Aj ¼ X
Qn
i¼1
miðXÞ; Aj – X
8><
>:
MIN f 1 þ f2 þ f3
s:t: f 1 ¼
P2N2
j¼0;Aj+Ak

ð max
i2f1;...;ng
ðmiðAjÞÞ  min
i2f1;...;ng
ðmiðAjÞÞ

 max
i2f1;...;ng
mi ðAjÞ
  min
i2f1;...;ng
mi ðAjÞ
  
;
f2 ¼ c 
P2N2
j¼0;AjAk
max
i2f1;...;ng
ðmiðAjÞÞ  min
i2f1;...;ng
ðmiðAjÞÞ
 
; and
f3 ¼
 max
i2f1;...;ng
ðmiðXÞÞ  min
i2f1;...;ng
ðmiðXÞÞ
 
; Aj ¼ X
Qn
i¼1
miðXÞ; Aj – X
8>><
>:
776 C. Fu, S. Yang / International Journal of Approximate Reasoning 53 (2012) 769–785The coefﬁcient c with cP 1 controls the importance of f2, which means that f2 is more important than f1 and f3 and gives
more contribution to the computation of the minimum and maximum of m1^2(Ak).
Step 2: Use optimized initial values to calculate the minimum and maximum of m1^2(Ak).
Step 3: Use the four sets of initializations to calculate the minimum and maximum of m1^2(Ak).
Step 4: Select the best minimum and maximum of m1^2(Ak) from Steps 2 and 3 as the initial values to cycle to recalculate
solutions that are better than the last round of solutions if they exist within MAXROUND times.
The above procedure can generate approximate solutions to the minimum and maximum ofm1^2(Ak). In the following, its
reasonability will be demonstrated.
First of all, althoughm1^2(Ak) is inﬂuenced by the combination ofmi(Aj)(i = 1, . . . ,n,j = 0, . . . ,2N  2) andmi(X) according to
the calculation of weight functions and the cautious rule,mi(Aj) andmi(X) are separately considered in the functions f1, f2 and
f3 for simplicity.
In Step 1, the function f1 is designed to decrease values ofmi(Aj)(i = 1, . . . ,n,j = 0, . . . ,2N  2) which negatively contribute to
m1^2(Ak). For the minimum of m1K2(Ak), according to the cautious rule, the smaller values of mi(Aj) such that Aj  Ak are, the
better initial solution is. However, we do not setmiðAjÞ mi ðAjÞ such that Aj  Ak as the function f1 because this is difﬁcult to
reach for the constraint
P2N1
j¼0 miðAjÞ ¼ 1 in some cases. For example, if all focal elements ofmi satisfy the condition of Aj  Ak
for a given subset Ak, then there is little possibility to setmi ðAjÞ asmi(Aj) because of the constraint
P2N1
j¼0 m

i ðAjÞ 6 1 for valid
IBSs. Correspondingly, there may be a tradeoff amongmi ðAjÞwhich does not guarantee a high-quality initial solution. In gen-
eral, the largest mi(Aj) such that Aj  Ak , denoted by mi1(Aj)(i1 2 {1, . . . ,n}), may have a signiﬁcant inﬂuence on the value of
m1^2(Ak). To ensure the inﬂuence of mi1(Aj), the difference between mi1(Aj) and the smallest mi(Aj) such that Aj  Ak, denoted
bymi2(Aj)(i2 2 {1, . . . ,n}), is minimized in the function f1. Further, the difference betweenmi1(Aj) andmi2(Aj) is constrained to
approximate the difference between the largest and smallest mi ðAjÞ such that Aj  Ak. Other mi(Aj) will make a tradeoff be-
tween mi1(Aj) and mi2(Aj). All these are employed in the function f1 to generate a high-quality initial solution. For the max-
imum of m1^2(Ak) in the function f1, all subsets Aj such that Aj + Ak will be considered.
The function f2 is designed to increase values ofmi(Aj)(i = 1, . . . ,n, j = 0, . . . ,2N  2) which positively contribute tom1^2(Ak).
For the minimum of m1^2(Ak), similar to the function f1, we do not set mþi ðAjÞ miðAjÞ such that Aj + Ak as the function f2
because this is difﬁcult to reach for the constraint
P2N1
j¼0 miðAjÞ ¼ 1 in some cases. The difference between the largest and
smallest mi(Aj) such that Aj + Ak is maximized to ensure the inﬂuence of the largest mi(Aj) on initial solution. Particularly,
the difference between the largest and smallest mþi ðAjÞ is not considered in the function f2 because there may be a tradeoff
among mþi ðAjÞ for all subsets Aj such that Aj + Ak, which does not guarantee a high-quality initial solution. For the maximum
of m1^2(Ak) in the function f2, all subsets Aj such that Aj  Ak will be considered.
The function f3 is designed to control values of mi(X)(i = 1, . . . ,n) to give a positive contribution to initial solution. For the
minimum of m1^2(Ak), when Ak–X, the larger mi(X) is, the better initial solution is. Therefore, the minimum of 
Qn
i¼1miðXÞ
can help generate a high-quality initial solution. When Ak =X, minimizing the difference between the largest and smallest
mi(X) can ensure the inﬂuence of the largest mi(X) on initial solution. Due to the possible tradeoff among
mþi ðAjÞðj ¼ 0; . . . ;2N  2Þ for all subsets Aj such that Aj + Ak and mþi ðXÞ, the difference between the largest and smallest
mþi ðXÞ is not considered in the function f3. For the maximum of m1^2(Ak) in the function f3, the situation will be converse.
Although initial solutions generated by solving the optimization problems composed of f1, f2 and f3 are theoretically rea-
sonable to generate the high-quality minimum and maximum of m1^2(Ak), they may not cover all situations. Therefore, four
initializations are still used in fmincon to calculate the minimum and maximum of m1^2(Ak). The best minimum and maxi-
mum ofm1^2(Ak) will be selected from the optimization results generated based on four initializations and their correspond-
ing optimized initial solutions as ﬁnal quality solutions.
Let us use the following example to further demonstrate four initializations and the four-step procedure to make approx-
imate solutions. It is set that c = 1.6 and MAXROUND = 5. This setting is used unless otherwise explicitly stated.
Example 1. Letm1,m2,m3 andm4 be four IBSs onX = {H1,H2,H3}, as shown in Table 1. According to Deﬁnition 5 and the four-
step procedure, pairwise cautious combination of the four IBSs with and without Step 1 in the four-step procedure is
implemented, and the aggregated results are shown in Table 1.
All other subsets not included in Table 1 are not focal elements of the four IBSs.
Takem1^2({H2}) as an example to demonstrate four initializations. For the positive initialization to calculate the minimum
of m1^2({H2}), two subsets B1 and B3 of m2 are equal to {{H1}, {H3}} and {{H2},{H2,H3}}, respectively. First, it is set that
m2({H1}) = 0.2, m2({H2}) = 0.1, m2({H3}) = 0.3, m2({H2,H3}) = 0 and m2({X}) = 0.2. Second, m2({H3}) = 0.5 is set to satisfy the
constraint
P7
j¼0m2ðAjÞ ¼ 1 because the value of mþ2 ðfH3gÞ m1 ðfH3gÞ is greater than the value of mþ2 ðfH1gÞ m1 ðfH1gÞ. To
calculate the maximum of m1^2({H2}), we have B1 = {{H2}, {H2,H3}} and B3 = {{H1},{H3}}. Then, after m2ðAjÞ ¼ m2 ðAjÞ is set,
m2({H2,H3}) = 0.1 is ﬁrstly set because the value of mþ2 ðfH2;H3gÞ m1 ðfH2;H3gÞ is greater than the value of
mþ2 ðfH2gÞ m1 ðfH2gÞ. After that, m2({H2}) = 0.2 is set to satisfy the constraint
P7
j¼0m2ðAjÞ ¼ 1.
For the average initialization, after m2ðAjÞ ¼ m2 ðAjÞ is set, m2({H1}) = 0.2 + (0.4  0.2)/2 = 0.3 and m2({H2}) = 0.1 +
(0.3  0.1)/2 = 0.2 are set in succession to satisfy the constraint P7j¼0m2ðAjÞ ¼ 1.
For the ascendible initialization, afterm2ðAjÞ ¼ m2 ðAjÞ is set,m2({H1}) = 0.4 is set to satisfy the constraint
P7
j¼0m2ðAjÞ ¼ 1.
For the descendible initialization, after m2ðAjÞ ¼ m2 ðAjÞ is set, m2({H2,H3}) = 0.1 and m2({H3}) = 0.4 are set successively to
satisfy the constraint
P7
j¼0m2ðAjÞ ¼ 1.
Table 1
Four IBSs, their pairwise cautious combination results with and without Step 1 in the four-step procedure.
Initial A {Ø} {H1} {H2} {H3} {H2,H3} {X}
m1 [0,0] [0.2,0.4] [0.3,0.5] [0.1,0.3] [0,0.1] [0.1,0.4]
m2 [0,0] [0.2,0.4] [0.1,0.3] [0.3,0.5] [0,0.1] [0.2,0.4]
m3 [0,0] [0.2,0.3] [0.3,0.4] [0.3,0.4] [0,0.1] [0.1,0.2]
m4 [0,0] [0.1,0.3] [0.2,0.4] [0.3,0.4] [0,0.1] [0.1,0.3]
With Step 1 m1Km2 [0,0.7949] [0.0365,0.263] [0.0615,0.3571] [0.0262,0.3571] [0,0.0833] [0.0171,0.2857]
With Step 1 (m1Km2)Km3 [0.0003,0.9815] [0.0027,0.275] [0.0055,0.381] [0.0042,0.3809] [0,0.0972] [0.0002,0.2]
With Step 1 (m1Km2)Km3Km4 [0.0003,1] [0,0.2889] [0,0.4] [0,0.4] [0,0.0998] [0,0.2]
Without Step 1 m1Km2 [0,0.7949] [0.0365,0.263] [0.0615,0.3571] [0.0262,0.3571] [0,0.0833] [0.0171,0.2857]
Without Step 1 (m1Km2)Km3 [0.0003,0.9815] [0.0027,0.263] [0.0055,0.3794] [0.0042,0.3792] [0,0.0972] [0.0002,0.1996]
Without Step 1 (m1Km2)Km3Km4 [0.0005,1] [0,0.2834] [0,0.4] [0,0.4] [0,0.0998] [0,0.1996]
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m2({X}) = 0.4 is set to satisfy the constraint
P7
j¼0m2ðAjÞ ¼ 1.
Four initializations of m1 can be similarly obtained.
When calculating the initial solution to the minimum of m1^2({H2}) in Step 1 in the four-step procedure, we have
f1 ¼ ðmaxðm1ðfH2gÞ;m2ðfH2gÞÞ minðm1ðfH2gÞ;m2ðfH2gÞÞÞ  m1 ðfH2gÞ

m2 ðfH2gÞÞ þ ðmaxðm1ðfH2;H3gÞ;m2ðfH2;H3gÞÞ
minðm1ðfH2; H3gÞ;m2ðfH2; H3gÞÞÞ  m1 ðfH2; H3gÞ  m2 ðfH2; H3gÞ
 
; f2 ¼ c  ðmaxðm1ðfH1gÞ;m2ðfH1gÞÞ  minðm1ðfH1gÞ;
m2ðfH1gÞÞÞ  c  ðm2ðfH3gÞ m1ðfH3gÞÞ and f3 = m1({X}) m2({X}). Note that mi(Aj)(i = 1,2, j = 0, . . . ,7) forms any BBA to
satisfy the constraint mi ðAjÞ 6 miðAjÞ 6 mþi ðAjÞ. For the initial solution to the maximum of m1^2({H2}), three functions f1, f2
and f3 can be conversely obtained.
In Table 1, although the aggregated results of m1 and m2 with and without Step 1 are equal, other pairwise combination
results of the four IBSs with and without Step 1 show necessity of Step 1.
The pairwise cautious combination of the four IBSs in Table 1 is implemented on a personal computer with processor of
Intel Core2 Duo CPU E7500 2.94 GHz, RAM of 2 GB and operating system of 32 Bits Windows 7. Running time with and
without Step 1 in the four-step procedure is about 83 and 40 s, respectively. Following examples will also be implemented on
the personal computer.
In general, the more sets of initializations, the higher the solution precision is, and the longer the solving time is. Hence,
there is a tradeoff between solution precision and solving time in different application contexts.
Furthermore, the computational complexity of optimizing m1^2(Ak) is generally exponential. First, each set of
initialization requires O(n  2N) computations. Second, the generation of reasonable initial values requires O(2N) computa-
tions. Third, optimizing the minimum or maximum ofm1^2(Ak) in Deﬁnition 5 requires O(n  22N) + O(n  22N) + O(2N) + O(22N)
computations. As a consequence, the overall complexity of optimizing the minimum or maximum of m1^2(Ak) according to
the above four-step procedure is O((16n + 2n MAXROUND) 22N), which approximates to O(22N) when 22N is far larger than
16n + 2n MAXROUND.
Although optimizingm1^2(Ak) has exponential complexity in the worst case, in real cases, the complexity will decrease to
a large extent because the number of focal elements of m1 and m2 is generally far less than 2N.
Based on the normalized cautious rule, the normalized cautious combination of two non-dogmatic IBSs from dependent
sources is deﬁned as follows.Deﬁnition 6. Suppose that m1 andm2 are two non-dogmatic IBSs from dependent sources onX = {H1, H2, . . . ,HN}. Their nor-
malized cautious combination result m1^⁄2 can be obtained by solving the following pair of optimization problems:MIN=MAX m1^2ðAkÞðk ¼ 1; . . . ;2N  1Þ ð21Þ
s:t: m1^2ðAkÞ ¼
P T2N2
j¼0
Cj¼Ak ;mj1^2ðCjÞ–0
m01^2ðC0Þ  . . . m2
N2
1^2 ðC2N2Þ
P2N1
k¼1
PT2N2
j¼0
Cj¼Ak ;mj1^2ðCjÞ–0
m01^2ðC0Þ  . . . m2
N2
1^2 ðC2N2Þ
; and k ¼ 1; . . . ;2N  1: ð22ÞThe calculation of w1K2(Aj) and m
j
1^2ðj ¼ 0; . . . ;2N  2Þ is the same as that in Deﬁnition 5 and is omitted in Deﬁnition 6. The
function m1^⁄2(Ak) is continuous, which is similar to m1^2(Ak) because at least
PT2N2
j¼0 Cj¼A2N1 ;m
j
1^2ðCjÞ–0
m01^2
ðC0Þ  . . . m2N21^2 ðC2N2Þ – 0 holds. However, if only
PT2N2
j¼0 Cj¼A2N1 ;m
j
1^2ðCjÞ–0
m01^2ðC0Þ  . . . m2
N2
1^2 ðC2N2Þ – 0 holds, then the
above optimization problems are meaningless. In addition, the computational complexity of m1^⁄2(Ak) is the same as the
one of m1^2(Ak). The four-step procedure still does work to generate solutions.
In the following, two examples modiﬁed from [40] are recalculated to interpret the normalized cautious combination of
non-dogmatic IBSs from dependent sources and are compared with Dempster’s combination.
778 C. Fu, S. Yang / International Journal of Approximate Reasoning 53 (2012) 769–785Example 2. Let m1 and m2 be two IBSs on X = {H1,H2,H3} shown in Table 2. Solving optimization problems in Deﬁnition 6
according to the four-step procedure and optimization problems in Deﬁnition 3 by the Matlab software package generates
their normalized cautious combination and Dempster’s combination results, respectively, which are also shown in Table 2.
All other subsets not included in Table 2 have the interval-valued mass [0,0] and have no inﬂuence on the normalized
cautious combination or on Dempster’s combination results.
Example 2 is implemented in about 10 s.
Table 2 clearly shows that the available information on the interval-valued masses on subsets {H1}, {H2} and {H3}, except
for {X}, in the normalized cautious combination result is narrower than the one in Dempster’s combination result.Example 3. Let m1 and m2 be two IBSs on X = {H1, . . . ,H6}, shown in Table 3. By using the Matlab software package to solve
optimization problems in Deﬁnition 6 according to the four-step procedure and optimization problems in Deﬁnition 3, their
normalized cautious combination and Dempster’s combination results are generated and shown in Table 3.
Example 3 is implemented in about 1116 s.
Except for the subset {H3}, the available information on the interval-valued masses on subsets
{H1},{H2,H3},{H1,H2,H3},{H3,H4},{H1,H5} and {H2,H3,H6} in the normalized cautious combination result is narrower than that
from Dempster’s combination result. The interval-valued mass on {H3} in m1^⁄2 is wider than the mass in m12 because the
former is derived from the conjunctive combination of aggregated weight functions on subsets {H1,H2,H3},{H3,H4} and
{H2,H3,H6}, and the latter is derived from the conjunctive combination of masses on subsets {H1,H2,H3} and {H3,H4} inm1 and
the mass on the subset {H2,H3,H6} in m2.
In addition, althoughm1 ðXÞ in Examples 2 and 3 is very close to zero, it cannot be set as zero. If it were set as zero, at the
very least, m1K2ðXÞ cannot be obtained by the Matlab software package. This ﬁnding veriﬁes that non-dogmatic IBSs are a
prerequisite for solving optimization problems in Deﬁnitions 5 and 6.3.2. PropertyProposition 1. The normalized cautious combination of IBSs has the following property:
Commutativity: Given two IBSs, m1 and m2, m1K
⁄m2 = m2K⁄m1.
Contrary to the cautious combination of BBAs, the normalized cautious combination of IBSs is neither idempotent nor
associative. That is, we have mK⁄m–m for most IBS m, and m1K⁄m2K⁄ m3– (m1K⁄m2)K⁄m3–m1K⁄(m2K⁄m3)–
(m1K
⁄m3)K⁄m2 for most IBSs m1, m2 and m3.
The commutativity property can be veriﬁed likewise by the unnormalized cautious combination of IBSs. It is also neither
idempotent nor associative.
The following example is used to show that the normalized cautious combination of IBSs is non-idempotent and non-associative.Example 4. Letm1,m2 andm3 be three IBSs onX = {H1,H2,H(3}, shown in Table 4. According to Deﬁnition 6 and the four-step
procedure, the normalized cautious self-combination of m1 and the normalized cautious combination of the three IBSs in
different pairwise orders are implemented, and the aggregated results are shown in Table 4.
Example 4 is implemented in about 86 s.Table 2
Two IBSs and the comparison of their normalized cautious combination result with their Dempster’s combination result in Example 2.
Ak m1(Ak) m2(Ak) m1^⁄2(Ak) m12(Ak)
A1 = {H1} [0.2,0.4] [0.3,0.4] [0.1818,0.4003] [0.2222,0.5538]
A2 = {H2} [0.3,0.5] [0.1,0.2] [0.1286,0.5003] [0.1875,0.4808]
A4 = {H3} [0.1,0.3] [0.2,0.3] [0.1,0.3101] [0.0833,0.3871]
A7 =X [107,0.4] [0.1,0.4] [0.0,0.3333] [0.0,0.2133]
Table 3
Two IBSs and the comparison of their normalized cautious combination result with their Dempster’s combination result in Example 3.
Ak m1(Ak) m2(Ak) m1^⁄2(Ak) m12(Ak)
A1 = {H1} [0,0] [0,0] [0.0,0.5042] [0.1333,0.7826]
A4 = {H3} [0,0] [0,0] [0.0571,1.0] [0.0,0.5333]
A6 = {H2,H3} [0,0] [0,0] [0.0,0.1333] [0.0,0.2286]
A7 = {H1,H2,H3} [0.2,0.4–107] [0,0] [0.0,0.0952] [0.0267,0.1538]
A12 = {H3,H4} [0.4,0.8–107] [0,0] [0.0,0.2] [0.05,0.4444]
A17 = {H1,H5} [0,0] [0.5,0.9] [0.0,0.4629] [0.0,0.4909]
A38 = {H2,H3,H6} [0,0] [0.0,0.4] [0.0,0.1309] [0.0,0.16]
A63 =X [107,0.3] [0.1,0.2] [0.0,0.09] [0.0,0.1]
Table 4
Three IBSs, the normalized cautious self-combination result of the ﬁrst IBS, and normalized cautious combination results of three IBSs in different pairwise
orders.
A {H1} {H2} {H3} {H2,H3} {X}
m1 [0.2,0.4] [0.3,0.5] [0.1,0.3] [0,0.1] [0.1,0.4]
m2 [0.2,0.4] [0.3,0.5] [0.1,0.3] [0,0.1] [0.2,0.4]
m3 [0.2,0.3] [0.3,0.4] [0.3,0.4] [0,0.1] [0.1,0.2]
m1K
⁄m1 [0.1111,0.4] [0.25,0.5882] [0.0833,0.3529] [0,0.1] [0.05,0.4]
m1K
⁄m2 [0.1379,0.4] [0.25,0.5556] [0.0833,0.3333] [0,0.1] [0.0714,0.4]
m2K
⁄m3 [0.1429,0.3333] [0.25,0.4286] [0.25,0.4286] [0,0.1] [0.0714,0.2]
m1K
⁄m3 [0.1111,0.4] [0.25,0.5714] [0.1429,0.4444] [0,0.1] [0.05,0.2]
(m1K⁄m2)K⁄m3 [0.0765,0.4] [0.2344,0.6407] [0.1047,0.4528] [0,0.1] [0.0383,0.2]
m1K
⁄(m2K⁄m3) [0.0769,0.4] [0.2121,0.587] [0.1059,0.4898] [0,0.1] [0.0357,0.2]
(m1K⁄m3)K⁄m2 [0.0769,0.4] [0.2093,0.6202] [0.0976,0.4858] [0,0.1] [0.0346,0.2]
m1K
⁄m2K⁄m3 [0.1111,0.4] [0.25,0.5714] [0.1429,0.4444] [0,0.1] [0.05,0.2]
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(m1K⁄m3)K⁄m2.
The last row in Table 4 is generated according to the combination method for multiple non-dogmatic IBSs, which will be
introduced in the next section.3.3. Combination of multiple non-dogmatic IBSs from dependent sources
Because the cautious combination of IBSs is non-associative, multiple non-dogmatic IBSs should be combined simulta-
neously rather than sequentially, similar to Dempster’s combination of IBSs [40]. Based on Deﬁnitions 5 and 6, the unnor-
malized and normalized cautious combination of multiple non-dogmatic IBSs from dependent sources is deﬁned as
follows.
Deﬁnition 7. Suppose that m1,. . .,mn are n non-dogmatic IBSs from dependent sources on X = {H1,H2, . . . ,HN}. Their
unnormalized cautious combination result m1K . . . Kn can be obtained by solving the following pair of optimization
problems.MIN=MAX m1K. . .KnðAkÞðk ¼ 0; . . . ;2N  1Þ ð23Þ
s:t: m1K. . .KnðAkÞ ¼
X
T2N2
j¼0 Cj¼Ak ;m
j
1^...^nðCjÞ–0
m01^...^nðC0Þ   m2
N2
1^...^nðC2N2Þ; k ¼ 0; . . . ;2N  1; and ð24Þ
w1K. . .KnðAkÞ ¼ w1ðAkÞK . . .KwnðAkÞ ¼minðw1ðAkÞ; . . . ;wnðAkÞÞ; k ¼ 0; . . . ;2N  2: ð25ÞSimilar to Deﬁnition 5, mj1^...^n denotes a SBBA associated with Aj (j = 0, . . . ,2
N  2) such that
mj1^...^nðAjÞ ¼ 1w1K. . .KnðAjÞ;mj1^...^nðXÞ ¼ w1K. . .KnðAjÞ, and Cj 2 {Aj,X}. In addition, the calculation of wi(Ak)(i = 1, . . . ,n) is
the same as that in Deﬁnition 5 and is omitted here. Also, n is greater than 2 in Deﬁnition 7.
The continuity ofm1K2(Ak) similarly decides the continuity ofm1K . . . Kn(Ak). Furthermore, the four-step procedure is still
used to generate solutions. The computational complexity of m1K . . . Kn(Ak) keeps O((16n + 2n MAXROUND) 22N) 	 O(22N)
based on the four-step procedure. The difference is that n > 2 here.Deﬁnition 8. Suppose that m1, . . . ,mn are n non-dogmatic IBSs from dependent sources on X = {H1,H2, . . . ,HN}. Their normal-
ized cautious combination result, m1K⁄ . . . K⁄n, can be obtained by solving the following pair of optimization problems.MIN=MAX m1K. . .KnðAkÞðk ¼ 1; . . . ;2N  1Þ ð26Þ
s:t: m1K. . .KnðAkÞ ¼
PT2N2
j¼0
Cj¼Ak ;mj1^...^nðCjÞ–0
m01^...^nðC0Þ   m2
N2
1^^nðC2N2Þ
P2N1
k¼1
P T2N2
j¼0
Cj¼Ak ;mj1^^nðCjÞ–0
m01^^nðC0Þ   m2
N2
1^...^nðC2N2Þ
; and k ¼ 1; . . . ;2N  1: ð27ÞThe remainder of the above optimization problems is the same that in Deﬁnition 7. The continuity and computational com-
plexity of m1K⁄ . . . K⁄n(Ak) are likewise the same as the ones of m1K . . . Kn(Ak). Similar to Deﬁnition 6, when onlyPT2N2
j¼0 Cj¼A2N1 ;m
j
1^...^nðCjÞ–0
m01^^nðC0Þ  . . . m2
N2
1^^nðC2N2Þ– 0 holds, the above optimization problems are meaningless. In addi-
tion, the four-step procedure can still generate solutions.
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Similar to attribute aggregation in the ER approach, the aggregation of multiple non-dogmatic IBSs has to consider the
relative weights of IBSs in some real applications, such as in an uncertain assessment of decision alternatives. According
to its relative weight, each IBS to be combined gives a proportional contribution to the aggregated IBS.
It is obvious from Sections 2.4 and 2.5 that the consideration of relative weights is different from the discounting of a BBA
in the combination of BBAs, especially when dealing with the ignorance induced by relative weights and discounting. In an
interval belief context, Wang et al. also considered the relative weights of attributes when implementing attribute aggrega-
tion for the cargo ship selection problem [39]. Assessments on attributes are described as quasi-Bayesian IBSs, like an exten-
sion of quasi-Bayesian BBAs in the ER approach. However, this paper investigates the weighted conjunctive combination of
multiple general non-dogmatic IBSs instead of only quasi-Bayesian IBSs.
Suppose that k = (k1,k2, . . . ,kn) such that 0 < ki < 1(i = 1, . . . ,n), and
Pn
i¼1ki ¼ 1 denotes the relative weights of n IBSs. Similar
to the analytical algorithm in the ER approach, before n IBSs are combined, they are ﬁrstly preprocessed by k asmkii ðAkÞ 2 mkii ðAkÞ;mkiþi ðAkÞ
h i
¼ ki mi ðAkÞ; ki mþi ðAkÞ
 
; k ¼ 0; . . . ;2N  2; and
mkii ðXÞ 2 mkii ðXÞ;mkiþi ðXÞ
h i
¼ 1 ki þ ki mi ðXÞ;1 ki þ ki mþi ðXÞ
 
:The ignorance mkii ðXÞ clearly includes two parts denoted by mkii ð~XÞ ¼ 1 ki and mkii ðX^Þ ¼ ki miðXÞ 2 ki mi ðXÞ; ki mþi ðXÞ
 
.
They are induced by the relative weights and the incompleteness of IBSs, respectively.
According to Theorem 1, multiplications of mkii ð~XÞ and mkii ðX^Þ in a combination process are assigned to
mðX^Þ 2 ½mðX^Þ;mþðX^Þ, rather than to mð~XÞ, such that mðX^Þ þmð~XÞ ¼ mðXÞ 2 ½mðXÞ;mþðXÞ, where m denotes the aggre-
gated IBS. Accordingly, mkii ð~XÞ and mkii ðX^Þ can form a special IBS denoted by SPi such that SPiðX^Þ ¼ 1wpiðX^Þ ¼
1mkii ð~XÞ=ðmkii ðX^Þ þmkii ð~XÞÞ 2 ½1mkii ð~XÞ=ðmkii ðX^Þ þmkii ð~XÞÞ;1mkii ð~XÞ=ðmkiþi ðX^Þ þmkii ð~XÞÞ and SPið~XÞ ¼ wpiðX^Þ ¼ mkii
ð~XÞ=ðmkii ðX^Þ þmkii ð~XÞÞ 2 ½mkii ð~XÞ=ðmkiþi ðX^Þ þmkii ð~XÞÞ;mkii ð~XÞ=ðmkii ðX^Þ þmkii ð~XÞÞ, where wpi is its weight function. Similar to
mkii ð~XÞ and mkii ðX^Þ being a proportional division of mkii ðXÞ, the combined SP(~XÞ and SP(X^Þ is likewise a proportional division
of the combinedm(X). Because SPð~XÞ is induced by the relative weights of IBSs instead of by the intrinsic incompleteness of
IBSs, it should be eliminated from the aggregated IBS.
Particularly, in the case of a weighted combination of IBSs, non-dogmatic IBSs are not the combination prerequisite any-
more because mkii ðXÞ > 0 always holds due to 0 < ki < 1.
Deﬁnition 9. Suppose that m1, . . . ,mn are n IBSs from dependent sources on X = {H1,H2, . . . ,HN}. Their relative weights are
k = (k1,k2, . . . ,kn) such that 0 < ki < 1(i = 1, . . . ,n) and
Pn
i¼1ki ¼ 1. Then, their unnormalized weighted cautious combination
result m1K...Kn can be obtained by solving the following pair of optimization problems.MIN=MAX m1K. . .KnðAkÞðk ¼ 0; . . . ;2N  1Þ ð28Þ
s:t: m1K. . .KnðAkÞ ¼ m
k
1K...KnðAkÞ
1mk1K...KnðXÞ wp1K...KnðX^Þ
; k ¼ 0; . . . ;2N  2; ð29Þ
m1K. . .KnðAkÞ ¼ m
k
1K...KnðXÞ  ð1wp1K...KnðX^ÞÞ
1mk1K...KnðXÞ wp1K...KnðX^Þ
; k ¼ 2N  1; ð30Þ
mk1K...KnðAkÞ ¼
X
T2N2
j¼0 Cj¼Ak ;m
k;j
1^...^nðCjÞ–0
mk;01^...^nðC0Þ  . . . mk;2
N2
1^...^nðC2N2Þ; k ¼ 0; . . . ;2N  1; ð31Þ
wk1K...Kn ðAkÞ ¼ w
k1
1 ðAkÞK . . .Kwknn ðAkÞ ¼min wk11 ðAkÞ; . . . ;wknn ðAkÞ
 	
; ð32Þ
wkii ðAkÞ ¼
Y
Ak #B
qkii ðBÞð1Þ
jBjjAk jþ1
; i ¼ 1; . . . ; n; k ¼ 0; . . . ;2N  2;Ak  X; ð33Þ
qkii ðAkÞ ¼
X
Ak #B;BX
mkii ðBÞ þmkii ðXÞ; k ¼ 0; . . . ;2N  1; ð34Þ
wp1K. . .KnðX^Þ ¼ wp1ðX^ÞK . . .KwpnðX^Þ ¼ minðwp1ðX^Þ; . . . ;wpnðX^ÞÞ; ð35Þ
wpiðX^Þ ¼ mkii ð~XÞ mkii ðX^Þ þmkii ð~XÞ
 	.
; i ¼ 1; . . . ;n; ð36Þ
mkii ðXÞ ¼ mkii ð~XÞ þmkii ðX^Þ; ð37Þ
mkii ð~XÞ ¼ 1 ki; ki mi ðXÞ 6 mkii ðX^Þ 6 ki mþi ðXÞ; ð38Þ
ki mi ðAkÞ 6 mkii ðAkÞ 6 ki mþi ðAkÞ;
X2N2
k¼0
mkii ðAkÞ þmkii ðXÞ ¼ 1; and ð39Þ
0 < ki < 1; i ¼ 1; . . . ;n; and
Xn
i¼1
ki ¼ 1: ð40Þ
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N  2) such that mk;j1^...^nðAjÞ ¼ 1wk1K...Kn ðAjÞ;
mk;j1^...^nðXÞ ¼ wk1K...Kn ðAjÞ, and Cj 2 {Aj,X}.
Similar to m1K . . . Kn(Ak) in Deﬁnition 7, the function m1K...Kn ðAkÞðk ¼ 0; . . . ;2N  2Þ in Eq. (29) is still continuous because
1mk1K...KnðXÞ wp1K...KnðX^Þ – 0 always holds. Meanwhile, the function m1K...KnðA2N1Þ is also continuous. In addition, the
computational complexity of m1K . . . Kn(Ak) in Deﬁnition 9 is the same as that in Deﬁnition 7. The optimization of
m1K . . . Kn(Ak) can be made by the four-step procedure.Deﬁnition 10. Suppose that m1, . . . ,mn are n IBSs from dependent sources on X = {H1,H2, . . . ,HN}. Their relative weights are
k = (k1,k2, . . . ,kn) such that 0 < ki < 1(i = 1, . . . ,n) and
Pn
i¼1ki ¼ 1. Then, their normalized weighted cautious combination result
m1K⁄ . . . K⁄n can be obtained by solving the following pair of optimization problems.MIN=MAX m1K. . .KnðAkÞðk ¼ 1; . . . ;2N  1Þ ð41Þ
s:t: m1K. . .KnðAkÞ ¼ m
k
1K...KnðAkÞ
1mk1K...KnðXÞ wp1K...KnðX^Þ
; k ¼ 1; . . . ;2N  2; ð42Þ
m1K. . .KnðAkÞ ¼ m
k
1K...KnðXÞ  ð1wp1K...KnðX^ÞÞ
1mk1K...KnðXÞ wp1K...KnðX^Þ
; k ¼ 2N  1; and ð43Þ
mk1K...KnðAkÞ ¼
P T2N2
j¼0
Cj¼Ak ;mk;j1^...^nðCjÞ–0
mk;01^...^nðC0Þ   mk;2
N2
1^...^nðC2N2Þ
P2N1
k¼1
PT2N2
j¼0
Cj¼Ak ;mk;j1^...^nðCjÞ–0
mk;01^...^nðC0Þ   mk;2
N2
1^...^n ðC2N2Þ
; k ¼ 1; . . . ;2N  1: ð44ÞThe calculations of wk1K...Kn ðAjÞ;m
k;j
1^...^nðj ¼ 0; . . . ;2N  2Þ and wp1K. . .KnðX^Þ are the same as those in Deﬁnition 9 and are omit-
ted in Deﬁnition 10. The continuity and computational complexity ofm1K⁄ . . . K⁄n(Ak) is the same as them1K . . . Kn(Ak) in Def-
inition 9. Similar to Deﬁnition 8, when only
PT2N2
j¼0 Cj¼A2N1 ;m
k;j
1^...^nðCjÞ–0
mk;01^...^nðC0Þ  . . . mk;2
N2
1^...^nðC2N2Þ – 0 holds, the above
optimization problems are meaningless. In addition, the four-step procedure can still generate solutions.
In Deﬁnitions 9 and 10,mkii ðXÞ, rather thanmkii ð~XÞ ormkii ðX^Þ, is involved in generatingmk1K...Kn andmk1K...Kn, similar to the
analytical algorithm in the ER approach.
Furthermore, the weighted cautious combination of IBSs is non-idempotent and non-associative, which is illustrated by
the following example.Example 5. Let m1, m2 and m3 be three IBSs on X = {H1, . . . ,H5}, which is shown in Table 5. Their relative weights are
k = (k1,k2,k3) = (0.3,0.3,0.4). According to Deﬁnition 10 and the four-step procedure, the normalized weighted cautious com-
bination of the three IBSs in different pairwise orders is implemented, and the aggregated results are shown in Table 5.
Example 5 is implemented in about 505 s.
The normalized weighted cautious combination results in different pairwise orders are obviously different, which veriﬁes
the non-associativity of normalized weighted cautious combinations of IBSs. Unnormalized weighted cautious combinations
of IBSs obviously have the same characteristic.
When the relative weights of IBSs are intervals instead of precise values, i.e., ki 2 ki ; kþi
 ði ¼ 1; . . . ;nÞ such that
0 < ki 6 kþi < 1 and
Pn
i¼1ki ¼ 1, optimization problems in Deﬁnitions 9 and 10 are still available. Only the constraint
0 < ki < 1 is changed to ki 6 ki 6 kþi . For Example 5, suppose that k = ([0.2,0.4],[0.2,0.4],[0.3,0.5]); then the aggregated IBS is
obtained as {(H2,[0.1162,0.7207]), (H3,[0.1665,0.7379]), and (H4,[0.0507,0.3791])}, which obviously becomes wider than the
IBS at the last row in Table 5. This result demonstrates that the relative weights of IBSs have an important impact on the
weighted cautious combination results of IBSs. In addition, running time for implementing the combination is about 1024
seconds.
In practice, relative weights are recommended to be set as precise values or intervals as narrow as possible on the
condition that precise weights cannot be given due to lack of information or knowledge. The narrower the weight intervals
are, the more precise the generated combination results are according to the non-speciﬁcity measure, UðmÞ ¼PmðAÞ>0m
ðAÞlog2jAj [8].5. Numerical example
In this section, the normalized weighted cautious combination of IBSs from dependent sources will be used to assess the
trustworthiness of the HIS implemented in many hospitals of the Anhui province in China.
HIS is a comprehensive management information system that covers all of the operation processes in the management of
large and medium hospitals. Its primary function modules include the following subsystems: pharmacy and drug storehouse
management, charge and account management, economic accounting, and decision support for heading inquiries and
Table 5
Three IBSs and their normalized weighted cautious combination results in different pairwise orders.
A {H2} {H3} {H4}
m1 [0,0] [0.67,0.94] [0.06,0.33]
m2 [0,0] [0.56,0.73] [0.27,0.44]
m3 [0.25,0.86] [0.14,0.75] [0,0]
k1
k1þk2 m1K
 k2
k1þk2 m2
[0,0] [0.6036,0.7769] [0.2231,0.3964]
k2
k2þk3 m2K
 k3
k2þk3 m3
[0.2004,0.6046] [0.2214,0.6511] [0.1068,0.1984]
k1
k1þk3 m1K
 k3
k1þk3 m3
[0.2109,0.6046] [0.2649,0.7255] [0.0237,0.1566]
ðk1 þ k2Þ k1k1þk2 m1K
 k2
k1þk2 m2
 	
Kk3m3 [0.1,0.2765] [0.4367,0.6992] [0.1614,0.3568]
k1m1K
ðk2 þ k3Þ k2k2þk3 m2K
 k3
k2þk3 m3
 	
[0.2004,0.6046] [0.2214,0.6511] [0.1068,0.1984]
(k1 þ k3Þ k1k1þk3 m1K
 k3
k1þk3 m3
 	
Kk2m2 [0.2073,0.6046] [0.2649,0.7255] [0.0483,0.1566]
k1m1K
⁄k2 m2K⁄k3m3 [0.1949,0.5722] [0.2737,0.6391] [0.106,0.2205]
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tecting lives. Also, due to the speciﬁcity of medical domains, a HIS trustworthiness assessment should be performed.
Based on medical domain characteristics and the relevant framework of trustworthiness evaluation [3,35], the HIS trust-
worthiness assessment includes:
(1) Reliability. Long-term, stable and reliable operations of the HIS are necessary to guarantee the normal processing of
routine operations in hospitals. It is crucial to inﬂuence the diagnosing efﬁciency of patients and the management efﬁ-
ciency of hospitals.
(2) Safety. Strictly avoiding the occurrence of dangerous actions of software is necessary to decrease incidents of medical
malpractice and to ensure the lives and properties of people.
(3) Real-time. Routine operations of the HIS software have a high real-time requirement.
(4) Maintainability. Maintainability of the HIS should be given much attention due to characteristics of the HIS, which
consist of complex logical operations, a great amount of data and vast client terminals.
(5) Availability. When dangers and general failures appear, timely self-recovery and self-revision are crucial to guarantee-
ing the long-term and stable operation of the HIS.
(6) Security. It is important to strictly protect the routine information privacy of doctors, patients and hospitals and to
ensure the security of HIS online operation.
According to the above requirements and the relevant framework and international standard [19], the HIS trustworthi-
ness evaluation system is constructed and shown in Table 6.
To assess the HIS trustworthiness, a team is formed including developers, testing engineers, domain experts and custom-
ers. The relative weights of requirements and indicators in Table 6 are decided by the team leader in the way employed in
[27].
Assisted by international standards, such as ISO 9126 [19], relevant evaluation frameworks (e.g., [3,35]), relevant models
[4,5], testing tools (e.g., LogiScope), and routine operation records in hospitals, the team collects and packs up the dataTable 6
The HIS trustworthiness evaluation system and trustworthiness evaluations.
Requirements Indicators Evaluations
Reliability (0.25) System maturity (0.25) {(V,[0.8,1]), (E,[0,0.2])}
Fault-tolerance design (0.35) {(A,[0.1,0.3]), (G,[0.7,0.9])}
Operation accuracy (0.4) {(G,[0.5,0.6]), (V,[0.4,0.5])}
Safety (0.15) System survivability (0.35) {(G, [0.2,0.4]), (V,[0.6,0.8])}
Medical risk warning (0.45) {(V, [0.7,0.9]), (E,[0.1,0.2])}
Monitoring and emergency processing of system distrust action (0.2) {(G,[0.4,0.6]), (V,[0.4,0.6])}
Real-time (0.15) Highly-efﬁcient and stable running of system (0.5) {(V,[0.2,0.4]), (E,[0 6,0.8])}
Timely feedback ability (0.5) {(V,[0.6,0.7]), (E,[0.3,0.4])}
Maintainability (0.1) Normative speciﬁcation of system design (0.2) {(V,[0.1,0.2]), (E,[0.7,0.8])}
Understandability of operation design (0.2) {(G,[0.4,0.5]), (V,[0.5,0.6])}
Easy replacement (0.6) {(G,[0.2,0.3]), (V,[0.6,0.7])}
Availability (0.2) Self-recovery ability after failures (0.25) {(G,[0.8,0.9]), (V,[0,0.1])}
Medical emergency response plan oriented to system (0.25) {(A,[0.5,0.6]), (G,[0.4,0.5])}
Service accuracy within speciﬁed cycle (0.5) {(G,[0.7,0.8]), (V,[0.2,0.3])}
Security (0.15) Controllability of external access to system (0.2) {(V,[0.4,0.5]), (E,[0.5,0.6])}
Privacy protection of information (0.6) {(V, [0.4,0.5]), (E,[0.5,0.6])}
System integration (0.2) {(G,[0.6,0.8]), (V,[0.2,0.4])}
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X = {H1, . . . ,H5} = {Poor,Average,Good,VeryGood, Excellent} = {P,A,G,V,E} according to the data, which are shown in the last col-
umn in Table 5. They are special IBSs denoted by Hn; bn;i;j; b
þ
n;i;j
h i 	
;n ¼ 1; . . . ;5; i ¼ 1; . . . ;6; j ¼ 1;2 or 1;2;3
n o
such that
bX;i;j ¼max 0;1
P5
n¼1b
þ
n;i;j
 	
and bþX;i;j ¼ 1
P5
n¼1b

n;i;j, where i and j denote the ith requirement and the jth indicator, respec-
tively. The details can be seen in [39].
Furthermore, these trustworthiness requirements have two basic types of relationships: intrinsic and extrinsic relation-
ships [16]. In the intrinsic aspect, for example, the security usually inﬂuences the availability and can be seen as a composite
of conﬁdentiality, integrity, and availability. In the extrinsic aspect, for instance, an increase in the security or reliability often
decreases the response time. Existing relationships among requirements mean that evaluations on indicators are dependent
and can be combined with the nonlinear optimization method in Deﬁnition 10 rather than with a nonlinear optimization
model in an interval-valued evidential reasoning context [39].
Based on the relative weights of the requirements and indicators in Table 6, the HIS trustworthiness evaluation on each
requirement and the aggregated HIS trustworthiness evaluation can be generated using the Matlab software package accord-
ing to Deﬁnition 10 and the four-step procedure, which are shown in Table 7.
Running time for generating the evaluations in Table 7 is about 12021 seconds.
The whole aggregated HIS evaluation, Hn; bn ; b
þ
n
  
; X; bX; b
þ
X
  
;n ¼ 1; . . . ;5
 , cannot be directly useful to assess the
HIS trustworthiness due to its distributed interval structure. Accordingly, the utilities of assessment grades, Hn(n = 1, . . . ,5),
speciﬁed by the team leader or decision maker, u(Hn)(n = 1, . . . ,5) such that 0 = u(H1) < u(H2) < . . . < u(H5) = 1, are used to cal-
culate the minimum and maximum of the expected utilities of the HIS trustworthiness evaluation. They can be obtained by
solving the following two optimization problems.Table 8
The HIS
Requ
Relia
Safet
Real
Main
Avai
Secu
Who
Table 7
The HIS
Requ
Relia
Safet
Real
Main
Avai
Secu
WhoMIN umin ¼
X5
n¼2
uðHnÞ  bn þ uðH1Þ  ðb1 þ bXÞ ð45Þ
s:t: bn 6 bn 6 b
þ
n ; n ¼ 1; . . . ;5; and ð46Þ
bX 6 bX 6 b
þ
X: ð47Þ
MAX umax ¼
X4
n¼1
uðHnÞ  bn þ uðH5Þ  ðb5 þ bXÞ ð48Þ
s:t: bn 6 bn 6 b
þ
n ;n ¼ 1; . . . ;5; and ð49Þ
bX 6 bX 6 b
þ
X: ð50ÞSuppose that u(Hn) = (0,0.4,0.6,0.8,1); then the results of the above optimization problems can be obtained as
[umin,umax] = [0.6023,0.7901].
An interval comparison method is designed to assess the HIS trustworthiness based on [umin,umax]. Five utility intervals
are speciﬁed by the team leader to correspond with X, which are un ;
þ
n
 ðn ¼ 1; . . . ;5Þ. When umin P un and umax P uþn hold,
the HIS trustworthiness is assessed as Hn.
Suppose that un ;u
þ
n
 
is set as [0,0.3], [0.3,0.5], [0.5,0.7], [0.7,0.8] and [0.8,0.9], respectively. As a result, the HIS trustwor-
thiness is assessed as H3, Good.trustworthiness evaluation on each requirement and the aggregated HIS trustworthiness evaluation with interval weights.
irements HIS trustworthiness evaluations
bility {(A,[0.0393,0.2159]), (G,[0.3305,0.6476]), (V,[0.2266,0.5128]), (E,[0,0.1026]), (X,[0,0.1449])}
y {(G,[0.0728,0.3119]), (V,[0.4817,0.8246]), (E,[0.068,0.1832]), (X,[0,0.1814])}
-time {(V,[0.229,0.7]), (E,[0.2727,0.75]), (X,[0,0.1778])}
tainability {(G,[0.1515,0.2849]), (V,[0.4545,0.6648]), (E,[0.048,0.2424]), (X,[0,0.186])}
lability {(A,[0.0867,0.2537]), (G,[0.5034,0.7258]), (V,[0.1438,0.2722])(X,[0,0.0899])}
rity {(G,[0.0513,0.1967]), (V,[0.3213,0.473]), (E,[0.4017,0.5676]), (X,[0,0.0939])}
le {(A,[0.0162,0.2298]), (G,[0.1423,0.6573]), (V,[0.0916,0.557]), (E,[0.067,0.4641]), (X,[0,0.144])}
trustworthiness evaluation on each requirement and the aggregated HIS trustworthiness evaluation.
irements HIS trustworthiness evaluations
bility {(A,[0.0549,0.1898]), (G,[0.384,0.5695]), (V,[0.2854,0.4068]), (E,[0,0.0814]), (X ,[0,0.1321])}
y {(G,[0.096,0.2345]), (V,[0.5359,0.7953]), (E,[0.0757,0.1767]), (X,[0,0.1757])}
-time {(V,[0.3797,0.5385]), (E,[0.3659,0.5714]), (X,[0,0.1375])}
tainability {(G,[0.1705,0.2687]), (V,[0.5114,0.6269]), (E,[0.0972,0.1477]), (X,[0,0.1748])}
lability {(A,[0.1318,0.1803]), (G,[0.5545,0.6857]), (V,[0.1584,0.2571]), (X,[0,0.0849])}
rity {(G,[0.0845,0.1329]), (V,[0.3468,0.4545]), (E,[0.4335,0.5455]), (X,[0,0.0901])}
le {(A,[0.0663,0.1653]), (G,[0.2830,0.4728]), (V,[0.2049,0.3518]), (E,[0.1577,0.2545]), (X,[0,0.1118])}
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trustworthiness evaluation on each requirement and the aggregated HIS trustworthiness evaluation can also be calculated
according to Section 4.
Suppose that the relative weights of requirements and indicators are set as [0.2,0.3], [0.1,0.2], [0.1,0.2], [0.05,0.15],
[0.1,0.3], [0.1,0.2], and [0.2,0.3], [0.3,0.4], [0.35,0.45], [0.3,0.4], [0.4,0.5], [0.15,0.25], [0.4,0.6], [0.4,0.6], [0.15,0.25],
[0.15,0.25], [0.5,0.7], [0.2,0.3], [0.2,0.3], [0.45,0.55], [0.15,0.25], [0.55,0.65], [0.15,0.25], respectively. Then, new trustworthi-
ness evaluations can be calculated and are shown in Table 8.
Running time for generating the evaluations in Table 8 is about 20996 seconds.
Based on the new aggregated HIS trustworthiness evaluation, it can be calculated that [umin,umax] = [0.5128,0.8867], which
obviously becomes wider than the one with precise weights and shows that the HIS trustworthiness is still assessed as H3,
Good.
It is easily found from Tables 7 and 8 that all of the evaluation intervals of HIS trustworthiness obviously become wider
when the relative weights of the requirements and indicators are set as intervals. Therefore, weight intervals are recom-
mended to be set as narrow as possible in practice.
Finally, similar to the relative weights, u(Hn)(n = 1, . . . ,5) can also be set as intervals [u(Hn),u+(Hn)]. Only the constraint
u(Hn) 6 u(Hn) 6 u(+(Hn) is added to two optimization problems in Eqs. (45)–(47) and (48)–(50). Suppose that [u(Hn),u+(Hn)]
is [0,0], [0.35,0.5], [0.55,0.65], [0.75,0.85] and [1,1]. Then, based on the HIS trustworthiness evaluations in Tables 7 and 8,
[umin,umax] is correspondingly changed to [0.5656,0.8251] and [0.4734,0.9071], respectively. This change means that interval
utilities of assessment grades clearly make [umin,umax] wider, although their elicitation is easier for the team leader than
when using precise utilities, especially when the team leader lacks the relevant information, knowledge and experience.6. Conclusions
With the aim of analyzing conjunctive combinations of IBSs from reliable dependent sources, nonlinear optimization
problems were constructed based on the cautious rule in this paper. An unnormalized and a normalized cautious combina-
tion of IBSs and an unnormalized and a normalized weighted cautious combination of IBSs were implemented, respectively.
They are commutative, but neither are idempotent nor associative.
To demonstrate its validity and usefulness, the normalized weighted cautious combination of IBSs was used to assess the
trustworthiness of the HIS employed in the hospitals of the Anhui province in China.
Combination methods of IBSs in this paper can also be applied in many other domains related to the information fusion in
uncertain continuous dependent situations. In a general sense, the hybrid application of the cautious combination and the
weighted cautious combination of IBSs will be more available and ﬂexible than the application of only one of them, depend-
ing on the real application context.
Acknowledgements
This research is supported by the National Natural Science Foundation of China (No. 70631003, 90718037, 70871032,
71071045 and 71131002) and the Specialized Research Fund for the Doctoral Program of Higher Education of MOE of China
(No. 200803590007).Appendix A. Supplementary data
Supplementary data associated with this article can be found, in the online version, at doi:10.1016/j.ijar.2012.01.004.
References
[1] A. Aregui, T. Denoeux, Constructing consonant belief functions from sample data using conﬁdence sets of pignistic probabilities, International Journal
of Approximate Reasoning 49 (3) (2008) 575–594.
[2] A. Avizienis, J.C. Laprie, B. Randell, Dependability and Its Threats: A Taxonomy, Springer-Verlag, Boston, 2004. pp. 91-120.
[3] A. Avizienis, J.C. Laprie, B. Randell, C. Landwehr, Basic concepts and taxonomy of dependable and secure computing, IEEE Transactions on Dependable
and Secure Computing 1 (1) (2004) 11–33.
[4] Y.S. Dai, M. Xie, S.H. Ng, Uncertainty analysis in software reliability modeling by bayesian with maximum-entropy principle, IEEE Trans on Software
Engineering 33 (1) (2007) 781–795.
[5] T.A. Delong, D.T. Smith, B.W. Johnson, Dependability metrics to assess safety-critical systems, IEEE Trans on Reliability 54 (3) (2005) 498–505.
[6] A.P. Dempster, Upper and lower probabilities induced by a multivalued mapping, Annals of Mathematical Statistics 38 (1967) 325–339.
[7] A.P. Dempster, The Dempster–Shafer calculus for statisticians, International Journal of Approximate Reasoning 48 (2) (2008) 365–377.
[8] T. Denoeux, Reasoning with imprecise belief structures, International Journal of Approximate Reasoning 20 (1) (1999) 79–111.
[9] T. Denoeux, Modeling vague beliefs using fuzzy-valued belief structures, Fuzzy Sets and Systems 116 (2) (2000) 167–199.
[10] T. Denoeux, Conjunctive and disjunctive combination of belief functions induced by non distinct bodies of evidence, Artiﬁcial Intelligence 172 (2-3)
(2008) 234–264.
[11] T. Denoeux, Extending stochastic ordering to belief functions on the real line, Information Sciences 179 (9) (2009) 1362–1376.
[12] T. Denoeux, Z. Younes, F. Abdallah, Representing uncertainty on set-valued variables using belief functions, Artiﬁcial Intelligence 174 (7-8) (2010) 479–
499.
[13] Department of Applied Mathematics in Tongji University, Higher Mathematics, sixth ed., Higher Education Press, Beijing, 2007.
C. Fu, S. Yang / International Journal of Approximate Reasoning 53 (2012) 769–785 785[14] C. Fu, S.L. Yang, The group consensus based evidential reasoning approach for multiple attributive group decision analysis, European Journal of
Operational Research 206 (3) (2010) 601–608.
[15] C. Fu, S.L. Yang, H. Luo, Analyzing the degree of consistency among evidence from different sources, Systems Engineering-Theory & Practice 29 (5)
(2009) 166–174.
[16] W. Hasselbring, R. Reussner, Toward trustworthy software systems, IEEE Computer 39 (4) (2006) 91–92.
[17] V. Jeffrey, P. Jeffery, Dependability certiﬁcation of software components, The Journal of Systems and Software 52 (2-3) (2000) 165–172.
[18] V. Jeffrey, Trusted software’s holy grail, Software Quality Journal 11 (1) (2003) 9–17.
[19] H.W. Jung, S.G. Kim, C.S. Chung, Measuring software product quality: A survey of ISO/IEC 9126, IEEE Software 21 (5) (2004) 88–92.
[20] A. Kallel, S.L. Hégarat-Mascle, Combination of partially non-distinct beliefs: The cautious-adaptive rule, International Journal of Approximate
Reasoning 50 (7) (2009) 1000–1021.
[21] J. Klein, C. Lecomte, P. Miché, Hierarchical and conditional combination of belief functions induced by visual tracking, International Journal of
Approximate Reasoning 51 (4) (2010) 410–428.
[22] E.S. Lee, Q. Zhu, An interval Dempster–Shafer approach, Computers and Mathematics with Application 24 (7) (1992) 89–95.
[23] T.C. Lin, Switching-based ﬁlter based on Dempster’s combination rule for image processing, Information Sciences 180 (24) (2010) 4892–4908.
[24] D. Mercier, B. Quost, T. Denoeux, Reﬁned modeling of sensor reliability in the belief function framework using contextual discounting, Information
Fusion 9 (2) (2008) 246–258.
[25] P.A. Monney, M. Chan, P. Romberg, A belief function classiﬁer based on information provided by noisy and dependent features, International Journal of
Approximate Reasoning 52 (3) (2011) 335–352.
[26] R. Muñoz-Salinas, R. Medina-Carnicer, F.J. Madrid-Cuevas, A. Carmona-Poyato, Multi-camera people tracking using evidential ﬁlters, International
Journal of Approximate Reasoning 50 (5) (2009) 732–749.
[27] A._I. Ölçer, A.Y. Odabasi, A new fuzzy multiple attributive group decision making methodology and its application to propulsion/manoeuvring system
selection problem, European Journal of Operational Research 166 (1) (2005) 93–114.
[28] R. Roberts, P. Goodwin, Weight approximations in multi-attribute decision models, Journal of Multi-Criteria Decision Analysis 11 (6) (2002) 291–303.
[29] G. Shafer, A Mathematical Theory of Evidence, Princeton University Press, Princeton, New Jeresy, 1976.
[30] G. Shafer, A betting interpretation for probabilities and Dempster–Shafer degrees of belief, International Journal of Approximate Reasoning 52 (2)
(2011) 127–136.
[31] P. Smets, The canonical decomposition of a weighted belief, in: Int. Joint Conf. on Artiﬁcial Intelligence, Morgan Kaufman, San Mateo, CA, 1995, pp.
1896–1901.
[32] P. Smets, Combining nondistinct evidence, in: International Conference of the North American Fuzzy Information Processing Society (NAFIPS’86), New
Orleans, USA, 1986, pp. 544–549.
[33] P. Smets, Analyzing the combination of conﬂicting belief functions, Information Fusion 8 (4) (2007) 387–412.
[34] P. Smets, K. Kennes, The transferable belief model, Artiﬁcial Intelligence 66 (2) (1994) 191–234.
[35] B. Steffen, H. Wilhelm, P. Alexandra, B. Marko, K. Heiko, P. Jan, et al, Trustworthy software systems: a discussion of basic concepts and terminology,
ACM SIGSOFT Software Engineering Notes archive 31 (6) (2006) 1–18.
[36] H. Tanaka, K. Sugihara, Y. Maeda, Non-additive measures by interval probability functions, Information Sciences 164 (1-4) (2004) 209–227.
[37] Y.M. Wang, T.M.S. Elhag, On the normalization of interval and fuzzy weights, Fuzzy Sets and Systems 157 (18) (2006) 2456–2471.
[38] Y.M. Wang, J.B. Yang, D.L. Xu, Environmental impact assessment using the evidential reasoning approach, European Journal of Operational Research
174 (3) (2006) 1885–1913.
[39] Y.M. Wang, J.B. Yang, D.L. Xu, K.S. Chin, The evidential reasoning approach for multiple attribute decision analysis using interval belief degrees,
European Journal of Operational Research 175 (1) (2006) 35–66.
[40] Y.M. Wang, J.B. Yang, D.L. Xu, K.S. Chin, On the combination and normalization of interval-valued belief structures, Information Sciences 177 (5) (2007)
1230–1247.
[41] Y.G. Wu, J.Y. Yang, K. Liu, L.J. Liu, On the evidence inference theory, Information Sciences 89 (3-4) (1996) 245–260.
[42] R.R. Yager, Dempster–Shafer belief structures with interval valued focal weights, International Journal of Intelligent Systems 16 (4) (2001) 497–512.
[43] R.R. Yager, Comparing approximate reasoning and probabilistic reasoning using the Dempster–Shafer framework, International Journal of
Approximate Reasoning 50 (5) (2009) 812–821.
[44] S.L. Yang, C. Fu, Constructing conﬁdence belief functions from one expert, Expert Systems with Applications 36 (4) (2009) 8537–8548.
[45] J.B. Yang, D.L. Xu, On the evidential reasoning algorithm for multiple attribute decision analysis under uncertainty, IEEE Transactions on Systems, Man,
and Cybernetics-Part A: Systems and Humans 32 (3) (2002) 289–304.
[46] J.B. Yang, D.L. Xu, Nonlinear information aggregation via evidential reasoning in multiattribute decision analysis under uncertainty, IEEE Transactions
on Systems, Man, and Cybernetics-Part A: Systems and Humans 32 (3) (2002) 376–393.
[47] L. Zadeh, A mathematical theory of evidence (book review), AI Magazine 5 (3) (1984) 81–83.
[48] L. Zadeh, A simple view of the Dempster–Shafer theory of evidence and its implication for the rule of combination, AI Magazine 7 (2) (1986) 85–90.
