We present a first-principles calculation of two second-order optical response functions as well as the dielectric function for GaAs and GaP. Specifically, we evaluate the dielectric function ⑀() and the secondharmonic generation response coefficient (2) (Ϫ2;,) over a large frequency range. The electronic linear electro-optic susceptibility (2) (Ϫ;,0) is also evaluated below the band gap. These results are based on a series of self-consistent LDA calculations using the full-potential linearized augmented plane wave method. Self-energy corrections are included at the level of the ''scissors'' approximation, which corrects for the underestimation of the local density approximation band gap and produces a change in the velocity matrix elements. The analytic expressions for the second-order response functions are free of the unphysically divergent terms at zero frequency that have previously plagued such calculations. Results for (2) (Ϫ;,0) are in good agreement with experiment below the band gap and those for (2) (Ϫ2;,) are compared with experimental data where available. We note that despite the equivalence of both of these second-order response functions at zero frequency, there seems to be some discrepancy between the experimental results for these functions in this regime.
I. INTRODUCTION
While there have been many empirical and ab initio full band structure calculations of linear optical response in semiconductors, [1] [2] [3] [4] [5] [6] [7] [8] [9] there have been very few calculations of the nonlinear response. The understanding and calculation of the linear electro-optic ͑LEO͒ susceptibility has lagged behind the experimental studies, with most theoretical calculations based on simple phenomenological models. [10] [11] [12] Of the other second-order susceptibilities, most theoretical calculations have been concerned with second-harmonic generation ͑SHG͒, 13, 14 and many of these have been restricted to a determination of the response function at zero frequency. [15] [16] [17] [18] [19] To our knowledge the only attempts at calculating nonlinear response functions over a wide frequency range are the work of Huang and Ching [20] [21] [22] and that of Moss and co-workers. [23] [24] [25] [26] [27] As we discuss below, both of these approaches have certain limitations.
In this paper we present the results for the SHG and LEO response functions, as well as the dielectric function for GaAs and GaP over a wide frequency range. Since our interest is in the electronic aspects of optical response, we calculate the LEO response function in the ''clamped lattice'' approximation; our results are then suitable for comparison with experiments involving ''dc-like'' fields at low enough frequencies that electronic dispersion associated with the dc-like field can be neglected, but at high enough frequencies that lattice motion can be considered frozen out.
The analytic expressions for the nonlinear response functions are based on the formalism of Sipe and Ghahramani, 28 as extended and developed in the length gauge by Aversa and Sipe; 29 the response calculation is at the level of the independent particle approximation. This approach has the advantage that the response coefficients are inherently free of any unphysical divergences at zero frequency, a consequence of a careful treatment and separation of interband and intraband motion. ''Sum rules'' are not required to eliminate artificial divergences. The recent work of Dal Corso and Mauri, 30 based on an elegant Wannier function approach, is also free of such divogences. But at finite frequency, in particular, for frequencies or frequency sums across the gap, we feel that any approach easily amenable to numerical analysis will likely involve a k-space focus such as that adopted explicitly in this work, simply because the resonances at any given frequency occur in localized regions of k space.
The full band structure calculation in this work utilizes the full-potential linearized augmented plane wave ͑FLAPW͒ method 31, 32 within the local density approximation ͑LDA͒. This method has an advantage over that employed by Moss and co-workers [23] [24] [25] [26] [27] in that it is first principles rather than semiempirical in nature. We have adopted a ''scissors'' approximation to correct for the band gap, but account for the change in the velocity matrix elements that appear in the response function expressions. Huang and Ching [20] [21] [22] neglect this modification in the matrix elements; based on previous evidence, 18 and the results of our own calculations, this can result in a significant error in the determination of the response functions. We have not included local field effects in this work; as suggested by the work of Levine and Allan, 18 we do not expect significant corrections for the materials considered here at the level of second-order response. However, the inclusion of local field effects can be done in a straightforward way within our formalism for the response functions.
The paper is organized in the following way. In Sec. II we present the analytic expressions for the linear and nonlinear response functions, and discuss the scissors approximation and its implementation. We outline the FLAPW method and the calculational technique used in determining the nonlinear coefficients in Sec. III. The band structures for the materials considered are also presented in this section. In Sec. IV we give our results for linear response, the SHG coefficient, and the LEO function. The comparison with experiment and other theoretical calculations is also investigated and discussed. A conclusion and summary of our results are presented in Sec. V.
II. ANALYTIC EXPRESSIONS FOR OPTICAL RESPONSE

A. Response functions
We begin with results that follow directly from the independent particle approximation; in the following subsection we describe the modifications that must be made to implement the ''scissors '' approximation.
To establish our convention for the optical susceptibilities, we define the electric field and the polarization in terms of their frequency components as
where the summation extends over positive and negative frequencies n . We adopt the convention that a zero-frequency component is to be included twice in the sums of Eqs. ͑1͒ and ͑2͒; then 2E (0) Here and below n,m, etc., label energy bands; f mn ϵ f m Ϫ f n , with f i the Fermi occupation factor which, for the clean, cold semiconductors we study here, is zero or unity. The wave vectors k range over the Brillouin zone, spaced as required by the normalization volume ⍀. The factor of two to account for spin degeneracy is not included in Eq. ͑4͒ or any subsequent equation involving a summation over k; spin degeneracy is accounted for in all expressions below where the summation over k has been converted to an integral. The frequency differences mn (k)ϵ m (k) Ϫ n (k),where ប n (k) is the energy of band n at wave vector k; frequencies such as that appearing in the denominator of Eq. ͑4͒ should be interpreted as ϩi0 ϩ , where 0 ϩ is a small positive quantity that is allowed to vanish at the end of the calculation. Finally, the r mn are the matrix elements of the position operator, excluding the diagonal part; for nm 0 we have
where v nm a (k)ϭm Ϫ1 p nm a (k), m is the free electron mass, and p nm is the indicated momentum matrix element. 
͑6͒
where we have converted to an integral over the Brillouin zone.
For the second-order response we generally follow the susceptibility convention of Boyd. 33 Then a nonlinear polarization component is related to the electric field by
where abc indicates the second-order susceptibility. Cartesian components are again summed over if repeated, as are frequency components ␤ and ␥ , but only such that the sum ( ␤ ϩ ␥ ) is held fixed; the susceptibilities are taken to satisfy intrinsic permutation symmetry
In the specific case of second-harmonic generation we have
while for the linear electro-optic susceptibility we have
where E dc is the actual dc electric field. In expressions ͑8͒ and ͑9͒, the only sum is of course over the Cartesian components. We note that lim →0 abc ͑Ϫ2;,͒ϭ lim
a statement of the equivalence of the SHG and LEO susceptibilities at zero frequency. This result, which is physically expected and follows from our expression for the susceptibilities ͑see Appendix A͒, will be relevant in the context of the discussion of our results. The abc in Eq. ͑7͒ can generally be written in the form
The first term in Eq. ͑11͒ represents the purely interband contribution that would result if one thought of the system as only a set of ''effective'' atoms labeled by their crystal momenta. The second term describes the contribution from the modulation of the linear susceptibility by the intraband motion of the electrons. The third term represents that portion of the susceptibility resulting from the modification of the intraband motion by the polarization energy associated with the interband motion. A more thorough analysis and interpretation of these terms has already been presented. 28 The explicit definitions of the terms in Eq. ͑11͒ specific to the SHG and LEO susceptibilities are given in Appendix B.
B. ''Scissors'' approximation and implementation
While the Kohn-Sham equations form a fundamental starting point for the determination of ground-state properties, the unoccupied conduction bands that are calculated have no direct physical significance. Indeed, if they are used naively as single-particle states in a calculation of optical properties for typical semiconductors, the so-called ''bandgap'' problem results: the absorption starts at much too low an energy. 2 At a basic level, many-body effects must be included in calculating not only the ground-state properties but the response to an applied perturbation; 34, 35 to do this, the GW approximation for the self-energy operator has been employed by a number of workers. [36] [37] [38] [39] [40] [41] Instead of following this route, we take the simpler approach of Levine and Allan 6 and introduce a ''scissors approximation'' to account for the self-energy effects. Although this technique is at best semiphenomenological, it rests on the fact that GW calculations often indicate little change in the single-electron Green function even with the inclusion of many-body effects; only the energy gap is significantly modified. 37 Further, it has been suggested recently that the scissors approximation can find justification 42 in the necessity of using a polarizationdependent energy functional. 43 Whatever the final verdict on that proposal, our view is that the approach constitutes a simple extension of a ground-state calculation that will allow for relatively easy first investigations of linear and nonlinear optical properties; within this spirit it has been used in a number of calculations, 6, [17] [18] [19] 44, 45 although we are among the first to employ it in calculating the optical response over a wide energy range.
A point that requires some degree of care is the appearance of the scissors shift in the expressions for the linear and nonlinear response. Actually, in the length gauge calculation we use here the result is straightforward; but for comparison with other work we briefly outline here the inclusion of the scissors operator, and detail how from different perspectives rather more complicated expressions can result, and have appeared in the literature. 18, 45 In the length gauge, before the scissors operator is included, the Hamiltonian from which the response functions are calculated 29 is given by
where V(r) is a periodic potential, r the position operator, and the electric field is EϭϪȦ /c. The simplest and most obvious way to correct for the underestimation of the band gap is to include in this Hamiltonian a k-independent energy shift ''projected'' onto the conduction states. 6 Within this approximation the Hamiltonian takes the form
with
where the sum in V s is over all k and conduction bands c; ⌬ is the constant energy shift associated with the correction of the band gap; the ͉ck͘ represent single-particle eigenstates of the unperturbed Hamiltonian, H 0 ϭp 2 /2mϩV(r).
The effect of the inclusion of the scissors operator within our formalism is to modify the expressions for the response functions in a straightforward way. As where the c in the Kronecker ␦'s refers to a conduction state and the tilde indicates that this coefficient is derived from H . The form of this function is essentially identical to the previous expression without the scissors operator. The only change has been the modification of the energy difference,
An important point to note is that the matrix elements of the position operator remain unchanged. This follows because implicit in the approximation in Eq. ͑13͒ is the assumption that the effective wave functions do not change when manybody effects are included. 37 This analysis has been carried out for second-order response with the same result: the new expressions are identical except for the change in the mn as described above.
In practice, one does not directly calculate the matrix elements of the position operator r nm , but rather the velocity matrix elements v nm . Consequently, a necessary step in the conversion of the response function expressions to numerically amenable form is to make a correspondence between these two different matrix elements. This correspondence is affected by the inclusion of the scissors operator in our Hamiltonian.
We first consider linear response in the absence of the scissors operator. The v nm are then determined from
with the result of Eq. ͑5͒ for the elements of the position operator with nm 0. In terms of the v nm (k), Eq. ͑4͒ can be written in the form
With the scissors operator included in the Hamiltonian, the velocity operator changes. The equation for the modified velocity becomes
from which we obtain the analog of Eq. ͑5͒:
Since the r nm do not change when the scissors operator ͑14͒ is included we can determine the relationship between the velocity matrix elements with the scissors operator, and those without. We find
It is now possible to write the linear response coefficient within the scissors approximation in terms of the velocity matrix elements, as was done in Eq. ͑18͒. We use the correspondence of Eq. ͑20͒ to write
Yet, in order to actually calculate this coefficient we need to have it expressed in terms of the unmodified velocity matrix elements, the matrix elements we obtain from the LDA calculation. To do this we use Eq. ͑21͒ and write Eq. ͑22͒ as
͑23͒
As can be seen from the above equation, the linear response function within the scissors approximation is no more computationally difficult to calculate than that without the scissors approximation ͓Eq. ͑18͔͒. Note that Eqs. ͑15͒, ͑22͒, and ͑23͒ are all equivalent, and that Eq. ͑23͒ follows directly from Eq. ͑15͒ by the use of Eq. ͑5͒. Furthermore, the approach taken in deriving Eq. ͑23͒ is easily extended to higher-order response functions; we find that, as for linear response, the extension of a response coefficient expression to the scissors approximation consists of two steps: First the function, written using the matrix elements of the position operator, is modified as indicated by Eq. ͑16͒. Second, we need only use Eq. ͑5͒ to write the response function in terms of v nm (k), producing the analog of Eq. ͑23͒, to make it suitable for numerical evaluation. We note that the result in Eq. ͑23͒ is essentially equivalent to that introduced by Del Sole and Girlanda, 9 and Levine and Allan. 6, 18, 44 However, Del Sole and Girlanda restrict their discussion to linear response, where we have extended this approach to any higher-order response function. Levine and Allan do treat second-order susceptibilities within the scissors approximation but do so in a way specific to their formalism for nonlinear response. Our approach for the scissors operator, although equivalent, is a general extension of this previous work applied to our formalism.
III. METHOD OF CALCULATION
A. FLAPW method
In order to determine the optical response functions in a full band structure approach, one requires the eigenvalues and velocity matrix elements at many k points in the Brillouin zone ͑BZ͒. The velocity matrix elements, in turn, require a knowledge of the electronic wave functions. For this purpose, we employ a first-principles approach in the form of the FLAPW method. As this method has been previously discussed, 31, 32 we highlight only a few of its pertinent features.
The spirit of the FLAPW approach is the partitioning of real space within a crystal into two distinct regions: ''muffintin'' spheres surrounding the atomic positions, and the remaining interstitial space. The electronic wave functions then have a dual representation over all space, consisting of an expansion of solutions of the Schrödinger equation and its energy derivative in the muffin-tin spheres, and plane waves in the interstitial region. We rely on the LDA for the oneelectron exchange-correlation potential. Prior to determining the electronic structure and wave functions at k points of interest in the BZ, we converge the charge density in the crystal in a series of self-consistent calculations. This convergence process involves all electrons, and so the valence and core electronic states are recalculated for each iteration.
In the calculation of the electronic band structure of GaAs and GaP we have used the Wigner interpolation method as a means of determining the one-electron exchange-correlation potential. Spin-orbit and scalar relativistic effects are included in both calculations. We present in Fig. 1 the band structures for GaAs and GaP. In both band structures we have adjusted the band gap to agree with experiment using the scissors approximation, as discussed in the previous section.
B. Response functions
The evaluation of each of the response functions is carried out in a slightly different way, but there are some general considerations that need to be addressed in all cases. One necessary step in evaluating optical response is the reduction of the analytic expressions for the susceptibilities to ones suitable for computation. The details of this procedure for each of the response functions are too long to present here, but we will outline the general approach.
The expressions for the susceptibilities are first written in terms of the velocity matrix elements rather than the matrix elements of the position operator and converted to an integral over the BZ rather than a sum over k. If the response function is sought above the band gap, the imaginary part is extracted, for which there is a ␦ function present in the integrand; in the case of cubic symmetry some further simplifications can be made to the second-order susceptibilities.
For linear response we evaluate the imaginary part of the dielectric function given in Eq. ͑6͒, which is already in a form amenable to computation. We obtain the real part of the dielectric function by using the Kramers-Kronig relation. The SHG response function, as given in Appendix B, requires some manipulation prior to being calculated. Again, since we seek the response above and below the band gap, we evaluate the imaginary part and obtain the real part from the Kramers-Kronig relation for this function. 46 The LEO susceptibility is evaluated below the band gap only, where it is of primary interest, and so we calculate it directly in this energy regime.
We use the symmetry of the crystal to reduce the integration over the BZ to one over the irreducible segment of the BZ ͑IBZ͒. This is done by applying the operators P R of the group elements R of the symmetry group T d ͑applicable for the semiconductors considered here͒, to the expansion dyadics of the response tensor. For linear response, we consider the dielectric tensor
and after applying the operators P R we obtain
where 1 I is the identity tensor. Thus only the diagonal element survives, as is well known. With the use of these symmetry elements and the inversion symmetry of the BZ, the integration over k can be restricted to the IBZ only.
For second-order optical response we proceed in the same way. We write the SHG susceptibility as
and applying the operators P R we find
It can be seen from Eq. ͑27͒ that there is only one independent component for the SHG susceptibility that we take to be xyz ; the same result follows for the LEO susceptibility.
In the evaluation of all the response functions, the essential task becomes the integration of a function over the IBZ. This we do in a ''hybrid'' random sampling-tetrahedron method. We partition the IBZ into many small tetrahedra, at whose vertices we evaluate the eigenvalues and velocity matrix elements based on results from the FLAPW calculations. We then ''linearize'' the energy differences nm as well as the matrix element product in the integrand of the response function. Although it has been suggested that the matrix elements can be taken to be constant over a tetrahedron, 47 we feel that the validity of this approximation becomes increasingly questionable in the complicated products of these matrix elements found in the higher-order susceptibilities. Having linearized these quantities over a tetrahedron, we then sample a large number of randomly chosen points within a given tetrahedron and at each evaluate the integrand. This approach has the advantage of being much easier to implement than the linear-analytic tetrahedron method, 48 which becomes complicated for nonlinear response functions. 49 In the calculation of all the susceptibilities, we directly evaluate the velocity matrix elements and eigenvalues from the FLAPW calculation at 1365 k points in the IBZ; this corresponds to the partitioning of this region into 5184 tetrahedra. We have further partitioned the region around the ⌫ point into 3993 smaller tetrahedra, which requires the matrix elements and eigenvalues at 1092 k points. The reason for this finer mesh of points near the ⌫ point is that we have found that there is some sensitivity in the nonlinear response functions to numerical approximations in this region. 19, 24 The susceptibilities calculated from this number of k points are only marginally different from a calculation involving only half this number. On this basis, it is clear that our current calculation should suffer only a limited numerical error using this particular integration scheme.
IV. RESULTS AND DISCUSSION
In Fig. 2 we present our results for the imaginary part of the dielectric function, ⑀ 2 (), for GaAs and GaP. The experimental results of Philipp and Ehrenreich, 50 and Aspnes and Studna 51 are included for comparison. The main features of the linear response function can be attributed to the same regions of the electronic band structure for both materials. These features are largely governed by the joint density of states, whose structure is associated with those regions in the band structure for which pairs of bands are essentially parallel. In particular, using the terminology specific to zincblende semiconductors, 52 we can identify the dual peak structure at low energy with the E 1 and E 1 ϩ⌬ 1 transitions. The main peak and the slight shoulder to the left of this peak are due to the E 2 and E 0 Ј transitions, respectively. Finally, the high-energy feature in the spectrum is attributed to the
It is evident from Fig. 2 that our calculation predicts the peak positions higher in energy than those in the experimental results. All ab initio calculations share a difficulty in correctly predicting both the band gap and the peak positions in the linear response spectrum. The original first-principles work of Wang and Klein 2 employed the LDA and achieved some agreement in peak positions, but underestimated the fundamental band gap. A rigid adjustment of the electronic structure calculated by Wang and Klein, following the scissors approximation adopted here, would result in a similar mispositioning of the location of the peaks in the linear response function. The more recent work of Huang and Ching 21, 20 using the orthogonalized linear combination of atomic orbitals method for the electronic structure calculation and a scissors correction, has obtained only limited agreement with experiment for the dispersion of the dielectric function. Alouani, Brey, and Christensen 5 have achieved some success lately in calculating linear response for GaAs, accurately predicting both the band gap and the dispersion in ⑀ 2 (). Their method involves adding in sharply peaked potentials within their LDA framework in such a way that the low band gap is suitably ''compensated.'' Although arguably no more phenomenological than the simple scissors approximation we employ here, its ultimate justification and extension to a more fundamental level is perhaps less clear.
We make two further comments concerning ⑀ 2 (): First, the intensity of the peaks in the calculated function is overestimated in part due to the exclusion of the effects of a finite relaxation time. Second, the experimental results in Fig. 2 are taken at room temperature; experimental work suggests that peak positions shift to higher energy at lower temperatures. 53 A shift of approximately 0.1 eV could be expected for equivalent results at low temperature, which would be more appropriate for comparison with this zerotemperature theoretical work. Yet it is clear that the k-independent rigid shift in the conduction states with the corresponding modification of the response function expression achieves only reasonable accuracy in the dispersion of the dielectric function.
We note that there has been some recent success at the level of linear response in work based on quasiparticle calculations that treat the self-energy corrections more carefully. 7 As our emphasis is on the nonlinear optical response, we feel that the scissors approach is an appropriate compromise between computationally amenable calculations and accurate results.
The results for the imaginary part of the SHG susceptibility, Im͕ xyz (Ϫ2;,)͖, are plotted in Fig. 3 . Although this part of the response function cannot be directly compared with experiment, it can be more meaningfully related to the band structure than can ͉ xyz (Ϫ2;,)͉, to which experiments are more directly sensitive. The structure in Im͕ xyz (Ϫ2;,)͖ can be attributed to the same general regions in the band structure for both GaAs and GaP. The onset of the function occurs at the 2 resonance with the E 0 optical transition. The first peak is associated with the 2 resonance with the E 1 and E 1 ϩ⌬ 1 optical transitions. The second structure in the function for the most part arises from the 2 resonance with E 0 Ј . The complicated structure in the region between 3 and 4 eV is associated with an in- terference between an resonance with the E 1 transition and a 2 resonance with the E 2 and E 1 Ј transitions, while the structure between 5.0 and 5.5 eV is due mainly to the resonance with the E 2 optical peak.
Our results for the imaginary part of the SHG susceptibility show important differences from those of Huang and Ching, 20, 21 although there are some similarities in the shapes of the calculated functions. It is important to note that their failure to adjust the velocity matrix elements after rigidly shifting the conduction states to higher energy can result in an appreciable error in their reported values. Levine has suggested that their results could be underestimated by up to a factor of two; 18 this has been corroborated by our own investigations, comparing calculations with and without the matrix elements appropriately modified. The results of Ghahramani et al. 26, 54 are closer to ours, despite the differences in approach to the calculation of the electronic band structure. They employ a semi-ab initio minimal-basis linear combination of Gaussian orbitals ͑MLCGO͒ method.
The absolute value of the SHG susceptibility is plotted in Fig. 4 for GaAs and Fig. 5 for GaP. Experimental data at energies above the gap are very scarce for the materials considered here. The only data we are aware of are for GaAs, and these are plotted in Fig. 4 . The experimental results seem largely contradictory and any serious comparison would remain inconclusive.
There is a considerable amount of data available for the LEO susceptibility and, as the chief interest is in the region below the band gap, we have concentrated our investigation to this regime. Two main issues must be addressed, however, in order to make a suitable comparison of our results to the experimental data. The first is that we require an expression that relates the experimentally measured LEO coefficient r xyz () to our calculated LEO susceptibility xyz (Ϫ;,0); although straightforward, to avoid confusion this is presented in Appendix C. A second issue in the comparison to experiment is that our calculated quantity is in fact the electronic or ''clamped'' LEO susceptibility. Some of the experimental data are in terms of the unclamped values and so must be modified to yield the corresponding clamped LEO coefficient values. To do this we use the compilation of experimental coefficients presented by Adachi, 52 where estimates of the clamped values are given for those experiments that determined only the unclamped values.
In Fig. 6 and Fig. 7 we plot xyz (Ϫ;,0) for GaAs and GaP in pm/V, as this is the more commonly quoted unit in the literature. We have also plotted ͉ xyz (Ϫ2;,)͉ on the same graph, for a purpose discussed below. The experimental data are presented for comparison. To generate the experimental xyz (Ϫ;,0) we have used Eq. ͑C8͒ with the experimentally measured LEO coefficient r abc () and the index of refraction from Palik.
55,56
The results of our calculation are in good agreement with experiment over a large range of frequencies. This agreement is somewhat better for GaAs than for GaP, but given the complexity of this calculation we feel it is nonetheless quite satisfactory. As we have previously discussed, our calculation is based on a formalism that is well behaved at low frequencies, so the results are believable in the energy regime presented in Figs. 6 and 7. To our knowledge this is the first ab initio calculation of the LEO susceptibility for GaAs and GaP. Ghahramani and Sipe have presented the LEO susceptibility for GaAs based on a semiempirical MLCGO calculation, 57 employing the same nonlinear response formalism given here. Our results are close to this previous work, although we obtain better general agreement with the experimental data for all energies. Various other theoretical calculations of the LEO coefficient have been presented, but these are phenomenological in nature and will not be discussed here. [10] [11] [12] As there is considerable interest in the optical response at low frequencies, we have presented in Table I our results for the dielectric constant, the SHG susceptibility, and the LEO ͑clamped lattice͒ susceptibility for GaAs and GaP at zerofrequency. We have included for comparison other theoretical calculations, and experimental results. For linear response our agreement with experiment is excellent for both materials. We recognize that this may be somewhat fortuitous, given the comparison of our results with experiment over a broad frequency range. A shift of our calculated peaks in ⑀ 2 () to lower energies, towards the experimental peaks, would result in a higher calculated ⑀(0); this would be partly offset by the inclusion of local field effects, which have been shown to reduce the zero-frequency result for the materials considered here. 18 The results for xyz (0) require more discussion, in light of the wide range of values that appears. We first recall, as noted in Sec. II ͓see Eq. ͑10͔͒ that the SHG and LEO ͑clamped lattice͒ susceptibilities are equal at zero frequency. This is not only a numerical result of the present calculation: We have shown this analytically within our formalism, and in any case it would be expected on physical grounds. Yet there is significant disagreement between the experimental results for the zero-frequency SHG and LEO susceptibilities. This disagreement does not seem to have been fully appreciated.
Our calculated results are in closest agreement with the MLCGO calculation of Ghahramani et al. 26, 54 We note that their calculation and ours are completely independent and are based on markedly different approaches to the determination of the electronic structure and the velocity matrix elements. The orthogonalized LCAO calculation of Huang and Ching 21 leads to a much higher result for xyz (0) than the present work. And, as we have previously discussed, we believe that they require an adjustment of their velocity matrix elements in accordance with their scissors shift. With such an adjustment their value for xyz (0) would be raised even higher, exceedingly high in comparison with other theoretical calculations and with experimental values. Levine has presented the most comprehensive work below band-gap energies of which we are aware. 19 But his formulation of the SHG susceptibility is drastically different from that used here, and thus it is unfortunately difficult to identify the reasons for the disparity between the results.
Yet we note that our calculated results are in extremely good agreement with the LEO experimental results. Given that various LEO experiments done recently seem to corroborate each other, we would suggest that this gives strong support to the value of xyz (0) we have calculated here. As to its disagreement with the SHG experimental results, we note that the values given in Table I experiments were conducted more than two decades ago, and it is not clear these data should be given as much weight as the much more recent and consistent work on the LEO susceptibilities in attempting to establish an experimentally determined value of xyz (0). Certainly the discrepancy between the experimental results for the two equivalent susceptibilities indicates that more recent experimental studies would be helpful in resolving this issue.
It is interesting in the context of the current calculation to assess the validity of ''Miller's rule'' based on our theoretical results. Miller proposed that the quantity
is approximately constant for a wide range of noncentrosymmetric materials, with little variation in frequency. 60 As we have calculated two second-order susceptibilities we can investigate Miller's ⌬ M in both cases. We have for SHG,
a form specific to the zinc-blende materials considered here, given that there is only one independent component for the SHG susceptibility and equal diagonal components for (1) . For the LEO effect, the corresponding quantity is
We plot in Fig. 8 both of these functions for GaAs and GaP. Several comments can be made about our results for Miller's ⌬ M . First we note that ⌬ M SHG is equal to ⌬ M LEO at zero frequency. We would expect this result given the equivalence of Eqs. ͑29͒ and ͑30͒ at zero frequency if the second-order susceptibilities are equivalent in this limit as well. As can be seen in Fig. 8 there is a We note that our theoretical results for ⌬ M SHG are very similar to that of Levine. 19 The magnitudes are somewhat different, due to the differences in our xyz (Ϫ2;,) results compared with theirs, but the trend in ⌬ M SHG is the same.
Huang and Ching's 21 results for ⌬ M SHG seems somewhat anomalous; they predict ⌬ M SHG to be a flat or slightly decreasing function over the energy range plotted in Fig. 8 .
V. CONCLUSIONS
We have presented results for linear and second-order optical response in GaAs and GaP based on a first-principles FLAPW electronic structure calculation. We have employed a response formalism that is free of any unphysical divergences at zero frequency, providing believable results across the entire energy spectrum for any response function. Within this formalism we have implemented the scissors approximation, and have fully accounted for the modification of the velocity matrix elements that appear more explicitly in other calculation schemes. The response function expressions within the scissors approximation are straightforward to obtain, and are no less amenable to computation than without the scissors correction.
Our results for the imaginary part of the dielectric function ⑀ 2 () show only reasonable agreement with experiment across a broad energy range, although we obtain excellent agreement with experiment for ⑀(0). This illustrates the possible limitations of the scissors approximation and indicates that good zero-frequency results do not necessarily imply a good prediction of the dispersion of the dielectric function.
The SHG susceptibility has been presented and it shows important differences from other theoretical calculations. The lack of experimental data, as well as its contradictory nature, prevents any conclusive comparison with experiment over a large energy range. A comparison of zero-frequency results for the SHG susceptibility shows that our calculation is closest to Ghahramani et al., 26, 54 but there is large disparity between existing theoretical calculations and experimental data.
We have also calculated the LEO susceptibility below the band gap, and here our results are in excellent agreement with experiment throughout the experimentally studied energy regime. Since the SHG and LEO ͑clamped lattice͒ susceptibilities are equal at zero frequency, the more recent work on the LEO susceptibility ͑with which our calculations are in excellent agreement͒ is thus in contradiction with the much older work on the SHG susceptibility ͑with which our calculations are in disagreement͒. This both gives us confidence in our calculated results, and-whatever the status of our calculation--encourages us to urge our experimental colleagues to reinvestigate the SHG susceptibility both at low frequency and over a wide frequency range. 
APPENDIX A: SUSCEPTIBILITY CONVENTIONS
In this appendix we establish our convention for the optical susceptibilities and the definition of frequency components, and for clarity mention other conventions in common use and how the resulting expressions differ from ours. In Appendix C we detail the connection between abc (Ϫ;,0) and the usual electro-optic coefficient r abc (). On these matters various usages exist in the literature, often never explicitly defined. We endeavor here to make our usage, and the way we interpret the quoted experimental results, as clear as possible.
It is useful to identify three conventions that can be used to introduce the frequency components of the fields. In the first, 
͑A1͒
where in the second expression generally E(Ϫ i ) ϵE*( i ), and thus E(0) is taken to be real. Clearly in this first convention the actual dc field, E dc , is just E dc ϭE(0). The second convention corresponds to introducing E( i ), which are half those appearing in the first convention; here the same electric field E(t) is written as 
͑A2͒
In this convention the actual dc field is given by E dc ϭ2E(0). Finally, one can adopt a third convention that differs from the second only by the treatment of the field component at zero frequency:
E͑t ͒ϭ ͚ i 0
E͑ i ͒e
Ϫi i t ϩE͑0 ͒ϭ ͚ i E͑ i ͒e Ϫi i t .
͑A3͒
Here E dc ϭE(0). We refer to the conventions identified by Eqs. ͑A1͒Ϫ͑A3͒, and the corresponding expressions for P(t), as conventions ͑1͒-͑3͒, respectively. In all conventions the linear response is specified by for second-harmonic generation, frequency mixing ( with 0 ), and the linear electro-optic effect, respectively. Here, and in such expressions below, only the Cartesian components are summed over if repeated. Note that the expressions we derive for abc can be used within convention ͑1͒ by simply replacing in Eq. ͑A8͒ E( i ) by E( i )/2, and P( i ) by P( i )/2. The effect is for the prefactors ͑1,2,4͒ appearing respectively in Eq. ͑A8͒ to go over to ( 
