This paper investigates the possibility of describing vowels phonetically using an automated method. Models of the phonetic dimensions of the vowel space are built using two multi-layer perceptrons trained using eight c a r d i d vowels. The paper aims to improve the positioning of vowels in the open-dose dimension by experimenting with a parameter in the modei Q which is the parameter which controls the slope of the sigmoid function employed in the multi-layer percep trons.
INTRODUCTION
Vowels are described in phonology and traditional phonetics with the three major parameters of height, badcness and rounding, as well z s additional parameters like nasality and tenseness. Although badmess, height and rounding are often defined articulatorily, it is now widely assumed following Ladefoged [l] that the labels are primarily acoustic or perceptual, and d a t e to perceptually motivated transforms of FI (height) and effective F2 (babess and rounding). Vowels are traditionally described by phoneticians by listening to the vowels, and then placing a vowel symbol onto the cardinal vowel chart or assigning it appropriate diacritics according to learned auditory models. Figure 1 illustrates a three dimensional cardinal vowel system. This traditional method requires extensive auditory training, and is not fcasible for non-phoneticians.
Is it possible to describe vowel quality without the skills of an experienced phonetician using a method which automatically places a given vowel into a space which is defined by a set of reference vowels and approximates to the phonetic space used by phoneticians?
The eight carvowels ( Fig.1) produced by an experienced phonetiaan trained in the British tradition represent the extremities of the dimeasions "front-back", yopen-close", and "rounded-unrounded" , and together form an c x t d frame- consonantal context by the same speaker has already been reported [4] . Good performance for front vowels but much poorer performance for back vowels f o c w d attention on the acoustic impact of rounding on these reference vowels. Critical obsemations were made in two previous studies [4, 5] that the resolution of the vowel positioning appears to be rather sensitive to difierencies in the consonantal context, and that in individual contexts (especially in study [SI) some test vowels were oftm placed the extremities of the "doseness" dimension where only the cardinal vowels would be expected. It was hypothesised that this might be related to . .. non-linearity in the output stage of the automatic process.
The present study was designed to examine this hypothesis. The vowel space which this study is attempting to model is described by two dimensions that are correlated with the articulatory dimensions "front-back" and "open-close". An artificial neural network with a Multi-Layer Perceptron (MLP) architecture was used to model each of the dimensions. MLPs with one hidden layer were used because of their ability to encode relationships of any complexity [SI.
All the spoken vowel data were analysed in 'frames' of 12.8ms, with adjacent frames having a 6.4ms overlap, by passing them through a Hamming window, and then deriving 13 Linear Predictive Cepstral Coefficients (LPCCs) for each frame. The MLP training data comprised those parts of four repetitions of the cardinal vowels where F O remained constant. The MLPs were trained using the backpropagation algorithm in which MLP outputs generated by frames of LPCCs were compared with the "back" and "dose"
articulatory labels as shown in Table 1 .
After training the MLP models became detectors for the articulatory feature for which they were trained. In the testing process, analysed frames of the English vowels were presented to the input of each detector which generated the probability that its feature was present in the input data.
In this study the probabilities generated by the " c l~~e n e~~" detector are subjected to analysis to investigate to what extent non-linearity in the output stage of the Y d~e n~~" MLP is responsible for the performance observed in the earlier studies reported above. T h e sigmoid function:
is popularly used for classification problems. The nonlinearity of the sigmoid function increases with cr. a = 1.0 was used for the previous studies producing a highly nonlinear activation function. Figure 3 shows a figure of sigmoid function with a = 1.0 and o = 0.1.
Intuitively, one can understand that it is desirable to have a highly non-linear sigmoid function as activation function for classification problems as it will map most of the input to an output which is close to maximum or minimum indicating the class membership of that input. In our application we are looking for mapping that will provide graded interpolation between the cardinal vowel extremities. Thus a more linear output stage mapping using a small Q would appear to be appropriate.
In the present study, we experimented with four different values of Q, namely: Q = 0.1, a = 0.25, a = 0.5 and a = 1.0 to test our hypothesis. For each value of Q a new architecture of MLP had to be determined as more or less non-
linearity was available in the output stage. As in previous studies the number of hidden units was increased until no further improvement in the modelling of the training data was observed. The resulting architecture was then trained 100 times using different initial conditions so that suboptimal training solutions could be eliminated. For each o the MLP giving the best classification of the training data was used to process the English vowels.
REFERENCE VOWELS
The reference vowels used in this study were derived from the vowel model expressed by Figure 1 
ENGLISH VOWELS

RESULTS
The results of this study comprise the "closeness" detector's output levels for dl the English vowels in each consonantal context that were processed. These output levels, each lying within the range from 0 to 1, were collected into 11 bins and plotted as a histogram in order to indicate graphically the proportion of output levels existing across their total range. If our hypothesis is true then for large Q there should be a clustering of output values at the extremities of the range, but this clustering should be less obvious as a is reduced.
The histograms generated for the four values of Q are presented in figure 7 . One can observe from the Figure 7 that the number of cases where the input is placed to the extremities does not decrease by decreasing the a. These results disprove our hypothesis.
DISCUSSION
The failure of our hypothesis to be sustained by these experiments turns our attention to other factors which could lie behind the unexpected behaviour of our MLP feature detectors.
It should be noted that most contemporary wisdom on the training and testing of .MLPs is based on the fact that the population of the training samples is in some way representative of the population of samples used to test the MLP. Two possible approaches to this problem are suggested. Firstly, we could introduce an additional "standard reference vowel" in the form of the "schwa" or neutral vowel. This has a clear articulatory description as do the primary cardinals and would represent a comprehensively intermediate spectral shape on which to train and which can be labelled 0.5 on both "badmess" and "closeness" dimensions. Secondly, the distinctive spectral shape of the primary cardinals could be used to tailor the most appropriate cepstral range on which to base the training. The present range is selected from conventional experience with speech sound classification systems and while it may be appropriate for the test vowels, it may not be appropriate for the training set currently in use.
The results for automated vowel quality description that have already been achieved, based on averaged performance over six consonantal contexts, have indicated that vowels can be placed with reasonable accuracy in certain areas of the vowel space. We have not yet achieved our goal of determining the optimum conditions of acoustic representation, training procedures, and modelling methodologies that w i l l ensure acceptably accurate placement throughout the vowel space. The degree of accuracy ultimately required also needs to be determined with respect to cross-linguistic differences in vowel acoustics (so-called linguistic phonetic differences). We propose to pursue this goal by exploring further rehements to our approach such zs those indicated above.
