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APPROXIMATE CLOAKING FOR ELECTROMAGNETIC WAVES VIA
TRANSFORMATION OPTICS: CLOAKING VS INFINITE ENERGY
HOAI-MINH NGUYEN AND LOC TRAN
Abstract. We study the approximate cloaking via transformation optics for electromagnetic
waves in the time harmonic regime in which the cloaking device only consists of a layer constructed
by the mapping technique. Due to the fact that no-lossy layer is required, resonance might appear
and the analysis is delicate. We analyse both non-resonant and resonant cases. In particular,
we show that the energy can blow up inside the cloaked region in the resonant case and/whereas
cloaking is achieved in both cases. Moreover, the degree of visibility depends on the compatibility
of the source inside the cloaked region and the system. These facts are new and distinct from
known mathematical results in the literature.
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1. Introduction
Cloaking via transformation optics was introduced by Pendry, Schurig, and Smith [32] for the
Maxwell system and by Leonhardt [23] in the geometric optics setting. They used a singular
change of variables which blows up a point into a cloaked region. The same transformation was
used by Greenleaf, Lassas, and Uhlmann to establish the nonuniqueness of Calderon’s problem in
[14]. The singular nature of the cloaks presents various difficulties in practice as well as in theory:
(1) they are hard to fabricate and (2) in certain cases the correct definition of the corresponding
electromagnetic fields is not obvious. To avoid using the singular structure, various regularized
schemes have been proposed. One of them was suggested by Kohn, Shen, Vogelius, and Weinstein
in [21] in which they used a transformation which blows up a small ball of radius ρ instead of a
point into the cloaked region.
Approximate cloaking schemes for the Helmholtz equation based on the regularized transfor-
mations introduced in [21] have been studied extensively in [13, 15, 20, 27, 26, 28, 8, 2, 18, 16].
Frequently, a (damping) lossy layer is employed inside the transformation cloak. Without the
lossy layer, the field inside the cloaked region might depend on the field outside, and resonance
might appear and affect the cloaking ability of the cloak, see [26]. Approximate cloaking was
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investigated in the time domain for the acoustic waves in [29, 30]. In [30], the dependence of the
material constants on frequency via the Drude-Lorentz model was taken into account.
Cloaking for electromagnetic waves via transformation optics has been mathematically investi-
gated by several authors. Greenleaf, Kurylev, Lassas, and Uhlmann in [13] and Weder in [35, 36]
studied cloaking for the singular scheme mentioned above by considering finite energy solutions.
Concerning this approach, the information inside the cloaked region is not seen by observers out-
side. Approximate cloaking for the Maxwell equations using schemes in the spirit of [21] was
considered in [5, 3, 22]. In [3], Ammari et al. investigated cloaking using additional layers inside
the transformation cloak. These additional layers depending on the cloaked object were chosen in
an appropriate way to cancel first terms in the asymptotic expansion of the polarization tensor to
enhance the cloaking property. In [5], Bao, Liu, and Zou studied approximate cloaking using a
lossy layer inside the transformation cloak. Their approach is as follows. Taking into account the
lossy layer, one easily obtains an estimate for the electric field inside the lossy layer. This estimate
depends on the property of the lossy layer and degenerates as the lossy property disappears. They
then used the equation of the electric field in the lossy layer to derive estimates for the electric field
on the boundary of the lossy region in some negative Sobolev norm. The cloaking estimate can
be finally deduced from the integral representation for the electric field. This approach essentially
uses the property of the lossy-layer and does not provide an optimal estimate of the degree of
visibility in general. For example, when a fixed lossy layer is employed, they showed that the
degree of visibility is of the order ρ2, which is not optimal. In [22], Lassas and Zhou considered the
transformation cloak in a symmetric setting, dealt with the non-resonant case (see Definition 2.2)
and studied the limit of the solutions of the approximate cloaking problem near the cloak interface
using separation of variables. Other regularized schemes are considered in [11].
In this paper, we investigate approximate cloaking for the Maxwell equation in the time harmonic
regime using a scheme in the spirit of [21]. More precisely, we consider the situation where the
cloaking device only consists of a layer constructed by the mapping technique and there is no
source in that layer. Due to the fact that no-lossy (damping) layer is required, resonance might
appear and the analysis is subtle. Our analysis is given in both non-resonant and resonant cases
(Definition 2.2) and the results can be briefly summarized as follows.
i) In the non-resonant case, cloaking is achieved, and the energy remains finite inside the
cloaked region.
ii) In the resonant case, cloaking is also achieved. Nevertheless, the degree of invisibility varies
and depends on the compatibility (see (2.12) and (2.17)) of the source with the system.
Moreover, the energy inside the cloaked region might explode in the incompatible case.
See Theorems 2.2 and 2.3.
iii) The degree of visibility is of the order ρ3 for both non-resonant and resonant cases if no
source is inside the cloaked region (Theorems 2.1 and 2.2).
We also investigate the behavior of the field in the whole space (Theorems 2.1, 2.2, and 2.3)
and establish the optimality of the convergence rate (Section 5). Our results are new and distinct
from the works mentioned above. First, cloaking takes place even if the energy explodes inside the
cloaked region as δ goes to 0. Second, in the resonant case with finite energy inside the cloaked
region, the fields inside the cloaked region satisfy a non-local structure. Optimal estimates for
the degree of visibility are derived for all cases. In particular, in the case of a fixed lossy layer
(non-resonant case), the degree of visibility is of the order ρ3 instead of ρ2 as obtained previously.
Both non-resonant and resonant cases are analysed in details without assuming the symmetry of
the cloaking setting.
Our approach is different from the ones in the works mentioned. It is based on severals subtle
estimates for the effect of small inclusion involving the blow-up structure. Part of the analysis is
on Maxwell’s equations in the low frequency regime, which is interesting in itself. The approach
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in this paper is inspired from [26] where the acoustic setting was considered. Nevertheless, the
analysis for the electromagnetic setting is challenging and requires further new ideas due to the
non-standard structure coming from the mapping technique and the complexity of electromag-
netic structures/phenomena in comparison with acoustic ones. The Helmholtz decomposition and
Stokes’ theorem are involved in the Maxwell context.
2. Statement of the main results
In this section, we describe the problem in more details and state the main results of this paper.
For simplicity of notations, we suppose that the cloak occupies the annular region B2 \B1 and the
cloaked region is the unit ball B1 in R
3 in which the permittivity and the permeability are given
by two 3×3 matrices ε, µ respectively. Here and in what follows, for r > 0, let Br denote the open
ball in R3 centered at the origin and of radius r. Through this paper, we assume that
(2.1) ε, µ are real, symmetric,
and uniformly elliptic in B1, i.e., for a.e. x ∈ B1 and for some Λ ≥ 1,
(2.2)
1
Λ
|ξ|2 ≤ 〈ε(x)ξ, ξ〉, 〈µ(x)ξ, ξ〉 ≤ Λ|ξ|2 for all ξ ∈ R3.
We assume in addition that ε, µ are piecewise C1 in order to ensure the well-posedness of Maxwell’s
equations in the frequency domain (via the unique continuation principle). In the spirit of the
scheme in [21], the permittivity and permeability of the cloaking region are given by
(εc, µc) := (Fρ∗I, Fρ∗I) in B2 \B1,
where Fρ : R
3 → R3 with ρ ∈ (0, 1/2) is defined by
Fρ =


x in R3 \B2,(
2− 2ρ
2− ρ +
|x|
2− ρ
)
x
|x| in B2 \Bρ,
x
ρ
in Bρ.
We denote
F0(x) = lim
ρ→0
Fρ(x) for x ∈ R3.
As usual, for a matrix A ∈ R3×3 and for a bi-Lipschitz homeomorphism T , the following notation
is used:
T∗A(y) =
DT (x)A(x)DT T (x)
|detDT (x)| with y = T (x).
Assume that the medium is homogeneous outside the cloak and the cloaked region. In the presence
of the cloaked object and the cloaking device, the medium in the whole space R3 is given by (εc, µc)
which is defined as follows
(2.3) (εc, µc) =


(I, I) in R3 \B2,(
Fρ∗I, Fρ∗I
)
in B2 \B1,
(ε, µ) in B1.
With the cloak and the object, in the time harmonic regime of frequency ω > 0, the electro-
magnetic field generated by current J ∈ [L2(R3)]3 is the unique (Silver-Mu¨ller) radiating solution
(Ec,Hc) ∈ [Hloc(curl,R3)]2 of the system
(2.4)


∇× Ec = iωµcHc in R3,
∇×Hc = −iωεcEc + J in R3.
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For an open subset U of R3, denote
H(curl, U) :=
{
φ ∈ [L2(U)]3; ∇× φ ∈ [L2(U)]3
}
and
Hloc(curl, U) :=
{
φ ∈ [L2loc(U)]3; ∇× φ ∈ [L2loc(U)]3
}
.
Recall that, for ω > 0, a solution (E,H) ∈ [Hloc(curl,R3 \BR)]2, for some R > 0, of the Maxwell
equations 

∇× E = iωH in R3 \BR,
∇×H = −iωE in R3 \BR
is called radiating if it satisfies one of the (Silver-Muller) radiation conditions
(2.5) H × x− |x|E = O(1/|x|) and E × x+ |x|H = O(1/|x|) as |x| → +∞.
Here and in what follows, for α ∈ R, O(|x|α) denotes a quantity whose norm is bounded by C|x|α
for some constant C > 0.
Denote Jext and Jint the restriction of J into R
3 \B1 and B1 respectively. It is clear that
(2.6) J =
{
Jext in R
3 \B1,
Jint in B1.
In the homogeneous medium (without the cloaking device and the cloaked object), the elec-
tromagnetic field generated by Jext is the unique (Silver-Mu¨ller) radiating solution (E,H) ∈
[Hloc(curl,R
3)]2 to the system 

∇× E = iωH in R3,
∇×H = −iωE + Jext in R3.
(2.7)
We next introduce the functional space N which is related to the notion of resonance and plays
a role in our analysis.
Definition 2.1. Let D be a smooth bounded subset of R3 such that R3 \D is connected. Set
N (D) :=
{
(E,H) ∈ [H(curl,D)]2 : (E,H) satisfies the system (2.8)
}
,
where
(2.8)


∇×E = iωµH in D,
∇×H = −iωεE in D,
∇×E · ν = ∇×H · ν = 0 on ∂D.
In the case D = B1, we simply denote N (B1) by N .
The notions of resonance and non-resonance are defined as follows:
Definition 2.2. The cloaking system (2.3) is said to be non-resonant if N = {(0, 0)}. Otherwise,
the cloaking system (2.3) is called resonant.
Our main result in the non-resonance case is the following theorem.
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Theorem 2.1. Let ρ ∈ (0, 1/2), R0 > 2, and let J ∈ L2(R3) be such that suppJext ⊂⊂ BR0 \B2.
Assume that system (2.3) is non-resonant. We have, for all K ⊂⊂ R3 \ B¯1,
(2.9) ‖(F−1ρ ∗ Ec, F−1ρ ∗Hc)− (E,H)‖H(curl,K) ≤ C
(
ρ3‖Jext‖L2(BR0\B2) + ρ
2‖Jint‖L2(B1)
)
,
for some positive constant C depending only on R0, ω,K, µ, ε. Moreover,
(2.10) lim
ρ→0
(Ec,Hc) = Cl(0, Jint) in [H(curl, B1)]
2,
where Cl(0, Jint) is defined in Definition 2.3.
The notation Cl(·, ·) used in Theorem 2.1 is defined as follows.
Definition 2.3. Assume that N = {(0, 0)}. Let θ1, θ2 ∈ [L2(B1)]3. Define Cl(θ1, θ2) = (E0,H0)
where (E0,H0) ∈ [H(curl, B1)]2 is the unique solution to the system
(2.11)


∇× E0 = iωµH0 + θ1 in B1,
∇×H0 = −iωεE0 + θ2 in B1,
∇× E0 · ν = ∇×H0 · ν = 0 on ∂B1.
Remark 2.1. The existence and the uniqueness of (E0,H0) are established in Lemma 4.4.
Remark 2.2. In [36], the conditions
∇× E0 · ν|int = ∇×H0 · ν|int = 0
are also imposed on the boundary of the cloaked region. This is different from [13] (see also [22,
page 459]), where the following boundary conditions are imposed for solutions satisfying some
integrability conditions, which are called finite energy solutions in [13],
E0 × ν|int = H0 × ν|int = 0.
The novelty of Theorem 2.1 relies on the fact that no lossy layer is required. The result holds for
a general class of pair (ε, µ). Applying Theorem 2.1 to the case where a fixed lossy-layer is used,
one obtains that the degree of visibility is of the order ρ3 which is better than ρ2 as established
previously in [5] for the case Jint ≡ 0. In contrast with [5, 3, 11], in Theorem 2.1, the estimate of
visibility is considered up to the cloaked region and the behavior of the electromagnetic fields are
established inside the cloaked region.
We next consider the resonance case. We begin with the compatible case, i.e., (2.12) below
holds.
Theorem 2.2. Let ρ ∈ (0, 1/2), R0 > 2, and J ∈ [L2(R3)]3 be such that suppJext ⊂⊂ BR0 \ B2.
Assume that system (2.3) is resonant and the following compatibility condition holds:
(2.12)
∫
B1
Jint · E¯ dx = 0 for all (E,H) ∈ N .
We have, for all K ⊂⊂ R3 \ B¯1,
(2.13) ‖(F−1ρ ∗Ec, F−1ρ ∗Hc)− (E,H)‖H(curl,K) ≤ C
(
ρ3‖Jext‖L2(BR0\B2) + ρ
2‖Jint‖L2(B1)
)
,
for some positive constant C depending only on R0, ω,K, µ, and ε. Moreover,
(2.14) lim
ρ→0
(Ec,Hc) = Cl(0, Jint) in [H(curl, B1)]
2,
where Cl(0, Jint) is defined in Definition 2.4.
In Theorem 2.2, we use the following notion:
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Definition 2.4. Assume that N 6= {(0, 0)}. Let θ1, θ2 ∈ [L2(B1)]3 be such that
(2.15)
∫
B1
(
θ2 · E¯− θ1 · H¯
)
dx = 0 for all (E,H) ∈ N .
Let (E0,H0, E
⊥,H⊥) ∈ [Hloc(curl,R3)]2 ×N⊥ be the unique solution of the following systems
(2.16)


∇× E0 = ∇×H0 = 0 in R3 \B1,
divE0 = divH0 = 0 in R
3 \B1,
∇× E0 = iωµH0 + θ1 in B1,
∇×H0 = −iωεE0 + θ2 in B1,
and


∇× E⊥ = iωµH⊥ in B1,
∇×H⊥ = −iωεE⊥ in B1,
εE⊥ · ν = E0 · ν|ext on ∂B1,
µH⊥ · ν = H0 · ν|ext on ∂B1.
such that ∣∣(E0(x),H0(x))∣∣ = O(|x|−2) for large |x|.
Denote Cl(θ1, θ2) the restriction of (E0,H0) in B1.
Here and in what follows, N (D)⊥ denotes the orthogonal space of N (D) with respect to the
standard scalar product in [L2(D)]6. The uniqueness and the existence of (E0,H0, E
⊥,H⊥) are
given in Lemmas 4.5 and 4.6.
In Definition 2.4, (E0,H0) is determined by a non-local structure (2.16). This is new to our
knowledge.
In the incompatible case, we have
Theorem 2.3. Let ρ ∈ (0, 1/2), R0 > 2, and J ∈ [L2(R3)]3 be such that suppJext ⊂⊂ BR0 \ B2.
Assume that system (2.3) is resonant and the compatibility condition does not hold, i.e.,
(2.17)
∫
B1
Jint · E¯ dx 6= 0 for some (E,H) ∈ N .
We have, for all K ⊂⊂ R3 \ B¯1,
(2.18) (F−1ρ ∗ Ec, F−1ρ ∗Hc)− (E,H)‖H(curl,K) ≤ C
(
ρ3‖Jext‖L2(BR0\B2) + ρ‖Jint‖L2(B1)
)
and
(2.19) lim inf
ρ→0
ρ‖(Ec,Hc)‖L2(B1) > 0.
Some comments on Theorems 2.2 and 2.3 are in order. Theorems 2.2 and 2.3 imply in particular
that cloaking is achieved even in the resonance case. Moreover, without any source in the cloaked
region, one can achieve the same degree of visibility as in the non-resonant case considered in
Theorem 2.1. Nevertheless, the degree of visibility varies and depends on the compatibility of the
source inside the cloaked region. More precisely, the rate of the convergence of (Ec,Hc)− (E,H)
outside B¯1 in the compatible case is of the order ρ
2 which is better than the incompatible resonant
case where an estimate of the order ρ is obtained. The rate of the convergence is optimal and
discussed in Section 5. By (2.19), the energy inside the cloaked region blows up at least with the
rate 1/ρ as ρ→ 0 in the incompatible case.
We now describe briefly the ideas of the proofs of Theorems 2.1, 2.2 and 2.3. Set
(2.20) (Eρ,Hρ) = (F−1ρ ∗ Ec, F−1ρ ∗Hc) in R3.
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It follows from a standard change of variables formula (see, e.g., Lemma 3.9) that (Eρ,Hρ) ∈
[Hloc(curl,R
3)]2 is the unique (Silver-Mu¨ller) radiating solution to

∇× Eρ = iωµρHρ in R3,
∇×Hρ = −iωερ Eρ+Jρ in R3,
(2.21)
where
(2.22)
(
ερ, µρ
)
=
(
F−1ρ ∗εc, F
−1
ρ ∗
µc
)
=
{ (
I, I
)
in R3 \Bρ,(
ρ−1ε(·/ρ), ρ−1µ(·/ρ)) in Bρ,
and
(2.23) Jρ =


Jext in R
3 \B2,
ρ−2Jint(·/ρ) in Bρ,
0 otherwise.
We can then derive Theorems 2.1, 2.2, and 2.3 by studying the difference between (Eρ,Hρ) and
(E,H) in R3 \ B1 and the behavior of (Eρ,Hρ)(ρ·) in B1. It is well-known that when material
parameters inside a small inclusion are bounded from below and above by positive constants, the
effect of the small inclusion is small (see, e.g., [34, 4]). Without this assumption, the effect of
the inclusion might not be small (see, e.g., [21, 27]) unless there is an appropriate lossy-layer, see
[5, 3, 11]. In our setting, the boundedness assumption is violated (see (2.22)) and no lossy-layer
is used. Nevertheless, the effect of the small inclusion is still small due to the special structure
induced from (2.22).
It is worth noting that System (2.11), which involves in the definition of resonance and non-
resonance, and the condition of compatibility (2.12), appears very naturally in our context. In-
deed, note that if (Ec,Hc) is bounded in [H(curl, B1)]
2, one can check that, up to a subsequence,
(ρ Eρ, ρHρ)(ρ·) = (Ec,Hc) converges weakly in [H(curl, B1)]2 to (E0,H0) which satisfies system
(2.11) with (θ1, θ2) = (0, J).
The paper is organized as follows. In Section 3, we establish some basic facts and recall some
known results related to Maxwell’s equations. These materials will be used in the proofs of Theo-
rems 2.1, 2.2, and 2.3. The proofs of Theorems 2.1, 2.2, and 2.3 are given in Section 4. Finally, in
Section 5, we discuss the optimality of the convergence rate in Theorems 2.1, 2.2, and 2.3.
3. Preliminaries
In this section, we establish some basic facts and recall some known results related to Maxwell’s
equations that will be repeatedly used in the proofs of Theorems 2.1, 2.2, and 2.3. In what follows
in this section, D denotes a smooth bounded open subset of R3 and on its boundary ν denotes its
normal unit vector directed to the exterior. We begin with a variant of the classic Stokes’ theorem
for an exterior domain.
Lemma 3.1. Assume that R3 \D is simply connected and let u ∈ Hloc(curl,R3 \D) be such that
(3.1) ∇× u = 0 in R3 \D and |u(x)| = O(|x|−2) for large |x|.
There exists ξ ∈ H1loc(R3 \D) such that
(3.2) ∇ξ = u in R3 \D and |ξ(x)| = O(|x|−1) for large |x|.
Proof. By [12, Theorem 2.9], there exists ηn ∈ H1(Bn \D) for large n such that
∇ηn = u in Bn \D and
∫
∂B2
ηn = 0.
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It follows that, for m > n large,
ηm = ηn in Bn \D.
Let η be the limit of ηn as n→ +∞. Then η ∈ H1loc(R3 \D) and
∇η = u in R3 \D.
Fix x, y ∈ R3 large enough with |y| > |x| and denote xˆ = x/|x| and yˆ = y/|y|. Using (3.1), we
have, by the fundamental theorem of calculus,
(3.3) |η(x) − η(y)| ≤ ∣∣η(|y|yˆ)− η(|y|xˆ)∣∣+ ∣∣η(|y|xˆ)− η(|x|xˆ)∣∣ ≤ C|y| +
∫ |y|
|x|
C
|r|2 dr
for some positive constant C independent of x and y. It follows that
(3.4) |η(x) − η(y)| ≤ C|y| +
C
|x| .
Hence lim
|x|→∞
η(x) exists. Denote this limit by η∞. By letting |y| → +∞ in (3.4), we obtain
|η(x) − η∞| ≤ C|x| , for |x| large enough.
The conclusion follows with ξ = η − η∞. 
Let U be a smooth open subset of R3. Denote
H(div, U) :=
{
φ ∈ [L2(U)]3 : divφ ∈ L2(U)}.
Concerning a free divergent field in a bounded domain, one has the following result which is related
to Stokes’ theorem, see, e.g., [12, Theorems 3.4 and 3.6].
Lemma 3.2. Assume that D is simply connected and let u ∈ H(div,D) be such that
(3.5) div u = 0 in D and
∫
Γi
u · ν = 0 for all connected component Γi of ∂D.
There exists φ ∈ [H1(D)]3 such that
∇× φ = u in D and divφ = 0 in D.
Assume in addition that u · ν = 0 on ∂D. Then φ can be chosen such that
φ× ν = 0 on ∂D and
∫
Γi
φ · ν = 0 for all connected component Γi of ∂D.
Moreover, such a φ is unique and, for some positive constant C,
‖φ‖H1(D) ≤ C‖u‖L2(D).
The following result is a type of Helmholtz decomposition. It is a variant of [12, Corollary 3.4]
where σ is a positive constant.
Lemma 3.3. Assume that D is simply connected and let σ be 3×3 uniformly elliptic matrix-valued
function defined in D. For any v ∈ [L2(D)]3, there exist p ∈ H1(D) and φ ∈ [H1(D)]3 such that
(3.6) v = σ∇p+∇× φ in D, divφ = 0 in D and φ× ν = 0 on ∂D.
Moreover,
(3.7) ‖p‖H1(D) + ‖φ‖H1(D) ≤ C‖v‖L2(D).
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Proof. The proof given here is in the spirit of [12] as follows. By Lax-Milgram’s theorem, there
exists a unique solution p ∈ H1(D) with
∫
D
p = 0 to the equation
∫
D
σ∇p · ∇q dx =
∫
D
v · ∇q dx for all q ∈ H1(D).
Moreover,
(3.8) ‖p‖H1(D) ≤ C‖v‖L2(D).
Then
(3.9) div(v − σ∇p) = 0 in D and (v − σ∇p) · ν = 0 on ∂D.
By Lemma 3.2, there exists φ ∈ [H1(D)]3 such that
(3.10)


∇× φ = v − σ∇p in D,
divφ = 0 in D,
φ× ν = 0 on ∂D,
and ‖φ‖H1(D) ≤ C‖v − σ∇p‖L2(D).
Combining (3.8), (3.9), and (3.10), we reach the conclusion for such a pair (p, φ). 
We next present two lemmas concerning the uniqueness of the exterior problems for electro-
static settings. They are used in the study of the exterior problems in the low frequency regime,
see Lemma 4.1. The first one is
Lemma 3.4. Assume that R3\D is simply connected. Let u ∈ Hloc(curl,R3\D)∩Hloc(div,R3\D)
be such that 

∇× u = 0 in R3 \D,
div u = 0 in R3 \D,
u · ν = 0 on ∂D,
and
(3.11) |u(x)| = O(|x|−2) for large |x|.
Then u = 0 in R3 \D.
Proof. By Lemma 3.1, there exists ξ ∈ H1loc(R3 \D) such that
(3.12) ∇ξ = u in R3 \D and |ξ(x)| = O(|x|−1) for large |x|.
Since div u = 0, we have
∆ξ = 0 in R3 \D.
Since ∇ξ · ν = u · ν = 0 on ∂D, it follows that ξ = 0 in R3 \D, see, e.g., [24, Theorem 2.5.15].
Therefore, u = 0. 
The second lemma is
Lemma 3.5. Assume that R3\D is simply connected and u ∈ Hloc(curl,R3\D)∩Hloc(div,R3\D)
is such that

∇× u = 0 in R3 \D,
div u = 0 in R3 \D,
u× ν = 0 on ∂D,
∫
Γi
u · ν = 0 for all connected component Γi of ∂D,
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and
(3.13) |u(x)| = O(|x|−2) for large |x|.
Then u = 0 in R3 \D.
Proof. By Lemma 3.1, there exists ξ ∈ H1loc(R3 \D), such that
(3.14) ∇ξ = u in R3 \D and |ξ(x)| = O(|x|−1) for large |x|.
There exists ψ ∈ [H1loc(R3 \D)]3, such that
∇× ψ = u in R3 \D.
Fix θ ∈ C1(R3) such that 0 ≤ θ ≤ 1, θ = 1 in B1 and supp θ ⊂ B2. For r > 0, set θr(·) = θ(·/r)
in R3. Let t > s > 0 be large enough (arbitrary) such that D ⊂⊂ Bs. Since u× ν = 0 on ∂D, we
obtain, by integration by parts, that∫
R3\D
∇× (θtψ) · ∇(θsξ¯) dx = −
∫
∂D
θtψ · ∇(θsξ¯)× ν ds = −
∫
∂D
ψ · u¯× ν ds = 0.
Letting t→ +∞, we derive that
(3.15)
∫
R3\D
u · ∇(θsξ¯)dx = 0.
We have
(3.16)
∫
B2s\Bs
|u||ξ||∇θs| dx ≤ C|B2s \Bs|s−2s−1s−1 ≤ Cs−1 → 0 as s→ +∞.
Using the fact that
u · ∇(θsξ¯) = u
(
θs∇ξ¯ + ξ¯∇θs) = θs|u|2 + uξ¯∇θs in R3 \D,
and combining (3.15) and (3.16), we obtain∫
R3\D
|u|2 dx = 0,
which yields u = 0 in R3 \D. 
The following result is a consequence of the Stratton - Chu formula.
Lemma 3.6. Let 0 < k ≤ k0. Assume that D ⊂⊂ B1 and (E,H) ∈
[
Hloc(curl,R
3 \ D)]2 is a
radiating solution to the Maxwell equations{ ∇× E = ikH in R3 \ D¯,
∇×H = −ikE in R3 \ D¯.
We have
(3.17)
∣∣∣(E(x),H(x))∣∣∣ ≤ C|x|2 (1 + k|x|)‖(E,H)‖L2(B3\D) for |x| > 3,
for some positive constant C independent of x and k.
Proof. Set
Gk(x, y) =
eik|x−y|
4π|x− y| for x, y ∈ R
3, x 6= y.
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It is known that, see, e.g., [9, Theorem 6.6 and (6.10)], the following variant of the Stratton-Chu
formula holds, for x ∈ R3 \ D¯,
(3.18) E(x) = ∇x ×
∫
∂B2
ν(y)× E(y)Gk(x, y)dy
+ ik
∫
∂B2
ν(y)×H(y)Gk(x, y)dy −∇x
∫
∂B2
ν(y) ·E(y)Gk(x, y)dy.
Using the facts
|∇Gk(x, y)| ≤ C|x|2 (1 + k|x|) for y ∈ ∂B2, x ∈ R
3 \B3
and, since ∆E + k2E = 0 in R3 \D,
‖E‖L∞(∂B2) ≤ C‖E‖L2(B3\D), for some positive constant C depending only on k0,
we derive from (3.18) that
(3.19) |E(x)| ≤ C|x|2
(
1 + k|x|)‖(E,H)‖L2(B3\D) for |x| > 3.
Similarly, we obtain
(3.20) |H(x)| ≤ C|x|2
(
1 + k|x|)‖(E,H)‖L2(B3\D) for |x| > 3.
The conclusion now follows from (3.19) and (3.20). 
We next recall compactness results related to H(curl, ·) and H(div, ·).
Lemma 3.7. Let ǫ be a measurable symmetric uniformly elliptic matrix-valued function defined
in D. Assume that one of the following two conditions holds
i) (un)n∈N ⊂ H(curl,D) is a bounded sequence in H(curl,D) such that(
div(ǫun)
)
n∈N
converges in H−1(D) and
(
un × ν
)
n∈N
converges in H−1/2(∂D).
ii) (un)n∈N ⊂ H(curl,D) is a bounded sequence in H(curl,D) such that(
div(ǫun)
)
n∈N
is bounded in L2(D) and
(
ǫun · ν
)
n∈N
converges in H−1/2(∂D).
There exists a subsequence of (un)n∈N which converges in [L
2(D)]3.
The conclusion of Lemma 3.7 under condition i) is [27, Lemma 1] and has its roots in [17] and
[10]. The conclusion of Lemma 3.7 under condition ii) can be obtained in the same way. These
compactness results play a similar role as the compact embedding of H1 into L2 in the acoustic
setting and are basic ingredients in our approach.
The following trace results related to H(curl, ·) and H(div, ·) are standard, see, e.g., [1, 7, 12].
Lemma 3.8. Set Γ = ∂D. We have
i)
‖v × ν‖H−1/2(divΓ,Γ) ≤ C‖v‖H(curl,D) for v ∈ H(curl,D).
ii)
‖v · ν‖H−1/2(Γ) ≤ C‖v‖H(div,D) for v ∈ H(div,D).
Moreover, for any h ∈ H−1/2(divΓ, ∂D), there exists φ ∈ H(curl,D) such that
φ× ν = h on ∂D, and ‖φ‖H(curl,D) ≤ C‖h‖H−1/2(divΓ,∂D).
Here C denotes a positive constant depending only on D.
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Here and in what follows, we denote
H−1/2(divΓ,Γ) :=
{
φ ∈ [H−1/2(Γ)]3; φ · ν = 0 and divΓ φ ∈ H−1/2(Γ)
}
,
‖φ‖H−1/2(divΓ,Γ) := ‖φ‖H−1/2(Γ) + ‖divΓ φ‖H−1/2(Γ).
We finally recall the following change of variables for the Maxwell equations. It is the basic
ingredient for cloaking using transformation optics for electromagnetic fields.
Lemma 3.9. Let D,D′ be two open bounded connected subsets of R3 and F : D → D′ be a bijective
map such that F ∈ C1(D¯), F−1 ∈ C1(D¯′). Let ε, µ ∈ [L∞(D)]3×3, and j ∈ [L2(D)]3. Assume that
(E,H) ∈ [H(curl,D)]2 is a solution of the Maxwell equations
(3.21)


∇× E = iωµH in D,
∇×H = −iωεE + j in D.
Set, in D′,
E′ := F ∗ E := (DF−TE) ◦ F−1 and H ′ := F ∗H := (DF−TH) ◦ F−1.
Then (E′,H ′) ∈ [H(curl,D′)]2 satisfies
(3.22)


∇× E′ = iωµ′H ′ in D′,
∇×H ′ = −iωε′E′ + j′ in D′,
where
ε′ := F∗ε :=
DFεDF T
|detF | ◦F
−1, µ′ := F∗µ :=
DFµDF T
|detF | ◦F
−1, and j′ := F∗j =
DFj
|detF | ◦F
−1.
Remark 3.1. It is worth noting the difference of F∗ in the definition of E′ and H ′, and F∗ in the
definition of ε′, µ′, and j′.
4. Proofs of the main results
This section is devoted to the proof of Theorems 2.1, 2.2, and 2.3 and is organized as follows.
In the first subsection, we establish various results related to (Eρ,Hρ). The proof of Theorem 2.1
is given in the second subsection and the ones of Theorems 2.2 and 2.3 are given in the third
subsection.
4.1. Some useful lemmas. In this section, D ⊂ B1 denotes a smooth open bounded subset of
R
3, and ε and µ denote two 3 × 3 matrices ε, µ defined in D which are both real, symmetric,
and uniformly elliptic in D. We also assume that D and R3 \ D are simply connected and ε, µ
are piecewise C1. The following lemma provides the stability of the exterior problem in the low
frequency regime.
Lemma 4.1. Let 0 < ρ < ρ0 and let (Eρ,Hρ) ∈ [Hloc(curl,R3 \D)]2 be a radiating solution to the
system
(4.1)


∇× Eρ = iρHρ in R3 \D,
∇×Hρ = −iρEρ in R3 \D.
We have, for R > 1,
(4.2) ‖(Eρ,Hρ)‖H(curl,BR\D) ≤ CR
(
‖Eρ × ν‖H−1/2(∂D) + ‖Hρ · ν‖H−1/2(∂D)
)
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and
(4.3) ‖(Eρ,Hρ)‖H(curl,BR\D) ≤ CR
(
‖Eρ × ν‖H−1/2(∂D) + ‖Hρ × ν‖H−1/2(∂D)
)
,
for some positive constant CR depending only on ρ0, D, and R.
Proof. We begin with the proof of (4.2). Since (Eρ,Hρ) satisfies (4.1), it suffices to prove that
(4.4) ‖(Eρ,Hρ)‖L2(BR\D) ≤ CR
(
‖Eρ × ν‖H−1/2(∂D) + ‖Hρ · ν‖H−1/2(∂D)
)
for R > 3. Fixing R > 3, we prove (4.4) by contradiction. Suppose that there exist a sequence
(ρn)n∈N ⊂ (0, ρ0) and a sequence of radiating solutions
(
(En,Hn)
)
n∈N
⊂ [H(curl,R3 \D)]2 of the
system
(4.5)


∇× En = iρnHn in R3 \D,
∇×Hn = −iρnEn in R3 \D,
such that
(4.6) ‖(En,Hn)‖L2(BR\D) = 1 for n ∈ N,
and
(4.7) lim
n→0
(
‖En × ν‖H−1/2(∂D) + ‖Hn · ν‖H−1/2(∂D)
)
= 0.
Without loss of generality, one might assume that ρn → ρ∞ as n→∞ for some ρ∞ ∈ [0, ρ0]. We
only consider the case ρ∞ = 0. The case ρ∞ > 0 can be proven similarly. From (4.5) and (4.6),
we have
(4.8) ‖(En,Hn)‖H(curl,BR\D) ≤ C.
Here and in what follows in this proof, C and Cr denote positive constants independent of n.
Applying Lemma 3.6, we have
(4.9) ‖(En,Hn)‖H(curl,Br\D) ≤ Cr
for r > 3. Since
∆Eρ + ρ
2Eρ = ∆Hρ + ρ
2Hρ = 0 in R
3 \D,
it follows from (4.9) that, for r > 3,
‖(En,Hn)‖H1(Br+1\Br−1) ≤ Cr.
By the trace theory, we have
‖(En,Hn)‖H1/2(∂Br) ≤ Cr.
Since the embedding of H1/2(∂Br) into H
−1/2(∂Br) is compact, by applying i) of Lemma 3.7 to
(En) and by applying ii) of Lemma 3.7 to (Hn), without loss of generality, one might assume that
(En,Hn) converges in [L
2
loc(R
3 \D)]6. Moreover, the limit (E,H) ∈ [Hloc(R3 \D)]2 satisfies
(4.10)


∇×H = 0 in R3 \D,
divH = 0 in R3 \D,
H · ν = 0 on ∂D,
and


∇× E = 0 in R3 \D,
divE = 0 in R3 \D,
E × ν = 0 on ∂D.
Applying Lemma 3.6 to (En,Hn) and letting n→ +∞ (ρn → 0), we have
(4.11)
∣∣(E(x),H(x))∣∣ = O(|x|−2) for large |x|.
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On the other hand, since En = − 1
iρn
∇×Hn in R3 \D, we have
(4.12)
∫
Γi
En · ν = 0 for all connected component Γi of ∂D.
Since (En) converges to E in [L
2
loc(R
3 \ D)]3 and divEn = divE = 0 in R3 \ D, it follows that
(En) converges to E in Hloc(div,R
3 \D). This in turn implies, by (4.12),
(4.13)
∫
Γi
E · ν = 0 for all connected component Γi of ∂D.
Applying Lemma 3.4 to H, we derive from (4.10) and (4.11) that
(4.14) H = 0 in R3 \D.
Similarly, applying Lemma 3.5 to E, from (4.10), (4.11), and (4.13), we obtain
(4.15) E = 0 in R3 \D.1
From (4.6), (4.14), and (4.15) and the fact that (En,Hn) converges to (E,H) in L
2
loc(R
3 \D), we
reach a contradiction. The proof of (4.2) is complete.
We next deal with (4.3). The proof of (4.3) is similar to the one of (4.2). However, instead of
obtaining (4.10) and (4.13), we have

∇×H = 0 in R3 \D,
divH = 0 in R3 \D,
H × ν = 0 on ∂D,
and


∇× E = 0 in R3 \D,
divE = 0 in R3 \D,
E × ν = 0 on ∂D,
and ∫
Γ
H · ν =
∫
Γ
E · ν = 0 for all connected component Γ of ∂D.
By the same arguments, we can derive that (E,H) = (0, 0) in R3, which also yields a contradiction.
The details are left to the reader. 
Remark 4.1. We have
divΓ(Eρ × ν) = ∇× Eρ · ν = iρHρ · ν on ∂D.
It follows that
‖Eρ × ν‖H−1/2(divΓ,∂D) ≤ ‖Eρ × ν‖H−1/2(∂D) + ‖Hρ · ν‖H−1/2(∂D) ≤
1
ρ
‖Eρ × ν‖H−1/2(divΓ,∂D).
The next lemma gives an estimate for solutions of Maxwell’s equations in the low frequency
regime, which in turn implies an estimate for the effect of a small inclusion after a change of
variables.
Lemma 4.2. Let 0 < ρ < 1/2, R > 1/2, and let (Eρ,Hρ) ∈ [Hloc(curl,R3 \ D)]2 be a radiating
solution to the system
(4.16)


∇× Eρ = iωρHρ in R3 \D,
∇×Hρ = −iωρEρ in R3 \D.
We have ∣∣∣(Eρ(x),Hρ(x))∣∣∣ ≤ Cρ3‖(Eρ,Hρ)‖L2(B2\D) for x ∈ B3R/ρ \B2R/ρ,
1When ρ∞ > 0, instead of being a solution of (4.10), (E,H) is the radiating solution of (4.1) with ρ = ρ∞ and
E × ν = 0 on ∂D. This also implies that (E,H) = (0, 0) in R3 \D.
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for some constant C depending only R.
Proof. We only deal with small ρ, since otherwise the conclusion is just a consequence of Stratton-
Chu’s formula. We have, for x ∈ R3 \ B¯1, (see (3.18))
(4.17) Eρ(x) =
∫
∂B1
∇xGk(x, y)×
(
ν(y)× Eρ(y)
)
dy
+ iωρ
∫
∂B1
ν(y)×Hρ(y)Gk(x, y)dy −
∫
∂B1
ν(y) · Eρ(y)∇xGk(x, y)dy,
where k = ωρ. We claim that
(4.18)
∣∣∣∣
∫
∂B1
Eρ × ν
∣∣∣∣ ≤ Cρ‖(Eρ,Hρ)‖L2(B2\D),
and
(4.19)
∣∣∣∣
∫
∂B1
Hρ × ν
∣∣∣∣ ≤ Cρ‖(Eρ,Hρ)‖L2(B2\D).
Assuming this, we continue the proof. We have
(4.20)
∫
∂B1
ν ·Eρ ds = 1
iωρ
∫
∂B1
ν · ∇ ×Hρ ds = 0.
Rewrite (4.17) under the form
Eρ(x) =∫
∂B1
∇xGk(x, 0) ×
(
ν(y)× Eρ(y)
)
dy +
∫
∂B1
(∇xGk(x, y)−∇xGk(x, 0)) × (ν(y)× Eρ(y))dy
+ iωρ
∫
∂B1
ν(y)×Hρ(y)Gk(x, 0)dy + iωρ
∫
∂B1
ν(y)×Hρ(y)
(
Gk(x, y)−Gk(x, 0)
)
dy
−
∫
∂B1
ν(y) ·Eρ(y)∇xGk(x, 0)dy −
∫
∂B1
ν(y) ·Eρ(y)
(∇xGk(x, y)−∇xG(x, 0))dy.
Using the facts, for |x| ∈ (2R/ρ, 3R/ρ) and y ∈ ∂B1,
|Gk(x, y)−Gk(x, 0)| ≤ Cρ2, |∇Gk(x, y) −∇Gk(x, 0)| ≤ Cρ3,
and
‖(Eρ,Hρ)‖L2(∂B1) ≤ C‖(Eρ,Hρ)‖L2(B2\D),
we derive from (4.18), (4.19), and (4.20) that
(4.21) |Eρ(x)| ≤ Cρ3‖(Eρ,Hρ)‖L2(B2\D) for x ∈ B3R/ρ \B2R/ρ.
Similarly, we have
(4.22) |Hρ(x)| ≤ Cρ3‖(Eρ,Hρ)‖L2(B2\D) for x ∈ B3R/ρ \B2R/ρ.
The conclusion now follows from (4.21) and (4.22).
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It remains to prove Claims (4.18) and (4.19). We only prove (4.18), the proof of (4.19) is similar.
Let (E˜ρ, H˜ρ) ∈ [H(curl, B1)]2 be the unique solution to the system
(4.23)


∇× E˜ρ = iωρ(1 + i)H˜ρ in B1,
∇× H˜ρ = −iωρ(1 + i)E˜ρ in B1,
E˜ρ × ν = Eρ × ν on ∂B1.
The well-posedness of (4.23) follows immediately from Lax-Milgram’s theorem. From a standard
contradiction argument which involves the fact that the following systems

∇× E = 0 in B1,
divE = 0 in B1,
E × ν = 0 on ∂B1,
and


∇×H = 0 in B1,
divH = 0 in B1,
H · ν = 0 on ∂B1,
only have trivial zero solutions, we obtain
‖(E˜ρ, H˜ρ)‖L2(B1) ≤ C
(‖Eρ × ν|ext‖H−1/2(∂B1) + ‖Hρ · ν|ext‖H−1/2(∂B1)).
This implies
(4.24) ‖(E˜ρ, H˜ρ)‖L2(B1) ≤ C‖(Eρ,Hρ)‖L2(B2\D).
Since ∣∣∣∣
∫
∂B1
Eρ × ν ds
∣∣∣∣ =
∣∣∣∣
∫
∂B1
E˜ρ × ν ds
∣∣∣∣ =
∣∣∣∣
∫
B1
∇× E˜ρ dx
∣∣∣∣ =
∣∣∣∣
∫
B1
ωρ(1 + i)H˜ρdx
∣∣∣∣ ,
Claim (4.18) follows from (4.24).
The proof is complete. 
The following compactness result is used in the proof of Theorems 2.1, 2.2, and 2.3.
Lemma 4.3. Let
(
En,Hn)
)
n
be a bounded sequence in [H(curl,D)]2 and let
(
(θ1,n, θ2,n)
)
n
be a
convergent sequence in [L2(D)]6. Assume that
(4.25)
{ ∇× En = iµHn + θ1,n in D,
∇×Hn = −iεEn + θ2,n in D,
and
(4.26)
(
(∇× En · ν,∇×Hn · ν)
)
n
converges in [H−1/2(∂D)]2.
Then, up to a subsequence,
(
(En,Hn)
)
n
converges in [H(curl,D)]2.
Remark 4.2. A comparison with Lemma 4.3 is necessary. The difference between Lemma 4.3
and part i) Lemma 3.7 is that the sequence (En×ν)n or (H×ν)n is not required to be convergent
in H−1/2(∂D). The difference between Lemma 4.3 and part ii) Lemma 3.7 is that the sequence(
div(εEn)
)
n
or
(
div(µHn)
)
n
is not required to be bounded in L2(D). Nevertheless, in Lemma 4.3,
(4.25) is assumed.
Proof. It suffices to prove that, up to a subsequence,
(
(En,Hn)
)
n
converges in [L2(D)]6. By
Lemma 3.3, there exist (qn)n ⊂ H1(D) and (φn)n ⊂ [H1(D)]3 such that, for all n,
(4.27) εEn = ε∇qn +∇× φn in D, divφn = 0 in D, and φn × ν = 0 on ∂D.
Moreover, we have
(4.28) ‖qn‖H1(D) + ‖φn‖[H1(D)]3 ≤ C‖En‖L2(D) ≤ C,
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for some positive constant C independent of n. From (4.28), without loss of generality, one might
assume that
(4.29) (qn)n and (φn)n converge in L
2(D) and [L2(D)]3 respectively.
From (4.27) and an integration by parts, we derive that, for all n,
(4.30)
∫
D
ε∇qn · ∇p dx =
∫
D
εEn · ∇p dx for p ∈ H1(D).
This implies, by (4.25), for m,n ∈ N,∫
D
ε∇(qn − qm) · ∇(q¯n − q¯m) dx =
∫
D
ε(En − Em) · ∇(q¯n − q¯m) dx,
= i
∫
D
(
∇× (Hn −Hm)− (θ2,n − θ2,m)) · ∇(q¯n − q¯m) dx.
An integration by parts yields∫
D
ε∇(qn − qm) · ∇(q¯n − q¯m) dx
= i
∫
∂D
∇× (Hn −Hm) · ν (q¯n − q¯m) ds − i
∫
D
(θ2,n − θ2,m) · ∇(q¯n − q¯m) dx.
By (4.26) and the convergence of (θ1,n, θ2,n) in [L
2(D)]6, the LHS of the above identity converges
to 0 as m,n→∞. Hence, by the ellipticity of ε, (∇qn)n is a Cauchy sequence and thus converges
in [L2(D)]3. From (4.27), we have∫
D
ε−1∇× (φn − φm) · ∇ × (φ¯n − φ¯m) dx =
∫
D
∇× (En − Em) · (φ¯n − φ¯m) dx.
By the ellipticity of ε and the convergence of (φn) in L
2(D), we derive that
(∇×φn)n is a Cauchy
sequence in [L2(D)]3 and thus converges in [L2(D)]3. Since
En = ∇qn + ε−1∇× φn,
(En)n converges in [L
2(D)]3.
Similarly, up to a subsequence, (Hn)n converges in [L
2(D)]3. 
Using Lemma 4.3 and applying the Fredhom theory, one can prove the well-posedness of (E0,H0)
in Definitions 2.3 and 2.4. The first result in this direction is
Lemma 4.4. Let θ1, θ2 ∈ [L2(D)]3. The system
(4.31)


∇× E = iµH + θ1 in D,
∇×H = −iεE + θ2 in D,
∇× E · ν = ∇×H · ν = 0 on ∂D,
has a solution (E,H) in [H(curl,D)]2 if and only if
(4.32)
∫
D
θ2 · E¯ dx−
∫
D
θ1 · H¯ dx = 0 for all (E,H) ∈ N (D).
In particular, system (4.31) has a unique solution (E,H) ∈ N (D)⊥ if and only if (4.32) holds.
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Proof. Lemma 4.4 is derived from the Fredholm theory. Since ε and µ are uniformly elliptic, by
Lemma 3.3, there exist p1, p2 ∈ H1(D) and φ1, φ2 ∈ [H1(D)]3 such that
(4.33) θ1 = µ∇p1 +∇× φ1, θ2 = ε∇p2 +∇× φ2 in D,
and
(4.34) ∇× φ1 · ν = ∇× φ2 · ν = 0 on ∂D.
Set (E0,H0) := (−i∇p2, i∇p1) in D. Then (E0,H0) ∈ [H(curl,D)]2 is a solution to
(4.35)


∇× E0 = iµH0 + µ∇p1 in D,
∇×H0 = −iεE0 + ε∇p2 in D,
∇× E0 · ν = ∇×H0 · ν = 0 on ∂D.
We have
(4.36)
∫
D
ε∇p2 · E¯ dx−
∫
D
µ∇p1 · H¯ dx = 0 for all (E,H) ∈ N (D).
From (4.33), (4.34), (4.35), and (4.36), by considering (E − E0,H − H0) instead of (E,H), one
might assume that (θ1, θ2) ∈ H(div,D),
(4.37) div(θ1) = div(θ2) = 0 in D and θ1 · ν = θ2 · ν = 0 on ∂D.
This is assumed from now on.
Set
V =
{
ϕ ∈ H(curl,D) : div(εϕ) = 0, εϕ · ν = 0 on ∂D, ∇× ϕ · ν = 0 on ∂D
}
.
Since ε and µ are real, symmetric and uniformly elliptic, V is a Hilbert space equipped with the
scalar product
(4.38) < E,ϕ >V,V=
∫
D
µ−1∇× E · ∇ × ϕ¯ dx+
∫
D
εE · ϕ¯ dx for E,ϕ ∈ V.
Let A : V→ V be defined by
(4.39) < AE,ϕ ><V,V>= −2
∫
D
εE · ϕ¯ dx for all ϕ ∈ V.
Since ε is symmetric, one can easily check that A is self-adjoint. Since ε and µ are symmetric and
uniformly elliptic, by Lemma 3.7, A is compact.
Let g ∈ V be such that
(4.40) < g,ϕ ><V,V>=
∫
D
iθ2 · ϕ¯+
∫
D
µ−1θ1 · ∇ × ϕ¯ for all ϕ ∈ V.
We claim that
(4.41) system (4.31) has a solution in [H(curl,D)]2
if and only if the equation u+Au = g in V has a solution in V
and
(4.42) (E,H) is a solution of (4.31) if and only if
E +AE = g in V and H = −iµ−1(∇× E − θ1).
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Assuming this, we continue the proof. By (4.41) and the Fredholm theory, see, e.g., [6, Chapter
6], system (4.31) has a solution if and only if
(4.43) 〈g, ϕ〉V,V = 0 for all ϕ ∈ V such that ϕ+Aϕ = 0 in V,
since A is self-adjoint. Applying (4.42) with g = θ1 = θ2 = 0 and using (4.38), (4.39), and (4.40),
we derive that condition (4.43) is equivalent to the fact that∫
D
θ2 · E¯ dx−
∫
D
θ1 · H¯ dx = 0 for all (E,H) ∈ N (D),
which is (4.32).
The rest of the proof is devoted to establishing Claims (4.41) and (4.42). Let (E,H) ∈
[H(curl,D)]2 be a solution to (4.31). From (4.37), we derive that E ∈ V. Fix ϕ ∈ V. Then
∇× ϕ · ν = 0 on ∂D. By Lemma 3.2, there exists ϕ0 ∈ [H1(D)]3 such that
(4.44) ∇× ϕ0 = ∇× ϕ in D, divϕ0 = 0 in D, and ϕ0 × ν = 0 on ∂D.
Since ∇× (ϕ0 − ϕ) = 0 and D is simply connected, there exists ξ ∈ H1(D) such that
(4.45) ϕ0 − ϕ = ∇ξ in D.
We have, for ϕ ∈ V,
(4.46)
∫
D
µ−1∇× E · ∇ × ϕ¯ dx = i
∫
D
H · ∇ × ϕ¯+ µ−1θ1 · ∇ × ϕ¯ dx.
Using (4.44) and an integration by parts, we obtain
(4.47)
∫
D
H · ∇ × ϕ¯ dx =
∫
D
H · ∇ × ϕ¯0 dx =
∫
D
∇×H · ϕ¯0 dx.
Using (4.45) and the fact ∇×H · ν = 0 on ∂D, we also get, by an integration by parts,∫
D
∇×H · ϕ¯0 dx =
∫
D
∇×H · ϕ¯ dx.
This implies, by (4.47),
(4.48)
∫
D
H · ∇ × ϕ¯ dx =
∫
D
∇×H · ϕ¯ dx.
A combination of (4.46) and (4.48) yields
(4.49)
∫
D
µ−1∇× E · ∇ × ϕ¯ dx = i
∫
D
∇×H · ϕ¯+ µ−1θ1 · ∇ × ϕ¯ dx.
We derive from (4.31) and (4.49) that
(4.50)
∫
D
µ−1∇× E · ∇ × ϕ¯ dx =
∫
D
εE · ϕ¯ dx+ i
∫
D
θ2 · ϕ¯ dx+
∫
D
µ−1θ1 · ∇ × ϕ¯ dx.
It follows from (4.38), (4.39), and (4.40) that
E +AE = g in V.
Conversely, assume that there exists u ∈ V such that u+Au = g. Set
E = u and H = −iµ−1(∇× E − θ1) in D.
Using (4.50), one can check that (E,H) satisfies the first two equations of (4.31). It is clear that
∇ × E · ν = 0 on ∂D by the definition of V. Since ∇ ×H = −iεE + θ2 in D, εE · ν = 0 on ∂D
(E ∈ V), and θ2 · ν = 0 on ∂D by (4.37), we obtain
∇×H · ν = 0 on ∂D.
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The proof is complete. 
Remark 4.3. One of the key points in the proof of Lemma 4.4 is the identity∫
D
H · ∇ × E¯ dx =
∫
D
∇×H · E¯ dx,
if E,H ∈ H(curl,D) is such that ∇× E · ν = ∇×H · ν = 0 on ∂D, see (4.48). This ensures the
variational character of system (4.31).
The following lemma yields the uniqueness of (E0,H0) in Definition 2.4.
Lemma 4.5. Let [(E,H), (E˜, H˜)] ∈ [Hloc(curl,R3)]2 ×N (D)⊥ be such that
(4.51)


∇× E = ∇×H = 0 in R3 \D,
divE = divH = 0 in R3 \D,
∇× E = iµH in D,
∇×H = −iεE in D,
and


∇× E˜ = iµH˜ in D,
∇× H˜ = −iεE˜ in D,
εE˜ · ν = E · ν|ext on ∂D,
µH˜ · ν = H · ν|ext on ∂D,
and
(4.52)
∣∣∣(E(x),H(x))∣∣∣ = O(|x|−2) for large |x|.
Then (E,H) = (0, 0) in R3 and (E˜, H˜) = (0, 0) in D.
Proof. Applying Lemma 3.1 to E¯, there exists a function θ ∈ H1loc(R3 \D) such that
(4.53) ∇θ = E¯ in R3 \D and |θ(x)| = O(|x|−1) for large |x|.
For R > 0 large, since divE = 0 in R3 \D, we have∫
BR\D
|E|2dx =
∫
BR\D
E · ∇θdx =
∫
∂BR
(E · ν)θds−
∫
∂D
(E · ν)∣∣
ext
θds.
Letting R tend to +∞ and using (4.52) and (4.53), we obtain
(4.54)
∫
R3\D
|E|2 dx = −
∫
∂D
(E · ν)∣∣
ext
θ ds.
Extend θ in D so that the extension belongs to H1loc(R
3) and still denote this extension by θ. We
derive from the system of (E˜, H˜) in (4.51) that
−
∫
∂D
(E · ν)|extθ ds =−
∫
∂D
(εE˜ · ν)θ ds = −
∫
D
εE˜ · ∇θ dx−
∫
D
div(εE˜)θ dx
=
∫
D
−i∇× H˜ · ∇θ dx = −i
∫
∂D
H˜ · (∇θ × ν) ds = −i
∫
∂D
H˜ · (E¯ × ν) ds.(4.55)
Combining (4.54) and (4.55) yields
(4.56)
∫
R3\D
|E|2 dx = −i
∫
∂D
H˜ · (E¯ × ν) ds.
Similarly, we have
(4.57)
∫
R3\D
|H|2 dx = i
∫
∂D
E˜ · (H¯ × ν) ds.
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An integration by parts implies∫
∂D
H˜ · (E¯ × ν) ds−
∫
∂D
E˜ · (H¯ × ν) ds
=
∫
D
∇× H˜ · E¯ dx−
∫
D
∇× E¯ · H˜ dx−
∫
D
∇× E˜ · H¯ dx+
∫
D
∇× H¯ · E˜ dx.
Using the equations of (E,H) and (E˜, H˜) in D in (4.51), we obtain
(4.58)
∫
∂D
H˜ · (E¯ × ν) ds−
∫
∂D
E˜ · (H¯ × ν) ds = 0.
A combination of (4.56), (4.57), and (4.58) yields∫
R3\D
(|E|2 + |H|2)dx = 0.
We derive that E = H = 0 in R3 \D. This implies, by the unique continuation principle see, e.g.,
[31, Theorem 1],
E = H = 0 in D
and, since (E˜, H˜) ∈ N (D)⊥,
E˜ = H˜ = 0 in D.
The proof is complete. 
4.2. Approximate cloaking in the non-resonant case - Proof of Theorem 2.1. The key
ingredient in the proof of Theorem 2.1 is the following lemma whose proof uses various results in
Section 3 and Section 4.1
Lemma 4.6. Let 0 < ρ < ρ0, θρ = (θ1,ρ, θ2,ρ) ∈ [L2(D)]6, and hρ = (h1,ρ, h2,ρ) ∈ [H−1/2(divΓ, ∂D)]2.
Let (Eρ,Hρ) ∈ [
⋂
R>1H(curl, BR \ ∂D)]2 be the unique radiating solution to the system

∇× Eρ = iρHρ in R3 \D,
∇×Hρ = −iρEρ in R3 \D,
∇× Eρ = iµHρ + θ1,ρ in D,
∇×Hρ = −iεEρ + θ2,ρ in D,
[Eρ × ν] = h1,ρ, [Hρ × ν] = h2,ρ on ∂D.
Assume that N (D) = {(0, 0)}. We have
(4.59) ‖(Eρ,Hρ)‖L2(B5) ≤ C
(
‖θρ‖L2(D) + ‖hρ‖H−1/2(divΓ,∂D)
)
,
for some positive constant C depending only on ρ0, ε, µ. Assume in addition that
lim
ρ→0
‖hρ‖H−1/2(divΓ,∂D) = 0 and limρ→0 θρ = θ in [L
2(D)]6,
for some θ = (θ1, θ2) ∈ [L2(D)]6. We have
(4.60) lim
ρ→0
(Eρ,Hρ) = Cl(θ1, θ2) in [H(curl,D)]
2.
Here and in what follows on ∂D, [u] denotes the jump of u across ∂D for an appropriate
(vectorial) function u, i.e., [u] = u|ext − u|int on ∂D.
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Proof. By Lemma 3.8, without loss of generality, one might assume that h1,ρ = h2,ρ = 0 on ∂D.
This is assumed from now on.
We first prove (4.59) by contradiction. Assume that there exist sequences (ρn)n ⊂ (0, ρ0),(
(En,Hn)
)
n
⊂ [Hloc(curl,R3)]2,
(
(θ1,n, θ2,n)
)
n
⊂ [L2(D)]6 such that
(4.61)


∇× En = iρnHn in R3 \D,
∇×Hn = −iρnEn in R3 \D,
∇× En = iµHn + θ1,n in D,
∇×Hn = −iεEn + θ2,n in D,
(4.62) ‖(En,Hn)‖L2(B5) = 1 for all n ∈ N,
and
(4.63) lim
n→+∞
‖(θ1,n, θ2,n)‖L2(D) = 0.
Without loss of generality, one might assume that ρn → ρ∞ ∈ [0, ρ0]. We only consider the case
ρ∞ = 0. The case ρ∞ > 0 can be proved similarly.
We have
(4.64) ∇× En · ν
∣∣
int
= ∇× En · ν
∣∣
ext
= iρnHn · ν
∣∣
ext
→ 0 in H−1/2(∂D) as n→∞.
Similarly, we obtain
(4.65) ∇×Hn · ν
∣∣
int
→ 0 in H−1/2(∂D) as n→∞.
Applying Lemma 4.3 to
(
(En,Hn)
)
n
in D, without loss of generality, one might assume that
(4.66)
(
(En,Hn)
)
n
converges in [H(curl,D)]2 as n→∞.
Applying i) of Lemma 3.8, we derive that(
(En × ν,Hn × ν)
)
n
converges in [H−1/2(divΓ, ∂D)]
2 as n→∞.
It follows from (4.62), Lemma 3.6, and i) of Lemma 3.7 that
(4.67)
(
(En,Hn)
)
n
converges in [L2loc(R
3 \D)]6 as n→∞.
Let (E,H) be the limit of (En,Hn) in [L
2
loc(R
3)]6. Then (E,H) ∈ [Hloc(curl,R3)]2 and 2
(4.68)


∇× E = ∇×H = 0 in R3 \D,
divE = divH = 0 in R3 \D,
∇× E = iµH in D,
∇×H = −iεE in D.
We derive from (4.64) and (4.65) that
(4.69) ∇× E · ν|int = ∇×H · ν|int = 0 on ∂D.
Applying Lemma 3.6, we have
(4.70) |(E(x),H(x))| ≤ C|x|2 for |x| > 3,
2In the case ρ∞ > 0, the limit (E,H) satisfies the radiating condition and is a solution to Maxwell equations in
R
3 with vanished data. It follows that (E,H) = (0, 0), which also gives a contradiction.
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for some positive constant C. Combining (4.68) and (4.69) yields that (E,H)
∣∣
D
∈ N (D). Since
N (D) = {(0, 0)}, it follows that E = H = 0 in D. Hence
(4.71) E × ν = H × ν = 0 on ∂D.
We have, for each connected component Γ of ∂D,∫
Γ
E · ν|ext = lim
n→∞
∫
Γ
En|ext · ν = lim
n→∞
1
−iρn
∫
Γ
(∇×Hn) · ν|ext = 0
and similarly ∫
Γ
H · ν|ext = 0.
Using (4.68), (4.70), and (4.71), and applying Lemma 3.5 to (E,H) in R3 \D, we obtain
E = H = 0 in R3 \D.
Thus E = H = 0 in R3, which, by using (4.66) and (4.67), contradicts (4.62). Therefore, (4.59) is
proved.
We next establish (4.60). Fix an arbitrary sequence (ρn)n converging to 0. From (4.59), one
obtains that
‖(Eρn ,Hρn)‖L2(B5) ≤ C(‖θρn‖L2(D) + ‖hρn‖H−1/2(divτ ,∂D)) ≤ C.
Using the same argument as above, one obtains that, up to a subsequence, (Eρn ,Hρn) converges
in [H(curl,R3)]2 to (E,H), the unique solution of
(4.72)


∇× E = ∇×H = 0 in R3 \D,
divE = divH = 0 in R3 \D,
∇× E = iµH + θ1 in D,
∇×H = −iεE + θ2 in D.
This system implies ∇ × E · ν|int = ∇ × H · ν|int = 0 on ∂D. Since N (D) = {(0, 0)}, we
have (E,H)|D = Cl(θ1, θ2). Since (ρn) → 0 arbitrarily, assertion (4.60) follows. The proof is
complete. 
We are ready to give the
Proof of Theorem 2.1. Let (E1,ρ,H1,ρ) ∈ [Hloc(curl,R3 \Bρ)]2 be the unique radiating solution
to the system
(4.73)


∇× E1,ρ = iωH1,ρ in R3 \Bρ,
∇×H1,ρ = −iωE1,ρ + Jext in R3 \Bρ,
E1,ρ × ν = 0 on ∂Bρ,
extend (E1,ρ,H1,ρ) by (0, 0) in Bρ, and still denote this extension by (E1,ρ,H1,ρ). Define
(E2,ρ,H2,ρ) := (E,H)− (E1,ρ,H1,ρ) and (E3,ρ,H3,ρ) := (Eρ,Hρ)− (E1,ρ,H1,ρ) in R3.
Then (E2,ρ,H2,ρ) ∈ [Hloc(curl,R3 \Bρ)]2 is the unique radiating solution to the system

∇×E2,ρ = iωH2,ρ in R3 \Bρ,
∇×H2,ρ = −iωE2,ρ in R3 \Bρ,
E2,ρ × ν = E × ν on ∂Bρ,
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and (E3,ρ,H3,ρ) ∈ [
⋂
R>1H(curl, BR \ ∂Bρ)]2 is the unique radiating solution to the system
(4.74)


∇× E3,ρ = iωµρH3,ρ in R3 \ ∂Bρ,
∇×H3,ρ = −iωερE3,ρ + JρχBρ in R3 \ ∂Bρ,
[E3,ρ × ν] = 0, [H3,ρ × ν] = −H1,ρ × ν|ext on ∂Bρ,
where χD denotes the characteristic function of a subset D of R
3. Recall that Jρ is defined in
(2.23). Set
E˜2,ρ(x) = Eρ(ρx) and H˜2,ρ(x) = Hρ(ρx) for x ∈ R3 \B1.
Then (E˜2,ρ, H˜2,ρ) ∈ [H(curl,R3 \B1)]2 is the unique radiating solution to the system
(4.75)


∇× E˜2,ρ = iωρH˜2,ρ in R3 \B1,
∇× H˜2,ρ = −iωρE˜2,ρ in R3 \B1,
E˜2,ρ × ν = E(ρ ·) × ν on ∂B1.
By Lemmas 4.1 and 4.2 (also Remark 4.1), we have, for R > 1/2 and for x ∈ B3R \B2R,∣∣∣∣(E˜2,ρ(xρ
)
, H˜2,ρ
(x
ρ
))∣∣∣∣ ≤ Cρ3‖(E˜2,ρ, H˜2,ρ)‖L2(B2\B1)
≤ Cρ3(‖E(ρ.) × ν‖H−1/2(∂B1) + ρ−1‖div∂B1(E(ρ.) × ν)‖H−1/2(∂B1))
≤ Cρ3(‖E(ρ.) × ν‖H−1/2(∂B1) + ‖H(ρ.) · ν‖H−1/2(∂B1)).
Here and in what follows in this proof, C denotes a positive constant depending only on ρ0, R0,
and R. It follows from the definition of (E˜2,ρ, H˜2,ρ) that
(4.76) ‖(E2,ρ,H2,ρ)‖L2(B3R\B2R) ≤ Cρ3‖Jext‖L2(R3\B2).
From now on in this proof, for any vector field v, we denote 3
(4.77) vˆ(·) := ρv(ρ ·).
We claim that
(4.78) ‖Hˆ1,ρ × ν|ext‖H−1/2(∂B1) + ‖Eˆ1,ρ · ν|ext‖H−1/2(∂B1) ≤ Cρ‖Jext‖L2(R3\B2)
and, for R > 1/2,
(4.79) ‖(E3,ρ,H3,ρ)‖L2(B3R\B2R) ≤ C
(
ρ3‖Jext‖L2(R3\B2) + ρ2‖Jint‖L2(B1)
)
.
It is clear that (2.9) follows from (4.76) and (4.79). Moreover, by Lemma 4.6, assertion (2.14) now
follows from (4.78) and the fact that (Ec,Hc) = (Eˆ3,ρ, Hˆ3,ρ) in B1.
3With this notation, one has (Ec,Hc)(x) = (Eˆρ, Hˆρ) in B1. It is worth noting that vˆ(·) 6= v(ρ ·).
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It remains to establish (4.78) and (4.79). It is clear that (Eˆ3,ρ, Hˆ3,ρ) ∈ [
⋂
R>0H(curl, BR\∂B1)]2
is the unique radiating solution to the system
(4.80)


∇× Eˆ3,ρ = iωρHˆ3,ρ in R3 \B1,
∇× Hˆ3,ρ = −iωρEˆ3,ρ in R3 \B1,
∇× Eˆ3,ρ = iωµHˆ3,ρ in B1,
∇× Hˆ3,ρ = −iωεEˆ3,ρ + Jint in B1,
[Eˆ3,ρ × ν] = 0, [Hˆ3,ρ × ν] = −Hˆ1,ρ × ν|ext on ∂B1.
By Lemma 4.6, we have
(4.81) ‖(Eˆ3,ρ, Hˆ3,ρ)‖H(curl,B5) ≤ C
(
‖Jint‖L2(B1) + ‖Hˆ1,ρ × ν|ext‖H−1/2(divΓ,∂B1)
)
.
Applying Lemma 4.1 to (Eˆ2,ρ, Hˆ2,ρ), by (4.77), we obtain
‖Hˆ2,ρ × ν|ext‖H−1/2(∂B1) + ‖Eˆ2,ρ · ν|ext‖H−1/2(∂B1) ≤ Cρ‖Jext‖L2(R3\B2).
Since
(E2,ρ,H2,ρ) = (E,H) − (E1,ρ,H1,ρ) in R3 \B1,
it follows that
‖Hˆ1,ρ × ν|ext‖H−1/2(∂B1) + ‖Eˆ1,ρ · ν|ext‖H−1/2(∂B1) ≤ Cρ‖Jext‖L2(R3\B2),
which is (4.78).
Combining (4.78) and (4.81) yields
(4.82) ‖(Eˆ3,ρ, Hˆ3,ρ)‖H(curl,B5) ≤ C (‖Jint‖L2(B1) + ρ‖Jext‖L2(R3\B2)) .
Applying Lemma 4.2, and using (4.82), we obtain∣∣∣∣
(
Eˆ3,ρ
(
x
ρ
)
, Hˆ3,ρ
(
x
ρ
))∣∣∣∣ ≤ Cρ3 (‖Jint‖L2(B1) + ρ‖Jext‖L2(R3\B2)) for x ∈ B3R \B2R.
This implies (4.79). The proof is complete. 
4.3. Approximate cloaking in the resonant case - Proofs of Theorems 2.2 and 2.3. The
key ingredient in the proof of Theorems 2.2 and 2.3 is the following variant of Lemma 4.6.
Lemma 4.7. Let 0 < ρ < ρ0, θρ = (θ1,ρ, θ2,ρ) ∈ [L2(D)]6, and hρ = (h1,ρ, h2,ρ) ∈ [H−1/2(divΓ, ∂D)]2,
and let (Eρ,Hρ) ∈ [
⋂
R>1H(curl, BR \ ∂D)]2 be the unique radiating solution to the system

∇× Eρ = iρHρ in R3 \D,
∇×Hρ = −iρEρ in R3 \D,
∇× Eρ = iµHρ + θ1,ρ in D,
∇×Hρ = −iεEρ + θ2,ρ in D,
[Eρ × ν] = h1,ρ, [Hρ × ν] = h2,ρ on ∂D.
Assume that N (D) 6= {(0, 0)}. We have
(4.83) ‖(Eρ,Hρ)‖L2(B5) ≤ C
(
ρ−1‖θρ‖L2(D) + ‖hρ‖H−1/2(∂D) + ρ−1‖divΓ hρ‖H−1/2(∂D)
)
.
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Assume in addition that, for all ρ ∈ (0, ρ0),
(4.84)
∫
D
(
θ2,ρ · E¯− θ1,ρ · H¯
)
dx = 0 for all (E,H) ∈ N (D).
Then
(4.85) ‖(Eρ,Hρ)‖L2(B5) ≤ C
(
‖θρ‖L2(D) + ‖hρ‖H−1/2(∂D) + ρ−1‖divΓ hρ‖H−1/2(∂D)
)
.
Here C denotes a positive constant depending only on ρ0, ε, and µ. Moreover, if
lim
ρ→0
(
‖hρ‖H−1/2(∂D) + ρ−1‖divΓ hρ‖H−1/2(∂D)
)
= 0 and lim
ρ→0
θρ = θ in [L
2(D)]6,
for some θ = (θ1, θ2) ∈ [L2(D)]6, then
(4.86) lim
ρ→0
(Eρ,Hρ) = Cl(θ1, θ2) in [H(curl,D)]
2.
Remark 4.4. In comparison with (4.59) in Lemma 4.6, in the resonant case N (D) 6= {(0, 0)}, es-
timate (4.83) is weaker. Under the compatibility condition (4.84), estimate (4.85) is stronger
than (4.83). Note that the term ‖divΓ hρ‖H−1/2(∂D) in (4.59) of Lemma 4.6 is replaced by
ρ−1‖divΓ hρ‖H−1/2(∂D) in (4.85). However, this does not affect the estimate for the degree of visibil-
ity in the compatible resonant case (in comparison with the non-resonant case) since in the proof of
Theorem 1.2, we apply Lemma 4.7 to the situation where ‖hρ‖H−1/2(∂D) and ρ−1‖divΓ hρ‖H−1/2(∂D)
are of the same order. It is worth noting that the estimates in Lemma 4.7 are somehow sharp
because of the optimality of the estimates in Theorems 2.2 and 2.3; this is discussed in Section 5.
Proof. We will give the proof of (4.85) and (4.86) and explain how to modify the proof of (4.85)
to obtain (4.83).
We prove (4.85) by contradiction. Assume that there exist sequences (ρn)n ⊂ (0, ρ0),
(
(En,Hn)
)
n
⊂
[
⋂
R>0H(curl, BR \ ∂D)]2, (θn)n =
(
(θ1,n, θ2,n)
)
n
⊂ [L2(D)]6 such that (4.84) holds for (θ1,n, θ2,n),
(4.87)


∇× En = iρnHn in R3 \D,
∇×Hn = −iρnEn in R3 \D,
∇× En = iµHn + θ1,n in D,
∇×Hn = −iεEn + θ2,n in D,
[En × ν] = h1,n, [Hn × ν] = h2,n on ∂D,
(4.88) ‖(En,Hn)‖L2(B5) = 1 for all n ∈ N,
and
(4.89) lim
n→+∞
(
‖θn‖L2(D) + ‖hn‖H−1/2(∂D) + ρ−1n ‖divΓ hn‖H−1/2(∂D)
)
= 0.
Without loss of generality, we assume that ρn → ρ∞ ∈ [0, ρ0]. We will only consider the case
ρ∞ = 0. The proof in the case ρ∞ > 0 follows similarly and is omitted.
Similar to (4.64) and (4.65), we have, by (4.89),
(4.90) lim
n→+∞
∇× En|int · ν = 0 and lim
n→+∞
∇×Hn · ν|int = 0 in H−1/2(∂D).
Applying Lemma 4.3 and using (4.88), without loss of generality, one might assume that
(
(En,Hn)
)
n
converges in [L2(D)]6 and hence also in [L2loc(R
3 \D)]6 by applying (4.3) of Lemma 4.1 and i) of
CLOAKING FOR MAXWELL’S EQUATIONS 27
Lemma 3.7 to BR \D. Moreover, the limit (E,H) ∈ [Hloc(curl,R3)]2 satisfies
(4.91)


∇× E = ∇×H = 0 in R3 \D,
divE = divH = 0 in R3 \D,
∇× E = iµH in D,
∇×H = −iεE in D,
and, by applying Lemma 3.6 and letting ρn → 0,
(4.92) |(E(x),H(x))| = O(|x|−2) for large |x|.
Since ∫
D
(
θ2,n · E¯− θ1,n · H¯
)
dx = 0 for all (E,H) ∈ N (D),
by Lemma 4.4, there exists a unique (E1,n,H1,n) ∈ N (D)⊥ solving

∇× E1,n = iµH1,n + θ1,n in D,
∇×H1,n = −iεE1,n + θ2,n in D,
∇× E1,n · ν = ∇×H1,n · ν = 0 on ∂D.
Denote by (E2,n,H2,n) the projection of (En,Hn)− (E1,n,H1,n) onto N (D) and define
E˜n = ρ
−1
n (En − E1,n − E2,n) and H˜n = ρ−1n (Hn −H1,n −H2,n) in D.
Then
(4.93) (E˜n, H˜n) ∈ N (D)⊥
and
(4.94)


∇× E˜n = iµH˜n in D,
∇× H˜n = −iεE˜n in D,
∇× E˜n · ν = ρ−1n ∇× En · ν|int on ∂D,
∇× H˜n · ν = ρ−1n ∇×Hn · ν|int on ∂D.
We have
ρ−1n ∇× En · ν|int = ρ−1n ∇× En · ν|ext + ρ−1n divΓ h1,n = iHn · ν|ext + ρ−1n divΓ h1,n on ∂D.
This implies, by (4.94),
(4.95) µH˜n · ν = Hn · ν|ext − iρ−1n divΓ h1,n on ∂D.
Similarly, we have
(4.96) εE˜n · ν = En · ν|ext − iρ−1n divΓ h2,n on ∂D.
Using (4.89), we derive from (4.90), (4.95), and (4.96) that
(4.97) (εE˜n · ν, µH˜n · ν)→ (E · ν|ext,H · ν|ext) in H−1/2(∂D) as n→∞.
It follows from Lemma 4.8 below that
(
(E˜n, H˜n)
)
n
is bounded in [L2(D)]6. Applying Lemma 4.3
to (E˜n, H˜n), one can assume that
(4.98) (E˜n, H˜n) converges to some (E˜, H˜) ∈ N (D)⊥ in [H(curl,D)]2.
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Moreover, from (4.94) and (4.97), we have
(4.99)


∇× E˜ = iµH˜ in D,
∇× H˜ = −iεE˜ in D,
εE˜ · ν = E · ν|ext on ∂D,
µH˜ · ν = H · ν|ext on ∂D.
Applying Lemma 4.5 to (E,H) defined in R3 and (E˜, H˜) defined in D and using (4.91), (4.92),
and (4.99), we deduce that E = H = 0 in R3, which contradicts (4.88). The proof of (4.85) is
complete.
We next establish (4.86). Fix a sequence (ρn) converging to 0. From (4.85), one obtains that
‖(Eρn ,Hρn)‖L2(B5) ≤ C(‖θρn‖L2(D) + ‖hρ‖H−1/2(∂D) + ρ−1n ‖divΓ hρn‖H−1/2(∂D)) ≤ C.
Define (E˜ρn , H˜ρn) in D from (Eρn ,Hρn) as in the definition of (E˜n, H˜n) from (En,Hn). Using the
same arguments to obtain (4.98), we have
(4.100) (E˜ρn , H˜ρn) converges to (E˜, H˜) ∈ N (D)⊥ in [H(curl,D)]2.
Up to a subsequence, (Eρn ,Hρn) converges to (E,H) in
[
Hloc(curl,R
3)
]2
and
(4.101) |(E(x),H(x))| = O(|x|−2) for large |x|.
Moreover, as in (4.99), one can show that (2.16) holds. Since the limit is unique, assertion (4.86)
follows.
We finally show how to modify the proof of (4.85) to obtain (4.83). The proof is also based on a
contradiction argument and is similar to the one of (4.85). However, we denote by (E2,n,H2,n) the
projection of (En,Hn) onto N (note that E1,n and H1,n might not exist in this case)) and define
E˜n = ρ
−1
n (En − E2,n) in D and H˜n = ρ−1n (Hn −H2,n) in D.
Then
(4.102)


∇× E˜n = iµH˜n + ρ−1n θ1,n in D,
∇× H˜n = −iεE˜n + ρ−1n θ2,n in D,
∇× E˜n · ν = ρ−1n ∇× En · ν|int on ∂D,
∇× H˜n · ν = ρ−1n ∇×Hn · ν|int on ∂D.
Since (ρ−1n θn)n → (0, 0) in [L2(D)]6, the sequence
(
(E˜n, H˜n)
)
n
converges to (E˜, H˜) in [L2(D)]6.
Similar to the proof of (4.85), one also derives that (E,H) = (0, 0) in R3. This yields a contradic-
tion. The proof is complete. 
In the proof of Lemma 4.7, we used the following lemma:
Lemma 4.8. Assume that D is simply connected and (E,H) ∈ N (D)⊥ satisfies
(4.103) ∇× E = iµH in D and ∇×H = −iεE in D.
We have
‖(E,H)‖H(curl,D) ≤ C‖(εE · ν, µH · ν)‖H−1/2(∂D),
for some positive constant C depending only on D, ε, µ.
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Proof. It suffices to prove that
(4.104) ‖(E,H)‖L2(D) ≤ C‖(εE · ν, µH · ν)‖H−1/2(∂D).
The proof is via a standard contradiction argument. Assume that there exists a sequence
(
(En,Hn)
)
n
⊂
N (D)⊥ such that
(4.105) ∇× En = iµHn in D and ∇×Hn = −iεEn in D,
(4.106) ‖(En,Hn)‖L2(D) = 1 for all n,
and
(4.107)
(
εEn · ν, µHn · ν
)→ 0 in [H−1/2(∂D)]2.
Applying Lemma 4.3, one might assume that (En,Hn) converges to some (E0,H0) in [H(curl,D)]
2.
Then (E0,H0) ∈ N (D)⊥ and
(4.108)


∇× E0 = iµH0 in D,
∇×H0 = −iεE0 in D,
∇× E0 · ν = ∇×H0 · ν = 0 on ∂D.
It follows that (E0,H0) ∈ N (D)⊥ ∩ N (D). Hence (E0,H0) = (0, 0) in D, which contradicts
(4.106). 
We are ready to give the
Proof of Theorem 2.2. In this proof, we use the same notations as in the one of Theorem 2.1.
Similar to the proof of Theorem 2.1, using Lemmas 4.1 and 4.2, we have, for R > 1/2,
(4.109) ‖(E2,ρ,H2,ρ)‖L2(B3R\B2R) ≤ Cρ3‖Jext‖L2(R3\B2).
Involving the same method used to prove (4.78) and (4.79), however, applying (4.85) in Lemma 4.7
instead of Lemma 4.6, we have
(4.110) ‖Hˆ1,ρ × ν|ext‖H−1/2(∂B1) + ‖Eˆ1,ρ · ν|ext‖H−1/2(∂B1) ≤ Cρ‖Jext‖L2(R3\B2)
and
(4.111) ‖(E3,ρ,H3,ρ)‖L2(B3R\B2R) ≤ C
(
ρ3‖Jext‖L2(R3\B2) + ρ2‖Jint‖L2(B1)
)
.
It is clear that (2.13) follows from (4.109) and (4.111). Moreover, by Lemma 4.6, assertion (2.14)
now follows from (4.110) and the fact that (Ec,Hc) = (Eˆ3,ρ, Hˆ3,ρ) in B1. 
Proof of Theorem 2.3. In this proof, we use the same notations as in the one of Theorem 2.1.
Similar to the proof of Theorem 2.1, using Lemmas 4.1 and 4.2, we have, for R > 1/2,
(4.112) ‖(E2,ρ,H2,ρ)‖L2(B3R\B2R) ≤ Cρ3‖Jext‖L2(R3\B2).
Using the same method used to prove (4.79), however, applying (4.83) in Lemma 4.7 instead of
Lemma 4.6, we have
(4.113) ‖Hˆ1,ρ × ν|ext‖H−1/2(∂B1) + ‖Eˆ1,ρ · ν|ext‖H−1/2(∂B1) ≤ Cρ‖Jext‖L2(R3\B2)
and
(4.114) ‖(E3,ρ,H3,ρ)‖L2(B3R\B2R) ≤ C
(
ρ3‖Jext‖L2(R3\B2) + ρ‖Jint‖L2(B1)
)
.
It is clear that (2.18) follows from (4.112) and (4.114).
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It remains to prove (2.19). Using the linearity of the system and applying Theorem 2.2, one can
assume that Jext = 0, and Jint = E0 for some (E0,H0) ∈ N \ {(0, 0)}. From the definition of N ,
we have
E0 6≡ 0 and H0 6≡ 0 in B1.
Note that (Eˆc, Hˆc) ∈ [Hloc(curl,R3)]2 is the unique radiating solution to the system
(4.115)


∇× Eˆc = iωρHˆc in R3 \B1,
∇× Hˆc = −iωρEˆc in R3 \B1,
∇× Eˆc = iωµHˆc in B1,
∇× Hˆc = −iωεEˆc +E0 in B1.
We prove (2.19) by contradiction. Assume that there exists a sequence
(
ρn
)
n
⊂ (0, 1/2) converging
to 0 such that
(4.116) lim
n→∞
ρn‖(En,Hn)‖L2(B1) = 0,
where (En,Hn) ∈ [Hloc(curl,R3)]2 is the unique radiating solution to the system
(4.117)


∇× En = iωρnHn in R3 \B1,
∇×Hn = −iωρnEn in R3 \B1,
∇× En = iωµHn in B1,
∇×Hn = −iωεEn +E0 in B1.
Applying Lemma 3.8 to (En,Hn) in B1 and using (4.116) and (4.117), we obtain
(4.118) lim
n→∞
ρn‖
(
En × ν,Hn × ν
)‖H−1/2(∂B1) = 0.
By Lemma 4.1, we have
(4.119) lim
n→∞
ρn‖
(
En,Hn
)‖L2(B2\B1) = 0.
Since divEn = divHn = 0 in R
3 \B1, we have, by Lemma 3.8 and (4.119),
lim
n→∞
ρn‖
(
En · ν,Hn · ν
)‖H−1/2(∂B1) = 0.
It follows that
(4.120)
lim
n→∞
‖( divΓ(En × ν),divΓ(Hn × ν))‖H−1/2(∂B1) = limn→∞ ‖(∇×En · ν,∇×Hn · ν))‖H−1/2(∂B1) = 0.
Using the fact that (E0,H0) ∈ N , we derive from (4.117) that∫
B1
µ−1∇× E¯0 · ∇ × En dx− ω2
∫
B1
εE¯0 · En dx = −iω
∫
∂B1
(ν × En) · H¯0ds,
and∫
B1
µ−1∇× En · ∇ × E¯0 dx− ω2
∫
B1
εEn · E¯0 dx = −iω
∫
∂B1
(ν ×Hn) · E¯0 ds+ iω
∫
B1
E0 ·E¯0.
Considering the imaginary part of the two identities yields
(4.121) ℜ
{∫
∂B1
(ν ×Hn) · E¯0ds+
∫
∂B1
(ν × En) · H¯0ds
}
=
∫
B1
|E0 |2 > 0.
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However, since ∇×H0 ·ν = 0 on ∂B1, by Lemma 3.2, there exists H ∈ H(curl, B1) such that
∇×H0 = ∇×H in B1 and H×ν = 0 on ∂B1.
Since ∇× (H0−H) = 0 in B1, by Lemma 3.1, there exists ξ ∈ H1(B1) such that
H0−H = ∇ξ in B1,
and hence
H0×ν = ∇ξ × ν on ∂B1.
We have thus
(4.122)
∫
∂B1
(ν ×En) · H¯0 ds =
∫
∂B1
(ν × En) · ∇ξ¯ ds =
∫
∂B1
divΓ(ν × En) ξ¯ ds→ 0 as n→ +∞,
thanks to (4.120). Similarly, we obtain
(4.123)
∫
∂B1
(ν ×Hn) · E¯0 ds→ 0 as n→ +∞.
Combining (4.121), (4.122), and (4.123), we obtain a contradiction. Hence (2.19) holds. The proof
is complete. 
5. Optimality of the degree of visibility
In this section, we present various settings that justify the optimality of the degree of visibility
in Theorems 2.1, 2.2, and 2.3. In what follows in this section, we assume that
(5.1) ε = µ = I (the identity matrix) in B1.
Let h
(1)
n (n ∈ N) be the spherical Hankel function of first kind of order n and let jn, yn denote
respectively its real and imaginary parts. For −n ≤ m ≤ n, n ∈ N, denote Y mn the spherical
harmonic function of order n and degree m and set
Umn (xˆ) := ∇∂B1Y mn (xˆ) and V mn (xˆ) := xˆ× Umn (xˆ) for xˆ ∈ ∂B1.
We recall that Y mn (xˆ)xˆ, U
m
n (xˆ), and V
m
n (xˆ) for −n ≤ m ≤ n, n ∈ N form an orthonormal basis of
[L2(∂B1)]
3.
We have
Lemma 5.1. System (2.3) is non-resonant if and only if jn(ω) 6= 0 for all n ≥ 1.
Proof. Assume that jn(ω) = 0 for some n ≥ 1. Fix such an n and define, in B1,
E0(x) = jn(ωr)V
0
n (xˆ) and H0(x) =
n(n+ 1)
iωr
jn(ωr)Y
0
n (xˆ)xˆ+
1
iωr
[jn(ωr) + ωrj
′
n(ωr)]U
0
n(xˆ),
where r = |x| and xˆ = x/|x|. Then (E0,H0) ∈ N . System (2.3) is hence resonant. Conversely,
assume that jn(ω) 6= 0 for all n ∈ N. Using separation of variables (see, e.g., [19, Theorem 2.48]),
one can check that if (E0,H0) ∈ N then (E0,H0) = (0, 0) in B1. 
The following result implies the optimality of (2.9) with respect to Jext. For computational ease,
instead of considering fields generated by Jext, we deal with fields generated by a plane wave. In
what follows, we assume that 0 < ρ < 1/2. We have
Proposition 5.1. Set v(x) := (0, 1, 0)eiωx3 for x ∈ R3. There exists ω > 0 such that
‖Ec‖L2(B4\B2) ≥ Cρ3,
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for some positive constant C independent of ρ. Here (Ec,Hc) ∈ [Hloc(curl,R3)]2 is uniquely deter-
mined by 

∇×E = iωµcH in R3,
∇×H = −iωεcE in R3,
where E = Ec + v and H = Hc +
1
iω∇× v and by the radiation condition. Here (εc, µc) is defined
by (2.3) where (ε, µ) is given in (5.1).
Proof. Let ω > 0 be such that j1(ω) 6= 0. Set
(Eρ,Hρ) = (F−1ρ ∗ E,F−1ρ ∗H) in R3,
and define
(Eρ,Hρ) =
{
(Eρ−v,Hρ− 1iω∇× v) in R3 \Bρ,
(Eρ,Hρ) in Bρ.
Set
(E˜ρ, H˜ρ) = (Eρ,Hρ)(ρ ·) and v˜ = v(ρ ·) in R3.
We have
(5.2)


∇× E˜ρ = iρωH˜ρ in R3 \B1,
∇× H˜ρ = −iρωE˜ρ in R3 \B1,
∇× E˜ρ = iωH˜ρ in B1,
∇× H˜ρ = −iωE˜ρ in B1,
[E˜ρ × ν] = −v˜ × ν, [H˜ρ × ν] = − 1iρω (∇× v˜)× ν on ∂B1.
Denote
Aext =
∫
∂B1
E˜ρ|ext · V¯ 11 ds and Aint =
∫
∂B1
E˜ρ|int · V¯ 11 ds.
Using the transmission condition for E˜ρ × ν on ∂B1 and considering only the component with
respect to V 11 for E˜ρ (see, e.g., [19, Theorem 2.48]), we have
(5.3) Aext −Aint = α,
where
α = −
∫
∂B1
v˜ · V¯ 11 ds.
Using the transmission condition for H˜ρ × ν on ∂B1 and considering the component with respect
to U11 for H˜ρ (see, e.g., [19, Theorem 2.48]), we have
(5.4) aext(ωρ)Aext − aint(ω)Aint = β,
where
aext(r) =
(
h
(1)
1 (r) + rh
′(1)
1 (r)
)
−irh(1)1 (r)
, aint(r) =
(
j1(r) + rj
′
1(r)
)
−irj1(r) , and β = αaint(ωρ).
Combining (5.3) and (5.4) yields
(5.5) Aext =
β − αaint(ω)
aext(ωρ)− aint(ω) .
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Since
(5.6) h
(1)
1 (x) = i
d
dx
eix
x
=
sinx− x cos x
x2
+ i
x sinx− cos x
x2
, for x ∈ R,
we derive that
(5.7) lim inf
ρ→0
ρ−1 |aext(ωρ)− aint(ω)|−1 > 0.
Since, by separation of variables, (see, e.g., [19, Theorem 2.48]),∣∣∣∣
∫
∂B1
v˜ · V¯ 11 ds
∣∣∣∣ =
∣∣∣∣j1(ωρ)j1(ω)
∫
∂B1
v · V¯ 11 ds
∣∣∣∣ ,
we have
(5.8) C−1ρ ≤ |α| ≤ Cρ
for some positive constant C independent of ρ. From (5.8) and the fact that
|aint(ωρ)| ≥ Cρ−1,
we have
(5.9) lim inf
ρ→0
|β − αaint(ω)| > 0.
Combining (5.7) and (5.9) yields
(5.10) lim inf
ρ→0
ρ−1|Aext| > 0.
Since, again by separation of variables,∫
∂B1
E˜ρ(rxˆ) · V¯ 11 (xˆ) dxˆ =
h
(1)
1 (ωρr)
h
(1)
1 (ωρ)
Aext,
and, by Lemma 3.9,
E˜ρ(x/ρ) = Eρ(x) = Eρ(x)− v(x) = Ec(x) for x ∈ B4 \B2,
we obtain the conclusion from (5.6) and (5.10). 
We next show the optimality of (2.9) with respect to Jint.
Proposition 5.2. Assume that the system is non-resonant and Jext = 0 in R
3 \B2. There exists
Jint ∈ [L2(B1)]3 such that
lim inf
ρ→0
ρ−2 ‖Hc‖L2(B4\B2) > 0.
Proof. Consider
(5.11) Jint(x) = j1(ωr)V
1
1 (xˆ) in B1,
where r = |x| and xˆ = x/|x|. Set
E0 = Jint and H0 =
1
iω
∇×E0 in B1.
Then
(5.12)


∇×E0 = iωH0 in B1,
∇×H0 = −iωE0 in B1.
Define
(Eˆρ, Hˆρ) = ρ(Eρ,Hρ)(ρ·) in R3,
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where (Eρ,Hρ) is given in (2.20). Then

∇× Eˆρ = iρωHˆρ in R3 \B1,
∇× Hˆρ = −iρωEˆρ in R3 \B1,
∇× Eˆρ = iωHˆρ in B1,
∇× Hˆρ = −iωEˆρ +E0 in B1.
We have
(5.13)
∫
∂B1
(ν × Hˆρ) · E¯0ds−
∫
∂B1
(ν × Eˆρ) · H¯0ds =
∫
B1
|E0 |2 > 0.
We claim that
(5.14) lim inf
ρ→0
∣∣∣∣
∫
∂B1
(ν × Eˆρ) · H¯0ds
∣∣∣∣ = 0.
Assuming this, we have, from (5.13),
lim inf
ρ→0
∣∣∣∣
∫
∂B1
(ν × Hˆρ) · E¯0ds
∣∣∣∣ > 0.
This implies, since j1(ω) 6= 0 by Lemma 5.1, that
lim inf
ρ→0
∣∣∣∣
∫
∂B1
HˆρU¯
1
1 ds
∣∣∣∣ > 0.
On the other hand, by the separation of variables (see, e.g., [19, Theorem 2.48]),
(5.15)
∫
∂B1
Hˆρ(rxˆ) · U¯11 (xˆ) dxˆ =
h
(1)
1 (ωρr) + ωρrh
′1
1 (ωρr)
r
(
h
(1)
1 (ωρ) + ωρh
′1
1 (ωρ)
)
∫
∂B1
Hˆρ(xˆ) · U¯11 (xˆ)dxˆ.
Using the fact
lim inf
ρ→0
ρ−2
1
|h(1)1 (ωρ) + ωρh′11 (ωρ)|
> 0,
and taking r = R/ρ with R ∈ (2, 4) in (5.15), we obtain
lim inf
ρ→0
ρ−3
∫ 4
2
∣∣∣∣
∫
∂B1
Hˆρ(Rxˆ/ρ) · U¯11 (xˆ) dxˆ
∣∣∣∣ dR > 0.
This implies, since Hc(Rxˆ) = Hρ(Rxˆ) = ρ−1Hρ(Rxˆ/ρ) for R ∈ (2, 4) and xˆ ∈ ∂B1,
lim inf
ρ→0
ρ−2 ‖Hc‖L2(B4\B2) > 0,
which is the conclusion.
It remains to prove (5.14). Since
(5.16) H0(x) =
1
iω
∇×E0(x) = 2
iωr
j1(ωr)Y
1
1 (xˆ)xˆ+
1
iωr
[j1(ωr) + ωrj
′
1(ωr)]U
1
1 (xˆ) in B1,
where r = |x| and xˆ = x/|x|, using the separation of variables (see, e.g., [19, Theorem 2.48]), we
have
lim inf
ρ→0
∣∣∣∣
∫
∂B1
(ν × Eˆρ) · H¯0 dxˆ
∣∣∣∣ ≤ C lim infρ→0
∣∣∣∣
∫
∂B1
Eˆρ(xˆ) · V¯ 11 (xˆ) dxˆ
∣∣∣∣(5.17)
= C lim inf
ρ→0
∣∣∣∣−iωρ√2
∫
∂B1
Hˆρ(xˆ)|ext · (Y¯ 11 (xˆ)xˆ) dxˆ
∣∣∣∣ .
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Since, by Lemma 4.6,
‖Hˆρ‖H(curl,B5) ≤ C,
we have
(5.18) lim inf
ρ→0
∣∣∣∣−iωρ√2
∫
∂B1
Hˆρ|ext(Y¯ 11 (xˆ)xˆ) dxˆ
∣∣∣∣ = 0.
Thus, (5.14) follows from (5.17) and (5.18). 
We finally show the optimality of (2.18) in the case where Jext ≡ 0 and Jint does not satisfy the
compatibility condition.
Proposition 5.3. Assume that Jext = 0 in R
3 \B2 and j1(ω) = 0. There exists Jint ∈ [L2(B1)]3
such that
‖Ec‖L2(B4\B2) ≥ Cρ,
for some positive constant C independent of ρ.
Proof. Define Jint by (5.11). We use the notations in the proof of Proposition (5.2). We have
(5.19)
∫
∂B1
(ν × Hˆρ) · E¯0ds−
∫
∂B1
(ν × Eˆρ) · H¯0ds =
∫
B1
|E0 |2 > 0.
Since j1(ω) = 0, it follows that ∫
∂B1
(ν × Hˆρ) · E¯0ds = 0.
We derive from (5.19) that 4
lim inf
ρ→0
∣∣∣∣
∫
∂B1
(ν × Eˆρ) · H¯0ds
∣∣∣∣ > 0.
This implies, by (5.16),
(5.20) lim inf
ρ→0
∣∣∣∣
∫
∂B1
Eˆρ(xˆ) · V¯ 11 (xˆ) dxˆ
∣∣∣∣ > 0.
By the separation of variables (see, e.g., [19, Theorem 2.48]), for r > 2, we obtain
(5.21)
∫
∂B1
Eˆρ(rxˆ) · V¯ 11 (xˆ) dxˆ =
h
(1)
1 (ωρr)
h
(1)
1 (ωρ)
∫
∂B1
Eˆρ(xˆ) · V¯ 11 (xˆ) dxˆ.
Taking r = R/ρ with R ∈ (2, 4) in (5.21), since lim
ρ→0
ρ−2
∣∣∣∣∣h
(1)
1 (ωR)
h
(1)
1 (ωρ)
∣∣∣∣∣ > 0, we obtain from (5.20) that
lim inf
ρ→0
ρ−2
∫ 4
2
∣∣∣∣
∫
∂B1
Eˆρ(Rxˆ/ρ) · V¯ 11 (xˆ) dxˆ
∣∣∣∣ dR > 0.
This implies
lim inf
ρ→0
ρ−1 ‖Ec‖L2(B4\B2) > 0,
which is the conclusion. 
4This is the difference between the resonant and the non-resonant cases.
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