Abstract In this paper we prove injectivity of the EPRL map for |γ| < 1, filling the gap of our previous paper.
I. INTRODUCTION
The Engle-Pereira-Rovelli-Livine (EPRL) map [1] (see also [2] [3] [4] ) is used to define the spin foam amplitudes between the states of Loop Quantum Gravity [7] [8] [9] . The states are labelled by the SU(2) invariants, whereas the gauge group of the EPRL model is Spin (4) or Spin(3,1) depending on the considered spacetime signature. The EPRL map carries the invariants of the tensor products of SU (2) representations into the invariants of the tensor products of Spin(4), or Spin(3,1) representations. Those LQG states which are not in the domain of or happen to be annihilated by the EPRL map are not given a chance to play a role in the physical Hilbert space. Therefore, it is important to understand which states of LQG are not annihilated. In the Spin(4) case this issue is particularly subtle, because both the SU(2) representations as well as the Spin (4) representations are labelled by elements of 1 2 N , the EPRL map involves rescaling by constants depending on the Barbero-Immirzi parameter γ, and the labels (taking values in 1 2 N) before and after the map have to sum to an integer. The 'injectivity' we prove in the current paper means, that given a necessarily rational value γ ∈ Q, for every k 1 , ..., k n -n-tuple of elements of 1 2 Nthe EPRL map defined in the space of invariants InvH k1 ⊗ ... ⊗ H kn is injective unless the target Hilbert space of the corresponding Spin(4) invariants is trivial. The issue of the injectivity of the EPRL map has been raised in [3] and [4] . However, the assumption that "the target Hilbert space of the corresponding Spin(4) invariants is not trivial" was overlooked there. After adding this assumption, the proof presented in [3] for γ ≥ 1 works without any additional corrections. Hence, in the current paper we consider only the case of |γ| < 1. In this case, the theorem formulated in [4] is true if we additionally assume that the values of γ = p q are such that non of the relatively primary numbers p or q is even. In the current paper we formulate and prove an injectivity theorem valid for every γ ∈ Q, and provide a proof for |γ| < 1.
II. THE EPRL MAP, THE MISSED STATES, THE ANNIHILATED STATES AND
STATEMENT OF THE RESULT
Definition of the EPRL map
Let (j, k, l) ∈ is defined as follows [1, 3] : 
⊗· · ·⊗H
are standing for the orthogonal projections.
The missed states
Given a value of the Barbero-Immirzi parameter γ, the EPRL map is defined on an invariant space Inv(H k1 ⊗ ... ⊗ H kn ), only if the spins k 1 , ..., k n ∈ 1 2 N are such that also each
That is why we are assuming that γ is rational,
where p, q ∈ Z and they relatively irrational (the fraction can not be farther reduced.) If we need an explicit formula for k ∈ 1 2 N such that
2 N, we find two possible cases of γ and the corresponding formulas for k:
(i) both p and q odd ⇒ k = qs where s ∈ (ii) (p even and q odd) or (p odd and q even) ⇒ k = 2qs where s ∈ 1 2 N. Invariants involving even one value of spin k i which is not that of (i), or, respectively, (ii) depending on γ, are not in the domain of the EPRL, hence they are missed by the map.
The annihilated states
Suppose there is given a space of invariants Inv(H k1 ⊗ ... ⊗ H kn ) such that each k 1 , ..., k n satisfies (i) or, respectively, (ii) above. Suppose also the space is non-trivial, that is
3)
The target space of the EPRL map Inv (
For γ ≥ 1 the proof of the theorem 2 is presented in [3] . Here we present the proof for |γ| < 1. In order to make the presentation clear, we divide it into sections. The main result is an inductive hypothesis stated and proved in section IV. The injectivity of EPRL map follows from that result. In the preceding section III we present proof of theorem restricted to certain intertwiners which we call tree-irreducible. We use it in the proof of the main result.
III. PROOF OF THE THEOREM IN SIMPLIFIED CASE
A. Tree-irreducible case of inductive hypothesis
In the tree-irreducible case we restrict to intertwiners which we call tree-irreducible. We say that I ∈ Inv (H k1 ⊗ · · · ⊗ H kn ) is tree-irreducible, if for all l ∈ {1, . . . , n − 1} the orthogonal projection
The inductive proof we present needs an extended notion of the EPRL map. This will be the map ι analogous to EPRL map but defined under a bit different conditions:
Few remarks are worth to mention:
• We would like to emphasize that although EPRL map usually do not satisfy those conditions, it can be easily replaced by an equivalent map that satisfies Con n.
First of all we can assume that in the EPRL map k i = 0 for i ≥ 1. Secondly, we can permute k i in such a way that
These are exactly conditions of Con n.
• From the definition above follows that j
• It follows also that
• From conditions Con n follows that (j ± 1 , . . . , j ± n ) satisfy admissibility conditions -this will be proved in lemma 4.
Proof. From the definition of j ± i and from the fact that (k 1 , . . . , k n ) are admissible, we know that
We have j
n . This is one of the desired inequalities.
Similarly for i = 1 we have:
As in previous case j
. This finishes proof of this lemma.
We will base the proof of theorem 2, in the case I is tree-irreducible, on the following inductive hypothesis (n ∈ N + , n ≥ 3):
Hyp n: Suppose that (k 1 , . . . , k n ), (j ± 1 , . . . , j ± n ) satisfy condition Con n and that I ∈ Inv (H k1 ⊗ · · · ⊗ H kn ) is tree-irreducible. Then, there exists 
An
As a result, it is enough to find φ, such that φ, ι ′ k1...kn (I) = 0.
B. Proof of tree-irreducible case of inductive hypothesis
We present in this section the proof in this tree-irreducible case. To make the presentation more transparent, we move some parts to sections III C and III D.
Assume that n > 3 and we have proved Hyp n−1. Let (k 1 , . . . , k n ) and (j ± 1 , . . . , j ± n ) satisfy Con n and I ∈ Inv (H k1 ⊗ · · · ⊗ H kn ) is tree-irreducible. We may write the invariant in the following way:
where
using the procedure defined in section III C. This procedure uses the fact that I is tree-irreducible.
As a result we obtain j + α ∈ 1 2 N, such that:
Con n) and the fact that j
Let us also notice, that j Ordering condition is thus satisfied also for (k α , k 3 , . . . , k n ).
Considerations above show that
5. The φ constructed in previous point is the φ we are looking for, i.e. φ, ι 
where (C k1k2 kα
From the definition of k ′ α in point 1 follows that the sum is actually over
Let us compute each term φ, ι
• I kα ) (such term is schematically illustrated on picture 1a):
..kn (I) equals the sum of terms depicted on figure 1a. The only non-trivial term is depicted on figure 1b. Its non-triviality follows from Hyp n − 1 and lemma 8.
We have
The first equality is obvious because there exists no intertwiner if k α > j
The second equality is also obvious because for k α = j
The nontrivial statement is that χ = 0. The non-triviality of χ is assured by lemma 8 which was proved in our previous article [4] .
Summarizing, for some χ ∈ C\{0}, we have:
As a result all but one term in the sum (3.5) are equal zero and:
We obtained that for n > 3, Hyp n follows from Hyp n − 1. In order to finish the inductive proof, it remains to check that Hyp 3 is true. In this case sequences (k 1 , k 2 , k 3 ) and (j
are admissible and invariant spaces are one dimensional. Hyp 3 follows now from lemma 8.
This proof of first inductive step is valid in general case, because for n = 3 all invariants are tree-irreducible.
C. The choice of j + α
In this section we discuss the procedure of choosing j + α . It is depicted on the diagram below and it is justified by three lemmas 5, 6, 7. Note that k 1 = 0 and k α = 0 (on every step of inductive procedure), because I is tree-irreducible. It is reflected in these lemmas by the condition, that j = 0 and l = 0.
Take one of the j
and such that j
Take this j
In this case j
respectively.
We define j
In each case in the diagram above lemmas 5, 6, 7 show that (j
First lemma is used in first and second case depicted in the diagram (in those cases we use lemma 5 with
Second and third lemma is used in the last step. We prove now those lemmas. 
Proof. We denote
and j
It is a direct check. Inequalities
As a result
The same with
2. Note also that j
3. We check now triangle inequalities.
It follows that
However
Similarly,
We obtain k
We have also 
Proof. As previously, we denote j
it is easy to check, that they are nonnegative).
Let us check triangle inequalities:
By arguments used in previous lemma, we obtain j + + k + − l + ≥ 0. Let us check another inequality:
As a result k
This finishes the prove of triangle inequalities. Proof for j − , k − , l − is the same. 
Proof. Let k + l = j. Then k + + l + = j + which proves triangle inequalities. The proof is the same for j + k = l. One checks in the same way that (j − j
D. The fact that χ = 0
The fact that χ = 0 was proved in our previous paper [4] . Here we recall only the result.
We have:
Interestingly, this lemma may be proved also using argument different from the one used in [4] . Now we present it.
First notice, it is enough to show, that, under assumptions above,
for some non-zero C l l + l − . However the expression η
proportional with non-zero proportionality factor to 9j-symbol, i.e.:
where λ = 0. The appearance of this 9j-symbol here is strictly connected with the expansion of fusion coefficient into product of 9j-symbols done in four-valent case in the article [10] . From the properties of 9j-symbol and admissibility of (j
follows that this 9j-symbol is proportional to a 3j-symbol (see e.g. equation (37) in [10] ) with non-zero proportionality constant, i.e.:
where µ = 0.
From admissibility of (j
Finally:
IV. PROOF OF THE THEOREM A. The inductive hypothesis
We base our prove on the following inductive hypothesis for n ≥ 3, n ∈ N:
Hyp n: Suppose that (k 1 , . . . , k n ), (j ± 1 , . . . , j ± n ) satisfy condition Con n and that I ∈ Inv (H k1 ⊗ · · · ⊗ H kn ). Then, there exists
Notice that we do not restrict to tree-irreducible intertwiners anymore. As mentioned before, this proves injectivity of the EPRL map (theorem 2) for n ≥ 3. One needs to check cases n = 1 and n = 2 separately but this is straightforward.
B. Proof
Previously we restricted ourselves to tree-irreducible intertwiners, because then the lowest spin k α in the decomposition (3.3) (we denote it by k . We treat this case separately. The inductive step we start (as in simplified case in section III) by expanding I as in equation (3.3) and finding minimal k α which we call k ′ α . We may perform standard procedure unless we are in the problematic case. Note that in this case
as j
and sequences are ordered. If this is the case, we expand the intertwiner I one level further, i.e. instead of formula (3.3) we use the following one:
There are two cases K ′ = ∅ and K ′ = ∅ which we describe in next two sections. The procedure is summarised by the diagram below.
Importantly notice that in case n = 4, we either obtain k 
They exist, because K ′ is non-empty.
Notice that k
We define j • (j 
Using the facts that j
• We see that
. We have also j + 4 ∈ N + 1 2 and so the ordering property is satisfied.
From
Using lemma 8 we obtain, that for some ξ 1 = 0
Applying this lemma second time we get, that for some ξ 2 = 0
Finally, for ξ := ξ 1 ξ 2 = 0 :
(c) Now we use formula just obtained (4.6) to calculate the sum (4.5). First notice that k ′ β ≤ k 3 . As a result the elements in the sum (4.5) with k β > k 3 are vanishing and the sum is actually over the K ′ :
However from the definition of k
Finally, using (4.6) we obtain:
and φ, ι 
This set is non-empty, because k β = k 3 was present in the decomposition (4.2). In fact (k α = 0, k β = k 3 ) ∈ K and so k β = k 3 occurs also in the decomposition (4.7).
1. Find k ′ α such that:
Note that k β < k 3 does not appear in this decomposition because they are absent in the decomposition (4.2). Note also that if we defined k ′ β in analogous way to (4.4), i.e. k
In this section one may think that k ′ β = k 3 . However we will not write this k ′ β explicitly.
2. We now define j ? j
and take any j
We define j ± β = j • Case of k
As previously pointed out if k 2 = 0, then j 
We have also that 
6. The φ constructed in previous point is the φ we are looking for, i.e. φ, ι ′ k1...kn (I) = 0. We now prove this statement. 
