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Abstract
It is now standard practice in computational science for large-scale simulations to be implemented and investigated
in a problemsolving environment (PSE) such asMATLABorMAPLE. In such an environment, a scientist or engineer
will formulate a mathematical model, approximate its solution using an appropriate numerical method, visualize the
approximate solution and verify (or validate) the quality of the approximate solution. Traditionally, we have been
most concerned with the development of effective numerical software for generating the approximate solution and
several efﬁcient and reliable numerical libraries are now available for use within the most widely used PSEs. On the
other hand, the visualization and veriﬁcation tasks have received little attention, even though each often requires as
much computational effort as is involved in generating the approximate solution.
In this paper, we will investigate the effectiveness of a suite of tools that we have recently introduced in the
MATLAB PSE to verify approximate solutions of ordinary differential equations. We will use the notion of ‘effec-
tivity index’, widely used by researchers in the adaptive mesh PDE community, to quantify the credibility of our
veriﬁcation tools. Numerical examples will be presented to illustrate the effectiveness of these tools when applied
to a standard numerical method on two model test problems.
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1. Introduction
In the last decade there has been a signiﬁcant change in the way scientiﬁc computing is carried out.
Those of us developing numerical methods must be aware of this change if our software is ever going
to be widely used and have an impact. The expectations and measures we use to evaluate software must
evolve to make the results more relevant and applicable to modern scientiﬁc computing.
Two environments where numerical software is now widely used are:
• Large-Scale Scientiﬁc Computation:
Characterized by simulations generatingmassive amounts of data and involving expensive runs onHigh
Performance distributed systems (often located at remote sites).Applications require data compression,
interactive data viewing (or data mining), remote visualization and the distributed collaboration of
experts.
• Problem Solving Environments (PSEs):
Often where students are ﬁrst exposed to scientiﬁc computing and where scientists and engineers
formulate their mathematical models and investigate approximate solutions of these problems.
In this investigation we focus on the latter environment but the tools and approaches we consider and
the observations we make are also applicable to tools that can be developed for the former environment.
We will use the numerical solution of ordinary differential equations (ODEs), in particular initial value
problems (IVPs), to illustrate the tools and evaluation criteria that have been developed and implemented.
The approach can be adopted in a similar fashion for other problem classes.
In the next section we will discuss the concept of a PSE and identify the characteristics or features
that make a PSE most effective. We will consider the importance of veriﬁcation tools (as an essential
component of a PSE) and describe four such tools that we have implemented for use with ODE solvers. In
Section 3, we describe how one can quantify the effectiveness of these tools by introducing the notion of
an ‘effectivity index’ (a concept which has been developed and applied in the PDE community). Finally,
we illustrate the credibility of these tools on two model problems and the method ode45 of the MATLAB
PSE.
2. The components of a PSE
In a PSE the focus is on visualizing approximate solutions of mathematical models. This generally
involves graphical representation of a ‘subset’ of the results. (e.g. Phase plane or standard plots.) It can
also involve the use of colour, texture, lighting, animation and sound. Stringent accuracy is not usually
necessary, but off-mesh accuracy is often required.
Ease of use and robustness is very important (as important as efﬁciency) in a PSE. Information should
be hidden unless necessary to deﬁne the problem. Options and additional parameters (if required) should
be speciﬁed in the same way for all methods that perform similar tasks.
Similarly, there should be a standard representation (adopted by all methods of the PSE performing
similar tasks) of what is meant by an approximate solution to a particular problem. For example, an
approximate solution of an ODE can be represented in a PSE by a vector of piecewise polynomials. Such
a representation makes it easy to compare, visualize, verify and manipulate the results of simulations
without having to pay attention to or understand how the approximations were generated. It must be
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acknowledged that, without an assumption of this type, it would be difﬁcult to deﬁne and/or interpret
veriﬁcation tools suitable for use with ODE software.
A PSE should provide tools to:
(1) Formulate and alter a mathematical model of the problem.
(2) Approximate the solution of the mathematical model.
(3) Visualize the approximate solution.
(4) Verify that an approximate solution is consistent with the mathematical model and the requested
accuracy.
(5) Verify that the mathematical model is well-posed. (That is, quantify the underlying inherent
conditioning.)
Generic tools for the ﬁrst three of these tasks have been widely investigated and implemented as the key
components of PSEs.
We have recently [3] developed a class of tools that can be used for the latter two tasks when the under-
lying mathematical model is a system of ODEs and the numerical solution is a continuous approximation
to the true solution. In this investigation we will illustrate the effectiveness of these tools.
The key assumption we make of any method which generates an approximate solution is that, when
applied to the IVP,
y′ = f (x, y), y(a)= y0, on [a, b],
with a speciﬁed accuracy, TOL, the numerical method, M, generates a piecewise polynomial, zTOL(x),
deﬁned for x ∈ [a, b] and satisfying,
‖zTOL(x)− y(x)‖KMTOL.
This assumption is satisﬁed by most state-of-the-art ODE software and certainly by the built-in numerical
methods ofMATLAB [4]. Note thatKM will always depend on the underlyingmathematical conditioning
of the problem, but it can also be very sensitive to the particular method. KM can be interpreted as the
‘numerical condition number’ associated with method M.
The restrictions we imposed on the veriﬁcation tools we developed were:
(1) The tool must be easy to use—If possible the calling sequence should be the same as that used to
generate the approximate solution with no additional information required.
(2) The ‘cost’associatedwith applying the tool should not bemuch greater than that involved in generating
the approximate solution (or visualizing it). (Note that this requirement rules out techniques that
provide strict bounds on the global error as such techniques are much more expensive to apply.)
(3) The calling sequence should be the same for any method it is applied with. The tool may require some
knowledge of the method but this information should be transparent to the user.
The four veriﬁcation tools we have implemented for ODEs in MATLAB (see [3] for details) are:
Check 1: A consistency Check based on solving the problem with a more stringent value for TOL and
returning the difference in the two approximations as a piecewise polynomial. That is we compute
ETOL(x)= zTOL(x)− zTOL1(x),
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where TOL1<TOL. The ‘cost’ of applying this tool is about double the cost of generating zTOL(x).
(Note that, in our implementation, we have used the default value TOL1= TOL/10.)
Check 2: A consistency Check based on solving the problem with an alternative method, M˜ .
The piecewise polynomial returned by this routine is
E˜TOL(x)= zTOL(x)− z˜TOL(x),
where z˜TOL(x) is the approximate solution associated with M˜ . (Note that this Check will be most suitable
if the method M˜ is very different from M and the value of K
M˜
is not very sensitive to the method. For
example, in our implementation of this tool, we use a variable order Adams method when assessing a
Runge–Kutta method from MATLAB.)
Check 3: A Check which computes the defect,
DTOL(x)= z′TOL(x)− f (x, zTOL(x)).
Note that DTOL(x) is not a piecewise polynomial, but it is a function that can be evaluated at any point
in [a, b]. It is an inexpensive Check most suitable for methods designed to control the magnitude of the
defect.
Check 4: A consistency Check based on an idea of Zadunaisky [5] where we determine a piecewise
polynomial
ESTTOL(x)= wTOL(x)− zTOL(x),
where wTOL(x) is the approximate solution, produced by method M applied to the perturbed IVP,
z′ = f (x, z) + DTOL(x) with known exact solution zTOL(x) on the same mesh that was used to de-
termine zTOL(x). That is, we have zTOL(x)′ = f (x, zTOL(x)) + DTOL(x). (Note that this Check is most
appropriate when the defect is small in magnitude as it will likely be for methods that directly estimate
and control the size of the defect.)
For each of the vector-valued functions returned by Check 1, Check 2 and Check 4 we can interpret its
max value for x ∈ [a, b] to be an estimate of themaximum global error. Therefore, a crude indicator of the
numerical condition number is the ratio of this max value to TOL. Similarly for Check 3, the maximum
magnitude of the components ofDTOL(x)/TOL can be considered an indication of the contribution of the
numerical method to the overall numerical conditioning of the problem (it does not reﬂect the underlying
mathematical conditioning of the problem).
Each of these veriﬁcation tools are scalable with respect to the dimension of the problem and the length
of the integration (in the sense that the cost associated with applying the tool remains a small multiple
of the cost associated with generating the approximate solution). Each is also straightforward to apply in
a parallel computing environment where the underlying numerical method and the veriﬁcation tool can
be run simultaneously on independent processors with very little communication required between the
processors.
In the numerical solution of partial differential equations (PDEs) there has been a similar (although
more advanced) effort in developing efﬁcient numerical methods and corresponding veriﬁcation tools
for special classes of problems. In the last decade there has been considerable interest in developing
veriﬁcation tools based on à posteriori error estimates for assessing the validity of a particular numer-
ical solution. Such estimates are intended to be computed as a post processing task, and have been
implemented and packaged with some of the widely used PDE PSEs. In particular, the ﬁnite element
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and adaptive mesh reﬁnement research communities have adopted this point of view (see for example
[1,2]). They have introduced the concept of an ‘effectivity index’ to quantify the credibility of their
tools. We will adopt this approach in quantifying the credibility of the ODE veriﬁcation tools we have
introduced.
3. Effectivity indices for ODE veriﬁcation tools
For the ODE veriﬁcation tool, Check 3, the only error that arises is due to round-off and therefore
this veriﬁcation Check will be reliable at all reasonable error tolerances. Because it does involve the
subtraction of near equals (the pointwise evaluation of the defect) it will become unreliable at stringent
tolerances (values of TOL near the unit round-off).
Each of the other veriﬁcation tools (Check 1, Check 2 and Check 4) can be interpreted as an estimate
of the global error, EST ≈ TRUERR. In this case the natural deﬁnition for the ‘Effectivity Index’ is,
EI= ‖EST‖/‖TRUERR‖.
Clearly, the closer this value is to 1, the more accurate and useful it will be. Too large a value indicates an
over-estimate while too small a value indicates an under-estimate and the possibility that an inaccurate
approximate solution will not be recognized. We will compute the value of EI for Check 1, Check 2 and
Check 4 for two test problems, a range of values of TOL, and monitor its behaviour over the entire range
of integration (x ∈ [a, b]).
In our numerical results we report,
CEST ≡ maxx∈[x0,xF ]‖EST(x)‖
TOL
,
MnEI ≡ min
x∈[x0,xF ]
EI(x),
MxEI ≡ max
x∈[x0,xF ]
EI(x).
Our main objective, in developing these veriﬁcation tools, is to produce an inexpensive but reasonably
reliable tool for assessing the credibility of a particular approximate solution. For Check 1 and Check 2
the ‘reliability’ of these tools can be improved by setting the accuracy parameter associated with the
secondary solution to be more severe. We have been somewhat arbitrary in setting the default for these
values (TOL/10 for Check 1 and TOL for Check 2) but the overall credibility of these tools is quite good
and not very sensitive to this choice. For Check 4, the reliability of the tool is sensitive to the deﬁnition
of the piecewise polynomial associated with the approximate solution and we have assumed that this is
part of the deﬁnition of the method. For ode45 there are several possible choices for how this piecewise
polynomial can be deﬁned and the MATLAB implementation, while appropriate for most purposes,
does not necessarily result in a small magnitude defect (especially at relaxed tolerances). Alternative
deﬁnitions for this piecewise polynomial (for the same underlying discrete Runge–Kutta formula) are
available which, at a small increase in cost per step, will result in a smaller magnitude defect and hence
a more robust and credible veriﬁcation tool.
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4. Numerical results and discussion
The ﬁrst test problem corresponds to a recently discovered stable orbit that arises in the simulation
of the restricted three-body problem (where the orbits are planar). The bodies have equal mass (in our
case we assumem1=m2=m3= 1.0) and, with the appropriate starting conditions, will follow the same
ﬁgure-eight orbit as a periodic steady-state solution.
The two spatial coordinates of the j th body are y1j , y2j for j = 1, 2, 3. Each of the six coordinates
satisfy a second-order differential equation,
y′′ij =
3∑
k=1,k =j
mk
(
yik − yij
d3jk
)
,
0 2 4 6 8 10 12 14 16 18 20
 −1.5
 −1
 −0.5
0
0.5
1
1.5
 1.5 −1 −0.5 0 0.5 1 1.5
 −0.4
 −0.3
 −0.2
 −0.1
0
0.1
0.2
0.3
0.4
Trajectory of the three bodies
(a) (b)Solution Plot Solution Plot
Fig. 1. The approximate solution produced by ode45 for the Three Body problem: (a) solution plot; (b) phase portrait.
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Fig. 2. The approximate solution produced by ode45 for the Lorentz problem: (a) solution plot; (b) phase portrait.
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Table 1
Effectiveness indices for the Three Body problem
TOL CEST MnEI MxEI CEST MnEI MxEI CEST MnEI MxEI
Check 1 Check 2 Check 4
10−3 801 0.67 1.01 778 0.56 15.5 1078 0.42 3.59
10−4 1370 0.98 1.01 1450 0.81 5.43 1411 0.39 1.53
10−6 120 0.99 1.02 188 0.90 11.9 76 0.62 1.22
10−8 190 0.98 1.03 247 0.63 5.80 223 0.21 2.75
10−9 220 0.99 1.02 220 0.99 1.02 258 0.28 2.09
10−10 230 0.13 1.00 218 0.19 1.92 273 0.05 1.32
where
d2kj =
2∑
i=1
(yik − yij )2, k, j = 1, 2, 3.
When this system is re-written, as a ﬁrst-order system, the dimension of the problem is 12 and the initial
conditions, at x = 0, are given by
y11 =−0.97000436, y′11 = 0.466203685,
y21 = 0.24308753, y′21 = 0.43236573,
y12 = 0.0, y′12 =−0.93240737,
y22 = 0.0, y′22 =−0.86473146,
y13 = 0.97000436, y′13 = 0.466203685,
y23 =−0.24308753, y′23 = 0.43236573.
We solve the problem for x ∈ [0, 20].
The second problem is the well-known Lorentz problemwhich arises in the study of dynamical systems
and is known to have solutions which are potentially poorly conditioned,
y′1 = 10(y2 − y1),
y′2 = y1(28− y3)− y2,
y′3 = y1y2 −
8
3
y3,
with
y1(0)= 15, y2(0)= 15, y3(0)= 36, and x ∈ [0, 20].
Using ode45 to investigate solutions of these problems allows us to illustrate the ability of our tools to
identify potential conditioning difﬁculties. Figs. 1 and 2 present standard visualizations of numerical
solutions to these problems determined by ode45.
Tables 1 and 2 and Fig. 3 report statistics on the behaviour of the effectivity indices quantifying the
credibility of these veriﬁcation tools on these two test problems. As these tables indicate the tools are
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Table 2
Effectiveness indices for the Lorentz problem
TOL CEST MnEI MxEI CEST MnEI MxEI CEST MnEI MxEI
Check 1 Check 2 Check 4
10−3 3.8× 104 0.20 2.22 4.0× 104 0.06 6.21 3.3× 104 0.18 6.21
10−4 4.0× 105 0.26 18.1 3.7× 105 0.10 6.83 3.6× 105 0.09 8.44
10−6 3.6× 107 0.92 1.12 3.1× 107 0.30 14.3 3.6× 107 0.28 3.77
10−8 5.1× 108 0.99 1.00 2.8× 109 0.70 9.85 9.1× 108 0.39 2.05
10−9 4.4× 108 0.98 1.00 5.7× 108 0.41 4.33 4.4× 108 0.69 1.24
10−10 4.3× 108 0.24 1.08 9.4× 108 0.60 10.4 4.5× 108 0.18 1.19
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Fig. 3. Graphs of the effectiveness indices over the range of integration for the veriﬁcation tools. The solid line corresponds to
Check 1, dashed line to Check 2 and dotted line to Check 4: (a) Three Body problem at TOL = 10−6; (b) Lorentz problem at
TOL= 10−8.
able to provide a consistent and reliable estimate of the conditioning of the mathematical model over
a range of accuracy requests for a method that does not attempt to control the size of the defect. Note
that even on poorly conditioned problems, such as the Lorentz problem (where the condition number is
exponential in the length of the integration interval), all three tools reﬂect this.While the effectivity index
values associated with Check 1 are particularly good (all values very close to 1), the values are also quite
reasonable for the other tools as well (the respective estimates of the norm of the maximum error is rarely
out by a factor of 5).
From the reported results it is also clear that, when the errors are potentially underestimated (small
values of MnEI), the reported values are usually large in magnitude (the corresponding relative error
is estimated to be much greater than 100%) and this is a reliable signal that the approximate solution
cannot be trusted. The results summarized in Fig. 3 illustrate that the tools provide reliable and credible
information about the approximate solution over the entire interval of integration.
These results indicate that veriﬁcation tools, such as those we have developed, can provide inexpen-
sive conﬁrmation that a particular approximate solution can be trusted. It is also clear that, when the
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reported error is small enough for the approximation to be accurate to a few signiﬁcant digits, then the
associated estimate of the condition number is generally a good indication of the underlying numerical
conditioning.
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