In this paper, we study maps from reducible curves f : C ∪ Γ D → P r . We restrict our attention to two cases: first, when f | D factors through a hyperplane H and f | C is transverse to H; and second, when r = 3. Degeneration to stable maps of this type have played a crucial role in works of Hartshorne, Ballico, and others, on special cases of the Maximal Rank Conjecture.
Introduction
The technique of degeneration to a reducible curve has enabled the proof of many results in the theory of algebraic curves. These results include the Brill-Noether theorem and related results [5] , the existence of components of the Hilbert scheme with the expected number of moduli when the Brill-Noether number is negative [13] , and (using the present work) the Maximal Rank Conjecture [12] .
In this paper, we first explore a specific type of degeneration used in the work of Hirschowitz [8] , Ballico ([2] , [3] , etc.), and others, to study various special cases of the Maximal Rank Conjecture in P r for r ≥ 4: Degeneration of stable maps of degree d and genus g to stable maps from reducible curves f : C ∪ Γ D → P r , where f | D factors as ι • f D for ι : H ֒→ P r the inclusion of a hyperplane H ⊂ P r , and f | C is transverse to H and of specified degree d ′ and genus g ′ , and f (Γ) is a set of n general points in H. We will show such degenerations exist, subject to certain numerical constraints, for components of Kontsevich's space of stable maps which dominate the moduli space of curves; such degenerations may therefore be used in the study of the geometry of general curves. In particular, as explained in [10] , they may be used to prove the Maximal Rank Conjecture.
Second, we explore degenerations of space curves to reducible curves with general nodes, sharpening earlier results of [9] in the case r = 3. Namely, one method to construct stable maps from reducible curves to P 3 is to first take a finite nonempty set Γ of general points in P 3 , and find maps f i : C i → P r from curves C i of general moduli of specified degrees and genera which pass through Γ. 
Γ
Results of [14] determine exactly when such curves may be found: Theorem 1.1 (Theorem 1.1 of [14] ). There exists a nondegenerate map from a curve C → P We then pick subsets Γ i ⊂ C i which map injectively under f i onto Γ, and write C 1 ∪ Γ C 2 for (a choice of) the curve obtained from C 1 and C 2 by gluing Γ 1 to Γ 2 via the obvious isomorphism. The maps f i give rise to a map f :
Note that even when the f i are immersions of smooth curves, f could fail to be an immersion (for example if C 1 and C 2 meet at an additional point not in Γ). This is the reason why we work with stable maps, instead of taking the scheme-theoretic union of the corresponding curves in projective space.
In this paper, we will show that the stable maps C 1 ∪ Γ C 2 → P 3 constructed in this manner lie in the closure of the locus of stable maps from curves of general moduli, subject to certain mild constraints. In particular, they may therefore be used in the study of the geometry of stable maps from general curves.
More precisely, write M g (P r , d) (respectively H d,g,r assuming that r ≥ 3) for the Kontsevich space (respectively Hilbert scheme) which classifies stable maps C → P r of degree d from a nodal curve C of genus g (respectively subschemes of P r with Hilbert polynomial
whose generic member is a map from a smooth curve, which is an immersion if r ≥ 3, birational onto its image if r = 2, and finite if r = 1 (respectively is a smooth curve), there is a natural map (respectively rational map) X → M g . We refer to a stable map C → P r (respectively a subscheme C ⊂ P r for r ≥ 3) as a Brill-Noether curve (BN-curve) if it corresponds to a point in some such component X which both dominates M g , and whose generic member is nondegenerate. Moreover, we say a stable map C → P r (respectively a curve C ⊂ P r for r ≥ 3) is an interior curve if it lies in a unique component of the Kontsevich space (respectively Hilbert scheme).
The Brill-Noether theorem asserts that BN-curves of degree d and genus g in 
and C ∪ Γ D must be connected, and the hyperplane section f (C) ∩ H contains d ′ points (or fewer), we must have
In order to construct such reducible curves C ∪ Γ D → P r , we first need to know when we can pass f | C and f D through a set Γ ⊂ H of n general points. In this paper, we will focus on the case when these are guaranteed by results of [11] (although our method will be quite general and would in particular apply whenever we have inequalities of a reasonable shape that guarantee this). Namely, Theorem 1.5 of [11] implies the hyperplane section of f | C can pass through n general points subject to the inequality
In addition, by Theorem 1.2 of [11] , f D passes through n general points provided that
or upon rearrangement,
When all of these inequalities are satisfied, we can construct such a curve C ∪ Γ D → P r ; but a priori, this curve may not be a BN-curve -in fact, a priori, it may not even lie in a component of the Kontsevich space whose generic member is a map from a smooth curve. One can show, as in the proof of Corollary 4.3 of [7] mutatis mutandis, that when f | C and f D are general, C ∪ Γ D → P r admits a deformation which is a map from a smooth curve provided that
In these terms, our first theorem shows that, if there exists an n satisfying these inequalities, with (1) satisfied even when d ′ is decreased by 1 and (2) strict, then for the minimal such n, the resulting curve C ∪ Γ D → P r is in fact a BN-curve. Namely:
′ , g ′ , and r be integers which satisfy:
Suppose there exists an integer n satisfying:
let n be the minimal such integer. Then any curve f : 
2 + 3r − 9 ≥ 0, then Theorem 1.5 of [11] implies the hyperplane section of f | C is general. If r ≥ 4, this implies the general such reducible curve is an immersion. So we get a curve in the boundary of the component of the Hilbert scheme corresponding to BN-curves, as opposed to just for the Kontsevich space.
In the course of proving Theorem 1.2, we also establish the following slight variant (which yields the same conclusion subject to a slightly different system of inequalities):
Suppose there exists an integer n satisfying: Our second goal is to prove the following theorem, which sharpens Theorem 1.4 of [9] in the case r = 3:
3 is a BN-curve, provided it has nonnegative Brill-Noether number, unless n = 2d 1 = 2d 2 .
(Since
Several cases of Theorems 1.2 and 1.4 are already known: The case n ≤ r + 2 follows from Theorem 1.9 of [9] ; the cases r = 1 and r = 2 follow from classical results on the irreducibility of the Hurwitz space (c.f. [4] ) and of the Severi variety (c.f. [6] ). We will therefore assume for the proof of Theorems 1.2 and 1.4 that:
Since Γ is a general set of points, we may deform the curve f appearing in Theorems 1.2 and 1.4 to assume that (
′′ ) corresponding to BN-curves, and that f | C is general in the component of M g ′ (P r , d ′ ) corresponding to BN-curves (hence is transverse to H). Similarly, we may deform the curves f i appearing in Theorem 1.5 to assume that the (f i , Γ) are both general in the component of M g i ,n (P 3 , d i ) corresponding to BN-curves. In particular, by (13), we have that f is unramified in Theorems 1.2 and 1.4, and that both f i are unramified in Theorem 1.5.
We shall prove Theorems 1.2 and 1.4 by simultaneous induction on n, with Theorem 1.9 of [9] (which implies both theorems when n ≤ r + 2) serving as the base case. Namely, we show first, in Section 2, that Theorem 1.2 for any given value of n implies Theorem 1.4 for the same value of n; then, in Section 3, we show that Theorems 1.2 and 1.4 for any given value of n imply Theorem 1.2 for n + 1. For Theorem 1.5, our argument will also be by induction on n.
All of these inductive arguments will use the strategy developed in [9] for showing certain reducible curves C ′ ∪ Γ C ′′ → P r are BN-curves. An overview of this strategy is given in Section 3, part II of the research announcement [10] for a series of papers -including the present paper and [9] -which builds up to a proof of the Maximal Rank Conjecture. (This section of the research announcement may be read independently from the remainder.) Note: Throughout this paper, we work over an algebraically closed field of characteristic zero.
Theorem 1.implies Theorem 1.4
In this section, we show that Theorem 1.2 for a given value of n implies Theorem 1.4 for the same value of n.
From ( • D | D ′ can pass through n general points; in particular, we may specialize so that Γ = Γ 1 ∪ Γ 2 is a set of n general points consisting of a set Γ 1 of 2 points on f
, and a set Γ 2 of n − 2 points on f
. Note that since Γ 1 ∪ {p, q} is general, Γ 1 and Γ 2 are independently general. As in Lemma 3.6 of [9] , it suffices to show the resulting curve f
is a BN-curve and
) follows by combining Lemmas 3.2, 3.3, and 3.4 of [9] . Moreover the exact sequence
); this in turn from Lemma 6.2 of [9] , together with (12 ′ ) which becomes upon rearrangement (using (13)):
It thus remains to show f • is a BN-curve. For this, we write f • as
Note that each inequality (k
, n) satisfies the inequalities of Theorem 1.2, and n is minimal with that property.
Note that f • | C∪ Γ 1 P 1 is a BN-curve by Theorem 1.6 of [9] . Showing that f • is a BN-curve thus follows from Theorem 1.2 (with the same value of n), since f
• | C∪ Γ 1 P 1 admits a deformation still passing through Γ 2 ∪ {p, q} which is transverse to H along Γ 2 ∪ {p, q} by Lemma 6.2 of [9] together with (15).
Proof of Theorem 1.2
In this section, we show that Theorems 1.2 and 1.4 for n − 1 imply Theorem 1.2 for n. Together with the inductive argument in the previous section, this will complete the proofs of both Theorems 1.2 and 1.4.
Since by assumption, n is minimal subject to the system of inequalities in Theorem 1.2, one of these inequalities must cease to hold when n is replaced by n − 1. Note that all inequalities except for (8), (9) , and (12) are nonincreasing in n, and that (9) continues to hold when n is replaced by n − 1 by (14) . We must therefore be in one of two cases:
Case 1: (12) ceases to hold when n is replaced by n − 1: In other words, we have
Subtracting r times this inequality from (8), we obtain upon rearrangement
In particular, combining this with (14) , the genus g
As ( 
which follows by adding (8) As in Lemma 3.6 of [9] , it suffices to show the resulting curve f
; this follows in turn from Lemma 6.2 of [9] , together with (12) which becomes upon rearrangement
It thus remains to show f • is a BN-curve. For this, we write f • as (14), and for k = 11 when (11) 
satisfies the inequalities of Theorem 1.2, and n is minimal with that property.
Consequently, f • | C∪ Γ ′ D ′ is a BN-curve by our inductive hypothesis for Theorem 1.2. Showing that f
• is a BN-curve thus follows from Theorem 1.9 of [9] , since f • | C∪ Γ ′ D ′ admits a deformation still passing through ∆∪{p} which is transverse to H along Γ ′ ∪{p} by Lemma 6.2 of [9] together with (19).
Case 2: (12) continues to hold when n is replaced by n − 1, but (8) ceases to hold: Since (8) ceases to hold, we have
Subtracting (r + 1) times this equation from r · (4) + (7) and adding r + 2 ≥ 0, we obtain upon rearrangement
We may therefore (using Theorem 1.6 of [9] ) specialize f | C to a map from a reducible curve f |
By Theorem 1.5 of [11] together with our assumption (6), the hyperplane section of f | • C (p)} is a general set of n − 1 points in H. As in Lemma 3.8 of [9] , it suffices to show f
) follows by combining Lemmas 3.2, 3.3, and 3.4 of [9] .
It thus remains to show f • is a BN-curve. For this, we write f • as (14), and for k = 12 when (12
satisfies the inequalities of Theorem 1.4, and n is minimal with that property.
By Theorem 1.6 of [9] , D ∪ {q 1 ,q 2 } P 1 → H is a BN-curve. Our inductive hypothesis for Theorem 1.4 thus shows f
• is a BN-curve as desired.
Proof of Theorem 1.5
To prove Theorem 1.5, we will argue by induction on n. Write ρ i = 4d i − 3g i − 12 for the Brill-Noether number of f i . Note that, since f i passes through n general points, we have from Theorem 1.1 that n ≤ 2d i ; by assumption one of these inequalities is strict. Note also that by assumption, 4(
We will separately consider several cases:
Proof of Theorem 1.5 when ρ 1 ≥ 4 and n ≤ 2d 1 − 1. If ρ 2 ≥ 4 and n ≤ 2d 2 − 1, then by permuting indices if necessary, we may assume without loss of generality that d 1 ≥ d 2 , and that
On the other hand, if n ≥ 2d 2 , then 2d 1 − 1 ≥ n ≥ 2d 2 , and so
We may therefore assume that
is increasing in d and decreasing in g, we conclude that ρ 2 ≥ 4 implies
On the other hand, ρ 2 ≤ 3 implies ρ 2 ≤ 3 ≤ 4 ≤ ρ 1 . We may therefore assume in all cases that
Combining this with (21), we obtain
In particular, if (d 1 , g 1 ) ∈ {(6, 2), (7, 4)}, then n ≤ 10. Thus,
we may (using Theorem 1.6 of [9] ) specialize f 1 to a map from a reducible curve f ′ ∪ {x, y} of n general points, such that f
passes through Γ ′ , and f • 1 | P 1 passes through {x, y}, and such that Γ ′ ∪ {p} is a general set of n − 1 points. As in Lemma 3.5 of [9] , it suffices to show (C ′ 1 ∪ {p} P 1 ) ∪ Γ ′ ∪{x,y} C 2 → P 3 is a BN-curve. For this, we simply rewrite this map as C ′ 1 ∪ Γ ′ ∪{p} (P 1 ∪ {x,y} C 2 ) → P 3 , which is a BN-curve by Theorem 1.6 of [9] and our inductive hypothesis.
Proof of Theorem 1.5 when ρ 1 ≥ 4 and n = 2d 1 . From (21), we obtain ρ 2 ≥ 3n − 15 − ρ 1 = ρ 1 2 + 3 + 9 2 g 1 ≥ 4 2 + 3 = 5 ≥ 4.
And since by assumption we do not have n = 2d 1 = 2d 2 , we have n ≤ 2d 2 − 1. Exchanging indices, we are thus in the previous case.
This completes the proof when ρ 1 ≥ 4, and thus by symmetry when ρ 2 ≥ 4. Exchanging indices if necessary, it therefore remains to consider the case ρ 1 ≤ ρ 2 ≤ 3.
Proof of Theorem 1.5 when ρ 1 ≤ ρ 2 ≤ 3. In this case, we argue by induction on ρ 1 . If ρ 1 = 0, then using (21), the result follows from Theorem 1.6 of [9] .
For the inductive step, we therefore suppose 1 ≤ ρ 1 ≤ 3 (which forces d 1 ≥ 4 and g 1 ≥ 1). Note that (21) Since ρ(d 1 − 1, g 1 − 1, 3) = ρ 1 − 1 ≥ 0, we may (using Theorem 1.6 of [9] ) specialize f 1 to a map from a reducible curve f passes through Γ ′ , and f
• 1 | P 1 passes through {x, y}, and such that Γ ′ ∪ {p, q} is a general set of n points. As in Lemma 3.5 of [9] , it suffices to show (C ′ 1 ∪ {p,q} P 1 ) ∪ Γ ′ ∪{x,y} C 2 → P 3 is a BN-curve. For this, we simply rewrite this map as C ′ 1 ∪ Γ ′ ∪{p,q} (P 1 ∪ {x,y} C 2 ) → P 3 , which is a BN-curve by Theorem 1.6 of [9] , together with either an application of our inductive hypothesis or one of the two previously-considered cases.
