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Abstract
This article studies constructions of reproducing kernel Banach spaces (RKBSs)
which may be viewed as a generalization of reproducing kernel Hilbert spaces
(RKHSs). A key point is to endow Banach spaces with reproducing kernels such
that machine learning in RKBSs can be well-posed and of easy implementation.
First we verify many advanced properties of the general RKBSs such as density,
continuity, separability, implicit representation, imbedding, compactness, represen-
ter theorem for learning methods, oracle inequality, and universal approximation.
Then, we develop a new concept of generalized Mercer kernels to construct p-norm
RKBSs for 1 ≤ p ≤ ∞. The p-norm RKBSs preserve the same simple format as the
Mercer representation of RKHSs. Moreover, the p-norm RKBSs are isometrically
equivalent to the standard p-norm spaces of countable sequences. Hence, the p-
norm RKBSs possess more geometrical structures than RKHSs including sparsity.
To be more precise, the suitable countable expansion terms of the generalized Mer-
cer kernels can be used to represent the pairs of Schauder bases and biorthogonal
systems of the p-norm RKBSs such that the generalized Mercer kernels become
the reproducing kernels of the p-norm RKBSs. The generalized Mercer kernels also
cover many well-known kernels, for example, min kernels, Gaussian kernels, and
power series kernels. Finally, we propose to solve the support vector machines in
the p-norm RKBSs, which are to minimize the regularized empirical risks over the
p-norm RKBSs. We show that the infinite dimensional support vector machines
in the p-norm RKBSs can be equivalently transferred to finite dimensional convex
optimization problems such that we obtain the finite dimensional representations
of the support vector machine solutions for practical applications. In particular, we
verify that some special support vector machines in the 1-norm RKBSs are equiva-
lent to the classical 1-norm sparse regressions. This gives fundamental supports of
a novel learning tool called sparse learning methods to be investigated in our next
research project.
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CHAPTER 1
Introduction
Machine learning in Hilbert spaces has become a useful modeling and predic-
tion tool in many areas of science and engineering. Recently, there was an emerg-
ing interest in developing learning algorithms in Banach spaces [Zho03, MP04,
ZXZ09]. Machine learning is usually well-posed in reproducing kernel Hilbert
spaces (RKHSs). It is desirable to solve learning problems in Banach spaces en-
dowed with certain reproducing kernels. Paper [ZXZ09] introduced a concept
of reproducing kernel Banach spaces (RKBSs) in the context of machine learning
by employing the notion of semi-inner products. The use of semi-inner products
in construction of RKBSs has its limitation. The main purpose of this paper is
to systematically study the construction of RKBSs without using the semi-inner
products.
1.1. Machine Learning in Banach Spaces
After the success of machine learning in Hilbert spaces, people naturally would
like to know whether machine learning can be achieved in Banach spaces [Zho03,
MP04] because a Hilbert space is a special case of Banach spaces. There are many
advantages of machine learning in Banach spaces. Banach spaces may have richer
geometrical structures than Hilbert spaces. Hence, it is feasible to develop more
efficient learning methods in Banach spaces than in Hilbert spaces. In particular,
a variety of norms of Banach spaces can be employed to construct the function
spaces and to measure the margins of the objects even if they do not satisfy the
parallelogram law of a Hilbert space. For example, we may develop the sparse
learning methods in the 1-norm space, making use of the geometrical property of
a ball of the 1-norm. This may not be accomplished in the 2-norm space due its
lack of the geometrical property. A special example of such learning methods is the
sparse regression
min
ξ∈l1
{
1
2N
‖y − Aξ‖22 + σ ‖ξ‖1
}
.
It is well-known that the learning methods in Hilbert spaces have vigorous
abilities. The main reason is that the certain Hilbert spaces can be endowed with
reproducing kernels such that the solution of a learning problem can be written
as the finite dimensional kernel-based representations for practical implementa-
tions and computations. Informally, the reproducing properties can reconstruct
the functions values using the reproducing kernels. In a Hilbert space, the repro-
ducing properties are defined by its inner product. Clearly, a Banach space may
not always possess an inner product. Nevertheless, paper [ZXZ09] shows that the
reproducing properties can still be achieved with the semi-inner products. This
indicates that the machine learning can be well-posed in the Banach spaces having
the semi-inner-products. However, the original definitions of RKBSs require the
1
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reflexivity condition. We know that the infinite dimensional l1 space is a Banach
space but it is not reflexive. There is a question whether the reproducing proper-
ties can be defined in the general Banach spaces. Here, we redefine the reproducing
properties in the dual bilinear products and investigate the learning solutions by
the associated kernels. Moreover, we complete and improve the theoretical analysis
of RKBSs. This can give the support of theoretical analysis to develop another
vigorous tools for machine learning such as classifications and data mining. Then
the reproducing properties given in Banach spaces could be a feasible way to obtain
the kernel-based solutions of learning problems.
1.2. Overview of Kernel-based Function Spaces
Kernel-based methods have been a focus of attention in high dimensional ap-
proximation and machine learning. The first deep investigation of reproducing
kernels went back to paper [Aro50]. There is another good source [Mes62] for
RKHSs.
More recent, books [Buh03, Wen05, Fas07] show how to do scattered data
approximation and meshfree approximation in native spaces induced by radial
basis functions and (conditionally) positive definite kernels, and books [Wah90,
SS02, BTA04, SC08, HTF09] give another theory for statistical learning in
RKHSs. Actually, the native spaces and the RKHSs are the equivalent concepts.
Paper [SW06] connects machine learning and meshfree approximation in RKHSs
and native spaces. Papers [FY11, FY13] further establish a connection of repro-
ducing kernels and RKHSs with Green functions and generalized Sobolev spaces
driven by differential operators and possible boundary operators.
Currently people exert a great interest in generalization of kernel-based meth-
ods in Hilbert spaces to Banach spaces, because Banach spaces have more geomet-
rical structures produced by their norms of various kinds. For the meshfree ap-
proximation methods, paper [EF08] extends native spaces to Banach spaces called
generalized native spaces to do the high dimensional interpolations. In another way,
paper [Zho03] shows the capacity of the learning theory in Banach spaces by using
the imbedding properties of RKHSs, and papers [MP04, AMP09, AMP10] start
with the representer theorem for learning methods in Banach spaces. Moreover,
paper [ZXZ09] first proposes a new concept of RKBSs for machine learning. Com-
bining the ideas of generalized native spaces and RKBSs, recent paper [FHY15]
ensures that we obtain the finite dimensional representations of support vector
machine solutions in Banach spaces in terms of the positive definite functions.
Paper [Ye14] shows that the machine learning can be well-posed and of easy im-
plementation in the Banach spaces endowed with the reproducing kernels. Base
on theory of RKBSs given in [ZXZ09], papers [SFL11, SZ11, GP13, ZZ12,
VHK13, SZH13] give other applications of RKBSs such as embedding probabil-
ity measures, least square regressions, sampling, regularized learning methods, and
gradients based learning methods. However, there are still couple important issues
that need discussions:
• how to find the reproducing kernel of a given Banach space,
• how to obtain representations of RKBSs by a given kernel.
In this article, we answer these two questions in a new setting of the reproducing
properties of Banach spaces.
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1.3. Main Results
This article redefines the RKBSs given in Definition 2.1 – differently from
[ZXZ09, Definition 1] – such that the reflexivity condition of RKBSs becomes
unnecessary. Roughly speaking, the RKBSs given here can be seen as the weaker
format of the original reflexive RKBSs and the semi-inner-product RKBSs. The
redefined RKBSs further cover the 1-norm geometrical structures. This ensures
that the sparse learning methods can be well-posed in RKBSs. This development
of RKBSs is to generalize the inner products of Hilbert spaces to the dual bilinear
products of Banach spaces. To be more precise, the reproducing properties of the
RKHS H given by the inner products such as
(f,K(x, ·))H = f(x), (K(·,y), g)H = g(y),
are generalized to the dual-bilinear-product format of the RKBS B, that is,
〈f,K(x, ·)〉B = f(x), 〈K(·,y), g〉B = g(y),
where K is the reproducing kernel.
In Chapter 2, we verify the advanced properties of RKBSs such as density, conti-
nuity, separability, implicit representation, imbedding, and compactness. Moreover,
we generalize the representer theorem for learning methods over RKHSs to RKBSs
including the regularized empirical risks
min
f∈B
{
1
N
∑
k∈NN
L (xk, yk, f(xk)) +R (‖f‖B)
}
,
where NN := {1, . . . , N} and the regularized infinite-sample risks
min
f∈B
{∫
Ω×R
L (x, y, f(x))P (dx, dy) +R (‖f‖B)
}
,
where Ω is a locally compact Hausdorff space (see Theorems 2.23 and 2.25). In
Proposition 2.26, we give the oracle inequality
PN
(
L˜(s) ≥ r˜∗ + κ
)
≤ e−τ ,
to measure the errors of the minimizer s of the empirical risks over the closed ball
BM of the RKBS B such that we obtain the approximation of the minimization r˜∗
of the infinite-sample risks over the closed set EM of BM with respect to the uniform
norm. At the end of the chapter, we show that the dual space B′ of the RKBS B has
the universal approximation in Proposition 2.28, that is, B′ is dense in the space of
continuous functions with the uniform norm. This property also indicates that the
collection of all E ′M for M > 0 covers the whole space of continuous functions.
In practical implementation of machine learning, the explicit representations of
RKBSs and reproducing kernels need to be known specifically. Now we look at the
initial ideas of the generalized Mercer kernels and their RKBSs. In tutorial lectures
of RKHSs, we usually start with a simple example of the Hilbert space H spanned
by the finite orthonormal basis {φk(x) := sin(kπx) : k ∈ Nn} of L2(−1, 1), that is,
H :=
{
f :=
∑
k∈Nn
akφk : a1, . . . , an ∈ R
}
,
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equipped with the norm
‖f‖H :=
(∑
k∈Nn
|ak|2
)1/2
.
Obviously, the normed space H is isometrically equivalent to the standard 2-norm
space ln2 composed of n-dimensional vectors; hence we check the reproducing prop-
erties of the Hilbert space H by the well-defined reproducing kernel
K(x, y) :=
∑
k∈Nn
φk(x)φk(y), for all x, y ∈ (−1, 1),
that is,
(f,K(x, ·))H =
∑
k∈Nn
akφk(x) = f(x), (K(·, y), g)H =
∑
k∈Nn
bkφk(y) = g(y),
for all f :=
∑
k∈Nn
akφk, g :=
∑
k∈Nn
bkφk ∈ H. For this special case, we find that
the inner product of H is consistent with the integral product, that is,∫ 1
−1
f(x)g(x)dx =
∑
j,k∈Nn
ajbk
∫ 1
−1
φj(x)φk(x)dx =
∑
k∈Nn
akbk = (f, g)H .
Based on the constructions of H we introduce another normed spaces with the
same basis φ1, . . . , φn and the same reproducing kernel K. A natural idea is to
extend the 2-norm space to a p-norm space for 1 ≤ p ≤ ∞, that is,
Bp :=
{
f :=
∑
k∈Nn
akφk : a1, . . . , an ∈ R
}
,
equipped with a norm
‖f‖Bp :=
(∑
k∈Nn
|ak|p
)1/p
, when 1 ≤ p <∞, ‖f‖Bp := sup
k∈Nn
|ak| , when p =∞.
This construction ensures that the normed space Bp is isometrically equivalent to
the standard p-norm space lnp composed of n-dimensional real vectors. Moreover,
the dual space of Bp is isometrically equivalent to Bq when q is conjugate to p
because the dual space of lnp and the normed space l
n
q are isometrically isomorphic.
This guarantees that the dual bilinear product of Bp is consistent with the integral
product, that is,∫ 1
−1
f(x)g(x)dx =
∑
j,k∈Nn
ajbk
∫ 1
−1
φj(x)φk(x)dx =
∑
k∈Nn
akbk = 〈f, g〉Bp ,
for all f :=
∑
k∈Nn
akφk ∈ Bp and all g :=
∑
k∈Nn
bkφk ∈ Bq. Therefore, we obtain
the reproducing properties of the Banach space Bp, that is,
〈f,K(x, ·)〉Bp =
∑
k∈Nn
akφk(x) = f(x), 〈K(·, y), g〉Bp =
∑
k∈Nn
bkφk(y) = g(y).
In particular, the RKHS H is consistent with B2 and the existence of the 1-norm
RKBS B1 is verified. However, these RKBSs Bp are just finite dimensional Banach
spaces.
In the above example, for any finite number n, the reproducing kernel K is
always well-defined; but the kernel K does not converge pointwisely when n→∞;
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hence the above countable basis φ1, . . . , φn, . . . can not be used to set up the in-
finite dimensional RKBSs. Currently, people are most interested in the infinite
dimensional Banach spaces for applications of machine learning. In this article, we
mainly consider the infinite dimensional RKBSs such that the learning algorithms
can be chosen from the enough large amounts of suitable solutions. In the following
chapters, we shall extend the initial ideas of the RKBSs Bp to construct the infinite
dimensional RKBSs and we shall discuss what kinds of kernels can become repro-
ducing kernels. We know that any positive definite kernel defined on a compact
Hausdorff space can always be written as the classical Mercer kernel that is a sum of
its countable eigenvalues multiplying eigenfunctions in the form of equation (3.1),
that is,
K(x,y) =
∑
n∈N
λnen(x)en(y).
It is also well-known that the classical Mercer kernel is always a reproducing kernel
of some separable RKHS and the Mercer representation of this RKHS guarantees
the isometrical isomorphism onto the standard 2-norm space of countable sequences
(see the Mercer representation theorem of RKHSs in [Wen05, Theorem 10.29] and
[SC08, Theorem 4.51]). This leads us to generalize the Mercer kernel to develop the
reproducing kernel of RKBSs. To be more precise, the generalized Mercer kernels
are the sums of countable symmetric or nonsymmetric expansion terms such as
K(x,y) =
∑
n∈N
φn(x)φ
′
n(y),
given in Definition 3.1. Hence, we extend the Mercer representations of the sepa-
rable RKHSs to the infinite dimensional RKBSs in Sections 3.2 and 3.3.
Chapter 3 primarily focuses on the construction of the p-norm RKBSs induced
by the generalized Mercer kernels. These p-norm RKBSs are infinite dimensional.
With additional conditions, the generalized Mercer kernels can become the repro-
ducing kernels of the p-norm RKBSs. The p-norm RKBSs for 1 < p < ∞ are
uniformly convex and smooth; but the 1-norm RKBSs and the∞-norm RKBSs are
not reflexive. The main idea of the p-norm RKBSs is that the expansion terms of the
generalized Mercer kernels are viewed as the Schauder bases and the biorthogonal
systems of the p-norm RKBSs (see Theorems 3.8, 3.20, and 3.21). The techniques
of their proofs are to verify that the p-norm RKBSs have the same geometrical
structures of the standard p-norm spaces of countable sequences by the associated
isometrical isomorphisms. This means that we transfer the kernel bases into the
Schauder bases of the p-norm RKBSs. The advantage of these constructions is
that we deal with the reproducing properties in a fundamental way. Moreover, the
imbedding, compactness, and universal approximation of the p-norm RKBSs can
be checked by the expansion terms of the generalized Mercer kernels.
The positive definite kernels defined on the compact Hausdorff spaces are the
special cases of the generalized Mercer kernels because these positive definite kernels
can be expanded by their eigenvalues and eigenfunctions. Chapter 4 shows that the
p-norm RKBSs of many well-known positive definite kernels, such as min kernels,
Gaussian kernels, and power series kernels, are also well-defined.
At last, we discuss the solutions of the support vector machines in the p-norm
RKBSs in Chapter 5. The theoretical results cover not only the classical support
vector machines driven by the hinge loss but also general support vector machines
driven by many other loss functions, for example, the least square loss, the logistic
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loss, and the mean loss. Theorem 5.2 provides that the support vector machine
solutions in the p-norm RKBSs for 1 < p < ∞ have the finite dimensional repre-
sentations. To be more precise, the infinite dimensional support vector machine
solutions in these p-norm RKBSs can be equivalently transferred into the finite
dimensional convex optimization problems such that the learning solutions can be
set up by the suitable finite parameters. This guarantees that the support vector
machines in the p-norm RKBSs for 1 < p < ∞ can be well-computable and easy
in implementation. According to Theorem 5.9, the support vector machines in the
1-norm RKBSs can be approximated by the support vector machines in the p-norm
RKBSs when p→ 1. Moreover, we show that the support vector machine solutions
in the special pm-norm RKBSs can be written as a linear combination of the ker-
nel bases even when these pm-norm RKBSs are just Banach spaces without inner
products (see Theorem 5.10). It is well-known that the norm of the support vector
machine solutions in RKHSs depends on the positive definite matrices. We also
find that the norm of the support vector machine solutions in the pm-norm RKBSs
is related to the positive definite tensors (high-order matrices). Hence, a tensor
decomposition will be a good numerical tool to speed up the computations of the
support vector machines in the pm-norm RKBSs. In particular, some special sup-
port vector machines in the 1-norm RKBSs and the classical l1-sparse regressions
are equivalent. This offers a fresh direction to design a vigorous algorithm for sparse
sampling. We shall develop fast algorithms and consider practical applications for
the sparse learning methods in our future work for data analysis.
CHAPTER 2
Reproducing Kernel Banach Spaces
In this chapter we provide an alternative definition of RKBSs originally intro-
duced in [ZXZ09]. The definition of RKBSs given here is a natural generalization
of RKHSs by viewing the inner products as the dual bilinear products to introduce
the reproducing properties. Moreover, we verify many other properties of RKBSs
including density, continuity, separability, implicit representation, imbedding, com-
pactness, representer theorem for learning methods, oracle inequality, and universal
approximation.
2.1. Reproducing Kernels and Reproducing Kernel Banach Spaces
In this section we show a way to construct the reproducing properties in Banach
spaces with reproducing kernels.
We begin with a review of the classical RKHSs. Let Ω be a locally compact
Hausdorff space and H be a Hilbert space composed of functions f ∈ L0(Ω). Here
L0(Ω)
1 is the collection of all measurable functions defined on Ω. The Hilbert space
H is called a RKHS with the reproducing kernel K ∈ L0(Ω × Ω) if it satisfies the
following two conditions
(i) K(x, ·) ∈ H, for each x ∈ Ω,
(ii) (f,K(x, ·))H = f(x), for all f ∈ H and all x ∈ Ω,
(see, [Wen05, Definition 10.1]). We find that the dual spaceH′ ofH is isometrically
equivalent to itself and the inner product (·, ·)H defined on H and H can be seen
as an equivalent format of the dual bilinear product 〈·, ·〉H defined on H and H′.
This means that the classical reproducing properties can be represented by the dual
space and the dual bilinear product. This gives an idea to extend the reproducing
properties of Hilbert spaces to Banach spaces.
We need the notation and concepts of the Banach space. A normed space B
is called a Banach space if its norm induces a complete metric, or more precisely,
every Cauchy sequence of B is convergent. The dual space B′ of the Banach space
B is the collection of all continuous (bounded) linear functionals defined on B with
the norm
‖G‖B′ := sup
f∈B,f 6=0
|G(f)|
‖f‖B
whenever G ∈ B′. The dual bilinear product 〈·, ·〉B is defined on the Banach space
B and its dual space B′ as
〈f,G〉B := G(f), for all f ∈ B and all G ∈ B′.
1In this article, all measurable functions are real-valued functions if it is not specified, for
example, range(f) ⊆ R if f ∈ L0(Ω).
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Since the natural map is the isometrically imbedding map from B into B′′, we have
that 〈f,G〉B = 〈G, f〉B′ for all f ∈ B and all G ∈ B′. Normed spaces B1 and
B2 are said to be isometrically isomorphic, if there is an isometric isomorphism
T : B1 → B2 from B1 onto B2, or more precisely, the linear operator T is bijective
and continuous such that ‖T (f)‖B2 = ‖f‖B1 whenever f ∈ B1. By B1 ∼= B2 we
mean that B1 and B2 are isometrically isomorphic. This shows that the isometric
isomorphism T provides a way of identifying both the vector space structure and
the topology of B1 and B2. In particular, a Banach space B is said to be reflexive
if B ∼= B′′.
Next, we give the definition of RKBSs and reproducing kernels to be based on
the idea of [FHY15, Definition 3.1].
Definition 2.1. Let Ω and Ω′ be locally compact Hausdorff spaces equipped
with regular Borel measures µ and µ′, respectively, let a kernelK ∈ L0(Ω×Ω′), and
let a normed space B be a Banach space composed of functions f ∈ L0(Ω) such that
the dual space B′ of B is isometrically equivalent to a normed space F composed
of functions g ∈ L0(Ω′). We call B a right-sided reproducing kernel Banach space
and K its right-sided reproducing kernel if
(i) K(x, ·) ∈ F ∼= B′, for each x ∈ Ω,
(ii) 〈f,K(x, ·)〉B = f(x), for all f ∈ B and all x ∈ Ω.
If the Banach space B reproduces from the other side, that is,
(iii) K(·,y) ∈ B, for each y ∈ Ω′,
(iv) 〈K(·,y), g〉B = g(y), for all g ∈ F ∼= B′ and all y ∈ Ω′,
then B is called a left-sided reproducing kernel Banach space and K its left-sided
reproducing kernel. If two-sided reproducing properties (i)-(iv) as above are satis-
fied, then we say that B is a two-sided reproducing kernel Banach space with the
two-sided reproducing kernel K.
Observing the conjugated structures, the adjoint kernel K ′ of the reproducing
kernel K is defined by
K ′(y,x) := K(x,y), for all x ∈ Ω and all y ∈ Ω′.
The reproducing properties can also be described by the adjoint kernel K ′, that is,
(i) K ′(·,x) ∈ B′, for each x ∈ Ω,
(ii) 〈f,K ′(·,x)〉B = f(x), for all f ∈ B and all x ∈ Ω,
(iii) K ′(y, ·) ∈ B, for each y ∈ Ω′,
(iv) 〈K ′(y, ·), g〉B = g(y), for all g ∈ B′ and all y ∈ Ω′.
The features of the two-sided reproducing kernel K and its adjoint kernel K ′ can
be represented by the dual bilinear products in the following manner
K(x,y) = 〈K ′(y, ·),K(x, ·)〉B = 〈K(·,y),K ′(·,x)〉B = K ′(y,x),
for all x ∈ Ω and all y ∈ Ω′. This means that both x 7→ K(x, ·), y 7→ K(·,y) and
x 7→ K ′(·,x), y 7→ K ′(y, ·) can be viewed as the feature maps of RKBSs.
Clearly, the classical reproducing kernels of RKHSs can be seen as the two-sided
reproducing kernels of the two-sided RKBS. It is well-known that the reproducing
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kernels of RKHSs are always positive definite while the reproducing kernels of
RKBSs may be neither symmetric nor positive definite.
Our definition of RKBSs is different from the original definition of RKBSs
originally introduced in [ZXZ09, Definition 1] defined by the point evaluation
functions. The two-sided reproducing properties ensure that all point evaluation
functionals δx and δy defined on B and B′ are continuous linear functionals, because
δx(f) = 〈f,K(x, ·)〉B = f(x)
and
δy(g) = 〈g,K(·,y)〉B′ = 〈K(·,y), g〉B = g(y).
This means thatK(x, ·) andK(·,y) can be seen as equivalent elements of δx and δy,
respectively. When our two-sided RKBSs are reflexive and Ω = Ω′, these two-sided
RKBSs also fit [ZXZ09, Definition 1]. This shows that our definition of RKBSs
contains that of [ZXZ09, Definition 1] as a special example.
There are two reasons for us to extend the definition of RKBSs. The new defi-
nition allows the reproducing kernels to be defined on the nonsymmetric domains.
Moreover, the reflexivity condition necessary for the original definition is not re-
quired for our RKBSs in order to introduce the 1-norm RKBSs for sparse learning
methods. Even though we have a non-reflexive Banach space B such that all point
evaluation functionals defined on B and B′ are continuous linear functionals, this
Banach space B still may not own a two-sided reproducing kernel. The reason is
that B is merely isometrically imbedded into B′′, and then δx may not have the
equivalent element in B for the reproducing property (i).
Uniqueness. Now, we study the uniqueness of RKBSs and reproducing ker-
nels. It was shown in [Wen05, Theorem 10.3] that the reproducing kernel of a
RKHS is unique. But, the situation for the reproducing kernels of RKBSs is differ-
ent. There may be many choices of the normed space F to which B′ is isometrically
equivalent. Moreover, the left-sided domain Ω of the kernel K is corrective to the
space B while the right-sided domain Ω′ of the kernelK is corrective to the space F .
This means that the change of F affects the selection of the kernel K which implies
that the reproducing kernel K of the RKBS B may not be unique (see Section 3.2).
However, we have the following results.
Proposition 2.2. If B is the left-sided reproducing kernel Banach space with
the fixed left-sided reproducing kernel K, then the isometrically isomorphic function
space F of the dual space B′ of B is unique.
Proof. Suppose that the dual space B′ has two isometrically isomorphic func-
tion spaces F1 and F2. Take any element G ∈ B′. Let g1 ∈ F1 and g2 ∈ F2 be
the isometrically equivalent elements of G. Because of the left-sided reproducing
properties, we have for all y ∈ Ω′ that
g1(y) = 〈K(·,y), g1〉B = 〈K(·,y), G〉B = 〈K(·,y), g2〉B = g2(y).
This ensures that g1 = g2 and thus, F1 = F2. 
Proposition 2.3. If the dual space B′ of the two-sided reproducing kernel Ba-
nach space B is isometrically equivalent to the fixed function space F , then the
two-sided reproducing kernel K of B is unique.
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Proof. Assume that the two-sided RKBS B has two two-sided reproducing
kernels K and W such that the corresponding isometrically isomorphic function
space F of the dual space B′ of B are the same, that is, K(x, ·),W (x, ·) ∈ F ∼= B′
for all x ∈ Ω. By the right-sided reproducing properties of K, we have that
(2.1) 〈W (·,y),K(x, ·)〉B =W (x,y), for all x ∈ Ω and all y ∈ Ω′.
Using the left-sided reproducing properties of W , we obtain
(2.2) 〈W (·,y),K(x, ·)〉B = K(x,y), for all x ∈ Ω and all y ∈ Ω′.
Combining equations (2.1) and (2.2), we conclude that
K(x,y) =W (x,y), for all x ∈ Ω and all y ∈ Ω′.

Remark 2.4. According to the uniqueness results shown above, we do NOT
consider different choices of F . Therefore, the isometrically equivalent function
space F is FIXED such that B′ and F can be thought as the SAME in the following
sections.
2.2. Density, Continuity, and Separability
In this section, we show that RKBSs have similar density and continuity prop-
erties as RKHSs.
Density. First we prove that a RKBS or its dual space can be seen as a
completion of the linear vector space spanned linearly by its reproducing kernel
(see Propositions 2.5 and 2.7). Let the right-sided and left-sided kernel sets be
K′K := {K(x, ·) : x ∈ Ω} ⊆ B′, KK := {K(·,y) : y ∈ Ω′} ⊆ B,
respectively. We now verify the density of span {K′K} and span {KK} in the RKBS
B and its dual space B′, respectively, using similar techniques of [ZXZ09, Theo-
rem 2] with which the density of point evaluation functionals defined on RKBSs
was verified. In other words, we look at whether the collection of all finite linear
combinations of K′K or KK is dense in B′ or B, that is,
span {K′K} = B′ or span {KK} = B.
To this end, we apply the Hahn-Banach extension theorem ([Meg98, Theo-
rem 1.9.1 and Corollary 1.9.7]) that ensures that if N is a closed subspace of a
Banach space B such that N $ B, then there is a continuous linear functional G
defined on B such that ‖G‖B′ = 1 and
N ⊆ ker(G) = {f ∈ B : 〈f,G〉B = 0} .
Proposition 2.5. If B is the left-sided reproducing kernel Banach space with
the left-sided reproducing kernel K ∈ L0(Ω× Ω′), then span {KK} is dense in B.
Proof. Let N be the completion (closure) of span {KK} in the B-norm. If we
verify that N = B, then the proof is complete.
Since B is a Banach space, we have that N ⊆ B. Assume to the contrary
that N $ B. By the Hahn-Banach extension theorem, there is a g ∈ B′ such that
‖g‖B′ = 1 and
(2.3) N ⊆ ker(g) := {f ∈ B : 〈f, g〉B = 0} .
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Combining equation (2.3) and the reproducing properties (iii)-(iv), we observe that
g(y) = 〈K(·,y), g〉B = 0, for all y ∈ Ω′,
because span {KK} ⊆ N . This contradicts the fact that ‖g‖B′ = 1 and g = 0.
Therefore, we must reject the assumption that N $ B. Consequently, N = B. 
Proposition 2.5 shows that the left-sided RKBS B is separable if the left-sided
kernel sets KK has the countable dense subset.
Remark 2.6. Clearly, the closure of span {K′K} is a closed subspace of the
dual space B′ of the right-sided RKBS B. However, span {K′K} may not be dense
in B′. Let us look at a counter example of the 1-norm RKBS B with the right-sided
reproducing kernel K which is the integral min kernel given in Section 4.3. In
Section 3.3, we show that the dual space B′ of the 1-norm RKBS B is isometrically
isomorphic onto the space l∞; hence span {K′K} is isometrically imbedding into
l∞. It is obvious that the left-sided domain Ω of the integral min kernel K is a
separable space. This shows that Ω has a countable dense subset X . Moreover,
we verify that K′K|X×Ω′ := {K(x, ·) : x ∈ X} is dense in the right-sided kernel set
K′K . Thus, the closure of all finite linear combinations of K′K|X×Ω′ is equal to the
closure of span {K′K}. This show that the closure of span {K′K} is separable. Since
l∞ is non-separable, the closure of span {K′K} is a proper closed subspace of B′.
Therefore, span {K′K} is not dense in B′.
For the right-sided RKBSs, we need an additional condition on the reflexivity
of the space to ensure the density of span {K′K} in B′.
Proposition 2.7. If B is the reflexive right-sided reproducing kernel Banach
space, then span {K′K} is dense in the dual space B′ of B.
Proof. The main technique used in this proof is a combination of the reflex-
ivity of B and Proposition 2.5. According to the construction of the adjoint kernel
K ′ of the right-sided reproducing kernel K, we find that
span {K′K} = span {K(x, ·) : x ∈ Ω} = span {K ′(·,x) : x ∈ Ω} = span
{KK′}.
Since B is reflexive, we have that B′′ ∼= B. Combining the right-sided reproducing
properties of B, we observe that
K ′(·,x) = K(x, ·) ∈ B′, for all x ∈ Ω
and
〈K ′(·,x), f〉B′ = 〈f,K(x, ·)〉B = f(x), for all f ∈ B ∼= B′′ and for all x ∈ Ω.
Hence, K ′ is the left-sided reproducing kernel of the left-sided RKBS B′. Proposi-
tion 2.5 ensures that span
{KK′} is dense in B′. 
By the preliminaries in [Meg98, Section 1.1], a set E of a normed space B1
is called linearly independent if, for any N ∈ N and any finite pairwise distinct
elements φ1, . . . , φN ∈ E , their linear combination
∑
k∈NN
ckφk = 0 implies c1 =
. . . = cN = 0. Moreover, a linearly independent set E is said to be a basis of a
normed space B1 if the collocation of all finite linear combinations of E equals to
B1, that is, span {E} = B1.
Moreover, if KK (resp. K′K) is linearly independent, then KK (resp. K′K) is
a basis of span
{KK} (resp. span{K′K}). Propositions 2.5 and 2.7 also show that
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the RKBS B and its dual space B′ can be seen as the completion of the linear
vector spaces span
{KK} and span{K′K} respectively. Since no Banach space has
a countably infinite basis [Meg98, Theorem 1.5.8], the Banach spaces B (resp. B′)
can not be equal to span
{KK} (resp. span{K′K}) when the domains Ω′ (resp. Ω)
is not a finite set.
Continuity. In Propositions 2.8 and 2.9., we discuss the relationships of the
weak and weak* convergence and the pointwise convergence of RKBSs, respectively.
According to [Meg98, Propositions 2.4.4 and 2.4.13], we obtain the equivalent
definitions of the weak and weak* convergence of sequences of the Banach space B
and its dual space B′ as follows:
fn ∈ B weak−B−→ f ∈ B if 〈fn, G〉B → 〈f,G〉B for all G ∈ B′,
and
Gn ∈ B′ weak*−B−→ G ∈ B′ if 〈f,Gn〉B → 〈f,G〉B for all f ∈ B.
Proposition 2.8. The weak convergence in the right-sided reproducing kernel
Banach space implies the pointwise convergence in this Banach space.
Proof. Let B be a right-sided RKBS with the right-sided reproducing kernel
K. We shall prove that
lim
n→∞
fn(x) = f(x) for all x ∈ Ω if fn ∈ B weak−B−→ f ∈ B, n→∞.
Take any x ∈ Ω and any sequence fn ∈ B for n ∈ N which is weakly convergent
to f ∈ B when n→∞. By the reproducing property (i), we find that K(x, ·) ∈ B′.
This ensures that
lim
n→∞
〈fn,K(x, ·)〉B = 〈f,K(x, ·)〉B.
Moreover, the reproducing property (ii) shows that
〈fn,K(x, ·)〉B = fn(x), 〈f,K(x, ·)〉B = f(x).
Therefore, we have that
lim
n→∞
fn(x) = f(x).

The pointwise convergence may not imply the weak convergence in the right-
sided RKBS B because B may not be reflexive so that we only determine that
span {K′K} ⊆ B′. If the right-sided RKBS B is reflexive, then Proposition 2.7
ensures the density of span {K′K} in B′. Hence, the weak convergence is equivalent
to the pointwise convergence by the continuous extension. In other words, the weak*
convergence and the pointwise convergence are equivalent in left-sided RKBSs.
Proposition 2.9. The weak* convergence in the dual space of the left-sided
reproducing kernel Banach space is equivalent to the pointwise convergence in this
dual space.
Proof. Let B′ be the dual space of a left-sided RKBS B with the right-sided
reproducing kernel K. We shall prove that gn ∈ B′ weak*−B−→ g ∈ B′ as n→∞ if and
only if limn→∞ gn(y) = g(y) for all y ∈ Ω2.
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Take any y ∈ Ω′ and any sequence gn ∈ B′ for n ∈ N which is weakly*
convergent to g ∈ B′ when n → ∞. The reproducing property (iii) ensures that
K(·,y) ∈ B; hence
lim
n→∞
〈K(·,y), gn〉B = 〈K(·,y), g〉B.
Moreover, the reproducing property (iv) shows that
〈K(·,y), gn〉B = gn(y), 〈K(·,y), g〉B = g(y).
Thus, we have that
lim
n→∞
gn(y) = g(y).
Conversely, suppose that gn, g ∈ B′ such that limn→∞ gn(y) = g(y) for all
y ∈ Ω′ when n → ∞. We take any f ∈ span {KK}. Then f can be written as a
linear combination of some finite terms K(·,y1), . . . ,K(·,yN ) ∈ KK , that is,
f =
∑
k∈NN
ckK(·,yk).
According to the reproducing properties (iii)-(iv), we have that
〈f, gn〉B =
∑
k∈NN
ck〈K(·,yk), gn〉B =
∑
k∈NN
ckgn(yk),
and
〈f, g〉B =
∑
k∈NN
ck〈K(·,yk), g〉B =
∑
k∈NN
ckg(yk);
hence
lim
n→∞
〈f, gn〉B = 〈f, g〉B.
In addition, Proposition 2.5 ensures that span {KK} = B. Therefore, we verify the
general case of f ∈ B by the continuous extension, that is,
lim
n→∞
〈f, gn〉B = 〈f, g〉B, for all f ∈ B.
This ensures that gn
weak*−B−→ g as n→∞. 
It is well-known that the continuity of reproducing kernels ensures that all
functions in their RKHSs are continuous. The RKBSs also have a similar property
of continuity depending on their reproducing kernels. We present it below.
Proposition 2.10. If B is the right-sided reproducing kernel Banach space with
the right-sided reproducing kernel K ∈ L0(Ω × Ω′) such that the map x 7→ K(x, ·)
is continuous on Ω, then B composes of continuous functions.
Proof. Take any f ∈ B. We shall prove that f ∈ C(Ω). For any x, z ∈ Ω, the
reproducing properties (i)-(ii) imply that
f(z)− f(x) = 〈f,K(z, ·)−K(x, ·)〉B.
Hence, we have that
(2.4) |f(z)− f(x)| ≤ ‖f‖B ‖K(z, ·)−K(x, ·)‖B′ , x, z ∈ Ω.
Combining inequality (2.4) and the continuity of the map x 7→ K(·,x), we conclude
that f is a continuous function. 
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Separability. We already know that a RKHS can be non-separable as well
as the example of the Hilbert space l2(Ω) with the uncountable domain Ω. Thus,
a RKBS is not necessarily separable. Now we show the sufficient conditions of
separable RKBSs the same as separable RKHSs in [BTA04, Theorem 15]. The
following criterion of the separability will be proved by the result that the closure
of the linear combination of a countable subset of a normed space is separable
(see [Meg98, Proposition 1.12.1]). We review the definition of the annihilator in
[Meg98, Definition 1.10.14]. Let E and E ′ be subsets of a Banach space B and its
dual space B′, respectively. The annihilator of E in B′ and the annihilator of E ′ in
B are defined by
E⊥ := {g ∈ B′ : 〈f, g〉B = 0 for all f ∈ E} ,
and
⊥E ′ := {f ∈ B : 〈f, g〉B = 0 for all g ∈ E ′} ,
respectively.
Proposition 2.11. If B is the left-sided reproducing kernel Banach space and
the right-sided domain Ω′ of the dual space B′ of B contains a countable subset
X ′ ⊆ Ω′ such that for any g ∈ B′, g|X′ = 0 if and only if g = 0, then B is separable.
Proof. Take any g ∈ B′ such that 〈K(·,y), g〉B = 0 for all y ∈ X ′. So g = 0.
This ensures that the annihilator of span {K(·,y) : y ∈ X ′} is equal to {0}, that is,
span {K(·,y) : y ∈ X ′}⊥ = {0}. Therefore, by [Meg98, Proposition 1.10.15], the
closure of the linear combination of {K(·,y) : y ∈ X ′} is equal to the annihilator
of {0} which is the whole space B, that is,
span {K(·,y) : y ∈ X ′} = ⊥{0} = B.

The following corollary exhibits a class of Banach spaces composed of contin-
uous functions which have no reproducing kernels.
Corollary 2.12. If B is a non-separable Banach space such that the dual
space B′ of B is composed of continuous functions defined on a separable domain
Ω′, then B is not a left-sided reproducing kernel Banach space.
Proof. Let X ′ be a countable dense subset of Ω′. As any element of B is
continuous the conditions of Proposition 2.11 are satisfied. Therefore, if we assume
that B had a left-sided reproducing kernel, then it would be separable. This would
contradict the hypothesis. 
2.3. Implicit Representation
In this section, we find the implicit representation of RKBSs using the tech-
niques of [Wen05, Theorem 10.22] for the implicit representation of RKHSs. Specif-
ically, we employ a given kernel to set up a Banach space such that this Banach
space becomes a two-sided RKBS with this kernel.
Suppose that the right-sided kernel set K′K of a given kernel K ∈ L0(Ω×Ω′) is
linearly independent and the linear span of K′K is endowed with some norm ‖·‖K .
Further suppose that the completion F of span {K′K} is reflexive, that is,
F := span {K′K}, F ∼= F ′′,
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and the point evaluation functionals δy are continuous on F , that is, δy ∈ F ′ for
all y ∈ Ω′.
We denote by ∆K the linear vector space spanned by the point evaluation
functionals δx defined on L0(Ω), namely,
∆K := span {δx : x ∈ Ω} .
Clearly, {δx : x ∈ Ω} is a basis of the linear vector space ∆K . Moreover, ∆K can be
endowed with a norm by the equivalent norm ‖·‖K , that is, taking each λ ∈ ∆K , we
have that λ =
∑
k∈NN
ckδxk for some finite pairwise distinct points x1, . . . ,xN ∈ Ω.
So, the linear independence of K′K ensures that the norm of λ is well-defined by
‖λ‖K :=
∥∥∥∥∥ ∑
k∈NN
ckK(xk, ·)
∥∥∥∥∥
K
.
Comparing the norms of ∆K and span {K′K}, we find that ∆K and span {K′K} are
isometrically isomorphic by the linear operator
T (λ) :=
∑
k∈NN
ckK(xk, ·).
This ensures that ∆K is isometrically imbedded into the function space F .
Next, we show how a two-sided RKBS B is constructed such that its two-sided
reproducing kernel is equal to the given kernel K and B′ ∼= F .
Proposition 2.13. If the kernel K, the reflexive Banach space F , and the
normed space ∆K are defined as above, then the space
B := {f ∈ L0(Ω) : ∃ Cf > 0 s.t. |λ(f)| ≤ Cf ‖λ‖K for all λ ∈ ∆K} ,
equipped with the norm
‖f‖B := sup
λ∈∆K ,λ6=0
|λ(f)|
‖λ‖K
,
is a two-sided reproducing kernel Banach space with the two-sided reproducing kernel
K, and the dual space B′ of B is isometrically equivalent to F .
Proof. The primary idea of implicit representation is to use the point evalu-
ation functional δx to set up the normed space B composed of function f ∈ L0(Ω)
such that δx is continuous on B.
By the standard definition of the dual space of ∆K , the normed space B is
isometrically equivalent to the dual space of ∆K , that is, B ∼= (∆K)′. Since the
dual space of ∆K is a Banach space, the space B is also a Banach space. Next, we
verify the right-sided reproducing properties of B. Since
∆K ∼= span {K′K} ,
we have that
B ∼= (span {K′K})′ .
According to the density of span {K′K} in F , we determine that B ∼= F ′ by the
Hahn-Banach extension theorem. The reflexivity of F ensures that
B′ ∼= F ′′ ∼= F .
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This implies that ∆K is isometrically imbedded into B′. Since K(x, ·) ∈ K′K is the
equivalent element of δx ∈ ∆K for all x ∈ Ω, the right-sided reproducing properties
of B are well-defined, that is, K(x, ·) ∈ B′ and
〈f,K(x, ·)〉B = 〈f, δx〉B = f(x), for all f ∈ B.
Finally, we verify the left-sided reproducing properties of B. Let y ∈ Ω′ and
λ ∈ ∆K . Hence, λ can be represented as a linear combination of some δx1 , . . . , δxN ∈
∆K , that is,
λ =
∑
k∈NN
ckδxk .
Moreover, we have that
(2.5) |λ (K(·,y))| ≤ ‖δy‖F ′
∥∥∥∥∥ ∑
k∈NN
ckK(xk, ·)
∥∥∥∥∥
K
= ‖δy‖F ′ ‖λ‖K ,
because δy ∈ F ′ and
(2.6) λ (K(·,y)) =
∑
k∈NN
ckK(xk,y) = δy
( ∑
k∈NN
ckK(xk, ·)
)
.
Inequality (2.5) guarantees that K(·,y) ∈ B. Let g be the equivalent element of λ
in span {K′K}. Because of λ ∈ B′, we have that
〈K(·,y), g〉B = λ (K(·,y)) = g(y)
by equation (2.6). Using the density of span {K′K} in F , we verify the general case
of g ∈ F ∼= B′ by the continuous extension, that is, 〈K(·,y), g〉B = g(y). 
2.4. Imbedding
In this section, we establish the imbedding of RKBSs, an important property
of RKBSs. In particular, it is useful in machine learning. Note that the imbedding
of RKHSs was given in [Wen05, Lemma 10.27 and Proposition 10.28].
We say that a normed space B1 is imbedded into another normed space B2 if
there exists an injective and continuous linear operator T from B1 into B2.
Let Lp(Ω) and Lq(Ω
′) be the standard p-norm and q-norm Lebesgue spaces
defined on Ω and Ω′, respectively, where 1 ≤ p, q ≤ ∞. We already know that any
f ∈ Lp(Ω) is equal to 0 almost everywhere if and only if f satisfies the condition
(C-µ) µ ({x ∈ Ω : f(x) 6= 0}) = 0.
By the reproducing properties, the functions in the RKBSs are distinguished point
wisely. Hence, the RKBSs need another condition such that the zero element of
RKBSs is equivalent to the zero element defined by the measure µ almost every-
where. Then we say that the RKBS B satisfies the µ-measure zero condition if for
any f ∈ B, we have that f = 0 if and only if f satisfies the condition (C-µ). The
µ-measure zero condition of the RKBS B guarantees that for any f, g ∈ B, we have
that f = g if and only if f is equal to g almost everywhere. For example, when
B ⊆ C(Ω) and supp(µ) = Ω, then B satisfies the µ-measure zero condition (see the
Lusin Theorem). Here, the support supp(µ) of the Borel measure µ is defined as
the set of all points x in Ω for which every open neighbourhood A of x has positive
measure. (More details of Borel measures and Lebesgue integrals can be found in
[Rud87, Chapters 2 and 3].)
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We first study the imbedding of right-sided RKBSs.
Proposition 2.14. Let 1 ≤ q ≤ ∞. If B is the right-sided reproducing kernel
Banach space with the right-sided reproducing kernel K ∈ L0(Ω × Ω′) such that
x 7→ ‖K(x, ·)‖B′ ∈ Lq(Ω), then the identity map from B into Lq(Ω) is continuous.
Proof. We shall prove the imbedding by verifying that the identify map from
B into Lq(Ω) is continuous. Let
Φ(x) := ‖K(x, ·)‖B′ , for x ∈ Ω.
Since Φ ∈ Lq(Ω), we obtain a positive constant ‖Φ‖Lq(Ω). We take any f ∈ B. By
the reproducing properties (i)-(ii), we have that
f(x) = 〈f,K(·,x)〉B, for all x ∈ Ω.
Hence, it follows that
(2.7) |f(x)| = |〈f,K(·,x)〉B| ≤ ‖f‖B ‖K(x, ·)‖B′ = ‖f‖B Φ(x), for x ∈ Ω.
Integrating both sides of inequality (2.7) yields the continuity of the identify map
‖f‖Lq(Ω) =
(∫
Ω
|f(x)|q µ(dx)
)1/q
≤ ‖f‖B
(∫
Ω
|Φ(x)|q µ(dx)
)1/q
= ‖Φ‖Lq(Ω) ‖f‖B ,
when 1 ≤ q <∞, or
‖f‖L∞(Ω) = ess sup
x∈Ω
|f(x)| ≤ ‖f‖B ess sup
x∈Ω
|Φ(x)| = ‖Φ‖L∞(Ω) ‖f‖B ,
when q =∞. 
Corollary 2.15. Let 1 ≤ q ≤ ∞ and let B be the right-sided reproducing
kernel Banach space with the right-sided reproducing kernel K ∈ L0(Ω × Ω′) such
that x 7→ ‖K(x, ·)‖B′ ∈ Lq(Ω). If B satisfies the µ-measure zero condition, then B
is imbedded into Lq(Ω).
Proof. According to Proposition 2.14, the identity map I : B → Lq(Ω) is
continuous. Since B satisfies the µ-measure zero condition, the identity map I is
injective. Therefore, the RKBS B is imbedded into Lq(Ω) by the identity map. 
Remark 2.16. If B does not satisfy the µ-measure zero condition, then the
above identity map is not injective. In this case, we can not say that B is imbedded
into Lq(Ω). But, to avoid the duplicated notations, the RKBS B can still be seen
as a subspace of Lq(Ω) in this article. This means that functions of B, which are
equal almost everywhere, are seen as the same element in Lq(Ω).
For the compact domain Ω and the two-sided reproducing kernel K ∈ L0(Ω×
Ω′), we define the left-sided integral operator IK : Lp(Ω)→ L0(Ω′) by
IK(ζ)(y) :=
∫
Ω
K(x,y)ζ(x)µ(dx), for all ζ ∈ Lp(Ω) and all y ∈ Ω′.
When K(·,y) ∈ Lq(Ω) for all y ∈ Ω′, the linear operator IK is well-defined. Here
p−1+q−1 = 1. We verify that the integral operator IK is also a continuous operator
from Lp(Ω) into the dual space B′ of the two-sided RKBS B with the two-sided
reproducing kernel K.
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Same as [Meg98, Definition 3.1.3], we call the linear operator T ∗ : B′2 → B′1
the adjoint operator of the continuous linear operator T : B1 → B2 if
〈Tf, g〉B1 = 〈f, T ∗g〉B2 .
[Meg98, Theorem 3.1.17] ensures that T is injective if and only if the range of T ∗
is weakly* dense in B′1, and T ∗ is injective if and only if the range of T is dense in
B2. Here, a subset E is weakly* dense in a Banach space B if for any f ∈ B, there
exists a sequence {fn : n ∈ N} ⊆ E such that fn is weakly* convergent to f when
n → ∞. Moreover, we shall show that IK is the adjoint operator of the identify
map I mentioned in Proposition 2.14. For convenience, we denote that the general
division 1/∞ is equal to 0.
Proposition 2.17. Let 1 ≤ p, q ≤ ∞ such that p−1 + q−1 = 1. If the kernel
K ∈ L0(Ω × Ω′) is the two-sided reproducing kernel of the two-sided reproducing
kernel Banach space B such that K(·,y) ∈ Lq(Ω) for all y ∈ Ω′ and the map
x 7→ ‖K(x, ·)‖B′ ∈ Lq(Ω), then the left-sided integral operator IK maps Lp(Ω) into
the dual space B′ of B continuously and
(2.8)
∫
Ω
f(x)ζ(x)µ(dx) = 〈f, IKζ〉B, for all ζ ∈ Lp(Ω) and all f ∈ B.
Proof. Since K(·,y) ∈ Lq(Ω) for all y ∈ Ω′, the integral operator IK is well-
defined on Lp(Ω). First we prove that the integral operator IK is a continuous linear
operator from Lp(Ω) into B′. Then we take a ζ ∈ Lp(Ω) and show that IKζ ∈ F ∼=
B′. To simplify the notation in the proof, we let the subspace V := span {KK}.
Define a linear functional Gζ on V of B by ζ, that is,
Gζ(f) :=
∫
Ω
f(x)ζ(x)µ(dx), for f ∈ V .
Since B is the two-sided RKBS with the two-sided reproducing kernel K and x 7→
‖K(x, ·)‖B′ ∈ Lq(Ω), Proposition 2.14 ensures that the identity map from B into
Lq(Ω) is continuous; hence there exists a positive constant ‖Φ‖Lq(Ω) such that
(2.9) ‖f‖Lq(Ω) ≤ ‖Φ‖Lq(Ω) ‖f‖B , for f ∈ B.
By the Ho¨lder inequality, we have that
(2.10) |Gζ(f)| =
∣∣∣∣∫
Ω
f(x)ζ(x)µ(dx)
∣∣∣∣ ≤ ‖f‖Lq(Ω) ‖ζ‖Lp(Ω) , for f ∈ V .
Combining inequalities (2.9) and (2.10), we find that
(2.11) |Gζ(f)| ≤ ‖Φ‖Lq(Ω) ‖f‖B ‖ζ‖Lp(Ω1) , for f ∈ V ,
which implies that Gζ is a continuous linear functional on V . On the other hand,
Proposition 2.5 ensures that V is dense in B. As a result, Gζ can be uniquely
extended to a continuous linear functional on B by the Hahn-Banach extension
theorem, that is, Gζ ∈ B′. Since F and B′ are isometrically isomorphic, there
exists a function gζ ∈ F which is an equivalent element of Gζ , such that
Gζ(f) = 〈f, gζ〉B for all f ∈ B.
Using the reproducing properties (iii)-(iv), we observe for all y ∈ Ω′ that
Gζ (K(·,y)) = 〈K(·,y), gζ〉B = gζ(y);
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hence,
(IKζ)(y) =
∫
Ω
K(x,y)ζ(x)µ(dx) = Gζ (K(·,y)) = gζ(y).
This ensures that
IKζ = gζ ∈ F ∼= B′.
Moreover, inequality (2.11) gives
‖gζ‖B′ = ‖Gζ‖B′ ≤ ‖Φ‖Lq(Ω) ‖ζ‖Lp(Ω′) .
Therefore, the integral operator IK is also a continuous linear operator.
Next we verify equation (2.8). Let f ∈ V be arbitrary. Then f can be repre-
sented as a linear combination of finite elements K(·,y1), . . . ,K(·,yN ) in KK in
the form that
f =
∑
k∈NN
ckK(·,yk).
By the reproducing properties (iii)-(iv), we have for all ζ ∈ Lp(Ω) that∫
Ω
f(x)ζ(x)µ(dx) =
∑
k∈NN
ck
∫
Ω
K(x,yk)ζ(x)µ(dx)
=
∑
k∈NN
ck (IKζ) (yk)
=
∑
k∈NN
ck〈K(·,yk), IK(ζ)〉B
= 〈f, IK(ζ)〉B .
Using the density of V in B and the continuity of the identity map from B into
Lq(Ω), we obtain the general case of f ∈ B by the continuous extension. Therefore,
equation (2.8) holds. 
Corollary 2.18. Let 1 ≤ p, q ≤ ∞ such that p−1+ q−1 = 1 and let the kernel
K ∈ L0(Ω × Ω′) be the two-sided reproducing kernel of the two-sided reproducing
kernel Banach space B such that K(·,y) ∈ Lq(Ω) for all y ∈ Ω′ and the map
x 7→ ‖K(x, ·)‖B′ ∈ Lq(Ω). If B satisfies the µ-measure zero condition, then the
range IK (Lp(Ω)) is weakly* dense in the dual space B′ and the range IK (Lp(Ω)) is
dense in the dual space B′ when B is reflexive and 1 < p, q <∞.
Proof. The proof follows from a consequence of the general properties of
adjoint mappings in [Meg98, Theorem 3.1.17].
According to Proposition 2.17, the integral operator IK : Lp(Ω) → B′ is con-
tinuous. Equation (2.8) shows that the integral operator IK : Lp(Ω) → B′ is the
adjoint operator of the identity map I : B → Lq(Ω). Moreover, since B satisfies
the µ-measure zero condition, the identity map I : B → Lq(Ω) is injective. This
ensures that the weakly* closure of the range of IK is equal to B′.
The last statement is true, because the reflexivity of B and Lq(Ω) for 1 < q <∞
ensures that the closure of the range of IK is equal to B′. 
To close this section, we discuss two applications of the imbedding theorems of
RKBSs.
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Imbedding Probability Measures. Since the injectivity of the integral op-
erator IK may not hold, the operator IK may not be the imbedding operator from
Lp(Ω) into B. Nevertheless, Proposition 2.17 provides a useful tool to compute
the imbedding probability measure in Banach spaces. We consider computing the
integral
If :=
∫
Ω
f(x)µζ(dx),
where the probability measure µζ is written as µζ(dx) = ζ(x)µ(dx) for a function
ζ ∈ Lp(Ω) and f belongs to the two-sided RKBS B given in Proposition 2.17.
Usually it is impossible to calculate the exact value If . In practice, we approximate
If by a countable sequence of easy-implementation integrals
In :=
∫
Ω
fn(x)µζ(dx),
hoping that limn→∞ In = If . If we find a countable sequence fn ∈ B such that
‖fn − f‖B → 0 when n→∞, then we have that
lim
n→∞
|In − If | = 0.
The reason is that Proposition 2.17 ensures that
|In − If | =
∣∣∣∣∫
Ω
(fn(x)− f(x))µζ(dx)
∣∣∣∣
=
∣∣∣∣∫
Ω
(fn − f) (x)ζ(x)µ(dx)
∣∣∣∣
= |〈fn − f, IK(ζ)〉B |
≤ ‖fn − f‖B ‖IK(ζ)‖B′ .
The estimator fn may be constructed by the reproducing kernel K for the discrete
data information {(xk, yk) : k ∈ NN} ⊆ Ω× R induced by f .
Fre´chet Derivatives of Loss Risks. In the learning theory, one often con-
siders the expected loss of f ∈ L∞(Ω) given by∫
Ω×R
L(x, y, f(x))P (dx, dy) =
1
Cµ
∫
Ω
∫
R
L(x, y, f(x))P(dy|x)µ(dx),
where L : Ω × R × R → [0,∞) is the given loss function, Cµ := µ(Ω) and P(y|x)
is the regular conditional probability of the probability P(x, y). Here, the measure
µ(Ω) is usually assumed to be finite for practical machine problems. In this case,
we define a function
H(x, t) :=
1
Cµ
∫
R
L(x, y, t)P(dy|x), for x ∈ Ω and t ∈ R.
Next, we suppose that the function t 7→ H(x, t) is differentiable for any fixed
x ∈ Ω. We then write
Ht(x, t) :=
d
dt
H(x, t), for x ∈ Ω and t ∈ R.
Furthermore, we suppose that x 7→ H(x, f(x)) ∈ L1(Ω) for all f ∈ L∞(Ω). Then
the operator
L∞(f) :=
∫
Ω
H(x, f(x))µ(dx), for f ∈ L∞(Ω)
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is clearly well-defined. Finally, we suppose that x 7→ Ht(x, f(x)) ∈ L1(Ω) whenever
f ∈ L∞(Ω). Then the Fre´chet derivative of L∞ can be written as
(2.12) 〈h, dFL∞(f)〉L∞(Ω) =
∫
Ω
h(x)Ht(x, f(x))µ(dx), for all h ∈ L∞(Ω).
Here, the operator T from a normed space B1 into another normed space B2 is
said to be Fre´chet differentiable at f ∈ B1 if there is a continuous linear operator
dFT (f) : B1 → B2 such that
lim
‖h‖
B1
→0
‖T (f + h)− T (f)− dFT (f)(h)‖B2
‖h‖B1
= 0,
and the continuous linear operator dFT (f) is called the Fre´chet derivative of T at
f (see [SC08, Definition A.5.14]). We next discuss the Fre´chet derivatives of loss
risks in two-sided RKBSs based on the above conditions.
Corollary 2.19. Let K ∈ L0(Ω × Ω′) be the two-sided reproducing kernel of
the two-sided reproducing kernel Banach space B such that x 7→ K(x,y) ∈ L∞(Ω)
for all y ∈ Ω′ and the map x 7→ ‖K(x, ·)‖B′ ∈ L∞(Ω). If the function H : Ω×R→
[0,∞) satisfies that the map t 7→ H(x, t) is differentiable for any fixed x ∈ Ω and
x 7→ H(x, f(x)),x 7→ Ht(x, f(x)) ∈ L1(Ω) whenever f ∈ L∞(Ω), then the operator
L(f) :=
∫
Ω
H(x, f(x))µ(dx), for f ∈ B,
is well-defined and the Fre´chet derivative of L at f ∈ B can be represented as
dFL(f) =
∫
Ω
Ht(x, f(x))K(x, ·)µ(dx).
Proof. According to the imbedding of RKBSs (Propositions 2.14 and 2.17),
the identity map I : B → L∞(Ω) and the integral operator IK : L1(Ω) → B′ are
continuous. This ensures that the operator L is well-defined for all f ∈ B and
IK(ζf ) ∈ B′,
for all
ζf (x) := Ht(x, f(x)), for x ∈ Ω,
driven by any f ∈ B.
Clearly, L∞ = L ◦ I. Using the chain rule of Fre´chet derivatives, we have that
dFL∞(f)(h) = dF (L ◦ I)(f)(h) = dFL(If) ◦ dF I(f)(h) = dFL(f)(h),
whenever f, h ∈ B. Therefore, we combine equations (2.8) and (2.12) to conclude
that
〈h, dFL(f)〉B = 〈h, dFLq(f)〉L∞(Ω) =
∫
Ω
h(x)ζf (x)µ(dx) = 〈h, IK(ζf )〉B,
for all h ∈ B, whenever f ∈ B. This means that dFL(f) = IK(ζf ). 
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2.5. Compactness
In this section, we investigate the compactness of RKBSs. The compactness of
RKBSs will play an important role in applications such as support vector machines.
Let the function space
L∞(Ω) :=
{
f ∈ L0(Ω) : sup
x∈Ω
|f(x)| <∞
}
,
be equipped with the uniform norm
‖f‖∞ := sup
x∈Ω
|f(x)| .
Since L∞(Ω) is the collection of all bounded functions, the space L∞(Ω) is a sub-
space of the infinity-norm Lebesgue space L∞(Ω). We next verify that the identity
map I : B → L∞(Ω) is a compact operator, where B is a RKBS.
We first review some classical results of the compactness of normed spaces for
the purpose of establishing the compactness of RKBSs. A set E of a normed space
B1 is called relatively compact if the closure of E is compact in the completion of
B1. A linear operator T from a normed space B1 into another normed space B2 is
compact if T (E) is a relatively compact set of B2 whenever E is a bounded set of
B1 (see [Meg98, Definition 3.4.1]).
Let C(Ω) be the collection of all continuous functions defined on a compact
Hausdorff space Ω equipped with the uniform norm. We say that a set S of C(Ω)
is equicontinuous if, for any x ∈ Ω and any ǫ > 0, there is a neighborhood Ux,ǫ
of x such that |f(x)− f(y)| < ǫ whenever f ∈ S and y ∈ Ux,ǫ (see [Meg98,
Definition 3.4.13]). The Arzela`-Ascoli theorem ([Meg98, Theorem 3.4.14]) will be
applied in the following development because the theorem guarantees that a set S
of C(Ω) is relatively compact if and only if the set S is bounded and equicontinuous.
Proposition 2.20. Let B be the right-sided RKBS with the right-sided repro-
ducing kernel K ∈ L0(Ω × Ω′). If the right-sided kernel set K′K is compact in the
dual space B′ of B, then the identity map from B into L∞(Ω) is compact.
Proof. It suffices to show that the unit ball
BB := {f ∈ B : ‖f‖B ≤ 1}
of B is relatively compact in L∞(Ω).
First, we construct a new semi-metric dK on the domain Ω. Let
dK(x,y) := ‖K(x, ·)−K(y, ·)‖B′ , for all x,y ∈ Ω.
Since K′K is compact in B′, the semi-metric space (Ω, dK) is compact. Let C(Ω, dK)
be the collection of all continuous functions defined on Ω with respect to dK such
that its norm is endowed with the uniform norm. Thus, C(Ω, dK) is a subspace of
L∞(Ω).
Let f ∈ B. According to the reproducing properties (i)-(ii), we have that
(2.13) |f(x)− f(y)| = |〈f,K(x, ·)−K(y, ·)〉B| , for x,y ∈ Ω.
By the Cauchy-Schwarz inequality, we observe that
(2.14) |〈f,K(x, ·)−K(y, ·)〉B| ≤ ‖f‖B ‖K(x, ·)−K(y, ·)‖B′ , for x,y ∈ Ω.
Combining equation (2.13) and inequality (2.14), we obtain that
|f(x)− f(y)| ≤ ‖f‖B dK(x,y), for x,y ∈ Ω,
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which ensures that f is Lipschitz continuous on C(Ω, dK) with a Lipschitz constant
not larger than ‖f‖B. This ensures that the unit ball BB is equicontinuous on
(Ω, dK).
The compactness of K′K of B′ guarantees that K′K is bounded in B′. Hence, Φ ∈
L∞(Ω). By the reproducing properties (i)-(ii) and the Cauchy-Schwarz inequality,
we confirm the uniform-norm boundedness of the unit ball BB, namely,
‖f‖∞ = sup
x∈Ω
|f(x)| = sup
x∈Ω
|〈f,K(x, ·)〉B| ≤ ‖f‖B sup
x∈Ω
‖K(x, ·)‖B′ ≤ ‖Φ‖∞ <∞,
for all f ∈ BB. Therefore, the Arzela`-Ascoli theorem guarantees that BB is rela-
tively compact in C(Ω, dK) and thus in L∞(Ω). 
The compactness of RKHSs plays a crucial role in estimating the error bounds
and the convergence rates of the learning solutions in RKHSs. In Section 2.7, the
fact that the bounded sets of RKBSs are equivalent to the relatively compact sets
of L∞(Ω) will be used to prove the oracle inequality for the RKBSs as shown in
book [SC08] and papers [CS02, SZ04] for the RKHSs.
2.6. Representer Theorem
In this section, we focus on finding the finite dimensional optimal solutions
to minimize the regularized risks over RKBSs. Specifically, we solve the following
learning problems in the RKBS B
min
f∈B
{
1
N
∑
k∈NN
L (xk, yk, f(xk)) +R (‖f‖B)
}
,
or
min
f∈B
{∫
Ω×R
L (x, y, f(x))P(dx, dy) +R (‖f‖B)
}
.
These learning problems connect to the support vector machines to be discussed in
Chapter 5.
In this article, the representer theorems in RKBSs are expressed by the combi-
nations of Gaˆteaux/Fre´chet derivatives and reproducing kernels. The representer
theorems presented next are developed from a point of view different from those
in papers [ZXZ09, FHY15] where the representer theorems were derived from
the dual elements and the semi-inner products. The classical representer theorems
in RKHSs [SC08, Theorem 5.5 and 5.8] can be viewed as a special case of the
representer theorems in RKBSs.
Optimal Recovery. We begin by considering the optimal recovery in RKBSs
for given pairwise distinct data points X := {xk : k ∈ NN} ⊆ Ω and associated
data values Y := {yk : k ∈ NN} ⊆ R, that is,
min
f∈B
‖f‖B s.t. f(xk) = yk, for all k ∈ NN ,
where B is the right-sided RKBS with the right-sided reproducing kernel K ∈
L0(Ω× Ω′).
Let
NX,Y := {f ∈ B : f(xk) = yk, for all k ∈ NN} .
If NX,Y is a null set, then the optimal recovery may have no meaning for the given
data X and Y . Hence, we assume that NX,Y is always non-null for any choice of
finite data.
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Linear Independence of Kernel Sets: Now we show that the linear independence
of K(x1, ·), . . . ,K(xN , ·) implies that NX,Y is always non-null. The reproducing
properties (i)-(ii) show that〈
f,
∑
k∈NN
ckK(xk, ·)
〉
B
=
∑
k∈NN
ck〈f,K(xk, ·)〉B =
∑
k∈NN
ckf(xk), for all f ∈ B,
which ensures that∑
k∈NN
ckK(xk, ·) = 0 if and only if
∑
k∈NN
ckf(xk) = 0, for all f ∈ B.
In other words, c := (ck : k ∈ NN ) = 0 if and only if∑
k∈NN
ckzk = 0, for all z := (zk : k ∈ NN ) ∈ RN .
If we check that c = 0 if and only if∑
k∈NN
ckK(xk, ·) = 0,
then there exists at least one f ∈ B such that f(xk) = yk for all k ∈ NN . Therefore,
when K(x1, ·), . . . ,K(xN , ·) are linearly independent, then NX,Y is non-null. Since
the data points X are chosen arbitrarily, the linear independence of the right-sided
kernel set K′K is needed.
To further discuss optimal recovery, we require the RKBS B to satisfy additional
conditions such as reflexivity, strict convexity, and smoothness (see [Meg98]).
Reflexivity: The RKBS B is reflexive if B′′ ∼= B.
Strict Convexity: The RKBS B is strictly convex (rotund) if
‖tf + (1− t)g‖B < 1 whenever ‖f‖B = ‖g‖B = 1, 0 < t < 1.
By [Meg98, Corollary 5.1.12], the strict convexity of B implies that
‖f + g‖B < ‖f‖B + ‖g‖B when f 6= g.
Moreover, [Meg98, Corollary 5.1.19] (M. M. Day, 1947) provides that any
nonempty closed convex subset of a Banach space is a Chebyshev set if the Banach
space is reflexive and strictly convex. This guarantees that, for each f ∈ B and any
nonempty closed convex subset E ⊆ B, there exists an exactly one g ∈ E such that
‖f − g‖B = dist(f, E) if the RKBS B is reflexive and strictly convex.
Smoothness: The RKBS B is smooth (Gaˆteaux differentiable) if the normed
operator P is Gaˆteaux differentiable for all f ∈ B\{0}, that is,
lim
τ→0
‖f + τh‖B − ‖f‖B
τ
exists, for all h ∈ B,
where the normed operator P is given by
P(f) := ‖f‖B .
The smoothness of B implies that the Gaˆteaux derivative dGP of P is well-defined
on B. In other words, for each f ∈ B\{0}, there exists a continuous linear functional
dGP(f) defined on B such that
〈h, dGP(f)〉B = lim
τ→0
‖f + τh‖B − ‖f‖B
τ
, for all h ∈ B.
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This means that dGP is an operator from B\{0} into B′. According to [Meg98,
Proposition 5.4.2 and Theorem 5.4.17] (S. Banach, 1932), the Gaˆteaux derivative
dGP restricted to the unit sphere
SB := {f ∈ B : ‖f‖B = 1}
is equal to the spherical image from SB into SB′ , that is,
‖dGP(f)‖B′ = 1 and 〈f, dGP(f)〉B = 1, for f ∈ SB.
The equation
‖αf + τh‖B − ‖αf‖B
τ
=
∥∥f + α−1τh∥∥
B
− ‖f‖B
α−1τ
, for f ∈ B\{0} and α > 0,
implies that
dGP(αf) = dGP(f).
Hence, by taking α = ‖f‖−1B , we also check that
(2.15) ‖dGP(f)‖B′ = 1 and ‖f‖B = 〈f, dGP(f)〉B.
Furthermore, the map dGP : SB → SB′ is bijective, because the spherical image is a
one-to-one map from SB onto SB′ when B is reflexive, strictly convex, and smooth
(see [Meg98, Corollary 5.4.26]). In the classical sense, the Gaˆteaux derivative dGP
does not exist at 0. However, to simplify the notation and presentation, we redefine
the Gaˆteaux derivative of the map f 7→ ‖f‖B by
(2.16) ι :=
{
dGP , when f 6= 0,
0, when f = 0.
According to the above discussion, we determine that ‖ι(f)‖B′ = 1 when f 6= 0 and
the restricted map ι|SB is bijective. On the other hand, the isometrical isomorphism
between the dual space B′ and the function space F implies that the Gaˆteaux
derivative ι(f) can be viewed as an equivalent element in F so that it can be
represented as the reproducing kernel K.
To complete the proof of optimal recovery of RKBS, we need to find the relation-
ship of Gaˆteaux derivatives and orthogonality. According to [Jam47], a function
f ∈ B\{0} is said to be orthogonal to another function g ∈ B if
‖f + τg‖B ≥ ‖f‖B , for all τ ∈ R.
This indicates that a function f ∈ B\{0} is orthogonal to a subspace N of B if f is
orthogonal to each element h ∈ N , that is,
‖f + h‖B ≥ ‖f‖B , for all h ∈ N .
Lemma 2.21. If the Banach space B is smooth, then f ∈ B\{0} is orthogonal
to g ∈ B if and only if 〈g, dGP(f)〉B = 0 where dGP(f) is the Gaˆteaux derivative
of the norm of B at f , and a nonzero f is orthogonal to a subspace N of B if and
only if
〈h, dGP(f)〉B = 0, for all h ∈ N .
Proof. First we suppose that 〈g, dGP(f)〉B = 0. For any h ∈ B and any
0 < t < 1, we have that
‖f + th‖B = ‖(1− t)f + t(f + h)‖B ≤ (1− t) ‖f‖B + t ‖f + h‖B ,
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which ensures that
‖f + h‖B ≥ ‖f‖B +
‖f + th‖B − ‖f‖B
t
.
Thus,
‖f + h‖B ≥ ‖f‖B + lim
t↓0
‖f + th‖B − ‖f‖B
t
= ‖f‖B + 〈h, dGP(f)〉B.
Replacing h = τg for any τ ∈ R, we obtain that
‖f + τg‖B ≥ ‖f‖B + 〈τg, dG(f)〉B = ‖f‖B + τ〈g, dGP(f)〉B = ‖f‖B .
That is, f is orthogonal to g.
Next, we suppose that f is orthogonal to g. Then ‖f + τg‖B ≥ ‖f‖B for all
τ ∈ R; hence
‖f + τg‖B − ‖f‖B
τ
≥ 0 when τ > 0, ‖f + τg‖B − ‖f‖B
τ
≤ 0 when τ < 0,
which ensures that
lim
τ↓0
‖f + τg‖B − ‖f‖B
τ
≥ 0, lim
τ↑0
‖f + τg‖B − ‖f‖B
τ
≤ 0.
Therefore
〈g, dGP(f)〉B = lim
τ→0
‖f + τg‖B − ‖f‖B
τ
= 0.
This guarantees that f is orthogonal to N if and only if 〈h, dGP(f)〉B = 0 for
all h ∈ N . 
Using the Gaˆteaux derivative we reprove the optimal recovery of RKBSs in a
way similar to that used in [FHY15, Lemma 3.1] for proving the optimal recovery
of semi-inner-product RKBSs.
Lemma 2.22. Let B be a right-sided reproducing kernel Banach space with the
right-sided reproducing kernel K ∈ L0(Ω× Ω′). If the right-sided kernel set K′K is
linearly independent and B is reflexive, strictly convex, and smooth, then for any
pairwise distinct data points X ⊆ Ω and any associated data values Y ⊆ R, the
minimization problem
(2.17) min
f∈NX,Y
‖f‖B ,
has a unique optimal solution s with the Gaˆteaux derivative ι(s), defined by equation
(2.16), being a linear combination of K(x1, ·), . . . ,K(xN , ·).
Proof. We shall prove this lemma by combining the Gaˆteaux derivatives and
reproducing properties to describe the orthogonality.
We first verify the uniqueness and existence of the optimal solution s.
The linear independence of K′K ensures that the set NX,Y is not empty. Now
we show that NX,Y is convex. Take any f1, f2 ∈ NX,Y and any t ∈ (0, 1). Since
tf1(xk) + (1− t)f2(xk) = tyk + (1− t)yk = yk, for all k ∈ NN ,
we have that tf1+(1−t)f2 ∈ NX,Y . Next, we verify thatNX,Y is closed. We see that
any convergent sequence {fn : n ∈ N} ⊆ NX,Y and f ∈ B satisfy ‖fn − f‖B → 0
as n →∞. Then fn weak−B−→ f as n→ ∞. According to Proposition 2.8, we obtain
that
f(xk) = lim
n→∞
fn(xk) = yk, for all k ∈ NN ,
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which ensures that f ∈ NX,Y . Thus NX,Y is a nonempty closed convex subset of
the RKBS B.
Moreover, the reflexivity and strict convexity of B ensure that the closed convex
set NX,Y is a Chebyshev set. This ensures that there exists a unique s in NX,Y
such that
‖s‖B = dist (0,NX,Y ) = inff∈NX,Y ‖f‖B .
When s = 0, ι(s) = dG(s) = 0. Hence, in this case the conclusion holds true.
Next, we assume that s 6= 0. Recall that
NX,0 = {f ∈ B : f(xk) = 0, for all k ∈ NN} .
For any f1, f2 ∈ NX,0 and any c1, c2 ∈ R, since c1f1(xk) + c2f2(xk) = 0 for all
k ∈ NN , we have that c1f1+c2f2 ∈ NX,0, which guarantees that NX,0 is a subspace
of B. Because s is the optimal solution of the minimization problem (2.17) and
s+NX,0 = NX,Y , we determine that
‖s+ h‖B ≥ ‖s‖B , for all h ∈ NX,0.
This means that s is orthogonal to the subspace NX,0. Since the RKBS B is
smooth, the orthogonality of the Gaˆteaux derivatives of the normed operators given
in Lemma 2.21 ensures that
〈h, ι(s)〉B = 0, for all h ∈ NX,0,
which shows that
(2.18) ι(s) ∈ N⊥X,0.
Using the reproducing properties (i)-(ii), we check that
NX,0 = {f ∈ B : 〈f,K(xk, ·)〉B = f(xk) = 0, for all k ∈ NN}
= {f ∈ B : 〈f, h〉B = 0, for all h ∈ span {K(xk, ·) : k ∈ NN}}
= ⊥span {K(xk, ·) : k ∈ NN} .
(2.19)
Combining equations (2.18) and (2.19), we obtain that
ι(s) ∈ (⊥span {K(xk, ·) : k ∈ NN})⊥ = span {K(xk, ·) : k ∈ NN} ,
by the characterizations of annihilators given in [Meg98, Proposition 2.6.6]. There
exist suitable parameters β1, . . . , βN ∈ R such that
ι(s) =
∑
k∈NN
βkK(xk, ·).

Generally speaking, the Gaˆteaux derivative ι(s) is seen as a continuous linear
functional. More precisely, ι(s) can also be rewritten as a linear combination of
δx1 , . . . , δxN , that is,
(2.20) ι(s) =
∑
k∈NN
βkδxk ,
because the function K(xk, ·) is identical to the point evaluation functional δxk for
all k ∈ NN .
Comparisons: Now we comment the difference of Lemma 2.22 from the classical
optimal recovery in Hilbert and Banach spaces.
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• When the RKBS B reduces to a Hilbert space framework, B becomes
a RKHS and s = ‖s‖B ι(s); hence Lemma 2.22 is the generalization of
the optimal recovery in RKHSs [Wen05, Theorem 13.2], that is, the
minimizer of the reproducing norms under the interpolatory functions in
RKHSs is a linear combination of the kernel basis K(·,x1), . . . ,K(·,xN ).
The equation (2.20) implies that ι(s) is a linear combination of the con-
tinuous linear functionals δx1 , . . . , δxN .
• If the Banach space B is reflexive, strictly convex, and smooth, then B has
a semi-inner product (see [Jam47, Lum61]). In original paper [ZXZ09],
the RKBSs are mainly investigated by the semi-inner products. In paper
[FHY15], it points out that the RKBSs can be reconstructed without the
semi-inner products. But, the optimal recovery in the renew RKBSs is still
shown by the orthogonality semi-inner products in [FHY15, Lemma 3.1]
the same as in [ZXZ09, Theorem 19]. In this article, we avoid the concept
of semi-inner products to investigate all properties of the new RKBSs.
Since the semi-inner product is set up by the Gaˆteaux derivative of the
norm, the key technique of the proof of Lemma 2.22, which is to solve
the minimizer by the Gaˆteaux derivative directly, is similar to [ZXZ09,
Theorem 19] and [FHY15, Lemma 3.1]. Hence, we discuss the optimal
recovery in RKBSs in a totally different way here. This prepares a new
investigation of another weak optimal recovery in the new RKBSs in our
current research work of sparse learning.
• Since 〈s, ι(s)〉B = ‖s‖B and ‖ι(s)‖B′ = 1 when s 6= 0, the Gaˆteaux de-
rivative ι(s) peaks at the minimizer s, that is, 〈s, ι(s)〉B = ‖ι(s)‖B′ ‖s‖B.
Thus, Lemma 2.22 can even be seen as a special case of the representer the-
orem in Banach spaces [MP04, Theorem 1], more precisely, for the given
continuous linear functional T1, . . . , TN on the Banach space B, some lin-
ear combination of T1, . . . , TN peaks at the minimizer s of the norm ‖f‖B
subject to the interpolations T1(f) = y1, . . . , TN(f) = yN . Differently
from [MP04, Theorem 1], the reproducing properties of RKHSs ensure
that the minimizers over RKHSs can be represented by the reproducing
kernels. We conjecture that the reproducing kernels would also help us to
obtain the explicit representations of the minimizers over RKBSs rather
than the abstract formats. In Chapter 5, we shall show how to solve the
support vector machines in the p-norm RKBSs by the reproducing kernels.
Regularized Empirical Risks. Monographs [KW70, Wah90] first showed
the representer theorem in RKHSs and paper [SHS01] generalized the representer
theorem in RKHSs. Papers [MP04, AMP09, AMP10] gave the general frame-
work of the function representation for learning methods in Banach spaces. Now
we discuss the representer theorem in RKBSs based on the kernel-based approach.
To ensure the uniqueness and existence of empirical learning solutions, the loss
functions and the regularization functions are endowed with additional geometrical
properties to be described below.
Assumption (A-ELR). Suppose that the regularization function R : [0,∞)→
[0,∞) is convex and strictly increasing, and the loss function L : Ω×R×R→ [0,∞)
is defined such that t 7→ L(x, y, t) is a convex map for each fixed x ∈ Ω and each
fixed y ∈ R.
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Given any finite data
D := {(xk, yk) : k ∈ NN} ⊆ Ω× R,
we define the regularized empirical risks in the right-sided RKBS B by
(2.21) T (f) := 1
N
∑
k∈NN
L (xk, yk, f(xk)) +R (‖f‖B) , for f ∈ B.
Next, we establish the representer theorem in right-sided RKBSs by the same tech-
niques as those used in [FHY15, Theorem 3.2] (the representer theorem in semi-
inner-product RKBSs).
Theorem 2.23 (Representer Theorem). Given any pairwise distinct data points
X ⊆ Ω and any associated data values Y ⊆ R, the regularized empirical risk T is
defined as in equation (2.21). Let B be a right-sided reproducing kernel Banach space
with the right-sided reproducing kernel K ∈ L0(Ω × Ω′) such that the right-sided
kernel set K′K is linearly independent and B is reflexive, strictly convex, and smooth.
If the loss function L and the regularization function R satisfy assumption (A-ELR),
then the empirical learning problem
(2.22) min
f∈B
T (f),
has a unique optimal solution s such that the Gaˆteaux derivative ι(s), defined by
equation (2.16), has the finite dimensional representation
ι(s) =
∑
k∈NN
βkK(xk, ·),
for some suitable parameters β1, . . . , βN ∈ R and the norm of s can be written as
‖s‖B =
∑
k∈NN
βks(xk).
Proof. We first prove the uniqueness of the minimizer of optimization prob-
lem (2.22). Assume to the contrary that there exist two different minimizers
s1, s2 ∈ B of T . Let s3 := 12 (s1 + s2). Since B is strictly convex, we have that
‖s3‖B =
∥∥∥∥12 (s1 + s2)
∥∥∥∥
B
<
1
2
‖s1‖B +
1
2
‖s2‖B .
Using the convexity and strict increasing of R, we obtain the inequality that
R
(∥∥∥∥12 (s1 + s2)
∥∥∥∥
B
)
< R
(
1
2
‖s1‖B +
1
2
‖s2‖B
)
≤ 1
2
R (‖s1‖B) +
1
2
R (‖s2‖B) .
For f ∈ B, define
L(f) := 1
N
∑
k∈NN
L (xk, yk, f(xk)) .
For any f1, f2 ∈ B and any t ∈ (0, 1), using the convexity of L(x, y, ·), we check
that
L (tf1 + (1− t)f2) ≤ tL (f1) + (1− t)L (f2) ,
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which ensures that L is a convex function. The convexity of L together with
T (s1) = T (s2) then shows that
T (s3) = L
(
1
2
(s1 + s2)
)
+R
(∥∥∥∥12 (s1 + s2)
∥∥∥∥
B
)
<
1
2
L (s1) + 1
2
L (s2) + 1
2
R (‖s1‖B) +
1
2
R (‖s2‖B)
=
1
2
T (s1) + 1
2
T (s2)
= T (s1) .
This means that s1 is not a minimizer of T . Consequently, the assumption that
there are two various minimizers is false.
Now, we verify the existence of the minimizer of T over the reflexive Banach
space B. To this end, we check the convexity and continuity of T . Since R is convex
and strictly increasing, the map f → R (‖f‖B) is convex and continuous. As the
above discussion, we have already known that L is convex. Since L(x, y, ·) is convex,
the map L(x, y, ·) is continuous. By Proposition 2.8 about the weak convergence of
RKBSs, the weak convergence in B implies the pointwise convergence in B. Hence,
L is continuous. We then conclude that T is a convex and continuous map. Next,
we consider the set
E := {f ∈ B : T (f) ≤ T (0)} .
We have that 0 ∈ E and
‖f‖B ≤ R−1 (T (0)) , for f ∈ E .
In other words, E is a non-empty and bounded subset and thus the theorem of
existence of minimizers ([ET83, Proposition 6]) ensures the existence of the optimal
solution s.
Finally, Lemma 2.22 guarantees the finite dimensional representation of the
Gaˆteaux derivative ι(s). We take any f ∈ B and let
Df := {(xk, f(xk)) : k ∈ NN} .
Since the right-sided RKBS B is reflexive, strictly convex and smooth, Lemma 2.22
ensures that there is an element sf , at which the Gaˆteaux derivative ι (sf ) of the
norm of B belongs to span {K(xk, ·) : k ∈ NN} such that sf interpolates the values
{f(xk) : k ∈ NN} at the data points X and ‖sf‖B ≤ ‖f‖B. This implies that
T (sf ) ≤ T (f).
Therefore, the Gaˆteaux derivative ι(s) of the minimizer s of T over B belongs to
span {K(xk, ·) : k ∈ NN}. Thus, there exist the suitable parameters β1, . . . , βN ∈ R
such that
ι(s) =
∑
k∈NN
βkK(xk, ·).
Using equation (2.15) and the reproducing properties (i)-(ii), we compute the norm
‖s‖B = 〈s, ι(s)〉B =
∑
k∈NN
βk〈s,K(xk, ·)〉B =
∑
k∈NN
βks(xk).

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Remark 2.24. The Gaˆteaux derivative of the norm of a Hilbert space H at
f 6= 0 is given by ι(f) = ‖f‖−1H f . Thus, when the regularized empirical risk T is
defined on a RKHS H, Theorem 2.23 also provides that
s = ‖s‖H ι(s) =
∑
k∈NN
‖s‖H βkK(xk, ·).
This means that the representer theorem in RKBSs (Theorem 2.23) implies the
classical representer theorem in RKHSs [SC08, Theorem 5.5].
Convex Programming. Now we study the convex programming for the regu-
larized empirical risks in RKBSs. Since the RKBS B is reflexive, strictly convex, and
smooth, the Gaˆteaux derivative ι is a one-to-one map from SB onto SB′ , where SB
and SB′ are the unit spheres of B and B′, respectively. Combining this with the lin-
ear independence of {K (xk, ·) : k ∈ NN}, we define a one-to-one map Γ : RN → B
such that
‖Γ(w)‖B ι (Γ(w)) =
∑
k∈NN
wkK(xk, ·), for w := (wk : k ∈ NN ) ∈ RN .
(Here, if the RKBS B has the semi-inner product, then∑k∈NN wkK(xk, ·) is identi-
cal to the dual element of Γ(w) given in [ZXZ09, FHY15].) Thus, Theorem 2.23
ensures that the empirical learning solution s can be written as
s = Γ (‖s‖B β) ,
and
‖s‖2B =
∑
k∈NN
‖s‖B βks(xk),
where β = (βk : k ∈ NN) are the parameters of ι(s). Let
ws := ‖s‖B β.
Then empirical learning problem (2.22) can be transferred to solving the optimal
parameters ws of
min
w∈RN
{
1
N
∑
k∈NN
L (xk, yk,Γ(w)(xk)) +R (‖Γ(w)‖B)
}
.
This is equivalent to
(2.23) min
w∈RN
{
1
N
∑
k∈NN
L (xk, yk, 〈Γ(w),K(xk, ·)〉B) + Θ(w)
}
,
where
Θ(w) := R
(∑
k∈NN
wk〈Γ(w),K(xk, ·)〉B
)1/2 .
By the reproducing properties, we also have that
s(x) = 〈Γ (ws) ,K(x, ·)〉B, for x ∈ Ω.
As an example, we look at the hinge loss
L(x, y, t) := max {0, 1− yt} , for y ∈ {−1, 1} ,
and the regularization function
R(r) := σ2r2, for σ > 0.
32 2. REPRODUCING KERNEL BANACH SPACES
In a manner similar to the convex programming of the binary classification in
RKHSs [SC08, Example 11.3], the convex programming of the optimal parameters
ws of optimization problem (2.23) is therefore given by
min
w∈RN
{
C
∑
k∈NN
ξk +
1
2
‖Γ(w)‖2B
}
subject to ξk ≥ 1− yk〈Γ(w),K(xk, ·)〉B, ξk ≥ 0, for all k ∈ NN ,
(2.24)
where
C :=
1
2Nσ2
.
Its corresponding Lagrangian is represented as
(2.25)
C
∑
k∈NN
ξk +
1
2
‖Γ(w)‖2B +
∑
k∈NN
αk (1− yk〈Γ(w),K(xk, ·)〉B − ξk)−
∑
k∈NN
γkξk,
where {αk, γk : k ∈ NN} ⊆ R+. Computing the partial derivatives of Lagrangian (2.25)
with respect to w and ξ, we obtain optimality conditions
(2.26) ‖Γ(w)‖B ι (Γ(w))−
∑
k∈NN
αkykK(xk, ·) = 0,
and
(2.27) C − αk − γk = 0, for all k ∈ NN .
Comparing the definition of Γ, equation (2.26) yields that
(2.28) w = (αkyk : k ∈ NN ) ,
and
‖Γ(w)‖2B = ‖Γ(w)‖B 〈Γ(w), ι (Γ(w))〉B =
∑
k∈NN
αkyk〈Γ(w),K(xk, ·)〉B.
Substituting equations (2.27) and (2.28) into primal problem (2.24), we obtain the
dual problem
max
0≤αk≤C, k∈NN
{ ∑
k∈NN
αk − 1
2
‖Γ((αkyk : k ∈ NN ))‖2B
}
.
When B is a RKHS, we have that
‖Γ((αkyk : k ∈ NN ))‖2B =
∑
j,k∈NN
αjαkyjykK (xj ,xk) .
Regularized Infinite-sample Risks. In this subsection, we consider an infinite-
sample learning problem in the two-sided RKBSs.
For the purpose of solving the infinite-sample optimization problems, the RKBSs
need to have certain stronger geometrical properties. Specifically, we suppose that
the function space B is a two-sided RKBS with the two-sided reproducing kernel
K ∈ L0(Ω × Ω′) such that x 7→ K(x,y) ∈ L∞(Ω) for all y ∈ Ω′ and the map
x 7→ ‖K(x, ·)‖B′ ∈ L∞(Ω). Moreover, the RKBS B is required not only to be
reflexive and strictly convex but also to be Fre´chet differentiable. We say that the
Banach space B is Fre´chet differentiable if the normed operator P : f 7→ ‖f‖B is
Fre´chet differentiable for all f ∈ B. Clearly, the Fre´chet differentiability implies the
Gaˆteaux differentiability and their derivatives are the same, that is, dFP = dGP .
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We consider minimizing the regularized infinite-sample risk
T˜ (f) :=
∫
Ω×R
L(x, y, f(x))P(dx, dy) +R (‖f‖B) , for f ∈ B,
where P is a probability measure defined on Ω× R. Let Cµ := µ(Ω). If
P(x, y) = C−1µ P(y|x)µ(x),
then the regularized risk T˜ can be rewritten as
(2.29) T˜ (f) =
∫
Ω
H(x, f(x))µ(dx) +R (‖f‖B) , for f ∈ B,
where
(2.30) H(x, t) :=
1
Cµ
∫
R
L(x, y, t)P(dy|x), for x ∈ Ω and t ∈ R.
In this article, we consider only the regularized infinite-sample risks written in
a form as equation (2.29). For the representer theorem in RKBSs based on the
infinite-sample risks, we need the loss function L and the regularization function R
to satisfy additional conditions which we describe below.
Assumption (A-GLR). Suppose that the regularization function R : [0,∞)→
[0,∞) is convex, strictly increasing, and continuously differentiable, and the loss
function L : Ω × R × R → [0,∞) satisfies that t 7→ L(x, y, t) is a convex map
for each fixed x ∈ Ω and each fixed y ∈ R. Further suppose that the function
H : Ω×R→ [0,∞) defined in equation (2.30) satisfies that the map t 7→ H(x, t) is
differentiable for any fixed x ∈ Ω and x 7→ H(x, f(x)) ∈ L1(Ω),x 7→ Ht(x, f(x)) ∈
L1(Ω) whenever f ∈ L∞(Ω).
The convexity of L ensures that the map f 7→ H(x, f(x)) is convex for any
fixed x ∈ Ω. Hence, the loss risk
L˜(f) :=
∫
Ω
H(x, f(x))µ(dx), for f ∈ B
is a convex operator. Because of the differentiability and the integrality of H ,
Corollary 2.19 ensures that the Fre´chet derivative of L˜ at f ∈ B can be represented
as
(2.31) dF L˜(f) =
∫
Ω
Ht(x, f(x))K(x, ·)µ(dx),
whereHt(x, y, t) :=
d
dtH(x, y, t). Based on the above assumptions, we introduce the
representer theorem of the solution of infinite-sample learning problem in RKBSs.
Theorem 2.25 (Representer Theorem). The regularized infinite-sample risk T˜
is defined as in equation (2.29). Let B be a two-sided reproducing kernel Banach
space with the two-sided reproducing kernel K ∈ L0(Ω×Ω′) such that x 7→ K(x,y) ∈
L∞(Ω) for all y ∈ Ω′, the map x 7→ ‖K(x, ·)‖B′ ∈ L∞(Ω), and B is reflexive, strictly
convex, and Fre´chet differentiable. If the loss function L and the regularization
function R satisfy assumption (A-GLR), then the infinite-sample learning problem
(2.32) min
f∈B
T˜ (f),
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has a unique solution s such that the Gaˆteaux derivative ι(s), defined by equation
(2.16), has the representation
ι(s) =
∫
Ω
η(x)K(x, ·)µ(dx),
for some suitable function η ∈ L1(Ω) and the norm of s can be written as
‖s‖B =
∫
Ω
η(x)s(x)µ(dx).
Proof. We shall prove this theorem by using techniques similar to those used
in the proof of Theorem 2.23.
We first verify the uniqueness of the solution of optimization problem (2.32).
Assume that there exist two different minimizers s1, s2 ∈ B of T˜ . Let s3 :=
1
2 (s1 + s2). Since B is strictly convex, we have that
‖s3‖B =
∥∥∥∥12 (s1 + s2)
∥∥∥∥
B
<
1
2
‖s1‖B +
1
2
‖s2‖B .
According to the convexities and the strict increasing of L˜ and R, we obtain that
T˜ (s3) = L˜
(
1
2
(s1 + s2)
)
+R
(∥∥∥∥12 (s1 + s2)
∥∥∥∥
B
)
<
1
2
L˜ (s1) + 1
2
L˜ (s2) + 1
2
R (‖s1‖B) +
1
2
R (‖s2‖B)
=
1
2
T˜ (s1) + 1
2
T˜ (s2) = T˜ (s1) .
This contradicts the assumption that s1 is a minimizer in B of T˜ .
Next we prove the existence of the global minimum of T˜ . The convexity of
L˜ ensures that T˜ is convex. The continuity of R ensures that, for any countable
sequence {fn : n ∈ N} ⊆ B and an element f ∈ B such that ‖fn − f‖B → 0 when
n→∞,
lim
n→∞
R (‖fn‖B) = R (‖f‖B) .
By Proposition 2.8, the weak convergence in B implies the pointwise convergence
in B. Hence,
lim
n→∞
fn(x) = f(x), for all x ∈ Ω.
Since x 7→ H(x, fn(x)) ∈ L1(Ω) and x 7→ H(x, f(x)) ∈ L1(Ω), we have that
lim
n→∞
L˜(fn) = L˜(f),
which ensures that
lim
n→∞
T˜ (fn) = T˜ (f).
Thus, T˜ is continuous. Moreover, the set
E˜ :=
{
f ∈ B : T˜ (f) ≤ T˜ (0)
}
is a non-empty and bounded. Therefore, the existence of the optimal solution s
follows from the existence theorem of minimizers.
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Finally, we check the representation of ι(s). Since B is Fre´chet differentiable,
the Fre´chet and Gaˆteaux derivatives of the norm of B are the same. According to
equation (2.31), we obtain the Fre´chet derivative of T˜ at f ∈ B
dF T˜ (f) = dF L˜(f)+Rz (‖f‖B) ι(f) =
∫
Ω
Ht(x, f(x))K(x, ·)µ(dx)+Rz (‖f‖B) ι(f),
where
Rz(z) :=
d
dz
R(z).
The fact that s is the global minimum solution of T˜ implies that dF T˜ (s) = 0,
because
T˜ (s+ h)− T˜ (s) ≥ 0, for all h ∈ B
and
T˜ (s+ h)− T˜ (s) = 〈h, dF T˜ 〉B + o(‖h‖B) when ‖h‖B → 0.
Therefore, we have that
ι(s) =
∫
Ω
η(x)K(x, ·)µ(dx),
where
η(x) := − 1
Rz (‖s‖B)
∫
Ω
Ht(x, s(x))K(x, ·)µ(dx), for x ∈ Ω.
Moreover, equation (2.15) shows that ‖s‖B = 〈s, ι(s)〉B; hence we obtain that
‖s‖B =
∫
Ω
η(x)〈s,K(x, ·)〉Bµ(dx) =
∫
Ω
η(x)s(x)µ(dx),
by the reproducing properties (i)-(ii). 
To close this section, we comment on the differences of the differentiability
conditions of the norms for the empirical and infinite-sample learning problems.
The Fre´chet differentiability of the norms implies the Gaˆteaux differentiability but
the Gaˆteaux differentiability does not ensure the Fre´chet differentiability. Since we
need to compute the Fre´chet derivatives of the infinite-sample regularized risks, the
norms with the stronger conditions of differentiability are required such that the
Fre´chet derivative is well-defined at the global minimizers.
2.7. Oracle Inequality
In this section, we investigate the basic statistical analysis of machine learning
called the oracle inequality in RKBSs that relates the minimizations of empirical
and infinite-sample risks the same as the argument of RKHSs in [SC08, Chapter 6].
The oracle inequality shows that the learning ability of RKBSs can be split into
the statistical and deterministic parts. In this section, we focus on the basic oracle
inequality by [SC08, Proposition 6.22] the errors of the minimization of empirical
and infinite-sample risks over compact sets of the uniform-norm spaces.
In statistical learning, the empirical data X and Y are observations over a
probability distribution. To be more precise, the data X × Y ⊆ Ω× Y are seen as
the independent and identically distributed duplications of a probability measure
P defined on the product Ω × Y of compact Hausdorff spaces Ω and Y, that is,
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(x1, y1) , . . . , (xN , yN ) ∼ i.i.d.P(x, y). This means that X and Y are random data
here. Hence, we define the product probability measure
PN := ⊗Nk=1P
on the product space
ΩN × YN := ⊗Nk=1Ω× Y.
In order to avoid notational overload, the product space ΩN × YN is equipped
with the universal completion of the product σ-algebra and the product probability
measure PN is the canonical extension.
In this section, we look at the relations of the empirical and infinite-sample
risks, that is,
L(f) := 1
N
∑
k∈NN
L (xk, yk, f(xk)) ,
and
L˜(f) :=
∫
Ω×Y
L(x, y, f(x))P(dx, dy),
for f ∈ L∞(Ω). Differently from Section 2.6, L(f) is a random element dependent
on the random data.
Let B be a right-sided RKBS with the right-sided reproducing kernel K ∈
L0(Ω× Ω′). Here, we transfer the minimization of regularized empirical risks over
the RKBS B to another equivalent minimization problem, more precisely, the min-
imization of empirical risks over a closed ball BM of B with the radiusM > 0, that
is,
(2.33) min
f∈BM
L(f),
where
BM := {f ∈ B : ‖f‖B ≤M} .
[SC08, Proposition 6.22] shows the oracle inequality in a compact set of L∞(Ω).
We suppose that the right-sided kernel set K′K is compact in the dual space B′ of
B. By Proposition 2.20, the identity map I : B → L∞(Ω) is a compact operator;
hence BM is a relatively compact set of L∞(Ω). Let EM be the closure of BM
with respect to the uniform norm. Since L∞(Ω) is a Banach space, we have that
EM ⊆ L∞(Ω). Clearly, BM is a bounded set in B. Thus EM is a compact set of
L∞(Ω). Therefore, by [SC08, Proposition 6.22], we obtain the inequality
(2.34) PN
(
L˜(sˆ) ≥ r˜∗ + κǫ,τ
)
≤ e−τ ,
for any ǫ > 0 and τ > 0, where sˆ is any minimizer of the empirical risks over EM ,
that is,
(2.35) L(sˆ) = min
f∈EM
L(f),
and r˜∗ is the minimum of infinite-sample risks over EM , that is,
(2.36) r˜∗ := inf
f∈EM
L˜(f).
Moreover, the above error κǫ,τ is given by the formula
(2.37) κǫ,τ := ̺M
√
2τ + 2 logNǫ
N
+ 4ǫΥM .
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Here, the positive integer Nǫ ∈ N is the ǫ-covering number of EM with respect
to the uniform norm, that is, the smallest number of balls with the radius ǫ of
l∞(Ω) covering EM is Nǫ (see [SC08, Definition 6.19]). Since EM is a compact set
of L∞(Ω), the ǫ-covering number Nǫ exists. Another positive constant ΥM is the
smallest Lipschitz constant of L(x, y, ·) on [−C∞, C∞] for the supremum C∞ of
the compact set EM with respect to the uniform norm, that is, ΥM is the smallest
constant such that
sup
x∈Ω,y∈Y
|L(x, y, t1)− L(x, y, t2)| ≤ ΥM |t1 − t2| , for all t1, t2 ∈ [−C∞, C∞],
(see [SC08, Definition 2.18]). For the existence of the smallest Lipschitz constant
ΥM , we suppose that Lt is continuous, where
Lt(x, y, t) :=
d
dt
L(x, y, t)
is the first derivative of the loss function L : Ω × Y × R → [0,∞) at the variable
t. This means that L is continuously differentiable at t. The compactness of
Ω× Y × [−C∞, C∞] and the continuity of Lt ensure that ΥM exists. The positive
constant ̺M is the supremum of L on Ω × Y × [−C∞, C∞]. The existence of ̺M
is guaranteed by the compactness of Ω× Y × [−C∞, C∞] and the continuity of L.
Therefore, we can obtain the oracle inequality in RKBSs.
Proposition 2.26. Let B be a right-sided reproducing kernel Banach space
with the right-sided reproducing kernel K ∈ L0(Ω×Ω′) such that B is reflexive and
the right-sided kernel set K′K is compact in the dual space B′ of B, let BM be a
closed ball of B with a radius M > 0, and let EM be the closure of BM with respect
to the uniform norm. If the derivative Lt of the loss function L at t is continuous
and the map t 7→ L(x, y, t) is convex for all x ∈ Ω and all y ∈ Y, then for any
ǫ > 0 and any τ > 0,
(2.38) PN
(
L˜(s) ≥ r˜∗ + κǫ,τ
)
≤ e−τ ,
where s is the minimizer of empirical risks over BM solved in optimization prob-
lem (2.33), r˜∗ is the minimum of infinite-sample risks over EM defined in equa-
tion (2.36), and the error κǫ,τ is defined in equation (2.37).
Proof. The main idea of the proof is to use inequality (2.34) which shows the
errors of the minimum of empirical and infinite-sample risks over a compact set of
L∞(Ω) given in [SC08, Proposition 6.22].
First we prove that optimization problem (2.33) exists a solution s. Same as
the proof of Theorem 2.23, the convexity of L(x, y, ·) insures that L is a convex and
continuous function on B. Moreover, since EM is a closed ball of a reflexive Banach
space B, there is an optimal solution s ∈ BM to minimize the empirical risks over
BM by the theorem of existence of minimizers.
Next, since BM is dense in EM with respect to the uniform norm and L is
continuous on L∞(Ω), the optimal solution s also minimizes the empirical risks
over EM , that is,
(2.39) L(s) = min
f∈EM
L(f).
Finally, by Proposition 2.20, the set EM is a compact set of L∞(Ω). Since Lt
is continuous, the parameters Nǫ,ΥM of κǫ,τ is well-defined as above discussions.
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Thus, the compactness of EM and the existence of parameters κǫ,τ ensure inequal-
ity (2.34) is obtained by [SC08, Proposition 6.22]. Combining inequality (2.34)
and equation (2.39), the proof of oracle inequality (2.38) is complete. 
Remark 2.27. In Proposition 2.26, the empirical data X and Y are different
from the data in Theorem 2.23. They distribute randomly based on the probability
P. Hence, the solution s is randomly given and inequality (2.38) shows the errors
is similar to the Chebyshev inequality in probability theory.
2.8. Universal Approximation
Paper [MXZ06] provides a nice theorem of machine learning in RKHSs, that is,
the universal approximation of RKHSs. In this section, we investigate the universal
approximation of RKBSs. Let the left-sided and right-sided domains Ω and Ω′ be
the compact Hausdorff spaces. Suppose that B is the two-sided RKBS with the two-
sided reproducing kernel K. By the generalization of the universal approximation
of RKHSs, we shall show that the dual space B′ of the RKBS B has the universal
approximation property, that is, for any ǫ > 0 and any g ∈ C(Ω′), there exists a
function s ∈ B′ such that ‖g − s‖∞ ≤ ǫ. In other words B′ is dense in C(Ω′) with
respect to the uniform norm. Here, by the compactness of Ω′, the space C(Ω′)
endowed with the uniform norm is a Banach space. In particular, the universal
approximation of the dual space B′ ensures that the minimization of empirical risks
over C(Ω′) can be transferred to the minimization of empirical risks over B′, because
∪M>0E ′M is equal to C(Ω′) where E ′M is the closure of the set
B′M := {g ∈ B′ : ‖g‖B′ ≤M} ,
(see the oracle inequality in Section 2.7).
Before presenting the proof of the universal approximation of the dual space B′,
we review a classical result of the integral operator IK . Clearly, IK is also a compact
operator from C(Ω) into C(Ω′) (see [Kre89, Theorem 2.21]). Let M(Ω′) be the
collection of all regular signed Borel measures on Ω′ endowed with their variation
norms. [Meg98, Example 1.10.6] (Riesz-Markov-Kakutani representation theorem)
illustrates that M(Ω′) is isometrically equivalent to the dual space of C(Ω′) and
〈g, ν′〉C(Ω′) =
∫
Ω′
g(y)ν′(dy), for all g ∈ C(Ω′) and all ν′ ∈M(Ω′).
By the compactness of the domains and the continuity of the kernel, we define
another linear operator I∗K from M(Ω′) into M(Ω) by
(2.40) (I∗Kν
′) (A) :=
∫
A
µ(dx)
∫
Ω′
K(x,y)ν′(dy),
for all Borel set A in Ω. Thus, we have that
〈IKf, ν′〉C(Ω′) =
∫
Ω′
(IKf)(y)ν
′(dy)
=
∫
Ω
f(x)µ(dx)
∫
Ω′
K(x,y)ν′(dy)
= 〈f, I∗Kν′〉C(Ω),
for all f ∈ C(Ω). This shows that I∗K is the adjoint operator of IK .
Next, we gives the theorem of universal approximation of the dual space B′.
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Proposition 2.28. Let B be the two-sided reproducing kernel Banach space
with the two-sided reproducing kernel K ∈ C(Ω×Ω′) defined on the compact Haus-
dorff spaces Ω and Ω′ such that the map y 7→ K(·,y) is continuous on Ω′ and the
map x 7→ ‖K(x, ·)‖B′ ∈ Lq(Ω). If the adjoint operator I∗K defined in equation (2.40)
is injective, then the dual space B′ of B has the universal approximation property.
Proof. Similar to the proof of Proposition 2.10, we show that B′ ⊆ C(Ω′).
Thus, if we find a subspace of B′ which is dense in C(Ω′) with respect to the
uniform norm, then the proof is complete.
Moreover, Proposition 2.17 provides that IK (Lp(Ω)) ⊆ B′, because K is con-
tinuous on the compact spaces Ω and Ω′. Here 1 ≤ p, q ≤ ∞ and p−1 + q−1 = 1.
As above discussion, by [Meg98, Theorem 3.1.17], the injectivity of the adjoint
operator I∗K ensures that IK (C(Ω)) is dense in C(Ω
′) with respect to the uni-
form norm. Since Ω is compact, we also have C(Ω) ⊆ Lp(Ω). This shows that
IK (C(Ω)) ⊆ IK (Lp(Ω)); hence IK (C(Ω)) is a subspace of B′. Therefore, the space
B′ is also dense in C(Ω′) with respect to the uniform norm. 
Remark 2.29. If the RKBS B is reflexive, then the universal approximation
property of B can also be checked in the same manner as Proposition 2.28. Thus,
we call the reproducing kernel K a left-sided (or right-sided) universal kernel if the
RKBS B (or its dual space B′) has the universal approximation property. Moreover,
if the RKBS B and its dual space B′ have the universal approximation property,
then the reproducing kernel K is called a two-sided universal kernel. Clearly, the
definition of the universal kernels of RKHSs is a special case of the universal kernels
of RKBSs (see [MXZ06]). In Section 3.3, we show that the non-reflexive 1-norm
RKBS also has the universal approximation property. But, the dual space of 1-
norm RKBS does not have the universal approximation property. This indicates
that the 1-norm RKBS only has the left-sided universal kernel.

CHAPTER 3
Generalized Mercer Kernels
This chapter presents the generalized Mercer kernels, the sum of countable
symmetric or nonsymmetric expansion terms, which become the reproducing ker-
nels of the p-norm RKBSs driven by their given expansion sets. Comparing with
the general RKBSs discussed in Chapter 2, the p-norm RKBSs can be viewed as the
generalizations of the Mercer representations of RKHSs. Moreover, the expansion
terms of the generalized Mercer kernels can be used to establish the imbedding,
compactness, and universal approximation of the p-norm RKBSs.
3.1. Constructing Generalized Mercer Kernels
In this section, we define the generalized Mercer kernels. First we review what
the classical Mercer kernels are. If K is a continuous symmetric positive definite
kernel defined on a compact Hausdorff space Ω, then the Mercer theorem ([SC08,
Theorem 4.49]) ensures that the kernel K has the absolutely and uniformly conver-
gent representation
(3.1) K(x,y) =
∑
n∈N
λnen(x)en(y), for x,y ∈ Ω,
by the countable positive eigenvalues {λn : n ∈ N} and continuous eigenfunctions
{en : n ∈ N} of K, that is,∫
Ω
K(x,y)en(x)µ(dx) = λnen(y), for all n ∈ N.
A kernel K is called a Mercer kernel if K can be written as a sum of its eigenvalues
multiplying eigenfunctions in the form of equation (3.1). If we let
(3.2) φn := λ
1/2
n en, for all n ∈ N,
then the Mercer kernel K can be rewritten as
K(x,y) =
∑
n∈N
φn(x)φn(y), for x,y ∈ Ω.
Based on the classical construction we shall define the generalized Mercer kernel
by replacing the symmetric expansion terms with nonsymmetric expansion terms.
Definition 3.1. Let Ω and Ω′ be two locally compact Hausdorff spaces equipped
with regular Borel measures µ and µ′, respectively. A kernel K ∈ L0(Ω × Ω′) is
called a generalized Mercer kernel induced by the left-sided and right-sided expan-
sion sets
(3.3) SK := {φn : n ∈ N} ⊆ L0(Ω), S ′K := {φ′n : n ∈ N} ⊆ L0(Ω′),
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if the kernel K can be written as the pointwise convergent representation
(3.4) K(x,y) =
∑
n∈N
φn(x)φ
′
n(y), for x ∈ Ω and y ∈ Ω′.
The adjoint kernel K ′ of the generalized Mercer kernel K is also a generalized
Mercer kernel, and SK and S ′K are the left-sided and right-sided expansion sets of
the adjoint kernel K ′, respectively, that is, SK′ = S ′K and S ′K′ = SK .
Remark 3.2. In the theory of linear integral equations, if the expansion sets
are finite, then K is a separable (degenerate) kernel (see [CMX15] and [Kre89,
Section 11]). Here, we mainly focus on the infinite countable expansion terms of
the kernel K.
Actually, the expansion sets of the generalizedMercer kernel may not be unique.
To avoid confusions, the expansion sets SK and S ′K of the generalized Mercer kernel
K are FIXED in this article, and we shall give another symbol W to represent this
kernel K if K has another expansion sets SW and S ′W . In the following sections,
the expansion sets will be used to construct the p-norm RKBSs. Differently from
RKHSs, the p-norm RKBSs induced by a variety of expansion sets of the generalized
Mercer kernels may not be unique (see the discussions of equivalent eigenfunctions
of positive definite kernels in Section 4.2).
To reduce the complexity of the notation, the index of the expansion sets is
FIXED to be the natural numbers N in this article. However, it is not difficult for
us to extend all the theorems of the generalized Mercer kernel to another count-
able index I the same as [SC08, Section 4.5]. For example, the expansion of the
generalized Mercer kernel K can be rewritten as
K(x,y) =
∑
n∈I
φn(x)φ
′
n(y), for x ∈ Ω and y ∈ Ω′.
It is obvious that the classical Mercer kernel is a special case of the general-
ized Mercer kernels. A generalized Mercer kernel can also be non-symmetric. As
shown by the corollaries of the Stone-Weierstrass theorem, the continuous kernels
defined on the compact domains always have the expansion sums the same as in
equation (3.4) (see the examples in [Kre89, Section 11]). Furthermore, we give
another example of an integral-type kernel
K(x,y) :=
∫
Γ
Ψl(x, z)Ψr(z,y)υ(dz), for x ∈ Ω and y ∈ Ω′,
where Ψl(x, ·),Ψr(·,y) ∈ L2(Γ) are defined on a compact Hausdorff space Γ equipped
with a finite Borel measure υ. Let
φn(x) :=
∫
Γ
Ψl(x, z)ϕn(z)υ(dz), φ
′
n(y) :=
∫
Γ
Ψr(z,y)ϕn(z)υ(dz), for n ∈ N,
where {ϕn : n ∈ N} is an orthonormal basis of L2(Γ). Since
Ψl(x, z) =
∑
n∈N
φn(x)ϕn(z), Ψr(z,y) =
∑
n∈N
ϕn(z)φ
′
n(y),
we verify that
K(x,y) =
∫
Γ
∑
n∈N
φn(x)ϕn(z)
∑
m∈N
ϕm(z)φ
′
m(y)υ(dz) =
∑
n∈N
φn(x)φ
′
n(y).
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Thus, this integral-type kernel K is a generalized Mercer kernel if the expansion
terms φn and φ
′
n have infinite countable non-zero elements. We shall discuss a
special integral-type kernels induced by positive definite kernels in Section 4.2.
In particular, the generalized Mercer kernel K is called totally symmetric if
SK = S ′K . Here, even though the generalized Mercer kernelK is symmetric, we still
do not know whether its expansion sets are the same or not. The total symmetry
indicates that its adjoint kernel is equal to itself, that is, K(x,y) = K(y,x) for all
x,y ∈ Ω = Ω′. For any c := (ck : k ∈ NN ) ∈ RN and any pairwise distinct data
points X := {xk : k ∈ NN} ⊆ Ω, we compute the quadratic form∑
j,k∈NN
cjckK(xj ,xk) =
∑
n∈N
∑
j,k∈NN
cjckφn(xj)φn(xk) =
∑
n∈N
( ∑
k∈NN
ckφn(xk)
)2
≥ 0.
Therefore, the totally symmetric generalized Mercer kernel K is a positive definite
kernel, and the kernel K is strictly positive definite if and only if K′K = KK are lin-
early independent. If SK ⊆ C(Ω) and
∑
n∈N |φn(x)| is uniformly convergent on Ω,
then K ∈ C(Ω×Ω) and its expansion is absolutely and uniformly convergent. This
indicates that this totally symmetric generalized Mercer kernel is also a classical
Mercer kernel.
In the following sections we shall construct the RKBSs by the generalized Mer-
cer kernels based on the idea of the Mercer representations of RKHSs.
3.2. Constructing p-norm Reproducing Kernel Banach Spaces for
1 < p <∞
In this section we mainly focus on how to set up the p-norm RKBSs for 1 <
p <∞ such that their reproducing kernels are the given generalized Mercer kernels.
The main idea is to show that these p-norm RKBSs and the standard p-norm space
of countable sequences have the same geometrical structures. Moreover, we verify
the imbedding, compactness, and universal approximation of the p-norm RKBSs.
The Mercer representation theorem of RKHSs ([Wen05, Theorem 10.29] and
[SC08, Theorem 4.51]) guarantees that the RKHS HK(Ω) of the classical Mercer
kernel K can be represented by its expansion set {φn : n ∈ N} defined in equa-
tion (3.2), that is,
HK(Ω) =
{
f :=
∑
n∈N
anφn : (an : n ∈ N) ∈ l2
}
,
equipped with the norm
‖f‖HK(Ω) =
(∑
n∈N
|an|2
)1/2
,
where l2 is the collection of all countable sequences of scalars with the standard
norm ‖·‖2. The key point of the explicit representation of RKHSs is that HK(Ω)
and l2 are isometrically isomorphic and the standard nth-coordinate unit vector of
countable sequences is the isometrically equivalent element of φn for all n ∈ N. This
means that the collection of the expansion terms φn can be viewed as a Schauder
basis of HK(Ω) and a biorthogonal system of itself.
To clarify the definitions, we review the Banach space theory of the Schauder
basis and its biorthogonal system. A set E := {φn : n ∈ N} in a Banach space
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B is called a Schauder basis of B if for any f ∈ B there is a unique sequence
(an : n ∈ N) of scalars such that f =
∑
n∈N anφn. The Schauder basis E is nor-
malized if ‖φn‖B = 1 for all n ∈ N, and we call the Schauder basis E is un-
conditional if the expansion f =
∑
n∈N anφn is convergent unconditionally. A set
E ′ := {φ′n : n ∈ N} is a biorthogonal system of the Schauder basis E if 〈f, φ′n〉B = an
for all f =
∑
n∈N anφn ∈ B, and we call φ′n the nth coordinate (biorthogonal) func-
tional. More details can be found in [Meg98, Sections 4.1 and 4.2].
This provides a new approach to construct the p-norm RKBSs and their dual
spaces by the given expansion sets of the generalized Mercer kernels such that the
p-norm RKBSs and the sequence space lp are isometrically isomorphic. Here, lp
is the collection of all countable sequences of scalars with the standard norm ‖·‖p,
that is,
lp :=
{
a := (an : n ∈ N) : {an : n ∈ N} ⊆ R and
∑
n∈N
|an|p <∞
}
,
equipped with the norm
‖a‖p :=
(∑
n∈N
|an|p
)1/p
.
In addition, the fact that the expansion sets {φn : n ∈ N} of the RKHS HK(Ω)
are linearly independent and satisfy that∑
n∈N
|φn(x)|2 = K(x,x) <∞, for all x ∈ Ω.
This indicates that we need additional conditions for completing the setting and
proofs of RKBSs.
Assumption (A-p). Let 1 < p, q <∞ such that p−1 + q−1 = 1. Suppose that
the left-sided and right-sided expansion sets SK and S ′K of the generalized Mercer
kernel K are linearly independent and satisfy that
(C-p)
∑
n∈N
|φn(x)|q <∞ for all x ∈ Ω,
∑
n∈N
|φ′n(y)|p <∞ for all y ∈ Ω′.
Here, a set E of a linear vector space is called linearly independent if, for
any N ∈ N and any finite pairwise distinct elements φ1, . . . , φN ∈ E , their linear
combination
∑
k∈NN
ckφk = 0 if and only if c1 = . . . = cN = 0.
To simplify the notation, we define the left-sided and right-sided upper-bound
functions of the generalized Mercer kernel K as
Φq(x) :=
∑
n∈N
|φn(x)|q , Φ′p(y) :=
∑
n∈N
|φ′n(y)|p ,
for all x ∈ Ω and all y ∈ Ω′, respectively. If the expansion sets SK and S ′K satisfy
conditions (C-p), then the functions Φq and Φ
′
p are well-defined pointwise.
Remark 3.3. If the expansion terms of degenerate kernels are linearly depen-
dent, then the finite expansion terms can be reduced. Hence, the assumption of
the linear independence of the expansion terms of generalized Mercer kernels is
meaningful. Clearly, the generalized Mercer kernels have many kinds of expansion
sets. But, conditions (C-p) may not be true for all of them. Thus, the assumption
of conditions (C-p) is still necessary for the constructions of p-norm RKBSs.
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Since the expansion sets SK and S ′K have linearly independent countable ele-
ments, the domains Ω and Ω′ can NOT be finite sets. It is obvious that p-norm
RKBSs and generalized Mercer kernels can still be set up by finite expansion sets by
the following processes. But, people are greatly interested in infinite dimensional
Banach spaces. In applications, the domains Ω and Ω′ are usually chosen to be a
variety of manifolds of d-dimensional space Rd. Therefore, we mainly discuss the
infinite dimensional RKBSs in this article.
Proposition 3.4. If the measurable functions φn ∈ L0(Ω) and φ′n ∈ L0(Ω′)
for all n ∈ N satisfy conditions (C-p), then the generalized Mercer kernel K defined
in equation (3.4) is well-defined.
Proof. Combining the Cauchy-Schwarz inequality and conditions (C-p), we
check that ∑
n∈N
|φn(x)φ′n(y)| ≤ Φq(x)1/qΦ′p(y)1/p <∞,
for all x ∈ Ω and all y ∈ Ω′. Therefore, the kernel K converges pointwise. 
In particular, if SK ⊆ C(Ω) and S ′K ⊆ C(Ω′) such that
∑
n∈N |φn(x)|q and∑
n∈N |φ′n(y)|p are uniformly convergent on Ω and Ω′, respectively, then K is con-
tinuous and its expansion is absolutely and uniformly convergent.
Now we describe the representations of the p-norm RKBSs. In this section, if
there is not any specific illumination, then the expansion sets SK and S ′K of the
generalized Mercer kernel K satisfy assumption (A-p). Using these expansion sets
SK and S ′K , we construct the spaces BpK(Ω) and BqK′(Ω′) composing of functions
defined on the domains Ω and Ω′, respectively, that is,
(3.5) BpK(Ω) :=
{
f :=
∑
n∈N
anφn : (an : n ∈ N) ∈ lp
}
,
equipped with the semi-norm
‖f‖BpK(Ω) :=
(∑
n∈N
|an|p
)1/p
,
and
(3.6) BqK′(Ω′) :=
{
g :=
∑
n∈N
bnφ
′
n : (bn : n ∈ N) ∈ lq
}
,
equipped with the semi-norm
‖g‖Bq
K′
(Ω′) :=
(∑
n∈N
|bn|q
)1/q
.
For the reason that K ′(y,x) = K(x,y) for x ∈ Ω and y ∈ Ω′, the spaces BqK′(Ω′)
and BpK(Ω) are also constructed by the expansion sets SK′ = S ′K and S ′K′ = SK of
the adjoint kernel K ′, respectively. Roughly speaking BqK′(Ω′) can be thought as
the adjoint format of BpK(Ω). Moreover, the linear independence of SK and S ′K will
guarantee that the p-norm and q-norm will be well-defined on BpK(Ω) and BqK′(Ω′),
respectively.
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Remark 3.5. The generalized Mercer kernel K can have many choices of lin-
early independent expansion sets. Obviously, the choice of various linearly indepen-
dent expansion sets affects the norms of K(x, ·) and K(·,y). The p-norm RKBSs
constructed based on various linearly independent expansion sets of K would be
different but they are all isometrically isomorphic by some linear transformations.
In this chapter, we mainly study what kind of kernels can become a two-sided re-
producing kernel of some two-sided RKBSs with different normed structures. Same
as Remark 3.2, we think that the expansion sets SK and S ′K are always fixed when
the generalized Mercer kernel K is given. This means that the spaces BpK(Ω) and
BqK′(Ω′) are UNIQUE in this article. In Section 4.2, we look at the relationships of
various choices of expansion sets of positive definite kernels.
Next, we verify that the function spaces BpK(Ω) and BqK′(Ω′) are well-defined
on Ω and Ω′ pointwise by conditions (C-p). For any x ∈ Ω, by the Cauchy Schwarz
inequality, there holds
|f(x)| ≤
(∑
n∈N
|an|p
)1/p(∑
n∈N
|φn(x)|q
)1/q
= Φq(x)
1/q ‖f‖BpK(Ω) ,
for all f :=
∑
n∈N anφn ∈ BpK(Ω). In the same way, we prove the pointwise situation
of BqK′(Ω2) as follows. For each y ∈ Ω, we have that
|g(y)| ≤
(∑
n∈N
|bn|q
)1/q (∑
n∈N
|φ′n(y)|p
)1/p
= Φ′p(y)
1/p ‖g‖Bq
K′
(Ω′) ,
for all g :=
∑
n∈N bnφ
′
n ∈ BqK′(Ω′). This indicates that the point evaluation func-
tionals δx and δy are continuous linear functionals on BpK(Ω) and BqK′(Ω2), respec-
tively. Since SK ⊆ L0(Ω) and S ′K ⊆ L0(Ω′), the pointwise limits guarantee that
BpK(Ω) ⊆ L0(Ω) and BqK′(Ω′) ⊆ L0(Ω′).
In particular, if SK ⊆ C(Ω) such that
∑
n∈N |φn(x)|q is uniformly convergent on
Ω, then BpK(Ω) ⊆ C(Ω) , and if S ′K ⊆ C(Ω′) such that
∑
n∈N |φ′n(y)|p is uniformly
convergent on Ω′, then BqK′(Ω′) ⊆ C(Ω′).
Reproducing Properties. In the following parts we show that BpK(Ω) and
BqK′(Ω′) are the two-sided RKBSs with the two-sided reproducing kernels K and
K ′, respectively.
Before presenting the proof, we introduce a useful lemma. Let
en := (0, · · · , 0, 1, 0, · · · )T ,
be the standard nth-coordinate unite vector for any n ∈ N, or more precisely, its
nth-coordinate is equal to 1 but the other coordinates are all equal to 0. According
to [Meg98, Example 4.1.3], {en : n ∈ N} is the standard unit vector basis of lp. This
means that {en : n ∈ N} is an unconditional Schauder basis, and its biorthogonal
system is also equal to {en : n ∈ N}. Suppose that {ϕn : n ∈ N} is a countable
sequence of linearly independent functions such that a function space
B0p := span {ϕn : n ∈ N} ,
has a well-defined norm
‖f‖B0p := ‖a‖p =
( ∑
k∈NN
|ak|p
)1/p
,
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for f :=
∑
k∈NN
akϕk ∈ B0p and N ∈ N. Let Bp be the completion (closure) of
B0p by the norm ‖·‖B0p . Obviously Bp is a Banach space. When the general basis
{ϕn : n ∈ N} is not required to satisfy any additional condition, then the element
of Bp may not be a function but a distribution.
Lemma 3.6. The Banach space Bp defined above can be represented explicitly
by the form
Bp =
{
f =
∑
n∈N
anϕn : a := (an : n ∈ N) ∈ lp
}
,
equipped with the norm
‖f‖Bp := ‖a‖p ,
and Bp is isometrically equivalent to lp.
Proof. The proof will be completed if we verify that B0p is isometrically equiv-
alent to l0p := span {en : n ∈ N} because lp is the completion of l0p by the norm ‖·‖p.
Since {ϕn : n ∈ N} is linearly independent, we set up an one-to-one linear map
T from B0p into l0p in the form
T : f :=
∑
k∈NN
akϕn 7→ a := (ak : k ∈ NN ∈ N) =
∑
k∈NN
akek.
Since
‖T (f)‖p = ‖a‖p = ‖f‖B0p , for all f :=
∑
k∈NN
anϕk ∈ B0p,
we know that T is an isometrical isomorphism. For any a := (ak : k ∈ NN ) ∈ l0p
there exists an element f :=
∑
k∈NN
akϕk ∈ B0p such that T (f) =
∑
k∈NN
akek = a.
Thus, the isometrical isomorphism T is also surjective, which ensures that B0p is
isometrically equivalent to l0p.
According to the isometrical isomorphism, {ϕn : n ∈ N} is the equivalent ele-
ment of {en : n ∈ N}. Since {en : n ∈ N} is the standard unit vector basis of lp,
{ϕn : n ∈ N} is a Schauder basis of Bp stated in [Meg98, Propositions 4.1.7 and
4.1.8]. The proof is complete. 
Replacing the basis {ϕn : n ∈ N} of Bp by the expansion sets SK and S ′K , we
complete the proof of BpK(Ω) and BqK′(Ω′) by Lemma 3.6.
Proposition 3.7. Let 1 < p, q < ∞ such that p−1 + q−1 = 1. If a kernel
K ∈ L0(Ω×Ω′) is a generalized Mercer kernel such that the expansion sets SK and
S ′K of K satisfy assumption (A-p), then BpK(Ω) is a reflexive Banach space and the
dual space of BpK(Ω) is isometrically equivalent to the space BqK′(Ω′).
Proof. According to the definitions of BpK(Ω) and BqK′(Ω′) defined in equa-
tions (3.5) and (3.6), we complete the proof by using Lemma 3.6 that provides
the isometrically geometrical structures of function spaces and sequence spaces.
Hence BpK(Ω) and BqK′(Ω′) are Banach spaces. Moreover BpK(Ω) and BqK′(Ω′) are
isometrically equivalent to lp and lq, respectively.
Since lp is reflexive, the isometrical isomorphism guarantees the reflexivity of
BpK(Ω). Moreover, since 1 < p, q,<∞ and p−1 + q−1 = 1, we have that (lp)′ ∼= lq;
hence BqK′(Ω′) is isometrically equivalent to the dual space of BpK(Ω). 
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The explicit forms of the dual bilinear products can be used to prove their
two-sided reproducing properties.
Theorem 3.8. Let 1 < p, q < ∞ such that p−1 + q−1 = 1. If a kernel K ∈
L0(Ω×Ω′) is a generalized Mercer kernel such that the expansion sets SK and S ′K of
K satisfy assumption (A-p), then BpK(Ω) is a two-sided reproducing kernel Banach
space with the two-sided reproducing kernels K.
Proof. We shall prove the reproducing properties of BpK(Ω) and BqK′(Ω′) by
their explicit structures. The representation
K(x,y) =
∑
n∈N
φn(x)φ
′
n(y)
is used in the following proof.
Proposition 3.7 already shows that BpK(Ω) is a Banach space such that the dual
space of BpK(Ω) can be viewed as BqK′(Ω′). Moreover, BpK(Ω) ∼= lp and BqK′(Ω′) ∼= lq.
Thus, each f :=
∑
n∈N anφn ∈ BpK(Ω) and each g :=
∑
n∈N bnφ
′
n ∈ BqK′(Ω′) are the
identical elements of a := (an : n ∈ N) ∈ lp and b := (bn : n ∈ N) ∈ lq, respectively.
Following the isometrical isomorphisms, the dual bilinear product defined on BpK(Ω)
and BqK′(Ω′) can be represented in the form
(3.7) 〈f, g〉BpK(Ω) = 〈a, b〉lp =
∑
n∈N
anbn.
We first show the right-sided reproducing properties of BpK(Ω). Take any x ∈ Ω
and any f ∈ BpK(Ω). Since conditions (C-p) provide that
∑
n∈N |φn(x)|q < ∞, we
have that (φn(x) : n ∈ N) ∈ lq; hence
K(x, ·) =
∑
n∈N
φn(x)φ
′
n ∈ BqK′(Ω′).
Putting f and K(x, ·) into equation (3.7), we obtain that
〈f,K(x, ·)〉BpK(Ω) =
∑
n∈N
anφn(x) = f(x).
In addition, the left-sided reproducing properties of BpK(Ω) can be proved by the
same techniques. Let y ∈ Ω′ and g ∈ BqK′(Ω′). According to conditions (C-p) of∑
n∈N |φ′n(y)|p <∞ , we find that
K(·,y) =
∑
n∈N
φ′n(y)φn ∈ BpK(Ω).
Hence, by equation (3.7), we have that
〈K(·,y), g〉BpK(Ω) =
∑
n∈N
bnφ
′
n(y) = g(y).
Therefore, the Banach space BpK(Ω) has the two-sided reproducing kernel K. 
Remark 3.9. In [FHY15, Ye12], the RKBS BpΦ(Rd) induced by the positive
definite function Φ is isometrically equivalent to Lq(Rd;µ), because we would like to
compare BpΦ(Rd) and the classical Sobolev space in a straightforward view. In this
article we let the RKBS BpK(Ω) be isometrically equivalent to lp for a convenient
way to solve the support vector machines in the 1-norm Banach spaces.
3.2. CONSTRUCTING p-NORM RKBS FOR 1 < p <∞ 49
Because of the reflexivity of the RKBS BpK(Ω), we also obtain the two-sided
reproducing properties of its dual space BqK′(Ω′) by the adjoint kernel K ′ of K.
Therefore, we have the following result.
Theorem 3.10. Let 1 < p, q < ∞ such that p−1 + q−1 = 1. If a kernel
K ∈ L0(Ω×Ω′) is a generalized Mercer kernel such that the expansion sets SK and
S ′K of K satisfy assumption (A-p), then BqK′(Ω′) is a two-sided reproducing kernel
Banach space with the two-sided reproducing kernel K ′, the adjoint kernel of K.
Comparisons: Since BpK(Ω) and BqK′(Ω′) are reflexive, they further satisfy the
stronger definition of RKBSs given in [ZXZ09]. Comparing the norms of BpK(Ω)
and HK(Ω), we find that the p-norm two-sided RKBS is an extension of the Mercer
representations of RKHSs. Since lp is uniformly convex and smooth, the isometrical
isomorphism ensures that the RKBS BpK(Ω) is also uniformly convex and smooth
which indicates that p-norm RKBSs have the same geometrical properties as the
RKHSs. The expansion sets SK and S ′K are both equivalent to the standard unit
vector basis of lp and lq, respectively. Hence the left-sided expansion set SK can
be viewed as the normalized Schauder basis of BpK(Ω), which is also unconditional
and shrinking. Moreover, the right-sided expansion set S ′K can be seen as the
biorthogonal system of SK because
〈φn, φ′m〉BpK(Ω) = δmn, for all m,n ∈ N,
where δmn is the standard Kronecker delta. [Meg98, Theorem 4.1.24] guarantees
that
f =
∑
n∈N
〈f, φ′n〉BpK(Ω)φn, for f ∈ B
p
K(Ω),
and
g =
∑
n∈N
〈g, φn〉Bq
K′
(Ω′)φ
′
n =
∑
n∈N
〈φn, g〉BpK(Ω)φ′n, for g ∈ B
q
K′(Ω
′).
We roughly think that the reproducing properties of RKBSs come from the Schauder
biorthogonal system. If conditions (C-p) do not claim, then the function spaces
BpK(Ω) and BqK′(Ω′) may still be well-defined pointwise and their isometrical iso-
morphisms onto lp and lq may also be true. But, we can not confirm that the
point evaluation functionals belong to the dual spaces of BpK(Ω) or BqK′(Ω′) with-
out conditions (C-p) because K(x, ·) or K(·,y) may not be an element of BqK′(Ω′)
or BpK(Ω). This shows that the Banach space B may not be a RKBS even though
B isometrically equivalent to lp.
Corollary 3.11. If a kernel K ∈ L0(Ω×Ω) is a totally symmetric generalized
Mercer kernel such that the expansion sets SK = S ′K of K satisfy assumption (A-2),
then B2K(Ω) is a reproducing kernel Hilbert space with the reproducing kernel K.
Proof. It is clear that K(x,y) = K(y,x) for all x,y ∈ Ω = Ω′. Since
B2K(Ω) ∼= l2 and l2 is a Hilbert space, the RKBS B2K(Ω) is also a Hilbert space. 
We employ the dual bilinear product to define the reproducing properties and
the inner product is just its special case. When the generalized Mercer kernel K is
not totally symmetric, B2K(Ω) is still a Hilbert space; but it may not be a classical
RKHS with the reproducing kernel K and we need to introduce another kernel
KH(x,y) :=
∑
n∈N φn(x)φn(y) for the inner-product reproducing properties.
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Imbedding. Now we look at the imbedding of the p-norm RKBSs. Define
the left-sided and right-sided sequence sets of the generalized Mercer kernel K,
respectively, by
(3.8) AK := {(φn(x) : n ∈ N) : x ∈ Ω} , A′K := {(φ′n(y) : n ∈ N) : y ∈ Ω′} .
Clearly A′K = AK′ . Conditions (C-p) ensure that AK ⊆ lq and A′K ⊆ lp.
Proposition 3.12. Let 1 < p, q < ∞ such that p−1 + q−1 = 1 and let K ∈
L0(Ω × Ω′) be a generalized Mercer kernel such that the expansion sets SK and
S ′K of K satisfy assumption (A-p). If the measure µ(Ω) is finite and the left-sided
sequence set AK of K is bounded in lq, then the identity map from BpK(Ω) into
Lq(Ω) is continuous. In particular, if
∑
n∈N |φ(x)|q is uniformly convergent on Ω
and the support of µ is equal to Ω, then BpK(Ω) is imbedded into Lq(Ω).
Proof. According to Theorem 3.8, the space BpK(Ω) is a two-sided RKBS with
the two-sided reproducing kernel K. According to Proposition 2.14, we shall check
the condition of x 7→ ‖K(x, ·)‖Bq
K′
(Ω′) ∈ Lq(Ω) to complete the proof.
Next, we compute that
‖K(x, ·)‖Bq
K′
(Ω′) = Φq(x)
1/q, for x ∈ Ω.
Hence, it suffices to verify that Φ
1/q
q ∈ Lq(Ω). Since AK is bounded in lq, we obtain
the positive constant
‖Φq‖∞ = sup
x∈Ω
Φq(x) <∞.
Thus, the finite measure µ(Ω) ensures that∫
Ω
Φq(x)µ(dx) ≤ ‖Φq‖∞ µ (Ω) <∞.
Therefore, we conclude that the identity map from BpK(Ω) into Lq(Ω) is continuous.
Finally, the uniform convergence of
∑
n∈N |φ(x)|q ensures that BpK(Ω) ⊆ C(Ω).
Moreover, since supp(µ) = Ω, the p-norm RKBS BpK(Ω) satisfies the µ-measure zero
condition. Thus, the imbedding of BpK(Ω) into Lq(Ω) is verified by Corollary 2.15.

We look at the right-sided integral operator
I ′K(ξ)(x) :=
∫
Ω′
K(x,y)ξ(y)µ′(dy),
for ξ ∈ Lq(Ω′) and x ∈ Ω. Clearly I ′K = IK′ . In the following theorem we shall
check that I ′K is also a continuous operator from Lq(Ω
′) into BpK(Ω).
Proposition 3.13. Let 1 < p, q < ∞ such that p−1 + q−1 = 1 and let K ∈
L0(Ω×Ω′) be a generalized Mercer kernel such that the expansion sets SK and S ′K
of K satisfy assumption (A-p). If the measure µ′(Ω′) is finite and the right-sided
sequence set A′K of K is bounded in lp, then the right-sided integral operator I ′K
maps Lq(Ω
′) into BpK(Ω) continuously and∫
Ω
g(y)ξ(y)µ′(dy) = 〈I ′K(ξ), g〉BpK(Ω),
for all ξ ∈ Lq(Ω′) and all g ∈ BqK′(Ω′). In particular, if
∑
n∈N |φ(y)|p is uniformly
convergent on Ω′ and the support of µ′ is equal to Ω′, then the range of I ′K is dense
in BpK(Ω).
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Proof. The main technique of the proof is to view BpK(Ω) as the dual space
of a two-sided RKBS so that Proposition 2.17 about the imbedding of RKBSs can
be applied.
Proposition 3.7 and Theorem 3.10 ensure that BqK′(Ω′) is the two-sided RKBS
with the two-sided reproducing kernel K ′ and (BqK′(Ω′))′ ∼= BpK(Ω). Because of the
bounded conditions of A′K in lp, the positive constant∥∥Φ′p∥∥∞ = sup
y∈Ω′
Φ′p(y) <∞,
is well-defined. Since µ′(Ω′) <∞, we have that∫
Ω′
Φ′p(y)µ
′(dy) ≤ ∥∥Φ′p∥∥∞ µ′(Ω′) <∞.
Hence, Φ
′1/p
p ∈ Lp(Ω′). We already know that
|K(x,y)| ≤
∑
n∈N
|φn(x)φ′n(y)| ≤ Φq(x)1/qΦ′p(y)1/p,
for all x ∈ Ω and all y ∈ Ω′. Thus,∫
Ω′
|K(x,y)|p µ′(dy) ≤ Φq(x)p/q
∫
Ω′
Φ′p(y)µ
′(dy) <∞.
This shows that K(x, ·) ∈ Lp(Ω′) for all x ∈ Ω. In addition, since
‖K(·,y)‖BpK(Ω) = Φ
′
p(y)
1/p, for y ∈ Ω′,
we determine that y 7→ ‖K(·,y)‖BpK(Ω) ∈ Lp(Ω
′). Therefore, by Proposition 2.17,
the integral operator I ′K mapping Lq(Ω
′) into BpK(Ω) is continuous, and∫
Ω′
g(y)ξ(y)µ′(dy) = 〈g, I ′K(ξ)〉Bq
K′
(Ω′) = 〈I ′K(ξ), g〉BpK(Ω),
for all ξ ∈ Lq(Ω′) and all g ∈ BqK′(Ω′).
Finally, the uniform convergence of
∑
n∈N |φ′(y)|p ensures that BqK′(Ω′) ⊆
C(Ω′). Combining this continuity with the equality of supp(µ′) = Ω′, we have
that the q-norm RKBS BqK′(Ω′) satisfies the µ′-measure zero condition. Moreover,
since BqK′(Ω′) and Lp(Ω) are reflexive, Corollary 2.18 yields the density of the range
of I ′K in BpK(Ω). 
When Ω = Ω′, we could find the relationships between the two-sided RKBS
BpK(Ω) and the Lebesgue space Lq(Ω) for the conjugate exponents of p and q.
Compactness. Moreover, we check whether the identity map from the RKBS
BpK(Ω) into the sup-norm space L∞(Ω) is a compact operator. In other words, the
unit ball of BpK(Ω)
BBpK(Ω) :=
{
f ∈ BpK(Ω) : ‖f‖BpK(Ω) ≤ 1
}
,
is a relatively compact set of L∞(Ω). However, the compactness may not be true
for a p-norm RKBS. We require another sufficient conditions of the generalized
Mercer kernel K to guarantee the compactness. We search these conditions by the
compactness of RKBSs stated in Proposition 2.20.
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Proposition 3.14. Let 1 < p, q < ∞ such that p−1 + q−1 = 1 and let K ∈
L0(Ω×Ω′) be a generalized Mercer kernel such that the expansion sets SK and S ′K
of K satisfy assumption (A-p). If the left-sided sequence set AK of K is compact
in the space lq, then the identity map from BpK(Ω) into L∞(Ω) is compact.
Proof. Using Proposition 2.20, the proof will be completed if we verify that
the right-sided kernel set K′K of K is compact in the dual space BqK′(Ω′) of the
RKBS BpK(Ω).
By the proof of Proposition 3.7, we have that BqK′(Ω′) ∼= lq; hence AK in lq is
the identical element of K′K in BqK′(Ω′). Therefore, the compactness of AK in lq
implies the compactness of K′K in BqK′(Ω′). 
We know that any compact set of a normed space is closed and bounded. The
bounded condition of AK can be checked by ‖Φq‖∞ < ∞. In other hands, it is
not a big deal to let AK become closed. If AK is not closed, then we extend the
domain Ω to include the limit elements of the closure of the complement of AK . For
example, suppose that there exists a Cauchy sequence {(φn(xm) : n ∈ N) : m ∈ N}
in lp but its limit (γn : n ∈ N) is not in AK . We add a new point x˜ to Ω, that is,
Ω˜ := Ω ∪ {x˜}, such that the left-sided expansion set SK can be extended onto Ω˜
by the form
φn(x˜) := γn, for all n ∈ N.
Therefore, AK extended onto Ω˜ includes the limit (φn(x˜) : n ∈ N). Obviously SK
extended onto Ω˜ preserves its linear independence; hence SK extended onto Ω˜ still
satisfies assumption (A-p). Since∑
n∈N
|φn(x˜)|q =
∑
n∈N
|γn|q = lim
m→∞
∑
n∈N
|φn(xm)|q ≤ ‖Φq‖∞ ,
the bounded condition still preserves for the extended case. This means that we
always let AK become closed and bounded. In particular, if the expansion set
SK ⊆ C(Ω) and
∑
n∈N |φn(x)|q is uniformly convergent on Ω, which ensures that
the map Φq is continuous on Ω, then AK is always closed whenever Ω is compact.
But a closed and bounded set of an infinite dimensional normed space may not
be compact, for example, the unit sphere of an infinite dimensional normed space is
not compact. Even though AK may not be compact, we employ many techniques to
check the compactness of AK with additional conditions. If there exist a continuous
linear operator T : lr → lq and a bounded set E in lr such that T (E) = AK where
1 < q < r < ∞, then Pitt’s theorem provides that AK is relatively compact. In
another way, a special compact linear operator T : lq → lq induced by a sequence
(αn : n ∈ N) ∈ c0, which indicates that
T (b) := (αnbn : n ∈ N) , for b = (bn : n ∈ N) ∈ lq,
can be used to check the relative compactness of AK . If we find a positive sequence
(αn : n ∈ N) ∈ c0 such that (
α−1n φn(x) : n ∈ N
) ∈ lq,
and
sup
x∈Ω
∑
n∈N
|φn(x)|q
αqn
<∞,
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then AK is relatively compact, because
{(
α−1n φn(x) : n ∈ N
)
: x ∈ Ω} is bounded
in lq and {
T
((
α−1n φn(x) : n ∈ N
))
: x ∈ Ω} = AK .
Universal Approximation. By the same method of [MXZ06, Corollary 5],
the universal approximation of the p-norm RKBSs and q-norm RKBSs can be shown
by the density of span {SK} and span {S ′K} directly.
Proposition 3.15. Let 1 < p, q < ∞ such that p−1 + q−1 = 1 and let K ∈
L0(Ω×Ω′) be a generalized Mercer kernel such that the expansion sets SK and S ′K
of K satisfy assumption (A-p). If
∑
n∈N |φn(x)|q is uniformly convergent on Ω, the
left-sided domain Ω is a compact Hausdorff space, and span {SK} is dense in C(Ω),
then the reproducing kernel Banach spaces BpK(Ω) has the universal approximation
property.
Proof. Now we mainly verify that BpK(Ω) is dense in C(Ω).
By the continuity of SK , the uniform convergence of
∑
n∈N |φn(x)|q provides
that BpK(Ω) ⊆ C(Ω). It is clear that span {SK} ⊆ BpK(Ω). Therefore, the density
of span {SK} in C(Ω) ensures the density of BpK(Ω) in C(Ω). 
By Proposition 3.15, the generalized Mercer kernel K can be a right-sided,
left-sided, or two-side universal kernel.
Uniqueness. Based on the theoretical results of the p-norm RKBSs, we discuss
the uniqueness of reproducing kernels and RKBSs. In the first step, we take a
reproducing kernel to look at its RKBS. It is well-known that the RKHS induced
by a given positive definite kernel is unique. But, if the expansion sets set up by the
eigenvalues and eigenfunctions of a positive definite kernel satisfy conditions (C-p)
for all 1 < p < ∞, then this positive definite kernel can be a reproducing kernel
of various p-norm RKBSs (see the examples of Min Kernel, Gaussian Kernel, and
power series kernels given in Chapter 4).
Next, we consider the reproducing kernel of a given Banach space. There could
be many different kinds of function spaces which are isometrically equivalent to the
dual spaces of the p-norm RKBS, because our reproducing properties are defined
by the dual bilinear products of the Banach space depending on its dual space.
This indicates that the reproducing kernel can be changed when the isometrically
isomorphic function space of the dual space of the p-norm RKBS is chosen differ-
ently.
An example, we look at two generalized Mercer kernels
K(x, y) :=
∑
n∈N
2
n4π4
sin(nπx) sin(nπy), for x, y ∈ [0, 1],
and
W (x, y) :=
∑
n∈N
2
n4π4
sin(nπx) cos(nπy), for x, y ∈ [0, 1].
It is obvious thatK 6=W . Moreover, their expansion sets SK = {φn : n ∈ N} ,S ′K =
{φ′n : n ∈ N} and SW = {ϕn : n ∈ N} ,S ′W = {ϕ′n : n ∈ N} can be defined as
φn(x) :=
√
2
n2π2
sin(nπx), φ′n(y) :=
√
2
n2π2
sin(nπy), for n ∈ N,
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and
ϕn(x) :=
√
2
n2π2
sin(nπx), ϕ′n(y) :=
√
2
n2π2
cos(nπy), for n ∈ N.
Since ∑
n∈N
2p/2
n2pπ2p
|sin(nπx)|p ≤
( √
2
n2π2
|sin(nπx)|
)p
≤ 2
(p+2)/2
π2p
<∞,
and ∑
n∈N
2q/2
n2qπ2q
|cos(nπy)|q ≤
( √
2
n2π2
|cos(nπy)|
)q
≤ 2
(q+2)/2
π2q
<∞,
for all x, y ∈ [0, 1], we determine that the expansion sets SK ,S ′K and SW ,S ′W are
linearly independent and both satisfy conditions (C-p) for all 1 < p < ∞. By
Theorem 3.8, the spaces BpK([0, 1]) and BpW ([0, 1]) induced by SK and SW are the
two-sided RKBSs with the two-sided reproducing kernels K and W , respectively.
Since SK = SW , we have that BpK([0, 1]) ≡ BpW ([0, 1]). Furthermore, we find that
BqK′([0, 1]) ∩ BqW ′([0, 1]) = {0}
even though
BqK′([0, 1]) ∼= (BpK([0, 1]))′ = (BpW ([0, 1]))′ ∼= BqW ′([0, 1]),
where q is the conjugate exponent of p. This example shows that the p-norm RKBS
BpK([0, 1]) = BpW ([0, 1]) has two different reproducing kernels K and W associated
with different choices of isometrically equivalent function spaces BqK′([0, 1]) and
BqW ′([0, 1]) of the its dual space.
Remark 3.16. Since the generalizedMercer kernelK is the two-sided reproduc-
ing kernel of BpK(Ω), Proposition 2.2 guarantees that the isometrically isomorphic
function space F of the dual space (BpK(Ω))′ is uniquely equal to BqK′(Ω′). Same as
Remark 2.4, the dual space (BpK(Ω))′ and the function space BqK′(Ω′) can be viewed
as the same.
Generalization of p-norm Reproducing Kernel Banach Spaces. In the
above discussion, we have already shown the constructions of the p-norm RKBSs of
which the reproducing kernels are the given generalized Mercer kernels. But people
may have another issue whether there exists a generalized Mercer kernel which is
a reproducing kernel for the given Banach space. Finally, we show what kinds
of Banach spaces would possess the reproducing properties and their reproducing
kernels are the generalized Mercer kernels.
Here, we consider a general Banach space B composed of functions f ∈ L0(Ω)
such that the dual space B′ of B is isometrically equivalent to a normed space F
consisting of functions g ∈ L0(Ω′). Then the dual space B′ ∼= F can be seen as
a function space defined on Ω′. We hope that this Banach space B has similar
structures of the p-norm RKBS BpK(Ω). So we suppose that B is reflexive, and B
has an unconditionally normalized Schauder basis E := {φn : n ∈ N}. Then the
biorthogonal system E ′ := {φ′n : n ∈ N} of the Schauder basis E is well-defined.
The reflexivity of B also guarantees that its biorthogonal system E ′ is also an
unconditionally Schauder basis of the dual space B′ (see [Meg98, Theorem 4.4.1
and Corollary 4.4.16]).
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Let Pn be the nth natural projection depending on the Schauder basis E , that
is, Pn(f) :=
∑
k∈Nn
akφk for all f :=
∑
n∈N anφn ∈ B. Then [Meg98, Corol-
lary 4.1.17] ensures that supn∈N ‖Pn‖ < ∞. Using the normalization of E , we
obtain the upper bounds of the Schauder basis E and the biorthogonal system E ′
as
sup
n∈N
‖φn‖B = 1 <∞,
sup
n∈N
‖φ′n‖B′ ≤ 2 sup
n∈N
‖Pn‖ <∞,(3.9)
because
|〈f, φ′n〉B| ‖φn‖B = ‖anφn‖B = ‖Pn(f)− Pn−1(f)‖B ≤ 2 sup
n∈N
‖Pn‖ ‖f‖B ,
for all f ∈ B. By inequality (3.9), we conclude that
sup
n∈N
|an| = sup
n∈N
|〈f, φ′n〉B| ≤ C ‖f‖B ,
sup
n∈N
|bn| = sup
n∈N
|〈φn, g〉B| ≤ ‖g‖B′
(3.10)
for all f :=
∑
n∈N anφn ∈ B and all g :=
∑
n∈N bnφ
′
n ∈ B′, where the positive
constant C := 2 supn∈N ‖Pn‖. Analogous to conditions (C-p), we further require
that the sets E and E ′ satisfy that
(C-GEM)
∑
n∈N
|φn(x)| <∞ for all x ∈ Ω,
∑
n∈N
|φ′n(y)| <∞ for all y ∈ Ω′.
Conditions (C-GEN) ensure that∑
n∈N
|φn(x)φ′n(y)| ≤
(∑
n∈N
|φn(x)|
)(∑
n∈N
|φ′n(y)|
)
<∞,
for all x ∈ Ω and all y ∈ Ω′; hence the generalized Mercer kernel
(3.11) K(x,y) :=
∑
n∈N
φn(x)φ
′
n(y),
is well-defined pointwise on the domain Ω×Ω′. This means that the sets E and E ′
can be viewed as the left-sided and right-sided expansion sets of K, respectively.
For any x ∈ Ω and y ∈ Ω′, by conditions (C-GEN) and inequality (3.10), we have
that
|f(x)| ≤ sup
n∈N
|an|
∑
n∈N
|φn(x)| ≤ C
∑
n∈N
|φn(x)| ‖f‖B ,
and
|g(y)| ≤ sup
n∈N
|bn|
∑
n∈N
|φ′n(y)| ≤
∑
n∈N
|φ′n(y)| ‖g‖B′ ,
for all f ∈ B and all g ∈ B′. Therefore, the point evaluation functionals δx and δy
are continuous linear functionals on B and B′, respectively. Next, we verify that
this Banach space B is a two-sided RKBS and the generalized Mercer kernel K is
the two-sided reproducing kernel of B.
Theorem 3.17. Let B be a reflexive Banach space composed of functions f ∈
L0(Ω) such that B has an unconditionally normalized Schauder basis E, the dual
space B′ of B is isometrically equivalent to a normed space F consisting of functions
g ∈ L0(Ω′), and the biorthogonal system E ′ of E is chosen from F . If the sets E and
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E ′ satisfy conditions (C-GEN), then B is a two-sided reproducing kernel Banach
space and the two-sided reproducing kernel of B is a generalized Mercer kernel K
set up by E and E ′ defined in equation (3.11).
Proof. We shall prove the two-sided reproducing properties of B by the char-
acterization of the Schauder basis E and its biorthogonal system E ′.
First we check its right-sided reproducing properties. Take any f ∈ B and any
x ∈ Ω. By inequality (3.9) and conditions (C-GEN), we have that
∑
n∈N
‖φn(x)φ′n‖B′ =
∑
n∈N
|φn(x)| ‖φ′n‖B′ ≤
(
sup
n∈N
‖φ′n‖B′
)(∑
n∈N
|φn(x)|
)
<∞;
hence ∑
n∈N
φn(x)φ
′
n converges in B′,
which ensures that K(x, ·) ∈ B′. Since E is the Schauder basis of B, there exists a
unique sequence (an : n ∈ N) such that f =
∑
n∈N anφn. This ensures that
〈f,K(x, ·)〉B =
∑
n∈N
φn(x)〈f, φ′n〉B =
∑
n∈N
anφn(x) = f(x).
In the same manner, we verify the left-sided reproducing properties. We pick
any g ∈ B′ and any y ∈ Ω′. Because of conditions (C-GEN), we have that∑
n∈N
‖φ′n(y)φn‖B =
∑
n∈N
|φ′n(y)| ‖φn‖B =
∑
n∈N
|φ′n(y)| <∞,
which ensures thatK(·,y) ∈ B. Moreover, since B is reflexive, the biorthogonal sys-
tem E ′ is also the Schauder basis of B′; hence g has the expansion g =∑n∈N bnφ′n.
Therefore, we compute
〈K(·,y), g〉B =
∑
n∈N
bn〈K(·,y), φ′n〉B =
∑
n∈N
bnφ
′
n(y) = g(y).

3.3. Constructing 1-norm Reproducing Kernel Banach Spaces
Following the previous discussions, we introduce Banach spaces and their dual
spaces by generalized Mercer kernels in the traditional 1-norm framework. Even
though the infinite dimensional 1-norm Banach space is always non-reflexive, we
also obtain the reproducing properties, imbedding, compactness, and universal ap-
proximation of these infinite dimensional 1-norm Banach spaces.
In the same way of Section 3.2, the following additional conditions of the ex-
pansion sets are needed for the constructions of the 1-norm RKBSs.
Assumption (A-1∗). Suppose that the left-sided and right-sided expansion
sets SK and S ′K of the generalized Mercer kernel K are linearly independent and
satisfy that
(C-1∗)
∑
n∈N
|φn(x)| <∞ for all x ∈ Ω,
∑
n∈N
|φ′n(y)| <∞ for all y ∈ Ω′.
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Similar to the definitions of Φp and Φ
′
q in Section 3.2, we define another left-
sided and right-sided upper-bound functions of the generalized Mercer kernel K
Φ1(x) :=
∑
n∈N
|φn(x)| , Φ′1(y) :=
∑
n∈N
|φ′n(y)| ,
for all x ∈ Ω and all y ∈ Ω′, respectively.
Now we compare conditions (C-1∗) and conditions (C-p) for 1 < p <∞. Con-
ditions (C-1∗) implies conditions (C-p) because
(3.12)
∑
n∈N
|φn(x)|q ≤ Φ1(x)q <∞, for x ∈ Ω,
and
(3.13)
∑
n∈N
|φ′n(y)|p ≤ Φ′1(y)p <∞, for y ∈ Ω′,
for all 1 < p, q < ∞. This indicates that conditions (C-1∗) is stronger than condi-
tions (C-p). But, conditions (C-p1) and (C-p2) do not have any relationships when
1 < p1 < p2 <∞.
We study the constructions of the 1-norm and ∞-norm RKBSs. In this section
we suppose that the expansion sets SK and S ′K of the generalized Mercer kernel
K always satisfy assumption (A-1∗). We employ the expansion sets SK and S ′K to
define the spaces B1K(Ω) and B∞K′(Ω′) consisting of functions on the domains Ω and
Ω′, respectively. Then we define
(3.14) B1K(Ω) :=
{
f :=
∑
n∈N
anφn : (an : n ∈ N) ∈ l1
}
,
equipped with the semi-norm
‖f‖B1K(Ω) :=
∑
n∈N
|an| ,
and
(3.15) B∞K′(Ω′) :=
{
g :=
∑
n∈N
bnφ
′
n : (bn : n ∈ N) ∈ c0
}
,
equipped with the semi-norm
‖g‖B∞
K′
(Ω′) := sup
n∈N
|bn| .
Here, the spaces l1 and l∞ are the collection of all countable sequences of scalars with
the standard norms ‖·‖1 and ‖·‖∞, respectively, and the space c0 is the subspace
of l∞ with all countable sequence of scalars that converge to 0, that is,
c0 :=
{
a := (an : n ∈ N) : {an : n ∈ N} ⊆ R and lim
n→∞
|an| = 0
}
,
equipped with the norm
‖a‖∞ := sup
n∈N
|an| .
Moreover, the linear independence of SK and S ′K will guarantee that the 1-norm
and ∞-norm will be well-defined on B1K(Ω) and B∞K′(Ω′), respectively.
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We continue to check that the function spaces B1K(Ω) and B∞K′(Ω′) are both well-
defined pointwise. For each f :=
∑
n∈N anφn ∈ B1K(Ω) and each g :=
∑
n∈N bnφ
′
n ∈
B∞K′(Ω′), we prove, by the Cauchy Schwarz inequality, that
|f(x)| ≤
∑
n∈N
|anφn(x)| ≤ Φ1(x) ‖f‖B1K(Ω) ,
for all x ∈ Ω, and
|g(y)| ≤
∑
n∈N
|bnφ′n(y)| ≤ Φ′1(y) ‖g‖B∞
K′
(Ω′) ,
for all y ∈ Ω′. Since SK ⊆ L0(Ω) and S ′K ⊆ L0(Ω′), the pointwise limits guarantee
that B1K(Ω) ⊆ L0(Ω) and B∞K′(Ω′) ⊆ L0(Ω′). In particular, if SK ⊆ C(Ω) such that∑
n∈N |φ′n(y)| is uniformly convergent on Ω, then B1K(Ω) ⊆ C(Ω), and if S ′K ⊆ C(Ω′)
such that
∑
n∈N |φ′n(y)| is uniformly convergent on Ω′, then B∞K′(Ω′) ⊆ C(Ω′).
Assumption (A-1∗) ensures that the spaces BpK(Ω) defined in equations (3.5)
is well-defined for all 1 < p <∞. Since l1 is imbedded into lp by the identity map,
we have that B1K(Ω) is imbedded into BpK(Ω) by the identity map, that is,
B1K(Ω) ⊆ BpK(Ω),
and
‖f‖BpK(Ω) ≤ ‖f‖B1K(Ω) ,
for all f ∈ B1K(Ω). By the same way, the space BqK′(Ω′) defined in equations (3.6)
is also well-defined for all 1 < q <∞. Since lq is imbedded into c0 by the identity
map, we have that BqK′(Ω′) is imbedded into B∞K′(Ω′) by the identity map, that is,
BqK′(Ω′) ⊆ B∞K′(Ω′),
and
‖g‖B∞
K′
(Ω′) ≤ ‖g‖Bq
K′
(Ω′) ,
for all g ∈ B∞K′(Ω′). Stronger conditions (C-1∗) guarantee the imbedding proper-
ties of B1K(Ω) and BqK′(Ω′) which will be used to solve the 1-norm support vector
machines.
Reproducing Properties. It is easy to check that Lemma 3.6 also covers the
case of B1. In the following proof, we also need another lemma of B∞. By the same
techniques of Lemma 3.6, we use the linearly independent functions {ϕn : n ∈ N}
to set up the function space
B0∞ := span {ϕn : n ∈ N} ,
equipped with the norm
‖f‖B0
∞
:= ‖a‖∞ = sup
k∈NN
|ak| ,
for f :=
∑
k∈NN
akϕk ∈ B0∞ and N ∈ N, and let B∞ be the completion (closure) of
B0∞ by the norm ‖·‖B0
∞
.
The space l∞,0 is the completion of c0 := span {en : n ∈ N} by the norm ‖·‖∞;
hence we conclude that B0∞ and c0 are isometrically isomorphisms using the equiv-
alent norms between B0∞ and c0, which indicates that {ϕn : n ∈ N} is a Schauder
basis of B∞. Therefore, we obtain the following lemma.
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Lemma 3.18. The Banach space B∞ defined above can be represented explicitly
by the form
B∞ =
{
f =
∑
n∈N
anϕn : a := (an : n ∈ N) ∈ c0
}
,
equipped with the norm
‖f‖B∞ := ‖a‖∞ ,
and B∞ is isometrically equivalent to c0.
Here we notice that B∞ is just isometrically imbedded into l∞ but they can
not be equivalent. Next, we consider their reproducing properties by the same
techniques used in the proof of Proposition 3.7 and Theorem 3.8.
Proposition 3.19. If a kernel K ∈ L0(Ω× Ω′) is a generalized Mercer kernel
such that the expansion sets SK and S ′K of K satisfy assumption (A-1∗), then
B1K(Ω) and B∞K′(Ω′) are Banach spaces and B1K(Ω) is isometrically equivalent to
the dual space of B∞K′(Ω′).
Proof. We employ the same techniques used in Proposition 3.7 to complete
the proof. The isometrical isomorphisms of function spaces and sequence spaces
given in Lemmas 3.6 and 3.18 imply that B1K(Ω) ∼= l1 and B∞K′(Ω′) ∼= c0 by com-
bining equations (3.14) and (3.15).
Since l1 and l∞ are Banach spaces with the dual property such as (c0)
′ ∼= l1,
the conclusions are proved by the isometrical isomorphisms. 
Theorem 3.20. If a kernel K ∈ L0(Ω×Ω′) is a generalized Mercer kernel such
that the expansion sets SK and S ′K of K satisfy assumption (A-1∗), then B1K(Ω)
is a right-sided reproducing kernel Banach space with the right-sided reproducing
kernel K.
Proof. Proposition 3.19 has concluded that B1K(Ω) is a Banach space. Now
we verify the right-sided reproducing properties of B1K(Ω) by the kernel K.
By the proof of Proposition 3.19, we have that
(B1K(Ω))′ ∼= (l1)′ ∼= l∞ and
B∞K′(Ω′) ∼= c0. Since c0 is isometrically imbedded into l∞, the normed space B∞K′(Ω′)
is also isometrically imbedded into the dual space of B1K(Ω). This ensures that the
dual bilinear product defined on B1K(Ω) and B∞K′(Ω′) can be represented as
〈f, g〉B1K(Ω) = 〈a, b〉l1 =
∑
n∈N
anbn,
for each f :=
∑
n∈N anφn ∈ B1K(Ω) and each g :=
∑
n∈N bnφ
′
n ∈ B∞K′(Ω′).
Let x ∈ Ω and f ∈ B1K(Ω). Conditions (C-1∗) ensure
∑
n∈N |φn(x)| < ∞;
hence limn→∞ |φn(x)| = 0. Therefore, by the expansion of K, we have that
K(x, ·) =
∑
n∈N
φn(x)φ
′
n ∈ B∞K′(Ω′),
and
〈f,K(x, ·)〉B1K(Ω) =
∑
n∈N
anφn(x) = f(x).

Even though B1K(Ω) is the right-sided RKBS, its dual space B∞K′(Ω′) can be
viewed as the two-sided RKBS.
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Theorem 3.21. If a kernel K ∈ L0(Ω×Ω′) is a generalized Mercer kernel such
that the expansion sets SK and S ′K of K satisfy assumption (A-1∗), then B∞K′(Ω′) is
a two-sided reproducing kernel Banach space with the two-sided reproducing kernel
K ′, the adjoint kernel of K.
Proof. The reproducing properties will be proved by using the representation
K ′(y,x) = K(x,y) =
∑
n∈N
φn(x)φ
′
n(y),
and the dual bilinear product defined on B∞K′(Ω′) and B1K(Ω) in the form
(3.16) 〈g, f〉B∞
K′
(Ω′) = 〈b,a〉l∞,0 =
∑
n∈N
bnan,
for each g :=
∑
n∈N bnφ
′
n ∈ B∞K′(Ω′) and each f :=
∑
n∈N anφn ∈ B1K(Ω).
Since B∞K′(Ω′) ∼= c0 and (c0)′ ∼= l1 ∼= B1K(Ω) stated in the proof of Proposi-
tion 3.19, the dual bilinear product given in equation (3.16) is well-defined. For
any y ∈ Ω′ and any x ∈ Ω, Conditions (C-1∗) ensure that ∑n∈N |φ′(y)| < ∞ and∑
n∈N |φ(x)| <∞; hence
K ′(y, ·) = K(·,y) ∈ B1K(Ω), K ′(·,x) = K(x, ·) ∈ B∞K′(Ω′).
Based on the dual bilinear product given in equation (3.16), we check that
〈g,K ′(y, ·)〉B∞
K′
(Ω′) =
∑
n∈N
bnφ
′
n(y) = g(y),
and
〈K ′(·,x), f〉B∞
K′
(Ω′) =
∑
n∈N
anφn(x) = f(x).
for all g ∈ B∞K′(Ω′) and all f ∈ B1K(Ω). The proof is complete. 
Comparison: Now we compare the geometrical structures B1K(Ω) and BpK(Ω) for
1 < p <∞. Since B1K(Ω) and B∞K′(Ω′) are NOT reflexive, they do not fit the strong
definition of RKBSs given in [ZXZ09]. Even though B∞K′(Ω′) is a two-sided RKBS,
its dual space B1K(Ω) is just a right-sided RKBS. The expansion sets SK and S ′K are
the Schauder bases of B1K(Ω) and B∞K′(Ω′), respectively. The reproducing properties
come from these Schauder bases and their biorthogonal systems. Actually l∞ is
isometrically imbedded into L∞(Ω
′) when the support of µ′ is equal to Ω′. This
indicates that the dual space of B1K(Ω) is also isometrically imbedded into L∞(Ω′).
However, S ′K is not a Schauder basis of the whole dual space
(B1K(Ω))′ and S ′K is just
a basis sequence of
(B1K(Ω))′ because (B1K(Ω))′ ∼= l∞ and there is no Schauder basis
of the whole space l∞. This guarantees that there exists a function g ∈
(B1K(Ω))′
which can not be represented as any expansion
∑
n∈N bnφ
′
n. Thus this function g
becomes a counter example of the left-sided reproducing properties of B1K(Ω), or
more precisely, there is a y ∈ Ω′ such that 〈K(·,y), g〉B1K(Ω) 6= g(y). More details of
the relationships between the Schauder bases and the ∞-norm spaces can be found
in [Meg98, Chapter 4].
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Imbedding. Now we discuss the imbedding of B1K(Ω). Conditions (C-1∗)
ensure that the sequence sets AK and A′K defined in equation (3.8) can be well
endowed with the l1-norm. Let
Φ∞(x) := sup
n∈N
|φn(x)| , for x ∈ Ω.
Proposition 3.22. Let 1 ≤ q ≤ ∞ and let K ∈ L0(Ω × Ω′) be a generalized
Mercer kernel such that the expansion sets SK and S ′K of K satisfy assumption
(A-1∗). If the left-sided domain Ω is compact and the left-sided sequence set AK
of K is bounded in l1, then the identity map from B1K(Ω) into Lq(Ω) is continuous.
In particular, if
∑
n∈N |φ(x)| is uniformly convergent on Ω and the support of µ is
equal to Ω, then B1K(Ω) is imbedded into Lq(Ω).
Proof. According to Theorem 3.20, the space B1K(Ω) is the right-sided RKBS
with the right-sided reproducing kernel K. Using the bounded condition of AK ,
we obtain a positive constant
‖Φ1‖∞ = sup
x∈Ω
Φ1(x) <∞.
Since Ω is compact, we have that∫
Ω
|Φ∞(x)|q µ(dx) ≤
∫
Ω
(Φ1(x))
q
µ(dx) ≤ ‖Φ1‖q∞ µ(Ω) <∞,
when 1 ≤ q <∞, and
sup
x∈Ω
Φ∞(x) ≤ sup
x∈Ω
Φ1(x) ≤ ‖Φ1‖∞ <∞,
which ensures that Φ∞ ∈ Lq(Ω). Moreover, since
‖K(x, ·)‖B∞
K′
(Ω′) = Φ∞(x), for x ∈ Ω,
we conclude that x 7→ ‖K(x, ·)‖B∞
K′
(Ω′) ∈ Lq(Ω). Therefore, Proposition 2.14 as-
sures that the identity map is a continuous linear operator from B1K(Ω) into Lq(Ω).
Finally, the uniform convergence of
∑
n∈N |φ(x)| ensures that B1K(Ω) ⊆ C(Ω).
Moreover, since supp(µ) = Ω, the 1-norm RKBS B1K(Ω) satisfies the µ-measure zero
condition. Thus, the imbedding of B1K(Ω) into Lq(Ω) is verified by Corollary 2.15.

Proposition 3.23. Let 1 ≤ q ≤ ∞ and let K ∈ L0(Ω × Ω′) be a generalized
Mercer kernel such that the expansion sets SK and S ′K of K satisfy assumption
(A-1∗). If the measure µ′(Ω′) is finite and the right-sided sequence set A′K of K
is bounded in l1, then the right-sided integral operator I
′
K maps Lq(Ω
′) into B1K(Ω)
continuously and ∫
Ω′
g(y)ξ(y)µ′(dy) = 〈I ′K(ξ), g〉B1K(Ω),
for all ξ ∈ Lq(Ω′) and all g ∈ B∞K′(Ω′). In particular, if
∑
n∈N |φ(y)| is uniformly
convergent on Ω′ and the support of µ′ is equal to Ω′, then the range of I ′K is weakly*
dense in B1K(Ω).
Proof. The key point of the proof is to consider B1K(Ω) as the dual space of
a two-sided RKBS so that we can use Proposition 2.17 to draw the conclusion.
Let p be the conjugate exponent of q. Theorem 3.21 ensures that B∞K′(Ω′) is the
two-sided RKBS with the two-sided reproducing kernelK ′ and (B∞K (Ω′))′ ∼= B1K(Ω).
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Now we show that y 7→ ‖K(·,y)‖B1K(Ω) belongs to Lp(Ω
′). Since A′K is bounded
in l1, we obtain that
‖Φ′1‖∞ = sup
y∈Ω′
Φ′1(y) <∞.
Moreover, since µ′(Ω′) <∞, we have that∫
Ω′
Φ′1(y)
pµ′(dy) ≤ ‖Φ′1‖p∞ µ′(Ω′) <∞,
when 1 ≤ p <∞. Thus Φ′1 ∈ Lp(Ω′). This shows that∫
Ω′
|K(x,y)|µ′(dy) ≤ Φ1(x)
∫
Ω′
Φ′1(y)µ
′(dy) <∞;
hence K(x, ·) ∈ L1(Ω′) for all x ∈ Ω. In another way, we also have that y 7→
‖K(·,y)‖B1K(Ω) ∈ Lp(Ω
′), because
‖K(·,y)‖B1K(Ω) = Φ
′
1(y), for y ∈ Ω′.
In conclusion, Proposition 2.17 ensures that the integral operator I ′K maps
Lq(Ω
′) into B1K(Ω) continuously, and∫
Ω′
g(y)ξ(y)µ′(dy) = 〈g, I ′K(ξ)〉B∞
K′
(Ω′),= 〈I ′K(ξ), g〉B1K(Ω),
for all ξ ∈ Lq(Ω′) and all g ∈ B∞K′(Ω′).
Finally, the uniform convergence of
∑
n∈N |φ′(y)| ensures that B∞K′(Ω′) ⊆ C(Ω′).
Combining this continuity with the equality supp(µ′) = Ω′, we have that B∞K′(Ω′)
satisfies the µ′-measure zero condition; hence the weak* density of the range of I ′K
in B1K(Ω) is verified by Corollary 2.18. 
In Section 3.2 we only check the imbedding relationships for fixed 1 < p, q <∞.
However, we obtain all the imbedding in the 1-norm RKBSs for all 1 ≤ p, q ≤ ∞.
Compactness. Because B∞K′(Ω′) ∼= c0, we determine that AK in c0 is the iden-
tical element of K′K in B∞K′(Ω′). Then, by the same techniques of Proposition 3.14
we check the compactness of B1K(Ω) in L∞(Ω) using Proposition 2.20.
Proposition 3.24. Let K ∈ L0(Ω × Ω′) be a generalized Mercer kernel such
that the expansion sets SK and S ′K of K satisfy assumption (A-1∗). If the left-sided
sequence set AK is compact in l∞, then the identity map from B1K(Ω) into L∞(Ω)
is compact.
Same as the discussions at the end of Section 3.2, the set AK can become closed
when the domain Ω is complemented by the convergence of AK , and the set AK is
relatively compact if there is a sequence (αn : n ∈ N) ∈ c0 such that(
α−1n φn(x) : n ∈ N
) ∈ l∞,
and
sup
x∈Ω,n∈N
|φn(x)|
αn
<∞.
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Universal Approximation. By Theorem 3.20, we know that B1K(Ω) is only
a right-sided RKBS. But, we still show that B1K(Ω) has the universal approximation
the same as Proposition 3.15.
Proposition 3.25. Let K ∈ L0(Ω×Ω′) be a generalized Mercer kernel such that
the expansion sets SK and S ′K of K satisfy assumption (A-1∗). If
∑
n∈N |φn(x)| is
uniformly convergent on Ω, the left-sided domain Ω is a compact Hausdorff space,
and span {SK} is dense in C(Ω), then the reproducing kernel Banach spaces B1K(Ω)
has the universal approximation property.
Proof. First we show the continuity. Since
∑
n∈N |φn(x)| is uniformly con-
vergent, the continuity of SK provides that B1K(Ω) ⊆ C(Ω).
Next, since span {SK} ⊆ B1K(Ω), the density of span {SK} in C(Ω) ensures the
density of B1K(Ω) in C(Ω). 
Remark 3.26. By the same method of Proposition 3.25, if
∑
n∈N |φ′n(y)| is
uniformly convergent on Ω′, the right-sided domain Ω′ is a compact Hausdorff
space, and span {S ′K} is dense in C(Ω′), then the ∞-norm RKBS B∞K′(Ω′) has
the universal approximation property. We already know that the two-sided RKBS
B∞K′(Ω′) is not reflexive. This shows that the adjoint kernel K ′ can be a two-sided
universal kernel. But, the dual space of B1K(Ω) is not isometrically equivalent to
any subspace of C(Ω). Hence, the dual space of B1K(Ω) does not have the universal
approximation property. This indicates that the 1-norm RKBS B1K(Ω) has a left-
sided universal kernel only while there exists no right-sided universal kernel.

CHAPTER 4
Positive Definite Kernels
In this chapter we present special results of positive definite kernels. Specifi-
cally, we demonstrate that the generalized Mercer kernels can cover many impor-
tant examples of positive definite kernels defined on regular domains or manifold
surfaces. They include min kernels, Gaussian kernels, and power series kernels.
4.1. Definition of Positive Definite Kernels
We first recall the definition of the positive definite kernels.
Definition 4.1. A kernelK : Ω×Ω→ R is called positive definite on a domain
Ω if, for all N ∈ N and all sets of pairwise distinct points X := {xk : k ∈ NN} ⊆ Ω,
the quadratic form∑
j,k∈NN
cjckK(xj ,xk) ≥ 0, for all c := (ck : k ∈ NN ) ∈ RN .
Moreover, the kernel K is called strictly positive definite if the quadratic form is
positive when c 6= 0.
This definition of the positive definite kernel is used through out this chapter.
The positive semi-definite kernels given in the text books [Wen05, Fas07] have
the same meaning as the positive definite kernel given Definition 4.1.
4.2. Constructing Reproducing Kernel Banach Spaces by Eigenvalues
and Eigenfunctions
It has been shown in [Ye12, FHY15] that the positive definite functions (trans-
lation invariant positive definite kernels) can become reproducing kernels of RKBSs.
However, the question whether a positive definite kernel can be viewed as a repro-
ducing kernel of a RKBS without an inner product needs to be answered. In this
section we shall answer this question.
We suppose that the domain Ω is always a compact Hausdorff space and the
support of the regular Borel measure µ is Ω in this section. Further suppose that
K ∈ C(Ω × Ω) is the symmetric positive definite kernel. Therefore, the Mercer
theorem guarantees that K has countable eigenvalues ΛK := {λn : n ∈ N} ⊆ R+
and eigenfunctions EK := {en : n ∈ N} ⊆ C(Ω), that is, IKen = λnen for n ∈ N.
Furthermore, EK is an orthonormal set of L2(Ω) and K possesses the absolutely
and uniformly convergent representation
(4.1) K(x,y) =
∑
n∈N
λnen(x)en(y), for x,y ∈ Ω.
For convenience, the elements of EK are always chosen to be orthonormal in L2(Ω).
This means that K is a (generalized) Mercer kernel.
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Remark 4.2. By the compactness of the domain Ω, we can confirm that the
symmetric positive definite kernels K always has the countable eigenvalues and
eigenfunctions. In this section, we use the infinitely countable eigenvalues and
eigenfunctions to construct infinite dimensional RKBSs. To this end, we suppose
that the eigenvalues ΛK and eigenfunctions EK of K always compose of infinitely
countable elements. If K is strictly positive definite, then EK is an orthonormal
basis of L2(Ω). In particular, it is easy to check that all the following results of
RKBSs driven by positive definite kernels are also true for finite eigenvalues and
eigenfunctions.
By the symmetric condition, the adjoint kernel K ′ of K is equal to K itself and
its right-sided and left-sided kernel sets are the same, that is,
K′K = KK = {K(x, ·) : x ∈ Ω} .
If we choose the left-sided and right-sided expansion sets SK and S ′K of K as
φn = φ
′
n := λ
1/2
n en, for n ∈ N,
then SK = S ′K are linearly independent, because the eigenfunctions EK is an or-
thonormal set of L2(Ω). This means that we only need to check conditions (C-1∗)
of SK = S ′K for assumption (A-1∗). For this purpose, we transfer the assump-
tion (A-1∗) to an equivalent assumption for positive definite kernels as follows.
Assumption (A-PDK). Suppose that the positive eigenvalues ΛK and the
continuous eigenfunctions EK of the positive definite kernel K satisfy that
(C-PDK)
∑
n∈N
λ1/2n |en(x)| <∞, for all x ∈ Ω.
In this section, we always assume that the eigenvalues ΛK and the eigenfunc-
tions EK of K satisfy assumption (A-PDK). As the discussions presented in Sec-
tions 3.2 and 3.3, if the eigenvalues ΛK and the eigenfunctions EK satisfy condi-
tions (C-PDK), then they gratify conditions (C-1∗) and (C-p) for all 1 < p < ∞.
Using these eigenvalues ΛK and the eigenfunctions EK of K, we set up the normed
spaces
BpK(Ω) :=
{
f :=
∑
n∈N
anλ
1/2
n en : (an : n ∈ N) ∈ lp
}
, when 1 ≤ p <∞,
equipped with the norm
‖f‖BpK(Ω) :=
(∑
n∈N
|an|p
)1/p
,
and
B∞K (Ω) :=
{
f :=
∑
n∈N
anλ
1/2
n en : (an : n ∈ N) ∈ l∞,0
}
,
equipped with the norm
‖f‖B∞K (Ω) := supn∈N |an| .
Because of the imbedding of the sequence spaces, we have that
Bp1K (Ω) ⊆ Bp2K (Ω),
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and
‖f‖Bp2K (Ω) ≤ ‖f‖Bp1K (Ω) , for f ∈ B
p1
K (Ω),
when 1 ≤ p1 ≤ p2 ≤ ∞. According to Propositions 3.7 and 3.19, we know that the
dual space of BpK(Ω) is isometrically equivalent to BqK(Ω) when 1 < p, q < ∞ and
p−1 + q−1 = 1, and the dual space of B∞K (Ω) is isometrically equivalent to B1K(Ω).
However, B∞K (Ω) is isometrically imbedded into the dual space of B1K(Ω).
Theorem 4.3. If a kernel K ∈ C(Ω×Ω) is a symmetric positive definite kernel
such that the eigenvalues ΛK and eigenfunctions EK of K satisfy assumption (A-
PDK), then B1K(Ω) is a right-sided reproducing kernel Banach space with the right-
sided reproducing kernel K and BpK(Ω) for 1 < p ≤ ∞ is a two-sided reproducing
kernel Banach space with the two-sided reproducing kernel K.
Proof. As the discussion given above, assumption (A-PDK) is equivalent to
assumption (A-1∗) for positive definite kernels. Therefore, Theorems 3.8, 3.20, and
3.21 ensure the reproducing conclusions. 
If
∑
n∈N λ
1/2
n |en(x)| is uniformly convergent on Ω, then BpK(Ω) ⊆ C(Ω) for
1 ≤ p ≤ ∞ because EK ⊆ C(C).
Comparing the representations of RKHSs, we find that B2K(Ω) = HK(Ω). It is
well-known that there exists a unique RKHS for the given positive definite kernel.
Theorem 4.3 shows, however, that a positive definite kernel can be a reproducing
kernel of a variety of RKBSs endowed with different norms. Since the RKHSs are
unique, the support vector machine solutions in RKHSs are unique. However, the
support vector machine solutions in RKBSs will have more colorful formats because
of various geometrical structures of RKBSs (see Theorem 5.2).
Next, we consider two types of positive definite kernels which can always be
the reproducing kernels of the p-norm RKBSs for all 1 ≤ p ≤ ∞. The first type of
kernels are identified by their eigenvalues and eigenfunctions.
Proposition 4.4. If a kernel K ∈ C(Ω × Ω) is a symmetric positive definite
kernel such that the eigenvalues ΛK and eigenfunctions EK of K satisfy that∑
n∈N
λ1/2n <∞, sup
n∈N
‖en‖∞ <∞,
then B1K(Ω) is a right-sided reproducing kernel Banach space with the right-sided
reproducing kernel K and BpK(Ω) for 1 < p ≤ ∞ is a two-sided reproducing kernel
Banach space with the two-sided reproducing kernel K. Moreover, BpK(Ω) for 1 ≤
p ≤ ∞ is included in C(Ω).
Proof. If conditions (C-PDK) of ΛK and EK are verified, then we obtain the
reproducing properties of BpK(Ω) for all 1 ≤ p ≤ ∞ using Theorem 4.3. Actually,
we have that∑
n∈N
λ1/2n |en(x)| ≤ sup
n∈N
‖en‖∞
∑
n∈N
λ1/2n <∞, for x ∈ Ω.
For the continuity of BpK(Ω), we only need to check the uniform convergence of
series
∑
n∈N λ
1/2
n |en(x)| on Ω. Because of the convergence of
∑
n=1 λ
1/2
n and the
uniform boundedness of {|en(x)| : n ∈ N} on Ω, the Abel uniform convergence test
provides that
∑
n∈N λ
1/2
n |en(x)| is uniformly convergent on Ω. 
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The second type of kernels are defined by an integral of a symmetric positive
definite kernel.
Proposition 4.5. Let Ψ ∈ C(Ω × Ω) be a symmetric positive definite kernel.
If a kernel K can be represented in the integral form of the kernel Ψ such as
K(x,y) =
∫
Ω
Ψ(x, z)Ψ(z,y)µ(dz), for x,y ∈ Ω,
then B1K(Ω) is a right-sided reproducing kernel Banach space with the right-sided
reproducing kernel K and BpK(Ω) for 1 < p ≤ ∞ is a two-sided reproducing kernel
Banach space with the two-sided reproducing kernel K. Moreover, BpK(Ω) for 1 ≤
p ≤ ∞ is included in C(Ω).
Proof. The key technique used in the proof of this result is the computation
of the eigenvalues ΛK and eigenfunctions EK ofK by the positive eigenvalues ΛΨ :=
{ρn : n ∈ N} and the continuous eigenfunctions EΨ := {ϕn : n ∈ N} of Ψ.
The collection EΨ of eigenfunctions is an orthonormal set of L2(Ω) and Ψ has
the uniformly convergent representation
(4.2) Ψ(x,y) =
∑
n∈N
ρnϕn(x)ϕn(y), for x,y ∈ Ω.
This ensures that the integral-type kernel K has the uniformly convergent repre-
sentation
K(x,y) =
∫
Ω
Ψ(x, z)Ψ(z,y)µ(dz)
=
∫
Ω
(∑
m∈N
ρmϕm(x)ϕn(z)
)(∑
n∈N
ρnϕn(z)ϕn(y)
)
µ(dz)
=
∑
m,n∈N
ρmρnϕm(x)ϕn(y)
∫
Ω
ϕm(z)ϕm(z)µ(dz)
=
∑
n∈N
ρ2nϕn(x)ϕn(y),
for x,y ∈ Ω. Hence, K is a positive definite kernel and its eigenvalues λn and
eigenfunctions en can be computed by ρn and ϕn, that is,
λn = ρ
2
n, en = ϕn, for all n ∈ N.
Next, we verify conditions (C-PDK) of ΛK and EK . Since the symmetric kernel
Ψ defined on the compact Hausdorff space Ω is continuous and positive definite, we
have that ∑
n∈N
ρn <∞, ‖Ψ‖∞ <∞.
In addition, by the Cauchy Schwarz inequality, we find for each x ∈ Ω that
(4.3)
∑
n∈N
λ1/2n |en(x)| =
∑
n∈N
ρn |ϕn(x)| ≤
(∑
n∈N
ρn
)1/2(∑
n∈N
ρn |ϕn(x)|2
)1/2
.
Moreover, we have that
(4.4)
(∑
n∈N
ρn
)1/2√
Ψ(x,x) ≤
(∑
n∈N
ρn
)1/2
‖Ψ‖1/2∞ .
4.2. CONSTRUCTING RKBS BY PDK 69
Combining inequalities (4.2), (4.3), and (4.4), we conclude that∑
n∈N
λ1/2n |en(x)| <∞, for all x ∈ Ω.
Therefore, Theorem 4.3 guarantees the reproducing properties of BpK(Ω) for all
1 ≤ p ≤ ∞.
Since
∑
n∈N ρn |ϕn(x)|2 is uniformly convergent on Ω, inequality (4.3) ensures
that
∑
n∈N λ
1/2
n |en(x)| is also uniformly convergent on Ω. This yields BpK(Ω) ⊆
C(Ω) for all 1 ≤ p ≤ ∞. 
Remark 4.6. In this article, we mainly look at the RKBSs induced by the
positive definite kernels defined on compact domains. Roughly speaking, this chap-
ter focuses on the constructions of RKBSs by the Fourier series. In the previous
paper [FHY15], it has been shown how to construct the RKBSs by the positive
definite functions defined on the whole space Rd. It is clear that the positive def-
inite function is a translation invariant kernel. The key technique of the proof
in [FHY15] is the Fourier transform (see [FHY15, Theorems 4.1 and 4.4]). The
positivity of the Fourier transforms is guaranteed by the Bochner theorem [Wen05,
Theorem 6.6]. Here, the positive eigenvalues of positive definite kernels can be
viewed as the equivalent element of the positive measures of positive definite func-
tions. In this article, we already show that the generalized Mercer kernel with the
negative eigenvalues can become a reproducing kernel of a RKBS. So, we conjec-
ture that a non-positive definite function could be used to construct a RKBS by
the Fourier transform.
According to the proof of Propositions 4.4 and 4.5, the sequence set
AK = A′K =
{(
λ1/2n en(x) : n ∈ N
)
: x ∈ Ω
}
,
of the positive definite kernel K given in Propositions 4.4 and 4.5 is both bounded
and closed in l1.
Comparisons: The p-norm RKBSs induced by the positive definite kernels can
be viewed as the special case of the p-norm RKBSs discussed in Chapter 3. By
Theorem 4.3, we show that many well-known positive definite kernels can become
the reproducing kernels of these p-norm RKBSs for all 1 ≤ p ≤ ∞ such as the
min kernel, the Gaussian kernel, and the power series kernel (see Sections 4.3, 4.4
and 4.5). Because of the symmetry of the positive definite kernels, the dualities
of these p-norm RKBSs given here are consistent with themselves. Proposition 4.5
shows that the reproducing properties can be checked by the integral-formats of
the positive definite kernels. The eigenvalues and eigenfunctions of the positive
definite kernels ensure the imbedding, compactness, and universal approximation
of these p-norm RKBSs. In Section 5.5, we shall find that the support vector
machine solutions in the p-norm RKBSs can be represented by the eigenvalues and
eigenfunctions.
Imbedding. The imbedding of RKBSs stated in Propositions 2.14 and 2.17
ensures the imbedding of BpK(Ω). Suppose that the sequence set AK is bounded in
l1. We define a positive constant
C1 := sup
x∈Ω
∑
n∈N
λ1/2n |en(x)| <∞.
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Here, if
∑
n∈N λ
1/2
n |en(x)| is uniformly convergent on the compact Hausdorff space
Ω, then x 7→ ∑n∈N λ1/2n |en(x)| belongs to C(Ω); hence the compactness of Ω
implies that AK is bounded and closed in l1.
Let 1 ≤ p, q ≤ ∞ such that p−1 + q−1 = 1. For x ∈ Ω, we have that
Φq(x)
1/q = ‖K(x, ·)‖BqK(Ω) =
(∑
n∈N
λq/2n |en(x)|q
)1/q
,
when 1 ≤ q <∞, and
Φ∞(x) = ‖K(x, ·)‖B∞K (Ω) = supn∈Nλ
1/2
n |en(x)| .
Moreover, we find that∫
Ω
|Φ1(x)|γ µ(dx) =
∫
Ω
(∑
n∈N
λ1/2n |en(x)|
)γ
µ(dx) ≤ Cγ1 µ(Ω) <∞,
when 1 ≤ γ <∞, and
sup
x∈Ω
|Φ1(x)| = sup
x∈Ω
∑
n∈N
λ1/2n |en(x)| = C1 <∞.
This ensures that Φ1 ∈ Lγ(Ω). Since
0 ≤ Φq(x)1/q ≤ Φ1(x), for x ∈ Ω,
we have that
Φ1/qq ∈ Lγ(Ω), for all 1 ≤ γ ≤ ∞.
This shows that
(4.5) x 7→ ‖K(x, ·)‖BqK(Ω) ∈ Lγ(Ω), for all 1 ≤ γ ≤ ∞.
Proposition 4.7. Let 1 ≤ p, γ ≤ ∞ and let K ∈ C(Ω×Ω) be a symmetric posi-
tive definite kernel such that the eigenvalues ΛK and eigenfunctions EK of K satisfy
assumption (A-PDK). If the sequence set AK of K is bounded in l1, then the iden-
tity map from BpK(Ω) into Lγ(Ω) is continuous. In particular, if
∑
n∈N λ
1/2
n |en(x)|
is uniformly convergent on Ω, then BpK(Ω) is imbedded into Lγ(Ω).
Proof. According to Theorem 4.3, the space B1K(Ω) is a right-sided RKBS and
the space BpK(Ω) for 1 < p ≤ ∞ is a two-sided RKBS. Thus, inclusion relation (4.5)
ensures the continuity of the identity map by Proposition 2.14.
For the final statement, the uniform convergence of
∑
n∈N λ
1/2
n |en(x)| guar-
antees that BpK(Ω) ⊆ C(Ω). Moreover, since supp(µ) = Ω, we have that BpK(Ω)
satisfies the µ-measure zero condition; hence the imbedding of BpK(Ω) in Lγ(Ω) is
verified by Corollary 2.15. 
When the kernel K is symmetric, then the left-sided integral operator IK and
the right-sided integral operator I ′K are the same. Since K ∈ C(Ω × Ω) is defined
on a compact space Ω, the integral operator IK is well-defined on Lβ(Ω) for any
1 ≤ β ≤ ∞. We now show that the integral operator IK maps Lβ(Ω) continuously
into BpK(Ω).
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Proposition 4.8. Let 1 ≤ p < ∞ and 1 < q ≤ ∞ such that p−1 + q−1 = 1,
let 1 ≤ β ≤ ∞, and let K ∈ C(Ω× Ω) be a symmetric positive definite kernel such
that the eigenvalues ΛK and eigenfunctions EK of K satisfy assumption (A-PDK).
If the sequence set AK of K is bounded in l1, then the integral operator IK maps
Lβ(Ω) into BpK(Ω) continuously such that
(4.6)
∫
Ω
g(y)ξ(y)µ(dy) = 〈g, IKξ〉BqK(Ω) = 〈IKξ, g〉BpK(Ω),
for all ξ ∈ Lβ(Ω) and all g ∈ BqK(Ω). In particular, if
∑
n∈N λ
1/2
n |en(x)| is uni-
formly convergent on Ω, then the range of IK is (weakly*) dense in BpK(Ω) when
1 < p <∞ and 1 < β <∞ (p = 1 or β = 1,∞).
Proof. Theorem 4.3 provides that the space BqK(Ω) is a two-sided RKBS
and the dual space of BqK(Ω) is isometrically equivalent to BpK(Ω). Moreover, the
uniform convergence of
∑
n∈N λ
1/2
n |en(x)| and the equality of supp(µ) = Ω ensures
that BpK(Ω) satisfies the µ-measure zero condition. Let γ be the conjugate exponent
of β. Based on equation (4.5), we employ Proposition 2.17 and Corollary 2.18 to
complete the proof. 
Since Ω is compact, we know that Lγ2(Ω) is imbedded into Lγ1(Ω) by the
identity map when 1 ≤ γ1 ≤ γ2 ≤ ∞. On the other hand, Bp1K (Ω) is imbedded into
Bp2K (Ω) by the identity map when 1 ≤ p1 ≤ p2 ≤ ∞.
If 1 < p1 < p2 < ∞, then Bp1K (Ω) and Bp2K (Ω) have various normed structures
while equation (4.6) provides that
〈f, IKζ〉Bp1K (Ω) =
∫
Ω
f(x)ζ(x)µ(dx) = 〈f, IKζ〉Bp2K (Ω),
for all f ∈ Bp1K (Ω) ⊆ Bp2K (Ω) and all ζ ∈ Lγ(Ω). This means that the p-norm
RKBSs with the same reproducing kernel could be seen as the identical elements
in the integral sense.
Compactness. Below, we consider the compactness of the p-norm RKBS.
Proposition 4.9. Let 1 ≤ p, q ≤ ∞ such that p−1 + q−1 = 1 and let K ∈
C(Ω×Ω) be a symmetric positive definite kernel such that the eigenvalues ΛK and
eigenfunctions EK of K satisfy assumption (A-PDK). If the sequence set AK of K
is compact in lq, then the identity map from BpK(Ω) into L∞(Ω) is compact.
Proof. According to Proposition 2.20, the compactness is proved if we verify
that the kernel set KK of K is compact in BqK(Ω). Because AK in lq is the identical
element of KK in BqK(Ω) when 1 ≤ q < ∞, and AK in c0 is the identical element
of KK in B∞K (Ω), the compactness of AK in lq implies the compactness of KK in
BqK(Ω). 
One technique to determine the relative compactness of AK is to find a positive
sequence (αn : n ∈ N) ∈ c0 such that(
α−1n λ
1/2
n |en(x)| : n ∈ N
)
∈ lq,
and
sup
x∈Ω
∑
n∈N
λ
q/2
n |en(x)|q
αqn
<∞, when 1 ≤ q <∞, sup
x∈Ω,n∈N
λ
1/2
n |en(x)|
αn
<∞.
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Universal Approximation. Now we investigate the universal approximation
of the p-norm RKBS BpK(Ω) by Propositions 3.15 and 3.25.
Proposition 4.10. Let 1 ≤ p ≤ ∞ and let K ∈ C(Ω × Ω) be a symmetric
strictly positive definite kernel such that the eigenvalues ΛK and eigenfunctions EK
of K satisfy assumption (A-PDK). If
∑
n∈N λ
1/2
n |en(x)| is uniformly convergent on
Ω, then the reproducing kernel Banach spaces BpK(Ω) has the universal approxima-
tion property.
Proof. If the sufficient conditions of Propositions 3.15 and 3.25 are checked,
then the proof is complete. The expansion terms φn are composed of the eigenvalues
ΛK and eigenfunctions EK of K, that is, φn = λ1/2n en for all n ∈ N.
First the uniform convergence of
∑
n∈N λ
1/2
n |en(x)| ensures that
∑
n∈N |φn(x)|q
is uniformly convergent for all 1 ≤ q <∞.
Next, the compactness of Ω provides that C(Ω) ⊆ L2(Ω). Moreover, the con-
tinuous eigenfunctions EK of the strictly positive definite kernel K become an or-
thonormal basis of L2(Ω); Since the support of µ is Ω, we have that span {EK} is
dense in C(Ω). This ensures that span {SK} is dense in C(Ω).
Therefore, the universal approximation property of BpK(Ω) has been obtained
by Propositions 3.15 and 3.25. 
As the discussions in Remarks 3.26 and 2.29, the strictly positive definite kernel
K is the two-sided universal kernel for the p-norm RKBS BpK(Ω) when 1 < p ≤ ∞.
But, the strictly positive definite kernel K is only the left-sided universal kernel for
the 1-norm RKBS B1K(Ω).
Equivalent Eigenfunctions. In the above statements, the eigenvalues and
eigenfunctions of the same positive definite kernel are fixed. It is well-known that
the RKHS or the 2-norm RKBS is unique for an arbitrary positive definite kernel.
But the p-norm RKBSs induced by a variety of expansion sets could be different
from their norms. Now we discuss the affections of the p-norm RKBSs by various
choices of eigenfunctions of the same positive definite kernel, and show that the p-
norm RKBSs driven by the equivalent eigenfunctions are equivalent by the identity
map.
According to the spectral theorem for compact and self-adjoint operators, the
eigenvalues ΛK of the positive definite kernel K has zero as the only accumulation
point and each eigenvalue λn has finite multiplicity, or more precisely, the space
Nn := {f ∈ L2(Ω) : IK(f) = λnf}
is finite dimensional for all n ∈ N. Let the dimension of Nn be Nn. Obviously, if
the dimension of Nn is equal to one for all n ∈ N, then the choice of eigenfunctions
is just different from the sign. We are more interested in the space Nn with the
non-single basis. For convenience, we reorder the eigenvalues ΛK such that they
become a strictly decreasing sequence, that is,
λ1 > λ2 > · · · > λn > · · · > 0.
Then the eigenfunctions EK of the positive definite kernel K compose of an or-
thonormal basis EnK := {en,k : k ∈ NNn} of the space Nn, that is,
EK = ∪
n∈N
EnK ,
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where NNn := {1, . . . , Nn}. Then equation (4.1) can be rewritten as
K(x,y) =
∑
n∈N
∑
k∈NNn
λnen,k(x)en,k(y), for x,y ∈ Ω.
It is obvious that the eigenfunctions EK is unique if N1 = · · · = Nn = · · · = 1.
But, if Nn 6= 1 for some n ∈ N, then we have another choice of eigenfunctions EW ;
hence we obtain another orthonormal basis EnW := {ϕn,k : k ∈ NNn} of Nn such
that
EW := ∪
n∈N
EnW .
To avoid the confusion, we use another symbol to denote the representation
W (x,y) :=
∑
n∈N
∑
k∈NNn
λnϕn,k(x)ϕn,k(y), for x,y ∈ Ω.
Actually we have that K =W , and the eigenvalues ΛW of W are equal to ΛK .
Since EnK and EnW are bases of Nn, we let
ϕn,j :=
∑
k∈NNn
unj,ken,k, for j ∈ Nn and n ∈ N.
Then ∫
Ω
ϕn,i(x)ϕn,j(x)µ (dx) =
∑
k,l∈NNn
uni,ku
n
j,l
∫
Ω
en,k(x)en,l(y)µ (dx) ,
δij =
∑
k,l∈NNn
uni,ku
n
j,lδkl,
for i, j, k, l ∈ Nn, where δij is the Kronecker delta function of i and j, that is, δij = 1
when i = j and δij = 0 when i 6= j. This yields that
Un :=
(
unj,k : j, k ∈ NNn
)
,
is a unitary matrix, that is, UTnUn = I. Let
en := (en,k : k ∈ NNn) , ϕn := (ϕn,k : k ∈ NNn) , for n ∈ N.
Then
ϕn(x) = Une(x), en(x) = U
T
nϕn(x), for x ∈ Ω and n ∈ N;
hence
‖Un‖−1∞ ‖en(x)‖1 =
∥∥UTn∥∥−11 ‖en(x)‖1 ≤ ‖ϕn(x)‖1 ≤ ‖Un‖1 ‖en(x)‖1 .
Moreover, we say that these two kinds of the eigenfunctions EK and EW are
equivalent if the positive constant
(4.7) CU := sup
n∈N
(‖Un‖∞ + ‖Un‖1) <∞,
is well-defined. In the following discussions, we suppose that EK and EW are equiv-
alent.
The equivalence of the eigenfunctions EK and EW indicates that
(4.8) C−1U
∑
n∈N
λ1/2n ‖en(x)‖1 ≤
∑
n∈N
λ1/2n ‖ϕn(x)‖1 ≤ CU
∑
n∈N
λ1/2n ‖en(x)‖1 ,
for all x ∈ Ω. Inequality (4.8) provides that ΛK and EK of K satisfy conditions
(C-PDK) if and only if ΛW and EW of W satisfy conditions (C-PDK). Therefore, if
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assumption (A-PDK) is well-posed for any choice of ΛK , EK or ΛW , EW , then the
RKBSs BpK(Ω) and BpW (Ω) are both well-defined for all 1 ≤ p ≤ ∞ by Theorem 4.3.
Finally, we verify that the RKBSs BpK(Ω) and BpW (Ω) are equivalent by the
identity map, that is, the identity map is an isomorphism from BpK(Ω) onto BpW (Ω).
Here, we need another condition to complete the proof. We further suppose
that AK or AW is bounded in l1. By inequality (4.8) AK is bounded in l1 if and
only if AW is bounded in l1. According to Proposition 4.7, both RKBSs BpK(Ω)
and BpW (Ω) can be seen as a subspace of L2(Ω).
Let f ∈ L2(Ω). Then f can be represented as the expansions
f =
∑
n∈N
∑
k∈NNn
an,kλ
1/2
n en,k,
and
f =
∑
n∈N
∑
k∈NNn
bn,kλ
1/2
n ϕn,k,
where
an,k := λ
−1/2
n
∫
Ω
f(x)en,k(x)µ (dx) , bn,k := λ
−1/2
n
∫
Ω
f(x)ϕn,k(x)µ (dx) ;
hence f ∈ BpK(Ω) or f ∈ BpW (Ω) if and only if∑
n∈N
‖an‖pp <∞ or
∑
n∈N
‖bn‖pp <∞, when 1 ≤ p <∞,
and
lim
n→∞
‖an‖∞ = 0 or limn→∞ ‖bn‖∞ = 0,
where an := (an,k : k ∈ NNn) and bn := (bn,k : k ∈ NNn). We further find the
relationships of the above coefficients as follows:
bn = Unan,
and
C−1U ‖an‖p ≤
∥∥UTn∥∥−1p ‖an‖p ≤ ‖bn‖p ≤ ‖Un‖p ‖an‖p ≤ CU ‖an‖p ,
for all n ∈ N. This indicates that f ∈ BpK(Ω) if and only if f ∈ BpW (Ω), and their
norms are equivalent, that is,
C−1U ‖f‖BpK(Ω) ≤ ‖f‖BpW (Ω) ≤ CU ‖f‖BpK(Ω) .
Therefore, we conclude the following result.
Proposition 4.11. Let K ∈ C(Ω× Ω) be a symmetric positive definite kernel
such that K has the equivalent eigenfunctions EK and EW satisfying assumption
(A-PDK). If the sequence set AK of K or the sequence set AW of W is bounded in
l1, then the reproducing kernel Banach spaces BpK(Ω) and BpW (Ω) are equivalent by
the identity map.
In particular, if 1 < p, q < ∞ such that p−1 + q−1 = 1, then the dual bilinear
products of BpK(Ω) and BpW (Ω) are identical, that is,
〈f, g〉BpK(Ω) = 〈f, g〉BpW (Ω),
for all f ∈ BpK(Ω) = BpW (Ω) and all g ∈ BqK(Ω) = BqW (Ω).
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4.3. Min Kernels
In this section, we investigate the use of the min kernel in constructing the
p-norm RKBSs. We first recall the min kernel with the homogeneous boundary
condition on [0, 1] defined by
Ψ1(x, y) := min{x, y} − xy, 0 ≤ x, y ≤ 1.
The min kernel Ψ1 has the absolutely and uniformly convergent representation
Ψ1(x, y) =
∑
n∈N
ρnϕn(x)ϕn(y),
expanded by its positive eigenvalues and continuous eigenfunctions
ρn :=
1
n2π2
, ϕn(x) :=
√
2 sin(nπx), for n ∈ N.
Associated with the min kernel Ψ1 we define the integral-type kernel
K1(x, y) :=
∫ 1
0
Ψ1(x, z)Ψ1(z, y)dz.
It can be computed that
K1(x, y) =
∑
n∈N
ρ2nϕn(x)ϕn(y)
=
{
− 16x3 + 16x3y + 16xy3 − 12xy2 + 13xy, 0 ≤ x ≤ y ≤ 1,
− 16y3 + 16xy3 + 16x3y − 12x2y + 13xy, 0 ≤ y ≤ x ≤ 1.
This ensures that the eigenvalues and eigenfunctions of K1 can be represented,
respectively, as
λ1,n := ρ
2
n, e1,n := ϕn, for n ∈ N.
Clearly, Ψ1 is a continuous function and it is positive definite on [0, 1].
Next, we study the integral-type min kernel Kd defined on the d-dimensional
cubic [0, 1]d. Here, the measure µ is the Lebesgue measure defined on [0, 1]d. Let
the product kernel
Ψd(x,y) :=
∏
k∈Nd
Ψ1 (xk, yk) ,
for x := (xk : k ∈ Nd),y := (yk : k ∈ Nd) ∈ [0, 1]d. Associated with Ψd, we have
the d-dimensional integral-type kernel
Kd(x,y) =
∫
[0,1]d
Ψd(x, z)Ψd(z,y)dz, for x,y ∈ [0, 1]d.
Moreover, its eigenvalues and eigenfunctions can be computed by ΛΦ and EΦ, that
is,
λd,n :=
∏
k∈Nd
λ1,nk =
∏
k∈Nd
ρ2nk , ed,n(x) :=
∏
k∈Nd
e1,nk(xk) =
∏
k∈Nd
ϕnk(xk),
for n := (nk : k ∈ Nd) ∈ Nd. Here, Nd := {1, 2, . . . , d} is a finite set of natural
numbers and Nd = ⊗dk=1N is the tensor product of natural numbers. We find that
(4.9) Kd(x,y) =
∏
k∈Nd
K1(xk, yk), for x,y ∈ [0, 1]d.
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If the expansion set SKd =
{
φd,n : n ∈ Nd
}
of Kd is chosen to be the collection of
φd,n(x) := λ
1/2
d,ned,n(x) =
∏
k∈Nd
ρnkϕnk(xk), for n ∈ Nd,
then we have that
Kd(x,y) =
∑
n∈Nd
φd,n(x)φd,n(y), for x,y ∈ [0, 1]d.
Using the expansion sets SKd we construct the normed spaces
BpKd
(
[0, 1]d
)
:=
f := ∑
n∈Nd
anφd,n :
(
an : n ∈ Nd
) ∈ lp
 , when 1 ≤ p <∞,
equipped with the norm
‖f‖BpKd ([0,1]d) :=
∑
n∈Nd
|an|p
1/p ,
and
B∞Kd
(
[0, 1]d
)
:=
f := ∑
n∈Nd
anφd,n :
(
an : n ∈ Nd
) ∈ c0
 ,
equipped with the norm
‖f‖B∞Kd ([0,1]d) := supn∈Nd
|an| .
Remark 4.12. To complete the constructions of the kernels defined on d-
dimensional spaces, we repeat the sum-product techniques as follows:∏
k∈Nd
(∑
n∈N
ak,n
)
=
∑
n1,...,nd∈N
∏
k∈Nd
ak,nk ,
if
∑
n∈N ak,n are convergent for all positive sequences (ak,n : n ∈ N) and k ∈ Nd.
Using the techniques given in Remark 4.12, it is easy to check that
∑
n∈Nd
λ
1/2
d,n =
∑
n∈Nd
∏
k∈Nd
1
n2kπ
2
=
∏
k∈Nd
(∑
nk∈N
1
n2kπ
2
)
=
(∑
n∈N
1
n2π2
)d
<∞,
and
sup
n∈Nd
‖ed,n‖∞ = sup
n∈Nd,x∈[0,1]d
∏
k∈Nd
∣∣∣√2 sin(nkπxk)∣∣∣ = 2d/2 <∞.
By Proposition 4.4, we have the following result.
Corollary 4.13. The integral-min kernel Kd defined in equation (4.9) is the
right-sided reproducing kernel of the right-sided reproducing kernel Banach space
B1Kd
(
[0, 1]d
)
and the two-sided reproducing kernel of the two-sided reproducing ker-
nel Banach space BpKd
(
[0, 1]d
)
for 1 < p ≤ ∞. Moreover, BpKd
(
[0, 1]d
) ⊆ C ([0, 1]d)
for 1 ≤ p ≤ ∞.
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According to the facts that∑
n∈Nd
|φd,n(x)| ≤ sup
x∈[0,1]d,n∈Nd
|ed,n(x)|
∑
n∈Nd
λ
1/2
d,n =
∑
n∈Nd
∏
k∈Nd
1
n2kπ
2
<∞,
and the continuity of the map x 7→ ∑n∈Nd λ1/2d,n |ed,n(x)| on [0, 1]d, the sequence
set
AKd :=
{(
φd,n(x) : n ∈ Nd
)
: x ∈ [0, 1]d} ,
is bounded and closed in l1. By Propositions 4.7 and 4.8, we also obtain the imbed-
ding of BpKd
(
[0, 1]d
)
. Let αn :=
∏
k∈Nd
n
−1/2
k for all n ∈ Nd. Then
(
αn : n ∈ Nd
) ∈
c0 and∑
n∈Nd
|φd,n(x)|
αn
≤ sup
x∈[0,1]d,n∈Nd
|ed,n(x)|
∑
n∈Nd
λ
1/2
d,n
αn
=
∑
n∈Nd
∏
k∈Nd
1
n
3/2
k π
2
<∞.
This ensures that AKd is relatively compact in l1. Hence, AKd is relatively compact
in lq for all 1 ≤ q ≤ ∞. Because of the compactness of AKd , Proposition 4.9
implies that the identity map from BpK
(
[0, 1]d
)
into L∞
(
[0, 1]d
)
is compact. Since
the integral-min kernel K is strictly positive definite on (0, 1)d and the measure of
the boundary of [0, 1]d is equal to zero, Proposition 4.10 ensures that BpK
(
[0, 1]d
)
has the universal approximation property.
4.4. Gaussian Kernels
There is a long history of the Gaussian kernel
Gθ(x, y) := e
−θ2|x−y|, for x, y ∈ R,
where θ is a positive shape parameter. The kernel was first introduced by K. F.
Gaussian in his book [Gau09] in 1809. Recently, the Gaussian kernels became a
vigorous numerical tool for high dimensional approximation and machine learning.
Now we show that the Gaussian kernel can also be employed to construct the p-
norm RKBSs.
Let the θ-norm on d-dimensional real space Rd be
‖x− y‖θ :=
(∑
k∈Nd
θ2k |xk − yk|2
)1/2
,
for x := (xk : k ∈ Nd),y := (yk : k ∈ Nd) ∈ Rd, where θ := (θk : k ∈ Nd) is a vector
of positive shape parameters. We write the Gaussian kernel with shape parameters
θ ∈ Rd+ as
Gθ(x,y) := e
−‖x−y‖2
θ , for x,y ∈ Rd.
Moreover, the d-dimensional Gaussian kernel Gθ can be written as the product of
univariate Gaussian kernels Gθk for k ∈ Nd, that is,
Gθ(x,y) =
∏
k∈Nd
Gθk (xk, yk) , for x,y ∈ Rd.
It is well-known that the Gaussian kernel is a strictly positive definite kernel on
Rd. Since the space Rd is not compact, there is a question whether the theorems
in Section 4.2 are applicable to the Gaussian kernels. The reason of the condition
of the compactness of Ω in Section 4.2 is that there are two conditions needed for
the constructions and the imbedding. One is to guarantee the integral operator IK
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is a compact operator from L2(Ω) to L2(Ω). Thus, the continuous positive definite
kernel K has countable positive eigenvalues and continuous eigenfunctions by the
Mercer theorem. The other one is to ensure µ (Ω) <∞. By the theoretical results
given in papers [FHW12b, FHW12a] and [SC08, Section 4.4], we also obtain
these two important conditions for the Gaussian kernels even though Rd is not
compact.
For the probability density function
pd(x) :=
1
πd/2
e−‖x‖
2
2 , for x ∈ Rd,
we define a probability measure µd on Rd
µd(dx) := pd(x)dx,
such that Rd endowed with µd becomes a probability space. For convenience we
denote by Ωd the probability measurable space
(
Rd,BRd , µd
)
. Clearly, we have that
µd(Ωd) =
∫
Ωd
µd(dx) =
∫
Rd
pd(x)dx = 1.
It is clear that supp (µd) = Ωd. We verify that the integral operator IKθ is a
compact operator from L2 (Ωd) to L2 (Ωd).
Let us look at the eigenvalues and eigenfunctions of the univariate Gaussian
kernel Gθ. Papers [FHW12b, FHW12a] showed that the eigenvalues and eigen-
functions of Gθ are represented, respectively, as
(4.10) ρθ,n := (1− wθ)wn−1θ ,
and
eθ,n(x) :=
((
1 + 4θ2
)1/4
2n−1(n− 1)!
)1/2
e−uθx
2
Hn−1
((
1 + 4θ2
)1/4
x
)
,
for n ∈ N, where
wθ :=
2θ2
1 + (1 + 4θ2)
1/2
+ 2θ2
,
and
uθ :=
2θ2
1 + (1 + 4θ2)1/2
.
Here, Hn−1 is the Hermite polynomial of degree n− 1, that is,
Hn−1(x) := (−1)n−1ex2 d
n−1
dxn−1
(
e−x
2
)
,
so that ∫
Ω1
Hn−1(x)
2µ1(dx) =
1
π1/2
∫
R
Hn−1(x)
2e−x
2
dx = 2n−1(n− 1)!.
Since wθ ∈ (0, 1), we have that∑
n∈N
ρθ,n = (1− wθ)
∑
n∈N
wn−1θ = (1− wθ)
1
1 − wθ = 1.
Because of the fact that ∫
Ω1
eθ,m(x)eθ,n(x)µ1(dx) = δmn,
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for all m,n ∈ N, the univariate Gaussian kernel Gθ also has the absolutely and
uniformly convergent representation
Gθ(x, y) =
∑
n∈N
ρθ,neθ,n(x)eθ,n(y), for x, y ∈ Ω1.
Now we compute the integral-type kernel
Kθ(x, y) =
∫
Ω1
Gθ(x, z)Gθ(z, y)µ1 (dz)
=
∫
R
Gθ(x, z)Gθ(z, y)p1(z)dz
=
1√
π
∫
R
e−θ
2(x−z)2−θ2(z−y)2−z2dz
=
1√
π
e−θ
2(x2+y2)
∫
R
e2θ
2(x+y)z−(2θ2+1)z2dz
=
(
2θ2 + 1
)−1/2
e−ϑ(θ)
2(x−y)2−α(θ)2xy
=
(
2θ2 + 1
)−1/2
Gϑ(θ)(x, y)Ψα(θ)(x, y),
(4.11)
for x, y ∈ R, where
ϑ(θ) :=
(
θ4 + θ2
2θ2 + 1
)1/2
, α(θ) :=
(
2θ2
2θ2 + 1
)1/2
,
and
Ψα(x, y) := e
−α2xy.
Next, we look at the integral-type kernel Kθ induced by the d-dimensional
Gaussian kernel Gθ, that is,
(4.12) Kθ(x,y) :=
∫
Ωd
Gθ(x, z)Gθ(z,y)µd (dz) , for x,y ∈ Ωd.
Then the integral-type kernel Kθ can also be rewritten as
(4.13) Kθ(x,y) =
∏
k∈Nd
∫
Ω1
Gθk (xk, zk)Gθk (zk, yk)µ1 (dzk) =
∏
k∈Nd
Kθk (xk, yk) ,
for x := (xk : k ∈ Nd) ,y := (yk : k ∈ Nd) ∈ Ωd. Let
ϑ(θ) := (ϑ(θk) : k ∈ Nd) , α(θ) := (α(θk) : k ∈ Nd)
and
Ψα(x,y) :=
∏
k∈Nd
Ψαk (xk, yk) =
∏
k∈Nd
e−α
2
kxkyk = e−(x,y)α ,
where the α-inner product is given by
(x,y)α :=
∑
k∈Nd
α2kxkyk.
Combining equations (4.11) and (4.13), we have that
Kθ(x,y) = C(θ)Gϑ(θ)(x,y)Ψθ(x,y),
where
C(θ) :=
∏
k∈Nd
(
2θ2k + 1
)−1/2
.
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By the proof of Proposition 4.5, we obtain the eigenvalues and eigenfunctions
of Kθ
λθ,n :=
∏
k∈Nd
λθk,nk =
∏
k∈Nd
ρ2θk,nk , eθ,n(x) :=
∏
k∈Nd
eθk,nk (xk) ,
for n := (nk : k ∈ Nd) ∈ Nd. Hence, the expansion elements of Kθ have the form
φθ,n(x) := λ
1/2
θ,neθ,n(x) =
∏
k∈Nd
ρθk,nkeθk,nk (xk) .
Based on the expansion set SKθ :=
{
φθ,n : n ∈ Nd
}
, we define the p-norm spaces
as
BpKθ (Ωd) :=
f := ∑
n∈Nd
anφθ,n :
(
an : n ∈ Nd
) ∈ lp
 , when 1 ≤ p <∞,
equipped with the norm
‖f‖BpK
θ
(Ωd)
:=
∑
n∈Nd
|an|p
1/p ,
and
B∞Kθ (Ωd) :=
f := ∑
n∈Nd
anφθ,n :
(
an : n ∈ Nd
) ∈ c0
 ,
equipped with the norm
‖f‖B∞K
θ
(Ωd)
:= sup
n∈Nd
|an| .
Therefore, Proposition 4.5 yields the reproducing properties of BpKθ (Ωd).
Corollary 4.14. The integral-Gaussian kernel Kθ defined in equation (4.12)
is the right-sided reproducing kernel of the right-sided reproducing kernel Banach
space B1Kθ (Ωd) and the two-sided reproducing kernel of the two-sided reproducing
kernel Banach space BpKθ (Ωd) for 1 < p ≤ ∞. Moreover, B
p
Kθ
(Ωd) ⊆ C (Ωd) for
1 ≤ p ≤ ∞.
Let
ρθ,n :=
∏
k∈Nd
ρθk,nk , for n ∈ Nd.
Then the d-dimensional Gaussian kernel Gθ can be represented as
Gθ(x,y) =
∏
k∈Nd
(∑
nk∈N
ρθk,nkeθk,nk (xk) eθk,nk (yk)
)
=
∑
n∈Nd
ρθ,neθ,n(x)eθ,n(y).
Equation (4.10) implies that∑
n∈Nd
ρθ,n =
∏
k∈Nd
(∑
nk∈N
ρθk,nk
)
= 1.
Using the same techniques of Theorem 4.5, we determine that
∑
n∈Nd
|φθ,n(x)| ≤
∑
n∈Nd
ρθ,n
1/2∑
n∈Nd
ρθ,n |eθ,n(x)|2
1/2 = (Gθ(x,x))1/2 ,
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for all x ∈ Ωd. This shows that the sequence set
AKθ :=
{(
φθ,n(x) : n ∈ Nd
)
: x ∈ Ωd
}
is bounded in l1. By Propositions 4.7 and 4.8, we obtain the imbedding of the
p-norm RKBSs BpKθ (Ωd).
In addition, we check the compactness of BpKθ (Ωd). Take a sequence(
w
(n−1)/4
θ : n ∈ Nd
)
,
where
wθ :=
∏
k∈Nd
wθk , w
(n−1)/4
θ :=
∏
k∈Nd
w
(nk−1)/4
θk
.
Then we have that (
w
(n−1)/4
θ : n ∈ Nd
)
∈ c0,
because wθk ∈ (0, 1) for all k ∈ Nd. By the techniques given in Remark 4.12,
equation (4.10) ensures that∑
n∈Nd
ρθ,n
w
(n−1)/2
θ
=
∏
k∈Nd
(∑
nk∈N
ρθk,nk
w
(nk−1)/2
θk
)
=
∏
k∈Nd
(1− wθk)
∑
nk∈N
(
w
1/2
θk
)nk−1
=
∏
k∈Nd
1− wθk
1− w1/2θk
.
Therefore,
∑
n∈Nd
ρθ,n |eθ,n(x)|
w
(n−1)/4
θ
≤
∑
n∈Nd
ρθ,n
w
(n−1)/2
θ
1/2∑
n∈Nd
ρθ,n |eθ,n(x)|2
1/2
=(Gθ(x,x))
1/2
∏
k∈Nd
1− wθk
1− w1/2θk
<∞,
for all x ∈ Ωd. This ensures that AKθ is relatively compact in l1. The continuity
of the map x 7→ ρθ,n |eθ,n(x)| ensures that AKθ is closed in l1. So we obtain the
compactness of AKθ . Proposition 4.9 provides that the identity map is a compact
operator from BpKθ (Ωd) into L∞ (Ωd).
Clearly, the integral-Gaussian kernel Kθ is a strictly positive definite kernel on
Ωd. Since the domain Ωd is not compact, the uniform norm is not well-defined on
C(Ωd). But, for any compact domain Ω in Ωd, the p-norm RKBS BpKθ (Ω) has the
universal approximation property by Proposition 4.10.
Gaussian Kernels defined on d-dimensional space Rd. There is another
interesting question whether the Gaussian kernel can still become a reproducing ker-
nel of some RKBSs when the measure of its domain is not finite, that is, µ(Ω) =∞.
To answer this question, we consider another symmetric expansion set S˜Gθ = S˜ ′Gθ
of the d-dimensional Gaussian kernel Gθ defined on Rd. According to [SC08, The-
orem 4.38] about the expansions of the Gaussian kernel defined on R, the univariate
82 4. POSITIVE DEFINITE KERNELS
Gaussian kernel Gθ has the absolutely and uniformly convergent representation
Gθ(x, y) =
∑
n∈N0
φ˜θ,n(x)φ˜θ,n(y), for x, y ∈ R,
where
φ˜θ,n(x) :=
(
2n
n!
)1/2
(θx)
n
e−θ
2x2 , for n ∈ N0 = N ∪ {0}.
Here, the d-dimensional space Rd is a standard Euler space and the measure µ is
the Lebesgue measure defined on Rd. This indicates that
Gθ(x,y) =
∏
k∈Nd
Gθk (xk, yk) =
∑
k∈Nd
( ∑
nk∈N0
φ˜θk,nk(xk)φ˜θk,nk(yk)
)
=
∑
n∈Nd
0
( ∏
k∈Nd
φ˜θk,nk(xk)φ˜θk,nk(yk)
)
=
∑
n∈Nd
0
φ˜θ,n(x)φ˜θ,n(y),
where
(4.14) φ˜θ,n(x) :=
∏
k∈Nd
φ˜θk,nk(xk) =
(
2‖n‖1
n!
)1/2
θnxne−‖x‖
2
θ .
Using the power series
∑
n∈N0
|z|n√
n!
≤
(∑
n∈N0
τ2n
)(∑
n∈N0
(
τ−1z
)2n
n!
)
=
1
1− τ2 e
τ−2z2 ,
for any 0 < τ < 1, we have that
∑
n∈Nd
0
∣∣∣φ˜θ,n(x)∣∣∣ ≤
∑
n∈Nd
0
( ∏
k∈Nd
√
2nk
nk!
θnkk |xk|nk e−θ
2
kx
2
k
)
≤
∏
k∈Nd
( ∑
nk∈N0
(√
2θk |xk|
)nk
√
nk!
)
e−θ
2
kx
2
k
≤
∏
k∈Nd
e(2τ
−2−1)θ2kx
2
k
1− τ2 <∞,
for each x ∈ Rd. Let Ω be an arbitrary connected region of Rd. Then the expansion
set S˜Gθ :=
{
φ˜θ,n|Ω : n ∈ Nd0
}
satisfies conditions (C-1∗). Combining this with the
linear independence of S˜Gθ , we ensure that the expansion sets S˜Gθ = S˜ ′Gθ of the
Gaussian kernel Gθ|Ω×Ω satisfy assumption (A-1∗). Same as the discussion of
Theorem 4.3, the Gaussian kernel Gθ|Ω×Ω is a reproducing kernel and its RKBSs
BpGθ (Ω) for all 1 ≤ p ≤ ∞ are well-defined by S˜Gθ , that is,
BpGθ (Ω) :=
f := ∑
n∈Nd
0
anφ˜θ,n|Ω :
(
an : n ∈ Nd
) ∈ lp
 , when 1 ≤ p <∞,
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equipped with the norm
‖f‖BpG
θ
(Ω) :=
∑
n∈Nd
0
|an|p
1/p ,
and
B∞Gθ (Ω) :=
f := ∑
n∈Nd
0
anφ˜θ,n|Ω :
(
an : n ∈ Nd
) ∈ c0
 ,
equipped with the norm
‖f‖B∞G
θ
(Ω) := sup
n∈Nd
0
|an| .
If the domain Ω is compact in Rd, then the sequence set
A˜Gθ :=
{(
φ˜θ,n(x) : n ∈ Nd0
)
: x ∈ Ω
}
,
is compact in l1. Hence, we obtain the imbedding properties and compactness of
BpGθ (Ω) by the same manners of Propositions 4.7, 4.8 and 4.9. By Proposition 4.10,
the p-norm RKBS BpGθ (Ω) has the universal approximation property.
4.5. Power Series Kernels
This example of power series kernels show that we use non-eigenvalues and non-
eigenfunctions of positive definite kernels to construct its p-norm RKBSs differently
from RKHSs.
Let
xn :=
∏
k∈Nd
xnkk , n! :=
∏
k∈Nd
nk!,
for x := (xk : k ∈ Nd) ∈ Rd and n := (nk : k ∈ Nd) ∈ Nd0. According to [Zwi09,
Remark 1], we know that the power series kernel K
K(x,y) :=
∑
n∈Nd
0
wn
xn
n!
yn
n!
, for x,y ∈ (−1, 1)d,
is a positive definite kernel if the positive sequence
(
wn : n ∈ Nd0
)
satisfies∑
n∈Nd
0
wn
n!2
<∞.
Here, the measure µ is the Lebesgue measure defined on (−1, 1)d. We observe that
the polynomial expansion elements of the power series kernel K
(4.15) φn(x) := w
1/2
n
xn
n!
,
are NOT the eigenvalues and eigenfunctions of K. However, we still use the expan-
sion set SK :=
{
φn : n ∈ Nd0
}
to construct the p-norm RKBSs.
Next we consider a special case of power series kernels. A power series kernel
K is called nonlinear and factorizable if there exists an analytic function
η(z) :=
∑
n∈N0
cnz
n
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with positive coefficients {cn : n ∈ N0} such that
(4.16) K(x,y) =
∏
k∈Nd
η(xkyk).
Hence,
K(x,y) =
∏
k∈Nd
( ∑
nk∈N0
cnkx
nk
k y
nk
k
)
=
∑
n∈Nd
0
( ∏
k∈Nd
cnk
)
xnyn.
This indicates that the positive weights of the nonlinear factorizable power series
kernel K are given by
wn :=
∏
k∈Nd
cnk (nk!)
2
, for n ∈ Nd0.
Hence, its expansion elements defined in equation (4.15) can be rewritten as
(4.17) φn(x) :=
(∏
k∈Nd
c1/2nk
)
xn.
Moreover, if ∑
n∈N0
c1/2n <∞,
then ∑
n∈Nd
0
|φn(x)| =
∑
n∈Nd
0
( ∏
k∈Nd
c1/2nk
)
|xn| ≤
(∑
n∈N0
c1/2n
)d
<∞,(4.18)
for x ∈ (−1, 1)d because
∑
n∈Nd
0
( ∏
k∈Nd
c1/2nk
)
=
∏
k∈Nd
( ∑
nk∈N0
c1/2nk
)
=
(∑
n∈N0
c1/2n
)d
.
Since the standard polynomial functions
{
xn : n ∈ Nd0
}
are linearly independent,
the expansion set SK = S ′K of the power series kernelK satisfies assumption (A-1∗).
Thus, we employ the expansion set SK to build the p-norm spaces
BpK
(
(−1, 1)d) :=
f := ∑
n∈Nd
0
anφn :
(
an : n ∈ Nd0
) ∈ lp
 , when 1 ≤ p <∞,
equipped with the norm
‖f‖BpK((−1,1)d) :=
∑
n∈Nd
0
|an|p
1/p ,
and
B∞K
(
(−1, 1)d) :=
f := ∑
n∈Nd
0
anφn :
(
an : n ∈ Nd0
) ∈ c0
 ,
equipped with the norm
‖f‖B∞K ((−1,1)d) := sup
n∈Nd
0
|an| .
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In the same manner as in Theorem 4.3, we obtain the following result.
Corollary 4.15. If the positive expansion coefficients {cn : n ∈ N0} of the
nonlinear factorizable power series kernel K satisfy that
(4.19)
∑
n∈N0
c1/2n <∞,
then K is the right-sided reproducing kernel of the right-sided reproducing ker-
nel Banach space B1K
(
(−1, 1)d) and the two-sided reproducing kernel of the two-
sided reproducing kernel Banach space BpK
(
(−1, 1)d) for 1 < p ≤ ∞. Moreover,
BpK
(
(−1, 1)d) ⊆ C ((−1, 1)d) for 1 ≤ p ≤ ∞.
Proof. Since K satisfies assumption (A-1∗), Theorems 3.8, 3.20 and 3.21 as-
sure the reproducing properties of BpK
(
(−1, 1)d) for all 1 ≤ p ≤ ∞. By the Abel
uniform convergence test, the power series
∑
n∈Nd
0
|φn(x)| is uniformly convergent
on (−1, 1)d. It follows that BpK
(
(−1, 1)d) is included in C ((−1, 1)d). 
Inequality (4.18) implies that the sequence set
AK :=
{(
φn(x) : n ∈ Nd0
)
: x ∈ (−1, 1)d}
is bounded in l1. Therefore, we obtain the imbedding properties of BpK
(
(−1, 1)d)
the same as in Propositions 4.7 and 4.8. Moreover, by Proposition 4.10, the p-norm
RKBS BpK (Ω) defined on any compact domain Ω of (−1, 1)d (a bounded and closed
region in (−1, 1)d) has the universal approximation property.
We give below examples of nonlinear factorizable power series kernels with the
condition given in equation (4.19), for example,
K(x,y) :=
∏
k∈Nd
exkyk , when η(z) := ez,
K(x,y) :=
∏
k∈Nd
1
1− θxkyk , when η(z) :=
1
1− θz , 0 < θ < 1,
K(x,y) :=
∏
k∈Nd
I0
(
2xky
1/2
k
)
, when η(z) := I0(2z
1/2),
where I0 is the modified Bessel function of the first kind of order 0.

CHAPTER 5
Support Vector Machines
We develop in this chapter support vector machines on the p-norm RKBSs for
1 < p <∞ and the 1-norm RKBSs induced by the generalized Mercer kernels.
5.1. Background of Support Vector Machines
We begin with a review of the traditional support vector machines on a re-
producing Hilbert space, which solves a binary classification problem with the
labels {±1}. For the classical machine learning, the original support vector ma-
chines [BGV92, CV95] were generalized by the portrait method for the pattern
recognitions invented earlier in [VL63]. The field of learning methods has witnessed
intense activities in the study of the support vector machines.
Let the training data D := {(xk, yk) : k ∈ NN} be composed of input data
pointsX := {xk : k ∈ NN} ⊆ Ω ⊆ Rd and output data values Y := {yk : k ∈ NN} ⊆
{±1}. We begin to find an affine linear hyperplane described by (ws, bs) ∈ Rd ×R
that separates the training data D into the two groups for yk = 1 and yk = −1.
The generalized portrait algorithm finds a perfectly separating hyperplane
s(x) := wTs x+ bs,
that has the maximal margin to maximize the distance of the hyperplane to the
points in D. This separating hyperplane gives us a decision rule to predict the
labels at unknown locations, that is,
r(x) := sign (s(x)) , for x ∈ Rd.
The (ws, bs) is solved by the hard margin support vector machine
min
(w,b)∈Rd×R
‖w‖22
s.t. yk
(
wTxk + b
) ≥ 1, for all k ∈ NN .(5.1)
It is also called the maximal margin classifier. To relax the constraints of opti-
mization problem (5.1) for some slack variables ξk ≥ 0, we find (ws, bs) by the soft
margin support vector machine
min
(w,b)∈Rd×R
{
C
∑
k∈NN
ξk +
1
2
‖w‖22
}
s.t. yk
(
wTxk + b
) ≥ 1− ξk, ξk ≥ 0, for all k ∈ NN ,
(5.2)
where the constant C is a free positive parameter for balancing the margins and
the errors. Let L(x, y, t) := max {0, 1− yt} be the hinge loss function and σ :=
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(2NC)−1/2. Optimization problem (5.2) is then equivalent to
(5.3) min
(w,b)∈Rd×R
{
1
N
∑
k∈NN
L
(
xk, yk,w
Txk + b
)
+ σ2 ‖w‖22
}
.
The support vector machines are also considered in a Hilbert space H of func-
tions f : Ω → R. Such a Hilbert space is also called the feature space. A feature
map F : Ω→ H is driven to generalize the portrait algorithm to the mapped data
set {(F (xk), yk) : k ∈ NN}. If we replace the vector w and the doc inner product
wTxk, respectively, by the function f and the inner product (f, F (xk))H, then we
extend optimization problem (5.3) to
(5.4) min
f∈H
{
1
N
∑
k∈NN
L (xk, yk, (f, F (xk))H) + σ
2 ‖f‖2H
}
.
Since the offset term b of the hyperplane has neither a known theoretical nor an
empirical advantage for the nonlinear feature map, the offset term b is absorbed by
the function f (more details may be found in [SC08, Chapter 11]). We also hope
that the feature map F satisfies (f, F (x))H = f(x), or more precisely, F (x) can be
viewed as the identical element of the point evaluation functional δx. Combining
this with H′ ∼= H, we have that δx ∈ H′. Moreover, if we let
K(x,y) := (F (y), F (x))H = (δx, δy)H′ , for x,y ∈ Ω,
then we check that
F (x) = K(x, ·), for x ∈ Ω,
and the spaceH is a RKHS with the reproducing kernelK. The representer theorem
([SC08, Theorem 5.5]) ensures that the optimal solution s of the support vector
machine (5.4) can be represented as
s(x) =
∑
k∈NN
ckK(xk,x), for x ∈ Ω,
for some suitable parameters c1, . . . , cN ∈ R.
In addition, we solve the general support vector machines in a RKHS H of
functions f defined on a probability space Ω equipped with a probability measure
µ. Given the hinge loss function L, our learning goal is to find a target function
that approximately achieves the smallest possible risks
inf
f∈L0(Ω)
∫
Ω×R
L(x, y, f(x))P (dx, dy) ,
where P is a probability measure generating input and output data. The probability
P can be usually represented by a conditional probability P(·|x) on R, that is,
P(x, y) = P(y|x)µ(x). It is often too difficult to solve the target function directly.
We then turn to estimating the target function by a support vector machine solution
s of a regularized infinite-sample or empirical minimization over the certain RKHS
H, that is,
s = argmin
f∈H
{∫
Ω×R
L(x, y, f(x))P (dx, dy) + σ2 ‖f‖2H
}
,
or
s = argmin
f∈H
{
1
N
∑
k∈NN
L (xk, yk, f(xk)) + σ
2 ‖f‖2H
}
,
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where the training data D := {(xk, yk) : k ∈ NN} ⊆ Ω × R are the independent
random duplicates of P(x, y). By the representer theorem ([SC08, Theorem 5.5
and 5.8]), the support vector solution s can be written as a representation by the
reproducing kernel K of the RKHS H. The oracle inequalities for support vector
machines provide the approximation errors and the learning rates of support vector
machine solutions (see [SC08, Chapter 6]).
The recent papers [ZXZ09, FHY15] discussed the support vector machines
in some semi-inner-product Banach space B composed of functions f : Ω → R.
The inner product (·, ·)H of the Hilbert space H is extended into the semi-inner
product [·, ·]B of the semi-inner-product Banach space B in order that optimization
problem (5.4) is generalized to
(5.5) min
f∈B
{
1
N
∑
k∈NN
L (xk, yk, [f, F (xk)]B) + σ
2 ‖f‖2B
}
,
where F becomes the related feature map from Ω into B such that [f, F (x)]B =
f(x). This indicates that the dual element (F (x))
∗
of F (x) is identical element of
δx ∈ B′, because
〈f, (F (x))∗〉B = [f, F (x)]B = f(x) = 〈f, δx〉B.
For the construction of its reproducing kernel, we suppose that the dual space B′
of B is isometrically isomorphic onto a normed space F composed of functions
g : Ω→ R. Since the semi-inner product is nonsymmetric, we need another adjoint
feature map F ∗ : Ω → B′ in order that the dual element (F ∗(y))∗ of F ∗(y) is the
identical element of δy ∈ B′′, that is,
〈g, (F ∗(y))∗〉B′ = [g, F ∗(y)]B′ = g(y) = 〈g, δy〉B′ .
If the above feature maps F and F ∗ both exist, then we define the reproducing
kernel
K(x,y) :=
[
(F ∗(y))∗ , F (x)
]
B
=
[
(F (x))∗ , F ∗(y)
]
B′
, for x,y ∈ Ω,
in order that
F (x) = (K(x, ·))∗ , F ∗(y) = (K(·,y))∗ , for x,y ∈ Ω,
which ensures that the space B is a semi-inner-product RKBS with the semi-inner-
product reproducing kernel K. By the representer theorem of empirical data in
semi-inner-product RKBSs ([FHY15, Theorem 4.2]), we know that the dual ele-
ment s∗ of the support vector machine solution s of optimization problem (5.5) is
the linear combination of K(x1, ·), . . . ,K(xN , ·). When the RKBS B is constructed
by the positive definite function, we recover the finite dimensional formula of the
support vector machine solution s by its dual element s∗ (see the details given in
[FHY15]).
In the previous construction of RKBSs by using the semi-inner products, it was
required that the RKBSs are reflexive, uniformly convex and Fre´chet differentiable
so that the dual elements are all well-defined. In the following sections, we improve
the original theoretical results of RKBSs and employ the dual bilinear product
〈·, ·〉B to replace the semi-inner product [·, ·]B in order to obtain the support vector
machines in a general Banach space B.
90 5. SUPPORT VECTOR MACHINES
5.2. Support Vector Machines in p-norm Reproducing Kernel Banach
Spaces for 1 < p <∞
The Riesz representation theorem [Rie07, Rie09] provides the finite dimen-
sional representations of the support vector machine solutions in RKHSs for their
numerical implementations. In this section, we shall show that the infinite dimen-
sional support vector machines in the p-normRKBSs can be equivalently transferred
into the finite dimensional convex optimization problems by Theorem 2.23 (repre-
senter theorem for learning methods in RKBSs). This ensures that we employ the
finite suitable parameters to reconstruct the support vector machine solutions in
the p-norm RKBSs.
Let 1 < p, q < ∞ such that p−1 + q−1 = 1. By Theorems 3.8 and 3.20, the
two-sided RKBSs BpK(Ω) and BqK′(Ω′) are well-defined by the left-sided and right-
sided expansion sets SK = {φn : n ∈ N} and S ′K = {φ′n : n ∈ N} of the generalized
Mercer kernel K ∈ L0(Ω × Ω′). When the loss function L and the regularization
function R satisfy assumption (A-ELR) given in Section 2.6, the representer the-
orem (Theorem 2.23) guarantees the global minimizer of the regularized empirical
risks over BpK(Ω)
(5.6) Tp(f) := 1
N
∑
k∈NN
L(xk, yk, f(xk)) +R
(
‖f‖BpK(Ω)
)
, for f ∈ BpK(Ω),
for the given pairwise distinct data points X = {xk : k ∈ NN} ⊆ Ω and the related
observing values Y = {yk : k ∈ NN} ⊆ R. Now we study whether the support
vector machine solutions can also be represented by the expansion sets with the
finite suitable parameters.
Remark 5.1. In this section, the support vector machines can be computed by
not only the hinge loss function but also general loss functions such as least square
loss, pth power absolute distance loss, logistic loss, Huber loss, pinball loss, and
ǫ-insensitive loss. The regularization function can also be endowed with various
forms, for example, R(r) := σrm with σ > 0 and m ≥ 1.
In the solving processes, Theorem 2.23 is employed. Hence, we need additional
condition of the linear independence of the right-sided kernel set K′K of K. Spe-
cial kernels always ensure the linear independence everywhere, for example, the
continuous symmetric positive definite kernels. In Section 2.6, we require K′K to
be linearly independent such that arbitrary data points X are well-posed in Theo-
rem 2.23. But, if the data points X are already given in practical implementations,
then we only need to check the linear independence of {K(xk, ·) : k ∈ NN} that
guarantees the theoretical results of Theorem 2.23.
Theorem 5.2. Given any pairwise distinct data points X ⊆ Ω and any asso-
ciated data values Y ⊆ R, the regularized empirical risk Tp is defined as in equa-
tion (5.6). Let 1 < p, q < ∞ such that p−1 + q−1 = 1, and let K ∈ L0(Ω × Ω′) be
a generalized Mercer kernel such that the expansion sets SK and S ′K of K satisfy
assumption (A-p) and the right-sided kernel set K′K is linearly independent. If the
loss function L and the regularization function R satisfy assumption (A-ELR), then
the support vector machines
min
f∈BpK(Ω)
Tp(f),
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has a unique optimal solution sp, which has the representation
(5.7) sp =
∑
n∈N
∑
j∈NN
cp,jφn(xj)
∣∣∣∣∣ ∑
k∈NN
cp,kφn(xk)
∣∣∣∣∣
q−2
φn,
for some suitable parameters cp,1, . . . , cp,N ∈ R and whose norm can be written as
‖sp‖BpK(Ω) =
(∑
n∈N
∣∣∣∣∣ ∑
k∈NN
cp,kφn(xk)
∣∣∣∣∣
q)1/p
.
Proof. The main idea of the proof is to recover sp by using the Gaˆteaux
derivative ι(sp) of the p-norm of the two-sided RKBS BpK(Ω).
The isometrical isomorphisms given in Proposition 3.7 preserve the geometrical
structures of BpK(Ω) ∼= lp and BqK′(Ω′) ∼= lq. This ensures that the two-sided RKBS
BpK(Ω) is reflexive, strictly convex, and smooth, because 1 < p < ∞ implies the
reflexivity, strict convexity, and smoothness of lp. Thus, Theorem 2.23 can be
applied to ensure that the support vector machine in BpK(Ω) has a unique optimal
solution
sp =
∑
n∈N
ap,nφn ∈ BpK(Ω),
such that its Gaˆteaux derivative ι(sp) is a linear combination ofK(x1, ·), . . . ,K(xN , ·),
that is,
(5.8) ι(sp) =
∑
k∈NN
βkK(xk, ·) ∈ BqK′(Ω′),
for the suitable parameters β1, . . . , βN ∈ R, and its norm can be written as
(5.9) ‖s‖BpK(Ω) =
∑
k∈NN
βksp(xk).
We complete the proof of the finite dimensional representation of sp given in
equation (5.7) if there exist the coefficients cp,1, . . . , cp,N such that
(5.10) ap,n =
∑
j∈NN
cp,jφn(xj)
∣∣∣∣∣ ∑
k∈NN
cp,kφn(xk)
∣∣∣∣∣
q−2
.
When sp = 0, the conclusion is clearly true. Now we suppose that sp is not a trivial
solution. Since ap := (ap,n : n ∈ N) is an isometrically equivalent element of sp,
we use the Gaˆteaux derivative ι(ap) of the map a 7→ ‖a‖p at ap to compute the
Gaˆteaux derivative ι(sp) of the norm of BpK(Ω) at sp. Specifically, because ap 6= 0
and 1 < p <∞ (see the examples in [Jam47, Gil67]), we have that
ι(ap) =
(
ap,n |ap,n|p−2
‖ap‖p−1p
: n ∈ N
)
∈ lq.
Then we obtain the following formula of the Gaˆteaux derivative
(5.11) ι(sp) =
∑
n∈N
ap,n |ap,n|p−2
‖ap‖p−1p
φ′n ∈ BqK′(Ω′),
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where ap := (ap,n : n ∈ N). Using the expansion
K(x,y) =
∑
n∈N
φn(x)φ
′
n(y),
equation (5.8) can be rewritten as
(5.12) ι(sp) =
∑
k∈NN
βk
∑
n∈N
φn(xk)φ
′
n =
∑
n∈N
( ∑
k∈NN
βkφn(xk)
)
φ′n.
Comparing equations (5.11) and (5.12), we have that
ap,n |ap,n|p−2
‖ap‖p−1p
=
( ∑
k∈NN
βkφn(xk)
)
, for all n ∈ N.
Hence, we choose the parameters
(5.13) cp,k := ‖ap‖p−1p βk, for all k ∈ NN ,
to obtain equation (5.10). In this way, the representation of sp is achieved.
Combining equations (5.9) and (5.13) we find that
(5.14) ‖sp‖BpK(Ω) =
∑
k∈NN
βksp(xk) =
∑
k∈NN
‖ap‖1−pp cp,ksp(xk).
Substituting the representation of sp given in equation (5.7) and ‖sp‖BpK(Ω) = ‖ap‖p
into equation (5.14), we obtain the desired formula for ‖sp‖BpK(Ω). 
Remark 5.3. The parameters of the support vector machine solution sp may
not be equal to the coefficients of its Gaˆteaux derivative ι(sp). According to Theo-
rems 2.23 and 5.2 about the representations of the support vector machine solutions
in RKBSs, the coefficients of ι(sp) are always linear but the coefficients of sp could
be nonlinear.
Fixed-point Algorithm. To close this section, we develop a fixed-point al-
gorithm for solving the optimization problem studied in this section. Fixed-point
iteration for solving convex optimization problems that come from the proximal
algorithm was proposed in [MSX11, PB14]. Specifically, we apply the techniques
of [FHY15, Corollary 5.5] to compute the finite parameters cp,1, . . . , cp,N of the
support vector machine solution sp by a fixed-point iteration method. Choosing
any parameter vector c = (ck : k ∈ NN ) ∈ RN , we set up a function fc ∈ BpK(Ω)
depending on equation (5.7), that is,
fc(x) =
∑
n∈N
∑
j∈NN
cjφn(xj)
∣∣∣∣∣ ∑
k∈NN
ckφn(xk)
∣∣∣∣∣
q−2
φn(x), for x ∈ Ω.
Clearly, sp = fcp . Define the vector-valued function
η := (ηk : k ∈ NN) : RN → RN ,
where
ηk(c) := fc(xk), for k ∈ NN .
Thus, the regularized empirical risk of fc can be computed by
Tp(c) := Tp (fc) = 1
N
∑
k∈NN
L(xk, yk, ηk(c)) +R
((
η(c)T c
)1/p)
,
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and the parameters cp of the support vector machine solution sp is the global
minimum solution of
min
c∈RN
Tp(c).
If R ∈ C1[0,∞) and t 7→ L(x, y, t) ∈ C1(R) for any fixed x ∈ Ω and any y ∈ R,
then the gradient of Tp has the form
∇Tp(c) = 1
N
∇η(c)T lt (c) + α(c)
(
η(c) +∇η(c)T c) ,
where
ηt(c) := (Lt (xk, yk, ηk(c)) : k ∈ NN ) ,
and
α(c) :=
{
p−1
(
η(c)T c
)−1/q
Rr
((
η(c)T c
)1/p)
, when c ∈ RN\{0},
0, when c = 0.
Here, the notations of Lt and Rr represent the differentiations of L and R at t
and r, respectively, that is, Lt(x, y, t) :=
d
dtL(x, y, t) and Rr(r) :=
d
drR(r), and the
element
∇η(c) :=
(
∂
∂ck
ηj(c) : j, k ∈ NN
)
is a Jacobian matrix with the entries
∂
∂ck
ηj(c) = (q − 1)
∑
n∈N
φn(xj)φn(xk)
∣∣∣∣∣∑
l∈NN
clφn(xl)
∣∣∣∣∣
q−2
.
Since the global minimizer cp is a stationary point of ∇Tp, the parameter vector
cp is a fixed-point of the function
(5.15) Fp(c) := c+∇Tp(c), for c ∈ RN .
Corollary 5.4. If the loss function L and the regularization function R satisfy
that assumption (A-ELR), t 7→ L(x, y, t) ∈ C1(R) for any fixed x ∈ Ω and any
y ∈ R, and R ∈ C1[0,∞), then the parameter vector cp = (cp,k : k ∈ NN) of the
support vector machine solution sp defined in equation (5.7) is a fixed-point of the
map Fp defined in equation (5.15), that is, Fp (cp) = cp.
Corollary 5.4 ensures that the finite coefficients of the support vector machine
solutions in RKBSs can be computed by the fixed-point iteration algorithm (the
proximal algorithm). This indicates that the support vector machine in RKBSs is
of easy implementation the same as the classical methods in RKHSs.
5.3. Support Vector Machines in 1-norm Reproducing Kernel Banach
Spaces
Now we show that the support vector machines in the 1-norm RKBS can be
approximated by the support vector machines in the p-norm RKBSs as p→ 1.
In this section, we suppose that the left-sided and right-sided expansion sets
SK = {φn : n ∈ N} and S ′K = {φ′n : n ∈ N} of the generalized Mercer kernel K ∈
L0(Ω × Ω′) satisfy assumption (A-1∗) and the right-sided kernel set K′K of K is
linearly independent. As the discussions in inequalities (3.12)-(3.13), we know that
assumption (A-1∗) implies assumption (A-p) for all 1 < p < ∞. Theorems 3.8
and 3.20 show that the generalized Mercer kernel K is the reproducing kernel of
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the right-sided RKBS B1K(Ω) and the two-sided RKBS BpK(Ω) for 1 < p < ∞
induced by SK (see Sections 3.2 and 3.3 for more details).
For the constructions of the support vector machines in the 1-norm RKBSs,
we moreover suppose that the loss function L and the regularization function R
satisfy assumption (A-ELR) given in Section 2.6. For the given pairwise distinct
data points X ⊆ Ω and the associated data values Y ⊆ R, we set up the regularized
empirical risks in B1K(Ω)
(5.16) T1(f) := 1
N
∑
k∈NN
L(xk, yk, f(xk)) + R
(
‖f‖B1K(Ω)
)
, for f ∈ B1K(Ω).
We wish to know whether there is a global minimum of T1 over B1K(Ω)
(5.17) min
f∈B1K(Ω)
T1(f).
Since B1K(Ω) is not reflexive, strictly convex or smooth, we can not solve the
support vector machines in B1K(Ω) directly by Theorem 2.23. According to Theo-
rem 5.2, however, we solve the uniquely global minimizer sp of the support vector
machines in BpK(Ω) for 1 < p ≤ 2, or more precisely,
(5.18)
sp = argmin
f∈BpK(Ω)
Tp(f) = argmin
f∈BpK(Ω)
{
1
N
∑
k∈NN
L(xk, yk, f(xk)) +R
(
‖f‖BpK(Ω)
)}
.
The parameters of the infinite basis of
sp =
∑
n∈N
ap,nφn ∈ BpK(Ω),
can be represented in the form
ap,n :=
∑
j∈NN
cp,jφn(xj)
∣∣∣∣∣ ∑
k∈NN
cp,kφn(xk)
∣∣∣∣∣
q−2
, for all n ∈ N,
by the finite suitable parameters cp,1, . . . , cp,N ∈ R, where p−1 + q−1 = 1. Note
that 2 ≤ q <∞ since 1 < p ≤ 2.
Now we verify that sp can be used to approximate s1 when p → 1. Before we
show this in Theorem 5.9, we establish four preliminary lemmas. We first prove
that sp ∈ BpK(Ω) for all 1 < p ≤ 2.
Lemma 5.5. If the support vector machines in B1K(Ω) and BpK(Ω) are defined in
equations (5.17) and (5.18), respectively, then the support vector machine solution
sp belongs to B1K(Ω) for each 1 < p ≤ 2.
Proof. It suffices to prove that series
(5.19)
∑
n∈N
|ap,n| =
∑
n∈N
∣∣∣∣∣ ∑
k∈NN
cp,kφn(xk)
∣∣∣∣∣
q−1
is convergent. By the Cauchy-Schwarz inequality, we have for n ∈ N that
(5.20)
∣∣∣∣∣ ∑
k∈NN
cp,kφn(xk)
∣∣∣∣∣
q−1
≤
(
sup
j∈NN
|cp,j |q−1
)( ∑
k∈NN
|φn(xk)|
)q−1
.
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We introduce the vector cp := (cp,k : k ∈ NN ). Since
sup
j∈NN
|cp,j |q−1 ≤ ‖cp‖q−1∞ ,
and ( ∑
k∈NN
|φn(xk)|
)q−1
≤ N q−2
∑
k∈NN
|φn(xk)|q−1 , for n ∈ N,
from inequality (5.20), we obtain that
(5.21)
∣∣∣∣∣ ∑
k∈NN
cp,kφn(xk)
∣∣∣∣∣
q−1
≤ ‖cp‖q−1∞ N q−2
∑
k∈NN
|φn(xk)|q−1 , for n ∈ N.
Moreover, conditions (C-1∗) ensure that
(5.22)
∑
n∈N
|φn(xk)|q−1 ≤ Cq−1X , for k ∈ NN ,
where the positive constant CX is given by
CX := sup
k∈NN
∑
n∈N
|φn(xk)| .
Combining inequalities (5.21) and (5.22), we obtain that
(5.23)
∑
n∈N
∣∣∣∣∣ ∑
k∈NN
cp,kφn(xk)
∣∣∣∣∣
q−1
≤ Cq−1X N q−2 ‖cp‖q−1∞ <∞,
proving convergence of series (5.19). 
Since sp is the global minimum solution of the regularized empirical risks over
BpK(Ω), we have that
Tp (sp) = min
f∈BpK(Ω)
Tp(f).
Next, we show that the minimum of 1-norm regularized empirical risks is the upper
bound of Tp (sp).
Lemma 5.6. If the support vector machines in B1K(Ω) and BpK(Ω) are defined
in equations (5.17) and (5.18), respectively, then
lim
p→1
Tp(sp) ≤ min
f∈B1K(Ω)
T1(f).
Proof. Suppose that 1 ≤ p1 ≤ p2 ≤ 2. The proof of Propositions 3.7 and 3.19
show that Bp1K (Ω) ∼= lp1 and Bp2K (Ω) ∼= lp2 . Hence, by the imbedding of various
norms ‖·‖p, we have that
Bp1K (Ω) ⊆ Bp2K (Ω),
and
‖f‖Bp2K (Ω) = ‖a‖p2 ≤ ‖a‖p1 = ‖f‖Bp1K (Ω) , for f =
∑
n∈N
anφn ∈ Bp1K (Ω).
This ensures that
(5.24) min
f∈B
p2
K (Ω)
Tp2(f) ≤ min
f∈B
p1
K (Ω)
Tp2(f).
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Moreover, since R is strictly increasing, we observe that
R
(
‖f‖Bp2K (Ω)
)
≤ R
(
‖f‖Bp1K (Ω)
)
, for f ∈ Bp1K (Ω),
and then
Tp2(f) ≤ Tp1(f), for f ∈ Bp1K (Ω).
Thus, we conclude that
(5.25) min
f∈B
p1
K (Ω)
Tp2(f) ≤ min
f∈B
p1
K (Ω)
Tp1(f).
Combining inequalities (5.24) and (5.25) we have that
(5.26) min
f∈B
p2
K (Ω)
Tp2(f) ≤ min
f∈B
p1
K (Ω)
Tp1(f).
This gives that
Tp (sp) = min
f∈BpK(Ω)
Tp(f) ≤ min
f∈B1K(Ω)
T1(f), for all 1 < p ≤ 2.
Moreover, the function p 7→ Tp (sp) is decreasing on (1, 2]. Therefore, the limit of
limp→1 Tp (sp) exists and minf∈B1K(Ω) T1(f) is its upper bound. 
Lemma 5.5 has already shown that {sp : 1 < p ≤ 2} ⊆ B1K(Ω). Now, we show
that {sp : 1 < p ≤ 2} can be used to catch a global minimizer s1 of T1 over B1K(Ω).
By Proposition 3.19, B1K(Ω) is isometrically equivalent to the dual space of B∞K′(Ω′).
Thus, we obtain the weak* topology of B1K(Ω) to describe the relationships between
{sp : 1 < p ≤ 2} and s1.
Lemma 5.7. Let the support vector machines in B1K(Ω) and BpK(Ω) be defined
in equations (5.17) and (5.18), respectively. If there exist an element s1 ∈ B1K(Ω)
and a countable sequence spm , with limm→∞ pm = 1, of the support vector machine
solutions {sp : 1 < p ≤ 2} such that
spm
weak*−B∞
K′
(Ω′)−→ s1, when pm → 1,
then
T1 (s1) = min
f∈B1K(Ω)
T1(f),
and
lim
pm→1
Tpm (spm) = T1 (s1) .
Proof. Theorem 3.21 shows that B∞K′(Ω′) is a two-sided RKBS and its two-
sided reproducing kernel is the adjoint kernel K ′ of K. The main technique used
in the proof is to employ the two-sided reproducing properties of B∞K′(Ω′).
According to Proposition 2.9 the weak* convergence implies the pointwise con-
vergence in B1K(Ω). Hence,
lim
m→∞
spm(x) = s1(x), for all x ∈ Ω.
Since for any fixed x ∈ Ω and y ∈ R, L(x, y, ·) is convex, it is continuous. It follows
that
(5.27) lim
m→∞
1
N
∑
k∈NN
L (xk, yk, spm(xk)) =
1
N
∑
k∈NN
L (xk, yk, s1(xk)) .
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Since R is a strictly increasing function and
‖s1‖B1K(Ω) =
∥∥∥weak*− lim
m→∞
spm
∥∥∥
B1K(Ω)
≤ lim inf
m→∞
‖spm‖B1K(Ω) ,
by the weakly* lower semi-continuity ([Meg98, Theorem 2.6.14]), we have that
(5.28) R
(
‖s1‖B1K(Ω)
)
≤ R
(
‖spm‖B1K(Ω)
)
.
Combining equation (5.27) and inequality (5.28), we obtain that
(5.29) T1 (s1) ≤ lim inf
m→∞
Tpm (spm) .
Since limm→∞ pm = 1, Lemma 5.6 leads to the inequality
(5.30) lim
m→∞
Tpm (spm) ≤ min
f∈B1K(Ω)
T1(f).
Comparing inequalities (5.29) and (5.30), we conclude that
T1 (s1) ≤ lim
m→∞
Tpm (spm) ≤ min
f∈B1K(Ω)
T1(f),
which implies that
T1 (s1) = lim
m→∞
Tpm (spm) = min
f∈B1K(Ω)
T1(f).

It is desirable to know the upper bound of ‖sp‖B1K(Ω) as p → 1. To this end,
we let
C0 :=
1
N
∑
k∈NN
L(xk, yk, 0) +R(0) <∞.
Since
R
(
‖f‖BpK(Ω)
)
≤ Tp (sp) ≤ Tp(0) = C0, for 1 < p ≤ 2,
we have that
(5.31) ‖sp‖BpK(Ω) ≤ R
−1 (C0) , for 1 < p ≤ 2,
where R−1 is the inverse function of the strictly increasing function R. Thus, the
set
{
‖sp‖BpK(Ω) : 1 < p ≤ 2
}
is bounded. Lemma 5.5 shows that {sp : 1 < p ≤ 2} is
a set of B1K(Ω).
Lemma 5.8. If the support vector machines in B1K(Ω) and BpK(Ω) are defined
in equations (5.17) and (5.18), respectively, then
lim sup
p→1
‖sp‖B1K(Ω) < +∞.
Proof. We verify this result by using the definition of the norms of bounded
linear functionals.
According to Proposition 3.19 and Theorem 3.21, the space B∞K′(Ω′) is a two-
sided RKBS with the two-sided reproducing kernel K ′ and B1K(Ω) is isometrically
equivalent to the dual space of B∞K′(Ω′). Let 1 < p ≤ 2 and 2 ≤ q < ∞ such that
p−1+q−1 = 1. Moreover, Proposition 3.7 and Theorem 3.10 provide that the space
BqK′(Ω′) is a two-sided RKBS with the two-sided reproducing kernel K ′ and BpK(Ω)
is isometrically equivalent to the dual space of BqK′(Ω′).
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For g ∈ span {KK′} = span {K′K}, we express it in terms of the kernel K ′ as
g =
∑
k∈NM
αkK
′(·,xk).
Using the left-sided reproducing properties of B∞K′(Ω′) and BqK′(Ω′), we have that
〈g, sp〉B∞
K′
(Ω′) =
∑
k∈NM
αk〈K ′(·,xk), sp〉B∞
K′
(Ω′) =
∑
k∈NM
αksp (xk) ,
and
〈g, sp〉Bq
K′
(Ω′) =
∑
k∈NM
αk〈K ′(·,xk), sp〉Bq
K′
(Ω′) =
∑
k∈NM
αksp (xk) .
It follows that
(5.32)
∣∣∣〈g, sp〉B∞
K′
(Ω′)
∣∣∣ = ∣∣∣〈g, sp〉Bq
K′
(Ω′)
∣∣∣ ≤ ‖sp‖BpK(Ω) ‖g‖BqK′(Ω′) .
Substituting inequality (5.31) into inequality (5.32) yields that
(5.33)
∣∣∣〈g, sp〉B∞
K′
(Ω′)
∣∣∣ ≤ R−1 (C0) ‖g‖Bq
K′
(Ω′) ,
for 1 < p ≤ 2 and 2 ≤ q < ∞ such that p−1 + q−1 = 1. Using the convergence of
lq-norm to l∞-norm, we have that
lim
q→∞
‖g‖Bq
K′
(Ω′) = limq→∞
‖b‖q = ‖b‖∞ = ‖g‖B∞
K′
(Ω′) ,
where b := (bn : n ∈ N) are the coefficients of g for the Schauder bases SK′ = S ′K .
Hence, we conclude that
lim sup
p→1
∣∣∣〈g, sp〉B∞
K′
(Ω′)
∣∣∣ ≤ R−1 (C0) lim
q→∞
‖g‖Bq
K′
(Ω′) = R
−1 (C0) ‖g‖B∞
K′
(Ω′) .
Moreover, Proposition 2.5 ensures that span {KK′} is dense in B∞K′(Ω′). By
continuous extensions, we also have that
lim sup
p→1
∣∣∣〈g, sp〉B∞
K′
(Ω′)
∣∣∣ ≤ R−1 (C0) ‖g‖B∞
K′
(Ω′) ,
for all g ∈ B∞K′(Ω′). Therefore, we obtain that
lim sup
p→1
‖sp‖B1K(Ω) ≤ R
−1 (C0) <∞,
proving the desired result. 
Finally, we show that the support vector machine in B1K(Ω) is solvable and its
solution can be approximated by the solutions of the support vector machines in
BpK(Ω) as p→ 1.
Theorem 5.9. Given any pairwise distinct data points X ⊆ Ω and any asso-
ciated data values Y ⊆ R, the regularized empirical risk T1 is defined as in equa-
tion (5.16). Let K ∈ L0(Ω × Ω′) be a generalized Mercer kernel such that the
expansion sets SK and S ′K of K satisfy assumption (A-1∗) and the right-sided ker-
nel set K′K is linearly independent. If the loss function L and the regularization
function R satisfy assumption (A-ELR), then the support vector machine
min
f∈B1K(Ω)
T1(f)
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has a global minimum solution s1 and there exists a countable sequence spm , with
limm→∞ pm = 1, of the support vector machine solutions {sp : 1 < p ≤ 2} defined
in equation (5.18) such that
lim
pm→1
spm(x) = s1(x), for all x ∈ Ω,
and
lim
pm→1
Tpm (spm) = T1 (s1) .
Proof. Proposition 3.19 ensures that B1K(Ω) is isometrically equivalent to the
dual space of B∞K′(Ω′). Then we employ the Banach-Alaoglu theorem ([Meg98,
Theorem 2.6.18]) to find a countable sequence spm , with limm→∞ pm = 1, of
{sp : 1 < p ≤ 2} such that it is a weakly* convergent sequence.
According to Lemma 5.8, there exists a countable sequence sin , with limn→∞ in =
1, of {sp : 1 < p ≤ 2} such that the set{
‖sin‖B1K(Ω) : limn→∞ in = 1
}
is bounded and {in : limn→∞ in = 1} is an increasing sequence. Thus, the Banach-
Alaoglu theorem guarantees that the countable sequence {sin : limn→∞ in = 1} is
relatively weakly* compact. This ensures that there exists weakly* convergent
sequence {spm : limm→∞ pm = 1} of {sin : limn→∞ in = 1 ∈ N}. Since B1K(Ω) is a
Banach space, we find an element s1 ∈ B1K(Ω) such that
spm
weak*−B∞
K′
(Ω′)−→ s1, when pm → 1.
By Lemma 5.7, we conclude that
T1 (s1) = min
f∈B1K(Ω)
T1(f),
and
lim
pm→1
Tpm (spm) = T1 (s1) .
Moreover, since B∞K′(Ω′) is a two-sided RKBS, Proposition 2.9 ensures that spm is
also convergent to s1 pointwise as pm → 1. 
The minimizer s1 of the regularized empirical risk over B1K(Ω) may not be
unique because B1K(Ω) is not strictly convex. If the support vector machine solution
s1 is unique, then we apply any convergent sequence {spm : limm→∞ pm = 1} to
approximate s1 when m→∞.
5.4. Sparse Sampling in 1-norm Reproducing Kernel Banach Spaces
Fast numerical algorithms for sparse sampling have obtained a central achieve-
ment in the signal and image processing. This engages people to investigate whether
the support vector machines possess the sparsity (see [Ste03]). Following the dis-
cussions in Section 5.3, we show that the support vector machines in the 1-norm
RKBSs can be equivalently transferred into the classical l1-sparse approximation.
Let Ω be a compact Hausdorff space and K ∈ C(Ω × Ω) be a symmetric
positive definite kernel. Suppose that the positive eigenvalues ΛK and continuous
eigenfunctions EK of K satisfy assumptions (A-PDK). Then Theorem 4.3 ensures
that K is a reproducing kernel of the 1-norm RKBS B1K(Ω) induced by ΛK and
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EK . Further suppose that the eigenfunctions EK is an orthonormal basis of L2(Ω).
Here we choose the least square loss
L(x, y, t) :=
1
2
(y − t)2 , for x ∈ Ω, y ∈ R, t ∈ R,
and the linear regularization function
R(r) := σr, for r ∈ [0,∞),
where σ is a positive parameter.
Let X := {xk : k ∈ NN} be a set of pairwise distinct data points of Ω and
yX := (yk : k ∈ NN ) ∈ RN compose of the data values Y := {yk : k ∈ NN} ⊆ R.
Then we construct the support vector machines in B1K(Ω) as follows
min
f∈B1K(Ω)
T1(f) = min
f∈B1K(Ω)
{
1
N
∑
k∈NN
L(xk, yk, f(xk)) +R
(
‖f‖B1K(Ω)
)}
.
First we look at the function f ∈ L2(Ω) that can be represented as f =∑
n∈N ξnen with the coefficients ξ := (ξn : n ∈ N) ∈ l2. Thus, we have that f(x1)...
f(xN )
 =

∑
n∈N ξnen(x1)
...∑
n∈N ξnen(xN )
 = EXξ,
where
EX :=
 e1(x1) · · · en(x1) · · ·... . . . ... . . .
e1(xN ) · · · en(xN ) · · ·
 .
Next, we study the function f =
∑
n∈N ξnen ∈ B1K(Ω). Since(∑
n∈N
|ξn|2
)1/2
≤
∑
n∈N
|ξn| ≤
(
sup
n∈N
λ1/2n
)(∑
n∈N
|ξn|
λ
1/2
n
)
,
we conclude that B1K(Ω) ⊆ L2(Ω) and ξ ∈ l1. This ensures that f ∈ B1K(Ω) if and
only if D
1/2
λ ξ ∈ l1, where
D
1/2
λ :=

λ
1/2
1 · · · 0 · · ·
...
. . .
...
. . .
0 · · · λ1/2n · · ·
...
. . .
...
. . .
 ∈ RN×N.
Therefore, for any f :=
∑
n∈N ξnen ∈ B1K(Ω), we have that
(5.34) L (xk, yk, f(xk)) =
1
2
∑
k∈NN
(yk − f(xk))2 = 1
2
‖yX − EXξ‖22 ,
and
(5.35) R
(
‖f‖B1K(Ω)
)
= σ
∑
n∈N
|ξn|√
λn
= σ
∥∥∥D1/2λ ξ∥∥∥
1
.
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Combining equations (5.34) and (5.35), the support vector machine in B1K(Ω) is
equivalently to the classical l1-sparse regularization, that is,
(5.36) min
f∈B1K(Ω)
T1(f) = min
ξ∈l1
{
1
2N
‖yX − EXξ‖22 + σ
∥∥∥D1/2λ ξ∥∥∥
1
}
.
Recently, the sparse sampling inspires the numerical practical developments
(see [DE03, CRT06, BDE09]). Now we review some fast algorithms which solve
the sparse regularization (5.36) in compressed sensing and large-scale computation.
• A simple strategy to attack the minimization problem (5.36) is the iter-
atively reweighted least squares algorithms (IRLS) in [Kar70, RKD99,
REC+03]. The key technique of IRLS is that the l1-norm is viewed as an
adaptively weighted version of the squared l2-norm. The main iterative
steps of the IRLS include regularized least squares – weight update.
• But the IRLS may lose much of its appeal when facing the large-scale
problems. An alternative method is the iterative shrinkage-thresholding
algorithms (ISTA) in [CDVLL98, FN03, DDDM04]. The primary idea
of ISTA is that the updated entries are evaluated by the shrinkage oper-
ator at the preliminary entries. In the optimization literature, the ISTA
can be traced back to the proximal forward-backward iterative schemes
similar to the splitting methods (see [BR77, Pas79]). The general iter-
ative steps of the ISTA include back projection – shrinkage – line search
– solution and residual update. The ISTA is simple to implement and
the ISTA is particularly useful in the large-scale problems, for example,
the big size of X . Moreover, there are many other methods to accelerate
the ISTA, for example, the two-step iterative shrinkage-thresholding algo-
rithm (TwIST) in [BDF07] and the fast iterative shrinkage-thresholding
algorithm (FISTA) in [BT09].
• Recent papers [MSX11, LMSX12, MSXZ13, LSXZ15] provide a novel
framework of the proximity algorithm to study the total variation model.
The main point is that a proximity operator can be constructed by the
fixed-point methodology. This leads to develop efficient numerical algo-
rithms via various fixed-point iterations. The key steps of the proxim-
ity algorithm include proximity subgradient – fixed-point update. Pa-
per [PB14] introduces a library of implementations of proximity opera-
tors to present the efficient evaluations of the smooth and nonsmooth op-
timization problems including parallel and distributed algorithms. There-
fore, the fixed-point iterations can accelerate computational processes of
support vector machines in p-norm RKBSs by the proximity methods.
The connection of support vector machines and sparse sampling shows that
the fast algorithms for sparse approximation can be applied in machine learning.
Almost all sparse models only focus on the least-square loss. But we know that
there are many other kinds of loss functions in machine learning. Based on the
constructions of the 1-norm RKBSs, we propose a new research field of machine
learning that call sparse learning methods. In our current research proposal, we
shall develop efficient numerical algorithms to learn the nonlinear structures of the
big data by the sparse learning method.
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5.5. Support Vector Machines in Special Reproducing Kernel Banach
Spaces
In this section, we study the support vector machines in the special p-norm
RKBSs. We suppose that the expansion sets SK and S ′K of the generalized Mercer
kernel K ∈ L0(Ω × Ω′) satisfy assumption (A-1∗) which also implies assumption
(A-p) for all 1 < p <∞ (see inequalities (3.12)-(3.13)). Let
(5.37) pm :=
2m
2m− 1 , qm := 2m, for m ∈ N.
Thus, Theorem 3.7 guarantees that the pm-norm RKBSs BpmK (Ω) induced by SK are
well-defined for all m ∈ N. Now we show that the support vector machine solutions
in BpmK (Ω) can be simplified for convenient coding and computation. To be more
precise, the support vector machine solutions in BpmK (Ω) can be represented as an
linear combination of the special kernel basis.
Further suppose that the loss function L and the regularization function R
satisfy assumption (A-ELR). Given the pairwise distinct data points X ⊆ Ω and
the associated data values Y ⊆ R, the regularized empirical risk
(5.38) Tpm(f) :=
1
N
∑
k∈NN
L(xk, yk, f(xk)) +R
(
‖f‖BpmK (Ω)
)
,
is well-defined for any f ∈ BpmK (Ω). By Theorem 5.2, we solve the unique minimizer
spm of Tpm over BpmK (Ω). Now we simplify the support vector machine solution spm
in the following way.
Theorem 5.10. Given any pairwise distinct data points X ⊆ Ω and any as-
sociated data values Y ⊆ R, the regularized empirical risk Tpm is defined as in
equation (5.38). Let pm be defined in equation (5.37) and let K ∈ L0(Ω × Ω′) be
a generalized Mercer kernel such that the expansion sets SK and S ′K of K satisfy
assumption (A-1∗) and the right-sided kernel set K′K is linearly independent. If
the loss function L and the regularization function R satisfy assumption (A-ELR),
then the unique global solution spm of the support vector machine
min
f∈BpmK (Ω)
Tpm(f),
has the finite dimensional representation
spm(x) =
∑
k1,...,k2m−1∈NN
αk1,...,k2m−1K
∗(2m−1)
(
x,xk1 , · · · ,xk2m−1
)
, for x ∈ Ω,
and the norm of spm can be written as
‖spm‖BpmK (Ω) =
 ∑
k0,...,k2m−1∈NN
βk0,...,k2m−1K
∗(2m−1)
(
xk0 , · · · ,xk2m−1
)1−
1
2m
,
where the kernel K∗(2m−1) is computed by
(5.39) K∗(2m−1)
(
x,y1, · · · ,y2m−1
)
:=
∑
n∈N
φn(x)
∏
j∈N2m−1
φn(yj),
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for x,y1, . . . ,y2m−1 ∈ Ω and the coefficients
αk1,...,k2m−1 :=
∏
j∈N2m−1
ckj , βk0,k1,...,k2m−1 := ck0
∏
j∈N2m−1
ckj ,
for k0, . . . , k2m−1 ∈ NN are computed by some suitable parameters c1, . . . , cN ∈ R.
Proof. Theorem 5.2 ensures the support vector machine solution
(5.40) spm(x) =
∑
n∈N
∑
j∈NN
cjφn(xj)
∣∣∣∣∣ ∑
k∈NN
ckφn(xk)
∣∣∣∣∣
2m−2
φn(x)
and its norm
(5.41) ‖spm‖BpmK (Ω) =
∑
n∈N
∣∣∣∣∣ ∑
k∈NN
ckφn(xk)
∣∣∣∣∣
2m

2m−1
2m
,
for some suitable parameters c1, . . . , cN ∈ R. Expanding equations (5.40) and (5.41),
we have that
spm(x) =
∑
n∈N
∑
k1,...,k2m−1∈NN
φn(x)
∏
j∈N2m−1
ckjφn(xkj )
=
∑
k1,...,k2m−1∈NN
∏
j∈N2m−1
ckj
∑
n∈N
φn(x)
∏
l∈N2m−1
φn(xkl),
and
‖spm‖
2m
2m−1
BpmK (Ω)
=
∑
n∈N
∑
k0,k1,...,k2m−1∈NN
ck0φn(xk0)
∏
j∈N2m−1
ckjφn(xkj )
=
∑
k0,k1,...,k2m−1∈NN
ck0
∏
j∈N2m−1
ckj
∑
n∈N
φn(xk0)
∏
l∈N2m−1
φn(xkl).
Here N2m−1 := {1, 2, . . . , 2m− 1}. The proof is complete. 
Here, we think that Theorem 5.10 is the special case of Theorem 5.2. In partic-
ular, if the support vector machine minf∈B1K(Ω) T1(f) has a unique optimal solution
s1, then Theorem 5.9 confirms that spm converges to s1 pointwisely when m→∞.
Remark 5.11. If K is totally symmetric, then
K∗1(x,y) =
∑
n∈N
φn(x)φn(y) = K(x,y),
and B2K(Ω) is also a RKHS with the reproducing kernelK. This indicates that s2 is
consistent with the classical support vector machine solutions in RKHSs. Therefore,
Theorem 5.10 also covers the classical results of the support vector machines in
RKHSs. Moreover, if the expansion set KK are composed of the eigenvalues ΛK and
the eigenfunctions EK of the positive definite kernel K, then the kernel K∗(2m−1)
can be rewritten as
K∗(2m−1)
(
x,y1, · · · ,y2m−1
)
=
∑
n∈N
λmn en(x)
∏
j∈N2m−1
en(yj).
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Comparisons: Let us look at two special examples of m = 1, 2 such that p1 = 2
and p2 = 4/3. Here, we suppose that K is a totally symmetric generalized Mer-
cer kernel. Then we compare the support vector machine solutions in the RKBSs
B2K(Ω) and B4/3K (Ω). Obviously B2K(Ω) is also a Hilbert space while B4/3K (Ω) is a
Banach space but not a Hilbert space. According to Theorem 5.10, the support
vector machine solution s2 composes of the kernel basis
{
K∗1 (·,xk) : k ∈ NN
}
=
{K (·,xk) : k ∈ NN}. Moreover, we obtain a novel formula of support vector ma-
chine solutions s4/3 in the RKBS B4/3K (Ω), that is, the representation of s4/3 is a
liner combination of
{
K∗3 (·,xk1 ,xk2 ,xk3) : k1, k2, k3 ∈ NN
}
. We further find that
the norm of s2 in B2K(Ω) is obtained by the matrix
(5.42) A2 :=
(
K∗1 (xk0 ,xk1) : k0, k1 ∈ NN
) ∈ RN×N ,
while the norm of s4/3 in B4/3K (Ω) is computed by the tensor
(5.43) A4 :=
(
K∗3 (xk0 ,xk1 ,xk2 ,xk3) : k0, k1, k2, k3 ∈ NN
) ∈ RN×N×N×N .
It is well-known that A2 is a positive definite matrix. Hence, the tensor A4 would
also be called positive definite here. This shows that s4/3 has more kernel-based
information than s2 even though both RKBSs B2K(Ω) and B4/3K (Ω) have the same
reproducing kernel K. However, the coefficients of s2 and s4/3 are both solved by
the N -dimensional convex optimizations. This offers the novel learning tools to
solve the practical implementations, for example, binary classifications.
Paper [Ye14] shows that the kernel K∗(2m−1) can be rewritten as the classical
kernel-based form to let all y1, . . . ,y2m−1 mass at one point w when the positive
definite kernel K is the linear transition of Gaussian functions or Mate´rn func-
tions. For convenience, we suppose that Ω is a domain of Rd here. Based on the
construction of K∗(2m−1) defined in equation (5.39), the mass point w is defined as
w
(
y1, . . . ,y2m−1
)
:= (w (y1,k, . . . , y2m−1,k) : k ∈ Nd) ,
where
w (y1, . . . , y2m−1) :=
∏
j∈N2m−1
yj.
Roughly speaking, the map w can be viewed as the d-dimensional version of the
map w. Thus, we study a question whether there is a kernel Km ∈ L0(Ω×Ω) such
that
(5.44) K∗(2m−1)
(
x,y1, . . . ,y2m−1
)
= Km
(
x,w
(
y1, . . . ,y2m−1
))
.
In the following examples, we answer this question.
Example 5.12. First we look at the nonlinear factorizable power series kernel
K defined on (−1, 1)d (see Section 4.5). According to equation (4.16), the kernel
K is set up by the analytic function η, that is,
K(x,y) =
∏
k∈Nd
η(xkyk),
for x := (xk : k ∈ Nd) ,y := (yk : k ∈ Nd) ∈ (−1, 1)d. Naturally, we guess that the
kernel Km could also be represented by an analytic function ηm, that is,
(5.45) Km(x,y) =
∏
k∈Nd
ηm (xkyk) .
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Now we search the possible analytic function ηm. When the analytic function η
is rewritten as the expansion η(z) =
∑
n∈N0
anz
n, then equation (4.17) yields that
the expansion element φn of K can be represented as
φn(x) =
( ∏
k∈Nd
a1/2nk
)
xn,
for n := (nk : k ∈ Nd) ∈ Nd0. Therefore, we have that
K∗(2m−1)
(
x,y1, . . . ,y2m−1
)
=
∑
n∈Nd
0
( ∏
k∈Nd
a1/2nk
)
xn
∏
j∈N2m−1
(∏
k∈Nd
a1/2nk
)
ynj
=
∏
k∈Nd
(∑
nk∈N
amnkx
nk
k wk
(
y1, . . . ,y2m−1
)nk) .
This leads us to
ηm(z) :=
∑
n∈N0
amn z
n,
such that
(5.46) K∗(2m−1)
(
x,y1, . . . ,y2m−1
)
=
∏
k∈Nd
ηm
(
xkwk
(
y1, . . . ,y2m−1
))
.
Combining equations (5.45) and (5.46), we confirm equation (5.44). Clearly η1 = η
and ηm is an analytic function. This ensures thatKm is also a nonlinear factorizable
power series kernel.
Example 5.13. In this example, we look at the Gaussian kernel Gθ with shape
parameters θ ∈ Rd+, that is,
Gθ(x,y) := e
−‖x−y‖2
θ , for x,y ∈ Rd,
where
‖x− y‖θ := ‖Θ(x)−Θ(y)‖2 ,
and
Θ(z) := (θkzk : k ∈ Nd) , for z ∈ Rd,
(see Section 4.4). By equation (4.14), the expansion element φ˜θ,n can be written
as
φ˜θ,n(x) =
(
2‖n‖1
n!
)1/2
Θ(x)ne−‖Θ(x)‖
2
2 ,
for n ∈ Nd0. Thus, we have that
G
∗(2m−1)
θ
(
x,y1, . . . ,y2m−1
)
=
∑
n∈Nd
0
(
2‖n‖1
n!
)m
Θ(x)ne−‖Θ(x)‖
2
2
∏
j∈N2m−1
Θ(yj)
ne−‖Θ(yj)‖
2
2 .
(5.47)
Moreover, we check that
(5.48) w
(
Θ(y1), . . . ,Θ(y2m−1)
)n
=
∏
j∈N2m−1
Θ(yj)
n,
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and
(5.49) w
(
γ(y1), . . . , γ(y2m−1)
)
=
∏
j∈N2m−1
e−‖Θ(yj)‖
2
2 ,
where
γ(z) := e−‖Θ(z)‖
2
2 .
Next, we check that ∑
n∈N0
(
2n
n!
)1/2
<∞;
hence the construction of the nonlinear factorizable power series kernel
K(x,y) :=
∏
k∈Nd
η(xkyk), for x,y ∈ (−1, 1)d,
can be well-defined by the analytic function
η(z) :=
∑
n∈N0
2n
n!
zn, for z ∈ (−1, 1),
(see equation (4.16)). By the discussions in Example 5.12, we obtain another non-
linear factorizable power series kernel Km the same as equation (5.45) such that
K∗(2m−1) and Km can be equivalently transferred by equation (5.44).
If the Gaussian kernel Gθ is considered in the domain (−1, 1)d, then Gθ can
be rewritten as
Gθ(x,y) = K (Θ(x),Θ(y))R (γ(x), γ(y)) ,
where the kernel R is the tensor product kernel, that is, R(s, t) := st for s, t ∈ R.
Putting equations (5.44) and (5.48)-(5.49) into equation (5.47), we have that
G
∗(2m−1)
θ
(
x,y1, . . . ,y2m−1
)
=K∗(2m−1)
(
xθ,Θ(y1), . . . ,Θ(y2m−1)
)
R∗(2m−1)
(
γ(x), γ(y1), . . . , γ(y2m−1)
)
=Km
(
xθ,w
(
Θ(y1), . . . ,Θ(y2m−1)
))
R
(
γ(x), w
(
γ(y1), . . . , γ(y2m−1)
))
.
Here, the kernel
R∗(2m−1) (s, t1, . . . , t2m−1) := s
∏
j∈N2m−1
tj
can be thought as the simplified version of equation (5.39).
Example 5.12 illustrates that the kernel basis K∗(2m−1)
(·,y1, . . . ,y2m−1) can
be represented by the positive definite kernel Km(·,w) centered at the mass point
w of y1, . . . ,y2m−1. Sometimes, the kernel Km can not be obtained directly while
we may still introduce the equivalent transformations of equation (5.44) similar to
Example 5.13. However, the kernel Km will be a case by case.
Finally, we investigate the connections of Green functions and reproducing
kernels.
Duchon [Duc77] established the connections of Green functions and thin-plate
splines for minimizing rotation-invariant semi-norms in L2-based Sobolev spaces.
Papers [FY11, FY13] guarantee a reproducing kernel and its RKHS can be com-
puted via a Green function and a (generalized) Sobolev space induced by a vector
differential operators and a possible vector boundary operator consisting of finitely
or countably many elements. A special case of differential operators is a variety of
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linear combinations of distributional derivatives. The theory of [FY11, FY13] cov-
ers many well-known kernels such as min kernels, Gaussian kernels, polyharmonic
splines, and Sobolev splines.
This indicates that the generalized Mercer kernel K can be a Green function.
Moreover, we conjecture that the kernel K∗(2m−1) could also be computed by the
Green function.
Example 5.14. Let us look at a simple example of Green functions that can
be transferred into the kernel K∗(2m−1). Let Gτ defined on a circle T be a Green
function of the differential operator (−∆)τ , that is,
(−∆)τ Gτ = δ0, in T,
where ∆ := d2/dt2 is a Laplace differential operator, τ ≥ 1, and δ0 is a Dirac delta
function at the origin.
For convenience, the eigenfunctions of Gτ could be complex-valued in this ex-
ample. In this article, we mainly focus on the real-valued functions and we only
consider the complex-valued functions in this example. But, it is not hard to extend
all theoretical results discussed here to the complex-valued kernels.
Now we solve the eigenvalues ΛGτ := {λτ,n : n ∈ Z} and the eigenfunctions
EGτ := {eτ,n : n ∈ Z} of Gτ by the differential equations
(−∆)τ eτ,n = λ−1τ,neτ,n, for n ∈ Z.
This ensures that
λτ,n :=
1
n2τ
, eτ,n(z) := e
inz, for z ∈ T and n ∈ Z,
where i :=
√−1 is denoted to be the imaginary unit. (More detail of the eigenvalues
and the eigenfunctions of the Green functions can be found in [Duf01].) Obviously,
the eigenvalues ΛGτ are positive and the eigenfunctions EGτ is an orthonormal
basis of L2(T). Thus, the Green kernel Kτ (x, y) := Gτ (x− y) is a positive definite
kernel. Moreover, the Green kernelKτ has the absolutely and uniformly convergent
representation
Kτ (x, y) = Gτ (x − y) =
∑
n∈Z
λτ,neτ,n(x)eτ,n(y), for x, y ∈ T.
This indicates that the expansion element φτ,n of Kτ is given by
φτ,n := λ
1/2
τ,neτ,n, for n ∈ N.
By expanding the modulus of equation (5.39), we have that
(5.50) K(2m−1)τ (x, y1, . . . , y2m−1) =
∑
n∈Z
φτ,n(x)φτ,n(y1)φτ,n(y2) . . . φτ,n(y2m−1),
for x, y1, . . . , y2m−1 ∈ T.
Let
ζ (y1, . . . , y2m−1) := y1 − y2 + · · · − y2m−2 + y2m−1.
Combining the tensor products of equation (5.50), we have that
K(2m−1)τ (x, y1, . . . , y2m−1) =
∑
n∈Z
φτ,n(x)φτ,n (ζ (y1, . . . , y2m−1))
=Gmτ (x− ζ (y1, . . . , y2m−1))
=Kmτ (x, ζ (y1, . . . , y2m−1)) .
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Therefore, the kernel K
(2m−1)
τ can be computed by the Green function Gmτ .
This example promises that the Green functions can be used to construct the
support vector machine solutions in RKBSs.
Reduction of Computational Complexity. Recently the investigation of
the fast computational algorithms of machine learning in RKHSs became a popular
research subject. One of the techniques of the simplification of support vector
machines in the RKHS B2K(Ω) is the eigen-decomposition of the positive definite
matrix A2 defined in equation (5.42), that is, A2 = U2D2U
T
2 where D2 and U2
are the unitary and diagonal matrices composed of nonnegative eigenvalues and
orthonormal eigenvectors of A2, respectively. If we write D2 = diag (µ1, . . . , µN )
and U2 = (v1, . . . ,vN ), then we have that
A2 =
∑
k∈NN
µkvkv
T
k .
Thus, we obtain the decompositions of the key elements of the support vector
machines in the RKHS B2K(Ω) to compute the coefficients c of the optimal solution
s2, that is,
‖s2‖2B2K(Ω) = c
T
A2c =
∑
k∈NN
µk
(
vTk c
)2
,
and
(s2(xk) : k ∈ NN ) =
∑
k∈NN
µk
(
vTk c
)
vk.
Moreover, one of our current researches also focuses on the fast computational algo-
rithms to solve the learning problems in RKBSs. For example, if we can decompose
the positive definite tensor A4 by its eigenvalues and eigenvectors, that is,
A4 =
∑
k∈NN
µkvk ⊗ vk ⊗ vk ⊗ vk,
where ⊗ is the related tensor product (see [KB09, DLDMV00]), then the eigen-
decomposition of A4 shows that∥∥s4/3∥∥4/3B4/3K (Ω) = ∑
k∈NN
µk
(
vTk c
)4
,
and (
s4/3(xk) : k ∈ NN
)
=
∑
k∈NN
µk
(
vTk c
)3
vk.
Therefore, the fast computational algorithms of the support vector machines in
the pm-norm RKBSs can be obtained by the decomposition of the positive definite
tensor. If the tensor decomposition is done, then the computational costs of the
support vector machines in the RKHSs and the pm-norm RKBSs are different in the
polynomial time. This indicates that the computational complexity of these fast
algorithms is mainly evaluated by the computational costs of the tensor decom-
position. Now the decomposition of positive definite matrices induced by positive
definite kernels is still an open problem. In particular, paper [FM12] provides
a fast and stable algorithm to decompose the positive definite matrices induced
by the Gaussian kernels approximating by the eigenvalues and eigenfunctions of
the Gaussian kernels, that is, A2 ≈ Uˆ2Dˆ2UˆT2 where the approximate unitary and
diagonal matrices Uˆ2, Dˆ2 are estimated by the eigenvalues and eigenfunctions of
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the Gaussian kernels. Moreover, we have another fast algorithms for the computa-
tion of the key elements of machine learning in RKHSs such as a stable Gaussian
decomposition in [FLF11] and a multilevel circulant matrix in [SX10]. At our cur-
rent research project, the approximate tensor decomposition will be investigated by
the expansion sets of the generalized Mercer kernels to reduce the computational
complexity of the support vector machines in the pm-norm RKBSs even though
the computational process of the pm-norm support vector machine solutions cover
more information of the kernel basis.

CHAPTER 6
Concluding Remarks
Recently, developing machine learning method in Banach spaces became a pop-
ular research subject. The technique point of this research is that general Banach
spaces may not possess any inner product to express the orthogonality in the learn-
ing algorithms. Papers [Zho03, MP04, ZXZ09, FHY15] began to develop the
learning analysis in the special Banach spaces. The notion of the reproducing ker-
nel Banach space was first introduced in [ZXZ09]. However, the theory of the
machine learning in the Banach spaces are still partially understood. Many prob-
lems remain to answer, such as what kernels are the reproducing kernels of RKBSs,
or what RKBSs have the 1-norm structures. In this article, we develop the general
and specialized theory of the primary learning methods – the reproducing properties
in Banach spaces.
Contributions. First we complete the theoretical analysis of general RKBSs
in Chapter 2. In this article, we redefine the reproducing properties by the dual
bilinear products of Banach spaces such that the RKBSs can be extended into non-
reflexive Banach spaces. This indicates that the RKBSs can be endowed with the
1-norm structures. The advanced properties of RKBSs can also be verified such as
density, continuity, separability, implicit representation, imbedding, compactness,
representer theorem for learning methods, oracle inequality, and universal approx-
imation.
Moreover, we develop a new concept of generalized Mercer kernels to introduce
the p-norm RKBSs for 1 ≤ p ≤ ∞ that preserve the same beautiful format as the
Mercer representation of RKHSs and further possess more geometrical structures
than RKHSs including sparsity (see Chapter 3). The primary technique is that the
reproducing properties of the p-norm RKBS can be set up by the Schauder basis and
the biorthogonal system driven from some generalized Mercer kernel which becomes
the reproducing kernel of this p-norm RKBS. This reproducing construction ensures
that the support vector machines are still well-computable in the p-norm RKBS.
In Chapter 4, we show that a large class of positive definite kernels can be used
to construct the p-norm RKBSs such as min kernels, Gaussian kernels, and power
series kernels.
The theory of the p-norm RKBSs given here pushes the abstract learning anal-
ysis in Banach spaces to the simple implementations for the learning methods in
Banach spaces. In particular, we show that the support vector machine solutions in
the p-norm RKBSs, which do not have any inner product, can still be represented
as a linear combinations of a kernel basis, and their coefficients can be solved by
a finite dimensional convex optimization problem. This shows that the learning
methods in the p-norm RKBSs are still well-posed in practical applications, for the
numerical examples of the binary classification in Figure 6.1. In particular, the
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numerical example shows an imaginative ability of the learning method in RKBSs
at the areas of no training data. Surprisingly, we find that the support vector ma-
chines in the 1-norm RKBSs are strongly connected to the sparse sampling. This
leads us to developing the novel learning tools called sparse learning methods. More
details are mentioned in Chapter 5.
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Figure 6.1. The binary classification in the domain Ω = [0, 1]2 dis-
cussed in Section 5.1: The classes are coded as a binary variable
(cross= +1 and circle= −1). The left and right panels represent the
classification results of the support vector machine solutions s2 and s4/3
induced by the Gaussian kernel G in Example 5.13, respectively. The
boldface (blue) symbols denote the training data, the lightface (cyan)
symbols denote the accurate testing data, and the mixture lightface (red
and cyan) symbols denote the false testing data. The training data is
the observed data to discover potentially a predictive relationship such
as the discrete data X and Y . The testing data are observed data used
to assess the strength and utility of a predictive relationship. The train-
ing data of the top panels are the uniform data and the training data of
the bottom panels are the halton data. All testing data are the uniform
data. The exact decision boundaries are the (green) solid lines.
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Remark 6.1. In this article, we start from the generalized Mercer kernels to
construct the p-norm RKBSs such that the structures and the notations are con-
sistent with the classical versions of RKHSs in books [Wah90, Wen05, Fas07,
SC08]. For simplifying the complexities, the expansion sets of the generalized
Mercer kernels are always fixed (see Remark 3.2). Actually, we also use the expan-
sion sets to construct the p-norm RKBSs and the reproducing kernels. Suppose
that the linearly independent sets S and S ′ satisfy conditions (C-p) and (C-1∗).
Here S := {φn : n ∈ N} and S ′ := {φ′n : n ∈ N} are thought as the left-sided and
right-sided expansion sets, respectively. By Proposition 3.4, the generalized Mercer
kernel K(x,y) =
∑
n∈N φn(x)φ
′
n(y) is well-defined by the expansion sets S and
S ′. Obviously, when we start from the expansion sets, then the generalized Mercer
kernels and the p-norm RKBSs are uniquely determined.

Acknowledgments
This research is supported in part by the United States National Science Foun-
dation under grant DMS-1522332, by Guangdong Provincial Government of China
through the “Computational Science Innovative Research Team” program and by
the Natural Science Foundation of China under grants 11471013 and 91530117.
Yuesheng Xu
I would like to express my gratitude to the Philip T. Church postdoctoral
fellowship of Syracuse University and the HKBU FRG grant of Hong Kong Baptist
University for their supports of the research of machine learning in reproducing
kernel Banach spaces. The current research of kernel-based methods for machine
learning is supported by the grant of the “Thousand Talents Program” for junior
scholars of China (C83024), by the grant of the Natural Science Foundation of
China (11601162), and by the grant of South China Normal University (671082,
S80835, and S81031).
Qi Ye (corresponding author)
115

Index
N is the collection of all positive integers,
N0 := N ∪ {0},
NN := {1, . . . , N} for N ∈ N,
Nd := {(n1, · · · , nd) : n1, . . . , nd ∈ N},
Z is the collection of all integers,
1/∞ := 0,
R is the collections of all real numbers,
Rd is the d-dimensional real space,
C is the collections of all complex numbers,
T is a circle,
Ω is a locally compact Hausdorff space
equipped with a regular Borel measure
µ,
supp(µ) is the support of the Borel
measure µ,
lnp is the normed space formed by the
n-dimensional space Rn with the
standard norm ‖·‖p for 1 ≤ p ≤ ∞,
lp is the collection of all countable
sequences of scalars with the standard
norm ‖·‖p for 1 ≤ p ≤ ∞,
c0 is the subspace of l∞ with all countable
sequence of scalars that converge to 0,
L0(Ω) is the collection of all measurable
functions defined on the domain Ω,
Lp(Ω) is the standard p-norm Lebesgue
space defined on Ω for 1 ≤ p ≤ ∞,
L∞(Ω) :={
f ∈ L0(Ω) : supx∈Ω |f(x)| <∞
}
,
C(Ω) is the collection of all continuous
functions defined on the domain Ω,
when Ω is compact then C(Ω) is
endowed with uniform norm.
M(Ω) is the collection of all regular signed
Borel measures on Ω endowed with
their variation norms,
H is an inner-product space,
(·, ·)H is the inner product of H,
B is a normed space,
B′ is the dual space of B,
‖·‖
B
is the norm of B,
〈·, ·〉B is the dual bilinear product defined
on B and B′,
∼= denotes that two normed spaces B1 and
B2 are isometrically isomorphic, that
is, B1 ∼= B2,
span {E} is the collection of all finite linear
combinations of elements of a set E of
a linear vector space,
K : Ω× Ω′ → R is a kernel, for example,
reproducing kernel, generalized Mercer
kernel and positive definite kernel,
K ′ is the adjoint kernel of K, that is,
K ′(y,x) = K(x,y),
K∗(2m−1) is defined in equation (5.39),
KK := {K(·,y) : y ∈ Ω
′} is the left-sided
kernel set of the reproducing kernel K,
K′K := {K(x, ·) : x ∈ Ω} is the right-sided
kernel set of the reproducing kernel K,
SK := {φn : n ∈ N} is the left-sided
expansion set of the generalized
Mercer kernel K,
S′K := {φ
′
n : n ∈ N} is the right-sided
expansion set of the generalized
Mercer kernel K,
AK := {(φn(x) : n ∈ N) : x ∈ Ω} is the
left-sided sequence set of the
generalized Mercer kernel K,
A′K := {(φ
′
n(y) : n ∈ N) : y ∈ Ω
′} is the
right-sided sequence set of the
generalized Mercer kernel K,
ΛK := {λn : n ∈ N} is the eigenvalues of
the positive definite kernel K,
EK := {en : n ∈ N} is the eigenfunctions of
the positive definite kernel K,
BpK(Ω) is the p-norm space induced by SK
for 1 ≤ p ≤ ∞,
Bq
K′
(Ω′) is the q-norm space induced by
S′K = SK′ for 1 ≤ q ≤ ∞,
L is a loss function,
R is a regularization function,
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Rr is
d
dr
R,
Ht is
d
dt
H,
L is a L-risk,
T is a regularized empirical risk over
RKBSs,
T˜ is a regularized infinite-sample risk over
RKBSs,
Tp is a regularized empirical risk over
BpK(Ω),
P is the norm operator of B, that is,
P(f) := ‖f‖
B
for f ∈ B,
dG is the Gaˆteaux derivative,
dF is the Fre´chet derivative,
dGP is the standard Gaˆteaux derivative of
the normed operator P,
ι is the redefined Gaˆteaux derivative of the
norm of B, that is, ι(f) = dGP(f)
when f 6= 0, and ι(f) = 0 when f = 0,
δx is a point evaluation functional at x,
that is, δx(f) := f(x),
IK is an left-sided integral operator of the
kernel K, that is,
IK(ζ) :=
∫
Ω
K(x, ·)ζ(x)µ(dx),
I′K is an right-sided integral operator of the
kernel K, that is,
I′K(ξ) :=
∫
Ω′ K(·,y)ξ(y)µ
′(dy),
I∗K is an adjoint operator of the integral
operator IK for the space of continous
functions, that is,
〈f, I∗Kν〉C(Ω) = 〈IKf, ν〉C(Ω′),
I is the identity map,
Φ is the map x 7→ ‖K(x, ·)‖
B′
, that is,
Φ(x) := ‖K(x, ·)‖
B′
,
Φ′ is the map y 7→ ‖K(·,y)‖
B
, that is,
Φ′(y) := ‖K(·,y)‖
B
,
Φq is a left-sided upper-bound function of
the generalized Mercer kernel K, that
is, Φ∞(x) := supn∈N |φn(x)| or
Φq(x) :=
∑
n∈N |φn(x)|
q when
1 ≤ q <∞,
Φ′p is a right-sided upper-bound function of
the generalized Mercer kernel K, that
is, Φ′∞(x) := supn∈N |φ
′
n(x)| or
Φ′p(y) :=
∑
n∈N |φ
′
n(y)|
p when
1 ≤ p <∞,
w is the map massing y1, . . . , y2m−1 ∈ R by
the tensor product, that is,
w (y1, · · · , y2m−1) :=
∏
j∈N2m−1
yj .
ζ is the map massing y1, . . . , y2m−1 ∈ R by
the sum, that is, ζ (y1, · · · , y2m−1) :=∑
j∈N2m−1
(−1)j+1yj
w is the map massing y1, . . . ,y2m−1 ∈ R
d
by the tensor product, that is,
w
(
y1, · · · ,y2m−1
)
:=(
w
(
y1,k, · · · , y2m−1,k
)
: k ∈ Nd
)
.
The linear independence of E:∑
k∈NN
ckφk = 0 if and only if
c1 = . . . = cN = 0, for any N ∈ N and
any finite pairwise distinct elements
φ1, . . . , φN ∈ E,
Conditions (C-p) of SK and S
′
K :∑
n∈N |φn(x)|
q ,
∑
n∈N |φ
′
n(y)|
p <∞
for all x ∈ Ω and all y ∈ Ω′ (Here
1 < p, q <∞ and p−1 + q−1 = 1),
Conditions (C-1∗) of SK and S
′
K :∑
n∈N |φn(x)| ,
∑
n∈N |φ
′
n(y)| <∞ for
all x ∈ Ω and all y ∈ Ω′,
Conditions (C-GEN) of E and E ′:∑
n∈N |φn(x)| ,
∑
n∈N |φ
′
n(y)| <∞ for
all x ∈ Ω and all y ∈ Ω′,
Conditions (C-PDK) of ΛK and EK :∑
n∈N λ
1/2
n |en(x)| <∞ for all x ∈ Ω,
Assumptions (A-p) of K: SK and S
′
K are
linearly independent and satisfy
conditions (C-p).
Assumptions (A-1∗) of K: SK and S
′
K are
linear independent and satisfy
conditions (C-1∗).
Assumptions (A-PDK) of K: ΛK and EK
satisfy conditions (C-PDK).
Assumptions (A-ELR) of L and R: R is
convex and strictly increasing, and L
satisfies that L(x, y, ·) is convex for
any fixed x ∈ Ω and any fixed y ∈ R.
Assumptions (A-GLR) of L and R: R is
convex, strictly increasing, and
continuously differentiable, and L
satisfies that L(x, y, ·) is convex for
any fixed x ∈ Ω and any fixed y ∈ R,
and the function H driven by L (see
equation (2.30)) satisfies that
t 7→ H(x, t) is differentiable for any
fixed x ∈ Ω and x 7→ H(x, f(x)) ∈
L1(Ω), x 7→ Ht(x, f(x)) ∈ L1(Ω)
whenever f ∈ L∞(Ω).
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