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a b s t r a c t
In this work, by using a special property in the integral representation of the remainder
value of the Taylor series expansion, we introduce a new expansion for analytic functions.
We also give several interesting consequences of this expansion formula as well as some
practical examples in order to illustrate the subject presented here.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
Let S = {Si(f )}∞i=0 be an infinite set of linear arbitrary functionals, which are defined on a linear vector space. Suppose
also that {Φi(x)}∞i=0 is a certain set of basis functions. In this case, it can be verified that the following expansion:
f (x) =
∞∑
i=0
Si(f )Φi(x), (1)
is valid only if
Sj (Φi(x)) = δi,j =
{
0 (i 6= j)
1 (i = j), (2)
and, for any V ∈ S, the following distributive property:
V
(
lim
n→∞
n∑
i=0
Si(f )Φi(x)
)
= lim
n→∞ V
(
n∑
i=0
Si(f )Φi(x)
)
=
∞∑
i=0
Si(f )V (Φi(x)) (3)
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holds true. This is true because, if one takes any arbitrary linear functional (like Sj) from both sides of Eq. (1), then
Sj(f ) = Sj
( ∞∑
i=0
Si(f )Φi(x)
)
=
∞∑
i=0
Si(f )Sj (Φi(x))
=
∞∑
i=0
Si(f )δi,j = Sj(f ). (4)
One of the most famous cases of the basic expansion (1) is when
Sk(f ) = d
kf (x)
dxk
∣∣∣∣
x=λ
= f (k)(λ) (λ ∈ R) and Φk(x) = (x− λ)
k
k! , (5)
which yields
f (x) =
∞∑
k=0
f (k)(λ)
k! (x− λ)
k. (6)
This last result (6) is known in the literature as the Taylor series expansion in the neighborhood x = λ. Extensive research
has been done on the Taylor series expansion and its applications (see, e.g., [1–5]).
We observe here that both of the conditions (2) and (3) satisfy the Taylor series expansion (6). This means that, in order
to make a specific expansion, one must provide the essential conditions (2) and (3) for it.
In this work, by using the remainder value of the Taylor series expansion as the corresponding set of basis functions, we
introduce a new integral expansion and show that there are specific linear functionals that satisfy the main conditions (2)
and (3) with respect to the above-mentioned basis functions.
2. The main integral expansion and its consequences
The following result is one of the important identities in calculus and partial differential equations:∫ x
λ
∫ zn−1
λ
. . .
∫ z1
λ
g(t) dt dz1 · · · dzn−1 = 1
(n− 1)!
∫ x
λ
(x− t)n−1 g(t)dt (λ ∈ R). (7)
If one assumes in (7) that
n = m+ 1 and g(t) = u(m+1)(t),
then the remainder theorem for the Taylor expansion appears as follows:∫ x
λ
∫ zm
λ
· · ·
∫ z1
λ
u(m+1)(t) dt dz1 · · · dzm = u(x)−
m∑
k=0
u(k)(λ)
k! (x− λ)
k
= 1
m!
∫ x
λ
(x− t)m u(m+1)(t)dt. (8)
Hence, by noting the basic expansion (1), let us consider our set of basis functions as given below:
Φm(x) = Em(x; u, λ) = u(x)−
m∑
k=0
u(k)(λ)
k! (x− λ)
k
= 1
m!
∫ x
λ
(x− t)m u(m+1)(t)dt (9)
(λ ∈ R; m ∈ N0 := {0, 1, 2, . . .} = N ∪ {0}; E−1(x; u, λ) = 1) .
The main aim is now to find the unknown functionals {Si(f )}∞i=0 such that the essential condition (2) holds true for the basis
functions (9). For this purpose, it is not difficult to first verify that
E(n)m (λ; u, λ) = limx→λ
dn(Em(x; u, λ))
dxn
= lim
x→λ
(
u(n)(x)−
m∑
k=n
u(k)(λ)
(x− λ)k−n
(k− n)!
)
= 0 (n = 0, 1, . . . ,m). (10)
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We suppose now that {Ej(x; u, λ)}∞j=−1 is a known and predetermined sequence (i.e., u(x) is known), and we then consider
the following expansion for an arbitrary function f :
f (x) =
∞∑
j=−1
CjEj(x; u, λ) = C−1 +
∞∑
j=0
CjEj(x; u, λ). (11)
Here we wish to appropriately obtain the unknown coefficients in (11) such that the main condition (2) is satisfied. To
achieve this goal, since the important relation (10) holds true, one can proceed with the following stages successively:
(i) To obtain C−1, it is sufficient to put x = λ in both sides of Eq. (11) to get
f (λ) = C−1 +
∞∑
j=0
CjEj(λ; u, λ)⇒ C−1 = f (λ). (12)
(ii) To obtain C0, we take the first derivative on both sides of the relation (11) and then put x = λ to get
f ′(x) = C0u′(x)+ C1
(
u′(x)− u′(λ))+ · · · + Cn (u′(x)− m∑
k=1
u(k)(λ)
(x− λ)k−1
(k− 1)!
)
+ · · ·
⇒ f ′(λ) = C0u′(λ)+ 0+ · · · + 0+ · · · ⇒ C0 = f
′(λ)
u′(λ)
. (13)
(iii) To obtain C1, if we take the second derivative on both sides of Eq. (11) and then put x = λ, we get
f ′′(x) = (C0 + C1)u′′(x)+ · · · + Cn
(
u′′(x)−
m∑
k=2
u(k)(λ)
(x− λ)k−2
(k− 2)!
)
+ · · ·
⇒ f ′′(λ) = (C0 + C1)u′′(λ)+ 0+ · · · + 0+ · · · ⇒ C1 = f
′′(λ)
u′′(λ)
− f
′(λ)
u′(λ)
. (14)
(iv) Similarly, if the aforesaid process is repeated for the third derivative, we will have
f ′′′(λ) = (C0 + C1 + C2)u′′′(λ)⇒ C2 = f
′′′(λ)
u′′′(λ)
− f
′′(λ)
u′′(λ)
. (15)
By continuing the procedure of taking successive derivatives on both sides of the relation (11) and then setting x = λ, we
can finally find that the general formula of the coefficients is given as asserted by the following theorem.
Theorem. Under the conditions (2) and (3), the expansion formula (11) holds true with the coefficients Cj given by
Cj =

f (j+1)(λ)
u(j+1)(λ)
− f
(j)(λ)
u(j)(λ)
(
j ∈ N := N0 \ {0} and u(j)(λ) 6= 0
)
f ′(λ)
u′(λ)
(
j = 0 and u′(λ) 6= 0)
f (λ) (j = −1).
(16)
Corollary 1. If u(x) is a known and predetermined function, then the following expansion is valid for f (x):
f (x) = f (λ)+ f
′(λ)
u′(λ)
(u(x)− u(λ))+
∞∑
j=1
(
f (j+1)(λ)
u(j+1)(λ)
− f
(j)(λ)
u(j)(λ)
)
Ej(x; u, λ). (17)
Corollary 2 below would follow easily from the expansion (17).
Corollary 2. The basis functionsΦi(x) = Ei(x; u, λ) and the linear functionals Sj(f ) = Cj in (16) satisfy the main property that
Sj(Φi(x)) = δi,j.
It is interesting to find that the expansion (17) can also be represented in an integral form if one uses the integral definition
of the remainder in the Taylor expansion. In other words, since
Ej(x; u, λ) = 1j!
∫ x
λ
(x− t)j u(j+1)(t)dt, (18)
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upon substituting (18) into (17), we get
f (x) = f (λ)+ f
′(λ)
u′(λ)
(u(x)− u(λ))+
∞∑
j=1
(
f (j+1)(λ)
u(j+1)(λ)
− f
(j)(λ)
u(j)(λ)
)
1
j!
∫ x
λ
(x− t)j u(j+1)(t)dt. (19)
On the other hand, according to theDominated Convergence Theorem (DCT) [6], if B(x) is a continuous and integrable function
in the interval (a, b) so that∣∣∣∣∣An(x) = n∑
j=1
aj(x)
∣∣∣∣∣ 5 B(x),
then we have
lim
n→∞
∫ b
a
An(x)dx =
∫ b
a
lim
n→∞ An(x)dx. (20)
So, if the expansion (19) satisfies the conditions of DCT, it can be further simplified as follows:
f (x) = f (λ)+ f
′(λ)
u′(λ)
(u(x)− u(λ))+
∫ x
λ
G(x, t; u, λ; f )dt, (21)
where the integral kernel is given by
G(x, t; u, λ; f ) =
∞∑
j=1
(
f (j+1)(λ)
u(j+1)(λ)
− f
(j)(λ)
u(j)(λ)
)
(x− t)j
j! u
(j+1)(t). (22)
3. Some illustrative examples
Example 1. Let
u(x) = ex and λ = 0.
Since u(j)(0) = 1 for any j ∈ N0 and
Ej(x; ex, 0) = ex −
j∑
k=0
xk
k! =
1
j!
∫ x
0
(x− t)j exdt (x ∈ R), (23)
the expansion corresponding to (17) assumes the following form:
f (x) = f (0)+ f ′(0)(ex − 1)+
∞∑
j=1
(
f (j+1)(0)− f (j)(0)) Ej(x; ex, 0). (24)
Moreover, if the expansion (24) satisfies the conditions of DCT, its integral representation is as given below:
f (x) = f (0)+ f ′(0)(ex − 1)+
∫ x
0
G(x, t; ex, 0; f )dt, (25)
where
G(x, t; ex, 0; f ) = et
∞∑
j=1
(
f (j+1)(0)− f (j)(0)) (x− t)j
j! . (26)
Example 2. Suppose that
u(x) = √1+ x and λ = 0.
Since
u(j)(0) = (−1)
j−1(2j− 2)!
22j−1(j− 1)! (j ∈ N)
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and
Ej(x;
√
1+ x, 0) = √1+ x− 1+
j∑
k=1
(−1)k(2k− 2)!
22k−1(k− 1)!k! x
k
= (−1)
j(2j)!
22j+1(j!)2
∫ x
0
(x− t)j(1+ t)− j+12 dt (−1 < x < 1), (27)
the expansion corresponding to (17) takes the following form:
f (x) = f (0)+ 2f ′(0)(√1+ x− 1)+
∞∑
j=1
(−1)j 2
2j−1(j− 1)!
(2j− 1)!
· (2f (j+1)(0)+ (2j− 1)f (j)(0)) Ej(x;√1+ x, 0). (28)
For instance, if we set f (x) = ex in (28), then we have
ex = 1+ 2(√1+ x− 1)+
∞∑
j=1
(−1)j 22j−1 (j− 1)!
(2j− 1)! (2j+ 1)Ej(x;
√
1+ x, 0). (29)
Moreover, if (28) satisfies the conditions of DCT, its integral representation is given as follows:
f (x) = f (0)+ 2f ′(0)(√1+ x− 1)+
∫ x
0
G(x, t;√1+ x, 0; f )dt, (30)
where
G(x, t;√1+ x, 0; f ) =
∞∑
j=1
(
f (j+1)(0)+
(
j− 1
2
)
f (j)(0)
)
(x− t)j
j! (1+ t)
− 2j+12 . (31)
Example 3. If
u(x) = ln x and λ = 1,
then
u(1) = 0 and u(j)(1) = (−1)j−1(j− 1)! (j ∈ N).
Therefore, if we define Ej(x; ln x, 1) by
Ej(x; ln x, 1) := ln x+
j∑
k=1
(−1)k
k
(x− 1)k
=
∫ x
1
(t − x)j t−(j+1)dt (0 < x < 2; j ∈ N), (32)
the expansion corresponding to (17) is given by
f (x) = f (1)+ f ′(1) ln x+
∞∑
j=1
(−1)j
(
f (j+1)(1)
j! +
f (j)(1)
(j− 1)!
)
Ej(x; ln x, 1). (33)
Furthermore, if the expansion (33) satisfies the conditions of DCT, its integral representation would read as follows:
f (x) = f (1)+ f ′(1) ln x+
∫ x
1
G(x, t; ln x, 1, f )dt, (34)
where
G(x, t; ln x, 1; f ) =
∞∑
j=1
(
f (j+1)(1)
j! +
f (j)(1)
(j− 1)!
)
(x− t)j t−(j+1). (35)
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