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This thesis discusses solutions of 2-D compressible Navier-Stokes equations,
especially solutions of their linearized form around a constant state with
presence of zero Dirichlet boundary. It is divided into three parts.
Firstly, the fundamental solution, or Green’s identity of linearized 2-D com-
pressible Navier-Stokes are studied. Results in this part are mainly through
analysis on Fourier variables. For structures inside the finite Mach num-
ber region {x||x| Mt}, by Long-wave and Short-wave decomposition, it
shows the fundamental solution consists of two leading parts: one pure dif-
fusion, the other diﬀusion waves. Outside the finite Mach number region,
the fundamental solution decays exponentially in space.
Secondly, Master Relation and wave propagators are introduced, and struc-
tures of these wave propagators are shown. Master Relation reveals essen-
tial connections between boundary data, which is key factors to construct
below Green’s function. It can also be observed that Master Relation is
composed of two types of wave propagators: one called the interior wave
propagator and the other the surface wave propagator. Therefore, it is
inevitable to investigate their structures.
At last, Green’s function of linearized 2-D compressible Navier-Stokes equa-
tions with presence of zero Dirichlet boundary is represented. With inte-
gration of the fundamental solution and Master Relation, Green’s function
can be represented explicitly. Structures of wave propagators help us to




Compressible Navier-Stokes equations are used to describe the motion of
compressible flow. In the science and engineering discipline, the pointwise
structure of their solutions is a fundamental subject and has vast applica-
tions. See [24], [3]. The pointwise structure of the fundamental solution or
Green’s functions is the subject of great interest. Depending on it, the wave
propagation structure of compressible Navier-Stokes equations near given
constant states can be obtained. Currently, the main tools to study this
subject are the mathematical modeling and scientific computations as in [3].
However, understanding of the precise pointwise structure of Green’s func-
tions is still limited, especially with the presence of boundary conditions.
In this thesis, we will consider 2-D compressible Navier-Stokes equations
under zero Dirichlet boundary conditions around a given constant state,
and give the structure of their Green’s function.
Considering n dimensional spaceRn, the well-known compressible Naiver-
Stokes equations can be written as(





















Here, ⇢(x, t) 2 R and m(x, t) 2 Rn represent the unknown density and
momentum at time t   0 and x 2 Rn. P (⇢) represents the pressure; µ1
and µ2 are the viscosity coeﬃcients satisfying µ1 > 0 and 2nµ1 + µ2  
0. r · f represents the divergence in x of the vector function f , and rg














In this thesis, we are interested in the compressible Navier-Stokes Equations
in 2-D half space under the zero Dirichlet boundary condition around a
constant state. And without loss of generality, we assume µ1 = 1 and
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µ1 + µ2 = 0. Thus equations studied here can be written as(













for x 2 R2+ with x1   0 and x2 2 R. In addition, we have the following
initial and boundary conditions:8<:
⇢(x1, x2, 0) = ⇢0(x1, x2),
m1(x1, x2, 0) = m10(x1, x2),
m2(x1, x2, 0) = m20(x1, x2);
(1.3)
m1(0, x2, t) = 0,m2(0, x2, t) = 0. (1.4)
Now considering the constant equilibrium solution (⇢,m1,m2) = (1, 0, 0),
the linearized equations of (1.2) around this solution can be expressed as8<:
@t⇢+ @x1m1 + @x2m2 = 0
@tm1 + @x1⇢ = 4m1
@tm2 + @x2⇢ = 4m2
(1.5)
with the initial condition8<:
⇢(x1, x2, 0) = ⇢0(x1, x2)  1,
m1(x1, x2, 0) = m10(x1, x2),
m2(x1, x2, 0) = m20(x1, x2),
(1.6)
under boundary conditions (1.4). Our goal of this thesis is to find the
precise pointwise structure of the Green’s Function of the above equations.
1.1 Literature Review
This section presents a survey of literature pertinent to studies on the struc-
ture of the solutions to the compressible Navier-Stokes equations. Previous
studies that considered the existence and uniqueness of the equations with
or without the presence of boundary conditions are reviewed. In addition,
progresses in the research of the pointwise structure of the fundamental so-
lution in one dimensional Navier-Stokes equations are shown, which lead to
results on nonlinear stability of the solution in the whole space around con-
stant states. Furthermore, studies that have attempted to find large-time
asymptotic behavior of the high dimensional compressible Navier-Stokes
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equations are discussed. Finally, importance of the invention of Dirichlet-
Neumann Map, or Master Relation, is highlighted.
Results on the existence and uniqueness of solutions of Cauchy’s problem
of (1.1) around constant equilibrium solutions are mainly contributed to
Matsumura, Nishida and Kawshima. In [21] and [22], Matsumura and
Nishida proved the existence and uniqueness of Cauchy problem of (1.1)
in 3 D space based on the assumption of initial data suﬃciently smooth
and close to the constant equilibrium solutions. Kawashima extended their
theory to any general quasilinear hyperbolic-parabolic system in [9]. He
proved that there exists a unique, global and classical solution (⇢,m) 2
Hs+l(Rn) if initial data (⇢  ⇢⇤,m m⇤)(x, 0) 2 Hs+l(Rn) and their Hs+l
norms are suﬃciently small, where s = [n2 ]+1, l is a nonnegative integer and
(⇢⇤,m⇤) are constant equilibrium solutions. For initial-boundary problems,
[23] and [1] gave proof of the global time existence of (1.1) around constant
equilibrium solutions with zero Dirichlet boundary conditions in the half
space and in any other exterior of a bounded domain respectively.
Research on large-time asymptotic behavior of solutions of (1.1), based on
techniques of fundamental solutions and weighted energy estimates, dated
back to 1990’s. For Cauchy’s problem in one dimensional case, in [30], Zeng
investigated the fundamental solution of the linearized Navier-Stokes equa-
tions. To illustrated the large-time asymptotic behavior, she combined this
fundamental solution with delicate weighted energy estimates to achieve
the temporal and spatial decay rate. Zeng’s work paved a brand new way
for analyzing the nonlinear stability of compressible Navier-Stokes Equa-
tion and their large-time asymptotic behavior. On the other hand, to apply
her methods to deal with the question with the presence of boundary, it is
necessary to find Green’s function of the corresponding linearized equations
under specified boundary conditions. Due to lack of understanding of the
structure of this Green’s function, before the invention of Master Relation,
which is introduced in [16],[17] and [28], it is not possible to obtain the
precise pointwise structure in the large time for the solution of (1.1) under
(1.4) around constant equilibrium solutions.
When it comes to high dimensional cases, for Cauchy’s problem, Hoﬀ and
Zumbrun analyzed the fundamental solution to the linearized form of com-
pressible Navier-Stokes Equations around constant equilibriums. In [5],
they claimed the fundamental solution of this hyperbolic-parabolic system
converges to the fundamental solution of a parabolic system with artificial
viscosity in Lp norm, and they presented the pointwise structure of latter
one in a subsequent study in [6]. They stated that, in Rn space, the lead-
ing part of the fundamental solution to the linearized form of (1.1) around
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constant equilibriums, is constituted by two components. One of them is
called the diﬀusion wave, which is convolution of the heat kernel with the
fundamental solution of the d’Alembert’s wave equation; the other is the
pure diﬀusion, similar to solutions of ordinary heat equations. Further-
more, in [15], Liu and Wang proposed an approximate pointwise structure
about this fundamental solution in odd dimensional spaces. It showed that
except a singular part, the fundamental solution includes two algebraic dif-
fusion waves – one stationary and the other moving in the sound speed.
Derived from this result, [29] and [27] developed similar results for cases
in even dimensional spaces. As in [30], through weighted energy estimates,
these studies led to studies on nonlinear stability of the solutions of the
high dimensional compressible Navier-Stokes equations in the whole space
Rn. However, with the presence of boundary conditions, all of the above
conclusions were questionable since they cannot be used to find pointwise
structure of the corresponding Green’s function.
This nonlinear stability problem is partially investigated by Kagei and
Kobayashi in [7] and [8]. They researched time decay properties in
Lp-spaces for Green’s function of the linearized form of (1.1) under
(1.4). It is stated that in the half space Rn+, considering initial data
(⇢0,m0) 2 Hs+l
T
L1, where s = [n2 ] + 1 and l is a nonnegative in-
teger, the solution of linearized form of (1.1) under (1.4) has estimate
||Gb(⇢0,m0)T ||Lp = O(t n2 (1  1p )). HereGb represents Green’s function. This
estimates can lead to studies on asymptotic behavior of solutions of com-
pressible Navier-Stokes equations with zero Dirichlet boundary condition
around constant equilibriums, represented as temporal decay estimate of
solutions’ Lp(Rn+) norm. However, their results bypass point wise struc-
ture of Green’s function and cannot reflect the total picture of propagation
of diﬀusion waves for compressible Navier-Stokes equations. We still need
to gain complete boundary information from limited zero Dirichlet data.
In view of results of above studies, to find precise pointwise structure of
Green’s function of initial boundary problem of linearized compressible
Navier-Stokes equations around constant equilibrium solutions, we need to
solve two subsequent questions:
1. the proper pointwise structure of the fundamental solution for Cauchy
problem;
2. the complete boundary data from given zero Dirichlet boundary data.
To solve the first problem, it is depended on tools invented by Liu and Yu
to analyze Fourier Transform of the fundamental solution. In [18] and [19],
through the Long-Wave and Short-Wave decomposition on the variable
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of Fourier Transform, Liu and Yu obtained the pointwise structure of the
fundamental solution of Boltzmann equations in one and three dimensional
spaces. The techniques can be extended to finding the fundamental solution
of any hyperbolic system as in [10] and [11] for the Broadwell model. To
solve the second problem, it is depended on Master Relation such as in
[16], [17] and [28]. Discovery of Master Relation is a breakthrough to
understand connections between any boundary data, which is only related
to diﬀerential equations themselves and reflects the essential property of
the system.
1.2 Results
Results of this paper include two parts. The first part provides the point-
wise structure of the fundamental solution of (1.5). The second part pro-
vides the representation of the solution of (1.4) – (1.6) and Green’s Function
of (1.5) under (1.4). They are summarized in the following theorems.
Theorem 1.1. Assume x = (x1, x2) 2 R2. Let G(x1, x2, t) be the the
fundamental solution of (1.5) or the solution of the following system:
@tG+
0BB@ 0 1 01 0 0
0 0 0
1CCA @x1G+
0BB@ 0 0 10 0 0
1 0 0
1CCA @x2G =
0BB@ 0 0 00 1 0
0 0 1
1CCA4G (1.7)
with the initial data
G(x1, x2, 0) =  (x)I (1.8)
where  (x) is the 2-D Dirac delta function, and I is the 3 ⇥ 3 identity
matrix.
Then there exist constants C and CN ( CN depending only on the positive
integer N) such that if t   1
|G(x1, x2, t)  S(x1, x2, t)|  |R(x1, x2, t)|+ Ce C(t+|x|); (1.9)
If t  1,





Here R(x, t) is a 3⇥ 3 matrix satisfying:
















Ct |x|   t pt
(1.11)
























t2 |x|2 |x|  t 
p
t
where i, j = 2, 3 and S(x, t) is a 3⇥ 3 matrix satisfying
Sij(x, t) = ( (x) + f(x))e
 t
where f(x) 2 L1(R2) and i, j = 1, 2, 3.
Theorem 1.2. Assume x = (x1, x2) 2 R2+ with x1   0. Define
GS(x1, y1, x2, y2, t) = G(x1 y1, x2 y2, t)+G(x1+y1, x2 y2, t)




Then the Green’s Function Gb(x1, x2, y1, y2, t) of (1.5) with boundary con-






















M2 = G(x1, x2 z2, t s)·
·
0@ 0 0 0GS21(0, z2, y1, y2, s) ⇤
(z2,s)
O1 GS22(0, z2, y1, y2, s) ⇤
(z2,s)
O1 GS23(0, z2, y1, y2, s) ⇤
(z2,s)
O1
GS21(0, z2, y1, y2, s) ⇤
(z2,s)
O2 GS22(0, z2, y1, y2, s) ⇤
(z2,s)




M3 =  @x1G(x1, x2 z2, t s)
·
0BB@ 0 0 0GS21(0, z2, y1, y2, s) GS22(0, z2, y1, y2, s) GS23(0, z2, y1, y2, s)
0 0 0
1CCA
Here, O1 and O2 are operators composited by wave propagators  1,  2 and
S defined in the chapter 4.
The following section shows the organization of this thesis. In Chapter
2, some preliminary materials on Laplace and Fourier Transform will be
provided. It also will introduce notations used. Chapter 3 will mainly
discuss the fundamental solution of (1.5) by the long-wave and short-wave
decomposition inside finite Mach number region. The structure outside this
region will be given by techniques in Fourier analysis. In Chapter 4, wave
propagators will be defined and their structures will be analyzed. These
results are the key parts of the thesis and lead to the structure of Green’s





2.1 Basic Identities for Laplace Transforma-
tion and Fourier Transform
Basic and well-known propositions below can be found in [25] and [4].
Proposition 2.1. For any f, g 2 C1c [0,1), their Laplace transforms
L[g](s) = R10 e stg(t)dt and L[f ](s) = R10 e stf(t)dt satisfy8>><>>:
@sL[g](s) =  L[g(t) + C0 (t)](s)
L[g]L[f ] = L[f ⇤ g]
L[@tg] = sL[g]  g(0) L[@2t g] = s2L[g]  sg(0)  (@tg)(0)
for some C0 2 R.
Proposition 2.2. For any g(t) 2 C1c [0,1), its Laplace transform G(s) =







Denote g(t) = L 1[G(s)].
Proposition 2.3. For any f, g 2 C1c [0,1), their Fourier transforms
F [g](⇠) = RR e ix⇠g(x)dx and F [g](⇠) = RR e ix⇠f(x)dx satisfy8>><>>:
@⇠F [g](⇠) =  F [ixg(x)](⇠)
F [g]F [f ] = F [f ⇤ g]
F [@xg] = i⇠F [g]
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In this thesis, sometimes we use the notation bf(⇠) represents Fourier trans-
form of the function f(x).
2.2 Notations
We begin with the introduction of the fundamental solution and Green’s
function.
Definition 2.4. The fundamental solution of (1.5) we discussed in this
thesis satisfies
@tG+
0BB@ 0 1 01 0 0
0 0 0
1CCA @x1G+
0BB@ 0 0 10 0 0
1 0 0
1CCA @x2G =
0BB@ 0 0 00 1 0
0 0 1
1CCA4G (2.2)
with the initial data
G(x1, x2, 0) =  (x)I (2.3)
Therefore solutions for (1.5) and (1.6) can be represented as
u(x1, x2, t) =
ZZ
R2
G(x1   y1, x2   y2, t)u(y1, y2, 0)dy1dy2
denoting u(x1, x2, t) = (⇢,m1,m2)T (x1, x2, t)
Definition 2.5. Green’s function Gb(x1, x2, y1, y2, t) of (1.5) under the
boundary condition (1.4) we discussed in this thesis satisfies
@tGb +
0BB@ 0 1 01 0 0
0 0 0
1CCA @x1Gb +
0BB@ 0 0 10 0 0
1 0 0
1CCA @x2Gb =




for x1   0 with the initial data
Gb(x1, x2, y1, y2, 0) =  (x  y)I (2.5)
10
Chapter 2. Preliminaries
and the boundary condition
Gb(0, x2, y1, y2, t) = 0 (2.6)
Therefore solutions for (1.5) and (1.6) under (1.4) can be represented as
u(x1, x2, t) =
ZZ
R2+
Gb(x1, x2, y1, y2, t)u(y1, y2, 0)dy1dy2 (2.7)
denoting u(x1, x2, t) = (⇢,m1,m2)T (x1, x2, t)
Remark: Except the above forward Green’s function, we have backward
Green’s function Gb(x1, x2, y1, y2, t) satisfying:
@tGb   @y1Gb
0@ 0 1 01 0 0
0 0 0
1A  @y2Gb
0@ 0 0 10 0 0
1 0 0
1A (2.8)
= (@2y1 + @
2
y2)Gb
0@ 0 0 00 1 0
0 0 1
1A
for y1 > 0 under initial condition:
Gb(x1, x2, y1, y2, 0) =  (x  y)I (2.9)
and boundary condition
Gb(x1, x2, 0, y2, t) = 0 (2.10)
As in [20] for Boltzmann equation, it can be proved that
Gb(x1, x2, y1, y2, t) = Gb(x1, x2, y1, y2, t). (2.11)
This relation leads to (2.7). Without ambiguity, in this paper, Green’s
function refers to both forward and backward Green’s functions.
Proof of (2.11). Substitute (x1, x2, t) by (z1, z2, s), (2.4) is still satisfied.
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Gb(z1, z2, y1, y2, s) dz1 dz2 ds = 0. (2.12)
where
A1 =
0BB@ 0 1 01 0 0
0 0 0
1CCA ,A2 =
0BB@ 0 0 10 0 0
1 0 0
1CCA ,B =
































  @sGb(x1, x2, z1, z2, t  s)  @z1Gb(x1, x2, z1, z2, t  s)A1
  @z2Gb(x1, x2, z1, z2, t  s)A2   @2z1Gb(x1, x2, z1, z2, t  s)B
  @2z2Gb(x1, x2, z1, z2, t  s)B
⌘
Gb(z1, z2, y1, y2, s) dz1 dz2 ds = 0.




Gb(x1, x2, z1, z2, t  s)Gb(z1, z2, y1, y2, s) dz1 dz2
   s=t
s=0
= Gb(x1, x2, y1, y2, t) Gb(x1, x2, y1, y2, t).
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u(y1, y2, s) dy1 dy2 ds = 0. (2.13)




Gb(x1, x2, y1, y2, t  s)u(y1, y2, s) dy1 dy2
   s=t
s=0
= u(x1, x2, t) 
ZZ
R2+
Gb(x1, x2, y1, y2, t)u(y1, y2, 0) dy1 dy2
= u(x1, x2, t) 
ZZ
R2+
Gb(x1, x2, y1, y2, t)u(y1, y2, 0) dy1 dy2.
To do the long-wave and short-wave decomposition, we need to define cut-
oﬀ functions below:
Definition 2.6. For ⇠ 2 R2, define three cut-oﬀ functions  1,  2,  3 as
 1(⇠) =
(
1 |⇠| < "2
0 |⇠| > "  3(⇠) =
(
1 |⇠| > R + 1
0 |⇠| < R
 2(⇠) = 1   1(⇠)   3(⇠)
where " is a small enough positive number, and R is a large enough positive
number.
Notation 2.7. In this thesis, we denote H0 and H1 as the fundamental
solution of 1 D d’Alembert’s wave equation
H0(y, t) =
 (y   t) +  (y + t)
2




1 if, |y|  t
0 else.
(2.14)




wtt  4w = 0
w(x1, x2, 0) = 0
wt(x1, x2, 0) =  (x)
Notice that
F [w](⇠) = sin (|⇠|t)|⇠| , F [wt](⇠) = cos (|⇠|t),
Notation 2.8. for x1, t   0, x2 2 R, denote
F(f)(x1, ⇠, t) =
Z +1
 1
e ix2⇠f(x1, x2, t) dx2
L(f)(x1, ⇠, s) =
Z +1
0
e tsf(x1, ⇠, t) dt
J (f)(⌘, s) =
Z +1
0
e x1⌘L(f)(x1, x2, s) dx1
















In this section, the structure of the fundamental solution for (1.5) is estab-
lished from its Fourier Theorem.
Theorem 3.1. Let G(x, t) be the fundamental solution for (1.5). Then its
Fourier transform bG(⇠, t) satisfies










|⇠|4   4|⇠|2 (3.2)
Proof. This theorem is a special case of Theorem 3.1 in [5]. Firstly, in (1.5),
after applying @@x1 to the second equation and
@
@x2
to the third equation,
add them together, we have
@
@t
(r ·m) +4⇢ = 4(r ·m). (3.3)
Substitute it into the first equation,
⇢tt = 4⇢+4⇢t. (3.4)
Taking Fourier transform, we then obtain ODE for b⇢(⇠, t):8>><>>:
b⇢tt + |⇠|2b⇢t + |⇠|2b⇢ = 0b⇢(⇠, 0) = b⇢0(⇠)b⇢t(⇠, 0) =  i⇠ · cm0(⇠) (3.5)
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Without ambiguity, here denote (⇢0,m0) = (⇢0,m10,m20) as initial condi-
tion (⇢,m)(x1, x2, 0) in (1.6). It has the solution
b⇢(⇠, t) = L (⇠)e  (⇠)t + L+(⇠)e +(⇠)t (3.6)
where
L (⇠) =
 + b⇢0 + i⇠ · cm0
 +      , L+(⇠) =
    b⇢0   i⇠ · cm0
 +      .
Thus bG1,j(j = 1, 2, 3) can be derived from the fact b⇢bm
!
(⇠, t) = bG(⇠, t) · b⇢0cm0
!
(⇠, t).
Next taking Fourier transform of the second equation of (1.5), we obtain
ODE for cm1(⇠, t): (
dcm1
dt + |⇠|2cm1 + i⇠1b⇢ = 0cm1(⇠, 0) = dm10(⇠) (3.7)
It has the solution as






















replacing b⇢ by (3.6). Noticing  ⌥(⇠) + |⇠|2 =   ±(⇠) and  +(⇠)  (⇠) =
|⇠|2, we obtain representation for bG2,j(j = 1, 2, 3). Similarly, with the
same procedures on the third equation of (1.5), we can write out bG3,j(j =
1, 2, 3).
Based on cut-oﬀ functions introduced in Chapter 2, we can discuss the
structure of the fundamental solution. In the following section, we will give
structures of the long-wave and the short wave components respectively,
inside the finite Mach number region |x|  Mt where M means Mach
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number. We will discuss the structure outside this region at the end of the
section.
3.1 Long-Wave Component Inside Finite
Mach Number Region
Denote: cH1 =  +e(  +i|⇠|)t     e( + i|⇠|)t
 +     
cF1 =  +e(  +i|⇠|)t +   e( + i|⇠|)t
 +      i|⇠|
cH2 = e( + i|⇠|)t   e(  +i|⇠|)t
 +     
cF2 = e( + i|⇠|)t + e(  +i|⇠|)t
 +      i|⇠|
cH3 =  +e( + i|⇠|)t     e(  +i|⇠|)t
 +     
cF3 =  +e( + i|⇠|)t +   e(  +i|⇠|)t
 +      i|⇠|
Then bG can be decomposed as










Denote the two terms as cG] and cG⇤ respectively. Here, w represents the
fundamental solution of 2-D wave equations as in the Chapter 2. It appears
that the fundamental solution include two main terms: the pure diﬀusive
part reflected from cG⇤, and the diﬀusion wave part from cG].
Before estimating the long-wave component of the fundamental solution,
we establish the following lemmas.
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Lemma 3.2. Considering |⇠|  " where " is a positive number small
enough,
   + i|⇠| =  1
2
|⇠|2 + i|⇠|A(|⇠|2)
 +   i|⇠| =  1
2
|⇠|2   i|⇠|A(|⇠|2)
Here, A(|⇠|2) is an analytic function for ⇠ 2 R2 with the order of |⇠|2.
Proof.













Since " is small,
p
1  |⇠|2/4 is analytic for |⇠|2, which means A(|⇠|2) is
analytic for ⇠.
Lemma 3.3. Considering |⇠| small enough, cHk, cFk (k = 1, 2, 3) are all
analytic functions for ⇠.
Proof. From Euler’s Formulas,




























2 |⇠|2t cos (|⇠|A(|⇠|2)t)
=  12 |⇠|2B(|⇠|2)e 
1
2 |⇠|2t sin (|⇠|A(|⇠|
2)t)
|⇠| + e









|⇠|4 + · · ·


















are analytic functions for |⇠|2, cH1 is an analytic function for |⇠|2. Thus it




|⇠|2B(|⇠|2)e  12 |⇠|2t cos  |⇠|A(|⇠|2)t   |⇠|2e  12 |⇠|2t sin (|⇠|A(|⇠|2)t)|⇠|
cH2 =  B(|⇠|2)e  12 |⇠|2t sin (|⇠|A(|⇠|2)t)|⇠|cF2 = B(|⇠|2)e  12 |⇠|2t cos  |⇠|A(|⇠|2)t 
cH3 = 1
2
|⇠|2B(|⇠|2)e  12 |⇠|2t sin (|⇠|A(|⇠|
2)t)
|⇠| + e




|⇠|2B(|⇠|2)e  12 |⇠|2t cos  |⇠|A(|⇠|2)t + |⇠|2e  12 |⇠|2t sin (|⇠|A(|⇠|2)t)|⇠|
Therefore, all are analytic for |⇠|2 thus for ⇠ 2 R2.
Results below are basic to analyze diﬀusion waves in the fundamental
solution. It is from comparison of classical Kirchhoﬀ formulas for 2-D
d’Alembert wave equations, with the solution obtained from Fourier trans-
form ([2]).
Theorem 3.4 (Kirchhoﬀ). w is the fundamental solution of 2-D
d’Alembert wave equation introduced in Chapter 2, then





t2   (y1   x1)2   (y2   x2)2
dy (3.9)





t2   (y1   x1)2   (y2   x2)2
dy+ (3.10)
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rg(y) · (y   x)p
t2   (y1   x1)2   (y2   x2)2
dy
Now we do analysis on the long-wave component for points x inside
the finite Mach number region |x|  Mt, which is identical with
F 1( 1(⇠)cG](⇠)). By the Kirchhoﬀ’s Formulas in Theorem 3.4, to get
estimates of the long-wave component at |x|  Mt, only data of
F 1( 1(⇠)cHi(⇠)) and F 1( 1(⇠) bFi(⇠)) (i = 1, 2, 3) inside the region |x| 
(M+1)t are needed. These information can be obtained from the following
results.
Lemma 3.5. There exist a constant M0 such that for |⇠| M0 < 1,
  cos (|⇠|A(|⇠|2)t)    e 14 |⇠|2t,     sin (|⇠|A(|⇠|2)t)|⇠|







there exists a constant M0 such that for |⇠| M0 < 1,     A(|⇠|2)|⇠|2
4
       1 or |A(|⇠|2)|  |⇠|24 .
From this we have following inequalities
|cos (|⇠|A(|⇠|2)t)|  P1n=0 1(2n)! |⇠|2n (A(|⇠|2)t)2n
 P1n=0 1(2n)! |⇠|2n ⇣ |⇠|24 t⌘2n < e |⇠|24 t (3.11)     sin (|⇠|A(|⇠|2)t)|⇠|       P1n=0 1(2n+1)! |⇠|2n (A(|⇠|2)t)2n+1
 P1n=0 1(2n+1)! |⇠|2n ⇣ |⇠|24 t⌘2n+1 < e |⇠|24 t (3.12)
Lemma 3.6. Consider |x| < (M+ 1)t. Define
K1(x, t) := F 1
⇣
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K2(x, t) := F 1
⇣





Then there exists a constant C such that






















where E(|⇠|2) could be B(|⇠|2) or 1, and i, j, l = 1 or 2.
Proof. We only prove the first estimate and the second one can be shown





eix·⇠ 1(⇠)E(|⇠|2)e  12 |⇠|2t cos (|⇠|A(|⇠|2)t) d⇠ (3.13)
For any x = (x1, x2), we apply the following change of variables to the
















Since this transformation belongs to SO(2) and
|⇠0|2 = |⇠|2, |x|⇠01 = x · ⇠







0)E(|⇠0|2)e  12 |⇠0|2t cos (|⇠0|A(|⇠0|2)t) d⇠0
Without ambiguity, we still use ⇠ as the integration variable instead of ⇠0.
We consider two cases t   1 and t < 1 respectively.
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i|x|⇠1E(|⇠|2)e  12 |⇠|2t cos (|⇠|A(|⇠|2)t) d⇠
+ 12⇡
RR
{|⇠|<"}TBC ei|x|⇠1 1(⇠)E(|⇠|2)e  12 |⇠|2t cos (|⇠|A(|⇠|2)t) d⇠













For ⇠ 2 {|⇠| < "}TBC , |⇠|   "4 . Thus,
I2(x, t)  Ce Ct
for some constant C.
Next, we use techniques in complex analysis to analyze I1(x, t) based on
the fact (x, t) discussed here is located inside the finite Mach number region



















2tE(|⇠|2) cos (|⇠|A(|⇠|2)t) d⇠1d⇠2
By Lemma 3.3, E(|⇠|2) cos (|⇠|A(|⇠|2)t) is analytic for ⇠ 2 R2 for ⇠  ".
Therefore the integrand inside the above integration is correspondingly
analytic for ⇠ 2 C2. With Cauchy’s Theorem, we can construct a contour
integral to compute. Define the contour
 (a, b, c) =  1(a, b, c) +  2(a, b, c) +  3(a, b, c),
 1(a, b, c) = {⇠|Re(⇠) = a, Im(⇠) is from 0 to c},
 2(a, b, c) = {⇠|Im(⇠) = c, Re(⇠) is from a to b},
 3(a, b, c) = {⇠|Re(⇠) = b, Im(⇠) is from c to 0},
22
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 ( "4 ,  "4 , |x|M1t )
e 
t




















·E(|⇠|2) cos (|⇠|A(|⇠|2)t) d⇠1d⇠2
= I11 (x, t) + I
2
1 (x, t) + I
3
1 (x, t)
where M1 is determined such that for 8⇠ 2  ( "4 ,  "4 , |x|M1t), |⇠|  M0 which












It is certain that a large enough M1(> 1) can be found to satisfy the last
inequality. Based on this choice of M1, by Lemma 3.5,
  cos (|⇠|A(|⇠|2)t)    e 14 |⇠|2t,     sin (|⇠|A(|⇠|2)t)|⇠|
      e 14 |⇠|2t.
For i = 1, 3,








4 (|⇠1|2+|⇠2|2)td⇠1d⇠2  Ce Ct
because on  i, |⇠1|2   "216 .
For i = 2, with change of the variable ⇠1 = ⌘ + i |x|M1t ,









    e  t2 ⌘+i( 1M1 1) |x|t  2     e 14 (⌘2+ |x|2M21 t2 )te  12 ⇠22te 14 ⇠22td⌘d⇠2











since 2M1   32M21 is positive for M1 > 1.
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If t < 1, we only need to revise I21 (x, t) in the previous proof,









    e  t2 ⌘+i( 1M1 1) |x|t  2     e 14 (⌘2+ |x|2M21 t2 )te  12 ⇠22te 14 ⇠22td⌘d⇠2


















For the estimates of partial derivatives, we can apply similar procedures to
prove. The extra decay rate results from the diﬀerential of the Gaussian-
like structure in the representation of I1(x, t). We will get one additional
(t+ 1) 
1
2 decay rate for each diﬀerentiation.
From the representation of bG, it involves an operator Ri,j = F 1( ⇠i⇠j|⇠|2 ),
which relates the second derivative of the Newtonian Potential of a function.
We have estimates:
Lemma 3.7. If |x|  (M + 1)t, for i, j, l = 1, 2, there exists a constant
CN which is only related to the positive integer N such that










K1(x, t)⇤R1,1(x, t) = F 1
⇣





eix·⇠ 1(⇠)E(|⇠|2)e  12 |⇠|2t cos (|⇠|A(|⇠|2)t)⇠i⇠j|⇠|2 d⇠
All three parts can be estimated in the same procedures. We consider only
L(x, t) = 12⇡
RR
(  "4 , "4 )⇥(  "4 , "4 )
eix·⇠E(|⇠|2)e  12 |⇠|2t cos (|⇠|A(|⇠|2)t) ⇠21|⇠|2 d⇠
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Based on the argument in the proof of the Lemma 3.6, diﬀerence between
L(x, t) and K1(x, t) ⇤R1,1(x, t) is such a term Ce Ct. Notice
E 0 = E(|⇠|2)e  12 |⇠|2t cos (|⇠|A(|⇠|2)t)
is holomorphic for |⇠|2, and thus for ⇠ 2 R2. Furthermore,
@tE 0 =  1
2
|⇠|2E(|⇠|2)e  12 |⇠|2t cos (|⇠|A(|⇠|2)t)














E(|⇠|2)e  12 |⇠|2t cos (|⇠|A(|⇠|2)t)






Use the same procedures in finding representations of K1(x, t) and K2(x, t)
in the proof of the Lemma 3.6.




Do integrations on both sides of the inequality along time variable from t
to 1. Since L(x, t) converges to 0 as t goes to 1,













E(|⇠|2)e  12 |⇠|2t cos (|⇠|A(|⇠|2)t)⇠21
















t2⇠21 p1(|⇠|2t)q1(|⇠|2) + t p2(|⇠|2t)q2(|⇠|2)
o
d⇠
where p1,p2,q1,q2 are all holomorphic functions. Use the procedures in find-
ing K1(x, t) in Lemma 3.6 again, we have
x41@tL(x, t)  C(e Ct + e 
|x|2
Ct )
From (3.14) we know L(x, 0) is bounded. Therefore do the integration of
the last inequality along the time variable from 0 to t,
x41L(x, t)  C(t+ 1)
Similarly we can prove





2L(x, t)  C(t+ 1) L(x, t)  C t+ 1|x|4
If |x|2  1 + t,















If |x|2   1 + t,







Repeat this process, the result can be extended to any greater positive
integer N . For any N , there exists a constant CN which is only related to
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N , such that









From Lemma 3.1 to Lemma 3.7, we have the following lemma.
Lemma 3.8. There exists constants C, CN such that for i, j = 1, 2























      CN ⇣ 1t+ 1⇣1 + |x|21 + t⌘ N + e CN t⌘    F 1✓cF3 1 ⇠i⇠j|⇠|2
◆
(x, t)
      CN ⇣ 1(t+ 1)2⇣1 + |x|21 + t⌘ N + e CN t⌘
where CN only depends on the choice of N which can be any positive integer.

























Similarly, the second inequality can be proved.







Chapter 3. Fundamental Solution
because one additional decay rate (t+ 1)  12 will be given to the Gaussian-
like structure for each diﬀerentiation as stated in Lemma 3.3. Similarly the
fourth inequality can be proved.




































Similarly, the last inequality can be proved.
Remark: From the representation of bG, the fundamental solution includes
two leading parts. One is the pure diﬀusion part, which is derived from cG⇤
and only involves with momentums m; the other is diﬀusion waves, which
are the convolution of the fundamental solution of 2-D wave equation with
a diﬀusive component - exponentially for density ⇢ and algebraically for
momentum m. The next step is to find estimates of diﬀusion waves.
Lemma 3.9. If t   1, there exists a contant C such that


















Ct |x|   t pt
(3.17)















2 ·(t+1) k2  14
e 
(|x| t)2
Ct |x|   t pt
(3.18)
If t  1,
|w ⇤ (t+ 1)  k2 e  |x|
2
Ct |, |wt ⇤ (t+ 1)  k2 e 
|x|2
Ct |  C
Proof. For t   1, to prove (3.17), we consider 3 diﬀerent cases. By Kirch-
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hoﬀ’s Formula,
|w ⇤ (t+ 1)  k2 e  |x|
2


























(|x| r cos ✓)2+r2 sin2 ✓
Ctp
t2   r2 r d✓ dr
⌘
= I1 + I2









































































Ct r d✓  Cpt











then we use the result in case 1 to reach the conclusion.
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3. If |x|  t pt.
|w ⇤ (t+ 1)  k2 e  |x|
2































t2   |x|2 ;























































    14⇡t RRy2O(x,t) (t+1) k2 e  |y|2Ctpt2 (y1 x1)2 (y2 x2)2dy   
+
    14⇡t RRy2O(x,t) (t+1)  k2  12 e  |y|22Ct ·(y x)pt2 (y1 x1)2 (y2 x2)2dy   

















The last inequality is from the fact y 2 O(x, t). Then it can be observed
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decay rate to the right side of (3.17).
For t  1, inequalities can be proved from the fact
|w ⇤ (t+ 1)  k2 e  |x|
2
















t2   r2|0t  (t+1)
  k2
4 · t  C
|wt ⇤ (t+ 1)  k2 e  |x|
2




















t2   r2|0t  (t+1)
  k2
4  C
Lemma 3.10. If t   1, there exists a constant CN depending on N (N   2)
such that


















t2 |x|2 |x|  t 
p
t


















t2 |x|2 |x|  t 
p
t
If t  1,
|w ⇤ (t+ 1)  k2 (1 + |x|
2
t+ 1
) N |, |wt ⇤ (t+ 1)  k2 (1 + |x|
2
t+ 1
) N |  C
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Proof. For t   1, by Kirchhoﬀ’s Formula,
|w ⇤ (t+ 1)  k2 (1 + |x|
2
t+ 1
































t2   r2 r d✓ dr
⌘
= I1 + I2






















































































  x  t x|x|   2⌘ N+2 · ⇣1 + 11+t   t x|x|   y  2⌘ 2
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then we use the result in case 1 to reach the conclusion.
3. If |x|  t pt.

































t2   |x|2 ;



















t2   |x|2 .
For t  1, it can be proved with the same procedures.
Lemma 3.11. Assume |x| Mt. For any given positive integer N , there
exists CN only depending on N such that









Proof. Use the same technique in proof of Lemma 3.7. Similar results will
be obtained.
Now we take all lemmas and theorems in this section together. The struc-
ture of the long wave component inside the finite Mach number region
{x||x| Mt} will be represented as the following:
Theorem 3.12. Consider " is a small positive number, and  1(⇠) is defined
as in Chapter 2. Assume N is a given positive integer greater than 2. Let
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the long wave component be
F 1(bG(⇠) (⇠))(x, t) = (Gi,j) (x, t) i, j = 1, 2, 3 (3.19)
Then for |x| Mt, Gij(x, t) satisfy:
















Ct |x|   t pt
(3.20)
where i, j = 1, 2, 3;
























t2 |x|2 |x|  t 
p
t
where i, j = 2, 3. Here CN only depends on N . We denote the right side of
(3.21) as W(x, t).
In the case of t  1, |x| Mt, |Gi,j|(x, t)  C for i, j = 1, 2, 3.
Proof. The proof is straightly forward to analyze bG(⇠) term by term with
the estimates in Lemma 3.8 - 3.11.
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3.2 Short-Wave Component Inside Finite
Mach Number Region
Assume |⇠| > R + 1 for suﬃciently large R, we have the following expan-
sions:
e +t






















 +      = e
 t( 1 +  1 + t|⇠|2 +
 6 + 6t+ t2




























 +      = e
 t( 1 +  1  t|⇠|2 +
 6  6t  t2





Therefore, bG can be decomposed as:

















0  i(e t   e |⇠|2t+t) ⇠T|⇠|2
















2 tR( 1|⇠|2 ) (3.22)
Here, R( 1|⇠|2 ) represents a function with the order higher than 1|⇠|2 . Denote
the fist four terms on the right side of the last representation as L(⇠, t),
which can be consider as the singular part of the fundamental solution.
Then for the short-wave component F 1(G· 3)(x, t), we have the following
structure:
Theorem 3.13. For suﬃcient large R, if |x|  Mt, there exists some
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constant C, for t   1
|F 1(bG(⇠, t) 3(⇠, t))  F 1(L(⇠, t) 3(⇠, t))|  Ce Ct;
for t  1,
|F 1(bG(⇠, t) 3(⇠, t))  F 1(L(⇠, t) 3(⇠, t))|  C 1p
t
Proof. Since in the last term, R( 1|⇠|2 ) has the order higher than O( 1|⇠|2 )    ZZ|⇠| R eix·⇠ 3(⇠)R( 1|⇠|2 ) d⇠
          ZZ|⇠| R 1|⇠|3 d⇠
      C
Therefore, we only need to consider terms related to the order O( 1|⇠|2 ).
1. Terms in the last matrix.   RR|⇠| R e teix·⇠ 3(⇠, t) 1|⇠|2 d⇠   
=
   RR|⇠| R e tei|x|⇠1 1|⇠|2 d⇠   
=
   ⇣ RRB1\{|⇠|R}+ RRB2 + RRR2\(B1SB2) ⌘e tei|x|⇠1 1|⇠|2 d⇠   
where







The first term is bounded by Ce t since the integrand and integral region
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For the third term,   RRR⇥[R,1) e tei|x|⇠1 1|⇠|2 d⇠   
=
   e t RR ei|x|⇠1d⇠1  R1R 1⇠21+⇠22 d⇠2     =    e t R1 1 ei|x|⇠1⇠1 d⇠1  R 11+⇠022 d⇠02    
( substitute ⇠02⇠1 = ⇠2 )
 Ce t| R10 sin (x⇠1)⇠1 || R 11+⇠022 d⇠02|  Ce t
If |x|2  1 + t,
    ZZ|⇠| R e teix·⇠ 1|⇠|2 d⇠
      Ce t  Ce t(1 + |x|21 + t)N(1 + |x|21 + t) N




If |x|2   1 + t, because of |x| Mt
    ZZ|⇠| R e teix·⇠ 1|⇠|2 d⇠
      Ce t  Ce t(1 + |x|21 + t)N(1 + |x|21 + t) N
















       Ce Ctt  Ce Ct
If t  1,   RR|⇠| R eix·⇠ 3(⇠) e |⇠|2t+t|⇠|2 d⇠     C R1R 1⇠21 d⇠1 RR e ⇠22t d⇠2  C 1pt
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Fundamental Solution Inside Finite Mach Number Re-
gion
Before we cog previous results to construct the fundamental solution, the
structure derived from F 1( 2bG) still need to consider. From definitions
of  2,  2bG(⇠) is continuous inside a compact support. We will prove the
following theorem.
Theorem 3.14. For suﬃcient large R and suﬃciently small ", if |x| 
Mt, there exists some constant C,
|F 1(bG(⇠, t) 2(⇠))(x, t)|  Ce ct
Proof. According to |⇠|, consider two cases:
Case I: "2  |⇠|  2. From (3.8), |bG(⇠, t) 2(⇠)|  Ce  "24 t. Thus
|F 1(bG(⇠, t) 2(⇠))|  Ce Ct
for some constant C.
Case II: 2  |⇠|  R + 1. From (3.22), |bG(⇠, t) 2(⇠)|  Ce t. Thus
|F 1(bG(⇠, t) 2(⇠))|  Ce Ct
for some constant C.
Finally, inside the finite Mach number region |x| Mt, the fundamental
solution has the structure:
Theorem 3.15. Assume x 2 R2 satisfying |x|  Mt. Then there exists
some constant C such that if t   1
|F 1(bG(⇠, t) 3(⇠, t))  F 1(L(⇠, t) 3(⇠, t))|  C|W(x, t)|
where W(x, t) is defined in Theorem 3.12 and is the dominant term to
others.
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If t  1,
|F 1(bG(⇠, t) 3(⇠, t))  F 1(L(⇠, t) 3(⇠, t))|  C 1p
t
Proof. Decompose G as
G  F 1(L(⇠, t) 3(⇠, t))
= F 1(cG] 1) + F 1(cG⇤ 1) + [F 1(bG 3)
 F 1(L(⇠, t) 3(⇠, t))] + F 1(bG( 2))
(3.23)
If t   1, from Theorem 3.12 to 3.14, every term will be dominated by
|W(x, t)|; if t  1,
|F 1(bG 3)  F 1(L(⇠, t) 3(⇠, t))|  C 1p
t
and other terms are bounded by some constant number.
3.3 Fundamental Solution Outside Finite
Mach Number Region
To get the whole picture of the fundamental solution, the last piece is its
structure when |x|  Mt, or points considered are outside the finite Mach
number region. Fourier analysis on bG leads the following theorem.
Theorem 3.16. Assume |x|   Mt. Then there exists a positive number
C such that the fundamental solution G(x, t) satisfies if t   1
|F 1(bG(⇠, t) 3(⇠))  F 1(L(⇠, t) 3(⇠))|  Ce C|x| Ct;
if t  1
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eix1⇠1 1(⇠1, ⇠2)cG0(⇠1, ⇠2)d⇠1d⇠2 + RR eix1⇠1 3(⇠1, ⇠2)cG0(⇠1, ⇠2)d⇠1d⇠2
+
RR
eix1⇠1(1   1    3)(⇠1, ⇠2)cG0(⇠1, ⇠2)d⇠1d⇠2
= I1 + I2 + I3
where cG0(⇠1, ⇠2) = (bG 3  L 3)(⇠1 + i⌫1, ⇠2). We take the ⌫1 < " such that












4 d⇠1d⇠2  Ce
3⌫21 t
4
From (3.22), I2  C. For I3, by the fact that Re((⇠1 + i⌫1)2 + ⇠22) > 0,
| 2(⇠1, ⇠2)cG0(⇠1, ⇠2)|  e Re((⇠1+i⌫1)2+⇠22)  C
Thus the integrand of I3 is bounded within a compact support. Therefore




eix1⇠1+ix2⇠2 [bG 3   L 3](⇠1, ⇠2)d⇠1d⇠2  Ce 3⌫21 t4











 Ce  ⌫1x12 e(  ⌫1M2 + 3⌫
2
1
4 )t  Ce  ⌫1x12
if only taking ⌫1  2M3 since |x|  Mt.
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Similarly, it can be proved that
F 1[bG 3   L 3]  Ce  ⌫1|x1|2 F 1[bG 3   L 3]  Ce  ⌫2|x2|2
for a small positive number ⌫2. Based on the condition that |x|  Mt,
F 1[bG 3   L 3]  Ce ⌫1|x1| ⌫2|x2|  Ce C|x| Ct
In the case of t  1. Notice that in this case I3  1pt . Therefore, we have





Proof of Theorem 1.1
Proof. Theorem 3.15 and 3.16 have provide the structure for points inside
and outside the finite Mach number M region. We only need to discuss
the singular part F 1(L(⇠, t) 3(⇠, t)) where L(⇠, t) is consisted by the first
four terms of (3.22), denoted as Li(i = 1, 2, 3, 4) respectively. Trivial cal-
culations tell us
Li(⇠, t) = gi(⇠, t)e
 Ct, i = 2, 3, 4
where gi(⇠, t) satisfy assumptions in 3.17. Therefore
F 1(L(⇠, t) 3(⇠, t)) = Se t





k, l = 1, 2, 3 (k, l) 6= (1, 1) f(x) 2 L1(R).
Lemma 3.17. Assume supp bg(⇠) 2 OR = {⇠ 2 R2||⇠|   R}, bg 2
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bg(⇠)  C0, |D↵⇠ bg(⇠)|  C0|⇠| |↵| 1|(|↵|   1)
where ↵ = (↵1,↵2) and |↵| = ↵1 + ↵2. Then there exists f(x) 2 L1(R2)
and constant C
g(x) = f(x) + C (x)
Proof. This is the Lemma 2.5 in [15]. Taking ↵ = 3, then
I = |x↵g(x)| = (2⇡)2|
ZZ




|g(x)|  C|x| 3, ||g(x)||L1(|x| R)  C0.
Now we define the distribution f(x) = x  (x g(x)), where   = ( 1,  2)
and | | = 1. Then by Holder’s inequality,
||f ||L1(|x|R)  C0||x g(x)||Lp ||x  ||Lq(|x|R)
where p = 4 and q = 43 . Since
||x g(x)||Lp  C0||D ⇠ bg(⇠)||Lq  C0, ||x  ||Lq(|x|R)  C0,
and
||f ||L1(|x| R) = ||g||L1(|x| R)  C0,
we have
||f ||L1  ||f ||L1(|x|R) + ||f ||L1(|x| R)  C0.
Now consider h(x) = g(x)  f(x). It is supported at x = 0 and its Fourier
transform is bounded as
||bh||L1  ||bg(⇠)||L1 + ||f(x)||L1  C0.
It follows there exists a constant C such that h(x) = C (x).
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Master Relation and Wave
Propagators
In this chapter, we will apply Laplace-Laplace-Fourier transform introduced
in Chapter 2 to establish Dirichlet-Neumann Map, or Master Relation. This
relation reveals the essential connections between diﬀerent boundary data.
It can be shown that Master Relation is decomposition of wave propagators
defined later. Thus it is important to understand structures of these wave
propagators. This chapter includes two sections: build Master Relation
and study structures of wave propagators.
For x1   0, consider (1.5)8<:
@t⇢+ @x1m1 + @x2m2 = 0
@tm1 + @x1⇢ = 4m1
@tm2 + @x2⇢ = 4m2
(4.1)
with the following initial and boundary conditions:
m1(0, x2, t) = 0, m2(0, x2, t) = 0; (4.2)8<:
⇢(x1, x2, 0) = ⇢0(x1, x2),
m1(x1, x2, 0) = m10(x1, x2),
m2(x1, x2, 0) = m20(x1, x2).
(4.3)
Without ambiguity, here we replace ⇢0   1 in (1.6) with ⇢0. Denote ⇢0,
m20 as the odd extension of ⇢0, m20 about x1 = 0, and m10 as the even
extension of m10 about x1 = 0. G is the fundamental solution of (1.5).
Then we have




G(x1  y1, x2  y2, t)
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where x1 2 ( 1,1). Firstly, we prove the following lemma:
Lemma 4.1. Based on the above construction, ⇢(x1, x2, t), m2(x1, x2, t)
are odd function about x1; m1(x1, x2, t) are even function about x1.
Proof. Consider
e⇢(x1, x2, t) = ⇢¯(x1, x2, t) + ⇢¯( x1, x2, t),
fm1(x1, x2, t) = m1(x1, x2, t) m2( x1, x2, t),
fm2(x1, x2, t) = m2(x1, x2, t) +m2( x1, x2, t).
Then e⇢,fm1, fm2 satisfies (1.5) with zero initial conditions. Therefore,e⇢(x1, x2, t) = fm1(x1, x2, t) = fm2(x1, x2, t) ⌘ 0.
From the representation of (⇢,m1,m2)T , we have:




GS(x1, y1, x2, y2, t)





GS(x1, y1, x2, y2, t) = G(x1 y1, x2 y2, t)+G(x1+y1, x2 y2, t)




for x1, y1 > 0.




G(x1   y1, x2   y2, t)












G(x1   y1, x2   y2, t)
0BB@ ⇢¯(y1, y2, 0)m¯1(y1, y2, 0)
m¯2(y1, y2, 0)
1CCA dy1 dy2
For the last term, change the integral variable y0 =  y and use the fact
that the initial data ⇢¯, m¯2 are odd extensions, and m¯1 is an even extension
to their corresponding original initial data. The proof is trivial.
Since ⇢ and m2 are odd functions, ⇢(0, x2, t), m2(0, x2, t) are both 0. Be-
sides, ⇢(x1, x2, 0) = ⇢0(x1, x2), m1(x1, x2, 0) = m10(x1, x2), m2(x1, x2, 0) =
m20(x1, x2) for x1 > 0. Now we consider8<:
⇢⇤(x1, x2, t) = ⇢(x1, x2, t)  ⇢(x1, x2, t)
m⇤1(x1, x2, t) = m1(x1, x2, t) m1(x1, x2, t)

















m⇤1(0, x2, t) = m1(0, x2, t), m
⇤
2(0, x2, t) = 0; (4.9)8<:
⇢⇤(x1, x2, 0) = 0,
m⇤1(x1, x2, 0) = 0,
m⇤2(x1, x2, 0) = 0.
(4.10)
To find solutions for (4.8),(4.9) and (4.10), apply Laplace-Laplace-Fourier
transform to ⇢⇤, m⇤1, m⇤2 to convert (4.8),(4.9) and (4.10) to variables
(⌘, ⇠, s). Then we get a linear system:
0@ s ⌘ i⇠⌘ s  ⌘2 + ⇠2 0
i⇠ 0 s  ⌘2 + ⇠2
1A0@ J [F(⇢⇤)]J [F(m⇤1)]
J [F(m⇤2)]
1A (⌘, ⇠, s) =
(4.11)




1A (0, ⇠, s) 
0@ 0m⇤n1
m⇤n2
1A (0, ⇠, s)
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0@ 0L[F(@x1m⇤1(0, x2, t))]
L[F(@x1m⇤2(0, x2, t))]
1A
Denote determinant of the coeﬃcient matrix on the left side of (4.11) as
p(⌘, ⇠, s):
p(⌘, ⇠, s) = (s  ⌘2 + ⇠2)(s2   s⌘2 + s⇠2   ⌘2 + ⇠2) (4.12)
It has four roots as an equation in ⌘:
 1 =
p
s+ ⇠2  3 =  
p
s+ ⇠2 =   1
 2 =
p




s2 + ⇠2 + s⇠2p
1 + s
=   2
Substitute m⇤b2 = 0, and because
s⇢⇤b +m⇤n1 + i⇠m
⇤b
2 = 0
which is derived from Laplace-Fourier transform in variables t and x2, of
the first equation of (4.8) along the boundary x1 = 0. Thus the solutions
of (4.11) can be represented as
0@ J [F(⇢⇤)]J [F(m⇤1)]
J [F(m⇤2)]
1A (⌘, ⇠, s) = 4X
i=1
1








































is⇠m⇤n2 + s(s+ ⇠







is⇠m⇤n2 + s(s+ ⇠







is⇠m⇤n2 + s(s+ ⇠










is⇠m⇤n2 + s(s+ ⇠





is⇠m⇤n2 + s(s+ ⇠




is⇠m⇤n2 + s(s+ ⇠





1A (x1, ⇠, s) = 4X
i=1
e ix1Ci (4.14)
4.1 Well-posedness Assumption and Master
Relation




|L[F(⇢⇤)](x1, ⇠, s)| = 0, (4.15)
lim
x1!1
||L[F(m⇤i )](x1, ⇠, s)| = 0 (i = 1, 2);
These assumptions exclude the exponential growth components in x1 in the
(4.14). Equivalently, C1, C2 equal to 0, or
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(s+ 1) 2m⇤n1 + is⇠m
⇤n
2 + s(s+ ⇠
2)m⇤b1 = 0
(4.16)
From these equations, we obtain the Master Relation:8<: m
⇤n
1 =   ss2+⇠2+2s⇠2
 
⇠2 1 + (s+ ⇠2) 2
 
m⇤b1
m⇤n2 =   i⇠s2+⇠2+2s⇠2
 




Master Relation implicit us to define following wave propagators:
Definition 4.3.
 1(x2, t) = L 1F 1( 1)(x2, t) (4.18)
 2(x2, t) = L 1F 1( 2)(x2, t) (4.19)
S(x2, t) = L 1F 1
⇣ 1
s2 + ⇠2 + 2s⇠2
⌘
(x2, t) (4.20)
The first two are called interior wave propagators; the last one is called the
surface wave propagator.
With these definitions, the Master Relation can be expressed as8>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>:
@x1m
⇤
1(0, x2, t) =
⇣
@t@2x2(S ⇤(x2,t) 1)










2(0, x2, t) =
⇣














4.2 Structures of Wave Propagators
Our task now is to understand structures of these wave propagators.
48
Chapter 4. Master Relation and Wave Propagators











s+ ⇠2) = L 1F 1( s+ ⇠
2p
s+ ⇠2





























































































s2 + ⇠2 + s⇠2p
1 + s
=  2








 4(⇣2 + ⇠2) + (⇣2 + ⇠2)2
Remark: The curves determined by variables (⌘, ⇠) are called Laplace-
Fourier path, which correspond to contours  ± respectively.
Case I: t   1. Because inside the region bounded by  ±, @ 2@s is holomorphic
in s, we can apply the contour integral to compute its inverse Laplace
transform. Construct the contour  + +      {s|Re(s) = 0}. Then by
Cauchy’s Theorem,
L 1F 1(@ 2@s ) = 14⇡2i
RR




































= W (x1, x2, t)|(x1,x2,t)=(0,x2,t)
where














Estimates for W (x1, x2, t):
1. We consider (x1, x2) inside finite Mach number region {|x| 
Mt}.Denote z = (⇣, ⇠). Decompose W = WL + WS, which are defined
below.
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= K1 ⇤ wt +K2 ⇤ w
where w and wt are the fundamental solutions of 2-D wave equations, and
cK1 =  {|z|"}(z)e  t|z|22 cos⇣t|z|⇣q1  |z|24   1⌘⌘








By Kirchhoﬀ’s Formula, to understand WL(x, t) inside finite Mach number
region |x| Mt, it is suﬃcient to know information of Ki(x, t) for |x| 
(M+1)t. Here we use almost the same procedure as in Lemma 3.6. Thus,
|K1(x, t)|  C 1t e 
|x|2
Ct + Ce Ct
|K2(x, t)|  C 1t2 e 
|x|2
Ct + Ce Ct
Then by Lemma 3.9,
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  t2 (2+O( 1|z|2 ))   e t
⌘
d⇣ d⇠
  RR|z|R ei|x|⇠e t d⇣ d⇠ + e t (x)
Since
| RR|z| R ei|x|⇠⇣e  t2 (2+O( 1|z|2 ))   e t⌘ d⇣ d⇠|
 | RR|z| R ei|x|⇠e t Ct|z|2 d⇣ d⇠|  Ce Ct
we have
|WS(x2, t)  e t (x2)|  Ce Ct
2. We consider (x1, x2) outside finite Mach number region such that {|x|  
Mt}. Use the same procedures as in Lemma 3.16,
|W (0, x2, t)|  Ce C|x2|
Therefore,
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where J0, J2 represent the Bessel functions of the first kind. Considering

















  ⇤t  {|⇠|2}(⇠)(@2t + ⇠2@t + ⇠2)L 1  1ps2+⇠2+s⇠2  
 C ·  (⇠) · (R t20 1pse se  (t s)⇠22 + R tt2 1pse se  (t s)⇠22 )
 C ·  (⇠) · (pte  t⇠24 + 1p
t
( e t + e  t2 )).
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Therefore









⇠2 + s  s1+s
=
p





































   s1+s 3 1(ps+⇠2  s1+s+ps+⇠2)3(s+⇠2)
   s1+s 3 12(ps+⇠2  s1+s+ps+⇠2)2(ps+⇠2)3
Considering |⇠|   2, the last two terms are bounded by
C
1



































For the first term, define
U21 =
   R|⇠| 2 RRe(s)=0 ei⇠x2estps+ ⇠2 ds d⇠   
=
    R|⇠| 2 RRe(s)=0 ei⇠x2est (s+⇠2)2(ps+⇠2)3 ds d⇠
     = (@t + @2x2)2E(x2, t)
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where
E(x2, t) =




is a bounded function for both x2 and t.
For the second term,    ⇣ R|⇠| 2 RRe(s)=0  R|⇠|2R RRe(s)=0 ⌘ei⇠x2est s1+s 12ps+⇠2 ds d⇠
    
=














= (@2t   @2x2@t)(e t ⇤t e 
x22
Ct )
For the third term,    ⇣ R|⇠| 2 RRe(s)=0  R|⇠|2R RRe(s)=0 ⌘ei⇠x2est  s1+s 2 18(ps+⇠2)3 ds d⇠
    
=
    R|⇠|2 RRe(s)=0 ei⇠x2est  s1+s 2 18(ps+⇠2)3 ds d⇠



























+(@2t   @2x2@t)(e t ⇤t e 
x22
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Lemma 4.6. For t   1, there exists some constant C such that
|L 1F 1( 1



















For t  1,
|L 1F 1( 1
s2 + ⇠2 + 2s⇠2
)|  Ce  |x2|C
Proof. Case I: t   1: Since
L 1( 1

































where  1, 2, 3 are cut-oﬀ functions defined in Chapter 2.
If |x2| Mt
| RR  1(⇠)ei⇠x2  e ⇠2t p ⇠2+⇠4t+e ⇠2t+p ⇠2+⇠4t2p ⇠2+⇠4 d⇠|
= | RR  1(⇠)ei⇠x2 e ⇠2t sin (|⇠|p1 |⇠|2t)|⇠|p1 |⇠|2 d⇠|
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|⇠|2 d⇠  Ce Ct;





Therefore in this case,
|L 1F 1( 1





























p ⇠2 + ⇠4 d⇠|  Ce 3⌫2t2
as in the proof of Lemma 3.16. Therefore in this case,
|L 1F 1( 1
s2 + ⇠2 + 2s⇠2
)|  Ce  ⌫|x2|2
taking ⌫  M3 .
Case II: t  1: Use the same procedure in the above proof of estimates






In this chapter, our goal is to achieve an explicit representation for Green’s
function of (1.5) and (1.4). Master Relation plays an important role in
this place since it provides complete boundary data from limited Dirichlet
data. Unless we can know all information on the boundary, it is impossible
to find pointwise structure of Green’s function.
Proof of Theorem 1.2
Proof. Recall G(x1, x2, t) is the fundamental solution or Green’s identity
of (1.5). Denote u⇤(x, t) = (⇢⇤,m⇤1,m⇤2)T . Therefore, with the same proce-
dures in proof of (2.7) and (2.11), u⇤(x, t) can be expressed as
u⇤(x, t) =
RR
R2 G(x1, x2   z2, t  s)
0BB@ 0 1 01 0 0
0 0 0
1CCAu⇤(0, z2, s)dsdz2
  RRR2 G(x1, x2   z2, t)
0BB@ 0 0 00 1 0
0 0 1
1CCA @z1u⇤(0, z2, s)dsdz2
+
RR
R2 @z1G(x1, x2   z2, t)





u⇤(0, z2, s) =
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and
@z1u










from Master Relation, besides






21(0, z2, y1, y2, s)
GS22(0, z2, y1, y2, s)




0BB@ ⇢(y1, y2, 0)m1(y1, y2, 0)
m2(y1, y2, 0)
1CCA dy1dy2
where (GS21,GS22,GS23) represents the second row of GS. From (4.7), we can





















M2 = G(x1, x2   z2, t  s)·
·
0@ 0 0 0GS21(0, z2, y1, y2, s) ⇤
(z2,s)
O1 GS22(0, z2, y1, y2, s) ⇤
(z2,s)
O1 GS23(0, z2, y1, y2, s) ⇤
(z2,s)
O1
GS21(0, z2, y1, y2, s) ⇤
(z2,s)
O2 GS22(0, z2, y1, y2, s) ⇤
(z2,s)
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M3 =  @x1G(x1, x2   z2, t  s)
·




This prove the theorem.
Because G and GS have explicit representations, we will only discuss
Oi (i = 1, 2) here. Their structures can be derived from structures of









for any real number A and B. This inequality will be used frequently in
proofs of the following theorem.
Theorem 5.1. There exists a constant C such that


































t+1 x2   t 
p
t
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Proof. These two estimates can be proved similarly. So it is suﬃcient to
prove the structure for O2(x1, x2). From the definition of O2,
O2 = (@2t @x2   @3x2   @t@3x2)S  @t@x2(S ⇤(x2,t)  1 ⇤(x2,t)  2)
= K1 +K2
I. Estimates for K1:
(@2t @x2   @3x2   @t@3x2)S
=
8>>>>><>>>>>:






























+ Ce C|x2| Ct t   1
Ce C|x2| t  1
(5.7)
II. Estimates for K2. From Lemma 4.4- 4.6,







































































= J1 + J2 + J3 + J4 + J5 + J6
(5.8)
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and E(x2, t) defined in the Lemma 4.5. By the same techniques in the
previous proof of estimates for K1,

























































































































if x2   t 
p
t or x2   t+
p






































































































if x2   t 
p




































































(t+1)2 , x2   t 
p




























































































































































































Therefore, from (5.10), (5.11),(5.12) and (5.13), we have















t  x2  t 
p
t























With the same procedures, J6 has the same estimates. Thus from (5.8),
(5.9) and (5.14),















t  x2  t 
p
t
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Next similar to prove estimates for K1,
@t@x2S =










) + Ce C|x2| Ct t   1
















+ Ce C|x2| Ct , t   1;
Ce C|x2|, t  1.
(5.16)
Now using techniques in proving structures of J4, from (5.15) and (5.16),





















































This thesis includes two results on linearized 2-D compressible Navier-
Stokes equations. The first one is the construction of fundamental solution
of (1.5). It shows that the fundamental solution consists two leading parts:
one is pure diﬀusion part and the other is diﬀusion waves. In construction
of the fundamental solution, we mainly discuss its structures inside finite
Mach number region |x| Mt. The Long-wave and Short-wave decompo-
sition is the key tool in this discovery.
The second result is the construction of Green’s function of linearized com-
pressible Navier-Stokes equations with presence of zero Dirichlet data. To
understand its structure, it is necessary to make clear relations between
diﬀerent boundary data, where Master Relation plays a key role. Fur-
thermore, since Maser Relation can be considered as composition of wave
propagators, through investigation of structures of wave propagators, the
whole picture of Green’s function will be completed.
6.1 Further work
Based on depicts of Green’s function, it is possible to investigate nonlinear
stability and large-time asymptotic behavior of solutions of compressible
Navier-Stokes equations around constant solutions. It is interesting to com-
bine Green’s function with weighted energy estimates to solve this problem,
like work done by Zeng in [30] for the one dimensional case, and Kobyashi
and Kagei in [8] for high dimensional cases.
Another direction for future work is Green’s function of compressible
Navier-Stokes equations in other high dimensional spaces with the pres-
ence of boundary. As explained previously, there are still two obstacles to
overcome: the construction of the fundamental solution and connections of
boundary data through Master Relation. For the first question, with the
classical Long-wave and Short-wave decomposition and Kirchhoﬀ formula,
the extension of results in this paper to higher dimensional space should
not be diﬃcult. For the second one, higher dimension means more compli-
69
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cate situations to understand structures of wave propagators. It is a good
challenge for future research.
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