In this study, we address the problem of online RGB-D tracking which confronted with various challenges caused by deformation, occlusion, background clutter, and abrupt motion. Various trackers have different strengths and weaknesses, and thus a single tracker can merely perform well in specific scenarios. We propose a 3D tracker-level fusion algorithm (TLF3D) which enhances the strengths of different trackers and suppresses their weaknesses to achieve robust tracking performance in various scenarios. The fusion result is generated from outputs of base trackers by optimizing an energy function considering both the 3D cube attraction and 3D trajectory smoothness. In addition, three complementary base RGB-D trackers with intrinsically different tracking components are proposed for the fusion algorithm. We perform extensive experiments on a large-scale RGB-D benchmark dataset. The evaluation results demonstrate the effectiveness of the proposed fusion algorithm and the superior performance of the proposed TLF3D tracker against state-of-the-art RGB-D trackers.
Introduction
Object tracking is one of the most important problems in computer vision and it is a key component of many applications ranging from robotics, automatic driving, intelligent surveillance, to augmented reality [1] , [2] . The goal of object tracking is to accurately locate a moving object of interest in video sequences. The most general type of object tracking is online model-free object tracking, where the tracker estimates the states of the selected target in a continuous frame flow without any prior knowledge of the target. Although has been studied widely in recent decades and significant progress has been made [3] , object tracking algorithms may still fail when confronted with challenging scenarios containing deformation, occlusion, abrupt motion, illumination variation, or background clutter. Recently, affordable and reliable RGB-D sensors (e.g., Microsoft Kinect) have been introduced for use in object tracking and many other computer vision tasks, where they can deliver great performance improvements [4] . By exploiting the additional depth information provided by RGB-D sensors, RGB-D trackers can greatly outperform traditional RGB trackers [5] - [10] . Despite their superior performance compared with RGB trackers, RGB-D trackers are still far from perfect in the challenging scenarios mentioned above. In particular, various trackers may perform well in different scenarios, but an average good tracker may fail in a scenario where an average bad tracker performs well (shown in Fig. 5 ). This is because the trackers are designed with different methods in various observation models and motion models, so they may differ in terms of their strengths and weaknesses. Furthermore, even in the same scenario, the same tracker may perform better and worse in different time periods because the factors that affect its tracking performance in a scenario may vary over time. Therefore, designing a simple tracker that can handle all scenarios is probably impossible. In this study, we consider how to exploit the strengths of different trackers while avoiding their weaknesses to build an RGB-D tracker with robust performance in different challenging scenarios.
In this study, we propose a 3D tracker-level fusion algorithm (TLF3D) for robust RGB-D tracking. The TLF3D algorithm fuses the results produced by different base RGB-D trackers online to obtain a single result. As mentioned above, various trackers have different strengths and weaknesses, where they may perform well in different scenarios and time periods. During tracking, the TLF3D method evaluates the performance of each base RGB-D tracker in every frame to adjust their weights and obtain the optimal tracking result in 3D space. The fusion process is guided by an energy function, which simultaneously considers the 3D attraction between trackers and the 3D trajectory smoothness at each candidate target location.
However, a good fusion strategy alone is not sufficient to obtain a robust RGB-D tracking algorithm. The base trackers in the fusion algorithm should have high diversity in the observation model and motion model in order to complement each other in different tracking scenarios. By contrast, the average performance of the base tracker is not important for the fusion algorithm. Thus, we propose three complementary base RGB-D trackers with fundamentally different tracking mechanisms for the TLF3D algorithm. The first base tracker is the foreground optical flow tracker with 3D forward-backward constraint (OF3D), which tracks the points that belong to the target based on the optical flow, and tracking failures are estimated according to the 3D forwardbackward constraint. The second base tracker is a 3D template correlation tracker (TC3D), which searches for the target in 3D space by matching the appearance template and Copyright c 2017 The Institute of Electronics, Information and Communication Engineers contour template. The third base tracker is a correlation filter tracker (CF3D), which simultaneously models the target's 2D and 3D edge character by using a kernelized correlation filter. The three base trackers have different observation models and motion models (shown in Table 1 ), and thus their strengths and weaknesses are intrinsically different.
This study makes three main contributions. First, we propose a 3D tracker-level fusion algorithm for online RGB-D tracking, which is the first 3D multi-tracker fusion approach to the best of our knowledge. Second, we propose three intrinsically different RGB-D trackers, which complement each other in the 3D fusion algorithm, as well as performing well independently in specific scenarios. Third, we performed extensive experiments on a large RGB-D tracking benchmark dataset [6] containing 100 challenging videos, which showed that the proposed RGB-D tracking algorithm (TLF3D) outperformed all the other trackers in the benchmark, thereby demonstrating its efficiency, accuracy, and robustness compared with state-of-the-art RGB-D trackers.
The remainder of this paper is organized as follows. In Sect. 2, we review previous research related to our method. Section 3 introduces the proposed TLF3D algorithm for RGB-D tracking. The three base trackers for the fusion algorithm are described in Sect. 4. Section 5 presents the results of experimental evaluations of our method and we give our conclusions in Sect. 6.
Related Work
RGB-D tracking is a new research area in object tracking, which has emerged due to the availability of affordable, reliable RGB-D sensors and large-scale RGB-D tracking datasets in recent years. Despite the new problem of how best to exploit the additional depth information to improve the tracking performance, the framework used for RGB-D tracking is basically the same as that employed for RGB tracking. In this section, we review previous studies that are closely related to our work, including RGB tracking methods, RGB-D tracking methods, and multi-tracker fusion methods.
RGB Tracking
RGB tracking algorithms track the target in the color frames. They can be divided into two main categories according to the observation model used to describe the target: generative trackers and discriminative trackers. Generative trackers model the statistical property of the target and search for the most similar candidate using the observation model. Representative generative models includes meanshift [11] , fragment-based [12] , principal components analysis (PCA) [13] , sparse coding [14] , and dictionary learning [15] .
By contrast, discriminative trackers regard object tracking as a target-background binary classification task and search for the candidate that can be best discriminated from the background. Many advanced machine learning techniques have been applied in discriminative trackers, including support vector machine (SVM) [16] , multiple-instance learning [17] , boosting [18] , [19] , P-N learning [20] , structured output SVM [21] , correlation filter [22] - [26] and deep learning [27] - [30] .
RGB-D Tracking
A limited number of RGB-D tracking algorithms have been developed due to the novelty of this research domain. Garcia et al. [5] proposed an RGB-D tracking system based on the condensation algorithm, which employs an adaptive boosting classifier with a pool of grayscale, color, and depth features as the observation model. During tracking, the observation model is updated to adapt to the appearance of the new target by retraining the classifier using new tracking examples.
In [6] , Song et al. trained a SVM classifier using the HOG features extracted from both color and depth frames to discriminate the target from the background. The target is detected in the entire image plane and the detection score for the candidate is adjusted by a large displacement optical flow tracker. Occlusion is detected by assuming that in the bounding box the target is the object closest to the camera.
Meshgi et al. [8] proposed an occlusion-aware particle filter framework, where each particle is equipped with a latent occlusion flag variable to predict emerging occlusions. The target's observation model is represented by a template containing multiple features extracted from both the color and depth frames. If large amounts of particles are labeled as occluded, then an occlusion state is detected and updating of the template is stopped.
Camplani et al. [9] built a kernelized correlation filter tracker using a combination of color and depth features. The depth cue is also employed to adjust the target scale and to handle occlusions. Changes in scale are identified based on the target depth distribution and occlusion is detected when the depth histogram of the target region changes suddenly.
Bibi et al. [10] proposed a part-based sparse tracker in a particle filter framework, where both the observation model and motion model are formulated in 3D. Considering the color frame and depth frame are captured independently by cameras with different parameters, synchronization and registration errors may occur during RGB-D tracking, which will reduce the tracker's performance. Automated methods are proposed to correcting these errors. During tracking, the RGB-D frames are synchronized and registered first, before running the tracking algorithm.
Other RGB-D trackers rely on target-specific object models, such as human trackers [31] , [32] and hand trackers [33] , [34] . The target-specific tracking problem requires prior information about the target and it is the opposite of the model-free tracking problem, whereas the present study focus on the problem without any prior information about the target.
Tracking with Fusion
Fusion methods for object tracking can be divided into two categories: component-level fusion (CLF) and tracker-level fusion (TLF). In CLF, multiple tracking components are fused into a single tracker. Multiple observation models are utilized to handle target appearance changes [35] , [36] and a multiple motion model can be used to cope with target motion variations [37] , [38] .
In the present study, we focus on TLF methods. In TLF, the tracking results obtained by multiple trackers are fused to produce a single result. Santner et al. [39] combined three different trackers in a fall-back cascade method, where the three trackers are selected with different adaptive levels ranging from non-adaptive to highly-adaptive to cover the entire adaptivity spectrum, thereby obtaining more stable results when confronted with tracking difficulties. Kwon et al. [40] , [41] created multiple trackers by combining different observation models and motion models. Trackers that reflect the current tracking environment are sampled from the tracker space dynamically using a Markov Chain Monte Carlo method and they interact with each other to adapt efficiently to variations in the appearance of the target. Wang et al. [42] combined the tracking results produced by multiple trackers after considering the continuity of the location of the target and the reliability of each tracker. The continuities are learned by a factorial hidden Markov model (FHMM) and a conditional particle filter algorithm was proposed for the efficient online inference of the FHMM. Bailer et al. [43] proposed a generic fusion approach that only requires the tracking results obtained by each tracker and it can work with arbitrary tracking algorithms. This approach is based on majority voting for the tracking results and target trajectory continuity. Not any motion model is used to evaluate the target trajectory continuity, but instead it is determined by considering the switching cost of each tracker, which should be low in a continuous trajectory. Trackers [40] , [41] decompose the tracking progress into multiple specific basic observation models and motion models. By contrast, trackers [42] , [43] do not relay on specific models, the observation models are depend on the selected base trackers and the motion models are defined in an implicit manner, i.e., FHMM and switching cost.
3D Tracker-Level Fusion
Tracker-level fusion methods fuse the tracking results generated by different trackers to produce a single result. Traditional tracking results are generated in the image plane and described by 2D bounding boxes, but the 2D bounding box is essentially the projection of a 3D cube with the loss of information from one dimension. In RGB tracking, information loss is inevitable because the 2D RGB frame is actually the projection of a 3D scene. By contrast, in RGB-D tracking, additional depth information can be provided by the depth frame, so the 3D scene can be acquired and the 2D bounding box is replaced by a 3D cube. Our 3D trackerlevel fusion method (TLF3D) fuses the 3D target cubes generated by base RGB-D trackers to obtain the final tracking result. The inputs for TLF3D are the tracking result cubes c i, j , i ∈ {1, . . . , N}, j ∈ {1, . . . , M} generated by M trackers in N frames. The fusion method can either operate online or offline. The number of frames N increases when a new frame is collected during online tracking. TLF3D formulates fusion as an energy optimization problem. An energy function evaluates both the 3D cube attraction and the 3D trajectory smoothness for each candidate fusion result in the 3D space to obtain the fusion result:
where A i (r i ) and S (r i−Δ , r i ) are the 3D cube attraction energy and the 3D trajectory smoothness energy in frame i, respectively, r i is the candidate fusion result in the 3D space, and Δ is the time interval for the temporary trajectory smoothness evaluation in frame i. Parameter α determines the importance of 3D trajectory smoothness energy versus 3D cube attraction energy: if α < 1, the 3D cube attraction energy is more important and tracking results with closer distance to base trackers have higher probability to be preferred; if α > 1, the 3D trajectory smoothness energy is more important and tracking results with more smooth trajectory have higher probability to be preferred. Instead of frame by frame optimization, the energy function E R considers all of the tracking results R in N frames to obtain the spatio-temporal optimization trajectory during the overall tracking progress.
3D Cube Attraction Energy
The 3D cube attraction energy term estimates the attraction field in the 3D space generated by the 3D cubic tracking results. The attraction between two cubes is the inverse of their distance. The distance between two cubes is defined in a six-dimensional space, which considers the 3D cube position as well as the 3D cube size. The bases of the sixdimensional space are the position of the cube center x,y,z and the width w, height h, and length l of the cube, i.e., (x, y, z, w, h, l)
T . The distance d between two cubes c and r is calculated as:
where β determines the importance of size versus position: if β < 1, position similarity between 3D cubes is more important when measuring attraction; if β > 1, size similarity between 3D cubes is more important when measuring attraction. In the traditional 2D fusion method, the size of the tracking result is described by the width and height of the 2D bounding box. However, the bounding box is a projection of the 3D cube, so bounding boxes with same 2D size may correspond to cubes with totally different 3D sizes and the distance may be calculated incorrectly. In Eq. (2), the candidate is described in 3D and the distance error caused by projection can be avoided. The 3D cube attraction energy of a candidate fusion result cube r i in a frame i is defined as:
where σ a determines the sensitivity of attraction to the distance and ω j is the weight of tracker j. When σ a is infinity, the attraction energy has no correlation with the distance and all candidates in the 3D space have the same attraction energy. Although different trackers have their own strengths in different scenarios, their average performance still differs. It is reasonable to trust the trackers with good average performance. However, good average trackers may perform worse than weak average trackers in specific scenarios (shown in Fig. 5 ), so in TLF3D, the weight ω j of each tracker is adjusted dynamically according to their performance.
3D Trajectory Smoothness Energy
The 3D trajectory smoothness energy term estimates the continuity of the 3D tracking results. Considering that the target moves randomly in the scene and its velocity changes frequently, so the velocity measured over a long time interval might not describe the movement of the target correctly. Therefore, we assume that the velocity of the target should not change drastically in a short time interval. In addition, the 2D position in the image plane loses one dimension of motion information for the target, e.g., when a target moves with a constant velocity in the 3D space, its velocity projected onto the 2D image plane may change due to variations in the relative positions of the target and the camera. Thus, we use the 3D velocity of the candidate to evaluate the tracking trajectory smoothness. The 3D velocity vector between the cube c and its previous state c is calculated as follows.
The 3D velocity variation of candidate r i in a frame i is calculated as:
where Δ is the time interval used to calculate the 3D velocity and its value should be sufficiently small to describe variations in the temporary velocity. With variations in the temporary 3D velocity, the 3D trajectory smoothness energy 
where σ s determines the sensitivity of smoothness to variations in the velocity. The 3D trajectory smoothness energy favors the candidate with a small 3D velocity variation. If the velocity of a candidate changes drastically, it will have a low 3D trajectory smoothness energy value. We note that in Eq. (1), the energy function E R evaluates the 3D trajectory smoothness in all of the historical frames and thus the global optimum 3D trajectory can be obtained by the proposed TLF3D method.
Base Trackers for Fusion
An effective fusion method is not sufficient to obtain a robust tracking algorithm. The fusion method uses the tracking results generated by the base trackers as inputs to calculate and output the final result. Obviously the accuracy of the output is determined by the quality of input. Therefore, the choice of base trackers for the fusion method is crucial for ensuring robust tracking performance. As mentioned above, good average trackers may perform worse than bad average trackers in specific scenarios because no tracker can be perfect and even a good average tracker still has weaknesses (shown in Fig. 5 ). Hence, the evaluation criterion for base tracker choice is the complementarity rather than the average performance. A base tracker can be decomposed into four tracking components: the observation model, feature extractor, motion model, and model updater. Base trackers with more diverse tracking components have higher complementarity. To achieve the complementarity of base trackers mentioned above, we propose three base RGB-D trackers with essentially different tracking components for the fusion method: foreground optical flow tracker with 3D forward-backward constraint (OF3D), 3D template correlation tracker (TC3D), and correlation filter tracker (CF3D). The components of each base tracker are shown in Table 1 . In the observation model component, the discriminative model uses additional background information to model the target and achieves better performance with recent benchmarks, but it may fail to distinguish the target from the background clutter. By contrast, the generative model only uses the foreground information to model the target and thus it is less sensitive to a cluttered scenario. Among the feature extractor components, the holistic edge feature is suitable for targets with a distinct contour, the holistic template feature is suitable for targets with a distinctive appearance, and the local point feature is suitable for targets with major deformation. Among the motion model components, 2D dense sampling is effective when the target-camera distance changes slowly and 3D dense sampling deals with fast changes in the target-camera distance, which will lead to abrupt motions in the image plane. Optical flow uses the motion of intensity pixels in the image plane to guide the search for the target. The stability-plasticity dilemma is considered by the model updater components, where a highly adaptive update method achieves high plasticity and can handle fast changes in the target's appearance, although it is prone to drifting. By contrast, the moderate adaptive update method achieves high stability and performs robustly, except with drastic changes in appearance. Evidently, points on the surface that belong to target should be selected as the point set P. Traditional optical flow trackers assume that all points inside the bounding box belong to the target and they select the point set P t−1 by grid sampling inside the bounding box [44] . However, it is inaccurate because the bounding box is a rectangular area, which roughly includes the target and a number of points still belong to the background, tracking these points is unnecessary and it may even cause estimation errors. Unlike traditional grid sampling, the OF3D segments the foreground area from I d t−1 , which belong to the target, and the point set P t−1 is then obtained by sampling points in the segmented foreground area. The point set selection methods is shown in Fig. 1 .
After selecting the point set, OF3D tracks the point set P t−1 by using the pyramidal Lucas-Kanade (LK) OFT [45] in {I c t−1 , I c t }, where the point set tracking result is denoted by P t . Considering the tracking errors in the LK tracker, tracking failure points must exist in P t , which will reduce the tracking performance. Thus, we propose 3D forwardbackward constraint to detect the tracking failure points.
The 3D forward constraint assumes that the 3D veloc- ity of each tracked point has an upper bound θ f . 
t is regarded as violating the constraint and wrongly tracked, then it is removed from P t .
After applying the 3D forward-backward constraint, we obtain the valid point set pair {P t−1 ,P t } with the successfully tracked points. OF3D estimates the target position and scale change by using the median point displacement and the median point distance change betweenP t−1 andP t .
3D Template Correlation Tracker
The 3D template correlation tracker (TC3D) estimates the target location by naive template matching. Two different templates are extracted to model the target: a 2D appearance template and 3D contour template (shown in Fig. 2) . The 2D appearance template is extracted from the color frame, where it encodes both the intensity information and color information of the target. The 3D contour template is extracted from the depth frame and it encodes the shape information of the target. We assume that 3D points on the target's surface belong to a Gaussian distribution model Even when the target moves uniformly in the 3D space, its 2D velocity projected onto the 2D image plane may still change if the 3D velocity has a component on the z axis. The velocity distortion phenomenon is caused by the loss of depth dimensionality and searching for the target in the 2D image space is inefficient. Therefore, TC3D searches for the target in the 3D space. Candidates are sampled from a sphere space centered on the target's previous location, where it is assumed that the velocity of the target has an upper limit θ s and the 3D movement between two frames should not be violent. The similarity between the candidate and target template is calculated by the normalized crosscorrelation coefficient and the candidate with the highest similarity is regarded as the target. The template is updated moderately in an interpolative manner in order to adapt to changes in the appearance and shape of the target:
whereT a denotes the 2D appearance template,T c denotes the 3D contour template, γ a and γ c denote the update rates.
Correlation Filter Tracker
The correlation filter tracker (CF3D) employs the high speed correlation filter [22] , [23] to model the target's 2D appearance and 3D shape. In CF3D, a filter w is trained based on an image patch x comprisng M × N pixels centered at the target position. All circular shift versions x m,n , (m, n) ∈ {0, 1, . . . , M − 1} × {0, 1, . . . , N − 1} are used as training samples, which are labeled by a Gaussian function according to the shift distance. The filter is trained by minimizing the L 2 -error:
where φ(x) denotes the mapping to a kernel space and λ is a regularization parameter for controlling the simplicity of the observation model. The label y m,n is continuous, so the learned correlation filter w is a ridge regression rather than a binary classifier. The filter can be computed as: w = m,n α m,n φ(x m,n ), where α is the dual variable of w. If the kernel employed κ(x, x ) = φ(x) · φ(x ) is shift invariant, then α can be calculated efficiently in the Fourier domain by using the fast Fourier transform:
where hatˆdenotes the discrete Fourier operator and k xx is a matrix where the element (m, n) is κ(x m,n , x). The shiftinvariant Gaussian kernel is employed in CF3D.
During tracking, the CFT searches for the target in a M × N patch z centered at the target's previous location. The response map for all the cyclic candidate patches is calculated by
where x and α denote the target observation model. The peak of the response map f(z) is estimated as the target's location in the current frame. In the CF3D, search patches are extracted at multiple scales to cope with changes in the target scale. The scale of the search patch with the highest peak is estimated as the target scale. HOG features [46] are extracted from color and depth frames to encode the target's edge information of both the 2D appearance and 3D shape (shown in Fig. 3 ). Moreover, color names [47] are extracted in color frames to encode the color informations. The observation models x and α are updated by simple interpolation like Eq. (7) during tracking.
Experiments
To evaluate the performance of the proposed TLF3D algorithm, we conduct extensive experiments on the well-known large-scale RGB-D benchmark [6] . Details of the benchmark dataset and the evaluation method are given in the following. First, we test the proposed TLF3D tracker by evaluating the performance of each base tracker and the effectiveness of the 3D fusion method. Next, we compare our tracker with state-of-the-art RGB-D trackers in various scenarios.
Experimental Setups
Our algorithm is implemented in MATLAB without optimization. The experiments are performed on a PC with an Intel I5-2400 3.10 GHz CPU and 4 GB RAM.
Implementation Details
In the fusion energy function, the importance of the 3D trajectory smoothness energy versus the 3D cube attraction energy is set to α = 1. In the 3D cube attraction energy term, the importance of size versus position is set to β = 1, the attraction sensitivity parameter σ a is set to 0.08, and the initial weights of the base trackers are set to [ω OF3D , ω TC3D , ω CF3D ] = [0.6, 1, 1]. In the 3D trajectory smoothness energy term, the time interval for temporary velocity calculation is set to Δ = 3 and the smoothness sensitivity parameter σ s is set to 0.08. In OF3D, the upper bound of the 3D forward constraint is set to θ f = 4, the upper bound of the 3D backward constraint is set to θ b = 0.2. In TC3D, the appearance template is sampled in the CIE Lab color space, the 3D velocity upper limit is set to θ s = 3, the model update rates are set to γ a = 0.01 and γ c = 0.50. In CF3D, the regularization parameter λ is set to 10 −4 , the 
Evaluation Dataset
The large-scale Princeton RGB-D Tracking Benchmark (PTB) [6] is employed as the dataset for evaluating the proposed algorithm. The PTB dataset contains 100 videos captured from various scenarios, which cover a wide range of tracking challenges, including deformation, fast motion, occlusion, background clutter, and illumination variation. Videos in the PTB dataset are classified to 11 tracking attributes according to target type (human, animal, rigid), target size (large, small), movement (slow, fast), occlusion (yes, no), and motion type (passive, active). To ensure fair comparisons between different tracking algorithms, the ground truths for the videos in the dataset are reserved to prevent data-specific parameter tuning, except for five validation videos. Tracking results of the algorithm under evaluation should be submitted to the website of the dataset (http://tracking.cs.princeton.edu) to automatically calculate the tracking performance and the comparison result against state-of-the-art trackers.
Evaluation Method
To quantitatively evaluate the performance of the proposed algorithm, we employ the evaluation metric used by PTB [6] . The average success rate is used to evaluate the tracking results, which is defined as the area-under-thecurve (AUC) of the tracker's success plot. The independent variable for the success plot is the overlap threshold, which varies from 0 to 1, where a result bounding box is considered correct if its overlap with the ground truth exceeds the threshold and the corresponding frame is then determined as a success. The dependent variable for the success plot is the percentage of success frames. The overlap between the tracking result and the ground truth is defined as follows: 
where B R i is the tracking result bounding box in frame i and B T i is the ground truth bounding box.
Component Analysis
To demonstrate the efficiency of the proposed TLF3D method, we decompose TLF3D into three base trackers and compare the performance of them with the integrated tracker. In addition, for the base trackers, we compare the performance of OF3D with its 2D version, and we validate the efficiency of 3D search compared with 2D search.
3D Fusion Method
The proposed TLF3D method uses the results obtained by three high diversity base trackers to generate the optimal tracking result. To evaluate the efficiency of the fusion method, we test the three base trackers separately on the PTB dataset and compare the performance of the individual trackers with the fusion method. As shown in Table 2 and Fig. 4 , the proposed TLF3D fusion method performs better than all the three base trackers in terms of all the tracking attributes. In particular, the improvements obtained by the fusion method against the best base tracker are significant in human (12.2%), fast (8.8%), occ (13.7%), and active (10.2%), which are among the most difficult scenarios for the tracking task due to their large shape deformation, rapid variation in velocity, and high background complexity. The fact that TLF3D performs better than the base trackers in the more difficult tracking scenarios is not surprising because it is almost impossible for trackers with simplex tracking components (e.g. observation model and motion model) to fit all scenarios, and thus a fusion method is needed to combine different models and obtain better performance. In TLF3D, the strengths of the base trackers are enhanced and their weaknesses are suppressed by 3D energy function optimization, where shape deformation is handled by the OF3D with a local point model, rapid velocity variation is handled by the TC3D with a large 3D search area, and high background complexity is handled by the CF3D with the discriminative observation model (shown in Fig. 5 ).
We can also see that the average performances of the base trackers differ greatly and even the average performance of OF3D is relatively low. However, the final fusion performance is still high because the base tracker selection is not determined by the average performance but instead by their complementarity. As shown in Table 1 , the base trackers designed for TLF3D are equipped with different tracking components in the observation model, feature extractor, motion model, and model updater. Hence, the base trackers complement each other in different scenarios.
Moreover, TLF3D outperforms the base trackers in the occlusion attribute. OF3D uses surface points to model the target, hence it is able to eliminate occlusion points; TC3D and CF3D use holistic features to model the target, hence they can produce positive responses during partial occlusions. Since all the three based trackers have the ability to handle occlusion, the fusion method is able to generate the success tracking result as long as one of the three base trackers outputs reliable result during occlusion. The improvement in the occlusion attribute further demonstrates the effectiveness of the proposed fusion method.
On the other hand, the proposed TLF3D method still fails in some scenarios. The tracking failures may have two reasons: base-tracking phase failure and fusion phase failure. When the base tracker fails to track the target, its tracking result will show a violent trajectory change, which vi- olates the trajectory smoothness constraint and causes low trajectory smoothness energy. Since TLF3D tries to find the position with the max energy, positions with lower energy near the failed base tracker have lower probability to be selected. Therefore, TLF3D has the ability to detect tracking failures of base trackers. During tracking, if there are success base trackers, TLF3D is able to find them and generate success fusion results; if there is not any success base trackers, it is unable to generate success fusion results without any correct cue. So for TLF3D, the number of fusion phase failure should be lower than the number of base-tracking phase failure.
OF3D Base Tracker
The base tracker OF3D selects the point set for tracking by 3D foreground sampling instead of traditional 2D grid sampling, detects optical flow tracking errors by 3D forwardbackward constraint. To demonstrate the effectiveness of the proposed 3D foreground point sampling and 3D forwardbackground constraint methods, we implement another optical flow tracker (OF2D), which selects the optical flow point set by traditional 2D grid sampling and detects tracking errors by 2D forward-backward constraint. As shown in Table 2 and Fig. 6 , the proposed OF3D performs significantly better than OF2D with 9.8% average success rate gain. In particular, there are large improvements in human (24.5%), large (17.8%), and fast (16.8%). This is because the shape of human targets is irregular and the ratio of background points is high in the sampled bounding box. In this case, the point set selected by traditional grid sampling contains a large number of unnecessary points and tracking these points may cause errors. By contrast, the background points are eliminated by OF3D and only foreground points are tracked by optical flow. In the fast motion scenario, OF3D uses the forward-backward constraint in 3D space to evaluate the validity of 3D point real motion, which is more effective than the OF2D with projection transformation. However, OF2D performs slightly better than OF3D in the slow motion scenario (3.1%) because the optical flow's error rate is low in this scenario and the 2D constraint is sufficient for tracking, besides the slight reduction in performance may be caused by 3D point cloud calculation errors.
In addition, we compare the proposed OF3D with other optical flow based RGB-D trackers, i.e., PCFlow [6] and OF [6] . The comparison results are reported in Table 2. OF3D outperforms PCFlow and OF in all attributes. Since the background points elimination mechanism enables OF3D to track the foreground points rather than the mixture points including background points, and the 3D forwardbackward constraint mechanism enables OF3D to detect incorrect tracking points rather than crudely uses all tracking points to estimate the target position. Moreover, OF2D outperforms OF [6] , which demonstrates the effectiveness of the forward-backward constraint mechanism in both 3D and 2D scenarios.
TC3D Base Tracker
The base tracker TC3D employs the 3D dense sampling motion model to search for the target in the 3D space. We implements another version of TC3D, where the motion model is replaced by 2D dense sampling to compare the effectiveness of 3D motion model with 2D motion model. As shown in Table 2 and Fig. 7 , the 3D motion model outperforms the 2D motion model in most attributes. The motion of the target in the 2D image plane is a projection from the 3D space with one dimension information loss, so the velocity of the target in the image plane will change sharply according to the distance between the target and the camera, e.g., for a target with a constant 3D velocity, the 2D velocity of the target will be higher when the target is closer to the camera. Therefore, searching for the target in 2D image plane with a constant area may not work well in all scenarios. By contrast, the 3D space contains the whole location information, and thus it is reasonable to search for a target with a constant area in the 3D space. For instance, in the occlusion attribute TC3D outperforms TC2D. Since the 3D search mechanism only evaluates candidates which obey the 3D motion model, the occluded candidates which disobey the 3D motion model are eliminated during occlusion. There is an exception in the slow motion scenario where 2D search performs better than 3D search because 2D search could handle the small 2D plane velocity well, and the high sampling density can lead to more accurate performance.
CF3D Base Tracker
The base tracker CF3D uses correlation filter to model the target's 2D appearance and 3D shape. We compare the proposed CF3D with other correlation filter based RGB-D trackers, i.e., DS-KCF [9] and SAMF+Depth [48] . Comparison results are reported in Table 2 . CF3D outperforms DS-KCF and SAMF+Depth since it employs more effective feature descriptors, i.e., color attributes besides HOG, and integrates occlusion handle mechanism during tracking.
State-of-the-Art Comparison
To evaluate the proposed TLF3D tracker, we compare it with 17 state-of-the-art RGB-D trackers on the PTB benchmark dataset. Both overall and attribute-based comparisons are conducted, the results are reported in Table 3 and Fig. 8 .
Overall Performance
The average rank and all SR columns in Table 3 show that the proposed TLF3D tracker performs better than all the other state-of-the-art RGB-D trackers, where 7.2% is the improvement in the all success rate compared with the second best tracker. The state-of-the-art trackers employ uniform tracking components in the observation model, feature extractor, motion model, and model updater, which makes it difficult to handle different tracking scenarios. By contrast, TLF3D fuses multiple tracking components via energy function optimization to identify the best target position by considering both the 3D cube attraction and 3D trajectory smoothness. It should be noted that fusions are also used in OAPF and PrinT-(a)RGBDOcc+OF, which ranked second and fourth in the comparison. The OAPF tracker fuses multiple feature extractors by multiplying the likelihood for all of the features, but the observation model and motion model are still uniform and unstable in no-occluded frames of various tracking challenges. PrinT-(a)RGBDOcc+OF fuses the tracking results generated by a SVM tracker and a large displacement optical flow tracker, the final result is obtained by simply selecting the result with a higher confidence score, its fusion method may fail in complex scenarios where the confidence score is not reliable. The third best tracker PST resynchronizes and re-registers the unaligned RGB-D frames before tracking, and it is regarded as an offline RGB-D tracking algorithm with higher quality RGB-D data. The average frame rate for the proposed online TLF3D is 5.0 fps, which is much faster than that of the second best online tracker, OAPF (0.9 fps, 5.6 times faster), and the fourth best online tracker, PrinT-(a)RGBDOcc+OF (0.1 fps, 50 times faster), thereby demonstrating its high efficiency as well as its effectiveness. The qualitative evaluation of the proposed algorithm compared with state-of-the-art trackers is shown in Fig. 8 . Fig. 8 Qualitative evaluation of the proposed tracking algorithm TLF3D, the PST [10] , PrinT-(a)RGBDOcc+OF [6] , DS-KCF [9] , SAMFD [48] trackers on 10 challenging videos (from top to down and left to right are bear back, cf occ2, computerbar1, dog occ 2, new ex occ1, new student center2, three people, toy wg occ1, wr no, and zball no2, respectively). Our algorithm performs consistently against state-of-the-art RGB-D trackers. Best viewed in color.
Attribute-Based Performance
To further evaluate the proposed TLF3D tracker in different tracking challenges, we additionally conduct comparisons against state-of-the-art trackers on 11 tracking attributes of the PTB benchmark dataset, the results are shown in Table 3 .
The TLF3D tracker performs best in 8 for the 11 attributes, e.g., human, rigid, large, small, fast, occ, no-occ, and active, and performs second best in 1 attribute, e.g., slow. In particular, TLF3D performs much better than the second best tracker in human (6.5%), large (7.5%), fast (7.7%), and active (9.7%). The tracking performance improvements in the comparison results demonstrate that the TLF3D tracker can perform robustly in a large range of scenarios. This is because TLF3D fuses the results generated by three intrinsically different base trackers with high diversity tracking components (shown in Table 1 ), where their strengths are enhanced and their weaknesses are suppressed selectively in different scenarios by the proposed TLF3D fusion method. The complementary base trackers allow TLF3D to handle different tracking challenges, such as shape deformation, abrupt motion, and background clutter simultaneously.
Conclusion
In this study, we propose a novel 3D tracker-level fusion algorithm (TLF3D) for online RGB-D tracking, where fusion is performed by optimizing both the 3D cube attraction energy and the 3D trajectory smoothness energy. In addition, three intrinsically different base trackers are proposed for use in the fusion algorithm, which employ different tracking components (e.g., observation model and motion model), and complement each other in different scenarios. Extensive experimental results on a large-scale RGB-D benchmark demonstrate the effectiveness of the proposed fusion method, and show that the proposed TLF3D tracker performs favorably against state-of-the-art RGB-D trackers in terms of efficiency, accuracy, and robustness.
