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Abstract
This thesis is devoted to the electronic properties of layered materials, with a focus on
the underlying interactions. Scanning tunneling microscopy and spectroscopy are used to
measure the local density of states present on the surface at low temperatures. The layered
materials studied as part of this thesis are bilayer graphene, topological insulators and
transition metal dichalcogenides. These materials have attracted broad interest in recent
years for their exceptional electronic properties. The experimental results are compared
to density functional theory calculation or model Hamiltonians conducted by cooperation
partners.
A new way to probe the layer-dependent band structure, called layer polarization, of
materials with broken inversion symmetry is demonstrated, namely by measuring quasi-
particle interference patterns on their surface. The role of layer polarization is studied in
chemically gated bilayer graphene, which is achieved by intercalating Cs between Ir(111)
and bilayer graphene, thereby shifting the chemical potential above the second conduc-
tion band minimum. Intraband and interband scattering are expected to produce four
rings around Γ and K, but only two pronounced and one weak ring are observed in the
experiment. Our experimental results that are complemented by simulations based on
the T -matrix theory, point to the localization of the standing waves within one of the two
layers as the cause for the weakness of this scattering wave vector. In addition, another
scattering wave vector is globally suppressed due to the parallel velocities of the states
involved in the scattering process. The latter is derived analytically for an n-band model,
that will be of great relevance for future quasiparticle interference studies of materials
with non-trivial band structures.
In the compensated topological insulator BiSbTeSe2, strong Coulomb disorder gives rise
to the formation of local accumulations of charge carriers, denoted charge puddles, both in
the bulk and on the surface. Bulk charge puddles are formed when the ﬂuctuations of the
Coulomb potential are as large as half of the band gap. Surface charge puddles are already
formed when small ﬂuctuations are present due to the gapless surface state, but the po-
tential is strongly suppressed due to the additional screening channel provided by metallic
surface carriers. This study uncovers the quantitative relationship between the properties
of bulk puddles and surface puddles on BiSbTeSe2, a material with well-investigated bulk
charge puddles. At 5.5 K, we ﬁnd surface potential ﬂuctuations occurring on a length
scale rs  40 50 nm with amplitude Γ  8 14 meV, which is much smaller than in the
bulk. In this nominally undoped compound, the value of Γ is smaller than expected for
pure screening by surface carriers, which may arise most likely from a cooperative eﬀect
of bulk screening and surface screening. In addition, surface charge puddles are found to
be temperature-independent up to 77 K, a temperature at which bulk puddles are already
strongly suppressed. Finally, quasiparticle interference maps show the Dirac nature of the
surface state, which is well described by T -matrix simulations. The latter can be used to
understand the role of the scattering potential. This allows to extract otherwise hidden
physical parameters such as the number of charged scattering potentials and the screening
length of the surface state.
Recent advances in molecular beam epitaxy of quasi-freestanding transition metal disul-
ﬁde monolayers on van der Waals substrates made it possible to study the fundamental
electronic properties of MoS2 on graphene on Ir(111). Its large band gap underlines the
weak coupling and small charge transfer between MoS2 and its substrate. Scanning tun-
neling spectroscopy in constant current mode is used to measure the signal of several
bands near to the valence band maximum and conduction band minimum of MoS2. The
inﬂuence of line defects, such as edges and mirror twin boundaries, is demonstrated. The
great advantage of epitaxial MoS2 on graphene on Ir(111) compared to other substrates
is visualized via intercalation of Eu between graphene and Ir(111), showing that epitaxial
MoS2 on graphene on Ir(111) not only gives us the opportunity to measure the fundamen-
tal electronic properties of MoS2, but also enables us to tailor those by doping graphene
from the backside.
Grain boundaries in monolayer transition metal dichalcogenides are predicted to host
one-dimensional metallic states embedded in an otherwise insulating layer. These states
may be electronically unstable, undergoing a Peierls transition which leads to a charge
density wave at low temperatures. The grain boundaries in epitaxial monolayer MoS2 on
graphene on Ir(111) are investigated in this thesis. The MoS2 islands feature long, straight
mirror twin boundaries, which are oriented along the material's dense-packed directions.
Along these we measure a small band gap together with periodic beatings in the local
density of states, both characteristic of charge density waves. Several types of mirror twin
boundaries are identiﬁed, each of which gives rise to a unique periodicity and electronic
structure. These quasi-freestanding wires oﬀer an opportunity to study the simple yet
rich physics of charge density waves, not often seen in true one-dimensional form exper-
imentally. Speciﬁcally, we investigate their properties based on symmetry analysis, their
band structure, the impact of point defects and edges, phonon excitations, temperature
dependence, phase-behavior and their response to doping. The latter is experimentally
demonstrated with Eu intercalation between graphene and Ir(111), and shows a unique
tunability of the periodic beating pattern.
Bulk VSe2 features a three-dimensional charge density wave that has not been extensively
studied so far. Scanning tunneling microscopy and spectroscopy are used to image the
charge density wave at the surface and to probe its local density of states. The main
features in the spectrum are linked to the contribution of the p-like and d-like bands of
VSe2 found in angle-resolved photoemission and tight-binding calculations. Additionally,
we ﬁnd a partial gap at the Fermi level that is attributed to the charge density wave
phase. Assuming weak electron-phonon coupling, the energy scale of the gap found in the
experiment is in good agreement with the transition temperature of VSe2, leading to the
conclusion that the Peierls model of Fermi surface nesting is applicable in this material.
The role of defects is investigated, which reveals that the partial gap in the density of
states and hence the charge density wave itself is extremely stable, though the periodic
modulation on the surface is strongly perturbed.
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PART I
Introduction
1

Many-body interactions are behind many of the most fascinating phenomena in solid
state physics: the charge and spin of electrons, as well as lattice vibrations of the periodic
ion cores, are all coupled to another, leading to peculiar correlated eﬀects such as super-
conductivity [1], magnetism [2], charge density wave order [3], or topological phases [4,
5]. These are partly already incorporated in current devices such as hard drives [6] and
superconducting magnets, and have great potential for future applications, especially in
the growing ﬁeld of spintronics [7, 8].
It is known that electronic instabilities become stronger in low-dimensional, layered mate-
rials [9], leading to a drastic increase of the transition temperature under which an ordered,
correlated phase emerges, as found in high-temperature superconductors [10], or charge
density waves in the metallic, layered transition metal dichalcogenides (TMDCs) [11].
Conceptually, it is evident that electrons can easily avoid each other in three-dimensional
systems, while they are all strongly coupled when conﬁned to one dimension. In this
thesis, layered materials such as bilayer graphene (BLG), three-dimensional topological
insulators (TIs), as well as TMDCs are investigated. The possibility to cleave or grow
these materials in ultra-high vacuum enables surface scientists to study the fundamental
properties of a well-deﬁned system ﬁrst, while the impact of additional perturbations, such
as defects or charge, may be included step by step to control, or even manipulate, their
electronic properties. Especially, they all represent model systems to uncover the eﬀects
of various interactions, such as interlayer coupling, Coulomb disorder, or electron-phonon
coupling, in combination with reduced dimensionality down to the physical limit of one
monolayer (ML) [12, 13].
The band structure of BLG near the chemical potential consists of massive Dirac fermions
[14], which are investigated in Chap. 5. They behave markedly diﬀerent from the states
of monolayer graphene (MLG) due to the interlayer interaction between the two Bernal-
stacked sheets. For example, when exposed to a perpendicular electric ﬁeld, the equiv-
alence of the two layers in BLG is broken, which result in a band gap opening between
valence and conduction band [15, 16]. This property makes BLG superior to MLG for
devices such as ﬁeld eﬀect transistors [17]. In this study, the in-equivalence of the BLG
layers in a perpendicular electric ﬁeld is used to visualize with quasiparticle interference
its layer-dependent band structure, called layer polarization.
In the case of compensated TIs, Coulomb interactions arising from random impurities in
the crystal lead to strong ﬂuctuations of the electronic states. In the bulk, these ﬂuc-
tuations are of the order of the band gap, leading to local charge carriers called charge
puddles [18]. The need to investigate the role of charge puddles at the surface of TIs is
3
evident, since the control of the chemical potential is mandatory to create spin-polarized
currents of electrons or holes conﬁned to the surface of TIs [19, 20], while the bulk con-
ductivity needs to be globally suppressed there. The role and interplay of surface and
bulk charge puddles in the compensated TI BiSbTeSe2 will be the topic of Chap. 6.
ML TMDCs have many superior properties compared to their bulk counterparts, such as
a direct band gap [21], ﬂexibility and transparency [22], making them suitable for future
digital electronics and optoelectronics [23]. Strong electron-electron interactions due to
the reduced screening are claimed to be responsible for many peculiar properties of ML
TMDCs, such as their giant excitonic binding energy [24]. When TMDCs are grown on a
metallic substrate, the interaction with the latter may perturb the properties of the ML,
leading to a hybridized band structure [25], as well as gating due to band alignment [26].
In Chap. 7, the electronic properties of ML MoS2 on a weakly interacting substrate,
namely MLG/Ir(111), are investigated and compared to MoS2 grown on strong and weakly
interacting substrates, such as Au(111) and HOPG. In addition, we demonstrate two ways
to manipulate the size and position of the MoS2 band gap, namely with well-deﬁned defects
and doping through Eu intercalation.
As mentioned above, interactions between electrons and phonons may lead to phase tran-
sitions at low temperatures. Chap. 8 deals with the one-dimensional states observed in
mirror twin boundaries (MTBs) in ML TMDCs, which have been reported to form a
charge density wave [27] with a wealth of fascinating properties such as spin-charge sep-
aration [28], inelastic tunneling [27] and quantum conﬁnement eﬀects [29]. While these
one-dimensional, metallic states were only observed in MoSe2 [2729] and MoTe2 [30]
MTBs so far, we present here the electronic properties of one-dimensional, metallic states
embedded in MoS2 MTBs, and show that they represent a model system to investigate
the role of dimensionality, defects, and doping on the properties of electronic states.
While weak electron-phonon interaction and the resulting Fermi-surface nesting are ex-
pected to produce electron instabilities in one dimension, is remains questionable whether
this remains the main driving force toward charge density wave order in higher dimen-
sions [31]. A three-dimensional charge density wave phase that has not been extensively
investigated so far is found in the layered material VSe2. Its charge density wave gap,
which is extracted at the chemical potential, is used to test the theoretical predictions of
weak versus strong electron-phonon interaction.
The remainder of this thesis is organized as follows: starting with the fundamentals
(Part II), the basic electronic properties of the layered materials under investigation are
introduced in Chap. 1. The main electronic interactions are described in Chap. 2. The
4
experimental techniques, as well as the setup and sample preparations, are brieﬂy dis-
cussed in Chap. 3 and Chap. 4. As detailed above, Chap. 5-9 discuss the experimental
results (Part III), which are summarized at the end of the thesis (Part IV).
5
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PART II
Fundamentals
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CHAPTER 1
Layered materials
The tight-binding code of monolayer and bilayer graphene was programmed by J. Lux. N. Ehlen
provided the tight-binding plots for MoS2 and VSe2.
This chapter covers the basic structural, electronic and related symmetry properties of
the layered materials which are investigated in this thesis. The electronic properties of
MLG and BLG are reviewed in Ref. [14, 32, 33]. A discussion on the electronic properties
of MoS2 and its relation to symmetries and valley physics can be found in Ref. [34, 35].
A detailed introduction to topological insulators with focus on both the mathematical
description and the topological insulator materials found to date can be found in Ref. [36].
1.1 Monolayer graphene versus bilayer graphene
Monolayer graphene (MLG) is the two-dimensional (2D) form of graphite. Its exfolia-
tion down to one atomic layer was the ﬁrst experimental realization of a freestanding 2D
crystal [12, 37], which led to a scientiﬁc boom [38] towards the surge of novel 2D materi-
als [13]. MLG forms a honeycomb lattice in real space that is shown in Fig. 1.1 (a). The
two colors visualize the two carbon atoms (A and B) in the unit cell of the hexagonal
Bravais lattice. The rhomboid visualizes one unit cell in Fig. 1.1 (a).
The ﬁrst Brillouin zone (BZ) of MLG is shown in Fig. 1.1 (b). It has the hexagonal
symmetry of the Bravais lattice, with the high symmetry points Γ, M, K and K'. Note
that K and K' are in-equivalent due to the two-atom basis.
The electronic properties of MLG can be modeled with a tight-binding (TB) Hamiltonian
that considers electron hopping between the two sublattices A and B [14]. It intro-
duces the hopping parameter γ0 which can be understood as the overlap of neighboring
9
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Figure 1.1: Structural and electronic properties of MLG: (a) In-plane lattice structure. The
two colors visualize the two sublattices A and B (both are carbon atoms). The dotted rhomboid
represents one unit cell which contains two atoms. (b) 1. BZ (hexagon) of MLG. The high
symmetry points Γ, K, M and K' are indicated in the ﬁgure. (c) Visualization of the hopping
parameter γ0 between the two sublattices. (d) Band structure along MK'ΓKM using γ0  3 eV.
The two bands touch each other at the K and K' points near k  1.7 Å1, while Γ is at k  0.
The line at E  0 represents the chemical potential. (e) Zoom on the band structure at energies
in the vicinity of the chemical potential.
pz orbitals. The three hopping terms connecting an electron at sublattice B to an electron
at sublattice A are sketched in Fig. 1.1 (c). The resulting Hamiltonian has the following
form:
Hpkq 

0 γ0 fpkq
γ0fpkq 0

. (1.1)
The factor fpkq  eikya{
?
3   2eikya{p2
?
3q cospkxa{2q (a is the lattice constant) takes
into account the location of the three nearest neighbors. The diagonal elements of the
Hamiltonian are zero due to the absence of hopping within the same sublattice and the
equivalence of the carbon atoms at positions A and B [14].
The band structure obtained from this Hamiltonian is shown in Fig. 1.1 (d) and (e). There
are two bands that touch each other at the Dirac energy, forming a Dirac cone with linear
10
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dispersion at the K point [32]. For freestanding MLG, the Dirac energy corresponds to
the Fermi energy. The linear dispersion of the Dirac cone near K is given by [32]:
Epkq  ~vFk  ~3γ0a
2
k, (1.2)
and is hence directly proportional to γ0. The Fermi velocity vF  106 m/s is often
extracted from the experiment instead of γ0. Note that this dispersion is equivalent to
that of massless Dirac fermions, which makes it possible to study the peculiar behavior
of Dirac particles [12, 39, 40].
Including next-nearest hopping parameters between atoms of the same sublattice reduces
the band width at M and hence enhances the asymmetry in the dispersion between KΓ
and KM. This leads to stronger trigonal warping [41].
The dispersion obtained in this section only includes the pz orbitals of MLG. There are
additional bands arising from the sp2 hybridization of the s, px and py orbitals of MLG.
The covalent bonding leads to (occupied) bonding and (empty) anti-bonding bands that
are separated by a large gap, so that they can be ignored when investigating the electronic
properties at low energies, in the vicinity of the chemical potential.
There are many ways to tailor the electronic properties of MLG. Applying a magnetic
ﬁeld leads to quantized Landau levels with a peculiar energy separation unique to massless
Dirac fermions [42]. The same quantization is observed when inducing folds in MLG such
as nanobubbles [43] or wrinkles [44] that are mathematically equivalent to magnetic ﬁelds
of several hundred Tesla (referred to as pseudo-magnetic ﬁelds since no ﬁeld is actually
applied). Conﬁnement is another way to quantize the states of MLG [45, 46], similar
to a 2D electron gas (2DEG) [47]. Terminating graphene also leads to edge states [48],
while defects such as vacancies in the honeycomb lattice are proposed to be a source of
magnetism [49, 50].
MLG epitaxially grown on a metal surface can exhibit a band gap at the Dirac energy
due to strong hybridization of the metal bands with the bands of graphene, as for MLG
on Ni(111) [51], or minigaps are formed due to the moiré induced by the lattice mismatch
between graphene and the metal surface, as for MLG on Ir(111) [52]. Another important
eﬀect of the support is doping, which (mainly rigidly [53]) shifts the band structure of MLG
up (p doping) or down (n doping) with respect to the chemical potential. In addition, it
is possible to intercalate electron acceptors (such as alkali metals [54]) or donors (such as
oxygen [45, 55]), that increase the doping range to more than 2 eV [56].
Bilayer graphene (BLG) consists of two MLG stacked on top of each other. The crystal
structure of Bernal-stacked BLG (which will be referred to as BLG from now on) is shown
11
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Figure 1.2: Structural and electronic properties of BLG: (a) In-plane lattice structure, with the
sublattices A1 and B1 (A2 and B2) of the lower (upper) layer, respectively. The atoms B1 and
A2 are directly on top of each other. The dotted rhomboid displays one unit cell which contains
four C atoms. (b) Visualization of the hopping parameters in-plane (γ0). (c) Hopping parameters
(γ1, γ3 and γ4) between the two layers. The parameter γ1 is perpendicular to the layers (along the
c direction) and hence higher than γ3 and γ4. (d) Band structure using γ0  3 eV, γ1  0.55 eV,
γ3  0.1 eV, γ4  0 eV and U  0 eV. The line at E  0 represents the chemical potential. (e)
Zoom on the band structure at energies in the vicinity of the chemical potential.
in Fig. 1.2 (a) from above. We have four atoms A1,B1,A2,B2 in the unit cell, with 1 and 2
referring to the lower and upper layer, respectively. Only three diﬀerent atoms are visible
since B1 and A2 are sitting directly on top of each other, while the A1 (B2) atoms are
placed in the center of the honey comb rings of the lower (upper) layer.
The TB Hamiltonian for BLG in A1,B1,A2,B2-basis has the following form [14]:
Hpkq 


U{2 γ0 fpkq γ4fpkq γ3fpkq
γ0fpkq U{2 γ1 γ4fpkq
γ4f
pkq γ1 U{2 γ0fpkq
γ3fpkq γ4fpkq γ0fpkq U{2

. (1.3)
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1.1 Monolayer graphene versus bilayer graphene
The hopping parameters γ1, γ3 and γ4 take into account hopping between the two layers,
while γ0 describes in-plane hopping, see Fig. 1.2 (b) and (c). The potential U describes a
diﬀerence in the on-site energy of the orbitals on the two layers [14], which makes them
in-equivalent and, in consequence, breaks the inversion symmetry of BLG. This symmetry
breaking can be induced by an electric ﬁeld perpendicular to the layers [15]. The hopping
parameter between A2 and B1 (γ1) is higher than the hopping parameters between A1 and
B2 (γ3) and between A1 and A2 (γ4), since the two atoms are directly on top of each other
in this case only, see Fig. 1.2 (c). Hence we have γ0 ¡ γ1 ¡ γ3  γ4. Note that hopping
between B1 and B2 is equivalent to the hopping between A1 and A2, leading to four
matrix elements in the Hamiltonian containing γ4. Turning oﬀ all out-of-plane hopping
parameter leads to the Hamiltonian of two non-interacting MLG sheets with diﬀerent
on-site energies, compare to Eq. 1.1.
The band structure of BLG is shown in Fig. 1.2 (d) and (e) in the symmetric case of
U  0 and using γ0  3 eV, γ1  0.55 eV, γ3  0.1 eV, γ4  0 eV. Four bands are present
due to the four atoms in the unit cell, two valence bands and two conduction bands. In
freestanding BLG, the chemical potential lies between valence and conduction bands, as
indicated in Fig. 1.2 (c) and (d) with a line at E  0. Two bands touch at the K point,
forming massive Dirac fermions [32], while the other two bands are separated by a gap.
Having control over the parameters of Eq. 1.3 helps to understand their inﬂuence on the
band structure, see App. A. The slope of all four bands is mainly determined by γ0, as in
MLG. The gap at K between two of the four bands strongly depends on γ1. The two bands
that touch at the chemical potential hence arise from the hopping between A1 and B2,
while the hybridized bands that are separated by a gap arise from the hopping between
A2 and B1, that are directly on top of each other [14]. The hopping parameter γ3 induces
a small trigonal distortion near the Dirac energy [not visible in Fig. 1.2 (e)] that leads to a
Lifshitz transition [14], while the hopping parameter γ4 breaks the electron-hole symmetry
[14].
Note that the (AB) stacking of the two carbon layers is crucial to obtain the band structure
shown in Fig. 1.2 (d) and (e). When the two layers are AA stacked, the band structure
shows two Dirac cones at K that are separated in energy by 2γ1 [33]. When the two layers
are twisted, with small rotation angles up to 10, van Hove singularities appear in the
density of states (DOS) [57], in close resemblance to the minigaps induced by the moiré of
epitaxial MLG. Note that at very small rotational angles, both AB and AA stacking are
present, leading to the observation of coexisting massless and massive Dirac fermions in
ARPES due to the large beam size [58]. However, all ARPES studies on BLG on Ir(111)
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Figure 1.3: Doping MLG and BLG: (a) Doping rigidly shifts the Dirac cone away from the
chemical potential in MLG. No gap opens between valence and conduction band. (b) Doping also
rigidly shifts the bands on BLG, but in addition opens a gap between valence and conduction
bands. The on-site energy U is responsible for the band gap, breaking the equivalence of the
two layers. (c) gedankenexperiment that visualizes the physics behind the gap opening. The red
(blue) band refers to the upper (lower) layers when doping from below.
(which is subject of Chap. 5) reported AB stacking when the two layers are aligned [59,
60], which can easily be veriﬁed with STM due to the appearance of a moiré pattern with
a characteristic periodicity that depends on the rotation angle between the two graphene
layers [61].
One important diﬀerence between freestanding and epitaxial MLG and BLG is their
behavior upon doping, i.e. charge transfer between the 2D material and its substrate.
The eﬀect of doping on the band structure of both MLG and BLG is shown in Fig. 1.3.
In both cases the chemical potential is set to µ  0.9 eV. As discussed above, we ﬁnd that
the chemical potential is not at the position of the Dirac energy in MLG, see Fig. 1.3 (a).
The band structure is rigidly shifted, leaving the Dirac cone intact. Hence, it is common
to deﬁne the doping level as the energy diﬀerence between chemical potential and Dirac
energy. In BLG, we see that doping changes the band structure far more, see Fig. 1.3 (b).
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In addition to the rigid shift of the bands we ﬁnd that a band gap opens at the Dirac
energy. It is caused by the on-site energy U that breaks the inversion symmetry and
renders the two layers in-equivalent.
The eﬀect of doping in BLG can be understood with a gedankenexperiment that is
sketched in Fig. 1.3 (c). Imaging having two equivalent graphene layers (U  0) that
are not coupled (γ1  γ3  γ4  0). The Hamiltonian then collapses to that of MLG, and
we get two degenerate Dirac cones at low energies. Bringing an electropositive material
in close proximity from below signiﬁcantly dopes the lower layer (blue Dirac cone), while
the chemical potential of the upper layer is only slightly shifted (red Dirac cone). The
diﬀerence is given by the on-site energy U , which rigidly shifts the cones, lifting their
degeneracy. This leads to two diﬀerent doping levels for the non-interacting Dirac cones.
By turning on interlayer interactions, we see that gaps open at the positions where bands
are crossing each other, leading to the sombrero-like band gap of BLG. Note that without
interlayer hopping we have two Dirac cones that are completely localized in one of the
two layers. This layer polarization is also present in BLG, as sketched in Fig. 1.3 (c).
While the states in our gedankenexperiment are always completely localized in one of
the two layers in MLG, the degree of localization in BLG depends on the size of U and
the position in the band structure. As an example, for an on-site energy of U  0.4 eV,
we ﬁnd a layer polarization of 0.2 to 0.8 for the two conduction bands at the chemical
potential.
1.2 Monolayer molybdenum disulﬁde
The structure of the transition metal dichalcogenide (TMDC), trigonal prismatic (2H),
monolayer (ML) MoS2 is sketched in Fig. 1.4 (a)-(b). The Mo (red) and S (yellow) atoms
form a honeycomb lattice in plane, see Fig. 1.4 (a). Important symmetries of this crystal
structure are the three mirror planes sketched with dashed lines. One primitive unit cell
is sketched with dotted lines. In the side view along the armchair direction shown in
Fig. 1.4 (b), we ﬁnd that two sulfur atoms are sitting above each other in the trigonal
prismatic geometry. Every Mo atom binds to 6 sulfur atoms, while one sulfur atom binds
to three Mo atoms. The unit cell contains three atoms. The binding in MoS2 is not purely
covalent as in MLG, but partly ionic, since each Mo donates 4 electrons, while every S
accepts 2 electrons [63]. The dashed line in Fig. 1.4 (b) deﬁnes an additional mirror plane.
The reciprocal space is sketched in Fig. 1.4 (c), with the high symmetry points Γ, Γ', M,
K and K'. The hexagon around Γ deﬁnes the ﬁrst BZ.
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Figure 1.4: Electronic and structural properties of 2H ML MoS2: (a) In-plane lattice structure.
The dashed line visualizes the mirror planes. The dotted rhomboid is the unit cell which contains
three atoms. (b) Out-of-plane crystal structure along the armchair direction. The dashed line
is an additional mirror plane. (c) 1. BZ around the Γ point (hexagon). The high symmetry
points at K, M and K' are marked. The length between Γ and Γ' represents one reciprocal
lattice vector. (d) Band structure of ML MoS2 along high symmetry directions using TB [62].
The valence bands have three CPEs, the conduction bands four CPEs. Some of the bands are
spin-split, which is sketched with red arrows in the VB.
The band structure of ML MoS2 close to the chemical potential is shown in Fig. 1.4 (d)
along high symmetry directions [62]. It uses the TB model of Ref. [64]. A band struc-
ture calculation of MoS2 using GW which shows excellent agreement to experimental
absorbance [21] and photoluminescence excitation measurements [65], can be found in
Ref. [66]. MoS2 is a semiconductor, with a (theoretical) band gap of 2.8 eV using GW be-
tween valence band maximum (VBM) and conduction band minimum (CBM) [66]. Note
that the band gap in Fig. 1.4 (d) is smaller due to the diﬀerent density functional theory
(DFT) calculation used for the TB ﬁt [64]. We ﬁnd three extrema, denoted critical point
energies (CPEs), near the top of the valence band; one at the Γ point, the other two at
K. At the bottom of the conduction band, we ﬁnd 4 CPEs; one at K, two between K and
Γ (near Q), and a maximum between the two.
The valence band maximum and conduction band minimum are both located at K, which
makes ML MoS2 a direct band gap semiconductor. Note that the band gap becomes
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indirect when increasing the numbers of layers due to a shift of the valence band at
Γ above the band at K [67], similar to the behavior of other TMDCs such as MoSe2 [68].
The eﬀect of spin-orbit coupling (SOC) is important to understand the electronic prop-
erties of 2H TMDCs in general due to the heavy transition metal atom and the broken
inversion symmetry when reducing the thickness of the crystal to one ML. Zhu et al.
[34] showed that SOC is responsible for the spin-splitting of some of the bands along
KΓK'M, by using DFT calculations with and without SOC. Two red arrows visualize the
spin-splitting at the top of the valence band of Fig. 1.4 (d). They point up or down,
depending on the spin components of the states within the bands.
The link between SOC and the symmetries of MoS2 is nicely visualized with Kramer's
degeneracy: time-reversal symmetry (TRS) dictates that a state with energy E, spin Ò
and momentum k obeys the relation EÒ pkq  EÓ pkq, because changing the sign of
time reverses momentum and ﬂips the spin of a state, but does not change its energy.
For crystals with inversion symmetry [EÒ pkq  EÒ pkq], all states in the band structure
have to be spin-degenerate, because EÒ pkq  EÓ pkq  EÓ pkq. In the case of ML
MoS2, the inversion symmetry is explicitly broken, so that spin-splitted bands are in
principle allowed. However, the mirror planes sketched in Fig. 1.4 (a) and (b) lead to
spin-degeneracy along the high symmetry direction ΓM and for spin components pointing
in-plane, since EÒ pkq  EÓ pkq when spin and momentum are parallel to one mirror plane.
All other states can be spin-split, with a sign change across the ΓM plane due to mirror
symmetry [EÒ pkq  EÓ p-kq]. Hence, the spin-splitting at K is reversed at K', leading to
an additional degree of freedom entitled valley physics [35].
Interestingly, though bilayer (BL) MoS2 has an inversion center, it still has spin-splitted
bands [69]. This hidden spin-polarization is due to the layer-dependent band structure of
BL MoS2; The upper layer hosts the spin-up state which has the same energy as the spin-
down state in the lower layer. Hence, though Kramer's degeneracy is maintained, surface
sensitive method such as ARPES are able to ﬁnd these hidden spin-polarized states by
mainly probing the upper layer [70].
Extended line defects are known to exist in MoS2, especially when grown epitaxially
with chemical vapor deposition (CVD) or molecular beam epitaxy (MBE). These grain
boundaries are potentially relevant as they are expected to enable spin- and valley po-
larized transport in TMDCs [71]. Diﬀerent types of grain boundaries form, depending
on the orientation of the two ﬂakes that meet each other. A highly symmetrical case is
found when the two grains are rotated by 60 with respect to each other. The result-
ing line defect is a mirror twin boundary (MTB) which is oriented along the material's
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Figure 1.5: MTBs in MoS2: The grain boundary in the 4|4P structure forms 4-membered rings
that are connected by a point. In the 4|4E structure, the 4-membered rings are connected by an
edge. Note that the atom positions within the MTB are not relaxed in this sketch.
dense-packed directions. Two kinds of highly symmetrical MTBs form in MoS2 during
growth [72]. Their structure is sketched in Fig. 1.5: the MTBs are deﬁned as 4|4P and
4|4E, following the notation of Ref. [73]; The 4|4P MTB forms 4-membered rings within
the grain boundary, which are connected by a single point (P). The 4|4E MTB also forms
4-membered rings within the grain boundary, which are connected by an edge (E). The
relaxed 4|4P structure is ﬂat, while the 4|4E structure shows a small height change at the
boundary [72]. MTBs in TMDCs are predicted to host metallic states that are conﬁned
in one-dimension. As was shown recently for MoSe2 [27, 28], these metallic states undergo
a Peierls transition which leads to a commensurate charge density wave (CDW) at low
temperatures.
In the 4|4P structure, the mirror plane lies exactly on the MTB. This is not the case in
the 4|4E structure. However, since both 4|4P and 4|4E MTBs are inversion symmetric
one can conclude that no spin-splitted bands are expected for long MTBs and when the
role of the substrate is negligible. In line with this symmetry analysis, DFT calculations
of the 4|4P MTB in MoSe2 reported no spin-splitting when including SOC [27].
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Figure 1.6: Electronic and structural properties of VSe2: (a) In-plane lattice structure. The
dotted rhomboid is the unit cell which contains three atoms. (b) Out-of-plane crystal struc-
ture along the armchair direction. Two Se-V-Se blocks are sketched, separated by a vdW gap.
(c) Three-dimensional 1. BZ around the Γ point, with the high symmetry points within the
ΓKM and AHL planes. (d) Sketch of the band structure of VSe2 along certain high symmetry
directions [62].
1.3 Vanadium diselenide
The structure of octahedral (1T) VSe2 is sketched in Fig. 1.6 (a)-(b). Similar to 2H
MoS2, the unit cell consist of a transition metal (V, red) layer sandwiched between two
chalcogen (Se, yellow) layers. The crystal has octahedral symmetry, forming a hexagonal
structure in the top view, see Fig. 1.6 (a). Inversion symmetry is present in bulk VSe2 and
persists down to one ML, so that SOC is unable to lift the spin degeneracy in VSe2 as
long as this symmetry is not broken, as for example due to a surface termination [74,
75]. The primitive unit cell is sketched with dotted lines. The inversion symmetry is best
seen in the side view along the armchair direction shown in Fig. 1.4 (b). Two layers are
sketched to visualize the inversion symmetry of the BL and, in consequence, of the bulk
(which is also present in 2H TMDCs) and, in addition, the inversion symmetry within
each individual Se-V-Se block. The binding in bulk VSe2 is strong within the Se-V-Se
layers, while mainly van der Waals (vdW) between these layers. The unit cell contains
three atoms.
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The 1. BZ is sketched in Fig. 1.6 (c), with the high symmetry points Γ, M, K, A, L and
H. When thinned down to one ML it is identical to the BZ of MoS2 since both have equal
Bravais lattices in plane.
The band structure of VSe2 calculated using TB is shown in Fig. 1.6 (d) [62]. The color
of the bands indicates their orbital character, from p-like to d-like. One of the bands
crosses the Fermi level, hence VSe2 is a metal. Due to the layered structure of VSe2,
the band width is largest in the Γ-M-K plane. There is, however, also a ﬁnite dispersion
out-of-plane, see Fig. 1.6 (d).
Many metallic TMDCs undergo a phase transition at low temperatures, forming a CDW.
In VSe2, two CDWs are observed with the corresponding transition temperatures T 
110 K and T  80 K as measured using electron diﬀraction [76], resistivity measurements
[77] and Raman [78]. The high temperature CDW forms a commensurate p4 4q periodic
lattice distortion (PLD) with respect to the lattice in-plane (qa  a{4  0.54Å1) with
an (incommensurate) out-of-plane component (qc  0.314c) [7981], with a  |a| 
|b| and c  |c| deﬁned as the length of reciprocal lattice vectors parallel (ab-plane)
and perpendicular (c-axis) to the layers, respectively. The second CDW phase at lower
temperatures stays commensurate in-plane, but has a reduced out-of-plane component
(qc  0.307c) [79, 81]. Note that a commensurate out-of-plane component (qc  c{3)
has been reported in Ref. [82].
1.4 BiSbTeSe2
The crystal structure of BiSbTeSe2 is shown in Fig. 1.7 (a)-(b). The crystal consists of
quintuple layers (QLs) with the stacking order Te/Se, Bi/Sb, Se, Bi/Sb, Te/Se. Fig. 1.7 (b)
shows a side view, in which one QL is highlighted with a dashed rectangle. The (Te/Se)
layers that separate two QLs are only weakly bond via vdW forces, making it the pre-
ferred cleaving plane. When substituting Bi/SbÑBi and Te/SeÑSe, the crystal structure
transforms to the famous topological insulator (TI) Bi2Se3 [20]. The biggest advantage of
BiSbTeSe2 and other composition of the form Bi2xSbxTe3ySey is their insulating bulk
due to nearly perfect compensation [83].
Similar to Bi2Se3, BiSbTeSe2 is a TI with a surface state that forms a spin-polarized
Dirac cone at the Γ point. While the Dirac energy is close to the chemical potential in
BiSbTeSe2, it is possible to vary the location of the Dirac cone within the bulk band gap
by changing the composition of Bi2xSbxTe3ySey [84]. To understand what is actually
driving these materials to become a TI, we brieﬂy recall the basic theoretical results of TIs
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Figure 1.7: Electronic and structural properties of BiSbTeSe2: (a) Unit cell of BiSbTeSe2,
containing layers of Se (yellow), Te/Se (cyan) and Bi/Sb (dark blue). (b) Out-of-plane crystal
structure. The dashed rectangle visualizes the QL structure. The bonding between QLs is weak,
while strong within the QL. (c) Visualization of the band inversion and corresponding change in
the parity (1) due to SOC. (d) Sketch of the band structure with and without SOC.
(see Ref. [36] for a long, yet pedagogically appealing derivation and discussion), which are
mainly based on fundamental symmetry arguments that are directly related to the crystal
and electronic structure of the material. As already described in Sec. 1.2, when TRS is
preserved, Bloch states uk with spin up and momentum k are coupled to states with spin
down and momentum k. At time-reversal invariant momenta (TRIM), this leads to
a (Kramers) degeneracy that can only be lifted when the symmetry is broken. In 3D,
there exist 8 TRIM Λn1,n2,n3 with all combinations ni  0,|Gi{2| (Gi is a reciprocal lattice
vector). Mathematically, the two states are then coupled via a matrix of the form [36]:
wαβpkq   uα,k|Θ|uβ,k ¡ , (1.4)
where α and β are band indices, and Θ the TRS operator. In the simple case of a two
band model, α Ò and β Ó. At TRIM, the Kramers degeneracy dictates that two
Bloch states with opposite spin and momentum are equal, except for a phase factor eχpkq,
which in consequence enters wαβ. With the knowledge of wαβ, one is then able to analyze
the Z2 topological invariants ν0 and νi (i  1,2,3) for every TRIM Λi (without loss of
generality |Gi|  pi), which are given by the following equations [19]:
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δ pΛiq  Pfrw pΛiqsa
detrw pΛiqs
(1.5)
ñ p1qν0 
¹
nj0,pi
δ pΛn1,n2,n3q , (1.6)
p1qνi 
¹
nji0,pi;nipi
δ pΛn1,n2,n3q , pi  1,2,3q. (1.7)
When one of the topological invariants is non-zero, the Hilbert space is twisted [36], and
the material is topologically non-trivial in the bulk. When in contact to a topologically
trivial insulator such as vacuum, the TI material will close its band gap at the interface
to change its topology. This leads to topologically protected surface states at the surface
of TIs. Note that ν0 is unique to 3D systems, which is why TIs are separated into two
categories: strong (ν0  1) and weak (at least one νi  1) TIs.
Another important symmetry that simpliﬁes the search for TI materials is inversion sym-
metry, which is also present in BiSbTeSe2 [the yellow Se atoms are inversion centers, see
Fig. 1.7 (b)]. Fu and Kane [85] could show that, when inversion symmetry is present, the
Z2 topological invariants can be calculated with the parity eigenvalues (which are 1)
of the occupied bands at TRIM. Hence, when two bands at the chemical potential with
opposite parity switch positions at a TRIM, the material also changes from topological
non-trivial to topological trivial or vice versa. For the isostructural compound Bi2Se3,
Zhang et al. [20] could track down that SOC is responsible for the non-zero topological
invariant ν0  1, since it switches the position of two p-bands with opposite parity, as
visualized in Fig. 1.7 (c). The corresponding band structure with and without SOC is
sketched in Fig. 1.7 (d). With SOC, one ﬁnds a band inversion at the Γ point, which in
turn leads to topologically protected surface states as observed with ARPES [84]. Another
consequence of SOC is that the surface state is spin polarized, so that the states near the
Γ point behave like Dirac fermions with interesting properties, such as spin-momentum
locking.
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CHAPTER 2
Electronic interactions
This chapter introduces the reader to various interactions that lead to the peculiar prop-
erties of the materials investigated in this thesis.
Electron-phonon coupling and its connection to CDWs is described in detail in the books
of Khomski [86], Gruener [87], and in the review of Rossnagel [88]. The paper of Johannes
et al. [31] nicely discusses the role of the electron susceptibility to CDW formation.
Coulomb disorder and the resulting charge puddles is reviewed in Ref. [89].
The complete derivation of the T -matrix theory using scattering theory is found in the
book of J.J. Sakurai [90] and in the lecture notes of A. Altland [91]. A review on JDOS
and T -matrix theory with focus on graphene can be found in Ref. [92].
2.1 Charge density waves
Peierls noted in 1955 [3] that low-dimensional systems tend to be electronically unstable,
undergoing a transition at low temperatures to an ordered phase which is nowadays known
as charge density wave (CDW). The ﬁngerprints of the phase are (i) a band gap (deﬁned
as CDW gap) opening in the band structure at the Fermi energy, (ii) a modulation in
the LDOS with wavelength λ  pi{kF, accompanied with (iii) a static lattice distortion
with the same wavelength. These characteristic features are sketched in Fig. 2.1. Many
materials were found to order in the CDW phase at low temperatures, especially low-
dimensional, layered materials such as TMDCs [88].
A qualitative explanation of the existence of a CDW is obtained when considering Bloch
wave functions of a nearly-free electron band in a weak periodic potential. When the
periodicity is equal to the Bravais lattice, gaps open in the dispersion at the ﬁrst BZ
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Figure 2.1: The Peierls transition of a one-dimensional chain: (a) PLD along the chain leads to
a spatial modulation of the LDOS, with a periodicity of λ  pi{kF. (b) Dispersion relation above
(dashed) and below (full) the transition temperature TC. The red line represents the chemical
potential µ. (c) Corresponding DOS above (dashed) and below (full) the transition temperature
TC. The CDW gap 2∆ always opens at the Fermi energy.
boundaries, which in one dimension (1D) are located at k  pi{a (a is the lattice con-
stant). When introducing a static, periodic lattice distortion (PLD), we increase the
Bravais lattice in real space, reducing the size of the BZ in reciprocal space and in con-
sequence opening a gap at k  pi{λ, with λ being the periodicity of the PLD. This
gedankenexperiment can be done for arbitrary ﬁlling (or arbitrary PLD). The CDW gap,
however, is only energetically favorable at the Fermi energy, since it lowers the energy of
the occupied states, while unoccupied states are energetically higher, but empty and hence
do not cost energy. In conclusion, by inducing a small PLD with wavelength λ  pi{kF,
the highest occupied states are lowered in energy due to the opening of a CDW gap at the
Fermi energy. There are, however, several questions that need to be answered, namely (i)
when is the CDW state energetically favored and (ii) how do the electronic states interact
with the lattice?
The connection between electronic states and lattice vibrations is given by the Fröhlich
Hamiltonian that couples the electron and phonon systems [87]:
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Heph 
¸
k
Eka
:
kak  
¸
k
~ωqb:qbq  
1?
N
¸
k,q
gqa
:
k qak

b:q   bq
	
. (2.1)
The ﬁrst term is related to the electronic system, with a:k (ak) deﬁned as the creation
(annihilation) operators for the electronic state with wave vector k and energy Ek. The
second term corresponds to the lattice vibrations (phonons), with b:q (bq) deﬁned as the
creation (annihilation) operators for the vibrational mode with wave vector q and energy
~ωq. The third term couples electrons and phonons, which enables them to transfer
momentum from the phononic system to the electronic system and vice versa, with the
electron-phonon coupling constant gq (which is assumed to be independent of k). The
coupling of electrons and phonons becomes evident when recapitulating that phonons are
caused by vibrating ions within the crystal.
Inducing a static displacement in this model will cost lattice strain energy δElattice as-
sociated with the PLD but gain electronic energy δEband due to the CDW gap opening
at the Fermi energy. The energy gain is proportional to the real part of the electronic
susceptibility [87]:
χ0pqq  1
L
¸
k
fk q  fk
Ek  Ek q . (2.2)
It includes the Fermi functions fk  f pEkq and fk q, the length of the atomic chain L and
(in general) the electron-phonon matrix elements, which are neglected in the following.
It is worth discussing some general features of χ0pqq, which gets non-zero terms when
coupling an occupied state with an empty state separated by a wave vector q (fk qfk 
0), with the biggest contributions between states near the Fermi energy (EkEk q small).
The number of terms is drastically enhanced when the states separated by a certain
q around the Fermi energy have a (nearly) linear dispersion with opposite slopes, since
all these states contribute to χ0pqq, see Fig. 2.1 (b). In fact, it even leads to a divergence
of χ0pqq for q  2kF (in 1D at T=0). Under these conditions, all states at the chemical
potential are connected by a single wave vector q  2kF, a situation called perfect nesting.
The divergence, however, is strongly suppressed when increasing both temperature and
dimensionality of the system, in the latter case mainly due to the incomplete nesting with
a single wave vector q. Hence χ0pqq is responsible for the trend that only low-dimensional
systems tend to form CDWs.
Turning back to the CDW formation criteria, the system will be unstable if δElattice  
δEband   0 or, including the eﬀects of Coulomb (Uq) and exchange (Vq) interactions [93],
if the following general equation is fulﬁlled:
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4g2q
~ωq
 2Uq   Vq ¥ 1
χ0pqq . (2.3)
As discussed by Rossnagel [88], this equation conﬁrms the intuitive picture that strong
electron-phonon (gq) and electron-electron (Vq) interaction, together with weak Coulomb
interaction (Uq), a small lattice strain energy (proportional to ωq) and large electronic
susceptibility [χ0pqq] tend to drive the system towards a CDW. Note that due to the diver-
gence of χ0pqq in 1D at T  0, this system will always form a CDW at low temperatures
according to this theory.
Following these arguments, it seems natural to distinguish between diﬀerent types of
CDWs, depending on the main contribution that lead to the phase transition. One speaks
of CDWs with weak electron-phonon coupling when the phase transition is mainly due
to an electronic instability, meaning strong nesting of a large part of the Fermi surface,
while CDW with strong electron-phonon coupling tend to be comparable to local chemical
bonds, leading to strong perturbations of the band structure. Tab. 2.1 contains a list of
the main diﬀerence between the two kinds of CDWs.
Weak coupling CDW Strong coupling CDW
PLD/CDW amplitude Small Large
Energy gap Small Large
Coherence length Large Small
Electronic energy gain Arising mostly near kF Spread over the BZ
Replica bands Weak Strong
CDW periodicity Tends to be incommensurate Tends to be commensurate
Qualitative picture Fermi surface instability Local chemical bonding
Table 2.1: Comparison of CDWs with weak and strong electron-phonon coupling. Adapted
from Ref. [88].
Since the weak coupling CDW state is theoretically much better understood than the
strong coupling CDW, the experimental classiﬁcation of a CDW is often done by ob-
serving negligible or strong deviation from the theoretical results obtained in the weak
electron-phonon coupling limit. In fact, many results derived for BCS superconductors
are applicable to CDWs [87]. The main results relevant for STS experiments are given in
the following. Their derivations can be found in Ref. [87].
The CDW gap 2∆ is connected to the transition temperature TC through the following
relation:
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2∆  3.52kBTC. (2.4)
While this equation holds for weak electron-phonon coupling, materials with strong cou-
pling tend to have a larger CDW gap compared to their transition temperature. The same
relation holds for superconductors that are described by the Bardeen-Cooper-Schrieﬀer
(BCS) theory.
Another important result is the DOS close to the gap, which has the following energy
dependence:
ρpEq9 E?
E2 ∆2 . (2.5)
Finally, integrating over the occupied states leads, in the weak coupling limit, to a periodic
variation in the electronic density:
ρpxq9∆ cos p2kF   φq . (2.6)
The proportionality to the CDW gap can be used to extract the CDW gap from STM
images [94].
2.2 Coulomb disorder
Doping is a well established technique used to tune the electronic properties of semicon-
ductors. Depending on the type of impurities which can be electron donors or acceptors,
n- or p-doping is achieved. High purity single crystals such as Si and Ge can be grown
with very precise varying concentrations of dopant that form pn-junctions. For less pure
single crystals such as the TIs Bi2Se3, Bi2Te3 and BiSbTeSe2, a global compensation of
randomly distributed acceptors and donors leads to a decreased level of control on the
electronic properties of the semiconductor, as will be shown below.
The physical consequences of Coulomb disorder can be understood by ﬁrst recapitulating
the basic results of a single pn-junction. A homogenous concentration of charged impuri-
ties will lead to a Coulomb potential that, within the semi-classical model and assuming a
slowly varying potential [95], will rigidly shift the electronic states in energy. The energy
of these states shifts up when the semiconductor is p-doped with electron acceptors, while
it shifts down in the case of n-doping with donors. Changing the concentration of charged
impurities abruptly from p to n leads to a junction as sketched in Fig. 2.2 (a). We ﬁnd
that the bands are strongly bend within the junction, forming a continuous transition
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Figure 2.2: Band bending induced by charged impurities: (a) Position-dependent band struc-
ture of a pn-junction. The Coulomb potentials induced by the acceptor and donors lead to rigid
band shift and band bending at the junction. (b) Position-dependent valence and conduction
band of a semiconductor with randomly placed donors and acceptors, leading to the formation
of electron (red) and hole (blue) puddles.
from p-type to n-type. The donor (ED) and acceptor levels (EA) are also included in the
sketch, though the separation between conduction band and donor level (and similarly
between valence band and acceptor level) is typically much smaller than the band gap [95]
and therefore omitted in the following discussion.
With these results in mind we can now go to the more general case of a crystal with
charged impurities randomly placed in a volume of size 9R3, as developed by Skinner,
Chen and Shklovskii [89, 9698]. The ﬂuctuations of donor and acceptor densities NA 
NB  Ndef locally leads to an uncompensated charge given by the mean square of the
ﬂuctuations, Q9e?NdefR3, which in turn leads to a Coulomb potential of the order of
eQ{p4pi0Rq9e2
?
NdefR3{p4pi0Rq9
?
R. This potential, as already observed for the pn-
junction, leads to a rigid shift of the valence and conduction band, which locally can be
of the order of the band gap, as sketched in Fig. 2.2 (b). As soon as the band crosses
the chemical potential, charge carriers are created locally, which contribute to the optical
conductivity [18]. When the conduction band crosses the chemical potential the charge
carriers are called electron puddles (red), while hole puddles (blue) are formed when the
valence band crosses µ.
Note that the existence of the puddles hinders the ﬂuctuations to grow further, since now
charge carriers can eﬀectively screen the charged impurities. Using the same argument,
the ﬂuctuations are expected to be suppressed when conducting electrons or holes close the
gap of the semiconductor at the surface due to the additional screening channel [99, 100].
This situation is present in the case of graphene on SiO2 or TIs with their topologically
protected surface states.
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2.3 Quasiparticle interference
Defects on surfaces such as vacancies, step edges or grain boundaries, perturb the local
density of states (LDOS) at the surface; standing waves appear at the vicinity of the
defects, which form wave trains with a dispersive wavelength. These quasiparticle in-
terference (QPI) patterns are directly accessible with STS at low temperatures, as ﬁrst
observed by Crommie et al. [101] and Hasegawa et al. [102] at step edges of the Cu(111)
and Au(111) surfaces, and soon after inside the famous quantum corral [47].
QPI is nowadays a powerful tool to measure the electronic properties of materials, since
the Fourier transform (FT) of the standing waves is often directly related to the constant
energy contours (CEC) of the band structure [103]. In addition, the intensity of the
scattering wave vectors can deliver important information on the scattering mechanism,
for example when spin-ﬂip processes are involved [104, 105].
This sections is devoted to the scattering properties of electronic states on surfaces and
introduces the main three theories used to model elastic electron scattering by a static
potential. Many theoretical quantities (such as the T -matrix and Green's function) are
deﬁned on a general basis. Their physical meaning is discussed and linked to the local
density of states, which is measured experimentally with STS.
2.3.1 T -matrix theory
QPI can be described by considering the impact of a potential scatterer on the electronic
states of the system. Following Ref. [91], we start with a local potential scatterer V that
enters the Hamiltonian H0 of the (initially unperturbed) system. Focusing on elastic
scattering, the Hamilton equation reads:
H |ψy  pH0   V q |ψy  E |ψy . (2.7)
When turning oﬀ the potential scatterer (V Ñ 0), the solution |ψy needs to converge to
the wave function |φy that satisfy H0 |φy  E |φy, meaning it has to collapse to the wave
function of the unperturbed system. A formal solution of Eq. 2.7 is:
|ψy  1
E H0V |ψy   |φy . (2.8)
This solution, however, has two drawbacks: ﬁrst, it is an implicit equation, since the
solution |ψy appears on both sides of the equation. Second, the inverse pE H0q1 does
not exist in general, speciﬁcally if E is an eigenvalue of H0.
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To guarantee the existence of pE H0q1, one may replace E Ñ E   E   iδ with
1 " δ ¡ 0. This inﬁnitely small imaginary part will always remain due to the reality
of the spectrum of H0, but leaves the energy of the states practically unchanged. Note
that this replacement seems crude at ﬁrst, it however naturally appears when solving the
Schrödinger equation in the time-dependent representation, which also reveals that the
sign of δ follows from causality, meaning that the scattering potential aﬀects the states
after the scattering process has taken place when δ ¡ 0 [90]. The new solution is then
given by
|ψ y  1
E  H0V |ψ
 y   |φy  G 0 pEqV |ψ y   |φy . (2.9)
This equation is also known as Lippmann-Schwinger equation. The second equality deﬁnes
the Green's function operator G 0  1E H0 .
To get an expression for |ψ y, one may construct a perturbative solution by assuming
that, for weak potential scattering, |ψ y  |φy  OpV q. With the approximation |ψ y 
|φy inserted into the right-hand side of the Lippmann-Schwinger equation, one obtains
the ﬁrst iteration of |ψ y. This iterative process leads to the solution:
|ψ y 
8¸
n0
 
G 0 pEqV
n |φy  1
1G 0 pEqV
|φy . (2.10)
Next, we deﬁne the transition operator T pEq (often referred to as T -matrix), V |ψ y 
T pEq |φy. Using Eq. 2.10, we can write the series representation of T pEq as:
T pEq  V   V G 0 pEqV   V G 0 pEqV G 0 pEqV   ...  V
1
1G 0 pEqV
. (2.11)
This equation helps to understand the physical meaning of the Green's function, which
propagates the wave function in-between scattering events. The superposition of all scat-
tering events leads to the full T -matrix. For very weak scattering potentials, the ﬁrst
term will dominate, and all other terms can then be neglected. This is known as the Born
approximation. This approximation is often used instead of the full T -matrix calculation,
especially when the scattering problem does not converged to a geometric series.
The experimentally relevant quantity is the density of states, which is given by the fol-
lowing equation [106]:
ρ pEq   1
pi
Im Tr

G 0 pEq  G 0 pEqT pEqG 0 pEq

. (2.12)
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The ﬁrst term stems from the unperturbed system without scattering potential. The
second term describes the inﬂuence of the potential, and leads to the standing waves
known as QPI.
2.3.2 Joint density of states
A more phenomenological approach to electron scattering is the Joint density of states
(JDOS) theory. In contrast to the T -matrix theory, it does not depend on the potential
scatterer, but considers only the Hamiltonian H0. Its eigenvalues E form the band struc-
ture of the system, and the resulting CEC are the only ingredients needed to compute the
QPI pattern in k-space at the corresponding energy. The JDOS expression at the surface
of a crystal has the following form:
Jpk,Eq 
»
1.BZ
d2q
SBZ
Im Tr

G 0 pq,Eq

Im Tr

G 0 pq   k,Eq

, (2.13)
with SBZ deﬁned as the volume of the 1. BZ. Compared to the T -matrix theory, the JDOS
approximation only takes into account the contribution proportional to ImpG 0 qImpG 0 q,
while it neglects completely the form of the scattering potential and is independent of the
T -matrix.
Practically, the resulting QPI intensity in k-space can be obtain using the shape of the
CEC. One connects a certain (incoming) state with all (outgoing) states available on
the CEC. The connecting lines are the scattering wave vectors between these two states.
Performing this analysis for all states of the CEC, one ends up with a QPI pattern in
which the intensity of a certain scattering wave vector is proportional to its frequency
of occurrence [92]. Hence, parallel segments of the CEC will always dominate the QPI
pattern in the JDOS approximation.
The QPI pattern of a quadratic and circular CEC obtained with the JDOS approximation
are sketched in Fig. 2.3. In the case of the quadratic CEC, one ﬁnds that scattering wave
vectors connecting parallel segments of the CECs occur much more often than any other
wave vector, leading to the strongest nesting for them. Hence, this will be the wave vector
with the strongest intensity in the QPI pattern. All these scattering vectors collapse to
one wave vector in the QPI pattern, since they all start at the origin in k-space, leading
to one of the four strongest features. One of the four nesting wave vectors is sketched
in Fig. 2.3 (a). This also intuitively illustrates why the QPI pattern has twice the size
of the CEC. Additional features appear in the QPI pattern that are related to scattering
vectors that connect near parallel segments of the CEC. However, due to the weaker
nesting condition, these features will be less pronounced than the four main features.
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Figure 2.3: QPI pattern obtained with the JDOS approximation in k-space: (a) A quadratic
CEC has four strong nesting vectors, resulting in four intense feature in the QPI pattern, that
are weakened at the corners. The red arrows represent one of the nesting vectors. (b) A circular
CEC favors backscattering, resulting in a circular QPI pattern twice as large as the CEC. The
red arrows represent one of the backscattering nesting vectors.
Even weaker features appear in the corners of the QPI pattern that arise from the corners
of the CEC.
Fig. 2.3 (b) shows the important example of a circular CEC. In the search for the strongest
nesting wave vectors, we ﬁnd that backscattering wave vectors connect parallel segments
of the CEC, leading to the strongest intensity in the QPI pattern. These wave vectors
reverse the momentum of the incoming state with respect to the center of the CEC. Every
incoming state has a diﬀerent backscattering wave vector, leading to a closed, circular QPI
pattern with twice the radius of the CEC.
Note that many materials have (nearly) circular CECs (MLG, TIs, 2DEG), though they do
not all share the same QPI pattern; While the FT of the QPI pattern of a 2DEG is indeed
a ring, the pattern of TIs is a disc (with strongly suppressed intensity) that arises from
the suppression of backscattering due to spin-momentum locking. This demonstrates the
weakness of the JDOS approximation. Though this theory is very intuitive, one should
always keep in mind that it remains phenomenological. In conclusion, JDOS may be
suitable to understand basic features of experimental QPI patterns, but deeper insights
are often hidden in the scattering potential or in the electronic structure of the states
involved, which is only accessible when performing a T -matrix calculation.
2.3.3 Fermi Golden Rule
Another theory which is used to understand the relevance of certain QPI wave vectors is
the Fermi Golden Rule, which mixes only selected incoming and outgoing states to obtain
their speciﬁc scattering intensity. This technique can be used together with a JDOS
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or T -matrix calculation, for example to get physical insights from the scattering rate of
certain wave vectors [107]. Another advantage of this theory is the low computational
eﬀort compared to a full T -matrix calculation, since only one wave vector is computed
instead of the whole k-space. Hence it can be used to compute the QPI intensity as a
function of certain parameters in the Hamiltonian to reveal their role to QPI.
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CHAPTER 3
Experimental techniques
This chapter summarizes the basic concepts of the experimental techniques applied in
this thesis. The main physical quantities that are important to understand the results are
deﬁned. A more detailed overview on STM and STS can found in Refs. [108, 109]. LEED
is discussed in Ref. [110].
3.1 Scanning tunneling microscopy
The fundamental principle of scanning tunneling microscopy (STM) and spectroscopy
(STS) is to move a metallic tip in the vicinity of a surface and measure the current
ﬂowing within the junction [111, 112]. With this technique, it is possible to atomically
resolve the sample surface and to probe its local density of states [113]. In this section,
the theory of STM and STS is brieﬂy reviewed, following the paper of Feenstra et al.
[114].
Using the one-dimensional Wentzel-Kramers-Brillouin approximation, the current I ﬂow-
ing between tip and sample when applying a voltage V is composed of the sample local
density of states (LDOS) ρs and tip LDOS ρt, together with the transmission probability
T for an electron to tunnel through the junction:
I9
» eV
0
ρs pEq ρt pE  eV qT pE,eV,dqdE. (3.1)
The exponential transmission probability T  exp p2κdq consist of the tip-sample sepa-
ration d and the inverse decay length κ 
b
2mφ¯
~2   k2|| with φ¯ 
 
φt φs
2
 E   eV
2

deﬁned
as the average barrier height between tip and sample, and φs (φt) being the work function
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of the sample (tip). The exponential dependence of the tunneling current is the key factor
to obtain atomic resolution, since the signal is dominated by the tip atom nearest to the
surface.
To get a signal proportional to the LDOS of the surface, one has to take the derivative
of the current, which is experimentally done with a lock-in ampliﬁer. Using Eq. 3.1 with
ρt  const, one gets:
dI{dV9 e ρs peV qT peV,eV q   e
» eV
0
ρs pEq d
d peVqT pE,eV qdE. (3.2)
It is important to mention that dI/dV is not directly proportional to the local density
of states of the sample. There is an extra contribution of T peV,eV q, which has an expo-
nential dependence on the tip-sample separation and the voltage, respectively. One way
to suppress this unwanted contribution is to normalize the derivative by I{V , leading to
the following relation:
dI{dV
I{V 
ρs peV q  
³eV
0
ρspEq
T peV,eV q
d
dpeVq rT pE,eV qsdE
1
eV
³eV
0
ρs pEq T pE,eV qT peV,eV qdE
. (3.3)
In this equation, T pE,eV q and T peV,eV q appear as ratio, so that their exponential de-
pendence on d and V tend to cancel. The resulting quantity is then a good measure of
the local density of states of the surface.
Experimentally, there are two diﬀerent ways to do spectroscopy with a scanning tunneling
microscope: obtaining a (point-)spectrum or mapping a certain area with the tip. The ﬁrst
consists of driving with the tip to an area of interest and measure dI/dV while sweeping
the voltage with an open feedback loop. The resulting STS spectrum is a function of V
(or energy E  eV ) and contains the features of the local density of states at the selected
area. The second way is to scan an area with a ﬁxed bias voltage, hence obtaining an STS
map at a certain energy. The latter is extensively used to probe standing wave patterns
that arise when electrons scatter oﬀ defects on the surface.
The above derivations are valid in constant height mode only, when the separation between
tip and sample is kept constant. STS maps obtained in constant current mode (that
obviously varies d) may contain additional dispersing artifacts [115]. Even more severe
changes are visible when measuring STS spectra in constant current mode, though this
technique can help to measure small signals coming from states with high k|| that are
highly suppressed in constant height measurements. When using this mode, one has to
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link every peak in the spectrum to a band extrema of the surface electronic structure.
These extrema are denoted critical point energies (CPEs) [116].
Note that a crude statement has been used to derive this equation, namely that the local
density of states of the tip is constant. This requirement is often not fulﬁlled, leading to
possible artifacts in STS spectra. For example, measuring dI{dV on a superconducting
surface with a superconducting tip leads to a superconducting gap 2∆s   2∆t instead of
2∆s, with 2∆s (2∆t) deﬁned as the gap of the surface (tip) [117]. Though the control of
the LDOS of the tip is very limited, its impact on the dI{dV signal can be estimated by
measuring a well investigated surface, as for example MLG/Ir(111).
3.2 Low-energy electron diﬀraction
Low-energy electron diﬀraction (LEED) is an experimental technique widely used in the
surface science community to analyze periodic structures on surfaces in ultra-high vac-
uum (UHV). Low-energy electrons are accelerated on the surface at which they scatter,
producing a diﬀraction pattern that is collected and ampliﬁed on a microchannel plate or
a luminescent screen. LEED is very surface sensitive due to the small mean free path (on
the order of 1 nm) of the incoming, low-energy electrons in solids.
This technique provides information on the symmetry, lattice spacing and quality of pe-
riodic structures present on the surface. It is often used prior to STM investigation to
check the global structure and quality of the sample.
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CHAPTER 4
Setup and Procedures
W. Jolie developed the growth of BLG/Cs/Ir(111), with assistance of T. Hartl. C. Murray, J. Hall
and W. Jolie prepared MoS2/MLG/Ir(111) using the recipe of Ref. [118], under the supervision
of T. Michely. C. Murray and W. Jolie developed the growth of MoS2/MLG/Eu/Ir(111). The
BiSbTeSe2 crystals were synthesized by Z. Wang under the supervision of Y. Ando and the corre-
sponding section can be found in Ref. [119]. The VSe2 crystals were synthesized by K. Nikonov
under the supervision of A Grüneis.
All experimental results of this thesis were conducted in the UHV setup TSTM in Cologne
(STM, STS, and LEED). The UHV system is described in detail in Ref. [108, 120, 121],
so that it is only brieﬂy introduced in this chapter, as well as the sample preparation.
4.1 The low-temperature, ultra-high vacuum system
The UHV setup TSTM consists of three chambers: a load lock for sample transfers, a
main chamber used for sample preparation and ﬁrst characterization with LEED, and
a chamber for STM measurements. The chambers are connected to each other, so that
samples can be transferred between them without having to break the vacuum, which is
lower than p   2 1010 mbar in the main chamber and p   1 1011 mbar in the STM
chamber. STM and STS measurements were performed at T  5K and T  77K using
mainly a W tip (some of the STS measurements on VSe2 were recorded with a Cr tip).
For STS spectra and STS maps, the dI/dV signal is recorded using a lock-in ampliﬁer
[Umod  4  10mV, f  777Hz] as a function of the energy E  eV with open feedback
loop in constant height mode and with closed feedback loop in constant current mode,
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respectively. The temperature and modulation voltage lead to an energy resolution of
∆E 
b
p3.3kBT q2   p2.5eVmodq2  p10 25q meV [122]. STS maps are mainly measured
in constant current mode. Only the STS maps in Chap. 8 are measured in constant height
mode. When applicable, STS spectra are recorded in constant height and normalized by
I{V [114]. STM images are post-processed using the SPIP and WSxM software [123].
4.2 Sample preparation
Figure 4.1: LEED images of Ir(111) and MLG/Ir(111). The energies represent the kinetic
energy of the incoming electrons. The diﬀerent contributions to the diﬀraction pattern are
sketched in the enlarged view, where we ﬁnd graphene (black) and Ir(111) (blue), surrounded by
moiré spots (red). The small deviation from a perfect hexagon is due to the microchannel plate
of the experimental setup.
Ir(111)
The Ir(111) single crystal is cleaned by cycles of Ar  ion bombardment followed by short
annealing at T  1525  1575 K until the corresponding LEED pattern shows six sharp
spots, without any additional feature. A LEED image of Ir(111) is shown in Fig. 4.1,
which shows six spots that reﬂect the hexagonal symmetry of the Ir(111) surface.
MLG/Ir(111)
MLG/Ir(111) is obtained by applying a temperature programmed growth (TPG) step
from room temperature up to T  1375 K ﬁrst, followed by chemical vapor deposition
(CVD) at the same elevated temperature [124]. This technique leads to a full MLG on
Ir(111) [MLG/Ir(111)] of high perfection [125]. Additional wrinkles are visible on the
surface due to the high temperature during CVD. The LEED of MLG/Ir(111) is shown
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Figure 4.2: LEED images showing (from left to right) BLG/Ir(111), mainly p2 2qgr Cs under
BLG/Ir(111), mainly
 ?
3?3R30Ir Cs under BLG/Ir(111).
in Fig. 4.1. It consist of six pairs of spots with hexagonal symmetry. The six inner spots
are attributed to the Ir(111) surface, the six outer spots to epitaxial graphene. Hence,
both lattices have the same orientation, but diﬀerent lattice constants. The spots of
graphene and Ir(111) are surrounded by satellite spots, which are related to the moiré of
MLG/Ir(111). Some of the spots are marked in Fig. 4.1. The moiré of MLG/Ir(111) also
appears in STM images as a periodic pattern with a large wavelength of 2.5 nm [126].
BLG/Ir(111)
The sample synthesis of BLG on Ir(111) [BLG/Ir(111)] starts with MLG/Ir(111). An
additional physical vapor deposition (PVD) step is performed, evaporating carbon from
a graphite rod on MLG/Ir(111). The sample temperature is held at T  1225 K dur-
ing evaporation. The second graphene layer intercalates between MLG and Ir(111) [60],
forming islands which mainly have the same orientation as MLG [127]. Hence, both
MLG/Ir(111) and BLG/Ir(111) are present on the surface. The LEED pattern of BLG/Ir(111)
is shown in Fig. 4.2. One can recognize the six outer (inner) spots of graphene (Ir) and
additional satellite spots due to the moiré between both. The pattern is identical to
MLG/Ir(111).
BLG/Cs/Ir(111)
BLG/Ir(111) is doped chemically by evaporating Cs atoms on the sample surface at room
temperature. In the case of MLG/Ir(111), Cs forms ﬁrst a p2 2qgr superstructure cor-
responding to 0.25 ML with respect to the graphene lattice, then a
 ?
3?3R30Ir cor-
responding to 0.33 ML with respect to Ir(111) [54]. Both structures are observed in
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LEED, see Fig. 4.2; depending on the exposure time, we ﬁnd ﬁrst a p2 2q, then the ?
3?3R30 structure. STM images conﬁrm that both MLG/Ir(111) and BLG/Ir(111)
are homogeneously intercalated by a compact layer of Cs.
MoS2/MLG/Ir(111)
The growth of MoS2 is done following the growth process of Hall et al. [118], starting
with MLG/Ir(111). It consists of two steps. During the ﬁrst step, the sample is kept
at room temperature. Mo is evaporated from a rod with a rate of 0.125ML/min on the
MLG/Ir(111) surface in a S pressure of pS  5 109 mbar. The latter is obtained from
a pyrite (FeS2) source that is heated to 615 K during evaporation.
During the second step, the sample is annealed for 5 minutes at T  1050 K in a S pressure
of pS  5 109 mbar. This leads to large, ﬂat ML MoS2 islands, which are covered with
small BL on top. The LEED of MoS2/MLG/Ir(111) is shown in Fig. 4.3. The favored
epitaxial relation between MoS2and MLG is evident, since the slightly elongated spots of
MoS2 have the highest intensity along the direction of the MLG spots.
MoS2/MLG/Eu/Ir(111)
Eu is intercalated between MLG and Ir(111) before MoS2 growth. The sample is kept at
T  700 K while Eu is evaporated from a Knudsen cell kept at T  675 K. Eu forms ﬁrst
a p2 2q, then a  ?3?3R30 superstructure with respect to graphene [128]. The
MoS2 is then grown using the recipe of MoS2/MLG/Ir(111). The superstructure of Eu is
still visible in LEED after MoS2 growth, see Fig. 4.3.
148 eV 148 eV
MLG/Ir(111) MoS /MLG/Ir(111)2 MoS /MLG/Eu/Ir(111)2
125 eV
Figure 4.3: LEED images showing (from left to right) MLG/Ir(111), MoS2/MLG/Ir(111), and
MoS2/MLG/p2 2qEu/Ir(111).
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BiSbTeSe2
The single crystals of BiSbTeSe2 were grown by Z. Wang from high-purity elements [Bi, Sb,
and Te of 6N (99.9999%) and Se of 5N (99.999%) purities] by using a modiﬁed Bridgman
method in a sealed quartz-glass tube as described in Ref. [83]. To facilitate the in-situ
cleaving under UHV, the crystals were precut into platelets with a typical dimension of
3 3mm2 with the (111) plane as the wide face.
For STM measurements two diﬀerent BiSbTeSe2 crystals were mounted with their back-
side to the STM sample holder by using silver-ﬁlled epoxy glue. On their topside a metal
pin was attached normal to the crystal surface using the same glue. Cleaving was per-
formed in the STM ultrahigh vacuum preparation chamber by moving the pin against a
sharp edge, causing the crystal to cleave. The cleaved sample surface was moved into the
STM bath cryostat within a few minutes.
VSe2
Elemental Se and V were inserted in a sealed quarz ampoule as starting materials, together
with a transport agent. The ampoule is placed in a thermal gradient (approx T 
850  750C). After 3-4 days, when crystals with a decent size are formed, the ampoule
is cooled to room temperature. Three batches were investigated in this thesis. The ﬁrst
batch had iodine as a transport agent, the second batch VCl3. For the third batch, iodine
was used and instead of elemental V and Se the crystal of the ﬁrst batch was recycled.
Before STM measurements, the crystals were washed with ethanol to get rid of iodine
and annealed to T  130C in vacuum to remove the Se excess. The VSe2 crystals were
then inserted and cleaved in the vacuum chamber as described above for BiSbTeSe2.
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Experimental results
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CHAPTER 5
Visualizing layer polarization in bilayer
graphene with quasiparticle interference
This chapter contains contributions from W. Jolie, J. Lux, M. Pörtner, D. Dombrowski, C. Herbig,
T. Knispel, S. Simon, T. Michely, A. Rosch and C. Busse. W. Jolie proposed the experiments. W.
Jolie developed the recipe to grow Cs intercalated BLG on Ir(111), BLG/Cs/Ir(111), using the recipe
of Ref. [127] for the growth of BLG/Ir(111) and with the assistance of T. Hartl. M. Pörtner and W.
Jolie collected the STM and STS data. W. Jolie analyzed the data. J. Lux and A. Rosch provided
the band structure, JDOS and T -matrix calculations. A. Rosch developed the analytical model for
an n-band material, see Appendix B. The experimental and theoretical results were mainly discussed
with W. Jolie, J. Lux, C. Busse and A. Rosch. All results can be found in Ref. [129]. Similar data
measured on MLG/Cs/Ir(111) is published in Ref. [130].
5.1 Motivation
Bilayer graphene (BLG), a material composed of two identical Bernal-stacked monolayer
graphene (MLG) sheets, represents one of the simplest vdW materials [131, 132]. While
both layers are equivalent for free-standing BLG, this equivalence is broken in the pres-
ence of an out-of-plane magnetic or electric ﬁeld, leading to emergent complex states [133
136]. The band structure of BLG also strongly depends on external ﬁelds. For example,
a perpendicular electric ﬁeld is able to open a band gap between the ﬁrst conduction and
valence band [15, 16], making BLG superior to MLG for devices such as ﬁeld eﬀect tran-
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Figure 5.1: Dispersion of chemically gated BLG along ΓKM using a tight-binding approach
with the hopping parameters and the interlayer potential U  0.4 eV as explained in the text.
The two conduction bands (CB1, CB2) and valence bands (VB1, VB2) are symmetric with
respect to the Dirac energy ED. The color code of the bands indicates the localization of the
eigenstates. Red (blue) states have weight of 1 (0) in the upper layer. At the chemical potential
(thick dashed line at 0.9 eV), the weights are approximately 0.8 and 0.2, respectively. The
dashed Dirac cones show the dispersion of the two monolayers when they would not be coupled
by interlayer hopping. The lower layer is more strongly n-doped than the upper layer. The four
colored arrows represent the principal scattering vectors responsible for QPI (depicted here at
diﬀerent energies for clarity).
sistors. The electric ﬁeld can arise from electrical gating or from a chemical environment,
leading to a charge redistribution at the interface.
As a consequence of layer asymmetry, localization of eigenstates occurs in one of the two
layers. This layer polarization [137, 138] can be understood using a gedankenexperiment:
Turning oﬀ all out-of-plane hopping terms in free-standing BLG, one ends up with two
degenerate Dirac cones. Bringing an electropositive material in close proximity from
below signiﬁcantly dopes the lower layer, while the chemical potential of the upper layer
is only slightly shifted. Finally, turning on the interlayer hopping opens up a band gap
and leads to the band structure of asymmetric BLG, see Fig. 5.1. The bands of BLG
partially inherit the layer polarization of the shifted Dirac cones, which are included with
dashed lines in Fig. 5.1. Near the chemical potential we ﬁnd that the second conduction
band (CB2) is highly localized in the upper layer, while the ﬁrst conduction band (CB1)
is localized in the lower layer. Layer polarization has important consequences for surface
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sensitive techniques such as STM and STS or angle-resolved photoelectron spectroscopy
(ARPES). For example, it explains why one of the two van Hove singularities (VHSs) of
BLG is strongly suppressed in ARPES [139].
QPI in BLG is caused by elastic scattering of electronic states, either within one pocket
around the K point (intravalley scattering) or between two pockets separated by a wave
vector q  K (intervalley scattering) [140]. When two bands are present at the selected
energy there are four principal scattering vectors connecting parallel segments of the
constant energy contours (CEC), producing four intravalley and four intervalley scattering
features, respectively. The intravalley wave vectors q11,ÒÓ and q22,ÒÓ denote intraband
processes within CB1 and CB2, while q12,ÒÒ and q12,ÒÓ represent interband processes that we
distinguish by the parallel (ÒÒ)/antiparallel (ÒÓ) orientation of the quasiparticle velocities
v9dE{dk of the two states involved. They are sketched in Fig. 5.1. Several STM studies
have analyzed the band structure of BLG using QPI, however most of them were limited
to the low-energy bands CB1 and VB1, where only q11,ÒÓ is present. Mallet et al. [141]
investigated the role of pseudospin in MLG and BLG. Yankowitz et al. [142] studied the
opening of the band gap upon gating by mapping QPI at diﬀerent gate voltages. Simon
et al. [143] observed the scattering vector q22,ÒÓ at energies higher than the bottom of CB2
after it had been reported in T -matrix calculations [144], while no interband scattering
was found.
This chapter is devoted to QPI on Cs intercalated BLG on Ir(111). The focus lies on
the energies where both CB1 and CB2 are present, where interband scattering comes into
play. Our experimental results are compared to JDOS and T -matrix calculations based
on a TB model.
5.2 Quasiparticle interference of bilayer graphene
This section is devoted to the QPI pattern observed on Cs intercalated MLG and BLG on
Ir(111). The preparation of the sample can be found in Sec. 4.2. Our surface consists of
BLG islands surrounded by MLG. Both MLG and BLG are intercalated with Cs. When
the amount of Cs is gradually increased, it forms ﬁrst a p2 2qgr superstructure corre-
sponding to 0.25 ML with respect to the graphene lattice, then a
 ?
3?3R30Ir corre-
sponding to 0.33 ML with respect to Ir(111). We ﬁrst focus on the p2 2qgr superstructure
and show below that our results are reproduced on the
 ?
3?3R30Ir superstructure.
For MLG, the Cs structure underneath is well visible, see Fig. 5.2 (a). Mapping QPI
[Fig. 5.2 (b)] shows one long and one short wavelength oscillation. In the corresponding
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Figure 5.2: QPI in strongly doped MLG and BLG: (a) STM image of Cs intercalated
MLG/Ir(111) (I  0.1 nA, U  0.01 V, image size 40  40 nm2). (b) Corresponding STS
map recorded at E  0.01 eV. (c) FT image revealing electronic features at Γ (hexagonal) and
K (triangular), together with structural features at Γ' from graphene and between Γ and Γ' result-
ing from the p2 2q structure of Cs. (d) Sketch of the scattering processes causing the standing
wave pattern in MLG. The expected FT has one feature at Γ and K, respectively. (e) STM
image of Cs intercalated BLG/Ir(111) (I  0.1 nA, U  0.09 V, image size 30  30 nm2).
The anti-phase boundaries of the underlying Cs superstructure are visible. (f) STS map of BLG
recorded at E  0.01 eV. (g) FT image, revealing features at Γ (two rings) and K (two rings).
The inset shows a zoom of the feature around Γ. (h) Sketch of the principal scattering processes.
The resulting FT has 4 features at Γ and K, respectively.
FT [Fig. 5.2 (c)], the six outer, bright spots belong to the reciprocal lattice of graphene
located at Γ1. The features at K arise from the short waves (intervalley scattering), while
the feature at Γ arises from the long waves (intravalley scattering). Note that intravalley
scattering is enhanced far away from the Dirac point due to trigonal warping of the
CEC [130]. Weak scattering features are found at the higher order K and Γ points. The
sketch in Fig. 5.2 (d) illustrates the two most pronounced vectors for a CEC near to the
Fermi energy using the JDOS formalism. Intravalley scattering is most eﬀective between
the corners of the pockets (apex scattering), leading to enhanced intensity at the corners of
the hexagonal feature [130]. The resulting FT is in good agreement with the experimental
observation.
For the case of BLG [Fig. 5.2 (e)], no periodicity is found besides the honeycomb lattice,
though Cs is present as indicated by the observation of anti-phase boundaries. These
boundaries appear when the Cs density is slightly smaller than 0.25 ML, resulting in
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Figure 5.3: QPI analysis: (a) FT of an STS image. (b) Averaged isotropic line scan around
the Γ point of the FT. (c) Second derivative of the line scan, d2i/dk2. (d) Energy resolved
d2i/dk2 on a p2 2q Cs under BLG/Ir(111) area, superimposed with the band structure of BLG
in the KΓ direction (red) in the form Ep2kq and the second derivative of the JDOS intensity in
the background. The four arrows mark the positions of the expected scattering wave vectors. The
apparent splitting of q12,ÒÒ and q12,ÒÓ is due to warping eﬀects. Features of the band structure
that are visible in STS spectra (right panel) are highlighted with dashed lines.
domains which are separated by one atomic row. Though it is possible to distinguish BLG
from MLG in STM images, it is easier to compare their QPI patterns, see Fig. 5.2 (b)
and (f). The FT in Fig. 5.2 (g) again display the reciprocal lattice of graphene. Further
it reveals two pronounced rings located at the Γ point and two (weaker) rings at the K
point. In some of the QPI pattern we also ﬁnd a faint outer ring that is barely visible in
Fig. 5.2 (g). The rings are directly related to the CEC of BLG as sketched in Fig. 5.2 (h),
where we neglected trigonal warping for the sake of clarity. However, taking into account
all nesting vectors connecting parallel segments of the CEC (in accordance with the JDOS
formalism) lets one expect four rings around Γ and K, respectively. In the following, we
will identify the missing scattering vectors.
To analyze QPI in BLG in greater detail, we radially average the FT in Fig. 5.3 (a) around
Γ, see Fig. 5.3 (b). Three peaks are visible, which appear as dips with similar sizes when
computing the second derivative of the line scan, see Fig. 5.3 (c). By applying this analysis
to QPI maps measured at energies ranging from E  0.13 eV to E  0.17 eV, one can
observe one non-dispersive feature near k  0, two bright dispersive branches and one
weak dispersive feature at higher k values, see Fig. 5.3 (d).
We compare our experimental ﬁnding to theory using the JDOS approach based on a
tight-binding model of gated BLG. The simulations were performed by J. Lux using the
Hamiltonian of Eq. 1.3. We take into account the nearest-neighbor in-plane hopping (γ0)
and two out-of plane hopping terms for two atoms sitting directly on top of each other
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(γ1) and two atoms belonging to diﬀerent sublattices (γ3) sitting out-of-phase. The layer-
asymmetric potential U is caused by the perpendicular electric ﬁeld which arises from
the intercalated Cs. The latter hence dopes BLG, opens the band gap, and increases the
value of γ1 [16]. We ﬁrst set the parameters that are independent of U , namely γ0  3 eV
and γ3  0.1 eV [14]. The relation between U and chemical potential is taken from Ref.
[145]. We rigidly shift the chemical potential to EED  0.9 eV and align the bottom of
CB1 with the peak seen in STS spectra at E  0.7 eV in Fig. 5.3 (d) which we attribute
to the VHSs of CB1 [139]. This leads to U  0.4 eV in accordance with Ref. [145]. We set
γ1  0.55 eV to align CB2 to E  0.3 eV where we ﬁnd a shoulder in our spectra. The
energy of the VHS peak and shoulder are marked with dashed lines in Fig. 5.3 (d). The
resulting band structure in the KΓ direction is shown in Fig. 5.3 (d) in the form Ep2kq to
allow a direct comparison with QPI.
The JDOS expression is obtained with the following equation:
Jpk,Eq 
»
1.BZ
d2q
SBZ
Im Tr

G0pq,Eq Im Tr G0pq   k,Eq , (5.1)
with the volume of the 1. BZ, SBZ  8pi2?3a2 , and the free Green's function G0pk,Eq in the
sublattice basis:
G0pk,Eq  pE Hpkqq1 . (5.2)
Note that the JDOS approximation is independent of the scattering potential, and thus
of the corresponding T -matrix that will appear below. The QPI pattern in k-space of
the JDOS expression is shown in the background of Fig. 5.3 (d) (left panel). We ﬁnd
indeed four features arising from the principal scattering vectors. Note that the two
interband scattering vectors are additionally split due to the diﬀerent slopes in KΓ and
KM direction, producing two features in QPI, respectively. This splitting is averaged out
in our experiment due to our resolution and analysis procedure and therefore omitted in
the following discussion. Comparing experiment and theory, we conclude that one of the
features observed in QPI is q22,ÒÓ (red arrow), since it lies on top of the corresponding JDOS
feature. We exclude that the short interband scattering wave vector q12,ÒÒ contributes to
this feature as it shows no dispersion in JDOS, in contrast to our experimental observation.
Though the dispersion of q12,ÒÒ is comparable to the feature at small wave vectors, it is
not located at the same position in k-space. Since this experimental feature is close to our
resolution limit we conclude that it is an experimental artifact, not a scattering vector of
BLG. The second experimental feature is caused by q12,ÒÓ (green arrow), which is expected
between q11,ÒÓ and q22,ÒÓ. The weak feature that is barely visible in the experiment nicely
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Figure 5.4: QPI in
 ?
3?3R30 Cs intercalated BLG: (a) STS map of BLG recorded at
E  0.03 eV (image size 30  30 nm2). (b) FT of the STS image, revealing 2 pronounced
features at Γ and K. The inset reveals an additional, very weak feature at K when increasing
the contrast. (c) Energy resolved experimental and theoretical d2i/dk2 intensity for BLG on
 ?
3?3R30 Cs, superimposed with the band structure of BLG in the KΓ direction. A
corresponding STS spectrum measured on BLG on
 ?
3?3R30 Cs is shown on the right.
The singularity at the bottom of the lowest conduction band shows up as a peak in the STS
spectrum. They are linked with a dashed line.
ﬁts to q11,ÒÓ (black arrow). In summary, q11,ÒÓ and q12,ÒÒ are strongly suppressed in our
measurements.
At Cs coverages higher than p22q we ﬁnd a  ?3?3R30 Cs superstructure, together
with the reappearance of the MLG/Ir(111) moiré in STM images. We speculate that
the diﬀerence in visibility is related to the periodicity which is with respect to Ir(111).
The STS map in Fig. 5.4 (a) shows the LDOS in real space for BLG intercalated by
a
 ?
3?3R30 Cs layer. We ﬁnd a standing wave pattern arising from QPI. The
corresponding FT in Fig. 5.4 (b) has six outer spots located at Γ1. They belong to the
reciprocal lattice of BLG. In addition, one can observe two pronounced rings at the Γ point
and two features at K, which stem from QPI. An additional, very weak feature is barely
visible at the K point when increasing the contrast, see inset in Fig. 5.4 (b).
We again measure STS maps in a small energy range to analyze the dispersive behavior
of the QPI features. As explained in detail for BLG on the p2 2q Cs area, we radially
average the QPI intensity in our FT maps and take their second derivative. The result
is shown in Fig. 5.4 (c), in which white (blue) corresponds to a high (low) intensity in
the FT image. We ﬁnd two dispersing features together with the experimental artifact at
small k-values. One can now compare this dispersion to the band structure of BLG and
its expected QPI dispersion using the JDOS approach. The chemical potential is slightly
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increased such that E  ED  0.925 eV to account for the increased doping due to the
denser Cs layer underneath. All the other parameters are the same as for BLG on the
p2 2q Cs structure. The shift is justiﬁed by comparing the van Hove singularity of BLG
with the location of the peak found in the STS spectra, see Fig. 5.4 (c). The resulting band
structure is shown in Fig. 5.4 (c), again in the form E  p2kq for a direct comparison with
QPI. The second derivative of the JDOS intensity is plotted in the background, in analogy
to the experimental analysis. Comparing experiment and theory, one can attribute the
feature with smaller diameter in k space to q22,ÒÓ since their dispersions match. The larger
feature is attributed to q12,ÒÓ since it produces a dispersive feature which lies between CB1
and CB2. No pronounced feature is found at the location of q11,ÒÓ and q12,ÒÒ, as found for
BLG/(2 2)Cs/Ir(111).
5.3 T -matrix simulations
The simulations presented in the following were performed by A. Rosch and J. Lux.
The strong contributions of q11,ÒÓ and q12,ÒÒ found in the JDOS calculation are not in
line with the experiment, i.e. the JDOS formalism can not explain our observation on a
quantitative level. In order to understand the diﬀerent weights of the scattering processes
in QPI, we ﬁrst restrict ourselves to the principal scattering wave vectors q11,ÒÓ, q22,ÒÓ,
q12,ÒÒ and q12,ÒÓ. This enables us to use a Fermi's Golden Rule expression:
|ρpk,Eq| 
 4¸
j1
eirj k

4¸
s,s11
¸
q
xj|s,qy xs,q|T pEq|s1,q   ky xs1,q   k|jy  h.c.
 , (5.3)
where the q are chosen such thatHpqq |s,qy  E |s,qy andHpq kq |s1,q   ky  E |s1,q   ky,
so they are eigenstates of the free Hamiltonian at the probing energy. The T -matrix is
given by:
T pEq 

1 V
»
1.BZ
d2k
SBZ
G0pk,Eq

1
V. (5.4)
Note that the T-matrix is momentum-independent for a local potential. Since the quanti-
tative behavior of the approximation in Eq. (5.3) depends on the details of the potential,
the result is averaged over 100 diﬀerent potentials with independent on-site energies on
all four sites between 1 and 1 eV. We restrict ourselves to ky  0 and consider only
the backscattering processes sketched in Fig. 5.1 and Fig. 5.2 (h). There are 6 pairs of
eigenstates, each connected by a vector q  pqx,0q. The two pairs contributing to inter-
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Figure 5.5: T -matrix simulations of BLG near the chemical potential: (a) The Fermi Golden
Rule like expression |ρpk,Eq| for ky  0 around the Γ point. At U  0 interband scattering
is suppressed. With increasing U the interband scattering increases and for U ¡ 0.2 eV the
interband scattering rate exceeds the large intraband rate. (b) Calculated QPI pattern for an
on-site potential of 1 eV on sublattice A1 and EED  p0.9 i 0.04q eV. Three rings are present,
which are best visible at the K point since the inner ring at the Γ point is hidden by the large
contribution from k  0 which is normalized to 1.
band scattering are almost, up to warping eﬀects, at the same qx so their contributions
are added up.
The main advantage of this Fermi's Golden Rule expression is that it is not as time
consuming as a full T -matrix simulation, which covers the entire k-space (instead of
only the principal scattering vectors). Hence, not only the impact of a certain potential
scatterer can be averaged out, but one is also able to investigate the dependence of the QPI
intensities as a function of model parameters. One parameter that drastically changes the
weight of certain principal scattering vectors is the potential U . As shown in Fig. 5.5 (a),
in the symmetric case (U  0), interband scattering is totally suppressed for ky  0 due to
the A1 Ø B2, B1 Ø A2, ky Ø ky symmetry [146]. At ﬁnite U this symmetry is broken,
and interband scattering is generically present at ky  0. For U  0.4 eV (as found in
the experiment) we ﬁnd the strongest contributions from q22,ÒÓ and q12,ÒÓ, in agreement
with our measurements. The smallest contribution arises from q12,ÒÒ, again in line with
the experiment. In conclusion, when U  0 no symmetry seems to suppress one of the
principal scattering wave vectors.
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Figure 5.6: QPI intensity in the upper layer of BLG: (a) The top pattern is the calculated QPI
pattern present in the upper layer, while the bottom pattern is the total QPI intensity. (b) Line
scan along ΓK for the total QPI intensity, as well as the intensity present in the upper layer only.
Both are normalized to 1 and obtained by averaging over 2000 diﬀerent local impurities. At
the K point, the inner feature (red arrow) is clearly favored, while the outer feature is strongly
suppressed (black arrow). (c) Experimental line scan along ΓK (E  0.03 eV), together with a
4-component ﬁt using Eq. (B.14).
To visualize the suppression of q12,ÒÒ in QPI, we performed a full calculation using the
T -matrix formalism. We calculate QPI intensities |ρpk,Eq| with an impurity localized in
a single unit cell. The detailed expression for ρ is given by:
ρpk,Eq  e
ir0k
2pii
4¸
j1
eirj k
»
1.BZ
d2q
SBZ
G0pq,EqT pEqG0pq   k,Eq
jj
 G0pq   k,EqT pEqG0pq,Eq
jj
	
,
(5.5)
where rj denotes the position of the jth atom within the unit cell. We use r1  pa2 , a2?3q,
r2  r3  p0,0q and r4  pa2 ,  a2?3q for Bernal-stacked BLG. The major diﬃculty is
the choice of the local potential, which has in principle 10 degrees of freedom: 4 on-site
potentials, 2 intralayer hopping terms and 4 interlayer hopping terms. The QPI pattern
calculated from the T -matrix quantitatively depends on the potential. The result shown in
Fig. 5.5 (b) displays the QPI intensity of BLG for the simple case of an on-site potential at
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sublattice A1 with the imaginary part (corresponding to the inverse quasiparticle lifetime)
set to 0.04 eV. In contrast to the four rings found using the JDOS formalism, we ﬁnd only
three rings, which are best visible at K since the inner ring at Γ is hidden by the large
contribution from k  0. In line with experiment, but in stark contrast to the simpler
JDOS-approach, we ﬁnd a suppression of q12,ÒÒ. However, the large wave vector q11,ÒÓ,
which is weak in the experiment, is still very pronounced in this T -matrix calculation.
The eﬀect of layer polarization becomes evident when comparing the total QPI intensity
with the intensity present in the upper layer, see Fig. 5.6 (a). The top part shows the
QPI intensity present in the upper layer, while the bottom part show the total QPI
intensity. We ﬁnd that the intensity of q11,ÒÓ persists, while q12,ÒÓ and especially q22,ÒÓ are
reduced. Though this eﬀect is small in Fig. 5.6 (a) due to the speciﬁc choice of the
scattering potential, it is clearly visible in the line scan along ΓK shown in Fig. 5.6 (b),
which represents the QPI intensities averaged over 2000 diﬀerent potentials using Gaussian
distribution with a width of 2 eV both for onsite potentials and intralayer and interlayer
hopping rates. Only the QPI intensity present in the upper layer is in good agreement
with the experimental line scan shown in Fig. 5.6 (c).
5.4 Discussion
Though there is no fundamental symmetry that hinders electronic states to scatter in
BLG, two principal scattering vectors (q12,ÒÒ and q11,ÒÓ) that appear in the JDOS approxi-
mation are missing or weakened in the experiment. One of the two (q12,ÒÒ) is also generally
suppressed in T -matrix simulations. The obvious diﬀerence between q12,ÒÒ and the other
three principal scattering vectors is that it connects two states with parallel velocities,
while q11,ÒÓ, q11,ÒÓ and q11,ÒÓ connect states with antiparallel velocities. Previously, intensi-
ties of scattering processes have been linked to the directions of the velocities of the states
involved [92]. However, in Ref. [92] it was concluded that the latter case is favorable,
whereas our experimental and theoretical results show the opposite eﬀect.
To shed light onto this issue, A. Rosch developed an analytic model to predict the scatter-
ing intensity of parallel and antiparallel principal scattering vectors, which is derived in
Appendix B. The important outcome of his calculation is that the singular contribution
to the LDOS of two electron-like states with parallel velocities, such as q12,ÒÒ in BLG, is
zero. In the case of antiparallel velocities, one ﬁnds a divergence in the intensity near to
the principal scattering vector, which leads to a peak in the QPI map at the corresponding
wave vector. The red line in Fig. 5.6 (c) represents a ﬁt of the four main contributions us-
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ing this analytical n-band model, Eq. (B.14) in App. B. Hence, the suppression of q12,ÒÒ in
the experiment and in T -matrix calculations is due to the slopes of the bands involved in
the scattering process. Note that this is a general result that should be of direct relevance
for any QPI study of complex materials with multiple bands.
Our experimental setup, which measures an exponentially decaying tunneling current
between sample and tip, is almost exclusively sensitive to the top layer of BLG. This
becomes important when the states of the bands are preferentially located in one layer
only as in the case of doped BLG. This means that the standing waves produced by
q11,ÒÓ are present in BLG, but mainly localized in the lower layer and therefore strongly
suppressed in the LDOS measured with STS.
5.5 Conclusions
In conclusion, we present a way to visualize the localization of states in BLG using QPI.
We are able to measure QPI in strongly doped BLG and observe a suppression of q11,ÒÓ and
q12,ÒÒ which is attributed to layer polarization and parallel velocities, respectively. The
latter can be applied to any n-band material and should be of great relevance to any
QPI study involving more than one band. While our study is the ﬁrst that visualizes
layer polarization with QPI, future STM studies on vdWs heterostructures with broken
inversion symmetry as bilayers of transition metal dichalcogenides may use this technique
to investigate the layer polarization. A smoking gun experiment which would underline
our claims would be BLG doped with an electronegative element, which would reverse
the localization of the states and hence switch the intensity of the intraband scattering
vectors.
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CHAPTER 6
Charge puddles in the bulk and on the surface
of a compensated topological insulator
This chapter contains contributions from T. Knispel, W. Jolie, N. Borgwardt, J. Lux, Z. Wang, Y.
Ando, A. Rosch, C. Busse, T. Michely, and M. Grüninger. M. Grüninger and T. Michely proposed
the experiments, motivated by a recent publication on bulk charge puddles in BiSbTeSe2 [18]. Z.
Wang prepared the samples under the supervision of Y. Ando. T. Knispel mounted the sample for
STM measurements under the supervision of W. Jolie and T. Michely. T. Knispel and W. Jolie
collected the data. T. Knispel and W. Jolie analyzed the data. H. Legg provided the T -matrix calcu-
lations, under the supervision of A. Rosch. The results were discussed with T. Knispel, W. Jolie, H.
Legg, N. Borgwardt, J. Lux, Z. Wang, Y. Ando, A. Rosch, C. Busse, T. Michely, and M. Grüninger.
The results of this chapter can be found in Ref. [147]. Sections 6.2 and 6.4 can be found in Ref. [119].
6.1 Motivation
Topological insulators (TIs), a material class with electronic wave functions that span
a Hilbert space with non-trivial topology [36], opened up a new aspect to the ﬁeld of
condensed matter physics. Various materials with non-trivial topology were discovered
nowadays [36]. The most peculiar properties of three-dimensional (3D) TIs are induced
at their surface, which represents a junction between a non-trivial and trivial TI; Dirac
fermions, which are topologically protected through time-reversal symmetry, emerge at
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the interface [20, 148, 149]. The spin-momentum locking of the surface states leads to
spin-polarized currents that are needed for spintronic applications [7].
The main requirement to make practical use of the surface states of a 3D TI is to shift the
chemical potential within the bulk band gap, leading to a suppression of the unwanted
bulk conductivity [150]. Experimentally, this is achieved with compensation between
donor-type and acceptor-type defects. A prominent example is the compensated 3D TI
Bi2xSbxTe3ySey, which shows an excellent insulating behavior in the bulk for certain
combinations of x and y [83], making it possible to achieve surface-dominated transport
[151]. Compensation, however, also leads to random potential ﬂuctuations that locally
aﬀect electronic states, giving rise to charge puddles in the bulk of the TI as recently
reported by Borgwardt et al. [18] for BiSbTeSe2: they found an increase in the optical
conductivity at low temperatures that they attribute to the formation of conducting
charge puddles that are not visible in DC measurements due to their localized nature.
Potential ﬂuctuations due to charged impurities lead to a local band bending at the surface
of TIs, which is directly accessible with STM and STS by measuring the corresponding
shifts in the density of states. These surface charge puddles were reported for graphene
monolayer [152156], bilayer [157] and for the surface states of the 3D TIs Bi2xMnxTe3,
Bi2xCaxTe3, Bi2xMnxSe3 [158], Sb2Te3 [159] and Bi1.5Sb0.5Te1.7Se1.3 [160, 161]. The
potential ﬂuctuations reported so far, however, are much smaller than the ﬂuctuations
observed in the bulk of BiSbTeSe2. In addition, there exists no study on the temperature-
dependence of surface charge puddles, though bulk charge puddles in BiSbTeSe2 surpris-
ingly disappear at temperatures above 50 K [18]. The question, whether the material or
the location of the puddle (bulk versus surface) mainly determines the diﬀerent proper-
ties of surface and bulk charge puddles, remains experimentally unanswered so far. The
importance to link these two phenomena is evident when envisioning devices that need
control of the position of the chemical potential.
Theoretical progress has been made to understand the formation of charge puddles in the
bulk and at the surface of 3D TIs. Skinner et al. [97, 99, 100] used numerical simulations
to estimate the size of ﬂuctuations in the random Coulomb potential of charge impurities.
They found that the electronic states in the bulk poorly screen the ﬂuctuations until bulk
charge puddles are created. These charge carriers lead to a ﬁnite DOS at the chemical
potential that hinders the ﬂuctuations to increase further. The situation is diﬀerent at
the surface, where an additional screening channel is present due to the surface state. The
latter is expected to reduce the potential ﬂuctuations.
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This chapter is devoted to the surface charge puddles of BiSbTeSe2. Their lateral size,
ﬂuctuations and temperature dependence are measured with STM and STS. The results
are compared with the properties of the bulk charge puddles of BiSbTeSe2. The role of
charge impurities to quasiparticle interference pattern is quantitatively discussed. The
aim of the present work is to get a general, unifying physical picture of bulk and surface
charge puddles that will be of great relevance for all compensated TIs.
6.2 Observation of surface charge puddles
Large-scale STM topographs of the cleaved BiSbTeSe2 sample display ﬂat terraces larger
than 500 nm that are separated by steps of 10Å height, or multiples thereof, consistent
with a cleavage along the vdW gap between the quintuple layers of BiSbTeSe2 (compare
also [160]). The atomic-resolution STM topograph of Fig. 6.1 (a) shows the hexagonal lat-
tice of the surface atoms together with variations in the apparent atom heights. Through
the height proﬁle along the blue line in the topograph of Fig. 6.1 (a), these height varia-
tions are quantiﬁed to be on the order of 50 pm. The variations are interpreted to result
from the random arrangement of the chemical species in the mixed topmost Te/Se layer
and in the mixed subsurface Bi/Sb layer. The chemical inhomogeneity is the origin of the
apparent variation of the local electronic structure on the atomic scale. Similar observa-
tions were reported for the sister compound Bi1.5Sb0.5Te1.7Se1.3 [160, 161]. The cleaved
surface is free of point defects (e.g. vacancies) and adsorbates.
Fig. 6.1 (b) displays a typical STS spectrum which shows the dI/dV signal against the
energy E  eV . It is rotated by 90, so that it can directly be compared to the schematic
band structure as derived from angle resolved photoemission spectroscopy [84, 160], which
is sketched in Fig. 6.1 (b). We ﬁnd a dip that is attributed to the Dirac energy ED of
the surface state, which is the energy at which the two surface state cones touch. The
Dirac point is located close to the Fermi energy in accordance with ARPES measurements
[84]. The top of the valence band is located at about -140meV and the bottom of the
conduction band at about 140meV. Both are characterized by a slight change in slope of
the dI/dV signal. This implies a band gap of about 280meV, which is comparable to
262meV extracted by Borgwardt et al. [18] through optical spectroscopy. Note that a
precise determination of the bulk band gap by STS is diﬃcult here because of the small
contribution of the bulk states compared to the large contribution of the surface states
to the STS signal, as also found by Okada et al. [162]. In the energy range within the
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Figure 6.1: (a) Atomically resolved STM topograph of cleaved BiSbTeSe2 (V  0.3 V,
I  0.05 nA, image size 10  10 nm2). The height proﬁle along the blue line is plotted under
the STM image. (b) Sketch of the band structure in the bulk (blue) and at the surface (red) of
BiSbTeSe2. The arrows visualize the spin of the two branches. A characteristic STS spectrum
at 5.5K is rotated and aligned to the band dispersion for direct comparison. The main spectral
features (bulk valence band maximum and bulk conduction band minimum) are marked with
dashed lines and linked to the corresponding band structure.
bulk band gap the spectrum results exclusively from the surface state. Its hallmark is the
linear dependence of the LDOS on energy.
Local potential ﬂuctuations due to ionized donors and acceptors lead to local shifts of the
chemical potential and thus of the ﬁlling of the Dirac cone. Figure 6.2 (a) represents these
ﬂuctuations through a sequence of 50 STS spectra taken along a line of 80 nm length. The
dI/dV signal as a function of position and energy is visualized by a color scale ranging
from blue to red. The minimum in the dI/dV signal again corresponds to the Dirac point
which smoothly shifts in energy with the lateral coordinate, whereby the characteristic
length scale as given by the distance between minimum and maximum energy is of the
order of rs= 40 50nm.
Figure 6.2 (b) displays the corresponding dI/dV map taken near the Dirac energy at
5.5K. The change in dI/dV signal corresponds to the energy shift of the surface band
structure in line with the formation of surface puddles as shown in Fig. 6.2 (a). Again a
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Figure 6.2: Probing surface charge puddles of BiSbTeSe2: (a) 50 STS spectra over an energy
range from -40 meV below the Fermi level to 80 meV above measured at 5 K. Each spectrum
is plotted as a vertical stripe with the color scale indicating the dI/dV intensity from blue (low
intensity) to red (high intensity). The spectra are taken equidistant along a straight line of
80 nm. The shift of the Dirac point (lowest dI/dV intensity) is of the order of 20meV. (b) STS
map recorded at 5.5K (V  0.05 V, I  0.07 nA, image size 100 60 nm2). Fluctuations in the
dI/dV intensity visualize the ﬂuctuations in the Dirac point position. (c) 50 STS spectra over
an energy range from -80 meV below the Fermi level to 80 meV above measured at 77 K. (d)
STS map recorded at 77K (V  0.08 V, I  0.05 nA, image size 100 60 nm2).
smooth shift in the LDOS is visible, showing the same characteristic length scale of about
rs= 40 50nm from minimum to maximum.
We also performed STM and STS measurements at 77K to investigate the temperature
dependence of the puddles, which is signiﬁcant in the bulk [18]. Fig. 6.2 (c)-(d) displays
a dI/dV line scan as well as a dI/dV map taken at 77K. It is more noisy but hardly
distinguishable from the ones taken at 5.5K. At ﬁrst sight, this is remarkable since bulk
puddles evaporate on a temperature scale of 40 60K, as discussed above.
Point spectra are measured along lines of 80 nm to 100 nm length at 5 (7) diﬀerent sam-
ple locations resulting in a total of 185 (200) spectra at 5.5K (77K), to quantitatively
characterize the potential ﬂuctuations. The results are shown in Fig. 6.3 (a) and (b) for
5.5K and 77K, respectively. The energy of the dip found in each STS spectrum signi-
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Figure 6.3: Temperature-dependence of the surface charge puddles in BiSbTeSe2: (a) Dis-
tribution of the Dirac point position at 5.5K. (b) Same distribution at 77K. (c) Corrected
distribution of the Dirac point position at 5.5K, see text for details. (d) Corrected distribution
at 77K. Gaussian ﬁts to distributions are shown as black lines. The bins in (a)-(d) have a width
of 3meV.
fying the local Dirac point position ED= eφ is extracted and collected in bins of 3meV,
where φ denotes the local electric potential. The potential ﬂuctuations can be charac-
terized quantitatively through the standard deviation Γ= e
b
1
N
°ipφi  xφyq2. At 5.5K
the average doping level of the sample is xEDy= exφy= 11meV and the magnitude of
the potential ﬂuctuations is Γ=14meV. At 77K we ﬁnd xEDy=8meV and Γ= 28meV.
This representation of the data can be considered to be an upper bound for the potential
ﬂuctuations, as it assumes the absence of any tip-related eﬀects on the data.
However, due to unavoidable occasional changes in the microscopic tip structure, e.g. by
pick up of sample atoms, the tip density of states may change slightly between diﬀerent
locations at which the lines of spectra were taken. This may have an eﬀect on the average
measured doping level. To account for such possible parasitic eﬀects related to the density
of states of the tip, we subtracted the average Dirac energy of a line of spectra prior to their
insertion into the histograms shown in Figs. 6.3-(c) and (d) and centered these histograms
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at the respective global average. Applying this procedure, the standard deviation of the
distribution measures a lower bound of the potential ﬂuctuations. The magnitude of
the potential ﬂuctuations then is Γ= 8meV at 5.5K and Γ= 15meV at 77K. Here the
distributions can be reasonably well ﬁtted by Gaussians, which are shown in Figs. 6.3(c)
and (d) as black lines.
Globally, it is fair to state that the samples of BiSbTeSe2 are close to perfect compensation
with the average doping level close to zero, in agreement with optical measurements [119].
Though our estimates of Γ= 8  14meV at 5.5K do not allow to precisely specify the
magnitude of the potential ﬂuctuations, we may safely conclude that Γ is small, about an
order of magnitude smaller than the bulk band gap. Despite our limited statistics and
possible sources of systematic errors, we further conclude that Γ is of similar magnitude
at 5.5K and 77K. While the ﬂuctuations of the bulk potential decrease with increasing
temperature due to thermally activated carriers, we ﬁnd no evidence for a decrease of the
ﬂuctuations Γ measured at the surface from 5.5K to 77K. With some reservation, our
data rather suggest a slight increase.
6.3 Quasiparticle interference of BiSbTeSe2
Random impurities near the surface of BiSbTeSe2 not only lead to surface charge puddles,
but also act as scattering centers for QPI as reported for graphene [153]. Both surface
charge puddles and QPI can be measured simultaneously with STS maps, see Fig. 6.4 (a)-
(c). The three STS maps were measured at the same location but at diﬀerent energies,
which are indicated in the ﬁgure. In Fig. 6.4 (a), one can clearly recognize two wavy
patterns; one with a long wavelength of the order of 50 nm that is attributed to the surface
charge puddles, another with a much shorter wavelength of the order of 10 nm that stems
from QPI. The assignment is conﬁrmed by the fact that only the short wavelength shows
a dispersive behavior when increasing the bias voltage, while the long wavelength shows
no energy-dependence [compare Fig. 6.4 (a) and Fig. 6.4 (b)], leading to the conclusion
that it represents ﬂuctuations in the LDOS due to the surface charge puddle rather than
a scattering channel in QPI.
It is convenient to analyze the FT of the QPI pattern seen in STS maps. This is done in
Fig. 6.4 (d)-(f) for the STS maps in Fig. 6.4 (a)-(c). The corresponding energy is again
included in all FT patterns. The FTs show a pronounced disk centered at k  0 in the
energy range between E  0.125 eV and E  0.225 eV. In addition, there is an increase in
the intensity close to k  0. Note that this maximum near k  0 may arise from the ﬁnite
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Figure 6.4: QPI on the surface of BiSbTeSe2: (a)-(c) STS maps measured at diﬀerent energies as
indicated in the ﬁgure ( I  0.08 nA, image size 100100 nm2). Surface charge puddles together
with standing waves arising from QPI are visible at low energies, while the latter dominate at
higher energies. (d)-(f) FT of the STS maps, showing a disc around k  0. The circular CEC
responsible for QPI is sketched next to the FTs. The black arrows visualize the spin, while the
red arrows in (f) show possible scattering vectors for a certain wave vector. The dashed red
arrow shows scattering between states with opposite spin, which is strongly suppressed.
size of the image, similar to one of the principal scattering vectors in BLG, see Chap. 5.2.
This artifact is, however, unlikely to appear here since the size of the STS maps is much
larger than for BLG, leading to a better resolution at small wave vectors. The size of the
disk increases with increasing energy.
The FT pattern is strongly related to the CEC of the band structure of BiSbTeSe2 as
reported in Ref. [160]. It is sketched in Fig. 6.4 (d)-(f) for the corresponding energies. We
ﬁnd that near to the Dirac energy, the CEC consists of a circle located at the Γ point.
Drawing all possible scattering vectors as sketched with red arrows in the CEC at E 
0.225 eV [Fig. 6.4 (f)] reveals that backscattering represents the most intense wave vector
as found for free electron-like surface states [101, 103], since it connects two states with
antiparallel velocities that leads to strong nesting. However, this process is suppressed
in BiSbTeSe2 since two states with opposite momentum also have opposite spin due to
spin-momentum locking [163, 164]. This is visualized with black arrows representing
the spin and a dashed red arrow corresponding to the suppressed backscattering wave
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Figure 6.5: Dispersion of BiSbTeSe2 obtained with QPI: (a) Dispersion of the QPI signal
obtained experimentally with averaged isotropic line scans (above the chemical potential) and
theoretically by ﬁtting the experimental data (below the chemical potential). Note that both
show the electron-like dispersion, though the theoretical result is mirrored for a direct comparison.
(b) Individual line scans measured at E  0.075 eV and E  0.275 eV showing the step-like
decrease in intensity, together with a narrow peak at k  0. The line represent the ﬁt of
the T -matrix simulation including both Coulomb and delta potentials. The inset shows the
experimentally extracted dispersion relation that is ﬁtted with a linear function.
vector. Hence the wave vectors with the best nesting condition are suppressed due to the
mismatch of their spins, leading to the disc (instead of a ring) found in experiment.
Mapping QPI at various energies enables us to extract the dispersion relation of BiSbTeSe2.
STS maps are measured from E  0.025 eV to E  0.475 eV to cover a large energy range
of the electron-like cone of the surface state. We obtain radially averaged line scans mea-
sured in the corresponding FTs for each energy. They are shown in Fig. 6.5 (a), from
E  0.025 eV to E  0.475 eV. The color scale is chosen such that it enhances the
visibility of the dispersing feature, which is masked by the feature near k  0 that will
be addressed in the following. The dispersing wave vector increases nearly linearly with
increasing energy, in accordance with electron-like Dirac fermions expected for the surface
state of BiSbTeSe2 [84]. Weak additional features with small wave vectors appear above
0.2 eV and are attributed to the valence band of the BiSbTeSe2 bulk.
We compare the line scans to T -matrix calculations, which were performed by H. Legg.
We restrict ourselves to the contribution of the surface state to the QPI intensity. We
assume a Dirac Hamiltonian with a linear dispersion and neglect hexagonal warping eﬀects
[163, 164]. Starting with the simplest scenario, namely a delta potential within the Born
approximation, one ﬁnds that the QPI intensity at the energy ω  E  ED is given by
[165]:
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ρ0 pq,ωq   U0
4pi3
Im
#
T pωq
»
dk
ω2   v2Fk2  v2Fk  q
pω2   v2Fk2q
 
ω2  v2F pk qq2

+
. (6.1)
At the energy ωi this leads to an isotropic disc with a abrupt edge at the radius q  2ki,
which exclusively depends on the magnitude of the wave vector of states at the probed
energy with dispersion ωipkiq. Note that for a two-dimensional electron gas with equal
CEC, one gets a ring with radius 2ki, not a disk. The diﬀerence is again attributed to the
spin-momentum locking in the case of the TI surface states that suppresses backscattering,
which would be favored otherwise due to the better nesting condition.
Since BiSbTeSe2 is a compensated semiconductor one may suggest that charged impurities
at the surface also contribute to QPI. This scenario can be simulated by using a screened
Coulomb potential of the form U pqq  UC
q2 k20
instead of a delta potential, with k0 being
the Thomas-Fermi screening wave vector. In the Born approximation, this leads to the
following QPI intensity [165]:
ρC pq,ωq   1
4pi3
UC
q2   k20
Im
#
T pωq
»
dk
ω2   v2Fk2  v2Fk  q
pω2   v2Fk2q
 
ω2  v2F pk qq2

+
. (6.2)
We ﬁnd that the diﬀerence between the two potentials is only given by the prefactor. We
ﬁrst note that in both cases the dispersing behavior is only coming from the dispersion
relation of the surface state, meaning that the position of the edge is still given by 2ki.
Nevertheless, Upqq can dramatically change the overall shape of the QPI intensity, de-
pending on the size of k0. For k0 ¡¡ 2ki, the prefactor is approximately U0k20 , leading to a
constant increase or decrease of the overall intensity depending on the two factors. When
k0 is of the order of 2ki, we ﬁnd that additional structure enters into the QPI intensity;
in addition to the step at 2ki we ﬁnd a strong increase for small wave vectors. Finally,
for k0    2ki, the feature at small wave vectors completely suppresses the kink at 2ki, so
that no dispersion is found in QPI.
In general, one expects that both types of impurity are present on the sample. This
can be modeled by ﬁtting the experimental line scans using both scattering potentials
simultaneously. The result has the following form [165]:
ρ pq,ωq  n0  ρ0 pq,ωq   nC  ρC pq,ωq . (6.3)
A ﬁt to the experimental line scans is shown in Fig. 6.5 (a). It is mirrored with respect to
the experimental data to enable a direct comparison. At low energies close to ED (E  
0.75 eV) we ﬁnd a Fermi velocity of vF  p3.7 0.3q  105 m/s, while for higher energies
a larger vF  p5.0 0.3q  105 m/s is found. Both values are in good agreement with the
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dispersion of Bi1.5Sb0.5Te1.7Se1.3 (vF  3.5 105 m/s near ED and vF  4.9 105 m/s at
higher energies) obtained using time-resolved ARPES [160]. The Dirac energy is set to
ED  0 at low energies and to ED  0.035 eV at high energies. The screening length
rs  9.1 nm used for the ﬁt is slightly smaller than the screening length estimated from
the size of surface charge puddles in STM images.
More insights on the contributions of the two scattering potentials is found when analyzing
the fractions n0
U0
and nC
UC
which give the ratio of scattering events due to one of the types
of impurities. From the ﬁt, one obtains that 17% of the scattering events are caused by
delta potentials, while 83% stem from scattering of a Coulomb potential.
The role of the two contributions is best visible when analyzing individual line scans, see
Fig. 6.5 (b). We ﬁnd that ρC pq,ωq is responsible for the maximum at low wave vectors,
while ρ0 pq,ωq is constant up to 2kF. At E  0.075 eV, we ﬁnd that the kink is located
on the tail of the feature caused by the Coulomb impurity. Hence both types of impurity
contribute to this dispersive signal. At E  0.075 eV, we ﬁnd that the contribution of
Coulomb impurities is strongly suppressed at 2kF. In conclusion, only delta potential
impurities contribute to the dispersing feature at these high energies.
Another way to obtain the dispersion of the surface state is to directly extract the k-value
of the kink in the experimental data. In the energy range between E  0.125 0.325 eV,
one expects a linear dispersion as found for Bi1.5Sb0.5Te1.7Se1.3. The inset in Fig. 6.5 (b)
shows the resulting dispersion relation that is ﬁtted with a linear function, resulting in a
Dirac energy of ED  0.08 0.02 eV and a Fermi velocity of vF  6.6 0.4 105 m/s,
which is slightly higher than the velocity vF  5.0  0.3  105 m/s found using the T -
matrix simulation and vF  4.9105 m/s found for Bi1.5Sb0.5Te1.7Se1.3 [160]. Interestingly,
a reduction in the Fermi velocity of  75% has also been found when comparing the
dispersion obtain with TR-ARPES and QPI in Bi1.5Sb0.5Te1.7Se1.3 [160]. This reduction
is, however, not found when ﬁtting the entire range using the T -matrix simulation.
6.4 Discussion
Why are the ﬂuctuations at the surface so much smaller than the ﬂuctuations in the bulk?
To answer this question, one needs to recall which physical process prevents the ﬂuctua-
tions to grow even far above the size of the band gap. The mechanism is screening, which
eﬀectively only takes place when charge carriers are located at the chemical potential.
There are two ways to create charge carriers in the bulk of BiSbTeSe2, namely by band
bending due to the potential ﬂuctuations or by increasing the temperature, leading to
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Figure 6.6: Potential ﬂuctuations in compensated insulators at T  5 K and T  77 K: at
5 K, bulk charge puddles only start to screen the potential ﬂuctuations when the bands are
bend up or down to the chemical potential. Hence the ﬂuctuation are of the order of the band
gap. In contrast, surface charge puddles instantaneously screen the potential ﬂuctuations due
to the gapless band structure at the surface, drastically reducing the potential ﬂuctuations. At
77 K, thermally activated charge carriers suppress the ﬂuctuations in the bulk, so that no bulk
charge puddles are formed, though surface charge puddles are barely aﬀected due to the eﬃcient
screening of the surface state. Bulk and surface charge puddles are separated by a characteristic
length scale ls which, depending on its size compared to the screening length rs of surface charge
puddles, may indicate a possible interplay between the two.
thermally excited charge carriers [18]. As soon as charge carriers are present and screen
the charges of the ionized acceptor and donors, the potential ﬂuctuations will be auto-
matically reduced, hence the screening and in consequence the formation of puddles is a
highly non-linear process [18]. At low temperatures, screening can only start when the
conduction or valence band reach the chemical potential, leading to potential ﬂuctuations
of Γbulk ¥ EG{2. In contrast, eﬃcient screening channels are present at the surface already
when small ﬂuctuations are present due to the surface state which closes the band gap
of the semiconducting bulk. Hence, screening can much faster prevent the ﬂuctuations to
increase further, leading to Γsurface    EG{2. The diﬀerent energies of the ﬂuctuations
at the surface and in the bulk of a compensated TI are schematically shown in Fig. 6.6,
which connects both Γsurface and Γbulk within a length scale ls. Below, we will argue that
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in our system the assumption that rs ! ls is not valid, leading to an additional interplay
between bulk and surface puddles.
We can quantitatively compare the potential ﬂuctuations obtained at the surface of
BiSbTeSe2 with the theoretical expectations obtained using a self-consistent theory based
on Thomas-Fermi screening by Dirac-like surface carriers, as done by Skinner and Shklovskii
[99, 100]. They calculated the amplitude of potential ﬂuctuations Γ= expφ xφyq2y1{2 at
the TI surface as well as the characteristic size rs of surface puddles caused by Coulomb
disorder in the bulk for perfect compensation, Ndef =ND=NA with ND (NA) deﬁned as
the donor (acceptor) density. For nominally perfectly compensated TIs in which the Dirac
point lies at the chemical potential, ED= 0, they ﬁnd
rs  p4α4effNdefq1{3, (6.4)
with the eﬀective ﬁne structure constant
αeff  e
2
4piε0εeff~vF
 α c
εeffvF
, (6.5)
where α= 1{137 denotes the ﬁne structure constant, c the speed of light, and vF the Fermi
velocity. The eﬀective dielectric constant at the surface is given by εeff = pε  1q{2, where
ε  200 [18] denotes the bulk dielectric constant. In Bi2xSbxTe3ySey, the dispersion of
the topological surface state is not perfectly linear, giving rise to a variation of vF in the
range of 3  5  105 m/s [84, 160, 161]. Altogether, we ﬁnd αeff = p8  2qα  0.04  0.07,
signiﬁcantly smaller than the value of 0.24 estimated by Skinner and Shklovskii for Bi2Se3
[99]. With the optically determined defect density Ndef = 1  4  1020 cm3 of the same
sample [119], we ﬁnd rs  30  90nm, in very good agreement with our STS result of
40 50nm.
Furthermore, Skinner and Shklovskii [99] ﬁnd
Γ  4 EC
α
2{3
eff
9

v2FNdef
ε

1{3
, (6.6)
again for nominally perfectly compensated samples, ED= 0. With the experimental result
of EC{kB = 40  60K derived from optical data of the same sample [119], this yields a
theoretical prediction of Γ= 80  170meV, much larger than the value of 8  14meV
observed in STS at 5.5K.
This inconsistency between theory and experiment can also be derived using only the STS
data, without reference to optical results. Theory predicts [99]
rs Γ  4
2{3EC
α2effN
1{3
def
 42{3piε0p~{eq2  εv2F , (6.7)
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which depends only on ε and vF . The resulting prediction of rs Γ= 3  9 eV nm is an
order of magnitude larger than the experimental STS result of 0.3 0.7 eV nm at 5.5K.
Equations (6.4) and (6.6) were derived for nominally perfectly compensated samples but
are expected to apply as long as the chemical potential µ is smaller or at least not much
larger than the potential ﬂuctuations Γ. For doped compounds with |µ| " 2EC{α2{3eff [cf.
Eq. (6.6)], Skinner and Shklovskii ﬁnd [99]
rs  ~vF
αeff |µ| and Γ
2  16pi E
3
C
α2eff |µ|
. (6.8)
This limit of large µ is not applicable in BiSbTeSe2, as demonstrated by our STS results.
In fact, Eq. (6.8) predicts an even larger value of Γ than Eq. (6.6) for the experimentally
determined parameters.
The calculations of Skinner et al. [97, 99] neglect the screening contribution of bulk
puddles by assuming that all donors and acceptors are ionized. In other words, they
assume that the formation of surface puddles is not aﬀected by bulk puddles. This is
valid for rs ! ls, where ls denotes the characteristic thickness of the near-surface layer in
which bulk puddles are suppressed. For rs ! ls, the Coulomb disorder near the surface
is screened by surface carriers with potential ﬂuctuations Γ (much) smaller than ∆{2,
preventing strong band bending and the formation of bulk puddles. The size R of bulk
puddles  not to be confused with the thickness ls of the near-surface layer  was estimated
by Shklovskii and coworkers by a simple scaling argument [97]. It states that random
ﬂuctuations of the density of ionized defects in a volume R3 give rise to an uncompensated
charge 9pNdefR3q1{2 and thus to a Coulomb potential 9
?
R. Bulk puddles are formed if
these potential ﬂuctuations are as large as ∆{2, which leads to the estimate [97]
R  p∆{ECq
2
8pi N
1{3
def
. (6.9)
Using ∆=0.25 eV, EC = 40 60K, and Ndef = 1 4  1020 cm3 [119], we ﬁnd R  100
500nm. However, recent numerical results combined with a reﬁned scaling argument by
Bömerich et al. [166] predict much smaller values with R9p∆{ECq1.1 for ∆{EC ¤ 40 and
R9 p∆{ECq
2
lnp∆{ECq (6.10)
for ∆{EC Ñ 8. The same behavior but with a smaller prefactor is found for ls [166].
Under the assumption that the surface carriers screen like a perfect metal, i.e., large |µ|,
Bömerich et al. predict ls  p7  12q{N1{3def in the relevant range ∆{EC = 50  75. This
corresponds to a thickness of the near-surface layer ls= 9  25nm which is even smaller
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than the measured characteristic size of surface puddles, rs= 4050nm. The assumption
of perfectly metallic surfaces with a high chemical potential rather overestimates the value
of ls in BiSbTeSe2. This result thus clearly suggests that the assumption rs ! ls is not valid
anymore. Therefore, screening by bulk puddles may contribute to the surface properties,
eﬀectively reducing the amplitude of potential ﬂuctuations on the surface. Altogether,
these results indicate that surface puddles are not fully independent from bulk puddles
and that a full quantitative description of the experimental data requires to consider a
self-consistent description of both, surface and bulk properties.
Another major diﬀerence between surface and bulk puddles in BiSbTeSe2 is that the
latter disappear at temperatures above 50-60 K [18, 119], while surface charge puddles are
observed at temperatures up to 77 K, without any sign of a reduction in the ﬂuctuations or
puddle size. The reason is again hidden in the mechanism that prevents puddle formation
at high temperatures, namely thermally activated charge carriers. The corresponding
screening channel reduces the ﬂuctuations at high temperatures, preventing the valence
and conduction band to reach the chemical potential. Hence, no puddles are formed in
the bulk. The situation at the surface is very diﬀerent, because of the gapless surface
state, leading to surface puddle formation even for very small ﬂuctuations, also at 77 K.
Naively, the fact that no signiﬁcant diﬀerence in the size of the ﬂuctuations at 5 K and
77 K seems to suggest that surface puddles are independent of bulk carriers. However,
the suppression of bulk puddles is due to the thermal activation of carriers in the bulk.
Accordingly, the screening capability of the bulk is smoothly enhanced with increasing
temperature. In other words, screening in the bulk at low temperatures is due to bulk
puddles, but this role is taken over by activated carriers with increasing temperature.
Therefore, it is very well possible that the temperature scale for the suppression of bulk
puddles has little relevance to surface puddles. The potential ﬂuctuations at 5 K and
77 K are sketched in Fig. 6.6. To sum up, potential ﬂuctuations are still present on the
surface and in the bulk of BiSbTeSe2 at high temperatures, though the latter are too small
to create bulk charge puddles due to the large band gap and the screening of thermally
activated charge carriers.
QPI in BiSbTeSe2 near the Dirac energy is dominated by a linearly dispersing, disc-like
feature that is analyzed to obtain the dispersion relation of the surface state. T -matrix
calculations within the Born approximation indeed conﬁrm that the radius of the disc
is linked to the wave vector of the states at the corresponding energy. The extracted
Fermi velocities [vF  p3.7  0.3  105 m/s near ED and vF  p5.0  0.3q  105 m/s at
higher energies] are in excellent agreement with the Fermi velocity of the related compound
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Bi1.5Sb0.5Te1.7Se1.3 (vF  3.5105 m/s near ED and vF  4.9105 m/s at higher energies)
[160], while a larger Fermi velocity [vF  p6.60.4q105 m/s at higher energies] is found
when extracting the kinks directly from the experimental data in a small energy range and
ﬁtting them with one linear function only. Note that an reduction of the wave vector in
QPI (resulting in a higher Fermi velocity) has also been observed in Bi1.5Sb0.5Te1.7Se1.3 and
attributed to spin-momentum locking, which may lead to a suppression of backscattering
due to the opposite spins involved in the scattering process [160]. We can rule out that
the spins of the Dirac fermions cause a reduction of the QPI wave vector since it is not
found in the T -matrix calculations, which explicitly take into account the spin of the
states. Our calculations show that the consequence of the spin is that the QPI intensity
forms a disc in k-space instead of a ring due to the interplay of nesting which favors
backscattering and spin-momentum locking which suppresses backscattering. These two
contributions tend to cancel each other, leading to the ﬂat disc in the case of a delta
potential. Instead, we argue that it is non-trivial to assign the weak kink (in contrast to
a peak) in STS experiments, which is strongly suppressed away from the Dirac energy in
the case of charged impurities. A ﬁt using T -matrix calculations seems to be mandatory
for these systems.
Using T -matrix simulations, we are not only able to extract the dispersion of the surface
state, but can also disentangle the contributions of Coulomb and delta potential scatterers.
Both are present in BiSbTeSe2, and the contribution of Coulomb impurities leads to a
suppression of the QPI intensity around 2ki, which might be the reason why this scattering
channel is often not visible in experiment. The screening length rs  9.1 nm used for the
ﬁt is smaller than the length scale rs  40  50 nm obtain from STM images. This
discrepancy might be due to diﬀerent deﬁnitions of rs. Indeed, using the ﬁrst zeros of an
autocorrelation function of the actual STS image, one obtains rs  p14  4q nm, in very
good agreement with the simulation. Note that this leads to even stronger deviations
from the theory developed by Skinner et al. [99].
6.5 Conclusions
STM and STS measurements on the compensated TI BiSbTeSe2 revealed ﬂuctuations on
the surface that are attributed to surface charge puddles. Their lateral size and energy
variation are much smaller than the bulk charge puddles of the same material due to the
surface state that eﬀectively screens the impurities and due to a possible interplay between
surface and bulk charge puddles, leading to an additional reduction of the ﬂuctuations.
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These ﬁndings connect the large bulk charge puddles with strong temperature dependence
and the small surface charge puddles with almost no temperature dependence and are of
general importance for any compensated semiconductor with conducting surface states. In
addition, experimental and theoretical QPI maps show that spin-momentum locking leads
to a disc-like intensity in k-space, which can be analyzed to obtain various fundamental
parameters of the system such as its dispersion and scattering potentials.
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CHAPTER 7
Electronic properties of quasi-freestanding
epitaxial molybdenum disulﬁde
This chapter contains contributions from C. Murray, W. Jolie, T. Michely, J. Hall and C. Busse. W.
Jolie proposed the experiments, motivated by the recent advances in the growth of MoS2 on graphene
on Ir(111), MoS2/MLG/Ir(111) (see Ref. [118]). C. Murray and W. Jolie prepared the samples using
the recipe of Ref. [118]. C. Murray and W. Jolie collected and analyzed the data. The results were
discussed with C. Murray, W. Jolie, J. Hall, T. Michely and C. Busse, and can be found partly in
Ref. [118].
7.1 Motivation
Molybdenum disulﬁde (MoS2) belongs to the TMDC family, a material class composed of
transition metal (like Mo or W) and dichalcogene atoms (like S or Se) forming a layered
crystal with weak vdW interaction between the layers, making it possible to reduce the
thickness of TMDCs down to the atomic limit of one monolayer (ML) with exfoliation
methods. ML MoS2 consists of one Mo layer sandwiched between two S layers. Within
each layer, the atoms form a strongly bound honeycomb lattice. Freestanding MoS2 is
semiconducting and has a transition from an indirect to direct band gap when thinned
down to ML thickness [21, 167], making it interesting for applications such as ultimately
thin transistors [168], photodetectors and electroluminescent devices [169]. While the top
down approach is often used to obtain ML MoS2, a bottom-up synthesis of high quality
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MoS2 on an inert substrate in UHV is highly desired, in order to analyze its fundamental
properties using in situ surface sensitive techniques, to ease a comparison with theoretical
calculations and to make it scalable for industrial applications.
Recently, we found a facile method to grow MoS2 on graphene on Ir(111) [118] using
a two-step molecular beam epitaxy synthesis with elemental Mo and S (see Chap. 4.2),
which results in high quality epitaxial MoS2, with a controlled thickness depending on the
amount of material used. The great advantage of this method is that MoS2 is prepared in
situ and can be measured with surface sensitive techniques without breaking the vacuum,
leading to clean, well deﬁned MoS2 sheets. One can also expect a weak coupling to the
substrate due to the graphene between MoS2 and Ir(111). This is in contrast to epitaxial
MoS2 on Au(111) [170], which is known to aﬀect the fundamental electronic properties of
MoS2, especially those coming from orbitals pointing out-of-plane [25, 171].
The band structure of MoS2 has been extensively measured in the past using diﬀerent
techniques. Photoluminescence measurements reported the optical band gap [21, 167],
which is much smaller than the electronic band gap due to excitons with binding energies
of the order of 500-1000 meV [24, 66]. Han et al. [67] reported on the occupied states of the
band structure of MoS2 using ARPES, which is however insensitive to the unoccupied band
structure. An experimental tool capable of probing both occupied and unoccupied states
is STS, which has the additional advantage of a high spatial resolution to study the impact
of defects on the band structure. Many groups have already measured the electronic band
gap of MoS2 with STS: the band gap ranges from EG  2.01p8q eV for MoS2/MLG/SiC
[172], EG  2.1 eV for MoS2/SiO2/Si [173], EG  2.2 eV for MoS2/MLG/Au foil [174],
and from EG  1.9 eV [175], EG  2.15p6q eV [176], EG  2.15p10q eV [177], to EG 
2.40p5q eV [178] for MoS2/graphite. The largest band gap of EG  2.7 eV is reported for
freestanding MoS2 patches surrounded by MoS2/Au(111), which are decoupled from the
substrate due to the formation of vacancy islands underneath the intact MoS2 sheet [179].
The scatter in the literature is likely due to the diﬀerent substrates and the fact that
the direct band gap is located at the K point, leading to a strong suppression of these
states in STS due to their high k||. Many groups also investigated the role of edges [172,
176, 178], which are often however not clearly resolved in STM images due to a possible
contamination at the reactive edges of MoS2 ﬂakes during transfer.
It is possible to get access to the k-space structure of the states in MoS2 by combining
constant current and constant height modes in STS spectra [116]. This method has been
applied to many TMDCs [116, 180, 181], such as MoSe2, WSe2, WS2 and MoS2 in ML,
BL form and heterostructures thereof. In constant height mode, the tip is stabilized at
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a setpoint of current and voltage. The dI/dV spectrum is then measured with open
feedback loop, leaving the tip at the same spatial position during data acquisition. In
constant current mode, the feedback loop is closed, enabling the tip to move closer to
the surface when less states are available or to retract the tip when more states tunnel
between tip and sample. While dI/dV in constant height gives a measure for the DOS
of the surface, it may miss states with high wave vectors parallel to the surface due to
the increased damping into vacuum with higher k||. This problem can be overcome using
constant current mode, which records a peak in dI/dV at the energy of every extremum
in the band structure. These extrema are called critical point energies (CPE) [116] in
the following. To get access to the k|| of the CPE one can measure dI/dz instead of
dI/dV in constant current mode. This signal is directly related to the decay constant
via κ  dI/2dz [182]. The combination of these three measurements makes it possible to
probe the CPE and to track their location in k-space.
In this chapter we will give a detailed analysis of the band structure of epitaxial MoS2 on
graphene on Ir(111) using constant height and constant current STS. The results are
compared with ab initio calculations of freestanding MoS2 and with the related substrates
Au(111) and graphite that are often reported in literature. We will also examine the role of
defects such as mirror twin boundaries (MTB) and zigzag edges, which drastically change
the shape and size of the band gap. The great advantage of epitaxial MoS2 on graphene
on Ir(111) compared to other substrates is visualized via intercalation of Eu between
graphene and Ir(111), demonstrating that epitaxial MoS2 on graphene on Ir(111) not
only gives us the opportunity to measure the fundamental electronic properties of MoS2,
but also enables us to tailor those by doping graphene from the backside.
7.2 Probing the bands of quasi-freestanding molybde-
num disulﬁde
A large STM image of MoS2/MLG/Ir(111) is shown in Fig 7.1 (a). The entire Ir(111)
surface is covered with graphene, which forms wrinkles upon cooling due to thermal stress
[183]. The steps in the image are Ir(111) step edges (from top right to bottom left). We
ﬁnd large MoS2 ﬂakes on graphene on Ir(111), together with small bilayers of MoS2.
The dark lines in MoS2 represent grain boundaries that are formed when two grains of
diﬀerent orientation meet [73, 184186]. Their visibility is greatly enhanced when lowering
or inverting the bias voltage, see Fig. 7.1 (b), in which they appear as bright lines.
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(a) (b)
Figure 7.1: MoS2/MLG/Ir(111): (a) STM image showing large MoS2 ﬂakes forming one-
dimensional line defects upon grain merge (U  1.5 V, I  0.01 nA, image size 200 200 nm2).
Small bilayers are visible, together with Ir(111) step edges and graphene wrinkles. (b) STM
image using a small bias voltage (U  0.9 V, I  0.03 nA, image size 75  75 nm2). The line
defects appear as bright lines.
Before focusing on MoS2, one should note that the well investigated graphene on Ir(111)
substrate can be used to check the low contribution of the tip density of states. A typical
STS spectrum shows a shoulder at E  0.2 eV, corresponding to the top of the hole-like,
Rashba-split Ir(111) surface state located at the Γ point, which is known to persist under
graphene [45, 46, 187, 188].
The LDOS of MoS2 measured with STS in constant height mode is shown in Fig. 7.2 (a)
in linear scale. Fig. 7.2 (b) shows the same spectrum in logarithmic scale. We ﬁnd a peak
at E  1.9 eV and a monotonic increase starting at E  0.8 eV. Between those we have
a large energy range with vanishing signal that we attribute to the band gap of MoS2.
The signal in the gap is small but ﬁnite, which means it is possible to tunnel within the
band gap of MoS2. The spectrum is used to estimate the valence band maximum (VBM)
and conduction band minimum (CBM) which are extracted using the start of the sharp
rise of the signal on both sides of the spectrum. The VBM lies at E  1.750 eV, the
CBM at E  0.825 eV, leading to a band gap of EG  2.575 eV. We ﬁnd that MoS2 is
gated; the band gap is not symmetric with respect to the chemical potential, but shifted
towards lower energies. This ﬁnding is consistent with the related system MoS2/graphite,
where all reported STS spectra show an gated band gap [175178]. Note that tip-induced
band bending [189, 190] is negligible here, presumably due to the conducting graphene
under MoS2 that pins the Fermi level [159, 191, 192].
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Figure 7.2: Electronic band gap and CPEs of MoS2: (a) STS spectrum measured in constant
height mode in linear scale revealing a band gap which is gated. (b) STS spectrum measured
in constant height (log-scale). (c) STS spectra recorded in constant current mode. The peaks
in constant current mode are ﬁtted with Gaussian functions and plotted in the ﬁgure. The
black dashed lines are at the peak positions of the Gaussian functions. The VBM and CBM are
visualized with red dashed lines and obtained using the FWHM of the peaks nearest to the band
gap. (d) STS spectra representing dI/dz 9 κ recorded in constant current mode. (e) Sketch
of the CPE of MoS2 extracted from our measurements with the input of DFT calculations [66].
The 1. BZ of MoS2 with the relevant high-symmetry points is sketched in the inset.
Using constant current STS in the energy ranges of the VBM and CBM enable us to
distinguish the CPEs of MoS2. In this mode, as soon as a new CPE starts to contribute
to the tunneling current, the feedback loop retracts the tip to keep the current constant.
This leads to a peak for every CPE in the STS spectrum [116]. In Fig. 7.2 (c) we use
this technique to probe the various contributions to our spectrum and compare it with
the STS spectrum measured in constant height mode shown in Fig.7.2 (b). The spectrum
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measured in constant current mode reveals that three components form the broad peak
in the occupied states. The Gaussian ﬁts of the components are shown in Fig. 7.2 (c).
We attribute them to the three CPE found in the band structure near the VBM that
are located at Γ and K [66]. We also ﬁnd a complex peak structure in the conduction
band. Three features are clearly resolved. We add a broad fourth peak to improve the
ﬁt. We attribute the three narrow peaks to three CPE located near the CBM [66]. One
striking diﬀerence between the two STS modes is that there is a small peak appearing at
E  0.7 eV in constant current mode that is not visible in constant height mode. We
attribute this feature to the states located at K [66], which are strongly suppressed in
constant height STS due to their large distance from the Γ point and, consequently, large
k||.
In addition, we measure the decay constant κ in order to distinguish the location of the
states in k-space. In practice this is realized by recording dI/dz 9 κ in constant current
mode, by applying a modulation voltage to the z-piezo instead of the bias voltage. The
result is shown in Fig. 7.2 (d). We ﬁnd a broad dip in the valence band that is attributed
to states near to the Γ point with vanishing k||. A strong increase in κ is found at higher
negative energies that is attributed to states at K. The minimum of κ seems to correspond
to the peak around E  1.85 eV found in constant current mode. This however does
not match with the maximum found in constant height that is attributed to Γ states.
Since κ has additional contributions from the substrate, especially near the VBM where
tunneling between tip and substrate becomes dominant in constant current mode, we link
the peak found in constant height to the second peak found in constant current STS and
attribute them to the CPE at Γ. The remaining two peaks are then attributed to the
spin-split CPE at K.
In the conduction band we ﬁnd diﬀerent values for κ at three CPEs, which makes it possi-
ble to attribute the peaks to certain locations in k-space. According to DFT calculations
[66], the CPE with the highest κ is located at the K point. Hence our peak starting at
around E  0.725 eV is attributed to the CPE at K. The smallest κ is found near Q,
which is in our case around E  0.95 eV. A reduced κ is found between K and Q, which in
our spectrum could represents the peak around E  1.3 eV. Note however that additional
extrema appear around these energies between Γ and M, which makes our assignment
rather tentative and it would have to be veriﬁed with other experimental techniques with
k-resolution such as time-resolved ARPES (TR-ARPES).
Repeatedly performing the entire analysis at diﬀerent locations on the sample enables us
to give a good estimate for the location of the diﬀerent bands, which are listed in Tab. 7.1,
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∆KÒKÓ (eV) ∆ΓK (eV) ∆KQ (eV) ∆KQ{2 (eV)
MoS2/MLG/Ir(111) 0.16 0.04 0.05 0.01 0.15 0.11 0.53 0.06
MoS2/graphite [116] 0.25
MoS2/Au(111) (ARPES [25]) 0.145 0.004 0.31
MoS2/Au(111) (STS [171]) 0.36
Freestanding MoS2 (LDA [34]) 0.148 0.05
Freestanding MoS2 (G1W0 [66]) 0.146 0.15 0.19 (0.25) 0.47
Table 7.1: Positions of the CPE in the band structure of MoS2 on diﬀerent substrates. Our
results for MoS2/MLG/Ir(111) are compared with MoS2/graphite, MoS2 on Au(111) and the-
oretical calculations for freestanding MoS2. The value in parenthesis stands for the second
(spin-split) band.
together with the values of the related systems MoS2 on Au(111), MoS2 on graphite and
freestanding MoS2 calculated with DFT. Similar to Ref. [116], we use the peaks of the ﬁts
to compare the positions of the bands and the FWHM of the peaks to measure the top
and bottom of the CBM and VBM to avoid an overestimation of the band gap EG.
We ﬁrst compare the valence band features with the theoretical calculations based on
DFT. The separations ∆KÒKÓ and ∆ΓK found in the experiment are in a very good
agreement with the calculated band structure of Ref. [34], which uses the local-density
approximation (LDA). In Ref. [66], which uses the GW approximation, the location of
the CPE at Γ is slightly lower than both CPE at K. In contrast, MoS2 on Au(111) shows
only a good agreement for the spin-split ∆KÒKÓ in the valence band, which is located in
a projected bulk band gap of Au(111) [25]. The diﬀerence ∆ΓK is strongly increased due
to the non-negligible interaction between MoS2 and Au(111).
The features of the conduction band have corresponding CPE in the DFT calculation of
Ref. [66]. The two spin-split bands near Q located around 0.19 eV and 0.25 eV above
the CBM are very close to our feature located at 0.15 eV. Though no spin-splitting is
visible in the experiment it may contribute to the larger error compared to the other
CPEs. Zhang et al. [116] found a comparable splitting of ∆KQ  0.25 eV for MoS2 on
graphite. The energy diﬀerence ∆KQ{2 is in quantitative agreement with the CPE found
between K and Q, though additional CPEs may contribute to this signal. Note that three
features are also observed on MoS2/Au(111) in constant height STS [171], but at diﬀerent
energies (∆E  0.49  0.27 eV and ∆E  0.96  0.27 eV with respect to the CBM) and
are therefore not comparable to our results.
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VBM (eV) CBM (eV) EG (eV)
Constant height mode (this work) 1.750 0.825 2.575
Constant current mode (this work) 1.83 0.02 0.67 0.06 2.50 0.05
MoS2/graphite [176178] p1.79 1.95q 0.26 0.45 1.90 2.45
MoS2/Au(111) (TR-ARPES [193]) 1.45 0.50 1.95 0.05
MoS2/Au(111) (STS [171]) 1.24 0.06 0.50 0.27 1.74 0.27
Freestanding MoS2 (G1W0 [66]) 2.84
Table 7.2: Positions and size of the band gap of MoS2/MLG/Ir(111) obtained in constant
height and constant current mode. The results are compared with MoS2 on graphite, MoS2 on
Au(111) and theoretical calculations for freestanding MoS2.
The values for the VBM and CBM, together with the resulting band gap, are listed in
Tab. 7.2. We ﬁnd that the band gap is overestimated using constant height mode since the
states located at K are missing in the conduction band. Note that the strong contribution
of the states at Γ near the VBM lead to the opposite eﬀect there, namely that the VBM
is found at higher energies in constant height mode compared to constant current mode.
The band gap obtained in constant current mode is more reliable since we see all CPEs
in the spectrum, hence we take this value for comparison with other systems. The value
of the band gap for MoS2 on graphene on Ir(111) is more than 0.3 eV smaller than the
calculated band gap for freestanding MoS2, which is attributed to the small (but ﬁnite)
contribution of the dielectric environment due to the substrate that is known to reduce the
electronic band gap of TMDCs [24]. The size and shift of the band gap are very similar
to the ﬁndings for MoS2 on graphite, which leads us to conclude that graphene acts as an
inert substrate and strongly suppresses the interaction between MoS2 and Ir(111). The
band gap of MoS2 on Au(111) is much smaller than for free-standing MoS2, as measured
with TR-ARPES [193] and STS [171]. The reduction is again attributed to the interaction
between MoS2 and Au(111), leading to a strong band gap renormalization [171]. Note
that an even smaller band gap of 1.39 eV is measured with ARPES in potassium doped
MoS2/Au(111) with ARPES [25], which is possibly an eﬀect of the chemical gating that
is used to shift the conduction band under the chemical potential.
7.3 Band bending near defects
We now investigate the electronic properties of our MoS2 ﬂakes near highly symmetric
defects, starting with mirror twin boundaries (MTB). Fig. 7.3 (a) shows an STM image
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Figure 7.3: Constant height STS spectra near a 4|4E MTB in MoS2: (a) STM image of a 4|4E
MTB (U  0.9 V, I  0.2 nA, image size 10  10 nm2). The structure of the line defect is
sketched in the image. The inset in the top right shows the periodic modulation of the CDW
measured in constant height. The arrow denotes the path of the tip during acquisition. (b)
Averaged STS spectra measured along the MTB. We ﬁnd a strongly reduced band gap. (c)
Corresponding constant height STS line scan starting at the MTB and ending at defect-free
MoS2. The intensity is shown in log-scale. The bands are bending towards higher energies. New
states appear in the vicinity of the MTB.
in which a bright line is visible. As is shown in detail in Chap. 8 this is likely caused
by a 4|4E MTB. Its structure is sketched in the inset of Fig. 7.3 (a) and consists of two
crystals (grains) with diﬀerent orientations which form a line defect along the mirror
plane between the two. STS spectra measured in constant height on the MTB show an
extremely reduced band gap of 50 meV around the Fermi energy, see Fig. 7.3 (b). This
gap is likely caused by a CDW transition, leading to a periodic beating in the density
of states as shown in the upper right inset of Fig. 7.3 (a). The charge density wave will
be topic of Chap. 8. Above the transition temperature of the CDW we expect a metallic
edge state along this MTB, which would lead to a one-dimensional metal-semiconductor
interface.
We can measure the evolution of the band gap from MoS2 towards the MTB by recording
STS spectra along the arrow shown in Fig. 7.3 (a), starting on the MTB and ending on
MoS2. The resulting STS spectra are shown in Fig. 7.3 (c). The blue region represents
the band gap with vanishing density of states. We see a sharp increase in the band gap
after less than 1 nm, underlying the true one-dimensionality of the states in the MTB.
At a distance of 1 nm from the MTB we already ﬁnd a band gap of more than 2 eV. It is
still reduced compared to the band gap measure far away from the MTB. Going further
away from the MTB, we can clearly see a bend bending towards lower energies in both
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the conduction and valence band. This observation is very similar to the ﬁndings between
ML and BL MoSe2 [181]. The bend bending is continuous in the conduction band, while
it seems to occur stepwise in the valence band. The abrupt changes in the occupied states
could be attributed to additional interface states which were also observed at the zigzag
boundary between ML and BL MoSe2 [181]. The STS spectrum of defect-free MoS2 is
recovered at a distance of around 5 nm from the MTB.
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Figure 7.4: Constant current STS spectra measured near a 4|4E MTB in MoS2: (a)-(b) STS
scans of empty and occupied states measured at the same location as in Fig. 7.3. The intensity
is shown in linear scale. We ﬁnd a smooth band bending of the unoccupied states and a stepwise
increase in energy of the occupied states. (c)-(d) Same set of STS spectra presented from top
(defect-free MoS2) to bottom (MTB) to highlight the band bending and appearance of additional
states near the MTB.
We complement our constant height measurements with constant current STS spectra to
track the evolution of the bulk bands towards the MTB. The result is shown in Fig. 7.4.
The data is taken at the same location as in Fig. 7.3. The conduction band of MoS2 is
the dominant contribution in the spectra measured at positive energies, see Fig. 7.4 (a).
We can track its location from the MTB towards MoS2. The band bending occurs in a
range from 0.5 nm to 5 nm. One ﬁnds a decrease of the valence band minimum from
E  1.3 eV (at the MTB) to E  0.7 eV (far away from the MTB). Fig. 7.4 (b) shows the
spectra measured at negative energies, starting again at the MTB. In agreement with our
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constant height spectra we ﬁnd a stepwise decrease in the local density of states instead
of a smooth transition as found for the conduction band.
The diﬀerent behavior observed between conduction and valence band is best visualized
in Fig. 7.4 (c)-(d), which show the complete set of data measured from the MTB (bottom)
towards MoS2 (top) in constant current mode. The same set is (partially) displayed in
Fig. 7.4 (a)-(b). Fig. 7.4 (c) shows the spectra measured at negative energies. We ﬁnd
that the spectra near to the MTB (bottom) are dominated by interface states between the
MTB and MoS2, which appear at ﬁxed energies. Five energy steps are clearly resolved
in Fig. 7.4 (c) and Fig. 7.4 (b) (two are located near to the original valence band of
MoS2). The interface states next to the MTB seem to be conﬁned in a narrow area of
less than 1 nm. Due to the similar spectral shape compared to bulk ML MoS2, these
interface states may still have a very similar structure to MoS2, which would however
lead to a stepwise bend bending, an observation that has not been reported so far to our
knowledge. In contrast, the spectra recorded at positive energies which are displayed in
Fig. 7.4 (d) show a smooth transition between MTB and MoS2 that can be attributed to
bend bending. In addition, we ﬁnd that the peak shape of the unoccupied states changes
when approaching the MTB, which may be due to the states of the MTB or variation in
band bending depending on the CPEs. The latter could lead to a band gap transition
from direct to indirect near the MTB, an interesting concept that could be modeled with
DFT.
Figure 7.5: Constant height STS spectra along MoS2 zigzag boundary: (a) STM image of a
zigzag MoS2 edge (U  1.5 V, I  0.1 nA, image size 10 10 nm2). The periodicity at the edge
corresponds to the lattice constant of MoS2. The arrow denotes the position of the tip during
acquisition. (b) STS spectra (log-scale) measured along the edge, starting on MoS2 and ending
on graphene on Ir(111).
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We next analyze the changes in the density of states at zigzag edges of MoS2. Since the
ﬂakes have hexagonal instead of triangular shapes, our sample shows no preference for
either Mo or S edge termination on graphene on Ir(111), in contrast to MoS2 on Au(111)
where one edge termination is clearly preferred [194]. Fig. 7.5 (a) shows a zigzag edge at
the rim of a MoS2 ﬂake. The periodic variation visible in the STM image corresponds to
the lattice constant of MoS2. The structure of the edge resembles other quasi-freestanding
edges such as MoS2 [170], graphene [195] or graphene-boron nitride zigzag interfaces [196].
Constant height STS spectra measured along the arrow sketched in the ﬁgure are shown in
Fig. 7.4 (b). Similar to the behavior near MTBs, we ﬁnd that band bending occurs in the
valence and conduction band towards higher energies when approaching the termination
of the ﬂake. While additional states appear in the conduction band (between 1 1.5 eV)
that are localized at the edge of MoS2, we are unable to disentangle the contributions
from the bulk and edge in the valence band. In contrast to the MTB, we ﬁnd a persisting
band gap, which is reduced to 1.4 eV. The depletion length is around 5 nm, thus very
similar to the depletion length at MTBs. Passing the edge of MoS2 (at around 7 nm),
the spectra show the typical shoulder at 0.2 eV arising from the Ir(111) surface state.
The band bending is very similar to STS spectra measured at the edge of ML MoS2 on
graphite [176].
7.4 Manipulating the substrate interaction via doping
The fact that we are able to grow epitaxial MoS2 on graphene on Ir(111) not only gives
us the opportunity to measure the fundamental electronic properties of MoS2, but also
enables us to tailor those by manipulating graphene. One way to do this is via intercala-
tion, which is known to change the chemical potential [128], work function [53], core level
[197] and binding [198] of graphene.
We demonstrate the capability to manipulate the electronic properties of MoS2 by in-
tercalating Eu under graphene before MoS2 growth. Eu is very stable under graphene
[128], such that it does not desorb at the elevated temperatures used to grow MoS2. STM
images with and without Eu intercalation are shown in Fig. 7.6 (a)-(b), respectively. We
see that Eu forms small islands next to MoS2.
Constant height STS spectra measured on MoS2 with and without Eu intercalation are
compared in Fig. 7.6 (c)-(d) in linear and log-scale, respectively. Though we ﬁnd a large
band gap in both cases, changes in the dI/dV signal are visible. The band gap shifts
after Eu intercalation towards negative energies, which is attributed to the charge that
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Figure 7.6: Tuning the substrate interaction: (a) STM image of MoS2 on graphene on Ir(111)
without Eu intercalation (U  1.5 V, I  0.01 nA, image size 135175 nm2). (b) STM image of
MoS2 with Eu intercalation (U  0.9 V, I  0.02 nA, image size 135 175 nm2). (c) Constant
height dI/dV -spectra of MoS2 on neutral graphene (red) and strongly doped graphene (blue).
(d) The log-scale analysis shows a shift and reduction of the band gap after Eu intercalation.
Eu transfers to its surrounding. In general this charge shifts the chemical potential up,
thus gating the 2D material, as reported for graphene [54, 128], boron nitride [199], or
MoS2 on Au(111) [25]. In the case of Eu intercalated graphene, the chemical potential is
shifted up by more than 1 eV [128], which is much more than the shift observed for Eu
intercalated under MoS2 on graphene, see Fig. 7.6 (b). The diﬀerence can be explained
with the larger distance between MoS2 and Eu and the screening from graphene between
the two.
Another ﬁnding visible in Fig. 7.6 (b) is that the band gap reduces upon intercalation.
By comparing the shifts of the VBM (∆E  0.35 eV) and the CBM (∆E  0.55 eV), one
ﬁnds a strong reduction of 0.2 eV in the electronic band gap. A similar ﬁnding is reported
for MoSe2 [24], where the authors compared the band gap of MoSe2 on bilayer graphene
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with MoSe2 on graphite. They found a diﬀerence of 0.22 eV in the band gap between
the two substrates and attributed it to changes in the density of states of the substrate
at the chemical potential. This argument can be veriﬁed with our system; graphene on
Ir(111) is almost undoped. This leads to reduced screening due to the vanishing DOS at
the Dirac energy near to the chemical potential [32]. Doping graphene with Eu however
shifts the Dirac energy away from the chemical potential, leading to an enhancement of
the DOS under MoS2 and hence to a more eﬃcient screening environment, which leads
to a strong renormalization of the electronic band gap of MoS2. This nicely demonstrates
that manipulating the density of states of the substrate strongly aﬀects the electronic
properties of MoS2.
7.5 Discussion
The band structure of epitaxial MoS2/MLG/Ir(111) shows very good agreement with
theoretical calculations of freestanding MoS2, which points to a weak interaction between
graphene and MoS2 together with a negligible contribution from Ir(111). This is in stark
contrast to MoS2 on Au(111), where especially the valence band near to the Γ point shows
strong deviations from freestanding MoS2. The size of the band gap is comparable to the
related system MoS2 on graphite, conﬁrming our statement that MoS2 is decoupled from
the metal underneath and mainly inﬂuenced by graphene. Our slightly larger value for
the band gap can be attributed to the smaller density of states of graphene compared
to graphite [24], together with the diﬃculties to obtain the band gap of MoS2 using
constant height STS only. The fact that our band gap is still considerably smaller than
the theoretical band gap of 2.8 eV for freestanding MoS2 reveals that there is still rather
eﬃcient screening from our substrate, which could be reduced for example by opening a
band gap in graphene via intercalation.
MoS2 on graphene on Ir(111) is gated, while graphene on Ir(111) is essentially undoped.
This leads to the conclusion that charge redistribution is not responsible for the shift of
the chemical potential of MoS2. A similar gating is found for MoS2 on graphite, which
also represents a weakly interacting system without considerable charge transfer. We
hence attribute the gating to the work function diﬀerence between graphene and MoS2,
which leads to band bending to adjust the chemical potential. While band bending at
the interface between a semiconductor and a metal is well known for 3D materials, here
the whole material volume is at the interface, leading to a global band bending. The
work functions of graphene/Ir(111) (4.65 0.10 eV [200]) and HOPG (4.80 eV [201]) are
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comparable, so we expect a similar shift of the MoS2 band gap. In the case of graphene
on Ir(111), using the electron aﬃnity of MoS2 (3.92 eV [202]), one expects the CBM to
be at CBM  p4.65 3.92q eV  0.73 eV, in very good agreement with our experimental
value of 0.67  0.06 eV. This supports our assignment that the diﬀerent work functions
are the main cause for the gating of MoS2 on graphene on Ir(111). One should however
bear in mind that the diﬀerent shapes of conduction and valence band may also vary the
position of the chemical potential.
While there is a global gating in MoS2, we ﬁnd additional band bending near one-
dimensional defects such as MTB and zigzag edges. The bending in MoS2 is towards
higher energies for both line defects. At 4|4E MTBs, we ﬁnd that the band bending
occurs stepwise in the valence band, while a continuous band bending is observed in the
conduction band. Additional interface states are strongly localized within the line defect.
The edge states at zigzag edges of MoS2 have comparable characteristic features to those
observed at BL WSe2 and MoSe2 zigzag edges [181]. The new interface leads to a large
depletion length of around 5 nm which is further evidence for the poor screening of the
substrate, and is comparable to the depletion length of 10 nm (3-4 nm) found at the
zigzag edges of BL WSe2 (MoSe2) on HOPG [181].
The possibility to tailor the electronic properties of MoS2 via intercalation is demonstrated
with Eu intercalation as a proof of principle experiment. We ﬁnd that charge induced
in graphene leads to band gap renormalization and charge redistribution, similar to the
comparison of MoSe2 on BL graphene and graphite [24]. However, our measurements
have the big advantage that the chemical environment of MoS2 is maintained, leaving no
space for alternative explanations of these ﬁndings.
7.6 Conclusions
In conclusion, we are able to measure the electronic properties of epitaxial MoS2 on
graphene on Ir(111) using constant current and constant height STS. We ﬁnd several
CPEs near the VBM and CBM and attribute them to the corresponding bands known
from density functional theory calculations. The good overall agreement let us conclude
that graphene eﬀectively decouples MoS2 from Ir(111), making it quasi-freestanding. We
demonstrate how one can control the electronic properties of MoS2 with defects or by
manipulating the backside of graphene via intercalation and envision that graphene on
Ir(111) can become a model system to study the fundamental properties of MoS2 and
other epitaxial TMDCs.
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CHAPTER 8
Charge density waves in mirror twin
boundaries of molybdenum disulﬁde
This chapter contains contributions from W. Jolie, C. Murray, J. Hall, F. Portner, P. Weiß, N.
Atodiresei, C. Busse, H.-P. Komsa, A. Krasheninnikov, A. Rosch, and T. Michely. W. Jolie proposed
the experiment, motivated by the recent work of Barja et al. [27] and Ma et al. [28] on MTBs in
MoSe2. C. Murray and W. Jolie prepared the samples using the recipe of Ref. [118]. C. Murray
and W. Jolie collected and analyzed the data. H.-P. Komsa and A. Krasheninnikov provided DFT
calculations. All results were discussed with W. Jolie, C. Murray, J. Hall, F. Portner, P. Weiß, N.
Atodiresei, C. Busse, H.-P. Komsa, A. Krasheninnikov, A. Rosch, and T. Michely.
8.1 Motivation
Electrons conﬁned in one dimension are predicted to behave very diﬀerently from states
in two or three dimensions, showing exotic physical phenomena such as spin-charge sep-
aration [203205] and other Tomonaga-Luttinger liquid properties [206]. Line defects
such as edges and grain boundaries in group-VI ML TMDCs are predicted to host one-
dimensional metallic states embedded in an otherwise insulating surrounding [207210],
representing a model system for studies using surface sensitive methods. On top of the
metallic behavior, these line defects are also predicted to exhibit magnetic properties, in
contrast to their non-magnetic ML [211213], that could explain experimental results in
MoS2 [214], and may host bound states such as Majorana fermions [215].
93
8 Charge density waves in mirror twin boundaries of molybdenum disulﬁde
Diﬀerent kinds of line defects can be found in TMDCs, which often host one-dimensional,
metallic states. Bollinger et al. [170] found metallic edge states in MoS2 ﬂakes on Au(111),
which can be used for catalytic reactions [216]. Edge states were shown to aﬀect the band
gap of TMDC MLs due to formation of a narrow-gap quantum wire as reported for
MoS2 on graphene on Au(111) [174] and MoS2 on graphite [181]. A spatial modulation
at edges of MoS2 nanoribbons on Au(755) and Au(100) has also been reported [217,
218], which has been found to be stress-induced due to the MoS2-Au interaction. The
drawback of edges, however, is the lack of protection from passivation, which inﬂuences
the electronic properties of edge states [211]. Hence it would be highly favorable to have
one-dimensional states embedded in a line defect between two grains. These states would
be protected by the surrounding TMDC ML. Such a situation is present at a mirror twin
boundary (MTB) in TMDCs, in which the metallic states are conﬁned between two grains
rotated by 60 with respect to each other, leading to a mirror plane parallel to the line
defect. It was shown recently for MoSe2 [27, 28] that the metallic states within MTBs are
electronically unstable, undergoing a Peierls transition which leads to a commensurate
CDW at low temperatures. The CDW state is characterized by (i) a CDW gap opening
in the LDOS at the Fermi energy, (ii) a periodic beating of the LDOS along the MTB and
(iii) a phase-shift of pi in real space between the highest occupied states and the lowest
unoccupied states. All of these features were conﬁrmed for the one-dimensional states
in MoSe2 MTBs, with a CDW gap of 2∆  p100 40q meV and a CDW periodicity of
three times the lattice constant of MoSe2 [27]. DFT conﬁrmed the CDW scenario by
intentionally introducing a small lattice distortion along the MTB, resulting in a near
perfect match of the LDOS between theory and experiment [27].
While only one type of MTB (4|4P) is observed in MoSe2 and MoTe2 which form a dense
network during growth [29, 30] due to their low formation energy [72], various TEM
studies have identiﬁed additional MTBs in TMDCs [73, 185, 186, 219, 220], with some
variation in the MTB structure depending on the type of TMDC and the physical origin
of the MTB formation. A promising material is MoS2, which hosts two diﬀerent types of
MTBs (4|4P and 4|4E) that originate from grain merging. There is, however, no report
on the formation of CDWs in MoS2 MTBs so far.
This chapter is devoted to the electronic properties of the states conﬁned in MoS2 MTBs
on graphene on Ir(111). Two kinds of CDWs are observed and characterized at low
temperatures (T  5 K). STM and STS in constant current and constant height mode
are used to identify the electronic ﬁngerprints of these states with a focus on the CDW
gap, phase behavior, inelastic excitations, conﬁnement, role of defects and doping. The
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experimental results are supported by DFT calculations for the two kinds of MTBs to
link the MTB structure to its corresponding electronic properties. Finally, these insights
are then used to control and even manipulate the CDWs, demonstrating the capability
to choose the desired parameters of the MTB which change the one-dimensional system
accordingly.
8.2 Identifying charge density waves
Our system is composed of the vdW heterostructure MoS2/graphene/Ir(111). Details on
the structure and growth of MoS2 on graphene/Ir(111) can be found in Ref. [118] and in
Chap. 4.2. The electronic properties of the semiconducting MoS2/graphene/Ir(111) are
subject of Chap. 7. A large scale constant current STM image of MoS2/graphene/Ir(111) is
shown in Fig. 8.1 (a). The Ir(111) substrate is completely covered with graphene. In addi-
tion to Ir(111) step edges and small graphene wrinkles one can identify large MoS2 patches
with small bilayer islands on top. Grain boundaries emerge upon MoS2 growth when two
MoS2 grains with diﬀerent orientations meet. The most common misalignment is close to
60 due to the epitaxial growth of MoS2 on graphene on Ir(111), with only small scatter
around the R0 orientation observed in the corresponding LEED pattern. As shown in
Appendix C, both grains have parallel dense-packed rows, leading to the conclusion that
these line defects are MTBs. We ﬁnd that small angle grain boundaries with angle up
to 8 still form MTBs, though their characteristic length decreases with increased mis-
alignment as expected for small angle grain boundaries [185]. Note that we also observe
various grain boundaries that are not formed between two mirrored grains rotated by 60,
but those will not be discussed in this chapter. MTBs appear high in constant current
STM images when the bias voltage is set close to or within the band gap of MoS2, a ﬁrst
hint for the diﬀerent electronic nature of the states conﬁned along these one-dimensional
line defects.
We can make use of the poor conductivity of MoS2 ML within its band gap to measure the
signal coming solely from the grain boundaries using constant height STM. Fig. 8.1 (b)
shows a constant height image measured over two MoS2 islands with a grain boundary
in between. It was taken at a bias voltage higher than the start of the CBM of MoS2,
so that the dominant contribution to the tunneling current stems from the states of
MoS2. The superstructure arises from the graphene on Ir(111) moiré. Note that the
graphene/Ir(111) which surrounds the two MoS2 islands is not visible in constant height
mode due to the increased distance between surface and tip. Fig. 8.1 (c) shows a constant
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Figure 8.1: CDWs in MoS2 grain boundaries: (a) Constant current STM image of
MoS2/graphene/Ir(111) (U  0.9 V, I  0.03 nA, image size 241  78.6 nm2). We ﬁnd large
MoS2 ML islands with a small fraction of MoS2 bilayer. Line defects are observed as bright lines
between grains of diﬀerent orientations. (b) Constant height STM image of two MoS2 grains
measured at high bias voltage (U  1.25 V, image size 26.3  19 nm2). The tunneling current
is dominated by MoS2 bulk states with a periodic modulation from the graphene/Ir(111) moiré.
(c) Constant height STM image measured at low bias voltage (U  0.1 V, image size 234 nm2).
The tunneling current stems from the metallic states along the grain boundary, showing a beat-
ing with period twice the lattice constant of MoS2. (d) Constant height STM image of a MTB
showing a beating with period three times the lattice constant of MoS2 (U  0.006 V, image size
6.2 6.5 nm2).
height image of the same grain boundary when applying a low bias voltage. Now the
current is dominated by the states within the MTB while tunneling of MoS2 bulk states
is suppressed at these small voltages due to its semiconducting nature, leading to the
conclusion that the band gap has to be drastically reduced at the MTB. A more striking
ﬁnding is that the constant height image reveals a periodic beating along the MTB with a
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Figure 8.2: MTBs in MoS2: (a) STS map measured on MTBs featuring both kind of CDWs
(U  0.1 V, image size 17 17 nm2). (b) STS spectrum taken on one of the 3a CDWs showing
a CDW gap 2∆ at the Fermi energy (Ustab  0.5 V, Istab  0.1 nA). The yellow dot indicates
the position of data acquisition. (c) STS spectrum taken on the 2a CDW (Ustab  0.5 V,
Istab  0.1 nA). It also shows a CDW gap 2∆. The red dot indicates the position of data
acquisition.
period of 2a (with a  0.315 nm being the in-plane lattice constant of MoS2). Though this
is the most common periodicity that we ﬁnd in MTB on MoS2, we also observe a double-
line structure along some of the MTBs with a periodic beating of 3a, see Fig. 8.1 (d).
We deﬁne the two electronic structures along MTBs as 2a and 3a CDWs, which will be
justiﬁed below. The 3a CDW resembles the CDW found in MoSe2 MTBs [27], while the
2a CDW has not been reported to the best of our knowledge.
STS can give more insights into the electronic structure of the states embedded in MoS2
MTBs. Fig. 8.2 (a) shows an STS map of a complex MTB forming kinks with a charac-
teristic angle close to 120. Both kinds of CDWs (2a and 3a) are formed along this grain
boundary. An STS spectrum measured on one of the 3a CDWs is shown in Fig. 8.2 (b).
The yellow dot in Fig. 8.2 (a) indicates the position of the tip during data acquisition.
The ﬁrst stricking ﬁnding is that the DOS is ﬁnite within the bulk band gap of ML MoS2,
which range from E  1.83 eV to E  0.67 eV, see Chap. 7. These states can be found
on the MTB only. In addition, the STS spectrum reveals a pronounced gap denoted 2∆ at
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Figure 8.3: Localization of the CDW states in MoS2: (a) A set of STS spectra measured along
a 3a CDW (Ustab  0.5 V, Istab  0.1 nA). The y-axis represents the energy E, the x-axis
distance, and the colors the dI/dV -intensity. The two peaks separated by the gap are out-of-
phase. (b) STS spectra taken on a 3a CDW at the (real space) locations of the state above
(black) and below (red) the Fermi energy, respectively. (c) A set of STS spectra measured along
a 2a CDW (Ustab  0.5 V, Istab  0.1 nA). (d) STS spectra taken on a 2a CDW at the (real
space) locations of the state above (black) and below (red) the Fermi energy, respectively.
the Fermi energy that is separated by two sharp peaks with additional satellite peaks.
Two pronounced features are found in the unoccupied states. The spectrum is very sim-
ilar to STS spectra measured on 3a CDWs in MoSe2 MTBs [27]. Fig. 8.2 (c) shows a
spectrum taken on a 2a CDW at the location marked with a red dot in Fig. 8.2 (a). The
main features in the LDOS are again two peaks that are separated by a pronounced gap
located at the Fermi energy. Note that the gaps found on the 2a and 3a CDW in MoS2 are
an order of magnitude smaller than the band gap of ML MoS2, see Chap. 7. The large
band gap of MoS2 conﬁnes these one-dimensional states along the MTB, similar to the
conﬁnement of surface states at metal surfaces due to their location in the projected bulk
band gap [110].
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STS spectra measured along MTBs can track the real space location of the features found
in the STS spectra on the atomic scale. A set taken along a MTB featuring a 3a CDW is
shown in Fig. 8.3 (a). The colors indicate the dI/dV -intensity as a function of position
and energy, respectively. The two peaks located above and below the Fermi energy are
strongly localized along the MTB, with a peak-to-peak distance of around 3a. These
ﬁndings explain the 3a modulation visible in STM images. Furthermore, it reveals that
these two peaks are not located at the same position in real space; They are localized
out-of-phase with respect to each other. This is best visible when comparing two spectra
measured at out-of-phase positions, see Fig. 8.3 (b). The black spectrum is taken at the
position of the unoccupied state, which is where the occupied state is suppressed the
most. The situation is reversed at the location of the occupied state, which is the red
spectrum in Fig. 8.3 (b), emphasizing the high degree of localization. Similar ﬁndings
are found when measuring STS spectra on 2a CDWs. In Fig. 8.3 (c) we ﬁnd a period
of 2a in the LDOS at the energies corresponding to peaks near the gap, hence they are
responsible for the periodic beating in 2a CDWs. Their out-of-phase localization in space
is shown in Fig. 8.3 (d), which shows two spectra of the set that are separated by a. In
summary, the beating pattern observed in STM images along MTBs in MoS2 is induced
by the ﬁrst occupied and unoccupied states along the MTB, which form an out-of-phase
beating pattern with respect to each other far away from the edges of the MTB.
All these ﬁndings (periodic beating in real space, gap in the LDOS with out-of-phase
states at the gap energies) can be explained with the formation of CDWs in MoS2 MTBs:
a Peierls-like distortion of the lattice opens a CDW gap 2∆ at the Fermi energy, leading
to a reduced Brillouin zone that gives rise to standing waves with the corresponding
periodicity. The states above and below the Fermi energy have the same wave vector
kF but diﬀerent energies, resulting in the out-of-phase behavior in real space. This eﬀect
is analog to the phase behavior of the wave functions at the Brillouin zone boundaries,
leading to an energy gain or cost depending on their location with respect to the ion
cores [221].
8.3 Density functional theory calculations of mirror twin
boundaries in molybdenum disulﬁde
DFT is a powerful method to obtain the structural and electronic properties of materials.
In the case of MTBs in MoS2, a computational model with a ribbon-like geometry is used,
see Fig. 8.4 (a)-(b). Two MTBs are expected to form upon grain merge in MoS2 [72], so
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4|4P 4|4E(a) (b)
MTB
Edge
Bulk
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Edge
Bulk
Figure 8.4: DFT calculations of MTBs in MoS2 [222]: (a) Atomic structures for the whole
ribbon model exposing two edges and a 4|4P MTB. Metal atom (green), chalcogen atom in top
layer (yellow) or bottom layer (cyan) are shown in the model. The box (dashed line, black) shows
the supercell used in calculation (except that there is more vacuum). The corresponding band
structure and DOS for 4|4P has states colored orange, green, and black that are predominantly
localized at the MTB, ribbon edge, or ribbon interior regions, respectively. The horizontal
dashed line denotes the position of Fermi-level from the calculation, which is very close to kF 
pi{3a (vertical dashed line). The orange band of the states within the MTB that crosses the
chemical potential is electron-like. (b) Atomic structures for the whole ribbon model exposing
two edges and a 4|4E MTB. The corresponding band structure and DOS for 4|4E has a hole-like
band crossing the chemical potential, which is expected to satisfy kF  pi{2a (vertical dashed
line). The horizontal dashed line denotes the position of Fermi-level from the calculation, which
is not at the position found in the experiment.
we will focus our discussion on them. The energetics of the edges and MTBs were already
given in Ref. [72]. All calculations were performed by H.P. Komsa [222].
We ﬁrst focus on the 4|4P MTB. The grain boundary consists of four-membered rings
that are connected by a point. The corresponding band structure is shown in Fig. 8.4 (a).
The black dots correspond to the bulk, which shows a large band gap as expected for
MoS2. The green dots are states which are mainly localized at the two edges of the
MoS2 ribbon. The states mainly localized within the MTB are colored orange, so we
restrict our discussion to them in the following. We ﬁnd that a highly dispersive band
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crosses the chemical potential, leading to the conclusion that the MTB is metallic. The
band is electron-like, in close resemblance to the band of MoSe2 observed in ARPES
[28]. It hybridizes with a second band at higher energies. The chemical potential of the
calculation, which is set by the vacuum level, is very close the expected chemical potential
with kF  pi{3a. It should be noted, however, that the chemical potential in the system
will be partly determined by the edges. Therefore, we set in the following the chemical
to the observed nesting vector, which reduces the 1. BZ by a factor of three. The bands
localized at the MTB are within the band gap of the bulk, leading the ﬁnite DOS near
the chemical potential shown in Fig. 8.4 (a).
The 4|4E MTB is shown in Fig. 8.4 (b). It consists of four-membered rings connected by
an edge. Its band structure is shown at the bottom of Fig. 8.4 (b). The orange band,
which again is mainly localized within the MTB, is markedly diﬀerent from the bands of
the 4|4P MTB. We ﬁnd a hole-like band that crosses the chemical potential, which is not
at the expected Fermi wave vector kF  pi{2a. Again, this may be related to the edges
of the model. The band localized at the MTB is again within the band gap of the bulk,
leading to the ﬁnite DOS near the chemical potential shown in Fig. 8.4 (b). The results
for both 4|4P and 4|4E are very similar to the electronic structure calculations for MoSe2,
though only one of the two MTBs appears in experiments during growth [72].
8.4 Phonon excitations
This section is devoted to the satellite peaks that are often observed near to the pro-
nounced peaks of the CDW gap. Fig. 8.5 (a) shows a high resolution STS spectrum
averaged over the entire length of a 3a CDW. One can clearly identify shoulders next
to the two main peaks. The fact that they appear symmetric in both occupied and un-
occupied states points to inelastic excitations as their likely origin. Typically, inelastic
tunneling spectroscopy experiments exhibit shoulders in STS spectra due to the additional
tunneling channel opening at eV  Ei, with Ei deﬁned as the energy of the inelastic ex-
citation. However, since our LDOS is strongly gaped around the Fermi energy due to the
CDW, we see inelastic features appearing as peaks in STS spectra, similar to IETS of
superconductor-superconductor and superconductor-metal junctions [223].
The ﬁt shown in Fig. 8.5 (a) is used to extract the energy diﬀerence between main peak and
the inelastic shoulders. Using Lorentz functions has proven to yield a better ﬁt compared
to Gaussian functions, so it is always used in the following. The peaks are characterized
by the peak energy and width of the ﬁt. The main (CDW) peaks have an average width
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(a) (b)3a CDW 2a CDW
Figure 8.5: Excitations in MoS2 mirror twin boundaries: (a) STS spectrum averaged along
a 3a CDW (Ustab  0.5 V, Istab  0.1 nA). The peaks are ﬁt with three Lorentz functions
each. The green component is related to the CDW gap, while the red and blue peaks stem from
excitations. They are symmetric with respect to the CDW peaks. The peak energy diﬀerence
between the excitations and the CDW peak (E1 and E2) and the peak width are extracted from
the ﬁt functions. (b) STS spectrum averaged along a 2a CDW (Ustab  0.5 V, Istab  0.1 nA).
Only one excitation appears in the spectrum.
of p16  1q meV which is close to our resolution limit ∆E  10 meV [122]. The ﬁrst
inelastic peaks are slightly broader. The second peak has roughly twice the width of the
ﬁrst excitation. The increase in width is likely to stem from a decreased lifetime of the
states. Energy diﬀerences and widths of the features are equal (within the error of the
ﬁts) in the occupied and unoccupied states, again supporting that they originate from
inelastic tunneling. Note that the strongest deviation between the STS spectrum and the
ﬁt is within the CDW gap, which is due to the divergent nature of the DOS towards the
gap that is in principle not properly described by a Lorentz peak, see Eq. 2.5.
STS spectra measured on 2a CDWs also exhibit shoulders near the main peaks around the
Fermi energy. Fig. 8.5 (b) shows an averaged STS spectrum taken along a 2a CDW. Only
one shoulder is visible in the occupied and unoccupied states, in contrast to STS spectra
measured on 3a CDWs in which two shoulders are found in many spectra. The ﬁt yields
again a narrow width of 17  1 meV for the main CDW peaks, while the ﬁrst excitation
has an increased width slightly larger than the width of the ﬁrst excitation found in the
3a CDW. Following the trend of the excitations in the 3a CDW which shows an increase
of the width away from the Fermi level, it is likely that the second excitation (if present)
is not visible in STS spectra due its short lifetime or, equivalently, its large width.
Fitting the excitations of many MTBs hosting 2a and 3a CDWs gives an averaged value of
the energy (which is deﬁned as the energy diﬀerence between main peak and excitation)
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and width of the features. They are listed in Tab. 8.1. We ﬁnd that the ﬁrst excitation
(E1) has the same energy for the 2a and 3a CDW within the error margin. Their widths
also agree with each other, though one may recognize a trend towards larger widths for
the 2a CDW. The similarities point to a lattice vibration of bulk MoS2 as the cause for the
excitation, not to lattice vibration conﬁned within the MTB. Indeed, DFT calculations of
the phonon dispersion ﬁnd a peak in the phonon DOS around 21 meV [224], in very good
agreement with E1. The second excitation (E2), which is only found in the 3a CDW, has
an increased width compared to the ﬁrst excitations. In line with the assignment of E1,
there are also pronounced peaks in the phonon DOS of ML MoS2 around 50 meV [224].
These ﬁndings lead to the conclusion that the inelastic features arise from phonon modes
of bulk MoS2. The bulk nature of the excitation also explains the ﬁnding that the energy
E1 does not diﬀer between the 2a and 3a CDW in MoS2.
E1 (meV) width (meV) E2 (meV) width (meV)
3a CDW 20 3 28 3 49 3 60 27
2a CDW 22 2 34 4
3a CDW in MoSe2 [27] 14.2 0.8
Table 8.1: Energy and width of the excitations in MoS2 MTB. The values are extracted from a
ﬁt using Lorentz functions. The energy of the excitation found in MoSe2 is listed as a comparison.
Barja et al. [27] also found inelastic satellite peaks next to the CDW peaks in MoSe2 and
attributed them to lattice vibrations. They extract an energy of E1  p14.2 0.8q meV.
This value is slightly lower than the value found in MoS2. Since the two materials are
composed of diﬀerent elements one would expect their lattice vibrations to diﬀer in energy.
Indeed, DFT calculations of the phonon dispersion of ML MoSe2 show that there is a shift
of the phonon modes towards lower energies compared to MoS2, with a ﬂat phonon mode
at around 15 meV that leads to a high DOS [225], conﬁrming the assignment that the
peaks are induced by bulk phonons of the TMDC. The diﬀerence between MoS2 and
MoSe2 can be understood using the classical phonon dispersion relation of an atomic
chain, which has a divergence in the DOS [221]:
D pωq  2L
pia
 1a
ω2max  ω2
. (8.1)
The divergence takes place at the energy ωmax 
a
2K{M which represents the top of the
acoustic phonon branch and depends on the spring constant K and mass M of the atoms
within the chain. In the case of MoS2 and MoSe2, the substituted elements are S and Se.
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Since MS   MSe, we expect ωmax9
a
1{M to be higher in MoS2 compared to MoSe2, in
line with the experimental observation.
8.5 Phase pinning and quantum conﬁnement
Defects are known to introduce strong perturbations in one-dimensional systems, since
a detour in an additional dimension cannot be taken to overcome the potential barrier.
Prominent 0-dimensional defects in our system are the ends of MoS2 MTBs. Their inﬂu-
ence on the electronic properties of the CDW will be the topic of this section.
Fig. 8.6 (a) shows the STS signal measured along the entire length of a 2a CDW. We ﬁnd
again a vanishing signal around the Fermi energy that is attributed to the CDW gap 2∆,
together with a beating pattern above and below the gap. However, when looking closer
to the pattern, one ﬁnds that the phase diﬀerence between the occupied and unoccupied
state changes along the MTB; both states are in-phase at the start and end of the MTB,
while out-of-phase in the middle of it. This is not in line with the CDW picture of an
inﬁnitely long chain, in which the phases of the wave functions near to the CDW gap
are out-of-phase, as explained in Section 8.2. Furthermore, one can observe additional
beating patterns appearing at certain discrete energies away from the gap. The energy
diﬀerence between these states is around 50 meV in this case. All beating patterns are
found to be in-phase at the start and end of the MTB.
The origin of the phase variation and additional peaks in the set of STS spectra along
the MTB is likely related to quantum conﬁnement. Assuming that the states within the
MTB are trapped in a potential well of length L and that the potential at the boundary
is strong, we can expect that the phase of the CDW will be pinned at the two ends of
the MTB [226, 227], leading to in-phase behavior there. To get a quantitative picture of
the role of conﬁnement we can apply the non-interacting particle-in-a-box model to our
one-dimensional states. The requirement that the wave functions vanish at the boundaries
leads to quantization, which discretises the hole-like band to a set of wave functions Ψn.
These fulﬁll the boundary condition L  nλn{2  npi{kn with the integer n and the
discrete values for wavelength λn and wave vector kn  2pi{λn of a state Ψn. Plotting
|Ψn|2 along the box as a function of energy using this model leads to the pattern sketched
in Fig. 8.6 (b). The yellow boxes represent the maxima of |Ψn|2, while the blue boxes
are minima. Note that the number of maxima is equal to n. We see that λn is getting
longer at higher energies, in accordance with the reduced kn of the hole-like band. All
neighboring states have ∆n  1, which naturally leads to the out-of-phase behavior of
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Figure 8.6: Phase behavior of the 2a CDW in MoS2: (a) STS signal as a function of energy
and position (Ustab  0.5 V, Istab  0.1 nA). The reduced signal at the Fermi energy is due to
the CDW gap 2∆. The phase between the two peaks near to the gap starts and ends in-phase,
while there are out-of-phase in the middle of the MTB. (b) Sketch of states in a hole-like band
conﬁned in a potential well of length L. The resulting standing wave in the LDOS is visualized
with maxima (yellow) and minima (blue) along the length of the well. Their wavelength changes
according to their band structure with the boundary condition that the wave vanishes at the
edges of the well. (c) Zoom into the left side of the MTB, where states start in-phase. There is a
tendency for the states to move to the right when increasing the energy, as found in the sketch.
(d) Zoom into the middle of the MTB, where all neighboring states are out-of-phase. (e) Zoom
into the right side of the MTB, where states are in-phase again. There is a tendency for the
states to move to the left when increasing the energy. The same holds for the model.
neighboring states in the middle of the box, while being in-phase at the rim due to the
boundary conditions.
To further underline that quantum conﬁnement leads to the pattern shown in Fig. 8.6 (a),
we can compare enlarged segments of the same set of STS spectra showing the dI/dV sig-
nal at the start, middle and end of the MTB. They are shown in Fig. 8.6 (c)-(e). At the
start [Fig. 8.6 (c)], one can recognize that the states at higher energies tend to move to
the right, while they tend to move to the left at the end of the MTB [Fig. 8.6 (e)]. This
behavior is also visible in the sketch in Fig. 8.6 (b) and is related to the longer wavelength
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Figure 8.7: Conﬁned states in 2a CDWs in MoS2 MTBs: (a) STS spectrum averaged over
the entire length (L  21 nm) of a 2a CDW (Ustab  0.5 V, Istab  0.1 nA). Additional peaks
appear next to the CDW gap. (b) Dispersion of the conﬁned states. The colors indicate states
of diﬀerent CDWs with varying length (black: 21 nm; red: 10.5 nm; blue: 7.5 nm). The open
circles are taken from the DFT calculation. The inset shows the misalignment between the states
above and below the Fermi energy due to the CDW gap.
of the standing wave pattern at higher energies. One can again clearly see that all states
are in-phase at the edges while there is an out-of-phase behavior between all neighboring
states in the middle of the wire. The same holds for the model, as discussed above.
Knowing the number of maxima along a MTB of a certain length enables us to extract its
wave vector using kn  npi{L. By simply counting the maxima and reading their corre-
sponding energies one is able to analyze the dispersion E pknq of the conﬁned states along
the MTB. The maxima are best visible near the Fermi energy, but quickly become barely
visible at higher and lower energies, though an enhanced intensity is still clearly visible in
the STS spectrum at the corresponding energy. Therefore, we also extract the peaks found
in averaged spectra along the MTB and use the relation ∆n  1 between energetically
higher neighboring states and ∆n   1 between energetically lower neighboring states.
As an example, the STS spectrum averaged over the set shown in Fig. 8.6 (a) is displayed
in Fig. 8.7 (a). Many peaks are visible next to the CDW gap that are caused from the
conﬁned states. Fig. 8.7 (b) shows the resulting dispersion analyzed for three 2a CDWs.
The error bars take into account the uncertainty in extracting the length (∆L  0.5 nm)
and the possibility to miss one state (∆n  1). Note that the spacing kn 1kn between
two consecutive wave vectors in the dispersion relation stays constant for all states in
a single MTB, while it changes between states of diﬀerent MTBs due to their diﬀerent
lengths L. The dispersion is hole-like in all three MTBs, in very good agreement with
our DFT calculations of the 4|4E MTB in MoS2, which is plotted in Fig. 8.7 (b) with
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Figure 8.8: Conﬁned states in 3a CDW in MoS2: (a) Set of STS spectra along a 3a CDW
(Ustab  0.5 V, Istab  0.1 nA). We count n  2 to n  7 maxima in the LDOS. (b) Dispersion
of the conﬁned states. The open circles are taken from the DFT calculation. The inset shows
the misalignment between the states above and below the Fermi energy due to the CDW gap.
open circles. Note that the bands are rigidly shifted in energy such that the states at the
chemical potential have a wave vector of kF  pi{2a as found experimentally, and that the
small discontinuity in the DFT calculation around k  0.67 Å1 arises from hybridization
with an edge state of MoS2, see Fig. 8.4. The latter is not expected to contribute to our
experiments due to the large size of the MoS2 ﬂakes. The inset of Fig. 8.7 (b) shows a
zoom of the same dispersion (without error bars), in which a clear discontinuity appears
at the Fermi energy that is attributed to the CDW gap that opens between these states.
This gap is not included in the DFT calculation, leading to a slight deviation between
experiment and theory, especially near to the chemical potential.
The concept of conﬁnement also holds for the states that form the 3a CDW. Fig. 8.8 (a)
shows a set of STS spectra along a 3a wire. Starting at high energies, we ﬁnd that the
number of maxima decreases when the energy is decreased, in contrast to the 2a CDW
where the number maxima increases. This ﬁnding is directly related to the hole-like versus
electron-like band of the two MTBs. We can identify the states from n  2 to n  7 in the
selected energy range by counting the maxima in the STS signal along the MTB. Note that
the additional modulation of the n  2 state at approximately E  0.4 eV is likely to
be a set point eﬀect due to the stabilization of the tip at small positive bias voltage [115].
Another tentative explanation of the increase in n there could be spin-charge separation,
leading to two bands with diﬀerent dispersions. Though this eﬀect has been observed
in MoSe2 using ARPES [28], the lack of additional maxima corresponding to the second
band point to the set point eﬀect to be the origin in this case. However, more MTBs have
to be analyzed to give a concrete answer to this issue. In addition, we ﬁnd that the states
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at positive energies are not as clearly separated as the states at negative energies. The
resulting dispersion relation in shown in Fig. 8.8 (b). It is electron-like, as predicted by
our DFT calculations for the 4|4P MTB in MoS2 and similar to the band structure of the
4|4P MTBs in MoSe2 that also host a 3a CDW [27, 28]. The DFT calculation is included
in Fig. 8.8 (b) and shows an excellent agreement, when the bands are rigidly shifted in
energy such that the states at the chemical potential have a wave vector of k  pi{3a. The
second band in the unoccupied states might cause the decreased visibility of the states
at positive energies. The inset of Fig. 8.8 (b) shows again a zoom of the same dispersion
(neglecting the error margin), in which again a discontinuity appears at the Fermi energy
due to the CDW gap which opens between these states.
8.6 Controlling and manipulating charge density waves
Now that we have determined the characteristic electronic properties of the CDWs in
MoS2 MTBs we can use this knowledge to control and manipulate them. Starting with
conﬁnement eﬀects, we may alter the CDW properties by changing the length L of a MTB,
which can be done simply by introducing a defect in a MTB. The result would be two
MTBs that are separated by the defect. In general, one-dimensional systems are cursed
to be extremely susceptible to small perturbations; a one-dimensional metallic chain may
become insulating by the removal of a single atom.
Quasi-zero-dimensional defects are observed in MTBs in MoS2. Fig. 8.9 (a) shows an STM
image of a MTB containing a defect. Though one can clearly observe a discontinuity in
the MTB, it is not possible to identify the exact atomic conﬁguration of this particular
defect. The STS spectra measured along the dashed line sketched in Fig. 8.9 (a) are
shown in Fig. 8.9 (b). The CDW gap measured on each side of the defect is very diﬀerent,
though all STS spectra are recorded on the same MTB. Larger STM images reveal that
the lower part of the MTB is much longer than the upper part, leading to very diﬀerent
quantization due to conﬁnement, which strongly aﬀects the size of the gap. This proof
of concept shows how easily one can alter the fundamental properties of these CDWs by
introducing atomic-scale defects. Note that not all defects may lead to strong conﬁnement;
step edges of the underlying Ir are found to not inﬂuence the CDW, leaving its electronic
properties intact.
The tunability of the CDW gap is twofold; we can change the size of the CDW gap and
the position of the gap with respect to the chemical potential. Fig. 8.10 (a)-(b) displays
the L-dependence of the VB and CB for the 2a and 3a CDW, respectively. VB and CB
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Figure 8.9: Impact of defects in MoS2 MTBs: (a) STM image of a MTB with defect (U 
1.5 V, I  0.005 nA, image size 17.5  10 nm2). (b) STS spectra measured along the MTB
(Ustab  1.25 V, Istab  0.3 nA). The dashed line in the STM image shows the path of the tip
when measuring STS spectra (starting at the top of the image).
are the peak energies near to the chemical potential. Conﬁnement not only increases the
size of the CDW gap when the MTB length gets shorter, but also shifts the middle of
the gap away from the chemical potential. This can be explained with the location of the
discrete kn near to the chemical potential, that are usually not symmetric with respect to
the Fermi energy.
Fig. 8.10 (c)-(d) shows the CDW gap as a function of MTB length L. The CDW varies
from 70 meV to 175 meV in 2a CDWs, which is a factor of 2.5. For 3a CDW the gap
varies even more, from 70 meV to 275 meV, which is a factor of almost 4. While it
remains unclear how short the MTBs can be while still hosting a CDW (which would
have the highest possible CDW gap), the longest MTB (with the shortest CDW gap) can
be estimated by ﬁtting the CDW gap with the following function:
E pLq  A{L  Efund. (8.2)
This is physically justiﬁed with the linearity of the dispersion around the Fermi energy,
leading to a energy diﬀerence ∆En,n 19∆kn,n 191{L. The ﬁt is shown in Fig. 8.10 (c)-(d)
for the two CDWs. Interestingly, the ﬁt converges to a ﬁnite energy when LÑ 8. This is
in contrast to quantum conﬁnement only, and stems from the CDW phase that maintains
the CDW gap in MTBs of inﬁnite lengths. According to the ﬁt, this fundamental CDW
gap is found to be Efund  p56  20q meV for 2a CDWs and Efund  p80  40q meV for
3a CDWs.
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Figure 8.10: Tuning the gap of CDWs in MoS2 MTBs: (a) L-dependence of the position of the
VB and CB of the 2a CDW, deﬁned as the peak energies around the chemical potential. The
dashed line visualizes the chemical potential. The shifts of the CDW gap towards higher or lower
energies is likely caused by conﬁnement. (b) Same plot for the 3a CDW. (c) L-dependence of
the 2a CDW gap. The line represents a ﬁt that accounts for the L-dependence due to quantum
conﬁnement. The ﬁt does not converge to zero due to the fundamental CDW gap Efund of the
CDW, which is indicated by the dashed line. (d) Same plot for the 3a CDW gap. The dashed
line again indicates the fundamental CDW gap extracted from the ﬁt.
In the following, we propose a way to manipulate CDWs in MoS2 MTBs, namely via
chemical gating. While graphene on Ir(111) is almost undoped [52], it is possible to
use the backside of graphene to inject charge into it via intercalation between graphene
and Ir(111). Fig. 8.11 (a) shows a large STM image of MoS2/graphene/Ir(111) without
chemical gating, where we ﬁnd 2a and 3a CDWs. One example of a 2a CDW is shown in
Fig. 8.11 (b). As shown with DFT and STS, the periodicity of this CDW is connected
with its Fermi surface. In one-dimensional systems the Fermi surface is just a single
point in k-space, which leads to the perfect nesting condition E pkFq  E pkFq for the
entire Fermi surface. The nesting scenario for a 2a CDW is sketched in Fig. 8.11 (c) at
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Figure 8.11: Gating MTBs in MoS2: (a) STM image of MoS2/MLG/Ir(111) (U  1.5 V, I 
0.01 nA, image size 135 175 nm2). (b) Constant height STM image of a 2a MTB (U  0.1 V).
(c) Sketch of the CDW gap opening mechanism below the CDW transition temperature TC. The
black band corresponds to MoS2/MLG/Ir(111), the red band to MoS2/MLG/Eu/Ir(111). The
nesting vector gets smaller due to the shift of the band with respect to the Fermi energy. (d)
STM image of MoS2/graphene/Eu/Ir(111) (U  0.9 V, I  0.02 nA, image size 135 175 nm2).
(e) Constant height STM image of a (formally known as) 2a MTB (U  0.4 V). Its periodicity
has increased.
temperatures above and below the CDW phase transition temperature TC. Above TC, we
have a hole-like band crossing the Fermi energy at a certain Fermi wave vector kF. The
states in the MTB are hence metallic at these temperatures. Upon cooling below TC, the
phase transition takes place, resulting in a gap opening at the Fermi energy. This will be
important to understand the impact of chemical gating in the following.
Fig. 8.11 (d) shows a large STM image of MoS2/graphene/Eu/Ir(111). Eu is known to
give charge to graphene, shifting the band structure of graphene up with respect to the
Fermi energy [128]. A similar gating eﬀect of the semiconducting band gap of MoS2 is
discussed in Chap. 7. Fig. 8.11 (e) shows a constant height image taken on a MTB,
revealing a beating pattern which is attributed to a CDW. The structure of the beating
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pattern resembles the 2a CDW of the system without chemical gating. However, the
periodicity of the CDW increased compared to the 2a CDW, from 2a to roughly 2.5a.
Hence doping MoS2 MTB with Eu induces a phase transition, driving the system in an
incommensurate CDW state.
The increase of the periodicity is again related to the Fermi surface of the one-dimensional
states within the MTB. The band structure of chemically gated MoS2 MTBs is sketched
in red in Fig. 8.11 (c). The intercalated Eu, which is known to n-dope graphene, induces
a shift of the bands in the MTB towards lower energies. This leads to a diﬀerent Fermi
surface with a reduced kF. Accordingly, when the temperature is below TC (which might
have a gating-dependence), the CDW gap opens at a smaller wave vector since it is pinned
to the Fermi energy and not to a certain wave vector. A smaller Fermi wave vector results
in a smaller nesting vector, and thus to the larger periodicity of the CDW beating pattern
observed experimentally. Hence, the potential of chemical gating is that it enables one to
drive the one-dimensional state into the desired phase by injecting the right amount of
charge into graphene via intercalation.
8.7 Discussion and outlook
CDWs in MoS2 MTBs are well decoupled, truly one-dimensional states embedded in an
insulating matrix. All basic CDW properties (periodic beating in real space, CDW gap,
out-of-phase behavior of the ﬁrst occupied and unoccupied states) are observed and can
be tailored with only a few ingredients such as defects or doping. These experimental
results clearly demonstrate that MTBs in MoS2 on graphene on Ir(111) are a perfect
model system to study the electronic properties of one-dimensional states with surface
sensitive techniques such as STM.
The MTBs under investigation (4|4P and 4|4E) exhibit very diﬀerent electronic states,
the most obvious being the diﬀerent CDW periodicities (3a versus 2a). DFT can link
the electronic properties to the structure of the MTBs. The band structure of the states
within a 4|4P MTB are electron-like, while a hole-like band is found for the states within
the 4|4E structure. Both bands are conﬁrmed with STS by observing a dispersing standing
wave pattern arising from the states conﬁned in ﬁnite MTBs. Additional predictions from
DFT, such as the phonon dispersion, can explain the excitations found in STS. Their
phononic origin could be shown on a qualitative level using the mass dependence of the
phonon dispersion, and quantitatively by analyzing the phonon dispersion obtained with
DFT for MoS2 and MoSe2. An analysis including the MTB geometry could give even
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more insights, especially since it may shed light onto the contribution of electron-phonon
coupling to the CDW formation.
Though the CDWs in MoS2 MTB can be treated as decoupled from another and the
substrate, they are still inﬂuenced by their length, leading to conﬁnement eﬀects that
quantize the one-dimensional states and inﬂuence the phase of the CDW pattern. Even
the longest MTB analyzed in this chapter showed a linear change in the phase between the
ﬁrst occupied and unoccupied states as expected from a one-dimensional, non-interacting
electron gas conﬁned in a potential well. Note that this is not the ground state of an inﬁnite
CDW, which favors out-of-phase behavior between these states. One could expect that
longer MTBs show a transition between complete out-of-phase behavior and a distortion
towards in-phase at the edges, separating the bulk and edge eﬀects.
The conﬁnement eﬀects found in MoS2 may explain recent results reported for MoSe2
MTBs. The CDW band gap found in this material has a size of 2∆  p100  40q meV
[27]. The transition temperatures of the (commensurate and incommensurate) CDW have
been determined to be T1  205 and T2  230 K [28, 228], respectively. For comparison,
in MoS2 the beating pattern is still visible at room temperature, leading to a transition
temperature TC ¡ 300 K. Its (fundamental) CDW gap is Efund  56  20 meV for
2a CDWs and Efund  80 40 meV for 3a CDWs, which is rather small compared to the
CDW gap of MoSe2. Generally one would expect that a higher transition temperature
is related to a larger CDW gap. This is not the case here. The discrepancy may be
related to conﬁnement eﬀects that were neglected when extracting the CDW gap 2∆ in
MoSe2, though many defects are present in the MTB network in this material that in
principle conﬁne one-dimensional states just like the ends and defects in MoS2 MTBs.
If conﬁnement is present in MoSe2, it will lead to a smaller fundamental CDW gap, in
line with the smaller transition temperature compared to MoS2. In addition, conﬁnement
may also explain the strong scatter in the CDW gap, that is not in line with the sharp
transitions found in transport measurements. Note that the scatter in the fundamental
gap in MoS2 is due to the small set of CDW band gaps used for the ﬁt and the diﬃculty
to disentangle the CDW and conﬁnement contributions. Therefore one may rather use
the CDW gap of the longest MTB to estimate a higher bound to the fundamental CDW
gap, which for both 2a and 3a CDW is 2∆  70 meV.
The actual transition temperature of the CDWs in MoS2 is still unknown. It would be
interesting to measure the transition temperature of the CDWs in MoS2 in the future
and ﬁnd its relation to the CDW gap, which can be used to estimate the role of electron-
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phonon coupling in the CDW formation [88]. As an estimate, we can use Eq. 2.4 to
compute the transition temperature:
TC  2∆
3.52kB
 230 K. (8.3)
The expected transition temperature is lower than room temperature. This is a puzzling
result, since the periodic beating pattern of the CDWs is still visible at T  300 K, far
above the expected transition temperature. While weak electron-phonon coupling leads
to the BCS formula, one expects a higher TC than in Eq. 8.3 for strong electron-phonon
coupling. The opposite is true here. While conﬁnement eﬀects alone may lead to a
beating pattern along the MTBs, a calculation of our one-dimensional states including
many-body interactions is mandatory to fully understand the physical properties of MTBs
in MoS2 [229].
Analyzing the conﬁned states in MoS2 MTBs not only enables one to accurately com-
pute the dispersion of the one-dimensional states, but may also reveal exotic phenomena
of one-dimensional systems, such as spin-charge separation which has been observed in
MoSe2 [28]. The electronic properties of the one-dimensional states are found to be
strongly inﬂuenced by the MTB edges. An interesting question is whether a single atom
is suﬃcient to control the properties of the states within a MTB, or whether the two
resulting MTBs are still coupled to each other. Diﬀerent approaches are feasible, such as
atomic manipulation [230] or metal decoration [228, 231].
The fact that CDWs can be manipulated by gating makes it possible to potentially analyze
their phase diagram upon doping. It should be noted that the resulting phase diagram
would represent the true dependence on doping only, without the need to change the
material itself. This is in contrast to conventional phase diagrams of three-dimensional
materials, where doping is achieved by atomic substitution, inducing defects in the mate-
rial which may inﬂuence the phase diagram as well. A phase transition has already been
observed with the intercalation of Eu, from a commensurate to incommensurate CDW. It
is not unlikely that the CDW can be completely suppressed at a certain doping level. For
example, it has been shown that no CDW gap opens in MoSe2 when the lattice distortion
has a period of 2a [27]. Suppressing the CDW order would make it possible to study the
metallic state of the Tomonaga-Luttinger liquid [206]. Even more exotic properties could
emerge at a possible (quantum) critical point located at a certain doping level between
the two [9, 232].
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8.8 Conclusions
In conclusion, we analyzed the electronic properties of one-dimensional states embedded
in MoS2 MTBs. These states undergo a phase transition at low temperatures, forming
CDWs along the MTB. To kinds of CDWs are found and linked to their corresponding
structure. Both CDWs are characterized using STS and DFT, with an overall good
agreement between the two. Inelastic features are found in STS spectra and linked to
vibrational excitations. The ﬁnite length of the MTB leads to quantum conﬁnement,
which is used to analyze the dispersion of the states. This eﬀect in turn enabled us
to manipulate the fundamental properties of the CDWs. As a proof of principle, Eu
intercalation showed that gating from below leads to a change in the beating pattern, and
may be used to drive these one-dimensional states into other exotic phases.
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CHAPTER 9
Charge density wave order in vanadium
diselenide
This chapter contains contributions from T. Knispel, W. Jolie, N. Ehlen, K. Nikonov, A. Grüneis, C.
Busse and T. Michely. T. Michely and A. Grüneis proposed the experiments. K. Nikonov prepared
the samples under the supervision of A. Grüneis. N. Ehlen provided the TB simulation and ARPES
data, under the supervision of A. Grüneis. T. Knispel mounted the sample for STM measurements
under the supervision of W. Jolie and T. Michely. T. Knispel and W. Jolie collected the data. T.
Knispel and W. Jolie analyzed the data, that were mainly discussed with T. Michely, but also with
N. Ehlen, K. Nikonov, A. Grüneis and C. Busse. The main results of this chapter can be found in
Ref. [147].
9.1 Motivation
Layered materials such as TMDCs tend to be electronically unstable due to their quasi-2D
structure [3], which in combination with many-body interactions can lead to exotic phase
transitions such as superconductivity [233], charge density waves (CDW) [88], or orbital
order [234] at low temperatures. The origin of the phase transition in many TMDCs is
still unclear because several factors - such as the near-perfect nesting condition due to
the reduced dimensionality and strong electron-phonon coupling - are present in many of
them. The various contributions lead to an interplay that is theoretically still not well
understood [88]. Prominent examples are TaS2 [234], TaSe2, TiSe2 [235] and NbSe2 [236].
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The TMDC compound 1T-VSe2 has not been extensively investigated so far, though it
has promising intrinsic photocatalytic properties [237] and has been shown to improve
the performance of solar cells [238]. It is metallic with a strong in-plane dispersion and a
weak out-of-plane dispersion due to the diﬀerent intra- and interlayer coupling strengths
[239]. It undergoes two CDW phase transitions at T  110 K and T  80 K, forming
a commensurate (4 4) CDW in-plane with an incommensurate out-of-plane component
(qc  0.314c for 110 K ¡ T ¡ 80 K [7981] and qc  0.307c for T   80 K [79,
81]). Note that a commensurate out-of-plane component (qc  c{3) has been reported
in Ref. [82]. The in-plane commensurability of the CDW has been conﬁrmed with STM,
though it remains unclear whether the CDW has a 6-fold symmetry or forms domains with
an enhancement of the CDW pattern along a certain preferred direction [240242]. No
information on the out-of-plane component is obtained with STM since this technique is
only sensitive to the surface of VSe2. Yang et al. [243] found that the ﬁrst CDW transition
temperature decreases to 81.8 K when reducing the thickness down to 11.6 nm, while Xu
et al. [244] found an increase of the CDW transition temperature to 135 K in even
thinner samples. Both ﬁndings were conﬁrmed by Pasztor et al. [94], who systematically
investigated the thickness dependence of the CDW amplitude down to one monolayer.
In general a CDW phase is characterized by a CDW gap 2∆ that opens at the Fermi
level in the DOS, a quantity that is directly accessible using STS. There is however strong
scatter in literature concerning the size of the gap measured with STS: Wang et al. [245]
reported a gap of 2∆  80 meV at T  4.2 K, while Ekvall et al. [246] found a gap of
2∆  160 meV at T  60 K. Another technique, which is sensitive to the occupied DOS
and hence able to observe the formation of the gap upon CDW formation, is ARPES.
Terashima et al. [247] reported a partial gap opening (often referred to as pseudogap) on
the electron-like Fermi surface (FS) centered at the M(L) point. Upon cooling the sample
across the transition temperature, they were able to ﬁnd a reduction of the DOS in certain
directions in k-space, which they attributed to the CDW formation. Their results point
to a CDW gap 2∆  160  200 meV [247]. Sato et al. [248] showed that the pseudogap
opens only at certain wave vectors perpendicular to the layers, due to the dispersive
behavior out-of-plane and found a shift in the peak intensity away from the Fermi energy
of 20  30 meV. Strocov et al. [239] conﬁrmed the 3-dimensional nesting vector with
high-resolution ARPES measurements, but did not claim to see any gap opening. They
experimentally analyzed the imaginary part of the electron susceptibility Imχq and found
a peak near the CDW wave vector. It should be noted however that the real part of the
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susceptibility Reχq [deﬁned as χ0pqq in Eq. 2.2] causes the electronic instability due to
nesting [31, 93], a quantity that is not directly available with ARPES.
In this chapter we perform STM and STS measurements to obtain information on the
structural and electronic properties of VSe2. The data is collected at T  5 K, far below
the two CDW phase transition temperatures. The symmetry of the in-plane p4 4q PLD
is clariﬁed, and a comprehensive analysis, supported by ARPES data and TB simulations,
uncover the diﬀerent contributions observed in STS spectra. The focus, however, lies on
the CDW gap and the origin of the strong scatter in the values reported so far. The role
of defects is discussed.
9.2 Structural and electronic properties of vanadium
diselenide
Atomically resolved STM images of the surface of VSe2 are shown in Fig. 9.1 (a) and (b).
The surface atoms appear bright or dark, depending on the tip and tunneling conditions.
While the STM contrast in Fig. 9.1 (b) is the most common one, it is not trivial to
assign V or Se to the atomic positions: on the one hand the DOS near the Fermi level
is governed by V d-states [242], but the surface consists of Se atoms which are therefore
closer to the tip [240, 242]. In both STM images, a pronounced p4 4q periodic structure
with respect to the atomic lattice is visible and attributed to the CDW of VSe2. The
commensurability is veriﬁed in areas free of defects by counting the atoms along the
crystallographic directions and then dividing by the number of CDW periods. With this
method one can minimize the systematic errors of the STM which are of the order of
5%. The resulting periodicity is p4.00 0.07q  a with a deﬁned as the in-plane lattice
constant of VSe2, i.e. the structure is commensurate within the error margin. Note that
STM is not able to measure the out-of-plane periodicity of the CDW.
The CDW period is also visible in the FT of STM images that give direct access to
the reciprocal space. An example is shown in Fig. 9.1 (c), which represents the FT of
Fig. 9.1 (a). We ﬁnd six outer spots that are attributed to the reciprocal lattice vectors
of the VSe2 surface. One of the them is sketched in Fig. 9.1 (c), labeled a. The six
inner spots stem from the p4 4q periodicity of the CDW, which corresponds to a{4 in
reciprocal space. One is also sketched in Fig. 9.1 (c), labeled qCDW. A ball model of the
CDW structures is displayed in Fig.9.1 (d), in which the yellow balls represent the surface
atoms of VSe2 and the blue balls visualize the p4 4q structure of the CDW. The unit
cells of VSe2 and of the CDW are indicated.
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qCDW
a*
(a) (c)
(d)(b)
Figure 9.1: In-plane structure of VSe2: (a) STM image of VSe2 (U  0.75 V, I  0.2 nA,
image size 6.2  6.2 nm2). (b) STM image recorded with a diﬀerent tip showing a diﬀerent
atomic contrast (U  0.2 V, I  0.5 nA, image size 5.3 5.3 nm2). (c) FT of the STM image
shown in (a). The large arrow represents a reciprocal lattice vector of VSe2, while the small
arrow represents a reciprocal lattice vector of the CDW. (d) Ball model of the p4 4q structure,
in which the yellow balls are atoms and the blue balls the superstructure. The primitive unit
cell of the lattice and superstructure are displayed with a continuous and dashed rhomboid,
respectively.
Coleman et al. [240, 241] reported a pronounced unidirectional enhancement of the CDW
pattern, while Kim et al. [242] found a 6-fold rotational symmetry. The STM images
in Fig. 9.1 (a)-(b) point to a commensurate, periodic structure with 6-fold rotational
symmetry. We observed that scanning the same area with diﬀerent tips sometimes lead
to both unidirectional CDW and 6-fold rotational CDW depending on the condition of
the tip. This leads to the conclusion that the symmetry breaking reported by Coleman
et al. [240] is likely to result from a anisotropic tip rather than from the CDW itself.
An STS spectrum which measures the LDOS present at the surface of VSe2, is shown
in Fig. 9.2. The (raw) dI/dV signal obtained with lock-in ampliﬁer is displayed in
Fig. 9.2 (a). Several features are present that can be highlighted by dividing the dI/dV sig-
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Figure 9.2: LDOS of VSe2: (a) STS spectrum of VSe2 (Ustab  1 V, Istab  1 nA). (b)
Normalized STS spectrum. We ﬁnd peaks around -0.1 eV and 0.75 eV, dips around the Fermi
level and 0.45 eV, and shoulders at -0.8 eV, -0.5 eV.
nal by I{V , which gives a better measure for the LDOS [114]. This is done in Fig. 9.2 (b)
using the data of Fig. 9.2 (a). Both show a peak around E  0.1 eV that is attributed
to the d-states of V near to the Γ point [249], in line with the STS spectra reported
by Ref. [246] and [94]. In addition we ﬁnd dips around E  0.3 eV, E  0.4 eV and
around the Fermi level, together with a pronounced shoulder around E  0.5 eV and a
broad peak around E  0.75 eV. The overall shape of the spectrum is in accordance with
Ref. [94] aside from the dip at the Fermi level. In the following we will discuss all these
features and link them to their corresponding bands found in TB calculations of VSe2, if
present.
The band structure of VSe2 obtained from samples of the same batch [62] is shown in
Fig. 9.3 (a). The blue colored plots in the background represent spectra measured with
ARPES, while the dots colored from black to red are the corresponding theoretical ﬁt
using a nearest neighbor TB model [62]. Note that additional Ei pkiq maxima extracted
from ARPES data were used for the ﬁt, though they are not included in Fig. 9.3 (a).
The color of the bands depends on their orbital character, which ranges from fully p-
type (black) to fully d-type (red). The band which crosses the Fermi level is attributed
to the d-band of V mentioned above, while additional bands coming from the p-orbitals
of Se are located at slightly lower energies. The occupied band structure is in overall
agreement with literature [239]. While there is a good agreement between ARPES and
the TB simulation in the occupied states, a lack of constrains to the ﬁt parameters of the
TB Hamiltonian for the unoccupied band structure may lead to strong deviations there,
as will be discussed below.
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Figure 9.3: TB calculation of the bands and DOS of VSe2: (a) band structure of VSe2 in
high symmetry directions. The color indicates whether the band has d orbital character (red)
or p orbital character (black). ARPES scans used for the ﬁt are shown in the background. (b)
Corresponding DOS of VSe2. The blue curve represents the total DOS, while the red (black)
curve shows the contribution from d-states (p-states). The blue dots are from the STS spectrum.
TB and ARPES data taken from Ref. [62].
The TB Hamiltonian can be used to compute the DOS of VSe2, which is shown in
Fig. 9.3 (b). The blue curve represents the total DOS, which is divided into the DOS
arising from p-orbitals (black) and d-orbitals (red), respectively. We can now compare
the simulated DOS with the STS spectrum that is plotted with blue dots in Fig. 9.3 (b).
The peak seen in the STS spectrum at E  0.1 eV is at the location where we ﬁnd
a peak in the TB simulated DOS. The main contribution to this peak stems from the
d-states of V near the Fermi energy. The dip at E  0.4 eV in the occupied states of
the STS spectrum is located at the crossover between d-states and p-states, though it is
much more pronounced in the STS spectrum. The shoulder at E  0.5 eV is likely to
be related to the additional contribution from the hole-like band at the Γ point that has
a maximum at the corresponding energy.
While there is an overall good agreement in the occupied states, the situation is diﬀerent
at energies above the chemical potential. The peak measured with STS at E  0.75 eV is
likely to stem from the unoccupied bands, though their contribution to the simulated DOS
forms a peak at much higher energies, around E  1 eV. The dip at E  0.4 eV between
the peaks in the unoccupied states and near to the Fermi energy would then represent the
minimum between the diﬀerent d-bands that is also visible in the simulation, though much
larger in size due to the high energies of the unoccupied d-bands. DFT calculations indeed
show that the unoccupied bands tend to be lower in energy [239], in good agreement with
our and reported STS spectra [94]. The diﬀerence in energy is attributed to fact that only
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Figure 9.4: CDW gap in STS spectra: (a) High-resolution STS spectrum of VSe2 (Ustab  0.2 V,
Istab  3.2 nA). We ﬁnd again the features mentioned above, with a pronounced gap around
the Fermi level. The green line represent a third order polynomial ﬁt to the data in the vicinity
of the Fermi energy, but neglecting the gap. The inset shows the diﬀerence between the STS
spectrum and the polynomial ﬁt, DOSCDW, which is then ﬁtted with a Gaussian to extract the
CDW gap 2∆ from its FWHM. (b) 1. BZ of VSe2 in the kxky-plane at a ﬁxed kz. The arrows
are the nesting vectors, which connect parts of the electron pockets along the MM' direction.
(c) Out-of plane dispersion of the electron pocket. Perfect nesting occurs only when the wave
vectors have a certain out-of-plane component.
the occupied bands can be properly ﬁtted to ARPES data, while no information on the
unoccupied states is known from this experimental technique. Note that the knowledge of
the shape of the unoccupied states measured with STS has been incorporated in the ﬁt,
though the lack of knowledge on the location of the bands responsible for the high DOS
still leads to a poor agreement. It is also important to note that it is not trivial to shift
the unoccupied bands down in energy since they are interconnected with the occupied
bands through hybridization eﬀects.
Though the main features of the STS spectra can be attributed to the states of VSe2, one
is not reproduced by the TB calculation, namely the pronounced dip found at the Fermi
level. It is hence attributed to the CDW gap 2∆ that opens in the CDW phase. Fig.9.4 (a)
shows a high resolution STS spectrum measured around the Fermi level. The feature is
rather continuous instead of abrupt, making it diﬃcult to extract 2∆. In addition, the
peak arising from the d-states tends to mask the dip and leads to a pronounced asymmetry.
Therefore, the spectrum is ﬁtted in a small energy range around the Fermi level (omitting
the gap) with a third-order polynomial function to deconvolute the gap from the peak
arising from the d-states at the Γ point, which do not contribute to the CDW formation.
The green line shows the polynomial ﬁt to the spectrum in Fig. 9.4 (a). This can be seen
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as the DOS at high temperatures, where no CDW and consequently no gap is present.
The diﬀerence between these two curves (deﬁned as DOSCDW) is calculated and shown
in the inset. By assuming that DOSCDW is only related to the CDW gap opening 2∆, it
simply shows the suppression in the DOS due to the CDW phase transition. This feature
can be ﬁtted with a Gaussian to extract its FWHM, which then gives a measure of the
CDW gap. The red curve in the inset of Fig. 9.4 (a) represents the Gaussian ﬁt, with its
FWHM indicated by a blue line. Using this procedure for 16 diﬀerent normalized spectra
leads to an average CDW gap 2∆  26  6 meV. The CDW gap is often slightly shifted
away from the chemical potential, which may be due to the second phase transition since
it changes the CDW nesting wave vector responsible for the gap opening.
The opening of the CDW gap at the chemical potential can be visualized with the nesting
scenario, as explained in detail in Ref. [239]. In the following we will brieﬂy mention the
relation between Fermi surface and CDW formation. Fig. 9.4 (b) shows a sketch of the
Fermi surface in the ab-plane at a ﬁxed c. There are six electron pockets located around
the M points. The arrows along the in-plane reciprocal lattice vectors of VSe2 [which is
the MM'-direction in the Fig. 9.4 (b)] represent the nesting wave vectors. These wave
vectors connect segments of the CEC that are parallel and have opposite velocities and
hence represent a highly favored wave vector for nesting [31]. On top of this, we ﬁnd a
wave vector connecting parallel segments of the CEC in the MM'-c plane, see Fig.9.4 (c).
This leads to an ideal nesting situation along this direction, leading to a CDW with the
corresponding periodicity in real space. Note that the DOS at the Fermi energy is reduced
due to nesting but still ﬁnite, since not all states contribute to CDW formation. This
is in agreement with the partial gap opening or pseudogap found in STS spectra. The
fact that no abrupt decrease is found in the STS spectrum can be attributed to the three-
dimensional nesting of the Fermi surface, leading to a small suppression near to the actual
nesting wave vector as reported by ARPES measurements [247].
9.3 The role of defects
The inﬂuence of defects is of great importance in VSe2 due to the diﬃculty to produce
perfect stochiometric samples [250]. Non-stochiometric compositions of V1 xSe2 with
x  0.01  0.28 have been reported [251], in which the excess V is located in the vdW
gap between two Se layers as interstitials [251]. The formation of Se or V vacancies is
also reported in literature; while V vacancies are produced with ion bombardment [250,
252], atomically resolved STM images suggest that Se vacancies are imaged as missing
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Figure 9.5: Defects in VSe2: (a) STM image containing both vacancies and the CDW (U 
0.3 V, I  0.21 nA, image size 20  20 nm2). (b) Corresponding STS map recorded at
E  0.05 eV. (c) STM image containing a large defect density . The CDW is only barely
visible (U  0.383 V, I  0.11 nA, image size 20 20 nm2). (d) STM image in which no CDW
periodicity is visible (U  0.355 V, I  0.1 nA, image size 2020 nm2). (e) STS spectra measure
at the position marked by a blue dot in (d), showing a pronounced CDW gap though the CDW
amplitude is strongly attenuated (Ustab  0.5 V, Istab  0.2 nA).
atoms on the VSe2 surface [241, 242], though the atomic resolution might stem from the
V atoms underneath due to their high DOS near the chemical potential [242].
Impurities can be modeled as potential scatterers that tend to pin the CDW phase [226].
One can deﬁne two diﬀerent regimes; the strong pinning regime with strong impurity
potential or a dilute impurity concentration and the weak pinning regime that applies
when the impurity potential is weak or the impurity concentration is dense [226]. In both
cases the CDW periodicity is perturbed near defects, where it can minimize the impurity
energy by matching its phase to the impurity location, in cost of elastic energy due to the
resulting distortion. CDW pinning is reported to play an important role for the CDWs
properties in NbSe2 [253] and doped NbSe3 [254], as well as in the formation of the CDW
phase at the ultrathin Sn/Ge(111)-α interface [255].
The eﬀects of defects in VSe2 is investigated by analyzing diﬀerent batches of VSe2 with
varying defect concentrations. The defects are likely point defects such as Se vacancies or
V interstitials, but could also stem from the transport agent used for sample preparations.
125
9 Charge density wave order in vanadium diselenide
Fig. 9.5 (a) shows an STM image with a moderate concentration of defects. The upper
left part of the image, which is essentially defect-free, shows a pronounced, symmetric
p4 4q periodicity due to the CDW formation. This periodicity is strongly perturbed
near to defects, resulting in a distorted wave pattern. This perturbation is also visible in
STS maps taken at the same location, see Fig. 9.5 (b). The energy is chosen to be near
to the CDW gap since this is the energy where one expects the standing wave pattern
to be most pronounced due to the selected (nesting) wave vector. The CDW periodicity
is best visible in the defect-free region, while it is attenuated near the defect bunches
such as in the right and lower part of the image. These observations clearly show that
defects strongly inﬂuence the appearance of the CDW in VSe2 when imaged with STM.
The attenuation in the LDOS points to weak pinning instead of strong pinning, which is
also plausible due to the high concentration of defects in the image.
It is possible to suppress the CDW amplitude on the surface of VSe2 even further by
increasing the defect concentration as shown in Fig. 9.5 (c) and (d). While the CDW is
still visible in real space and in the FT of Fig. 9.5 (c) it is almost completely suppressed
in Fig. 9.5 (d) and not visible in its FT. The defects induce an incoherent pattern on the
surface due to the pinning of the CDW phase at the defects [226]. Interestingly, the CDW
gap in the DOS is unaﬀected by the disappearance of the CDW, see Fig. 9.5 (e). The
spectrum is taken at the blue dot in Fig. 9.5 (d) and shows a pronounced gap in both
dI/dV and dI/dV {I{V that is in agreement (within error margin) with CDW gaps taken
at locations free of defects. This leads to the conclusion that though defects act as local
potential scatterers that aﬀect the phase coherence of the CDW, they barely inﬂuence
the amplitude of the CDW and its corresponding phase transition. These ﬁndings agree
with reported ion bombardment experiments on VSe2 [250], which found that the phase
transition only reduces from 110 K to around 80 K when introducing a fraction of displaced
metal atoms as large as 102 [252].
9.4 Discussion
The electronic properties of VSe2 that are accessible with STS spectra are two-fold. First,
one is able to resolve the non-monotonic energy-dependence of the VSe2 DOS. The strong
deviation between STS and the TB model in the unoccupied DOS reveals the need to
probe both occupied and unoccupied states to get a complete and reliable picture of the
band structure and resulting DOS of VSe2. The ﬂat band at the Γ point near to the Fermi
level is the most pronounced feature in STS spectra due to its vanishing k||.
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In addition, we ﬁnd a pronounced suppression in the DOS around the Fermi level that
is attributed to the CDW formation at low temperatures. This gap is located very near
to the peak that arises due to the ﬂat VSe2 band. The latter can easily be mistaken as
the CDW gap, an issue which is likely the main reason for the strong scattering of the
CDW gap 2∆ reported in STS experiments [245, 246]. Only with the knowledge of the
DOS of VSe2, one may be able to extract the CDW gap by subtracting the contribution
of the undistorted VSe2 DOS. Another important aspect of the CDW gap is that it lacks
a sharp edge in STS spectra, presumably due to the small fraction of the Fermi surface
involved in the CDW gap opening. This makes a quantitative analysis diﬃcult. Our way
of analyzing the size of the CDW gap may be viewed as a lower bound for 2∆.
The extracted CDW gap 2∆ can be used to estimate the electron-phonon coupling
strength in VSe2. Using Eq. 2.4, the transition temperature TC of VSe2 is given by:
TC  2∆
3.52kB
 80 20 K. (9.1)
This represents the expected transition temperature in the case of weak electron-phonon
coupling. Note that large electron-phonon coupling leads to a overestimation of TC [88].
As a reminder, the actual transition temperatures of VSe2 are 110 K (incommensurate)
and 80 K (commensurate). These values are very near to the expected transition tem-
perature using the above formula, leading to the conclusion that the CDW formed in
VSe2 is induced by a weak electron-phonon coupling and governed by the states near to
the Fermi energy only. Note that the tendency to even lower transition temperatures
than the actual TC may be related to the way we extracted the CDW gap, as mentioned
above. This is in contrast to other CDWs in TMDC with strong electron-phonon coupling
such as TaS2, which has a larger CDW gap compared to its actual transition temperature
and also shows a perturbed band structure in a wide energy range in the CDW phase,
together with a strong lattice distortion of 7% [88]. The weak electron-phonon coupling
in VSe2 is also in line with ARPES measurements which show only small changes, if any,
in the band structure when crossing TC, together with the lack of replica bands expected
when the electron-phonon coupling would be strong [239, 247, 248].
Assuming that the electron-phonon coupling is weak, Pasztor et al. [94] proposed that
the CDW modulation amplitude, which is proportional to the CDW gap in the mean ﬁeld
approximation [87], can be used as an order parameter to obtain the transition tempera-
ture and CDW gap of VSe2. They were able to obtain the thickness-dependent transition
temperature of VSe2 using this analysis, a strong evidence that this method is indeed
reliable. However, our results show that defects strongly aﬀect the CDW modulation in
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STM images, though the CDW gap is still present, without any measurable size reduc-
tion. This leads to the conclusion that the amplitude measured in STM is not a reliable
quantity to measure the CDW amplitude as soon as defects are present on the surface
of VSe2. Nevertheless, the good agreement between experiment and theoretical model in
the data of Pasztor et al. [94] shows that, at least on very clean surfaces, the amplitude
may be a good quantity to extract the CDW gap.
9.5 Conclusions
The DOS of VSe2 is analyzed with STS. It is mainly attributed to the various bands of
the TMDC. The knowledge of the expected DOS using ARPES and TB is mandatory
to extract the CDW gap from STS spectra. The theoretical transition temperature that
is obtained with the CDW gap is in line with its actual transition temperature, leading
to the conclusion that the CDW in VSe2 is induced by weak electron-phonon coupling.
The CDW is shown to persevere at high defect densities, though the CDW modulation
amplitude is strongly suppressed, presumably due to weak pinning.
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The electronic properties of the layered materials BLG, BiSbTeSe2, ML MoS2, and VSe2
were investigated in this thesis. In general, the most important message is that gaining
knowledge of the interactions involved in the system often leads to a high level of control
of it, which is ultimately used to manipulate the fundamental electronic properties of
layered materials. Current and possible future realizations of these goals are summarized
in the following.
The electronic properties of strongly n-doped BLG were investigated by mapping QPI
patterns on the top layer. These patterns revealed that two principal scattering wave vec-
tors produce a strong QPI signal, while two additional principal scattering wave vectors
are absent or weak. The latter ﬁnding is attributed to layer polarization and antiparallel
velocities of the states involved in the scattering process. The general result that an-
tiparallel velocities are much more favored compared to parallel velocities may drastically
simplify the identiﬁcation of scattering vectors found in future QPI studies, especially
when several bands are present in the CEC of the material under investigation. With the
second ﬁnding that layer polarization manifests itself in our experiments, it is now possible
to monitor with QPI the degree of localization that results from p- or n-doping from the
backside of any layer-polarized bilayer. While Cs intercalation has been demonstrated for
BLG in this thesis, one could intercalate in future studies other elements between BLG
and Ir(111), which should lead to drastic changes in the QPI intensities according to our
claims. A promising example would be O intercalation, which has been shown to signiﬁ-
cantly p-dope graphene [256] and should therefore - with respect to the Cs case - reverse
the intensities of the scattering vectors which are sensitive to the layer polarization. An
enhanced level of complexity may even be realized by Ge intercalation, which, depend-
ing on its concentration, leads simultaneously to p and n doping of graphene ribbons on
SiC [40]. The resulting system could be used to study the role of layer polarization in the
transmission probability through pn-junctions with QPI, by analyzing the contribution of
each scattering channel to the standing waves measured at the junction.
Future devices designed to utilize the surface state of TIs need a high level of control
regarding the position of the chemical potential, to be able to induce spin-polarized cur-
rents of Dirac electrons and holes while maintaining an insulating bulk. Signiﬁcant eﬀorts
have been made to obtain bulk-insulating, compensated TIs. However, large ﬂuctuations
of the order of the band gap were found to result in bulk charge puddles, representing a
major loss of control regarding the position of the chemical potential. Yet our study shows
that these large potential ﬂuctuations in the bulk are strongly suppressed on the surface,
which is attributed to the surface state and a possible interplay of bulk and surface charge
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puddles. Hence, though compensated TIs do host charge puddles that locally aﬀect the
position of the Dirac cone with respect to the chemical potential, these eﬀects are found
to be of the order of 10 meV at the surface, so that a high level of control is maintained in
these materials. The small ﬂuctuations are additionally demonstrated with QPI, which
ﬁnds a well-deﬁned, linear, electron-like band and in general shows very good agreement
with theoretical calculations based on the T -matrix theory. The standing wave pattern is
composed of two contributions, which arise from delta potentials and screened Coulomb
potentials. The ratio of these, as well as the screening radius of the surface state, is ex-
tracted from a ﬁt to the experimental data. These insights may lead to otherwise hidden
information in future QPI studies, which generally tend to underestimate the role of the
scattering potential.
Quasi-freestanding 2D materials such as MoS2 on MLG/Ir(111) are found to be very
responsive to defects and charge. After characterizing the band gap of MoS2 in detail,
several types of line defects were investigated to understand their inﬂuence on the elec-
tronic properties of MoS2. The impact of charge is demonstrated with Eu intercalation
between MLG and Ir(111), leading to a shift and reduction of the band gap of MoS2.
Future studies of MoS2/MLG/Ir(111) using other defects or diﬀerent doping levels may
lead to a complete, atomic-scale picture of the electronic properties of quasi-freestanding
MoS2 in dependence on defect type and concentration, as well as charge depletion and
accumulation, which is mandatory to achieve full control of these peculiar 2D materials
in possible optoelectronic devices.
One-dimensional states are fundamentally interesting due to their unique electronic char-
acteristics, which often lead to interesting phase transitions. The MTBs found in MoS2 on
MLG/Ir(111) feature such one-dimensional states with a wealth of fascinating properties.
Two types of MTBs are observed, which can be attributed to be of 4|4E and 4|4P struc-
ture, respectively. We ﬁnd a CDW gap in the density of states, which is related to the
periodic beating found in real space. Additional peaks appear due to the ﬁnite size of the
MTBs and the corresponding conﬁnement of the states. Excitation found in STS spec-
tra can be linked to lattice vibrations present in monolayer MoS2. An interesting future
task will be to investigate line defects in other TMDCs such as WS2, which may also
feature diﬀerent MTB structures such as the 55|8 MTB - composed of two 5-membered
rings connected to an 8-membered ring - which hosts strongly localized, spin-polarized
states [72]. It should also be noted that the understanding of the present one-dimensional
states in MoS2 is far from being complete. Nevertheless, the strong length-dependence of
the CDW gap, as well as the changes in the beating pattern upon doping, indicate several
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routes towards the control and manipulation of these one-dimensional states, which might
permit deliberate tailoring on the atomic scale, ultimately by removing or adding a single
atom. Its full phase diagram as a function of doping represents a hot topic which should
be addressed experimentally and theoretically in the future.
Knowledge of the fundamental electronic properties of metallic TMDCs with complex
band structures is essential to investigating subtle eﬀects in the DOS caused by the cor-
responding phase transitions. In the case of VSe2, strong features in the DOS near the
chemical potential mask the CDW gap, leading to a strong scatter of the gap size in
literature. The identiﬁcation of these features with the help of ARPES and TB calcula-
tions makes it possible to subtract these contributions and thereupon extract the CDW
gap. As a result, we could identify VSe2 as a CDW material of the weak-coupling type.
Perturbations in the form of defects strongly suppress the CDW amplitude in real space
due to weak pinning, while the gap remains unchanged in the DOS. In the future, it could
become possible to reduce the defect density such that the eﬀect of single, well-separated
atoms may be studied. This could be achieved by deliberately depositing single atoms on
the clean VSe2 surface at low temperatures. These scattering centers may cause strong
pinning, leading to a possible increase of the CDW amplitude, which in turn can also have
a global inﬂuence on the CDW phase, as found in related systems [253, 255].
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APPENDIX A
Varying the hopping parameters of bilayer
graphene
The inﬂuence of the various in-plane (γ0) and out-of-plane (γ1, γ3, γ4) hopping parameters
can be visualized best by comparing the resulting band structure when varying one of the
hopping parameters. In Fig. A.1 (a) γ0 is increased from 0.2 eV to 0.4 eV. We clearly
see that the slope of the bands are strongly inﬂuenced by this hopping parameter, as in
MLG. The CBM and VBM are not aﬀected. Fig. A.1 (b) shows the changes in the band
structure when increasing γ1 from 0.1 eV to 0.5 eV. The major changes are at the K point,
where a gap opens between the second valence and conduction band. This gap increases
with increasing γ1.
While γ0 and γ1 cause severe changes in the band structure of BLG, the hopping param-
eters γ3 and γ4 are found to cause only minor perturbations on the energy scale that is
accessible in our experiments, see Fig. A.1 (c)-(d).
The changes in the band structure when increasing the potential U are shown in Fig. A.2.
For U  0, the valence band minimum and conduction band maximum touch each at the
K point. Hence, when both layers are equivalent, BLG is a zero-band gap semiconductor.
When increasing U , we ﬁnd that a gap opens at the K point. For U ¥ 0.15 in Fig. A.2, one
can clearly recognize the two maxima at the valence band maximum, forming a Mexican
hat structure. A very similar shape is found at the conduction band minimum.
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Figure A.1: Band structure of BLG with various hopping parameters: (a) Dependence on
γ0 (γ1  0.5, γ3  0.1, γ4  0, U  0). (b) Dependence on γ1 (γ0  4, γ3  0,1, γ4  0, U  0).
(c) Dependence on γ3 (γ0  4, γ1  0,5, γ4  0, U  0). (d) Dependence on γ4 (γ0  4, γ1  0.5,
γ3  0.1, U  0).
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Figure A.2: Band structure of BLG with diﬀerent potentials U (γ0  4, γ1  0.5, γ3  0.1,
γ4  0).
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APPENDIX B
Parallel versus antiparallel velocities in QPI -
n-band model
In the following, A. Rosch investigated the role of parallel / antiparallel velocities on QPI
for an n-band material in general.
First, it is useful to diagonalize the unperturbed Green's function using G0pk,Eq °
n |n,kyg0npk,Eqxn,k| where g0npk,Eq  1EEnpkq describes the Green's function of the
nth band. Using this notation one can rewrite ρpk,Eq in the useful form
ρpk,Eq  e
ir0k
2pii
¸
nm
»
1.BZ
d2q
SBZ
g0npq,Eqg0mpq   k,EqT nmq,q kpEq 
 
g0npq,Eqg0mpq   k,Eq
 pT :qnmq,q kpEq,
(B.1)
T nmq,q kpEq 
4¸
j1
γj e
irj kxj|n,qy xn,q|T pEq|m,q   ky xm,q   k|jy, (B.2)
pT :qnmq,q kpEq 
4¸
j1
γj e
irj kxj|n,qy xn,q|T pEq:|m,q   ky xm,q   k|jy, (B.3)
where T nmk,k1 is the T-matrix for scattering from band m and momentum k
1 to band n and
momentum k projected onto the states measured by the STM.
For local impurities the momentum dependence of the T-matrix is expected to be rather
smooth and sharp peaks in the Fourier transformed QPI arise from the momentum de-
pendence of
Λnmpk,Eq 
»
1.BZ
d2q
SBZ
g0npq,Eqg0mpq   k,Eq (B.4)
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with
g0npq,Eq 
1
E  Enq   iΓnq
(B.5)
where Enq is the dispersion of band n and we use Γ
n to mimic the eﬀects of other impurities
and inelastic scattering. In the limit of small Γn, peaks in Λnmpk,Eq arise along lines in
reciprocal space, k  kpθ where kpθ are the principle scattering vectors parametrized by
θ. These vectors connect points, qθ and qθ   kpθ on the energy surface characterized by
parallel or antiparallel Fermi velocities. For momenta q close to qθ, we can use the Taylor
expansion
Enq  E   vθ1~q}  
~2
2mθ1
q2K (B.6)
Emq k  E   vθ2~pq}  δkq  
~2
2mθ2
q2K
where q} (qK) is the distance from qθ measured parallel (perpendicular) to the Fermi
velocities, respectively, q  qθ   q}vˆ   qKpzˆ  vˆq, vˆ  vθ1{|vθ1|. vθ1 and vθ2 are the Fermi
velocities at qθ and qθ  kpθ , respectively. mθ1 and mθ2 are the corresponding masses which
parametrize the local curvature of the Fermi surface. δk  vˆpk  kpθq is the distance of
the momentum k from the line of principle scattering vectors. For the chosen coordinate
system we have vθ1 ¡ 0 while vθ2 can be either positive (parallel) or negative (antiparallel).
A positive δk describes for particle-like (hole like) Fermi surface that k is too long (too
short) to connect the two Fermi surfaces.
As we will show below, Λnm diverges in the limit Γi,δk Ñ 0. This singular contribution
Λsingnm can be calculated in a straightforward way by a contour integration using the Taylor
expansion (B.6).
Λsingnm pθ,δkq 
»
dqKdq}
SBZ
(B.7)
1
vθ1~q}  ~
2q2
K
2mθ1
  iΓθ1
1
vθ2~pq}  δkq  ~
2q2
K
2mθ2
  iΓθ2
We ﬁrst perform the integration over q}. If both velocities have the same sign, both poles
of the integrand of Eq. (B.4) are located in the same half-plane and the integral vanishes
exactly,
Λsingnm  0 for parallel velocities (B.8)
Note that this is only the singular contribution, a regular contribution which is ﬁnite for
Γn Ñ 0 and δk Ñ 0 will remain.
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For antiparallel velocities, however, the integrals above do not vanish and we obtain after
integrating out qK
Λsingnm pθ,δkq 
p2piq2
SBZ

mθ1m
θ
2
2~5pmθ1|vθ1|  mθ2|vθ2|q|vθ1vθ2|

1{2


1
|δk|

1{2
g

~vθ1vθ2 δk
vθ2Γ
θ
1  vθ1Γθ2

(B.9)
gpxq  
a
|x| 1?
i x (B.10)
Θrxs   iΘrxs for |x| " 1
where Θpx ¡ 0q  1 and Θpx   0q  0 are used to describe the asymptotics for small Γθi .
To compute the singular part of the Fourier transformed QPI from a single impurity at
a vector k, one has ﬁrst to identify the closest principle scattering vector kpθ connecting
bands n and m at points with antiparallel velocities. Then the closest distance δk to the
line of principle scattering vectors can be determined. The singular part ρsingpk,Eq of
ρpk,Eq is obtained from a complex linear combination of Λsingnm and its complex conjugate
ρsingpk,Eq  zθ1 Λsingnm pθ,δkq   zθ2 pΛsingnm pθ,δkqq (B.11)
zθ1  
eir0k
2pii
T nmqθ,qθ kpθ pEq
zθ2 
eir0k
2pii
pT :qnmqθ,qθ kpθ pEq
In most cases the T-matrix is not known and zθ1 ,z
θ
2 P C should be viewed as (independent)
complex ﬁtting parameters. If several principle scattering vectors from a several pairs
of bands ni and mi in distance δki are close by, one has to add the contributions from
all i. Besides the singular contribution, there is in general also a smooth background,
ρpk,Eq  ρsingpk,Eq   ρbgpk,Eq, which may be peaked around high-symmetry points in
the BZ or around points connecting the middle of the bands. In a given sample many
impurities located at positions ri0 are present and one has to add their contributions
ρipk,Eq. Assuming that rapidly oscillating contributions  eikpri0rj0q are ﬁltered out
during the experimental analysis, one eﬀectively ﬁnds |ρpk,Eq|2  °i |ρipk,Eq|2. We
have checked that to ﬁt the singular contribution of the sum, it is suﬃcient to use the
formula for a single impurity with adjusted parameters zθ1 and z
θ
2 . After absorbing also
the prefactor of Eq. (B.11) into the ﬁtting parameters, a ﬁtting formula for a line scan
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Figure B.1: The function gpxq determines the shape of the peak with Re gpxq  Im gpxq.
For positive masses, the real part of Λnm is proportional to the real part of gpxq{
?
x which shows
a 1{?x behavior for negative x9δk, while it drops proportional to 1{x3{2 for positive x. The
peak is located at x  1{?3  0.58. The k dependence of the Fourier transformed QPI is
determined from a linear combination of real and imaginary part of Λnm. While one expects
generically an asymmetric peak, the sign of the asymmetry therefore depends on the structure
of the T matrix.
crossing several principle scattering vectors (with antiparallel velocities only) at position
kpi is obtained,
ρsingpk,Eq 
¸
i
ci
g

kkpi
κi
	
a|k  kpi |   c˜ieiφi
g

kkpi
κi
	
a|k  kpi | (B.12)
(B.13)
where four real ﬁtting parameters ci,c˜i,φi,κi are used to ﬁt the amplitude, shape and width
for each peak.
Peaks in the QPI arise because Λsing increases proportional to 1{
a|δk| upon approaching
the lines of principle scattering vectors giving rise to the characteristic ring in Fourier
transformed QPI. The 1{?δk divergence is directly related to a slow decay of the corre-
sponding correlations in real space [257] and has been obtained analytically for 2d Dirac
or Weyl fermion by Guo and Franz [258] and for a single parabolic band by Capriotti,
Scalapino and Sedgewick [259]. Our formula generalizes those results to multi-band situ-
ation, including the case of parallel velocities where all singular contributions vanish.
The formula (B.9) shows under what conditions the prefactor of the 1{?δk singularity gets
large: this occurs when both velocities become slow vθi Ñ 0, when both masses become
large (nesting of parallel Fermi surfaces), or when mθ1|vθ1|   mθ2|vθ2|  0. To understand
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the signiﬁcance of the latter condition, we observe that according to Eq. (B.6) the shape
of the Fermi surface is approximately given by q}   ~22vθimθi q
2
K. The prefactor therefore
diverges when there is a nesting of a particle-like and a hole-like Fermi surface. Due to
the conditions that the Fermi velocities should be opposite to each other, a nesting of two
particle like Fermi surfaces is only possible when both Fermi surfaces are ﬂat, mθi Ñ 8.
While our formulas correctly describe the behavior in the proximity of such points, they
are not valid exactly at such nesting points, where one has to use higher orders in the
Taylor expansion (B.6).
The function gpxq describes the asymmetric line shape arising from the real and imaginary
parts of Λsingnm . When δk gets smaller than the inverse mean-free path of the electrons,
the divergence is cut oﬀ. The properties of gpxq are discussed in Fig. B.1. Note that
our calculation has not included vertex corrections which arise when one computes the
disorder-average of |ρpk,Eq|2. These vertex corrections describe how the presence of other
impurities aﬀect the interference pattern. These eﬀects can modify the line-shape in the
regime |x| À 1. In contrast, if the main eﬀect of broadening arises from electron-electron or
electron-phonon interactions, the predicted line shape should be exact in the low-disorder
limit. The highly asymmetric properties of gpxq for |x| " 1, see Eq. (B.10), are, however,
unaﬀected by both types of corrections as they vanish in the limit of a large mean free
path.
Experimentally, the FT of the QPI pattern is proportional to |ρpk,Eq|. Using the deﬁnition
of gpxq, an experimental line scan with n features can be ﬁtted by the following function:
|ρsingpk,Eq| 
¸
i
gfffffe 1κi

 c2i   c˜2ic
1 

kkpi
κi
	2  2cic˜i
1 

kkpi
κi
	2

sinφi   k  k
p
i
κi
cosφi

ﬁﬃﬃﬂ.
(B.14)
As a proof of principle, a ﬁt of this formula to an experimental line scan is shown in
Fig. 5.6 (c). Here, only the four most pronounced peaks were included in the ﬁt and
the artifact at low k was excluded. It is evident that the formula is able to reproduce
the experimental data. At the present time, however, it is not clear whether this ﬁt is
unique and what is the physical meaning of the ﬁt parameters. In addition, the ﬁt could
be further improved by the incorporation of additional peaks and the subtraction of a
suitable, smooth background.
Further work is necessary to examine the full power of our ﬁtting function, ideally with
improved experimental resolution or in a simpler system.
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APPENDIX C
Identifying mirror twin boundaries in
molybdenum disulﬁde
Atomically resolved STM images of MTBs in MoS2/graphene/Ir(111) are shown in Fig. C.1.
In Fig. C.1 (a), one ﬁnds two grains separated by a line defects, which has a periodic mod-
ulation with a period of 2a. An inspection of the orientation of both grains leads to the
conclusion, that both have the same orientation. This is visualized with white lines in
(a) (b)
Figure C.1: MTBs in MoS2: (a) Constant current STM image of a 4|4E MTB in
MoS2/graphene/Ir(111) (U  0.9 V, I  0.5 nA, image size p12 12q nm2). The white lines
show that both grains are perfectly alined. (b) Constant current STM image of a grain boundary
forming both a 4|4E and a 4|4P MTB (U  0.4 V, I  1 nA, image size p15 15q nm2).
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Fig. C.1 (a). Hence this grain boundary must be a MTB. With its electronic signature,
which is described in Chap. 8, the MTB can be attributed to a 4|4E MTB.
Another atomically resolved STM image is shown in Fig. C.1 (b). It show one line defect
with a periodic beating of 2a, together with another grain boundary which displays double
tracks instead of a single track. This feature, together with a periodic beating of 3a,
clearly distinguishes both boundaries. When identifying the orientation of the atomic
rows, however, one ﬁnds that both grains have the same orientation. Hence both grain
boundaries must be MTBs. The MTB with double tracks is attributed to a 4|4P MTB,
as described in Chap. 8.
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APPENDIX D
Deutsche Kurzzusammenfassung
(German Abstract)
Diese Arbeit beschäftigt sich mit den elektronischen Eigenschaften von geschichteten Ma-
terialien, mit Fokus auf die zugrunde liegenden Wechselwirkungen. Experimentell wird ein
Rastertunnelmikroskop benutzt, um die Zustandsdichte an der Oberﬂäche dieser Materi-
alien zu messen. Die zu untersuchenden Materialien sind Bilagen-Graphen, topologische
Isolatoren und Übergangsmetalldichalkogenide. Die Ergebnisse werden verglichen mit
theoretischen Rechnungen basierend auf Dichtefunktionaltheorie und Tight-Binding, die
von Kooperationspartnern bereitgestellt wurden.
Das Streuverhalten von Bilagen-Graphen wurde untersucht. Dieses Material besitzt eine
lagenpolarisierte Bandstruktur, was bedeutet, dass die elektronischen Zustände eher in
einer von beiden Lagen zu ﬁnden sind. Die Lagenpolarisierung führt dazu, dass einige
Streukanäle stark unterdrückt sind. Unsere Streuexperimente liefern also einen indirek-
ten Nachweis dieses Phänomens. Ein weiterer Streuvektor ist stark unterdrückt, da er
Zustände mit parallelen Geschwindigkeiten verbindet. Letzteres ist ein generelles Resul-
tat, welches Anwendung im Falle von komplexen Systemen mit mehreren Bändern ﬁndet.
Ein weiteres Thema dieser Arbeit befasst sich mit Potentialﬂuktuationen in kompensierten
topologischen Isolatoren. Diese Fluktuationen, die vor kurzem optisch nachgewiesen wur-
den, entstehen durch geladene Störatome und sind von der Größenordnung der Bandlücke
des Materials. Sie stellen eine große Herausforderung dar, wenn man den spinaufgelösten
Oberﬂächenzustand ohne störenden Beitrag der Elektronen im Kristall erforschen möchte.
Unsere Untersuchungen der Fluktuationen auf der Oberﬂäche des topologischen Isolators
BiSbTeSe2 haben ergeben, dass diese viel kleiner sind als die Flukuationen im Kristall. Es
stellte sich heraus, dass der Oberﬂächenzustand selbst die Fluktuationen dämpft, indem
er die Ladungen mit Hilfe von Screening verdeckt. Die Kopplung zwischen den Fluktua-
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tionen im Innern und an der Oberﬂäche des Kristalls scheint einen zusätzlichen Beitrag zu
leisten, der die Fluktuationen noch weiter dämpft. So wird der Eﬀekt an der Oberﬂäche
um eine Größenordnung reduziert. Außerdem ist die Streuung der Dirac-Elektronen in
sehr guter Übereinstimmung mit theoretischen Rechnungen, welche weitere physikalische
Parameter des Systems, wie das Verhältnis zwischen geladenen und ungeladenen Poten-
tialen, sowie die Screening-Länge der Dirac-Elektronen, liefern.
Die elektronischen Eigenschaften von MoS2 auf Graphen/Ir(111) wurden genau unter-
sucht. Die Zustände nahe der Bandlücke wurden genau bestimmt und verglichen mit
ab initio-Rechnungen. MoS2 besitzt eine große Spin-Aufspaltung in einigen der Bänder
durch die starke Spin-Bahn-Kopplung in diesem Material. Es ist möglich, die Bandlücke
lokal stark zu beeinﬂussen, was wir anhand verschiedener Beispiele, wie Defekten und
Dotierung, zeigen.
Ein Kapitel dieser Arbeit befasst sich mit der Beobachtung, dass elektronische Zustände in
spiegelsymmetrischen Zwillingsgrenzen in MoS2 bei tiefen Temperaturen zu einer Ladungs-
dichtewelle zu kondensieren scheinen. Da MoS2 einen Halbleiter ist, stellen unsere Ladungs-
dichtewellen ein traumhaftes System für Grundlagenfoschung an eindimensionalen Zustän-
den dar. Wir können die elektronischen Eigenschaften der Ladungsdichtewelle messen und
manipulieren, indem wir zum Beispiel Defekte einbauen, die Länge der Zwillingsgrenze
variieren, oder die Unterlage dotieren.
In der Literatur werden die Eigenschaften der dreidimensionalen Ladungsdichtewelle in
VSe2 diskutiert, wobei starke Variationen zu ﬁnden sind: Die experimentell bestimmte
Bandlücke, die bei Temperaturen unter dem Phasenübergang in dem Material entsteht,
schwankt zwischen 0 und 160 meV. Außerdem ist der Mechanismus, der für den Phasenüber-
gang verantwortlich gemacht wird, nicht gut verstanden. Unsere Messungen zeigen, dass
die Signale, die zum Teil in der Literatur für die Bandlücke gehalten wurden, durch Van-
Hove-Singularitäten in der Bandstruktur entstehen und unabhängig von der Ladungs-
dichtewelle sind. Erst unter Berücksichtigung dieser Signale kann die Bandlücke von
VSe2, welche in Einklang mit der Theorie schwacher Elektron-Phonon-Kopplung steht,
analysiert werden.
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