ABSTRACT Currently, most of the processing techniques for the conventional location-based queries focus only on a single type of objects. However, in real-life applications, the user may be interested in obtaining information about different types of objects, in terms of their neighboring relationship. We term the different types of stationary objects closer to each other the heterogeneous neighboring objects (HNOs). Efficient processing of the location-based queries on the HNOs is more complicated than that on a single data source, because the neighboring relationship between the HNOs inevitably affects the query result. In this paper, we present useful and important location-based aggregate queries on the HNOs, which can provide useful object information by considering both the spatial closeness of objects to the query object and the neighboring relationship between objects. The location-based aggregate queries consist of four queries: the shortest average-distance (SAvgD) query, the shortest minimal-distance (SMinD) query, the shortest maximal-distance (SMaxD) query, and the shortest sum-distance (SSumD) query. To process the locationbased aggregate queries, we devise two heuristics, the HNOs-qualifying heuristic and the HNOs-pruning heuristic, to efficiently determine the HNOs sets. According to different query types, we further propose four heuristics, the SAvgD-pruning heuristic, the SMinD-pruning heuristic, the SMaxD-pruning heuristic, and the SSumD-pruning heuristic, to effectively reduce the number of distance computations required for query processing. Comprehensive experiments are conducted to demonstrate the effectiveness of the heuristics and the efficiency of the proposed approaches.
I. INTRODUCTION
With the fast advances of positioning techniques in mobile systems and the popularization of portable computers (e.g., laptops, 3G mobile phones, and tablet PCs), the spatial databases that aim at efficiently managing spatial objects so as to provide various types of locationbased queries are becoming more powerful and hence attract more attention than ever [1] - [6] . Many applications, such as location-aware advertisements, geographical information systems, and traffic control systems, can benefit from efficient processing of the location-based queries. Currently, most of the processing techniques for the conventional location-based queries focus on a single type of objects (i.e., a single data source). For instance, the nearest neighbor query finds a closest restaurant to the user and the range query retrieves the theaters within a query range. However, in real-life applications the user may be interested in obtaining information about different types of objects. We term the different data sources the heterogeneous objects (or HOs for short).
Consider a scenario, where the user wants to spend holiday in the city. He/she may want to stay in a hotel, have lunch in a restaurant, and go to the movies (here, the hotel, the restaurant, and the theater are the HOs). If the HOs are independently considered, the user is only able to know which hotel, restaurant, or theater is close to him/her. However, in terms of the neighboring relationship among the three chosen facilities, they may be far away from each other. For example, in Figure 1 , there are three types of HOs in the space, the hotels h 1 to h 3 , the restaurants r 1 to r 3 , and the theaters t 1 to t 3 . As shown in Figure 1 (a), the nearest hotel, restaurant, and theater of the query object q are h 1 , r 1 , and t 1 , respectively. Although the object set {h 1 , r 1 , t 1 } is closest to q, the distance among themselves is much greater than that of another object set {h 3 , r 2 , t 2 }, which is shown in Figure 1(b) . As all the three facilities need to be visited, the object set {h 3 , r 2 , t 2 } is actually better than the object set {h 1 , r 1 , t 1 }.
In order to provide useful information of spatial objects for the user, the distance among the HOs should play an important role in determining the result of location-based queries. Here, we term the HOs closer to each other the heterogeneous neighboring objects (HNOs for short), which are defined as follows.
• Given the n types of data sources, HO 1 , HO 2 , . . . , HO n , if there exists a set of objects {o 1 , o 2 , . . . , o n } (where o i ∈ HO i and i = 1 ∼ n) and the distances between any two objects in this set are less than or equal to a user-defined distance d, then the object set {o 1 , o 2 , . . . , o n } is a set of HNOs. Continuing the example in Figure 1 , if the user-defined distance d is set to 3, then three sets of objects, {h 1 , r 1 , t 1 }, {h 2 , r 1 , t 1 }, and {h 3 , r 2 , t 2 } satisfy the requirement of HNOs. However, if d = 2, then only the object set {h 3 , r 2 , t 2 } can be the set of HNOs. From this, we know that the number of HNOs sets depends on the distance d, where the appropriate value of d can be decided according to different applications. For an application where the user is interested in getting more information about hotels, restaurants, and theaters that are close to each other, he/she can set d to a higher value. Conversely, for an application that the user wants to visit all the facilities as soon as possible, a lower d is preferable.
Efficient processing of the location-based queries on the n types of HOs is more complicated than that on a single data source. This is because the HNOs sets have to be determined by considering the neighboring relationship among the n types of HOs, which results in high processing cost. Moreover, it is worth mentioning that processing the locationbased queries on a single data source is the special case where d = ∞ and n = 1. It implies that the processing techniques developed for the HOs can also be applied to the conventional location-based queries (but not vice versa). In this paper, we propose useful and important location-based queries on the n types of HOs, namely the location-based aggregate queries, consisting of the following four queries: the shortest average-distance query (or SAvgDQ), the shortest minimaldistance query (or SMinDQ), the shortest maximal-distance query (or SMaxDQ), and the shortest sum-distance query (or SSumDQ), which are defined respectively as follows.
Consider the n types of data sources, HO 1 • for the SAvgDQ, the average-distance of {o
where d(q, o j i ) refers to the distance between objects o j i and q.
• for the SMinDQ, the distance of object o
• for the SMaxDQ, the distance of object o
• for the SSumDQ, the traveling distance from q to {o Figure 2 to illustrate how the four types of location-based aggregate queries work. Suppose that the userdefined distance d = 2, which leads to three sets of HNOs, {h 1 , r 3 , t 1 }, {h 2 , r 1 , t 3 }, {h 3 , r 2 , t 2 } (shown as the gray areas). As shown in Figure 2(a) , where the SAvgDQ is processed, for each set of HNOs the distance between each object in HNOs and the query object q needs to be first calculated, and then the HNOs set with the shortest average-distance to q is the result set of the SAvgDQ (i.e., {h 3 , r 2 , t 2 } is the SAvgDQ result). Note that in this example {h 3 , r 1 , t 1 } is actually the object set with the shortest average-distance. However, due to the fact that the distance among themselves is greater than the distance d, {h 3 , r 1 , t 1 } cannot be the SAvgDQ result. Figure 2(b) shows the example of processing the SMinDQ. As t 1 , r 1 , and h 3 are the objects closest to q in {h 1 , r 3 , t 1 }, {h 2 , r 1 , t 3 }, and {h 3 , r 2 , t 2 }, respectively, their distances to q are compared to each other so as to find the nearest neighbor of q and then the HNOs set containing it is returned as the SMinDQ result (i.e., {h 1 , r 3 , t 1 }). In contrast to the SMinDQ, in which the nearest object to q in each HNOs set is determined, the SMaxDQ takes into account the furthest object in each HNOs set. In Figure 2 (c), the furthest objects in the three HNOs sets are h 1 , t 3 , and t 2 . Among them, t 2 has the shortest distance to q, and thus the SMaxDQ retrieves the set {h 3 , r 2 , t 2 } containing t 2 . When the SSumDQ is processed, the HNOs set resulting in a shortest traveling distance from q is returned. As shown in Figure 2 (d), the shortest traveling path for each HNOs set is indicated by the arrows. Finally, the set {h 1 , r 3 , t 1 } can be the SSumDQ result because of its shortest path q → t 1 → r 3 → h 1 . As the location-based aggregate queries consider not only the spatial closeness of the HOs to the query object but also the neighboring relationship among the HOs, they are useful in many fields and application domains.
The cost of processing the location-based aggregate queries includes (1) the cost of determining the HNOs from the n types of data sources and (2) the cost of finding, among the HNOs sets, the object set with the shortest distance (may be the average-distance, the minimal-distance, the maximaldistance, or the sum-distance) to the query object. For (1), let |HO 1 |, |HO 2 |, . . . , |HO n | be the numbers of objects in the n types of data sources, respectively. The total number of combinations of object sets that need to be checked for the satisfaction of the HNOs requirement (i.e., the distance between objects cannot be greater than the distance d) is
It means that the distance computations required for determining the HNOs are equal to |HO 1 | × |HO 2 | × . . . × |HO n | × n 2 , which significantly dominates the total cost (i.e., CPU and I/O) of processing the location-based aggregate queries. To effectively reduce the CPU and I/O overhead, we devote to designing two heuristics, the HNOs-qualifying heuristic and the HNOs-pruning heuristic, to find the object sets that must and cannot satisfy the HNOs requirement, respectively, without the need to compute the distance between any two objects in the object set. For (2) (i.e., finding the object set with the shortest distance to the query object), if the average-distance, the minimal-distance, or the maximal distance is considered, the required distance computations are equal to m × n, where m refers to the number of HNOs sets. On the other hand, considering the sum-distance has to spend more processing cost for choosing the shortest path from the query object, where the additional distance computations are equal to m × n!. To greatly improve the performance, we further propose several heuristics, according to different types of location-based aggregate queries, to avoid loading non-qualifying object sets from disk to memory for computing their distances to the query object. These heuristics are the SAvgD-pruning heuristic for the SAvgDQ, the SMinD-pruning heuristic for the SMinDQ, the SMaxD-pruning heuristic for the SMaxDQ, and the SSumDpruning heuristic for the SSumDQ. With the pruning heuristics mentioned above, we employ a simultaneous traversal of the n R-trees [7] , which are used to separately index the n types of data sources, to efficiently determine the result of location-based aggregate queries. The major contributions of this paper are summarized as follows.
• We present four types of location-based aggregate queries, including the SAvgDQ, the SMinDQ, the SMaxDQ, and the SSumDQ, for the heterogeneous objects (i.e., HOs). The location-based aggregate queries can provide useful object information by considering both the spatial closeness of the HOs to the query object and the neighboring relationship among the HOs.
• We devise two heuristics, the HNOs-qualifying heuristic and the HNOs-pruning heuristic, to efficiently determine the HNOs sets. According to different query types, we further propose four heuristics, the SAvgD-pruning heuristic, the SMinD-pruning heuristic, the SMaxD-pruning heuristic, and the SSumD-pruning heuristic, to effectively reduce the number of distance computations required.
• Four efficient algorithms for the SAvgD, the SMinDQ, the SMaxDQ, and the SSumDQ, are developed to find the object set with the shortest average-distance, minimal-distance, maximal-distance, and sum-distance, respectively, all of which operate based on the devised heuristics combined with a simultaneous traversal of the R-trees built on the HOs.
• A comprehensive set of experiments is conducted. The performance results demonstrate the efficiency of the proposed processing algorithms. The remainder of this paper is organized as follows. In Sections II, we first review related work on the conventional location-based queries, and then discuss some studies on multiple data sources. In Section III, as a preliminary to the proposed processing algorithms, we describe the devised heuristics for reducing the number of distance computations. Then, the processing algorithms for the SAvgDQ, the SMinDQ, the SMaxDQ, and the SSumDQ are presented in Section IV. Section V shows extensive experiments on the performance of the proposed approaches. Finally, in VOLUME 5, 2017 Section VI, we conclude the paper with directions on future work.
II. RELATED WORKS
We first survey common types of location-based queries that focus on a single data source. These queries are the range query, the K-nearest neighbor (KNN) query, and the skyline query. Then, we discuss some works that focus on answering the location-based queries on multiple data sources, including the K closest pair query, the spatial join query, the m-closest keywords (mCK) query, and the K-nearest group (KNG) query.
A. CONVENTIONAL LOCATION-BASED QUERIES
The range query (a.k.a. window query) [7] , [8] is a wellknown query in the location-based services, which can be used to find a set of objects that are inside a spatial region specified by the user. If the spatial region is constructed according to the location of the query object q, another variation of range query, the within query [9] , [10] , is presented to find the objects whose distances to q are less than or equal to a user-given distance d (i.e., finding the objects within the region centered at q with radius d). Recently, many efforts have been made on processing the range and within queries in different research domains, such as mobile information systems [3] , [11] and uncertain database systems [2] , [12] .
The KNN query [13] , [14] is the most common type of location-based queries, as it has important applications to the provision of location-based services. Given a query object q and a value of K , the KNN query retrieves the K objects that are closest to q. Many variations of KNN query have been proposed to provide the K-nearest neighbor information in numerous applications. To address the issue of scalability, the KNN join query (a.k.a. all-nearest-neighbors query) [15] - [17] is presented to find the K-nearest neighbors for all objects in a query set, which inevitably leads to more CPU and I/O overhead as multiple KNN queries are required in query processing. To express requests by groups of users, the aggregate nearest neighbor (ANN) query (a.k.a. group nearest neighbor query) is proposed by Papadias et al. [18] . Given a set of query objects Q and a set of objects O, ANN query returns the object in O minimizing an aggregate distance function (e.g., sum or max) with respect to the objects in Q. In recent years, the ANN query has also been applied to spatial network applications [19] , [20] . A variation of KNN query with asymmetric property is the reverse nearest neighbor (RNN) query [1] , [21] . Given the query object q, the RNN query retrieves the set of objects whose nearest neighbor is q. There are two cases of RNN queries, namely the monochromatic RNN and the bichromatic RNN queries. For the former, the query objects and the data objects are of the same type, while for the latter, there are two distinct object types.
The skyline query, also known as the maximal vector problem [22] , [23] , is first studied in the area of computational geometry. Then, Borzsonyi et al. [24] introduce the skyline operator into database systems. If an object is not dominated by any other objects in terms of multiple attributes, then it is a skyline point. By taking into account the object locations, the spatial skyline query [4] is proposed, where the distance of objects plays an important role in determining the skyline points. Given a set of m query objects and a set of n data objects, each data object has m attributes, each of which refers to its distance to a query object. The spatial skyline query retrieves the skyline points that are not dominated in terms of the m attributes. Other studies [25] , [26] consider the skyline problem in multi-cost transportation networks and the skyline points are determined based on the cost values.
B. QUERIES ON MULTIPLE DATA SOURCES
The location-based queries mentioned above focus on a single dataset. In this subsection, we discuss some works aiming at processing the location-based queries on multiple data sources. Given two data sources A and B, the K closest pair query [27] finds the K closest object pairs between A and B (that is, the K pairs (a, b), where a ∈ A and b ∈ B, with the smallest distance between them). Another type of locationbased queries on the two data sources is the spatial join query [28] , which maintains a set of object pairs (each pair has one item from the two data sources respectively) satisfying a given spatial predicate (e.g., overlap or coverage). Mamoulis and Papadias [29] further extend the spatial join query to the multiway spatial join query, in which the spatial predicate is a function over m data sources (where m ≥ 2). A specialized query for location-based keyword search and mapped resource locating is the mCK query [30] . Given the m data sources, the mCK query determines a group of m objects from different sources, such that the maximal distance among the m objects is minimum. Different from the SAvgDQ, all the above queries are processed without specifying a query object. That is, they do not take into account the spatial closeness of the data objects to the query object.
Recently, Zhang et al. [31] propose the KNG query on the multiple data sources, where the query result is determined based on (1) the minimum distance between data objects and the query object (referred to as inter-group distance) and (2) the maximum distance among the data objects (referred to as inner-group distance). Given a spatial database with m data sources and a query object q, the KNG query returns the K groups (each of which consists of one object from each data source) with the minimum sum of the inner-group distance and the inter-group distance. At first glance, the KNG query is similar to the location-based aggregate queries, as the distance of objects to the query object and the distance among objects are involved in determining the query result. However, due to the fact that the KNG query considers the sum of innergroup and inter-group distances, the object group retrieved by executing the KNG query is likely to be (1) close to the query object but far away from each other (i.e., the intergroup distance dominates the query result), or (2) close to each other but far away from the query object (i.e., the innergroup distance affects the result). As a result, the KNG query cannot be applied to find the group of objects keeping both 4890 VOLUME 5, 2017 their spatial closeness to the query object and the neighboring relationship among them, that we address in this paper.
III. DEVISED HEURISTICS
In this section, we first describe how the HNOs-qualifying heuristic and the HNOs-pruning heuristic are designed to find the object sets that must and cannot satisfy the HNOs requirement, respectively, without the need to compute the distance between any two objects in the object set. Then, we discuss the specialized heuristics for various types of location-based aggregate queries, including the SAvgD-pruning heuristic, the SMinD-pruning heuristic, the SMaxD-pruning heuristic, and the SSumD-pruning heuristic, that are developed to avoid loading non-qualifying object sets from disk to memory for computing their distances to the query object.
A. HNOs-QUALIFYING HEURISTIC
Consider that the n types of data sources, HO 1 , HO 2 , . . . , HO n , are separately indexed by the n R-trees. For ease of exposition, we term the n R-trees the R 1 -tree, the R 2 -tree, . . . , and the R n -tree. Let {s 1 , s 2 , . . . , s n } be a set of entries to be considered, where s i corresponds to either an internal node (i.e., a minimum bounding rectangle, MBR) or a leaf node (i.e., an object) of the R i -tree. Then, the set {s 1 , s 2 , . . . , s n } must satisfy the HNOs requirement if the following equation holds: 
Here, we give a concrete example in Figure 3 (a) to illustrate the main idea behind the above equation. In this figure, we consider the set {s 1 , s 2 , s 3 , s 4 }, in which s 1 to s 3 correspond to the MBRs E 1 to E 3 , respectively, and s 4 corresponds to an object o 4 (that is, considering {E 1 , E 2 , E 3 , o 4 }). By considering their (s i .x r , s i .y u ) and (s i .x l , s i .y d ), two points with coordinates (X r , Y u ) and (X l , Y d ) can be determined to construct a rectangle R E enclosing the MBRs E 1 to E 3 and the object o 4 . It implies that the distance between any objects enclosed in R E does not exceed the diagonal of R E (indicated by dashed line in the figure). As a result, if the diagonal of R E is less than or equal to the distance d, the set {s 1 , s 2 , s 3 , s 4 } must satisfy the HNOs requirement. Motivated by this, the HNOs-qualifying heuristic is designed to retrieve the object sets enclosed in R E whose diagonal does not exceed d (i.e., 
as the HNOs, because the distance among themselves must be less than or equal to d.
B. HNOs-PRUNING HEURISTIC
The main goal of the HNOs-pruning heuristic is to prune the object sets that cannot be the HNOs, without computing their distances. Recall that an object set {o 1 , o 2 , . . . , o n } can be the HNOs only if the distance between any two objects is less than or equal to the distance d. In other words, if there exist two objects o i and o j such that their distance
. . , o n } can be pruned. Therefore, the HNOs-pruning heuristic is designed based on determining whether the distance between the two furthermost objects in
Consider the set of entries {s 1 , s 2 , . . . , s n }, which may consist of the MBRs, of the objects, and of both the MBRs and the objects. In the HNOs-pruning heuristic, two parameters relevant to the set {s 1 , s 2 , . . . , s n } are used to prune nonqualifying object sets. The first one is the minimal distance between the two entries s left 
C. SAvgD-PRUNING HEURISTIC FOR SAvgDQ
The SAvgD-pruning heuristic aims to avoid loading the distant object sets to the query object q from disk to memory, which is developed based on two distance metrics with respect to the query object q and the set of entries {s 1 , s 2 , . . . , s n }. The first metric, d avg (q, {s 1 , s 2 , . . . , s n }), is the minimum average distance of {s 1 , s 2 , . . . , s n } to q. That is, for each object set {o 1 , o 2 , . . . , o n } (where if s i corresponds to an MBR E i , then o i refers to an object enclosed in E i ), its average distance to q is greater than or equal to the distance d avg (q, {s 1 , s 2 , . . . , s n }). The second metric, D avg (q, {s 1 , s 2 , . . . , s n }), refers to an average distance to q within which an object set {o 1 , o 2 , . . . , o n } is guaranteed to be found. It means that there exists at least one object set whose average distance to q is less than or equal to the distance D avg (q, {s 1 , s 2 , . . . , s n }).
To obtain the first metric d avg (q, {s 1 , s 2 , . . . , s n }), we utilize the distance mindist(q, E i ) introduced by [14] , which guarantees that the distance between each object enclosed in the MBR E i and the query object q is greater than or equal to mindist(q, E i ). Using the distance mindist(q, E i ), the metric d avg (q, {s 1 , s 2 , . . . , s n }) can be estimated as follows:
For the second metric D avg (q, {s 1 , s 2 , . . . , s n }), it can be derived from the distance minmaxdist(q, E i ) in [14] which gives a minimized upper bound on the distance between an object enclosed in the MBR E i and the query object q, and represented as follows:
where
Assume that a set of entries {s 1 , s 2 , . . . , s n }, each of which corresponds to an MBR or an object, is guaranteed to satisfy the HNOs requirement by executing the HNOs-qualifying heuristic. Consider another set of entries {s 1 , s 2 , . . . , s n } that cannot be pruned using the HNOs-pruning heuristic. Even though the set {s 1 , s 2 , . . . , s n } is possible to satisfy the HNOs requirement, it cannot be the SAvgDQ result when the following equation holds:
This is because (1) there is an object set {o 1 , o 2 , . . . , o n } satisfying the HNOs requirement, whose average distance to q is less than or equal to D avg (q, {s 1 , s 2 , . . . , s n }), and (2) the average distance of each object set {o 1 , o 2 , . . . , o n } belonging to {E 1 , E 2 , . . . , E n } is greater than or equal to d avg (q, {s 1 , s 2 , . . . , s n }). Therefore, the above inequality guarantees that {s 1 , s 2 , . . . , s n } can be pruned no matter whether it satisfies the HNOs requirement or not.
Let us use Figure 4 (a) to illustrate how the SAvgD-pruning heuristic works, where the set of three entries {E 1 , o 2 , E 3 } satisfies the HNOs requirement. To prune another set {o 1 , E 2 , E 3 }, d(q, s i ) for the three entries o 1 , E 2 , and E 3 (i.e., d(q, o 1 ), mindist(q, E 2 ), and mindist(q, E 3 )) are first computed so as to obtain the distance d avg (q, {o 1 , E 2 , E 3 }) (depicted as dashed line in the figure) . Also, the distance 
Given a set of entries {s 1 , s 2 , . . . , s n } satisfying the HNOs requirement, another set of entries {s 1 , s 2 , . . . , s n } can be pruned by using the SMinD-pruning heuristic if the following equation holds:
because q's nearest neighbor in {s 1 , s 2 , . . . , s n } must have a smaller distance than that in {s 1 , s 2 , . . . , s n }. As shown in Figure 4 (b), the set {E 1 , o 2 , E 3 } satisfying the HNOs requirement is used to prune another set {o 1 , E 2 , E 3 }. By comparing minmaxdist(q, E 1 ), d(q, o 2 ), and minmaxdist(q, E 3 ) (i.e., D(q, s i ) for E 1 , o 2 , and E 3 ), the distance D min (q, {E 1 , o 2 , E 3 }) is set to d(q, o 2 ) (i.e., 3). As the distance d min (q, {o 1 , E 2 , E 3 }) is equal to mindist(q, E 3 ) (i.e., 5) and greater than D min (q, {E 1 , o 2 , E 3 }), all object sets belonging to the set {o 1 , E 2 , E 3 } can be safely pruned without the need to load them into memory for distance computation.
E. SMaxD-PRUNING HEURISTIC FOR SMaxDQ
In contrast to the SMinD-pruning heuristic, the SMaxDpruning heuristic focuses on determining a lower bound and an upper bound on the distance between the query object q and its furthest neighbor in each set of entries. Consider a set of entries {s 1 , s 2 , . . . , s n }, in which object o i corresponding to s i is the furthest neighbor of q. The lower bound on the distance between q and o i , denoted as d max (q, {s 1 , s 2 , . . . , s n }), can be obtained as follows:
The upper bound on the distance between q and o i , denoted as D max (q, {s 1 , s 2 , . . . , s n }), is represented as follows:
Suppose that the set of entries {s 1 , s 2 , . . . , s n } satisfies the HNOs requirement and another set of entries {s 1 , s 2 , . . . , s n } cannot be pruned by using the HNOs-pruning heuristic. Then, all object sets belonging to {s 1 , s 2 , . . . , s n } have no chance to be the SMaxDQ result once the following equation holds: {s 1 , s 2 , . . . , s n }) > D max (q, {s 1 , s 2 , . . . , s n }) .
Take the sets of entries {E 1 , o 2 , E 3 } and {o 1 , E 2 , E 3 } shown in Figure 4 (c) as an example. Because minmaxdist(q, E 4 ) ), the distances of all object sets belonging to the set {o 1 , E 2 , E 3 } need not be computed after the SMaxD-pruning heuristic is executed.
F. SSumD-PRUNING HEURISTIC FOR SSumDQ
The design of the SSumD-pruning heuristic is much more complicated than that of the other three pruning heuristics, because the derivation of the distance metrics for each set of entries has to take into account the shortest distance that, starting from the query object q, visits each object exactly once (while the other pruning heuristics consider only the distance of objects to q). Following the general idea of the above three pruning heuristics, in the SSumD-pruning heuristic two distance metrics, d sum (q, {s 1 , s 2 , . . . , s n }) and D sum (q, {s 1 , s 2 , . . . , s n }), are determined to give the lower bound and the upper bound, respectively, on the traveling distance from q to each object set belonging to {s 1 , s 2 , . . . , s n }.
As the traveling distance from q to a set of objects is represented as the sum of the following two distances: (1) the distance from q to an object o i , and (2) the traveling distance that, starting from o i , visits each of the other objects exactly once, it implies that the metric d sum (q, {s 1 , s 2 , . . . , s n }) (i.e., the lower bound of the traveling distance) can be estimated as lb (d(q, o , o i ) ) refers to the lower bound of the distance between q and o i corresponding to s i , and lb (d(o i , {s 1 , s 2 , . . . , s n })) is the lower bound of the traveling distance to visit each object o i corresponding to s i exactly once. Referring to the first equation mentioned in Section III.A, a rectangle R E with coordinates (X r , Y u ) and (X l , Y d ) can be constructed to enclose each object o i . As such, the lower bound lb (d(q, o i ) ) can be set to the minimal distance from q to the rectangle R E , that is, mindist(q, R E ) obtained from [14] . On the other hand, we make use of the two distances D sum (q, {s 1 , s 2 , ..., s n }).
, for the set of entries {E 1 , E 2 , E 3 }. Based on the coordinates of E 1 , E 2 , and E 3 , the rectangle R E (depicted as shaded rectangle) is constructed to enclose them. As the distance between the query object q and the upper-right corner of R E is less than or equal to the distance of each object in R E to q, it can be regarded as the lower bound lb (d(q, o i ) ) (i.e., mindist(q, R E )). Regarding the minimal distance d x l,r between the two objects furthest apart on the x-dimension (e.g., o 3 and o 1 ), it is set to LB r − RB l , so as to give the lower bound of the traveling distance between objects (e.g.,
l,r ) is chosen to be the lower bound of the traveling distance.
In the sequel, we describe how to derive the upper bound, D sum (q, {s 1 , s 2 , . . . , s n }), on the traveling distance from the query object q to each object set belonging to where ub(d(q, o i ) ) refers to the upper bound of the distance between q and an object o i corresponding to s i , and ub (d(o i , {s 1 , s 2 , . . . , s n })) is the upper bound of the traveling distance to visit each object o i exactly once. Here, the upper bound ub (d(q, o i ) ) can be set to minmaxdist(q, R E ), where R E is the rectangle enclosing each object in {s 1 , s 2 , . . . , s n }. As for the upper bound ub (d(o i , {s 1 , s 2 , . . . , s n })), recall that after executing the HNOs-qualifying heuristic, if {s 1 , s 2 , . . . , s n } is guaranteed to satisfy the HNOs requirement, then the distance between any two objects in {s 1 , s 2 , . . . , s n } does not exceed the distance d. Motivated by this, the upper bound ub (d(o i , {s 1 , s 2 , . . . , s n })) can be estimated as (n − 1) × d. In conclusion, D sum (q,{s 1 , s 2 , . . . , s n }) = minmaxdist(q, R E )+ (n−1)×d. Consider the example in Figure 5(b) , where the set of entries {E 1 , E 2 , E 3 } satisfies the HNOs requirement (that is, the distance between the upper-right corner (X r , Y u ) and the lower-left corner (X l , Y d ) of the rectangle R E enclosing E 1 , E 2 , and E 3 is less than or equal to d). As the distance between any two objects enclosed separately in E 1 , E 2 , and E 3 does not exceed d, the traveling distance to visit each object exactly once (e.g., o 1 → o 3 → o 2 ) must be less than or equal to 2 × d. Therefore, the metric D sum (q,
If a set of entries {s 1 , s 2 , . . . , s n } has already been determined as the HNOs set, its upper bound D sum (q,{s 1 , s 2 , . . . , s n }) is computed and compared with the lower bound d sum (q, {s 1 , s 2 , . . . , s n }) of another set of entries {s 1 , s 2 , . . . , s n }. Then, {s 1 , s 2 , . . . , s n } can be pruned when the following equation holds: {s 1 , s 2 , . . . , s n }).
IV. PROCESSING ALGORITHMS FOR LOCATION-BASED AGGREGATE QUERIES
In this section, we present the general procedure of the processing algorithms for the SAvgDQ, the SMinDQ, the SMaxDQ, and the SSumDQ in detail. Then, we give a running example of the processing algorithm for the SAvgDQ, as the other three processing algorithms have the similar process to generate the query result.
A. GENERAL PROCEDURE OF FOUR PROCESSING ALOGRITHMS
Given the n types of data sources, HO 1 , HO 2 , . . . , HO n , the query object q, and the user-defined distance d, the location-based aggregate queries can be used to retrieve the HNOs set with the shortest distance to q (corresponding to the average-distance for the SAvgDQ, the minimal-distance for the SMinDQ, the maximal distance for the SMaxDQ, or the sum-distance for the SSumDQ). To process each type of location-based aggregate queries (i.e., the SAvgDQ, the SMinDQ, the SMaxDQ, and the SSumDQ), we employ a simultaneous traversal of the R 1 -tree, R 2 -tree, . . . , R n -tree built on the n types of HOs. That is, the procedure begins with the root nodes of the n R-trees and proceeds down the trees.
During the traversal of the n R-trees, a linked list L is utilized to keep the information about the sets of n entries (consisting of the MBRs and the objects) considered so far. Each element of L stores a set {s 1 , s 2 , . . . , s n }'s information, including (1) a flag indicating whether the set {s 1 , s 2 , . . . , s n } must satisfy the HNOs requirement, and (2) {s 1 , s 2 , . . . , s n }) presented in Section III. Note that the elements of L are sorted in ascending order of their d (q, {s 1 , s 2 , . . . , s n }). Initially, L only contains information of the set {s 1 , s 2 , . . . , s n }, where s i corresponds to the root node of the R i -tree, and its flag and d(q, {s 1 , s 2 , . . . , s n }) are both set to 0. In addition, a distance d pruning is used to keep the smallest D(q, {s 1 , s 2 , . . . , s n }) of the sets in L that must satisfy the HNOs requirement (i.e., flag = 1), where D(q, {s 1 , s 2 , . . . , s n }) refers to D avg (q, {s 1 , s 2 , . . . , s n }), D min (q, {s 1 , s 2 , . . . , s n }), D max (q, {s 1 , s 2 , . . . , s n }), or D sum (q, {s 1 , s 2 , . . . , s n }). The initial value of d pruning is set to ∞. In each iteration, the first element of L (i.e., the set {s 1 , s 2 , . . . , s n } whose d(q, {s 1 , s 2 , . . . , s n }) is the smallest among the sets in L) will be retrieved. According to the entries comprising the set {s 1 , s 2 , . . . , s n }, there are two cases to be considered: (i) at least one of the entries s 1 to s n corresponds to an MBR and (ii) each of the entries s 1 to s n corresponds to an object.
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For case (i), the entry s i corresponding to the MBR E i
the set {H 1 , R 2 , T }, which is shown in Figure 7(b) . Once the HNOs-pruning heuristic is imposed on the set {H 1 , R 2 , T }, we know that the distance d x l,r between H 1 and R 2 on the x-dimension is greater than d (i.e., 4 > 3) so that {H 1 , R 2 , T } can be directly pruned without being inserted into L. In the sequel, when the set {h 3 , R 7 , T 7 } is encountered (as shown in Figure 7 (c)), it is guaranteed to satisfy the HNOs requirement because 2.973 < 3 (where 2.973 refers to the diagonal of the rectangle enclosing h 3 , R 7 , and T 7 ), and thus its flag is set to 1. Having computed d avg (q, {h 3 , R 7 , T 7 }) and D avg (q, {h 3 , R 7 , T 7 }) as 2.13 and 2.27, respectively, the distance d pruning is updated to 2.27. In the last iteration, the set {h 3 , r 2 , t 2 } is retrieved from L because its d avg (q, {h 3 , r 2 , t 2 }) is the smallest. As shown in Figure 7 (d), as {h 3 , r 2 , t 2 } consists of all objects and its flag = 1, it must satisfy the HNOs requirement and has the shortest average distance to q. Therefore, the processing algorithm is terminated and {h 3 , r 2 , t 2 } is returned as the SAvgDQ result. For ease of reference, Table 1 summarizes the sets mentioned above.
V. PERFORMANCE EVALUATION
In this section, we conduct four sets of experiments for the proposed algorithms (including the SAvgDQ, the SMinDQ, the SMaxDQ, and the SSumDQ processing algorithms), which investigate the effects of four important factors on the performance of processing the location-based aggregate queries. These important factors are the number of objects, the number of data sources (i.e., the value of n), the value of distance d, and the distributions of objects. In the following, we describe the experimental settings and show the experimental results with detailed discussions, respectively. 
A. EXPERIMENTAL SETTINGS
All the experiments are performed on a PC with Intel 2.50 GHz CPU and 4GB RAM. The algorithms are implemented in JAVA (jdk-1.6.0.02). One synthetic data set is used in our simulation. The synthetic data set consists of n types of data sources, each of which has O (ranging from 1K to 300K) objects whose locations are spread over a region of 1, 000, 000×1, 000, 000 with three distributions, the uniform distribution, the Gaussian distribution, and the Zipf distribution. Based on the object locations, we build different R-trees to separately index the n types of data sources, where n varies from 1 to 5. In the experimental space, we also randomly generate 30 query objects and each of them issues a SAvgDQ, SMinDQ, SMaxDQ, or SSumDQ to the server, in which the distance d ranges from 0.01% to 5% of the entire space. The performance is measured by the average CPU time and the average number of node accesses in performing workloads of the 30 location-based aggregate queries. Table 2 summarizes the parameters under investigation, along with their default values and ranges.
In our experiments, we compare the proposed processing algorithms (i.e., the SAvgDQ, SMinDQ, SMaxDQ, and SSumDQ processing algorithms) with a kNN-based algorithm which is composed of the following steps: (1) for each data source the k nearest neighbors of the query object are determined using the BFS algorithm [13] , so as to construct the k n sets of n objects, (2) for each object set, the distances between the n objects and the query object are computed to compare with the distance d, and (3) the object set that satisfies the HNOs requirement and has the shortest average-distance, minimal-distance, maximal-distance, or sum-distance is returned as the query result.
B. EFFECT OF NUMBER OF OBJECTS
The first set of experiments studies the impact of the number of objects for each data source on the performance of processing the SAvgDQ, the SMinDQ, the SMaxDQ, and the SSumDQ. Note that hereafter all figures use a logarithmic scale for the y-axis. Figure 8 , measure the CPU times for the four processing algorithms, respectively, and the kNN-based algorithm by varying the object number from 1K to 300K. An interesting observation from the experimental results is that for all processing algorithms the CPU cost first decreases and then increases, exhibiting a V-shape. This is mainly because (1) a smaller number of objects results in a less number of object sets satisfying the HNOs requirement, so that more distance computations are required for finding the HNOs sets, while (2) a larger number of objects leads to more HNOs sets that have similar average-distance, minimal-distance, maximal-distance, or sum-distance, and thus more CPU time is spent on determining the HNOs set with the shortest distance. In terms of the number of node accesses, Figure 8 The reason is that the more the number of objects for each data source, the more the object sets (incurring node accesses) to be checked. Overall, the SAvgDQ, SMinDQ, SMaxDQ processing algorithms exhibit similar performance, and the SSumDQ processing algorithm requires more CPU time and number of node access than the three processing algorithms (because of the additional cost for computing the shortest traveling distance between object set). For the same reason, for the kNN-based algorithm, the CPU time spent on processing the SSumDQ is slightly higher than that on processing the SAvgDQ, SMinDQ, and SMaxDQ. Nevertheless, the trend
of number of node accesses for the kNN-based algorithm remains unchanged regardless of the query type, because the k n sets of n objects have to be first constructed by traversing the R-trees built for the n data sources, no matter what query is processed. The experimental results also show that the proposed processing algorithms for the location-based aggregate queries have a significantly better performance on both the CPU cost and the number of node accesses compared to the kNN-based algorithm.
C. EFFECT OF NUMBER OF DATA SOURCES
The second set of experiments shown in Figure 9 illustrates the performance of the four processing algorithms and the kNN-based algorithm as a function of the number of data sources (ranging n from 1 to 5). For the case where n = 1 (i.e., only a single data source), the task of determining whether the distance between objects is greater than d is no longer needed. It implies that the problem of processing the SAvgDQ, the SMinDQ, the SMaxDQ, or the SSumDQ can be reduced to finding the nearest neighbor of the query object (that is, the object with the shortest distance to the query object). This is why (1) both the CPU time and the number of node accesses for the SAvgDQ, SMinDQ, SMaxDQ, and SSumDQ processing algorithms are the same when n = 1, and (2) the performance of the kNN-based algorithm is almost as good as that of the four processing algorithms. However, when n gets larger than 1 (i.e., multiple data sources to be considered), the VOLUME 5, 2017
performance gap between the four processing algorithms and the kNN-based algorithm becomes noticeable in all figures, because in the kNN-based algorithm the number of kNN queries performed is dominated by n (whereas in the processing algorithms for the SAvgDQ, the SMinDQ, the SMaxDQ, and the SSumDQ, it is a one-time query evaluation). From the experimental results, we know that the SAvgDQ, SMinDQ, SMaxDQ, and SSumDQ processing algorithms can be successfully applied to the environment in which the user is interested in obtaining information about a single data source. Conversely, the kNN-based algorithm does not work well for the location-based queries on multiple data sources.
D. EFFECT OF DISTACNE d
The third set of experiments studies the CPU time and the number of node accesses of processing the SAvgDQ, the SMinDQ, the SMaxDQ, and the SSumDQ under different values of the distance d. In the experiments, we vary the value of d from 0.01% to 5% of the experimental space. Different from the previous experimental results, all the curves for the CPU cost of the four processing algorithms and the kNN-based algorithm shown in Figure 10 for this improvement is that for a smaller d, most of the object sets cannot satisfy the HNOs requirement and thus (1) the SAvgDQ, SMinDQ, SMaxDQ, and SSumDQ processing algorithms need to access more nodes to retrieve object sets and involve more distance computations of non-qualifying object sets, and (2) the kNN-based algorithm has to evaluate more BFS algorithms so as to obtain the k n object sets in which the object set satisfying the HNOs requirement is guaranteed to be found. On the other hand, for a larger d, each object set has a higher chance to be the HNOs set so that the SAvgDQ, SMinDQ, SMaxDQ, or SSumDQ result could be determined early by only considering the object sets closer to the query object. Again, the experimental results show that the proposed processing algorithms yield a better performance than their competitor in all cases, no matter in the CPU cost or the number of node accesses.
E. EFFECT OF OBJECT DISTRIBUTIONS
The last set of experiments investigates how the distribution of objects affects the performance (in terms of the CPU time and the number of node accesses) of the SAvgDQ, SMinDQ, SMaxDQ, and SSumDQ processing algorithms and the kNN-based algorithm, by considering three types of distributions. These distributions are the uniform distribution, the Gaussian distribution (with variance 0.05 and a mean being the coordinate of the center of data space), and the Zipf distribution (with skew coefficient 0.8). As shown in Figure 11 (a), Figure 11 (b), Figure 11 (c), and Figure 11(d) , the CPU times of the SAvgDQ, SMinDQ, SMaxDQ, and SSumDQ processing algorithms, respectively, for the Gaussian object distribution are always higher than that for the other two object distributions (i.e., uniform and Zipf distributions). This is because for the Gaussian distribution, the objects are closer to each other (comparing to the uniform distribution and the Zipf distribution), leading to more objects with similar distance to the query object. Therefore, it takes more CPU time and number of node accesses to determine the SAvgDQ, SMinDQ, SMaxDQ, or SSumDQ result.
VI. CONCLUSIONS
In this paper, we investigated the problem of efficiently processing the locaion-based aggregate queries (including the SAvgDQ, the SMinDQ, the SMaxDQ, and the SSumDQ) on the heterogeneous neighboring objects (HNOs). We first designed the HNOs-qualifying heuristic, the HNOs-pruning heuristic, the SAvgD-pruning heuristic, the SMinD-pruning heuristic, the SMaxD-pruning heuristic, and the SSumDpruning heuristic, to effectively reduce the number of distance computations required for query processing. Then, we proposed four processing algorithms to efficiently determine the SAvgDQ, SMinDQ, SMaxDQ, and SSumDQ results, respectively. Comprehensive experiments demonstrated the efficiency of the proposed processing algorithms, in terms of the CPU time and the number of node accesses.
There are several interesting avenues for the future extensions of this work. A further extension is to address the problem of processing the location-based aggregate queries in highly dynamic environments where objects move as time progresses. Another important research direction is how to efficiently answer the location-based aggregate queries in road networks, in which the distance between objects is computed based on the connectivity of the network.
