AbsIracf-Rate control is an important issue in video stream-end-hosts from packet loss caused by wireless channel error.
I. INTRODUCTION
Rate control is an important issue in both wired and wireless streaming applications. A widely popular rate control scheme over wired networks is equation based rate control 111[21.
also known as TCP Friendly Rate Control (TFKC). There are basically three advantages for rate control using TFRC: first.
it does not cause network instability, thus avoiding congestion collapse. Second. it is fair to TCP flows. which is the dominant source of traffic on the Internet. Third. the TFRC's rate fluctuation is lower than TCP. making it more appropriate for streaming applications which require constant video quality.
For streaming over wireless where packets can be corrupted by wireless channel errors at the physical layer. rate control is still an open issue. Neither TFRC nor TCP can distinguish between packet loss due to buffer overflow and that due to bit errors. Both have been designed to deal with buffer overflow in wired networks and as such. treat any loss as a sign of congestion. Consequently. there have been a number of efforts to improve the performance of TCP over wireless [51[61[71 [.91[91[101. For example. Snoop is a TCP-AWARE link layer approach which suppresses acknowledgement packets (ACK) from the TCP receiver. and does local reuansmissions when a packet is corrupted by wireless channel errors [SI. Explicit Loss Notification (ELN) can also be applied to notify the TCP sender when a packet loss is caused by wireless channel errors rather than congestion [6] . End-to-end statistics can be used to help detect congestion when a packet loss happens [71[81[91[101. For example. by examining trends in the oneway delay variation, one could interpret loss as a sign of congestion if one-way delay is increasing, and a sign of wireless channel error otherwise. All these methods either hide
I .
cilitate streaming over wireless [I I] . They combine packet inter-arrival times and relative one way delay to differentiate between packet loss caused by congestion and that due to wireless channel errors. There are two key observations behind their approach: first_ relative one way delay increases monotonically if there is congestion: second. inter-arrival time is expected to increase if there is packet loss caused by wireless channel errors. Therefore, examining these two statistics can help differentiate between congestion and wireless errors. However. the high wireless error misclassification rate may result in under-utilizing the wireless bandwidth. as shown in [ I l l ; it also requires modifications to congestion control mechanism in protocol.
Other schemes such as [71[Y] [91[101 that use end-to-end statistics to detect congestion. can be also combined with TFRC to achieve rate control. The congestion detection scheme can be used to determine whether or not an observed packet loss is caused by congestion; TFRC can then take into account only those packet losses caused by congestion when adjusting streaming rate. The disadvantage of this approach is that congestion detection schemes based on statistics are not accurate enough. and require some modifications to the congestion control part of the protocol stack.
Another way to achieve rate control for streaming over wireless is to insert a TFFC-aware Snoop-like module. similar to [5] . into the network to do local retransmissions when packets are corrupted by wireless channel errors, and to apply TFRC on end-hosts. In this way. streaming rate is not affected by wireless channel errors. The advantage of this approach is its simplicity, and robustness to unpredictable wireless channel conditions. The disadvantages are as follows. First. it requires modifications to the network infrastructure. Second, Snooplike module does not work when the forward route is different from the reverse route. This is because Snoop can not block ACK packets sent from the receiver to the sender when doing 0-7803-8355-9/04/s2.00 OZW IEEE. local retransmissions; hence the sender interprets the packet loss caused by wireless channel error as a sign of congestion. and reduces the sending rate unnecessarily. ELN [h] can also be applied to streaming over wireless. By setting ELN bits on consecutive packet headers when ' packets are lost due to wireless channel errors, the endhost can differentiate between congestion and channel errors. In this case. 11;RC can take into account only the packet loss caused by congestion when adjusting the streaming rate.
Fundamentally. this achieves the same objective as Snoop-like module does. i.e. it enahles TFRC not to respond to packet loss caused by wireless channel errnrs. The disadvantage of ELN approach is that it also needs modifications .to the network infrastructure.
Other similar works. hut not related to our approach include MULTCP [151 and NetAnts [16] . They both open multiple connections to increase throughput. MULTCP was originally used to provide differential service, and was later used to improve the performance in high bandwidth-round-triptime product networks. NetAnu achieves higher throughput by opening multiple connections to compete for bandwidth against others. Since fairness of TCP is at the connection level rather than application level. using more connections than other applications can result in higher individual throughput.
The difference hetween NetAnts and our approach are as follows. First. opening more connections than needed in wired networks increases the end-to-end packet loss rate experienced by end-host. Second. unlike our approach. there is no mechanism to control the number of connections in NetAnts.
In this paper. we show that using one TFRC connection in wireless streaming applications results in under-utilization of the wireless bandwidth. We then propose the use of multiple simultaneous TFRC connections for a given wireless streaming application. The advantages of our approach are as follows: first. it is .an end-wend approach and does not require any modifications to network' infrastructure and protocols. except at the application layer. Second. as will be pointed out later, it has the potential to fully utilize the wireless bandwidth provided the number of connections and packet size are selected appropriately. The disadvantages are. more complex control procedures. and mnre system resources. e.g. memory. for opening more connections on end-hosts.
The rest of the paper is structured as follows. In Section 11. we present the Problem formulation together with an optimal strategy based on multiple TFRC connections. NS-2 simulations and actual experiments are carried out to validate the basic idea. In Section Ill. we propose a practical system called MULTFRC to implement the approach discussed in Section 11. NS-2 simulations and actual experimental results are included in Section IV to show the efficiency of MULTFRC. Conclusions and future works are in Section-V.
PROBLEM FORGULATION
In this section. we hegin by analyzing the performance of one TFRC for streaming over wireless. We then propose a rate conlrol strategy. based on multiple TFRC connections, that has the potential to achieve optimal performance. i.e. maximum throughput. and minimum end-to-end packet loss rate.
A. Setrip and Assro~iplions
The typical scenario for streaming over wireless is shown in Figure 1 where the sender is denoted by s. and the receiver by HTT,,,,,,. 3) The packet loss caused by cross traffic is independent of the streaming rate at the sender . i.e. pt' and pa2 are constant and independent of T . 4) B, and p , are assumed to be constant. 5 ) The packet loss caused by wireless channel error is assumed to h e random and stationary. behavior is taken care of by TFRC. pi' or pa'. and hence also independent of streaming rate T . In
7)
Packet size S for all connections of one application are a sense. iw is similar to p , in that it lumps cross congestion the same. unless otherwise stated. and wireless channel error in one quantity. Therefore it can S) We assume one TFRC connection does not fully utilize be interpreted as equivalent wireless channel packet loss rate &,. otherwise it already achieves optimal performance, with no cross congestion on nodes I and 2. On the other hand. and no improvement is to he expected. eC depends 1x1 packet loss due to self congestion, i.e. pa', and 9) For simplicity. the backward route is assumed to be thus may vary with the streaming rate. Eqn. (2) shows that j w error-free and congestion-free. (5). In this case. the throughput is Tb(1 -ew)> which is the upper bound of throughput given one TFRC connection for the scenario shown in Figure I . We define the wireless link to be under-utilized if the overall end-to-end throughput is less than B w ( l -yw). Based on these. we can state the following: ?his makes Tb become independent of the wireless channel packet loss rate pu. and hence ensures that condition in ( 6 ) is independent of the wireless channel errors. Basically by receiver is T(l -11). when streaming rate is T . and overall in Tb(l -p w ) < B,(1 -pw).
Using the iact that 11: = pi1 + pL2. for z = 1: 2. and invoking the no self congestion assumption 1. i.e. 11;' = 0. 11 can be re-written as:
where 
C. A Stratrgy to Reach the 'Optiinal Perfoniiance
It is not necessary to avoid the condition'in (6) in order to achieve good performance for one application. This is because it is conceivable to use multiple simultaneous connections for a given streaming application. The total throughput of the applicatibn is expected to increase with the number of connections until it reaches the hard limit of B,(1 -p u = Tb(1 -ew).
and the aggregate throughput upper bound for both of them (1-5,) and packet
To show that opening more than nopt connections results in larger vtt. or possibly higher end-to-end packet loss rate.
assume nopf and S lead to the optimal performance. and consider opening nOpt+bii connections. where bn is a positive integer. Denoting the end-to-end packet loss rate as p ' for this case. the nverall throughput is given by ( The intuition here is that as number of connections exceeds nOpt., the sending rate of each connection has to decrease. Thus by (I) . the product rtt& has to increase. so either rtt increases or p increases, or they both increase. In practice. as the number of connections exceeds initially p remains constant and .rtt increases due to the increase on queueing delay at node 2 , i.e. rtt > RTT,,,i,,; if the number of connections keeps increasing and buffer on node 2 overflows. rtt. "optimal" number of connections with the highest hroughput and the lowest packet loss rate: for example. for p," = 0.04. the optimal number of connections is around 4 or 5.
Similar experiments are carried nut on Verizon Wireless IxRTI CDMA data network. The IxRTT CDMA data network is advertised to operate at data speeds of up to 144 khps for one user. AS we explore the available bandwidth for one user using UDP flooding. we find the highest average available bandwidth averaged over 30 minutes to be between YO kbps to 97 kbps. In our experiments. we stream for 30 minutes from a desktop on v8ired network in EECS department at U.C. Berkeley to a laptop connected via IxRlT CDMA modem using I. 2 and 3 connections with packet size of S = 14MI bytes. We measure the total throughput. packet loss rate and round uip time as shown in Table 1 . Clearly. the optimal number of connections is 2. Specifically. the loss rate is slightly higher for 3 connections than for 2. while the throughput is more or less the same ior 2 and 3 connections.
.Based on the above analysis and experiments. strategy leading to optimal performance can be described as follows:
Keep increasing the nrririber of conneelions irnlil an additional 0-7803-8355-9/Ql/s20.00 QZW IEEE. As seen in Section Ill; in practical implementation of the above strategy. we use average round trip time measurements, rather than packet loss rate as in indicator of the optimal number of connections; this is because the increase in average round trip time typically happens before the increase in packet loss rate, and thus enables us to detect the full utilization earlier. In the next section. we propose a system called MULTFRC that uses round trip time measurements to implement the above suategy.
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MULTIPLE TFRC (MULTFRC)
The basic idea behind MUIITFRC is to measure the round . trip time. and ad.just the number ni conriections accordingly.
Speciticslly. we increase the rnnnher of connections n by a / n or decrease it by !.7-dependilia on the r t t measurements. a and 3 are preset constant parameters o i iiitr cnnuol algorithm. The design goals are twofold: tirst. iitili/c the wireless bandwidth efficiently: second. ensure fairliess hctwscn applications.
The framework of MULTFRC is shuwn in Figure 3 . As seen. there are two components in the system: rtt measurement sub-system (RMS). and connections controller subsystem (CCS). The flowchart of the system is shown in Figure  4 . We now describe each component in detail. As shown in the system flowchart in Figure 4 . RMS receives reports from receiver every round trip time. conpaining the an average rttsampie measured in the past round trip time window. RMS then further computes a smoothed version of these average rtt's every 01 reports, as follows:
Setting m to large values can reduce the noise in nue:rtt. while setting it to small values makes the system more responsive to changes in round trip time.
B. Connection Controller Sub-sssrein (CCS)
The CCS is shown as the white blocks in Figures 3 and 4 .
Its basic functionality is to Inversely Increase and Additively
Decrease (IIAD(a, 8) ) the number of connections I ) , based on the input from RMS. as illustrated i n Figure 4 . Specifically.
it first sets the rtt.nzi?r as the minimum n r : e A t seen so far. and then adapts the number of connection rr as follows:
where -1 is a preset parameter. The reason for this is fair and efficient sharing among multiple MULTFRC applications. and between MULTFRC and TCP or TFRC connections.
For a given route. the r-tt-mira is a constant representing the minimum round trip time for that route, i.e. with no queuing delay. As an example. on a wireless link with no cross traffic. 
IV. SIMULATIONS A S U EXPERIMENTAL RESULTS
In this section. we carry out NS-2 simulatiiins and actual experiments over Verizon Wireless lxRTT CDMA data network to evaluate the performance of MULTFRC system. The topology used in simulations is shown in Figure 5 RTT, , , i, = 168 fits are shown in Figure  6 . As seen, the throughput is within 25% of the optimal. the round trip time is within 120% of HTT,,,,,,. and the packet loss rate is almost identical to the optimal. i.e. a line of slope one as a function of wireless channel error rate. As expected. the average number of connections increases with wireless channel error rate. pIL.. To confirm MULTFRC's performance over a wider r a n g of parameters. we carry out additional simulations using the same topology as in Figure 5 . with f3, = 100 k6p.s and RTT,,,i,, = 757 V I S . The results. shown in Figure 7 are as expected. and validate our earlier observations. Figures 6 and 7-we notice that for some values of pw, there is a significant difference between the actual and optimal throughput. This is due to the quantization effect in situations where the number of connections is small. i.e. 2 to 4. In these situations. a small oscillation around the optimal number of connections results in large variation in observed throughput. One way to alleviate this prohlem is to increase 7 in order to tolerate larger queuing delay and hence ahsorb throughput fluctuations. at the expense of being less responsive. Another alternative is to use smaller packet size in order to reduce the "quantization effect" at the expense of (a) lower transmission efficiency and (h) the slower rate of convergence to the optimal number of connections.
Considering the throughput plots in
To examine the dynamics of MULTFRC system. we show throughput. packet loss rate. and the number of connections as a function of time for $1," = 0.04 in Figure 8 . As seen. the throughput and the number of connections are quite stable: as throughput. packet loss rate. round trip time and the number of connections opened are shown in Figure 9 . As seen_ the number of connections varies from around 3 to around 7 as p w switches from 0.02 to O. OS, :
As for actual experiments. we compare the performance of MULTFRC system and one TFRC connection in 
V. CoXCLUsloNs AND DISCUSSIOSS
In this paper. we proposed an end-to-end rate control scheme for wireless streaming that achieves both high throughput and low packet loss rate. without having to modify network infrastructure or protocols. Our proposed strategy is based on increasing the number of connections. and selecting proper packet size when necessary. We developed a practical algorithm called MULTFRC to implement our basic approach. NS-2 simulations and actual experiments over IxR'IT CDMA 0-7803-8355-9M4/s20.00 07.004 IEEE. data network were used to show the effectiveness of our approach.
Even though R , and p,. are assumed to he constat in our analysis. in snme networks such as wireless Local Area Networks (WLAN) and CDMA networks. B , and pu might be time varying or even change in a correlated fashion.
Nevertheless. as long as the necessary and sufficient condition in (6) is satisfied and the wireless channel is underutilized. our proposed MULTFRC approach opens an appropriate number of connections to achieve full utilization. The only issue in these time varying situations is raie of convergence to [he optimal number of connections. Our experimental results in this paper have verified that in the long term. the convergence rate of our approach is not an issue in CDMA network.
Future work will be focused on in) examining the performance of multiple MULTFRC connections sharing a wireless channel. and (h) considering the stability issue when both the number of connections and the sending rate of each connections are changing dynamically in a network.
. "", , . MULTFRC system dors not stawe one TFRC connection:, (a) 2nd-tcxnd round trip lime. ib) throughput. i c ) n u m k r of conncctiolls. id) end-lucnd packet loss rate. all ns a function of time.
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