This paper considers a process for the creation and subsequent firing of sequences of neuronal patterns, as might be found in the human brain. The scale is one of larger patterns emerging from an ensemble mass, possibly through some type of energy equation and a reduction procedure. The links between the patterns can be formed naturally, as a residual effect of the pattern creation itself. If the process is valid, then the pattern creation can be relatively simplistic and automatic, where the neuron does not have to do anything particularly intelligent. The pattern interfaces become slightly abstract without firm boundaries and exact structure is determined more by averages or ratios . This paper follows-on closely from the earlier research, including two earlier papers in the series and uses the ideas of entropy and cohesion. With a small addition, it is possible to show how the inter-pattern links can be determined. A new compact Grid form of an earlier Counting Mechanism is also demonstrated. Finally, it is possible to explain how a very basic repeating structure can form the arbitrary patterns and activation sequences between them. This paper considers a process for the creation and subsequent firing of sequences of neuronal patterns, as might be found in the human brain. The scale is one of larger patterns emerging from an ensemble mass, possibly through some type of energy equation such as entropy and a reduction procedure. The links between the patterns can be formed naturally, as a residual effect of the pattern creation itself. If the process is valid, then the pattern creation can be relatively simplistic and automatic, where the neuron does not have to do anything particularly intelligent. The pattern interfaces become slightly abstract without 2 firm boundaries and exact structure is determined more by averages or ratios . If the process is based on an energy equation that reduces to a more stable state, it may require less intentional behaviour than, for example, creating clusters in the constructive way of deliberately linking between nodes. For a large-scale structure this would definitely be necessary. This paper follows-on closely from the earlier research, including two earlier papers in the series and uses the ideas of entropy and cohesion. An example of the reactiveproactive comparison can be carried out using an earlier Counting Mechanism [12] ; but a new compact Grid form is then suggested and may be another general mechanism.
Earlier Research
Earlier papers have also discussed pattern creation and linking, under different levels of complexity. The first cognitive model [10] proposed a 3-level hierarchy of increasing complexity and functionality. The top level would cluster similar concepts (or neurons) and then allow one group to trigger another group through a reinforcement link, created from time-based events. In Figure 1 , for example, the top level of the original cognitive model is shown. A trigger probably means something firing in sequence instead of in parallel and represents a state change. This top level consists of higher level concepts, drawn as the linked octagonal shapes. They are higher level because they group together lower level or simpler concepts. The idea of a concept is abstract and so the term could ultimately reduce to a single neuron, which might not be very helpful. The model has been tested to a certain level, but it became clear that the trigger link between the clusters was not much different to a pattern link. It would be created in essentially the same way, through reinforcement. This top level was expanded in Figure 2 of [8] so that the other models of concept trees and the symbolic neural network could be incorporated. The concept trees can be considered as more knowledge-based, or even static memory structures. The symbolic neural network again represents symbols or concepts , but performs the same function as Figure 1 , and would use time-based events to link lower level concepts into high-level ones. See the paper for more details about this. These two structures have been joined at a time-based events layer. This is indicated in the figure with blue regions that circle the concepts that fire together. One can imagine a stimulus 4 activating a number of these trees that then fire together, or in parallel. This might then activate other patterns in sequence. Figure 2 . Concept Trees with the Neural Network Structure [8] .
As the mechanisms are general, they can be repeated, depending on the scale for example, where a single concept is still a small pattern, and so on. A hierarchical structure is also assumed in most models [13] , as is a difference between the physical space and the logical space. The hierarchy can be a more economic structure and can also perform a different function at each level, but certainly for this paper, it is mostly about the structure. In Figure   2 , the top node in the neural network triggers the next pattern. This may be a more important node (ReN [9] ), but the reality is probably not exactly like that. In Figure 3 , for example, there are several connections between the patterns, which might even happen at different levels. For state changes or firing differences to be recognised, the time factor has to be included. Let a source stimulus activate groups of neurons that then fire in parallel, but a state change might require the activation of patterns not initially connected with the stimulus. This is then also a sequential process as the energy source comes from the activated patterns and not the original stimulus, and could change the stimulus result.
New Theory
The new theory may therefore have more relevance where patterns sequentially and laterally activate each other. So, assume that the node regions fire in some arbitrary manner. This would produce a larger mass or ensemble out of which distinct patterns can emerge and it is more of a reactive than a proactive process. These patterns are defined in physical space by the fact that they have more links between each other than with other regions. The blue circular regions in Figure 2 , for example, also indicate overlap between the three patterns. So, while reinforcement between patterns inside of each blue region can form a hierarchy, if some type of reduced association can be kept in the overlap, then it is possible for sequential processes to also occur. A simplistic view of the reduction process is shown in Figure 3 , where the patterns themselves are defined because they have more intra-pattern links and the inter-pattern links are the dotted lines between them. If a pattern is mostly all connected, then it is also the case that a small but persistent energy input could eventually stimulate the whole pattern. When one node is activated, it will eventually trigger all of the other nodes. The other option is a much larger stimulus that would be able to trigger the pattern over a much shorter period of time. Therefore, depending on what pattern sets fire, this can cause other patterns to be more or less important, and be immediately realisable or realisable only through time. 6 
Example Process -Global Pattern vs New Instances
This example shows how even very basic reinforcement mechanisms can produce very different interpretations of pattern sequences, as described using the author's own clustering mechanisms. Consider the following example: There is a set of nodes A, B, C, D, E, F and G. Input patterns activate the nodes as follows: 
Counting Mechanism with New Instances
The scenario can be looked at in different ways. If considering the counting mechanism [11] [12] , then the first set of counts, shown in Table 1 would occur if the whole group was updated as a single instance. The global count (G) is updated for every pattern presentation and the local count (I) is updated only when the node itself is presented. This would suggest that the best cluster group is B, C, D and E, which is not correct. 
Grid from a Global Pattern
It is clear then that A, B, C and D all reinforce each other (pattern 1), as does E, F and G (pattern 2), but there is still an inter-pattern link between A and E (in both pattern 1 and 2).
If it is assumed that there is a single global pattern that is updated, instead of the individual instances of Table 2, then Table 3 is an interesting way to display the result. This grid format lists the variable as both rows and columns. Each time a pattern is presented, the cell value for both the row and the column is incremented by 1. If each row represents the count values for a single variable, then the update process updates every variable in the pattern each time, which means all column values for every row in the pattern. To determine the best clusters then, for a variable (row) scan across and select the other variables with the largest count values. Their rows can then be checked for consistency -they should have similar count values for each variable. If one has a larger or smaller count value, then it probably belongs to a different cluster, and so on. The variables with different counts might then become the linking nodes, where they belong to one pattern but are also associated with other clusters. Note that each entity (grid entry) is still distinct and is represented by its occurrence in time-based events.
With the example set of events, the nodes would also be beside each other in the grid, so the variables have been mixed up in the grid placings to show that the correct clusters can still be determined. It may not be necessary to update a self-reference, but for each row, scan across and find the other variables that have the largest count values. In row A, for example, the counts suggest that it should be clustered with B, C and D, even though they are not placed beside variable A in the grid. Table 3 . Display of the reinforcement between pattern presentations grouping A, B, C and D, plus E, F and G, with a single inter-pattern link A-E.
This grid format is actually a transposition of the counting mechanis m. In the Counting Mechanism [12] , the global count represents the global pattern, while with the grid, it is the whole grid. The Counting Mechanism updates unique instances, which suggests an attempt to create new patterns. The new theory splits an existing pattern, although it might be possible to add variables to the grid dynamically, which the counting mechanism accommodates. A different test tried to add keyed entries for each new pattern instance, but also allow for nested patterns inside of an existing instance. That did not prove successful, suggesting that the original counting mechanism is correct to create a new instance for each unique pattern that is presented. As the grid does not reply on prior classifications of the categories, it is really a self-organising mechanism for categorical data.
Cohesion Equations
The equations and method of paper [6] are directly relevant for the theory of this paper.
The values in Table 3 really only come from the reinforcement equation 1 in that paper, but it is interesting that the reinforcement value can be split-up for the separate variables in the grid view. A time or event-based decrement could also be added. Using the equations of [6] , the inter-pattern links would be created by looking for nodes that are in some group, but not cohesive with each other. They should also not be random or noise. If 'pattern cohesion'
is determined, then 'node cohesion' can compare nodes directly for the possibility of a link.
Note that the equations of that paper do work with the table values.
Related Work
Physical systems are included in the related work, because this research is interested in how global structures might change, not individual events. Other topics are neural networks, biorelated and self-organising. Weisbuch [22] describes the properties of a chaotic system inspired by statistical physics. One theory written about states that even if there is randomness or disorder at the local level, there may still be order at the global level. The Therefore, the interpretation of the result is as much about ratios or percentages than fixed boundaries. Each single interaction becomes only a small percentage of the desired result and therefore, if 'more' of the interactions are correct than incorrect at a global level, the desired result can be achieved. The idea of 'neurons that fire together wire together' is the well-known doctrine of Hebb [14] and is central to how the patterns might form. Weisbuch notes that using Hebb's rule in a neural network will result in the network attractors representing the patterns. The system reduces to the state of the attractors, which are the sequences of repeating states. Memories can also be created this way.
Even if this research considers structure and not function, in biology, Interneurons are created for just that purpose [15] -for statistical connectivity and not functional. Their results indicate that statistical connectivity can account for much of the specific synaptic patterning between neurons. Chemospecific steering is still essential and can tweak things, but it is non-specific -not aimed at any particular pair of neurons. They show that the exact positioning of neurons within their layer is not critical. They note that the model would predict head-on collisions between neurons, where a chemspecific signal can steer axons and dendrites around them. The paper [18] is more computer-based and describes tests that show how varying the refractory (neuron dynamics) time with relation to link time delays (signal), can vary the transition states. They note that it is required to only change the properties of a small number of driver nodes, which have more input connections than others and these nodes can control synchronization locally.
The earlier research ideas that are relevant [6] - [12] have been written about in the previous sections and are mostly concerned with how the system as a whole might work. The ReN [9] stands for Refined Neuron. It is a new idea for re-balancing the network, by converting excess energy into new intermediary neurons, that must activate first and then activate the 'main' neuron, before it can send its signal. This can also refine the neuron values, as they become fractional parts of the total input signal. Figure 4 illustrates the types of linking that may occur. With the ReN however, it is a proactive process, where surplus energy forces new connections to re-balance the system. The theory of an internal excitation to force growth is controversial, but even if that is replaced with something else, it is still interesting how the different elements fit together. The theory starts with the idea that there is an excess of energy. This excess energy is created when more than one input neuron fires at the same time. This overloads a main neuron that still receives energy when it is recovering from its firing event. Neurons firing together includes the idea of resonance among the activated synapses (axons/dendrites), which then induces new paths to grow. The new neuron therefore represents some type of (sub)concept created by the firing group. And the process is necessary to re-balance the system and reduce entropy, or improve efficiency. If looking at the definition of entropy as part of thermodynamics, it is stated in terms of how much energy in a system is no longer available for conversion into mechanical work.
The new theory of this paper considers a more reactive proces s over a larger domain. The residual effect of a persistent general stimulus keeps certain patterns alive, but these would form in centres of attraction. A section of [6] is quite interesting and considers how the structure might be determined: 'It is easy to understand tree structures getting automatically narrower, but to broaden out requires the deliberate addition of new nodes and links to them. Re-balancing is always an option, where excess signal might encourage new neurons to grow, as in a ReN. Or many neuron clusters can interact and link with each other, but still provide specific paths into their own individual set of nodes. An idea of nested patterns might also help. Smaller or less important patterns at the periphery can be linked to by a more common mass in the centre, for example, leading to a kind of tree structure. In which case, it can be less of a deliberate act and more the residual result of a region being stimulated in a particular way'.
The work of Tkačik et.al. [19] could be very relevant. It uses statistical mechanics to try to explain some of the mechanisms that occur in the biological brain. They note that while the brain is not a thermodynamic system, it exhibits some of those properties and so it can be measured that way. They also note that the brain is a nonequilibrium system, but the theory of the ReN helps to adjust the system into more equilibrium. If dealing with a critical state E, they suggest that you can count the number of potential states that have energy close to or less than E and consider those as the degrees of freedom or entropy. They then show how their results suggest a thermodynamic limit to the neural activity, but have no definite explanation of why. The limit suggests a boundary and so possibly, inhibitors switch off activity to prevent saturation ( [20] , figure 4 ), or if the activity is mostly inwards, then a finite outer boundary will exist, which can produce a more closed system. Note that firing would also be timed, where an initial energy surge might eventually be switched off as inner patterns fire inhibitors back into the surrounding area. Their results then show that energy and entropy are linear with respect to each other. The model of this paper is consistent with that energy-entropy relation. If base patterns fire before nested ones, or as in a tree structure, patterns further along a path, then the base patterns necessarily require more energy as they fire first and fuel the other sequences. Also, if they are at the base, then there are many more potential states to move into. After a sequence is activated, patterns further along a path would then require less global energy to be activated and would provide fewer new potential states to move to. Size is not a problem, because the nested regions can scale with the larger base regions and the whole process is self-repeating, as described in section 5. They measured spiking events of individual neurons and so it does not mean that these structures were present, but if the relation is valid, then it would be applicable in a global sense as well.
The paper [4] is interesting and may even be trying to implement something similar in hardware. They note that electrical synapses are bi-directional, unlike the chemical ones, but this means an intentional signal in both directions and not an excess one. The term small-world effect [21] has similarities with pattern groups connected by residual links and is described as part of their new Hopfield network [16] [1] design:
'It is known that brain neural network is comprised of millions of neurons and their connections. Major connections are of short distance and the number of long -distance connections is less, which is acclaimed as the so-called small-world effect. Recently, the small-world neural network model was thus inspired and proposed.
…
More specifically, it has greater local interconnectivity than a random network, but the average path length between any pair of nodes is smaller than that of a regular network. The combination of large clustering and short path length makes it an attractive model capable of specialized processing in local neighborhoods and distributed processing over the entire network.'
The Hopfield neural network, and its stochastic equivalent are auto-associative or memory networks. With the memory networks, information is sent between the input and the output until a stable state is reached, when the information does not change. These are resonance networks, such as bidirectional associative memory (BAM), or others. But they can only provide a memory recall of the data that was input and are also constrained in size to that amount of data. If some of the input pattern is missing however, they can still provide an accurate recall of the whole pattern. They also prefer the data vectors to be orthogonal without overlap. After the different stable states have been learned, they represent a type of energy function. A new pattern may be associated with a set of the state vectors, but one state will be closer to it, which will produce the best match.
Hopfield networks are also attractive because the units can operate asynchronously of each other. Each unit can compute its excitation at random times and change its state independently of the others. Also described in [17] , chapter 13:
Hopfield's approach illustrates the way theoretical physicists like to think about ensembles of computing units. No synchronization is required, each unit behaving as a kind of elementary system in complex interaction with the rest of the ensemble. An energy function must be introduced to harness the theoretical complexities posed by such an approach.
But while the learning can be asynchronous, the weights and links are still very directed, although self-organisation and an energy function can maybe take precedence over a supervised learning approach. Watts and Strogatz [21] then took the bi-directional links and replaced it with a circular architecture to produce the small-world networks. More importantly, the nodes are not all linked with each other, or completely randomly linked, but somewhere in-between. The linking pattern would still provide more group support than a random setup, for example. Considering Figure 2 and Figure 3 of this paper, is it possible to see small-world networks at the time-based events layer? If not, then it is still another look-alike structure to relate to, as possibly is [18] . 
Repeating Structures and Sequences
It is now clear that a general process can be described for how patterns may form and link with each other. It uses a structure that can repeat at different levels of granularity and can form in an automatic and arbitrary way. It is also completely mechanical in nature, requiring no sense of real intelligence. At the finest level of granularity, there can be single neurons with links between them. These can group together to form a pattern, which is what a concept is more likely to be. The formation process can leave weaker or residual sets of links between patterns, as described in section 2, that actually act as controllers of state transitions, to activate the patterns in sequence. If considering Figure 1 , for example, it would be possible to replace the octagonal nodes with a pattern of neurons and the single links with the residual set. That whole figure can then be a higher-level concept made of lower-level ones, or a sub-process, or anything that is a sub of something else. This still leaves the trigger link between the larger concept groups. So why not make that a residual set of links as well, but between two even larger concept groups. The nesting and time element in the structure is also obvious and a repeated process can occur to activate the required transitions.
For example, if an area of the brain is activated, then one pattern may fill with signal before another pattern. After a while, the pattern can activate an associated one through the residual set of links, but as that is a weaker connection, it would occur after the pattern itself is activated. Statistically, signal travels through the pattern itself more quickly than to another one. The pattern may also throw inhibitors out into its environment, to switch off neighbouring patterns and make it the dominant one. So, a larger region is activated and can switch off competing regions. It may also contain nested structures [8] that would represent sub-concepts and as the region fires it activates some of the sub-regions. These sub-regions may also be linked in a similar way and repeat the process . To be completely successful however, they would also need longer lateral connections with other regions.
Therefore, links between pattern groups and regions can come from any of the activated neurons. A general and repeating process is therefore clear that relies on nothing more than connection strengths and a time element and could help to explain how pattern sequences form and are then activated in the brain.
Conclusions
This paper has described how patterns may form and more importantly link with each other through a general reduction process of a larger ensemble mass. The process can make use of energy and entropy equations [6] . Here however, instead of a static process, the patterns can link with each other to form pattern sequences. The signal strength inside of each pattern is stronger than between patterns, which helps to define it. However, time can be used to build up a signal, or more or fewer of the connections can be firing at the same time and so ratios or percentages are key. The influence of the input stimulus or desired result could also be a factor. To show how the patterns and inter-pattern links might be realised, a
Grid view of a global ensemble, updated by a series of pattern presentations has been demonstrated. This is in fact an alternative view of the Counting Mechanism [12] , where possibly, one method is for separate instances and one is for the global view. The Grid format works well with event-based or binary input.
This reduction process is much less organised than the concept trees and symbolic neural network of Figure 2 , but that is OK, as it defines a larger area that can make use of probability and allow errors on a smaller scale. As the structure gets smaller, it may have to become more precise. The trigger that is indicated in the diagrams is similar to a basic link, except that it is between two sets of patterns. The trigger could be from more than 1 node, but not all nodes between the patterns and it is responsible for passing the signal onto the next stage. A hierarchy can be created by repeating the clustering at different levels . If patterns are the ensembles at the time-based events layer, then they can form through the concept trees' knowledge or forced learning, but afterwards be activated in the same way, or through residual sets of links between them. Or if traversing from the symbolic neural network direction, the global concepts can trigger each other, or the smaller time-based patterns that they contain can do the same. A general process for the pattern creation and state transitions has also been explained that includes time and nesting as fundamental to the structure.
