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Abstract
The purpose of this work is split into two categories, the first was to analyse the
application of real-time Physics Engine software libraries for use in calculating
a geological numerical model. Second was the analysis of the applicability of
glyph and implicit surface based visualization techniques to explore fault systems
produced by the model.
The current state of the art in Physics Engines was explored by redevelop-
ing a Discrete Element Model to be calculated using NVIDIA’s PhysX engine.
Analyses regarding the suitability of the engine in terms of numerical accuracy
and developmental capabilities is given, as well as the definition of a specialised
and bespoke parallelisation technique. The use of various glyph based visual-
izations is explored to define a new standardised taxonomy for geological data
and the MetaBall visualization technique was applied to reveal three dimensional
fault structures as an implicit surface. Qualitative analysis was undertaken in
the form of a user study, comprising of interviews with expert geologists. The
processing pipeline used by many Physics Engines was found to be comparable to
the design of Discrete Element Model software, however, aspects of their design,
such as integration accuracy, limitation to single precision floating point and im-
posed limits on the scale of n-body problem means their suitability is restricted
to specific modelling cases. Glyph and implicit surface based visualization have
been shown to be an effective way to present a geological Discrete Element Model,
with the majority of experts interviewed able to perceive the fault structures that
it contained. Development of a new engine, or modification of one that exists in
accordance with the findings of this thesis would result in a library extremely
well suited to the problem of rigid-body simulation for the sciences.
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Chapter 1
Introduction
The challenges presented by the study of geological phenomena lend themselves
to computational numerical modelling. This is due in part to the physical scale of
these processes [EDP84], as in producing a numerical representation of a system
and computing its results, it becomes possible to simulate experiments that are
not only large physically, but also span a long period of time. The time taken to
compute such a numerical model can be a fraction of the time of the equivalent
real-world phenomena.
One such phenomenon often studied within geology is the formation of fault
systems. In a geological context, the Oxford English dictionary definition of a
fault is as “an extended break in a rock formation, marked by the relative displace-
ment and discontinuity of strata on either side of a particular plane” [Dic10]. As
with many natural systems, faults can occur on both the micro and macro scale.
It is macro scale faults that form in the upper portion of the Earth’s crust that
are of great interest today. The structure and layout of these faults can be an
indication to many aspects of the Earth’s current geological state, for example
that of the movement of its tectonic plates, potential seismic activity or cachets
of natural resources such as gas or oil [Hol78].
Some of the most notable and keenly observed faults have taken millions of
years to evolve. Extensive study of these structures over the past century has
led to numerous discoveries, however the scale in which individual researchers
live their lives, and therefore experiment and collect results, is still insignificant
in comparison to the amount of time their evolution has taken. To put this into
perspective, a fault considered to be fast moving may have a relative displacement
between its two discrete sections of around 15mm per year, so over a century
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of study, and assuming linear movement, this fault may displace by a total of
150cm, which although significant, is unlikely to offer any major insight as a
single example. In the same vein, studying rock structures below their visible
surface involves either physically disturbing them or using a complex array of
sensors.
Studies into numerically simulating the growth of faults in large volumes of
rock have often involved finite [Bir99] or discrete [Fin98, FHG03, HF06] element
modelling techniques. Finite Element Methods (FEM) are designed to be con-
tinuums within the boundaries of the model, while Discrete Element Methods
(DEM) are discontinuums by definition. For an FEM to represent a gap or dis-
continuous area of a model, it is necessary that model boundaries are defined and
each considered independently from the other. A DEM has no such limitation,
so voids can form as a consequence of there being no rigid body occupying that
space at that time.
While there is debate, it is reasonable to state that modelling techniques
which utilise discrete bodies appear more suited to the problem of simulating the
way that a volume of rock fractures when compared to techniques that consider
sampled points in a bounded but continuous volume of space.
1.1 Geological Faulting: A Simulation Problem
The word fault, when considered from a geological context describes a structural
discontinuity within a volume of rock. Research beyond this definition has led
to formal classifications, which offer the ability to categorise different fault types
[Ran95b]. After classification comes the next line of questioning, that of how and
why the faults we can observe today were formed. Important questions include;
what were their instigating factors, how do they interact with surrounding faults
as they evolve and can their structure tell us anything about any surrounding
phenomena such as cachets of oil or gas.
Current geological theory [Leh36] states that the Earth is made up of distinct
layers of material. Starting from the outer-most layer where the material is hard
and brittle due to a relative lack of heat and pressure and progressing through
the depths of its structure, towards the inner core, where the layers of material
become more plastic (or liquid), as shown in figure 1.1.
Faulting occurs primarily in the upper most layer of the Lithosphere, the
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Figure 1.1: A cross-section through the layers of the Earth.
crust. This is the most brittle layer of the Earth’s structure and is placed under
stresses and strains due to movement of layers directly below it. The layers of
the Mantle are more plastic than the crust, and as a result flow like a liquid
with high viscosity and this movement causes the tectonic plates found in the
Asthenosphere to shift.
The crust of the Earth varies in thickness, ranging from approximately 30km
at the sea bed through to 100km at the highest points of the continents. To
consider the crust to be homogeneous in nature through its entire depth is incor-
rect. Understanding the mechanical properties of the crustal layer is a research
area in its own right and is referred to as rheology [Ran95a]. In this geological
context the word refers to relating the response of the materials that make-up
the Earth to forces that are acting upon it. More generally, the word rheology is
used to refer to the study of the flow of matter either already in a liquid state or
solids that behave in a liquid (or plastic) fashion due to external factors such as
pressure and temperature.
Faults can be classified into one of three categories; normal, reverse and strike-
slip. Strike-slip faults can then be further sub-classified into two categories, right-
lateral and left-lateral depending upon the direction with which each discrete
section of rock moves relative to the other, see figure 1.2 [Ran95b]. The clas-
sification of faults depicted in the figure is intentionally over-simplified here for
clarity. In reality classifying faults into three distinct types is too simple, with a
more realistic model being a continuum of types that fall in between the three
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classes from the figure.
Figure 1.2: Examples of the three fault categories. (a) Normal Fault, (b) Reverse
Fault, (c) Strike-slip Fault (left-lateral shown).
Faults which are formed due to the two discrete sections of rock moving apart
are known as extensional faults, while those formed due to one or both sections
moving towards the other are referred to as compressional faults. Extensional
faults take on the form of either normal or reverse types and it has also been
noted that they occur most commonly at an angle of between 30◦ and 60◦, with a
bias towards 45◦. It has also been recorded that the fault between the two areas
of rock is statistically likely to be approximately planar [Sch02].
1.2 Aims and Outcomes
This thesis presents areas of work that have been undertaken in order to re-
alise a single global goal; an investigation into the modelling of the evolution of
extensional faults as they form in the Earth’s crust, using a Discrete Element
Model (DEM), followed by the exploration and analysis of the resultant data
through visualization. This work is a continuation of that undertaken by Finch
et al. [Fin98, FHG03] building on an already successful 2D DEM method using
circular elements. The overall goal can be split into two distinct areas:
1. To analyse and evaluate the success of implementing an interpretation of the
existing DEM using a Physics Engine, with consideration towards benefits
CHAPTER 1. INTRODUCTION 30
for the wider scientific community such as modelling standardisation due
to library usage. Also to consider the possibilities regarding parallelisation
of the resultant PE based implementation, given its reliance on a software
library that does not cater for distributed parallelism.
2. To consider the success of the PE based implementation, as well as results
from the existing DEM, through glyph based visualization and to show the
three dimensional nature of geological faults within the data using implicit
surfaces. Ultimately leading to the definition of a visualization taxonomy
appropriate to modelling data containing geological faults.
As the purpose of this thesis is to explore the problem of numerical fault
evolution simulation from a computer science perspective, as well as the fact that
it is building upon a proven DEM, the focus for the first of the two sub-goals
is in the applicability of software libraries to solve the computational problems
that the DEM presents. Chapters three and four explore software libraries known
as real-time Physics Engines (PEs). This work explores potential problems with
re-designing the DEM for implementation using a PE with regards to scientific
simulation and poses solutions for these issues.
The second sub-goal considers the visualization and analysis of DEM data,
exploring scientific glyph visualization to create a general taxonomy of the visu-
alization techniques, defined according to their appropriateness to different types
and dimensions of geological DEM data.
A need to view the fault systems in a form other than glyphs became apparent,
and implicit surfaces are created and rendered that represent the underlying set
of spherical elements.
1.2.1 Physics Engines: A Software Library Solution
When designing three dimensional simulated environments, be that for computer
games or computer based animation, there are two key factors that need to be
considered in order for the environment to appear realistic. The first is the visual
representation of the scene and the second is that of physically correct movement.
In order to make a computer based simulation of an object appear as realistic as
possible, making it visually resemble a static version of reality is not sufficient;
it also needs to be animated in such a way that it suspends the disbelief of the
viewer.
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Over the past decade software libraries referred to as Physics Engines (PEs)
have emerged. As happened in the graphics industry with the definition of the
OpenGL [SGI11] and Direct3D [Mic11] libraries, these PEs are intended to in-
troduce a standardised code-base from which more complex applications such as
computer games can be built.
At the time of writing it is possible to identify the key libraries as NVIDIA’s
PhysX [NVI11], Havok [Inc09], Bullet [Cou10] and ODE [Smi09]; however this
should not be considered an exhaustive list. Some libraries, such as PhysX and
Havok are commercial in nature with no free access to their source code, while
others such as Bullet and ODE are open source. They are available for use on most
platforms with some such as PhysX and Bullet also exploring the possibilities of
operating using GPU based stream processing techniques on graphics hardware
via CUDA [NVI10] or OpenCL [Gro10].
The primary purpose of a PE is to provide developers with a software library
interface with which to calculate the physical movement of rigid bodies according
to classical Newtonian mechanics. Recently they have started to expand to pro-
vide further simulation techniques within the same interface, for example, PhysX
allows for mass-spring simulations to produce cloth like effects as well as approxi-
mations of soft-body dynamics, also liquid simulations are available based around
the Smoothed Particle Hydrodynamics (SPH) techniques.
When considering numerical simulation from a scientific context, issues such
as floating point accuracy become important, while issues such as the amount of
processing time required may become less so. The hardware available for pro-
cessing scientific simulations can also differ to the computing platforms targeted
by current PEs, with access to large distributed computing resources becoming
common. Most PEs are designed to be used for the development of computer
games and therefore were designed with the goal of performing their calculations
on consumer grade computing hardware in real-time. This has led to the as-
sumption that using a PE may result in simulation results that are not accurate
enough for scientific use. While it is true that PEs have a bias towards producing
results that can be considered accurate enough to suspend disbelief rather than
results as close to reality as is possible, it is hypothesised that it is a misnomer
to assume that the techniques they employ to perform their calculations are sig-
nificantly different to the accepted techniques utilised in scientific simulations
involving rigid bodies.
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The current state of scientific rigid body numerical simulation is such that
a standardised set of accepted algorithms to calculate the problems has now
been defined (this is explored further in chapter three). While software packages
exist to allow simulations to be designed rather than requiring them to be imple-
mented from scratch, often researchers find such packages too inflexible or do not
know that they exist and therefore still produce their own simulation software.
While not focussed towards scientific simulation, current real-time PEs offer a
compelling framework and design ethos which could either be expanded to suit
scientific needs or used as a base from which a suitable library could be formed.
1.2.2 Particulate Visualization: A Taxonomy for Geoscience
DEMs that utilise the interactions between a set of individual bodies produce
datasets that contain the position and physical state of many elements. From a
visualization perspective, each body may be important, as while they represent
an overall system, their placement and physical description represents the detail
in the dataset, but each point can be considered as part of an overall whole.
Given this, it is the volume that these points represent that is important, not the
points themselves. It is therefore possible to produce a simplified representation
of large numbers of individual points as a single polygonised mesh.
Datasets containing multiple discrete bodies present problems when visual
exploration of the information they contain is attempted. These span from issues
of practicality; such as how to look at a single grain of sand amongst a million
other grains, through to issues of implementation and hardware limitation.
Large DEMs tend to contain elements numbering in the millions. Reducing
each of these elements to a single representative volume as seen in FEM visualiza-
tion is a difficult problem in that the overall meaning of the data can be changed
by doing so, potentially resulting in critical information being lost. Techniques
used to represent particulate data therefore tend to represent each individual
body in the dataset using a representative glyph or point. This then provides
ways in which to highlight features of interest and attempts to solve the prob-
lems that rendering large collections of closely packed and similar bodies presents,
which are further explored in chapter two.
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1.3 Research Contributions
The research contributions described by this thesis are as follows:
 Analysis of the functionality and design of the modern Physics Engine (PE),
including a generalised description of its processing pipeline.
 Consideration of the applicability of the PE as a black-box library to sci-
entific simulation problems, with a focus on Discrete Element Modelling
(DEM).
 Analysis of the applicability of the PE pipeline to parallel operation in a
distributed computing environment.
 The definition of a method to utilise multiple instances of a PE to calculate
a simulation in parallel on both shared and distributed memory computing
platforms.
 The formal definition of a visualization taxonomy suited to DEM or partic-
ulate datasets, as produced by the geosciences. Including detailed analysis
of the applicability of glyph based techniques and various forms of user
interactivity.
 A method to produce an implicit surface from a collection of spherical
DEM elements is presented. This has culminated in the creation of surfaces
that visually represent their underlying spherical elements, but also present
themselves in such a way that they appear as a single three dimensional
structure, an important capability when considering the nature of abstract
fault systems contained within geoscience DEM data.
1.3.1 Published Papers
During the course of the work presented in this thesis, papers were published
based around chapters three and four at national and international conferences.
These can be found in appendices C, D and E respectively:
 S. M. Longshaw, M. J. Turner, E. Finch and R. Gawthorpe. Discrete Ele-
ment Modelling using a Parallelised Physics Engine. In Theory and Practice
of Computer Graphics, proceedings of the 2009 Eurographics UK conference,
pages 207-214, 2009.
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 S. M. Longshaw, M. J. Turner, E. Finch and R. Gawthorpe. Physics Engine
Based Parallelised Discrete Element Model. In International Conference on
Particle-Based Methods - Fundamentals and Applications, pages 344-347,
2009.
 S. M. Longshaw, M. J. Turner, E. Finch and R. Gawthorpe. Analysing
the use of Real-time Physics Engines for Scientific Simulation: Exploring
the Theoretical and Practical Benefits for Discrete Element Modelling. In
ACME2010, proceedings of the 18th Annual Conference of the Association
of Computational Mechanics in Engineering, pages 199-202, 2010.
1.4 Thesis Guide
The remaining chapters of this thesis present the work undertaken to answer the
questions set in section 1.2, and are laid out as follows:
Chapter 2 presents a background review of literature and the current state
of research for areas considered pertinent to the subjects covered by the chapters
that follow it. It begins by presenting the general topic of fault evolution mod-
elling, first looking at non-numerical methods and then progressing onto the more
specific area of simulation by Discrete Element Model (DEM). This is followed by
an overview of real-time Physics Engines (PEs), including discussion regarding
the state of the art and an overview of the PE pipeline. The chapter culminates
in an overview of the state of particulate visualization in general followed by
visualization within geosciences, concluding with an analysis of particulate visu-
alization within the context of DEM.
Chapter 3 begins by defining the nature of the 3D fault evolution DEM, as
originally described by Finch et al [Fin98, FHG03]. It then proceeds to consider
the suitability of current PEs to solve the computational problems of the DEM.
This is achieved by first looking at key factors, such as accuracy and performance,
and then by considering the practical requirements of the DEM compared to the
available functionality within the PEs. This is followed by a description of imple-
menting the DEM using a PE and then a critical analysis of the results. Finally
problems encountered during the chapter are defined and conclusions drawn.
CHAPTER 1. INTRODUCTION 35
Chapter 4 presents work regarding the distributed parallel execution of existing
PEs. It begins by presenting the case for this type of parallelisation for black-
box PEs and then considers the suitability of the libraries to this task. This is
followed by a definition of a parallelisation strategy, detailing a ghosted body PE
parallelisation method. The chapter analyses the success of this method, consid-
ering important aspects such as comparative accuracy between parallelised and
non-parallelised PE based DEMs and performance benefits brought about by the
method.
Chapter 5 considers the applicability of glyph based visualization techniques
to the problem of fault definition within DEM data. It begins by analysing the
general form of the data, identifying its variables and their type. It then pro-
gresses to present the use of glyph based representation of the data, exploring
the benefits of colour-mapping, transparency, glyph property mapping, element
path visualization and interactive data refinement. The chapter culminates in the
results from a user based study, reflecting the opinions of a group of geoscientists.
Chapter 6 presents work undertaken to produce an implicit surface that is rep-
resentative of a sub-set of the spherical glyphs seen in chapter five. It begins
by presenting the MetaBall technique and then defines how it can be applied to
the DEM data. This is followed by presentations of the technique being used ac-
cording to various scenarios, exploring the effects of different isosurface threshold
values as well as affecting the underlying scalar field, inherent to the technique,
according to different model variables. A look at presenting multiple isosurfaces
through the same data is then explored. The success of the technique to repre-
sent the underlying spherical glyphs is then analysed, including the presentation
of results from a further user based study.
Chapter 7 finalises the thesis, providing a concise conclusion of the key con-
tributions within the work presented. It evaluates the successes documented
throughout the work compared to the initial aims and outcomes.
Chapter 2
Background
This chapter documents and examines pertinent research areas that are appro-
priate to the goals of this thesis, as laid out in section 1.1. Initially there is an
overview of the research area of geological fault modelling, followed by a more
in-depth look at Discrete Element Modelling (DEM), real-time Physics Engines
(PE) and particulate visualization. This chapter intends to serve as a reference
point from which work in further chapters is built upon.
2.1 Geological Fault Modelling
When defining how best to model the evolution of geological faults, consideration
of past work, combined with methodology based on data collected about real-
world phenomena leads to the conclusion that the following criteria must be
satisfied in the proposed solution:
 The media or material used should be able to be made to resemble the
materialistic properties of the rock type that is being simulated.
 The media or material must be able to be controllably deformed in one or
more of its dimensions.
 The speed at which the deformation occurs must be of a reasonable time-
scale for a single experiment, while maintaining a level of realism.
 It must be possible, once the evolution of the model is complete, to examine
the structure of all of the material in detail without modifying the final
resting position of the experiment.
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Geologists have simulated fault formation using real-world laboratory scale
models. These often take the form of an enclosure, with one or more moveable
sides, that is filled with layers of sand or a similar granular material. The general
sizes of the grains are chosen so that, as a system, they are able to approximate the
way in which the rock they are simulating would deform. This form of modelling
has been shown to produce realistic approximations of the faults we see currently
evolving in the Earth’s crust [BADS07, YM03a, YM03b, CWYO06].
A major issue with this technique, termed sandbox modelling, lies in the
analysis of the structures within the sand once it has evolved. Although the
enclosure used will typically have clear plastic walls and the sand layers will be
individually coloured, this still only allows easy access to the outermost extremes
of the model. It is possible to perform analysis of the surface of the sand, and
visibly see the way in which it mixes due to the clear panels of the enclosure,
but detailed analysis of anything below the surface is inherently difficult as it
involves disturbing the material in some way. An example of the apparatus used
for this kind of experimentation, and the results obtained can be seen in figure 2.1,
where (a) shows the apparatus and (b) and (c) show the end results of performing
compression on the granular material from side and top-down views respectively.
Figure 2.1: A sandbox experiment showing the sandbox apparatus (a); side view
(b) and top view (c) after compressional forces applied [SG11].
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Another solution is to replace the granular material used in sandbox models,
with a soft but malleable material such as clay [ES04]. This form of modelling
typically takes the form of a moveable plate, with multiple parts in its make-up,
upon which a piece of malleable clay is placed. The various segments of the plate
are then moved to mimic the effect of tectonic plate movement. The friction
between the clay and the plate ensures that the clay deforms in accordance with
the plate’s movement. These experiments are less useful in showing the way
in which faults interact with each other, but they can show the way in which
fractures form.
There has been a recent shift within geology towards the use of numerical
modelling techniques. These were not initially designed to replace the traditional
analogue1 methods, but rather to provide an additional, more flexible modelling
environment within which more abstract models can be constructed. By calcu-
lating a fault evolution model numerically, it becomes possible to control and
measure aspects of the simulation that the traditional analogue techniques can-
not allow. These range from modifying and measuring values such as the stress
and strain at any point in the model or forces being exerted at any one point,
through to the ability to examine a model’s evolution at any specified time. It
also becomes possible to deal with the problem of experimental scale differently.
Analogue modelling requires real-world phenomena to be scaled down. When
considered numerically, this is no longer a necessity, although in the case of more
complex models the amount of computational time needed to calculate its results
is a consideration.
One of the greatest advantages of using numerical modelling comes when
analysing the end results. Revealing the fault systems in results from analogue
models can be a difficult and time-consuming process, more so if results are
desired from multiple points during the models evolution. When a numerical
technique is used, all the data is accessible from any time point (assuming it is
stored after computation and not discarded), therefore we are able to apply a
multitude of analytical techniques to extract the information that it contains.
More than one numerical modelling technique exists that can be applied to
solve the problem of simulating fault evolution, the two most common are Finite
Element Modelling (FEM) and Discrete Element Modelling (DEM). The purpose
1The term analogue modelling is common within the geosciences and refers to modelling
techniques that are not calculated in a purely numerical sense.
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of this thesis is to investigate the application of a DEM to the problem; therefore
it is this method that receives attention in the following sections.
2.2 Discrete Element Modelling
The definition of Discrete Element Modelling (DEM) as a technique can be at-
tributed to Cundall who first described the method in the paper “A Computer
Model for Simulating Progressive Large Scale Movements in Blocky Rock Sys-
tems” [Cun71]. It was then more formally defined by Cundall and Strack in their
later paper entitled “A discrete numerical model for granular assemblies” [CS79].
The DEM technique is conceptually simple; a basic model consists of multiple
elements, such as spheres, each given an initial starting position and physical
state. Then through detection of contacts between each element in the model
and calculation of elemental position and orientation due to forces acting upon
them, a system of disparate objects can be forced to interact in such a way that
they form a complete system. The basic concept of DEM can be seen in figure
2.2, which considers a simple scenario involving two contacting circular elements.
Figure 2.2: The fundamental definition of Discrete Element Modelling (DEM).
Two elements from a disc based DEM are shown, which are in contact at the
point denoted by a red circle.
In order that elemental movement can be constrained, bounding conditions
are defined. These are designed to influence the movement of any element that
come into contact with them, ensuring that they do not pass that point; a real-
world equivalence of this would be a glass wall containing sand, where the wall is
the boundary and each grain of sand an individual element. Elemental movement
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is calculated over multiple time-steps, with most DEMs requiring relatively fine
grained steps through time in order to avoid instability [Mun05]. The main ways
in which the DEM technique can be altered to fit various problems are by using
different geometries for the elements in the system, modifying the control of the
simulation through its boundary conditions, affecting the forces within the model
or by introducing external forces to the elements.
The use of DEM as a technique to numerically simulate granular materi-
als was originally borne from the subject area of geology [Cun71], however it
is only as available computing power has increased, that it has started to gain
wider interest and acknowledgement, especially within engineering subject areas
and has been more formally defined as a simulation technique [WHM85]. Con-
centrating on geology, Bardet and Proubet, in their paper entitled “Numerical
Simulation of Localization in Granular Materials” [BP91], build upon Cundall
and Strack’s seminal work by further refining the original method and applying
it to a new geological problem. Through these, and other works across various
disciplines [TDM+03, Lud05, JH05], it has been acknowledged that DEM is a
suitable method with which to examine how brittle materials, such as rock, can
fracture and deform due to stress and strain.
This has led to the application of DEM to solve the problem of crustal scale
fault modelling, notably the work of Finch et al. [Fin98, FHG03] in which a two
dimensional, variably sized, disc based DEM was defined and used to produce
fault-like structures in a large scale media. Due to the success of this work, it has
since been used as a basis for a three dimensional DEM incorporating spheres
rather than discs.
From an algorithmic point of view, a DEM can be broken into three distinct
stages. The first stage occurs once and involves initial arrangement and definition
of the physical properties of the elements that make up the system. The second
and third both occur for each time-step and are contact detection between ele-
ments and subsequent force calculations, followed by calculation of new elemental
positions. The calculation of a new position for each element in the system occurs
through numerical integration of Newton’s classical equations of motion using an
explicit method. An overview of the second and third stages can be seen in figure
2.3.
The basis of such integration lies with Newton’s second law, expressed as
F = ma, which means to calculate the acceleration and therefore velocity and
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Figure 2.3: The three processing stages of a Discrete Element Model. First
inter-elemental contacts are found and then all forces acting on each element are
accumulated. Finally new positions are found. This is repeated until the models
final time (t) has been reached.
position of an element, it is required that we know its mass and the cumulative
forces acting upon it. These include environmental forces such as gravity, user
introduced forces and forces due to contact between elements.
2.2.1 Media Generation
The way in which the elements of a DEM are initially arranged can play a role
in how the model evolves through time. An example of this can be seen when
spheres are considered. In a DEM comprised of spheres of equal radii there are
three main ways in which the elements could be initially arranged, or packed.
These are described in table 2.1.
There may be reasons why any of the three main packing formations shown
in table 2.1 could be appropriate as a starting pattern for a model. In cases
where overall model density is less important than the volume of space that a set
number of elements can represent, then cubic packing may suffice. When it is
desirable for the density of the space occupied by the spheres to be as high as has
proven to be possible [Kep66, Hal05], then a hexagonal close packed schema may
be appropriate. It has been speculated that utilising a regular packing pattern
might introduce planes of weakness through a DEM; at 90◦ for a cubically packed
media and 60◦ for one based around a hexagonal packing schema. In models where
this is considered to be unacceptable it could then become necessary to utilise
randomised packing. Randomised packing of equal radii spheres is a complex
CHAPTER 2. BACKGROUND 42
Packing Name Definition Density Example
Cubic ρ =
( 4
3
pir3)
(2r)3
52.36%
Face-Centred
Cubic
ρ = pi
3
√
2
74.05%
Close Hexagonal ρ = pi
3
√
2
74.05%
Table 2.1: The three main sphere packing patterns.
geometrical problem in itself [WP06], requiring significant computation time in
order to generate an initial media. It has also been proven that random packing
of spheres with equal radii can only ever result in a lower overall density than a
pattern such as hexagonal close packing [JN92].
The final decision as how best to initially pack the elements that form a DEM
will vary for each scenario, with no particular solution applicable in all cases.
There is general consensus that as a variable, the packing schema should receive
similar analysis to any other parameter that defines the model and therefore its
results.
While many current DEMs utilise spheres, or other well defined geometries,
for their elements, there is a growing trend towards increased elemental complex-
ity. In these cases traditional methods of generating media using well defined
mathematical packing patterns is less well defined. For example, if each sphere
in a model was replaced by a procedurally generated object designed to more
closely mimic the nature of real world materials, then while the geometry of each
element would be predictable, in that they would be a result of a defined algo-
rithm, it may become difficult to pack the resultant elements into a pattern where
properties such as global density can be defined.
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2.2.2 Numerical Integration
Within any numerical modelling technique that incorporates disparate bodies
such as DEM, it is necessary to calculate the position of each element through
time. The basis of these calculations rests in Newton’s second law, which can be
expressed for any element i as
Fi = miai (2.1)
where Fi is force, mi is mass and ai is acceleration. This problem may be solved
by re-ordering the equations of motion such that they form a set of ordinary
differential equations (ODEs). Re-arrangement of Newton’s second law shows
that, assuming we know the cumulative force (Fi) acting on the element and its
mass (mi), we can calculate its acceleration (ai)
ai =
Fi
mi
(2.2)
then, given that the definition of acceleration (ai) is the rate of change in velocity
(∆vi) over time (∆ti), it is possible to specify
∆vi
∆ti
=
Fi
mi
(2.3)
Finally, as velocity (vi) is the rate of change in position (∆pi) over time (∆ti),
equation 2.4 is reached, assuming that mass, mi is constant.
vi =
∆pi
∆ti
(2.4)
Therefore, given equations 2.1 through to 2.4 and assuming that we know
current values for the position of an element (pi) and its velocity (vi) as well
as a cumulative value for the forces being exerted upon it (Fi), we are able to
numerically integrate to predict new values for pi and vi at a future value of time
(t). Numerical integration can be either implicit or explicit in nature, however as
modelling techniques such as DEM seek to answer a question rather than define
the question itself, an explicit method is normally chosen.
Numerical integration allows a final estimated solution to be found for a prob-
lem which contains variables while some of its variables remain static, such as
time. In the case of integrating Newton’s laws of motion, our fixed variable is
time while others such as force can vary. Any numerical integration scheme can
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be described as trying to achieve a single aim, which is to estimate a final value
by dividing its overall calculation into discrete steps, each of which calculates
new values based on the results of the previous step. The seminal technique for
this was introduced by Leonard Euler and is widely referred to as Euler’s Method
[AP98] and can be described as per algorithm 1.
Algorithm 1 calculates the integrated motion of body i until a final time (fti),
in increments of delta time (∆t).
1: while timei < fti do
2: positioni = current positioni + (velocityi · ∆t)
3: velocityi = current velocityi + (accelerationi · ∆t)
4: timei = current timei + ∆t
5: end while
The solution produced using Euler integration depends entirely on the gran-
ularity of the discretisation of fixed variables that is allowed. If a problem were
to be broken into an infinite number of integration steps, then the estimated so-
lution would theoretically be exactly correct, however as this is impossible, the
final solution presented by Euler, or any integration scheme, can only ever be an
approximation. The final error introduced by Euler integration is proportional
to the number of integration steps (h) used; therefore it is considered to be a
first-order integration scheme.
Euler integration is often considered to be too inaccurate to be used to cal-
culate the motion of bodies. Alternative integration methods have been devised
which improve upon the first-order accuracy Euler integration provides. Exam-
ples of second order schemes include the Midpoint method [GS91] and Verlet
integration [HLW03]. Schemes that solve to a higher order also exist, popu-
lar examples include the Runge-Kutta fourth order integration scheme (RK4)
[PTVF07] and the GEAR integrator [Gea71], both of which sub-divide the over-
all time being calculated and produce an average value of higher accuracy than
if they had performed only one calculation for t over more individual time-steps
h.
A popular modification to the second-order Verlet integration scheme, known
as Velocity-Verlet [HLW03], is an example of a symplectic or area-preserving
integration scheme and is in reality more closely related to Euler than Verlet
integration. A symplectic scheme is one which exploits Liouville’s theorem [LL76],
which states that the area produced by a set of points at time t will remain
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equal to the area produced by the same set of points at time t′ even if they
have undergone transformation. By incorporating this fundamental theorem as a
corrective measure, symplectic schemes are able to correct themselves over time,
so while they still deviate from the exact solution by a magnitude determined
by the order of the scheme, the error is not cumulative over h. Non-symplectic
integration schemes invariably produce results that deviate from the correct final
value as integration steps progress.
Given the predictable nature of symplectic integration schemes, it might ap-
pear as though they should always be used instead of a non-symplectic solution.
However in some cases, such as if the total time being calculated is low enough
that the greater accuracy per h provided at lower computational cost by a higher
order non-symplectic scheme will produce a more accurate final result, then the
choice of a non-symplectic scheme makes sense. It is also true that while symplec-
tic schemes produce results that are more easily predicted and therefore are more
likely to produce a globally stable simulation over the total time being calculated,
this corrective effect is sometimes unwanted. This is true in simulation scenarios
where integration error is an accepted factor and has therefore been accounted
for.
When these different effects are considered in the context of DEM, the use
of a non-symplectic integration scheme of first or second order such as Euler
or Verlet is likely to produce a scenario where the cumulative calculation errors
will produce an increasingly unstable system, which is unlikely to behave as a
collection of real bodies would. It is reasonable to surmise therefore that the
stability of the system would alter according to how many discrete time-steps
were used to calculate the model. The use of a higher-order integration scheme
such as RK4, over the same number of time-steps, would produce a more stable
system as the error introduced would be less. Over fewer time-steps a higher order
integration scheme would produce the most realistic DEM. Finally the use of a
symplectic integration scheme such as Velocity-Verlet would produce a system
which would experience varying degrees of calculation error, but ultimately, even
over many time-steps, would be stable.
Numerical integration has received much attention as a research topic since
Euler’s initial definition, with new methods being defined to overcome specific
issues introduced by others, often to the detriment of operation in other ways. The
information provided in this section has not been exhaustive and techniques have
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been defined in ways that reflect how they are commonly described in texts. The
choice of the most appropriate scheme must be taken on a case by case basis and
for the purposes of the DEM being considered during this thesis, prior work has
successfully utilised a symplectic second-order Velocity-Verlet integration scheme.
It is for this reason it is used to define an acceptable minimum level of accuracy
in the work that follows.
2.2.3 Contact Detection
Before it is possible to calculate a new position for an element in a DEM by
numerically integrating the equations of motion, it is required that contacts with
other elements in the model are known. Contact detection between elements
represents the majority of computational overhead for DEM software and can be
defined generally as an exercise in domain searching.
The most obvious solution to this problem is to perform an exhaustive search
of the entire domain, checking the current element against all others and perform-
ing a geometrical check of each, resulting in the need to perform n(n− 1) checks.
In small DEM examples, this may be a suitable solution, for example in a system
with 10 spherical elements; this might result in a maximum of 90 Euclidean dis-
tance checks per time-step. If we were to assume that each check took 10ms to
calculate and that our model is calculated over 1000 individual time-steps, this
would require an overall calculation time of 15 minutes. However a useful DEM
will utilise many more elements and be calculated over more time-steps, for ex-
ample, if 1000 elements and 25, 000 time-steps are considered then assuming the
same timings of 10ms, this would introduce 7.9 years of computation for contact
resolution alone.
Various solutions to the problem of contact detection exist, and the choice
of which to utilise when designing and implementing DEM software can depend
upon a number of considerations. If the model is simplistic in nature then it may
be unnecessary to implement a more efficient but complex algorithm, similarly,
models which are expected to have a reasonably steady contact state for the
duration of their evolution may benefit from an algorithm which performs costly
distance based calculations rarely and therefore takes the form of a lookup table
operation. This form of implementation is an obvious modification to that of an
exhaustive search approach and is depicted in figure 2.4, which shows a simple
DEM containing twelve circular elements. In the figure, the generation of three
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contact lookup tables are shown for elements a, b and c; the catchment areas for
these are shown as circles of different colours emanating from the central point
of the element being considered. Those elements that fall within the catchment
of an element being considered are marked using a ∗ symbol of a corresponding
colour which represents that they have been added to the lookup table for that
element.
Figure 2.4: An example of the concept of a precomputed contact list detection
scheme. The catchment areas for the three elements are shown by the three
rings, while the lists generated for elements a, b and c, are defined using a ∗ of a
matching colour.
In reality this method would generate twelve lists, one for each element. The
general form of the algorithm to generate the lists can be considered as shown in
algorithm 2.
Although algorithm 2 is of order O(n2), it is likely that the second loop on line
two would in fact be replaced by a method to pick the elements for comparison
that are likely to fall within the catchment area only. However the basic concept
of the algorithm remains the same. Once the lists are stored in memory, they are
then referred to at each of the model’s time-steps in order to determine which
elements each should be compared against to determine which are in contact at
that point in time. The basis for this method comes from the DEM solution
presented by Finch et al. [Fin98, FHG03]. The major issues that this technique
suffers from are:
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1. The initial computational time taken to generate the lists for DEMs with
many elements.
2. The lists can become out of date as elements move. Solutions for this include
periodic recalculation of the lists or enlargement of the catchment area for
each element, resulting in larger lists and a longer computation time.
Algorithm 2 calculates which elements from the model (Em) fall within the
catchment area of another.
1: for i = Em do
2: for j = Em do
3: if i = j then
4: if j is inside the catchment area of i then
5: Store j in the list of i
6: end if
7: end if
8: end for
9: end for
Looking beyond the work of Finch et al., which is suited to this method as
their DEM experiences a relatively low amount of elemental movement through
time, meaning contact lists do not become out-dated quickly, other applications
of the DEM do not fall into this category making them unsuitable for a list based
contact detection scheme; therefore a more general two stage scheme is used. The
two stages, seen in figure 2.5, are commonly referred to as the broad-phase and
narrow-phase.
Figure 2.5: The two stages of contact detection employed by many DEMs. The
first stage uses a coarse check to gather potential contact pairs. The second uses
a more precise check between each potential pair to determine whether they are
in contact and if so, where.
This two stage scheme provides a general framework within which algorithms
suited to DEM can be applied. The first stage, or broad-phase, requires that
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potential pairs of elements in contact be defined. There are various methods
utilised for this stage and the choice depends upon the design of the DEM. The
most commonly used are dynamic tree based algorithms or hierarchical algo-
rithms [JG97, Hub96, KHM+98] which recursively sub-divide the model space,
reducing the number of checks needed during an initial first pass involving ap-
proximate collision checks. The Sweep and Prune (SaP) algorithm, attributed
to Baraff [Bar92] is another technique which is favoured because of the fact that
implemented well it can have a complexity of O(n log n).
SaP utilises an Axis-aligned Bounding Box (AABB) scheme in which the
simulation domain must be well defined. Each element is assigned a bounding
geometry, typically a box, but spheres and other geometries may also be used,
which is calculated such that all are aligned to the same axis. Overlapping bound-
ing geometries are then found, due to the aligned nature of each bound, and it is
often possible to calculate this using a data structure sorting technique. Pairs of
overlapping boundaries are recorded and a list of potentially contacting elements
is formed. The SaP algorithm is most suited to simulation scenarios in which
a reasonable proportion of the DEMs elements will not be fast moving and new
elements will not be added or removed frequently. In some cases the memory
requirements demanded by SaP will be less than that of a simpler hierarchical
implementation and in ideal situations, performance will be faster.
Once a list of contact candidates has been formed during the broad-phase,
a more accurate check is then performed for each discovered pair; the narrow-
phase. The form that this check takes will vary depending upon the DEM being
designed. In the case of a model containing only spheres for example, it may be
sufficient to use a simple distance check in order to determine which are in fact in
contact, or overlapping, and then determine the point of contact. However in the
case of DEMs that contain elements more geometrically complex than a sphere,
or even multiple element types, it is more common for an algorithm such as the
separating axis theorem (SAT) [GT96] or the Gilbert-Johnson-Keerthi (GJK)
distance algorithm [GJK88], which is a method to determine the minimum dis-
tance between two convex sets. This calculates its final value iteratively, making
it an ideal candidate for solutions which require control over accuracy and per-
formance. As with the implementation of a broad-phase, the choice of algorithm
for the narrow-phase will depend upon the DEM’s requirements.
In-depth discussion regarding these algorithms and their individual merits as
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well as other alternatives is not provided here as the DEM specified throughout
this thesis uses only spherical elements, which are considered to be one of the
simplest type of contact geometry. This does not preclude the choice of algorithm
for the narrow-phase as unimportant. However it is perhaps pertinent to note
that successful DEM solutions such as YADE [vCC+10] document the use of
GJK.
2.2.4 Calculation of Forces
In order to use Newton’s laws of motion to calculate elemental movement, it
is necessary to know, for each time-step, the cumulative forces acting on each
element. In the case of constant forces such as gravity, no calculation is required
only addition. However within a DEM it is also a requirement that a calculation
per time-step of other forces occurs, such as the repulsive force caused by contact
or other forces such as friction.
Calculation of contact forces, or constraints, occurs once contacts have been
detected and collated for the current time-step. One of the most common tech-
nique is to calculate a repulsive force along the normal direction of the contact
using a standard spring-damper calculation based on Hooke’s law [UF03]. This
is sometimes referred to as a soft contact scheme. Hooke’s law can be seen as
F = −kx (2.5)
where F is the resultant force, k is a coefficient for the stiffness of the spring and
x is a vector describing the displacement of the springs end compared to its rest
position. Equation 2.5 can then be combined with damping terms such as friction
so that,
F = −kx− bv (2.6)
where b is a damping coefficient and v is the relative velocity between the two ends
points of the spring. By altering the values of k and b it is possible to produce
spring-damper systems with various properties. Springs with higher values for k
and low values for b will be stiff in their nature and lose little energy over time,
while springs with lower values for k and higher values for b will be less stiff in
nature and lose more energy through time.
The major issue that needs to be considered when using this method to repulse
elements from each other are what values of k and b will produce an appropriate
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contact response given the type of material each is designed to represent.
The accuracy of this method relies on the positional accuracy of vectors x and
v, therefore numerical integration schemes accurate to within first or second order
may not be accurate enough. One way to minimise this is to reduce the value of
∆t for each integration step or use higher order methods such as RK4. Symplectic
methods will produce a model that is globally stable but can potentially reach
a state in which the energy in the system oscillates. In these cases it can be
necessary to introduce stability terms which act to artificially damp energy from
the system, ensuring stability but reducing realism.
Spring-damper based contact calculation systems may not always be adequate,
especially in cases where a DEM contains many elements and the number of time-
steps used is inadequate for the integration scheme. In these cases the energy
deviation introduced can cause the system to become unstable, resulting in a
so called explosion. A cascading response occurs in which a few elements move
too quickly over one time-step, typically to resolve a positioning error where two
elements have begun to overlap. Designing a DEM so that this does not occur is
case specific and so to provide a more general purpose solution to this problem,
it is becoming common to treat the calculation of contact constraints as a Linear
Complementarity Problem (LCP) [IR09] and solve the system using a method
such as the Lemke algorithm [CPS92] or an iterative alternative such as Gauss-
Seidel [Kah58]. These methods differ from a spring-damper based scheme in that
they aim to impose an altered velocity on an element rather than calculating the
force of the contact.
The use of these methods has followed from work which treats contact forces
as an impulse, where an impulse is the integral of a force through time. In these
systems, each contact point is reduced to a set of linear equations, which are then
solved simultaneously using the chosen algorithm. LCP solvers can be broken
into two categories; the first of these is that of global or non-iterative methods,
e.g. the Lemke method [CPS92], in that they calculate the exact solution for
the whole system of equations in one pass. However in the case of simulations
with even relatively low numbers of elements, these non-iterative solutions can
take too long to compute to be of any practical use. For this reason the second
category of solvers, iterative methods, such as Gauss-Seidel [Kah58], are more
frequently used as often a reasonable approximation of the actual solution is then
reached.
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As DEMs become more complex, other constraining factors are being in-
troduced, primarily these are used to connect elements to each other, or their
surroundings. These so called joints are typically treated as a constraint in the
same way that contacts are, therefore they are often solved per time-step using a
similar algorithm. While it is also possible to simulate these forms of constraints
using spring-damper responses, producing a simulation which will not become
unstable becomes difficult as more constraints are introduced. Iterative solutions
that treat the constraints as an LCP allow for greater global stability at the
expense of implementation complexity.
2.3 Real-time Physics Engines
A demand that has stemmed from the gaming and animation industries is for the
ability to calculate reasonably accurate rigid-body physics in real-time and this
has led to the development of software libraries known as Physics Engines (PEs).
PEs are designed to provide developers producing large interactive environments
with a software framework that gives them easy access to a refined implementation
of the state of the art in rigid body simulation techniques. These libraries are
designed in such a way that, even allowing for the processing power required to
render a 3D environment, they can calculate reasonably accurate 3D rigid body
physics for large n-body simulations in real-time.
The purpose of the rigid-body portion of a modern PE is to offer a physics
tool-kit with which you can quickly construct complex physics based simulations.
This is done by generalising the problems associated with computing rigid-body
physics, specifically that of the detection of contacts between bodies and the
numerical integration stage to find new positions.
The problem of collision detection is complex in nature, as two bodies can
appear identical but be significantly different when examined closely. This can be
exemplified if we consider two seemingly identical balls. Initially each may appear
visually identical to the other, being roughly the same size and with apparently
identical mass. However if their physical characteristics were tested in controlled
conditions there would be small differences between the way they bounced or
moved through the air. These differences may be due to manufacturing tolerances
or perhaps even just the way in which each was stored before they were tested.
PEs overcome this problem by offering a set of basic geometries which can either
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be used on their own to represent a single instance of their geometry or can
be combined to form a compound shape. Most PEs offer the same basic set of
geometries with which to build physical scenarios. Examples can be seen in figure
2.6, along with a more complex compound shape.
Figure 2.6: The common geometry types most PEs offer. The five basic geome-
tries, sphere, box, capsule, plane and convex hull, are shown on the left, while
an example of a compound collision shape that is made from a sphere, multiple
capsules and two boxes, is shown on the right.
In order to allow more complex shapes, PEs differentiate between so called
dynamic and static bodies. Dynamic bodies are those which are expected to
move through time while static bodies remain in the same position. While dy-
namic bodies are often restricted to the less complex geometries seen in figure 2.6,
static bodies can be made from far more complex triangulated meshes. The most
common use for static bodies is to define boundaries in an environment such as
a ground which is not perfectly flat, or perhaps immovable building walls. The
collision detection between simple dynamic geometries and complex static trian-
gulated meshes is generally handled by an algorithm other than GJK (as GJK is
limited to convex hulls).
While these libraries are designed to meet the criteria of the average game
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developer, they are still based on the same algorithms that are commonly used
for rigid body simulations designed for scientific purposes. The average PE is
designed so that it provides a generic solution to the problem of rigid body sim-
ulation, and can scale according to the available hardware and time allowances
that different scenarios demand. The major physics engines can be grouped into
three categories; those that are free to use and open-source, those that are free
but closed source and those that are not free and are closed-source. This is shown
in table 2.2.
Engine Name Open Source Free Use
Bullet [Cou10]
NVIDIA PhysX [NVI11]
Open Dynamics Engine (ODE) [Smi09]
Havok [Inc09]
Tokamak [Lam08]
OpenTissue [ESD05]
Table 2.2: The state of release for a selection of current real-time PEs.
Although differences exist between the PEs currently available, they are all
similar in their design and implementation, to the point where a generalised PE
pipeline can be defined. The differences lie in the algorithms chosen to solve each
phase of the pipeline and the way in which they present their interface to the
developer.
When deciding upon which PE is most suited to a specific simulation scenario,
it is possible to compare them. Based on library adoption Havok, PhysX and
Bullet are currently the three most popular PEs within their intended target
audience of game and animation developers. This is likely to be due, in part, to
how well they are presented to those communities, as they are also notable for
their implementation and documentation quality.
There is fledgling work being undertaken by the Computer Science community
in the development of a PE designed more specifically with scientific simulation
in mind. A notable example is an engine named pe [IR09], which is a culmination
of work that began by optimising and parallelising Lattice-Boltzmann methods
for computational fluid dynamics (CFD) simulations. While pe is not currently
available publicly as a software library in the same way as the PEs mentioned
previously are, its goal is to provide an extensible and parallelised rigid body
simulation code-base, coupled with Lattice-Boltzmann methods which will allow
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the researcher to choose from a selection of methodologies to calculate each stage
of the PE pipeline as utilised in currently available real-time engines. This is
described in further detail in the next section.
The existence of work such as pe reflects the fact that demand exists for
robust, well documented software libraries that can be incorporated into rigid
body simulations. The culmination of pe has the potential to offer solutions to
the problems uncovered in utilising existing real-time PEs during the course of
this thesis, however larger questions remain such as the applicability of the PE
pipeline to the problem of DEM, and the suitability of PEs initially designed
to calculate physics to an accuracy currently deemed appropriate for real-time
applications such as computer games.
It is pertinent to note that the generalised pipeline used by the current engines
that are listed in table 2.2 is becoming a de facto standard, and also forms the
basic structure for the pipeline utilised by pe; therefore the major difference
between them lies in the fact that pe aims to offer control and transparency to
the user with regards to the way that its results are calculated.
2.3.1 The Physics Engine Pipeline
The modern PE is a conglomerate of state of the art techniques with which to
calculate rigid body simulations on a computer. Different engines may employ
different algorithms to perform similar functions. The most popular engines have
begun to incorporate other aspects of physics based simulation into their libraries,
such as Computational Flow Dynamics (CFD) and spring-damper based cloth
simulation.
The general structure of current PEs can be depicted in the form of a three
stage pipeline, which is shown in figure 2.7. Stage 1 involves numerical integration
of unchanging global forces such as gravity, and the prediction of the movement of
each body. Stage 2 is then split into two further sections, which when combined
calculate contacts between elements in the system. Section 1 is known as the
broad-phase and involves a fast but inaccurate search for body pairs that may be
in contact, and section 2 is known as the narrow-phase which involves a slower
but more accurate collision check. Stage 3 results in the calculation of a final new
position for each body in the system, where constraints such as contacts found
in stage 2 are resolved, typically using an iterative algorithm which treats them
as a set of linear equations and solves them in the form of an LCP. Numerical
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integration is then used to calculate a new position for each body in the system.
Figure 2.7: The generalised pipeline of the rigid-body portion of the modern PE.
During stage one global forces are integrated, stage two contains the broad and
narrow-phases of contact detection and stage three performs final integration of
all forces and solved constraints to find a new position for each body.
While all PEs utilise the standard broad and narrow-phase schema, the algo-
rithms that they employ to solve each stage can differ. Some PEs allow the user
to select the method used to solve the broad-phase. PhysX and Bullet default to
an AABB SaP method, but also offer a modified version of the SaP algorithm in
the form of Multi-SaP.
A Multi-SaP broad-phase algorithm is similar to a standard SaP algorithm
but treats the overall simulation domain by splitting it into multiple smaller
domains. These are then treated as individual cases. The use of a Multi-SaP
algorithm has the advantage that it reduces each search space and offers more
chances for parallel computation to be exploited. Some engines offer the ability
to utilise entirely different solutions and others allow the user to select algorithms
of varying complexities, starting with a naive linear check with a complexity of
O(n2), followed by common space decomposition techniques through to an SaP
implementation. This is common in engines such as ODE and Bullet, which are
both considered experimental platforms by their respective developers.
While flexibility is offered for the broad-phase, it is usual that the solutions
applied to solve the narrow-phase, system constraints and numerically integrate,
are fixed. Each engine applies its own variation on an appropriate algorithm.
The most common narrow-phase algorithm is the GJK algorithm, used by both
Bullet and PhysX and more recently ODE. The major alternative to the GJK
algorithm involves maintaining low level collision code for each geometry type
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in the library. When a new collision geometry is added, it is required that low
level op-code comparisons be written for the new geometry against all existing
geometries.
Solving system constraints such as contacts or joints is arguably the most
complex section of a PE. It is not usual for a PE to solve contacts using a soft
spring-damper method, it is more normal that they are considered as a system of
linear equations and solved using an appropriate method. In the case of a real-
time PE, appropriate can be defined as allowing fast and iterative approximation
of the true solution such that the algorithm can be scaled according to available
computing power. The choice of algorithm for this is therefore based in treating
the solution for all of the contacts as an LCP and often solved using an algorithm
based on the Gauss-Seidel method (see section 2.2.4) [Mor94].
The methods used for numerical integration within PEs are typically one area
of design that is not well described. In the case of commercial engines such
as PhysX or Havok, this is due to their respective copyright holders wishing to
maintain a level of control over the core aspects of their engines, in the case of
open-source engines such as Bullet or ODE, this is typically due to the integra-
tion schemes implemented being only loosely related to the well-defined methods
such as Euler or Verlet. However it is possible to state that current PEs favour
symplectic integration schemes, basing their numerical integration method on
algorithms with second-order accuracy such as Velocity-Verlet.
2.4 Particulate Visualization
Within some research areas, such as chemistry, a set or taxonomy of visualization
techniques have become accepted as standard methods with which to visualize
data. As a subject area chemistry was an ideal breeding ground within which
these techniques could be defined as data-sets detailing chemical compositions are
typically of a particulate nature. In addition, due to the difficulties in visually
recording actual depictions of chemical compositions, the subject area has utilised
abstracted visual representations since before computerised rendering existed. A
notable example of this would be ball-and-stick models, in which small spheres or
balls, which represent the atoms that make up the substance, are inter-connected
by rigid connections or sticks. This form of representation has been in use since
the start of the nineteenth century [vH66].
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As computerised visualization of data has moved forward, it was a natu-
ral progression within chemistry to emulate the techniques of ball-and-stick and
other similar techniques using computerised rendering. Mimicking what was al-
ready possible using real-world models brought initial benefits in that producing
physical models with large numbers of atoms and bonds is a practical challenge,
however this is not the case when the process is computerised. A typical example
of molecular visualization can be seen in figure 2.8, which shows a complex com-
pound containing many elements, representation of this structure using a physical
model would be a difficult process.
Figure 2.8: A molecular visualization showing a densely packed collection of
molecules. Effects are applied to enhance the visibility of information within the
visualization, including self shadowing of each molecule and ambient occlusion
[TCM06].
As the basic methodologies for computerised molecular visualization have be-
come accepted, so additions to the technique have been introduced. Many of
these additions are visual effects that can only be produced when computerised
rendering is used. These include the use of graduated distance based occlusion in
order to reduce the amount of a model that can be seen at any one time as well
as to enhance the perception of depth [PGH+04] and more recently the use of
soft and self shadowing models including the use of ambient occlusion techniques
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[TCM06].
The use of visualization also makes it more feasible to explore large models,
for example, being able to selectively show or hide different parts of a model may
allow a visually confusing model to be reduced to its most important components.
For practical manufacturing reasons, physical models tend to contain limited
colour variations; but no such limitation needs to exist within a computerised
visualization environment. Therefore differentiation within a model based purely
on colour becomes a possibility.
As per chemistry, within geology there also exists a set of accepted visualiza-
tion methods. The nature of geological data means that many historical diagrams
and figures take the form of cross-sections through a volume; features are typically
shown as over-laid line drawings and used as a generalised visual explanation for
the data being presented. Unlike chemistry, data within geology does not easily
fall into the single category of particulate.
Geology frequently crosses into other subject areas such as physics, mathemat-
ics, engineering and chemistry and its datasets reflect this. As such, computerised
visualization within this subject area is currently in the early stages of formal def-
inition. The challenge therefore, is how best to visually represent such data in
a way that accepted techniques are integrated and the context of what data is
actually representing is not lost.
2.4.1 Geological Visualization Techniques
As geology is a diverse area of science, many different data types depicting many
real world and simulated phenomena exist. As a result it may initially appear to
be an impossible task to define general rules for visualization of geological data.
In reality, there are patterns to the way in which the data is currently visualized
and as with chemistry, some of these methods are computerised.
When visually depicting how a three dimensional structure exists in a volume,
using a two dimensional media such as paper, the most common method is to
take a cross-section through the volume and depict how the structure appears
on the face of the cross-section [GSUG97, GL00]. This method has proven to be
very popular with geologists and as such a general set of visualization methods
has built up over time. Structures of interest within a volume can often be seen
due to the upper layers of the Earth laying horizontally to each other; as such
it is the way that these layers fold and mix that show interesting features such
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as faults. Two examples of this form of visualization can be seen in figure 2.9,
where a heavily annotated cross-section of the Earth’s crust is shown in (a) to
illustrate the effects of the Earth’s structure on its geological activity. While (b)
is an example of an illustration more typical of scientific publications, that is
being used to depict the way a normal fault system evolves.
Figure 2.9: (a) is an example of a textbook diagram of the fundamental geological
systems evident in the upper portions of the Earth’s infrastructure [Bri10]. (b)
[WOP90] is a typical example of the same layer based cross-sectional style seen in
(a) being used to depict specific structural deformation in a volume of material.
Similarities of note between them include the use of coloured layers and overlaid
notation.
As the availability of large amounts of computational power has increased, so
the methods used by geologists have changed, but the way in which the data is
visualized has maintained a tendency toward the traditional methods exemplified
in figure 2.9.
As abstract datasets become more common, such as those from DEM, further
progression and a level of standardisation within the techniques used for visual-
ization is needed. This leaves open the question of how to successfully show the
information that lies within this increasingly abstract data, while maintaining
links to traditional methods such that there is easy understanding of the imagery
produced.
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2.4.2 Visualization of Particulate Data
There are two common sources for the generation of purely particulate data. The
first is particle based numerical methods and the second is via sensor equipment
designed to produce three dimensional point cloud representations of their sur-
rounding environment. A key example of this is Light Detection And Ranging
(LiDAR) equipment, which uses a high intensity laser beam to collect a point
cloud dataset of the environment around it. As this equipment is able to take
readings from distances of a kilometre or more, it is frequently used to produce
digital representations of large real-world structures. Visualization and represen-
tation of this type of point data is an active research area [HDH+04], with a
current emphasis on the generation of polygonised surfaces from the underlying
point data.
Data that is generated by particle based numerical techniques, such as Smoothed
Particle Hydrodynamics (SPH) is purely particulate in nature, with each individ-
ual particle used in the model’s calculation represented as a single point in space
in the data. Methods such as DEM are not particle based as they utilise rigid
bodies, which have both a point in space representative of their centre of mass as
well as a volume.
When considering the visualization prospects of datasets produced by pure
particle methods and rigid body methods there is a similarity between the two
in that both are effectively a list of points in space. However, where the variables
associated with each point in a particle dataset may extend to scalar values such
as energy or mass, the variables associated with each point in a DEM dataset will
often be more complex. For example, consider the value for density of a sphere
made up of two hemispheres of different material.
A major problem that needs to be addressed when considering the visualiza-
tion of any particulate dataset is computational speed, while maintaining interac-
tivity. Also it is necessary to ensure that the minutia of detail visible in the model
is not occluded from view due to particle or body density and clutter [LTH08].
The solution to the first problem lies in the advancement of graphics hardware
and rendering libraries. While the potential rendering throughput of GPUs will
undoubtedly increase through time, it is unlikely the average number of elements
used in DEMs will remain at their current levels, or decrease. Therefore it is
reasonable to assume that a naive approach to rendering may not render quickly
enough to be considered interactive. Rendering libraries have begun to offer ways
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in which to exploit the parallel architecture of the modern GPU, by pipelining
each stage, converting vertex data into a single rasterised pixel for display as well
as making optimal re-use of existing vertex data.
This so called shader programming allows common speed-enhancing rendering
techniques such as bill-boarding [SKH+05] and splatting [XC03] to be harnessed
in new ways [Gri09]. For example, it is possible to produce a rendered sphere
by programming a shader fragment which only calculates the pixels that will be
visible to the user during that frame. To do the same using a vertex list, it
would be necessary to provide all vertex information for the whole sphere and
then perform depth and frustum based culling to send only those needed to the
GPU. A shader based sphere can appear to be visually identical to a traditional
vertex based sphere yet be rendered in a fraction of the time. Another advantage
of shader based rendering is that it is possible to control how each pixel appears,
whereas when dealing with vertices it is only possible to alter the appearance of
the triangles or quadrilaterals used to join the vertices into a solid mesh.
Other recent advancements in rendering libraries have also led to techniques
such as geometry instancing [Car05], through which geometry can be specified
and stored in the fast local memory of a graphics adaptor; this can then be
used as a basis from which to programmatically produce variants of this base
model. The result of this is that a number of similar rendered objects can be
produced based on the same geometry, but with different per pixel properties,
without each having to be processed individually. Through incorporating these
techniques into the design of visualization techniques for particle datasets, it
becomes possible to provide interactive representations while increasing the visual
realism of the visualizations produced, enhancing the visibility of features created
by the underlying particles.
The second major issue of how to ensure each particle can be viewed amongst
the visual clutter of other particles in the model is being solved using various
techniques. The issue presents itself when you render many similar objects and
are required to pick out features of interest. These problems are being solved
using different shading and lighting techniques, which offer the ability to enhance
the surface of each particle, which when combined with soft shadowing, offers
depth cues that allow structures within the particles to be seen. An example can
be seen in figure 2.10 in which advanced shading and soft shadowing have been
applied to a previously poorly lit collection of spheres.
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Figure 2.10: The image on the left shows a particulate visualization. Inappro-
priate global lighting, lack of shadows and flat surface shading model make it
difficult to see the structures that are created by the particles. The image on the
right shows the same particles, but includes a more appropriate shading model,
better global lighting and soft shadowing. Structures created by the particles are
more evident in the right hand image and a clearer sense of depth is achieved
[GP06].
A similar problem can be found in molecular data where it is the case that
the shell of energy that is implied by the underlying molecular point sources is
an important factor that needs to be taken into account within the visualization.
A solution to this problem was presented by Blinn in 1982 in the form of an
implicit surface drawn through an underlying energy field that is representative
of a collection of spherical molecules [Bli82]. His method has since received the
monicker of MetaBall and is an accepted technique used in molecular visualization
and other areas such as artistic rendering.
In summary, there is currently no clear taxonomy of visualization techniques,
specifically designed for geological particulate datasets. However specific visual-
ization styles and techniques have become predominant within the subject, such
as visual differentiation of discrete layers of material through cross-sections using
boundaries and contrasting colours. The use of glyph based visualization tech-
niques to reveal faults within DEM data is explored in chapter five, while the
use of a MetaBall-like technique to generate implicit surfaces that represent the
structures is presented in chapter six.
Chapter 3
Numerical Modelling by Physics
Engine
This chapter describes the process of utilising a real-time Physics Engine (PE) to
design and implement a Discrete Element Model (DEM) to simulate the evolution
of fault systems in rock due to extension. A general description of the 3D DEM
is first provided and then the functionality and accuracy provided by three key
PEs is considered, and compared to the requirements of the DEM. The process
of producing the model using a PE is then documented, followed by a critical
analysis and identification of whether PEs are suited to the task of simulating a
DEM.
3.1 Definition of the Discrete Element Model
Previous work performed by Finch [Fin98] defined a 2D DEM based around disc
shaped elements, which in turn was based on work by Mora and Place [MP93].
While initial results were promising [FHG03], the fact that they were restricted
to two dimensions meant that exploration of how faults interact with each other
as they evolved has been limited. When compared to the realities of how faults
form in the Earth’s crust, the ability for the material to crack and deform in the
third dimension is a practical requirement of accurate modelling.
Therefore to advance the capabilities of the DEM it was necessary to expand
the simulation into three dimensions. Conceptually this process required little
re-design of the two dimensional model, however the processing requirements
increase proportionally from that of an n2 problem to an n3 problem. Figure 3.1
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presents values for the scale of the volume being considered and applies a 20km
extension to the volume. This assumes that continental crust is being modelled,
as oceanic crust modelling would be similar but the depth of the volume would
reduce from 30km to 10km.
Figure 3.1: The simulation aim for the DEM. An initial volume through the
Earth’s crust is assumed (a), with parameters as defined in (b). The process of
extending the volume is then shown in, where a volume starting at 100km (c)
receives an extension of 20km, resulting in the formation of a fault (d).
The material that makes up the crust varies in its properties, with values
such as density changing depending on the type of rock and its position. The
crust can be considered homogenous, with the majority of its substance being
comprised of igneous rock, primarily Basalt, covered by a sedimentary layer. It is
a reasonable modelling simplification to assign the same materialistic properties
to each element in the DEM. Therefore each of its elements is assigned a density
of 3300kg/m3, that of Basalt.
3.1.1 Initial Media Generation
The natural progression to three dimensions sees discs become spheres. Some
previous results used discs of a single radius, while others utilised a randomly
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distributed predetermined set of radii. A DEM that utilises variable sized ele-
ments may produce a more realistic representation of a volume of rock, however
when doing so, various considerations need to be taken into account, each of
which introduce extra complexity to the design of the model and the analysis
of its results. The main consideration introduced is the distribution of each size
of element through the system. For example, a typical way to randomly place
elements is to drop them into a bounding container and, via simulation, let them
settle due to gravity and agitation of the container. However, over time, this
process will ensure that the smaller elements move towards the bottom of the
container while the larger ones rise to the top. This could have a profound ef-
fect on the way that the model evolves, therefore control over how porosity is
distributed through it is an important factor in the design of an initial media.
The initial design of the 3D DEM shown here utilises a uniform packing
schema in the form of a hexagonally close packed (HCP) lattice, with a single
fixed size for the radius of each sphere. This ensures that the initial density can
be predicted at a proven 74.6% of the model space. However the use of HCP has
the potential to introduce exaggerated planes of weakness through the model at
the naturally occurring hexagonal patterns such a lattice produces, specifically
at 60◦, this was also noted by Finch et al. [Fin98, FHG03].
Figure 3.2: A hexagonally close packing (HCP) of spheres of equal radii. Impor-
tantly when HCP is used, an equilateral triangle is formed between the centres
of each triplet of spheres, potentially adding a natural plane of weakness.
The reason for this can be seen in figure 3.2, which shows the layout produced
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when HCP is used to pack spheres. The hexagonal nature of the scheme is shown,
but more importantly an equilateral triangle can be formed between the centres
of each triplet of spheres. This pattern repeats throughout the structure and may
provide a potential bias within the model.
3.1.2 The Discrete Element Model
The basis of the DEM is that although it is comprised of multiple spherical
elements, overall they represent a single volume. A visual analogy of this can be
seen in figure 3.3, which depicts a volume (a) that is representative of a portion
of the Earth’s crust, and then shows how this volume might be discretised into
spheres (b) according to a HCP layout.
Figure 3.3: A volume that is representative of a section of the Earth’s crust is
shown in (a). While (b) shows how (a) might be discretised into spheres using a
HCP lattice.
In order to design a DEM that is representative of a volume of the Earth’s
crust it is necessary to conceptually join each element in the system to every
other. In their 2D work, Finch et al. achieved this by defining an initial spring-
damper, or bond, between each neighbouring element pair. This ensured that
each element in the system experienced attractive forces towards its partners.
As the model was forced to extend, some of these bonds stretched beyond a
predetermined extension limit, at which point the bonds were removed from the
DEM. This had the effect of making a block of tightly packed, but individual
spheres initially behave as though they were a single entity and then as bonds
broke the entity began to fracture. Once a small fracture had begun, a cascade
effect started to occur. This technique successfully produced simulated faults in
a 2D context and therefore was the basis of the 3D model.
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The forces that are considered by the DEM are limited to gravity, contact
forces between elements and forces introduced by the bonds. In their 2D work,
Finch et al. did not consider elemental rotation or the effects of friction which was
due to the fact that each element in the model, rather than being a representation
of an actual discrete part of a real-world system, was in fact conceptually a
representation of a portion of an overall volume. While it is true that as they
deform and fracture, rock structures are subject to internal forces such as friction,
as well as there being the potential for portions of the volume to rotate relatively
to the rest of the material, however re-creating these phenomena within a sphere
based DEM representation would require careful consideration of how they should
be introduced given the abstract nature of the DEM. It was therefore decided that
it would be acceptable to accommodate the effects that these forces would produce
through other means such as elemental damping coefficients and the parameters
of the bonds. The design of the DEM can be expressed in the form of a single
free body diagram, as shown in figure 3.4.
Figure 3.4: A free body diagram depicting the design of the DEM. When com-
pared to the more generic diagram seen in figure 3.1, it can be noted that ele-
mental rotation is no longer considered and that a spring-damper construct has
been placed between the centre of each sphere as denoted by b and k.
The model is designed around standard DEM principles, with each element a
single spherical body that exists within a world in which the effects of gravity and
inter-elemental contact causes movement as time progresses. The major modi-
fication to make the design specific to this task comes in the form of breakable
inter-elemental spring-damper based bonds. To force extension of the model, a
small displacement is applied at each time-step to every element. The elements
that are closest to the extreme of the extension direction receive the full displace-
ment and those furthest away receive the lowest displacement value, this is shown
in figure 3.5).
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Figure 3.5: A diagram showing that the position of elements in the model are
extended by small increments at each time-step. To ensure that the model ex-
periences an overall extension, this is decremented linearly across the model, so
that elements closest to the direction of extension receive 100% of the value, while
elements furthest away receive 0%.
3.1.3 Inter-elemental Bonds
The bonds used within the DEM are considered breakable and unable to repair;
therefore a broken bond remains broken for the duration of the model’s evolution.
Due to the HCP lattice formation of the initial media, each element, except
those at the extremes of the model, borders twelve other elements. However rock
formations are imperfect in nature, as even newly formed rock structures contain
discontinuities before they have experienced any deformation. These imperfec-
tions are important in determining how the structure fails, as they provide weak
points within the rock. To ensure that the model takes this fact into account, a
specified small percentage of the bonds are pre-broken within the upper portion
of the model before any evolution takes place. The location of these breaks is
determined using a pseudo-random number generator.
Determining whether a bond (Fbond) should be considered broken is a ge-
ometric calculation in which its current length (Flength) is considered against a
predefined breaking length (Fbreak), therefore Fbond = broken if (Flength > Fbreak).
The Earth’s crust does not have the same physical properties through its depth,
as was discussed in chapter one. In order to take this effect into account, the up-
per 50% of the model is treated as being brittle, while the bottom 50% is treated
as if it were more plastic in nature. This is achieved by modifying Fbreak for the
bonds between the elements of the two halves.
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3.2 Physics Engine Suitability
It is accepted within computer science that if a common programmatic solution
to a well defined problem exists, then a methodology is to produce a software
library to perform this function, upon which applications can be built. Through
centralising the development of software into a single library it becomes pos-
sible to reduce the possibility of errors being introduced and standardises the
implementation. This also reduces wasteful re-implementation of the same code,
increasing the speed at which new applications can be produced, as well as al-
lowing future improvements made to the library to be incorporated into existing
applications built upon it.
Software libraries are considered a fundamental part of modern high-level
programming languages, with each providing access to standardised functional-
ity such as basic mathematical methods like trigonometric functions, however in
some areas this concept has been taken further still. For example, it is gener-
ally accepted that graphics rendering is performed by one of only a few software
libraries. For access to hardware accelerated graphics rendering, it is most com-
mon to use either OpenGL [SGI11] or Microsoft’s Direct3D [Mic11], and this is
true of both scientific and non-scientific applications. The Physics Engine (PE)
is an attempt to produce an equivalent of this kind of library, but designed to
calculate Newtonian physics. As with the aforementioned graphics libraries, PEs
have initially been designed for use in computer games and animation packages,
however it is possible that they, like their graphical counterparts, are also suitable
to scientific application.
The stated capability of the modern PE and the requirements of a DEM are
similar. A DEM is a numerical simulation of a collection of individual bodies,
interacting with each other and their environment, according to Newton’s laws of
motion. The rigid-body portion of a modern PE provides a library with which a
developer can define a physical scenario that contains multiple individual bodies
and various environmental properties such as gravity and then request the new
position of each body within the scenario given a defined period of time. There-
fore, PEs appear to be suited to the task of DEM. However it is important to
examine whether the way in which they calculate physics is suitable for scientific
modelling. It is also important to identify any design limitations that exist within
current PEs.
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3.2.1 Physics Engine Accuracy and Performance
Modern PEs are designed to provide developers of simulated real-time environ-
ments, such as computer games, with a self-contained library with which they
can calculate the dynamic properties of objects through time. The majority of
PEs operate to single precision floating point accuracy and focus on performing
physics calculations that are as accurate as they can be within the constraints
of real-time application. While being limited to single precision accuracy may
appear to be a drawback for scientific purposes, in reality many simulations do
not need to be designed using double precision accuracy, as careful normalisation
of the models units to ensure they remain within a viable range, combined with
good design, can suffice. In the case of the DEM work carried out by Finch et al.,
all calculations were undertaken using single precision accuracy, so it is believed
that a limitation of single precision is not reason enough to dismiss the possibility
of PE usage.
Given their intended purpose, PEs are designed around methods which allow
them to be scalable in terms of the amount of processing power that they require.
They are also designed such that the developer can control how long the library is
allowed to process each time-step. This second attribute is important for real-time
applications, where strict program timings come into place. When we consider
the requirements of a scientific simulation, precise control over resource usage
and computational time is less important. Therefore an important question that
needs to be considered is whether a library designed for real-time development
can be applied to non-real-time applications.
The reason that a PEs resource usage and timing can be controlled is due
to the iterative way in which they solve the most time consuming portion of
their pipeline, the inter-body contact resolution. Software developed to solve the
DEM problem has tended towards non-iterative methods with the major vari-
able in most implementations lying with the choice of final numerical integration
scheme, rather than the way in which contact position and forces are calculated.
There are some notable examples of attempts at generic DEM software solutions
[vCC+10, IR09] in which the techniques utilised by PEs, such as Gauss-Seidel
based contact resolution, are implemented. The use of an iterative solver allows
for the calculation of results that are almost as accurate compared to non-iterative
absolute methods, assuming enough iterations are performed. However the main
advantage of such a method is that a result that is sufficiently accurate to ensure
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the simulation remains stable and physically feasible can be determined and then
further iteration can occur if greater accuracy is desired.
Typically when iterative methods are used in a real-time scenario they have
two stop clauses. The first is if the answer produced converges upon a predeter-
mined point. The second is if the predefined amount of system time allocated to
the calculation of the time-step is met. At this point, the implementation will
either provide the answer it has already reached, in which case a less powerful
computer will effectively calculate less accurate physics, or a form of queuing
system may be used in which the remaining calculations are pushed into the cal-
culation of the next time-step. In this case slower computers may calculate the
same answer as a faster computer, but will take more time-steps to do so.
In the case of DEM, it is more important that, for each time-step, a prede-
termined amount of simulated time elapses, rather than the calculation of each
time-step taking no more than a specific amount of real time. Within most PEs,
it is possible to define that the second stop clause is ignored, allowing as much
time as is needed for each time-step to be calculated in full. Certain PEs, such as
NVIDIA’s PhysX [NVI11], allow for the number of iterations used to be manually
configured, therefore offering the ability to control how accurately contact forces
are calculated within the limitations of single precision floating point numeracy.
When considered within the context of DEM, the most important calculations
performed by the PEs are that of contact resolution and motion calculation.
As way of comparison simple scenarios designed to test this functionality were
produced using three of the most notable PEs, PhysX, Bullet [Cou10] and ODE
[Smi09]. For each case, a standard baseline is provided for comparison. The tests
are designed to analyse, from a black-box perspective, the accuracy to which the
PEs perform three physics calculations that have been deemed to be fundamental
to the DEM in question. All tests were performed using 64 bit variants of each
PE and all values have been calculated to single precision floating point accuracy.
In all cases, any form of parallel processing that is offered by each engine has been
disabled. For all tests presented in this section the following versions of the PEs
were used; ODE 0.11.1, Bullet 2.76 and PhysX 2.8.3.21.
The first scenario was designed to test the PEs capability to produce contact
forces. The simplest possible model was constructed using all three engines in
which a sphere i of radius (r) 10 with a position of P (0, 10, 0) and a density (p) of
1 rests on an infinite plane (j) located at a y value of 0. The model then assumes
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gravity to be set at −9.81, resulting in the sphere having a mass due to gravity
(mg) of 4188.79. Each time-step spans a total of 1
60
th time units. This scenario
is depicted in figure 3.6. The simulation is considered to take place in a vacuum
and the effects of friction are disregarded.
Figure 3.6: A diagram showing the first test scenario solved by the three chosen
PEs, in order to ascertain their accuracy in resolving contact forces between
bodies. The simulation is assumed to be in a vacuum and the effects of friction
are ignored.
Each engine was able to successfully define the scenario depicted in figure
3.6 and the forces (f) and associated normal produced for the contact point on
sphere i are shown in table 3.1.
Engine Name Force Magnitude Error %
Idealised Normal (0, 684.867165, 0) −
PhysX (0, 684.867188, 0) (0, 3.358315× 10−6, 0)
Bullet (0, 684.867249, 0) (0, 1.226515× 10−5, 0)
ODE (0, 684.867188, 0) (0, 3.358315× 10−6, 0)
Table 3.1: The contact forces produced by three PEs when used to compute the
scenario depicted in figure 3.6.
The results produced by all engines are notably close to the idealised normal
value, with each deviating by a small percentage. PhysX and ODE produce the
best results; however all are larger than the ideal value. The results from this
test show that, at least in simple cases with low numbers of contacts within the
overall system, modern PEs produce contact forces that are accurate enough for
them to be considered a viable option for DEM.
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The second scenario was designed to test the accuracy to which each PE cal-
culates the motion of a body through time, defining how accurate their numerical
integration techniques are. To achieve this, a sphere with the same physical prop-
erties as in test one was suspended in space at a position of P (0, 100, 0). As with
the first scenario, the test is assumed to be taking place in a vacuum where forces
due to friction can be disregarded. The sphere falls due to gravity, which is set at
a value of −9.81, and its position recorded every 0.05 units of time until a value
for t of 10 has been reached, with each engine stepped forward in increments of
1
60
th of a time unit. This setup is depicted in figure 3.7. A baseline result is also
provided which was calculated using the classical formulation P (y) = ut+ 0.5at2
where P (y) is the sphere’s position along the y axis, u is the initial velocity of
the sphere, a is acceleration and t is time.
Figure 3.7: A diagram showing the second scenario solved by all three PEs in
order to determine the accuracy of their integration techniques. The sphere is
allowed to drop under Earth’s gravity and its position recorded at time intervals
of 0.05 units. The simulation is assumed to be in a vacuum and the effects of
friction are ignored.
Each engine was again able to successfully define the scenario and produced
results with a slight deviation compared to the baseline result. This is as expected
due to the fact that numerical integration, by its nature, is an approximation of
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the exact result at each time interval. The results can be seen graphed in figure
3.8.
Figure 3.8: Graphs showing the accuracy of numerical integration within the
chosen PEs. The top graph shows two curves, the red curve plots the values for
P (y) at times t according to the formulation P (y) = ut+ 0.5at2, while the black
curve plots the values generated by each of the three PEs at the same value of t.
The bottom graph plots the absolute error between each of the curves, calculated
at each value of t shown in the top graph.
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The top graph in the figure shows the two curves that were produced by
the values derived from the classic formulation (the red curve) and the values
produced by the PEs (the black curve). The bottom graph plots the absolute
error between the two values at each value of t calculated. While subtle, the
effects of the symplectic area preserving nature of the integration schemes used
by the PEs is evident in the second graph, where minor deviations from the
straight-line trend can be seen.
The third test scenario was designed to take multiple forces into account and
is depicted in figure 3.9.
Figure 3.9: A diagram showing the third scenario solved by all three PEs. This
is fundamentally the same as the test shown in figure 3.8, however an additional
force is included that is designed to ensure that the sphere eventually rises rather
than falls due to gravity.
An extra force acted in the positive y direction, therefore countering the effects
of gravity. To ensure that the force was not constant through time and potentially
subject to any form of stability enhancing techniques that could exist in each PE,
it was linearly increased in magnitude through time and only applied at 0.05 unit
intervals. Therefore at t = 0, f = 0 and at t = 10, f = 80Massi. The expected
result was that the effects of gravity on the sphere’s motion would be gradually
negated, resulting in the sphere initially falling and then rising upwards. Due to
CHAPTER 3. NUMERICAL MODELLING BY PHYSICS ENGINE 77
acceleration within this scenario being non-constant it was necessary to utilise
numerical integration instead of classical calculations to produce baseline values.
To ensure that the baseline figures were of higher accuracy than those produced
by the second order techniques utilised in the PEs, a fourth order non-symplectic
Runge-Kutta (RK4) integration scheme was used.
Again all three engines were able to successfully produce the test scenario
and as before, all produced identical values for P (y). These results are shown
in the graphs in figure 3.10. The top graph shows curves that represent values
calculated for P (y) across increasing values for t, the motion paths calculated
by the RK4 integration scheme (the red curve) and the three PEs (the black
curve) are markedly similar. As is to be expected, due to the values plotted for
the black curve already containing error, the red curve appears to deviate more
than was seen in the first test scenario (see figure 3.8). This can be seen in
the bottom graph where the error between the two curves for each value of t is
plotted. However it can be noted that the same fluctuations in the results can be
seen as before, highlighting the symplectic nature of the scheme used.
It is reasonable to conclude that, at least for the three scenarios presented in
this section, all three PEs are capable of simulating the motion of a body and
its contact forces to a reasonable level of accuracy that is in-line with expected
results given the use of single precision floating point calculations. Therefore
as previous work by Finch et al. has also successfully utilised a second-order
symplectic integration scheme and worked with contact forces of similar accuracy,
it is reasonable to state that any of the PEs tested should be capable of simulating
the proposed DEM when considered in the context of the small examples shown
here.
While considered less important than general accuracy for this study, it was
also considered pertinent to analyse the general performance of each PE compared
against each other. The processing time required by each engine to complete an
integration step was taken using the second scenario depicted in figure 3.7. To
ensure comparable results, each test was performed on the same computer (Intel
T7700 CPU, 4GB 667Mhz DDR2 RAM) three times, with each PE setup to
perform its calculations using the same algorithms wherever possible.
The results presented are an average of three readings taken for each iteration.
500 iterations were performed during each test and the amount of processing time
taken recorded using identical software. They can be seen plotted on the same axis
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Figure 3.10: Graphs showing the accuracy of numerical integration within the
chosen PEs when more than one force is applied. The top graph shows two
curves, the red curve plots the values for P (y) at times t according to results of
an RK4 integrator, while the black curve plots the values generated by each of
the three PEs at the same value of t. The bottom graph plots the absolute error
between each of the curves, calculated at each value of t shown in the top graph.
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in figure 3.11. The results show that, for the second test scenario, ODE performs
its numerical integration the fastest, followed by Bullet and then PhysX. The
performance difference between the engines is significant given that test scenario
two shows that each engine produces identical position data, meaning ODE does
not sacrifice integration accuracy for this decrease in computation time. While
this first test initially points to ODE being the fastest of the three PEs, it was
hypothesised that a likely reason for this disparity may be due to the general
design of each engine, with Bullet and PhysX designed such that engine overheads
become more apparent for small test cases, but less so as the simulation size is
scaled up.
Figure 3.11: A graph showing the processing time for all PEs over 500 values for
t for the second test case (figure 3.7). Each data point is an average of 3 results.
ODE (the black line) is the fastest in this case, followed by Bullet (the red line)
and then PhysX (the green line).
To test this, a more complex timing test was designed, in which 625 spheres
arranged in a 5 ·5 ·5 cubically packed block were placed on a plane at y = 0. The
same basic framework used to generate the data in figure 3.11 was reused, with
the only difference being the addition of the plane and the extra 624 spheres. As
before, 500 iterations were performed three times and the results can be seen in
figure 3.12 plotted on the same axes.
This time it was shown that PhysX (the green line) consistently performed the
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Figure 3.12: A graph showing the processing time for all PEs for 500 values for
t for a test case involving 625 spheres. Each sphere was allowed to interact and
was bounded in the y direction by an infinite plane. A reversal of the results
found in figure 3.11 can be seen, with PhysX (the green line) performing the best
followed by Bullet (the red line) and then ODE (the black line).
quickest, followed by Bullet (the red line), with ODE (the black line) performing
the worse. If an average of all of the results over 500 iterations is taken for each
engine for a single sphere compared to 625 spheres and a plane, the results shown
in table 3.2 can be observed.
Physics
Engine
Single
Sphere
(ms)
Multiple
Spheres
(ms)
Difference
(ms)
Scaling
Factor
PhysX 0.127141 0.267360 0.140219 2.102862
Bullet 0.047795 0.398803 0.351008 8.344032
ODE 0.004916 4.172058 4.167142 848.669243
Table 3.2: The average time taken by each PE to calculate a single time-step for
a test case containing a single sphere and one containing 625 spheres resting on
a plane. The values are an average of 500 time-steps, which themselves are an
average of three distinct measurements.
These results support the hypothesis that both Bullet and PhysX performed
more slowly than ODE in the simple test due to engine overheads. This is most
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notable in the case of PhysX which experienced an increase in processing time
by a factor of just over 2.1, whereas Bullet saw an increase by a scaling factor
of over 8.3 and ODE by a factor of over 848.6. This test shows that unless the
intended purpose of the simulation is simple, then PhysX and Bullet are favoured
over ODE in terms of processing time.
3.2.2 Modelling Requirements
In order to determine whether producing a fault evolution DEM is feasible using
a PE, it is first necessary to define its requirements. These can be split into two
categories, functional requirements and accuracy requirements. The capability
requirements for the proposed DEM as well as the suitability of the three PEs
tested in the previous section are defined in table 3.3
DEM Requirement PhysX Bullet ODE
Motion calculation of spheres through con-
trollable time-steps
Collision detection between spheres
Collision detection between spheres and
other geometric shapes
Collision detection between geometric shapes
and convex hulls
Ability to specify individual physical proper-
ties per element
Ability to introduce forces and torques to in-
dividual elements
Unlimited simulation scale
Support for exporting simulation results di-
rectly to a 3D API
Good documentation and a well designed,
easily accessible library
Table 3.3: The fundamental requirements for calculating the proposed DEM pre-
sented alongside the capabilities provided by the three considered PEs. Green
means that the PE is fully capable in this regard, yellow indicates partial capa-
bility and red means entirely incapable.
The three PEs presented are considered to be amongst the most advanced
available, and as such their feature sets are similar, though there are some no-
table differences between them. The first is that, due to ODEs narrow-phase
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collision detection system not relying on the GJK algorithm utilised in both
Bullet and PhysX, its ability to handle convex versus convex shape collision de-
tection is limited. The second technical difference lies in the fact that because
of its commercial nature, PhysX has been purposely limited in terms of the size
of simulation that it can handle. So, while Bullet and ODE are limited by the
host systems hardware, PhysX has a predetermined limit of 64, 000 individual
rigid bodies and 256, 000 contact points at any one time-step. PhysX also offers
a unique feature in the form of scenes, which can potentially be utilised to over-
come this limitation. Each instance of the PhysX engine allows up to 64 scenes
to be defined, each supporting the maximum number of rigid bodies and contact
points. Bodies in one scene do not interact with those in another.
Another consideration to take into account is the language used for each li-
brary. Typically scientific software is written in a non-object-orientated (OO)
language such as FORTRAN or C, rather than a modern managed framework
based language or C++. There are numerous reasons for this, ranging from now
historical performance considerations in which OO languages such as C++ were
generally slower to perform the same tasks as procedural languages such as C,
through to the fact that some consider programming using procedural languages
to be simpler and therefore quicker.
In the case of PEs, the majority are C++ libraries due to their intended
audiences of game developers. One notable exception is ODE, which is a C
library and as such can be used with either language. While being forced to
utilise C++ may be considered a negative aspect for scientific programming, in
reality it is possible to write C++ code that is similar in form and function to C
code and the use of an OO based language for the PE allows a complex software
library to be designed in an intuitive and elegant fashion. Also of note is that due
to their bias towards the game developer, Bullet and PhysX both offer the ability
to quickly access transformation and rotation matrices for simulated bodies, in
forms suitable for direct use by either OpenGL or Direct3D. As such the use of
these engines makes visual feedback of a simulation trivial.
The final difference between the three engines is subjective. Due to their open
source and non-profit nature, the documentation that exists for Bullet and ODE
is considered to be inferior to that provided with PhysX. Similarly, the design
of the Bullet and ODE libraries is less refined than that of PhysX; however this
is at the expense of PhysX offering less insight into the way that it performs its
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calculations.
3.3 Physics Engine Based Model Design
Drawing upon information collected and presented in sections 3.2.1 and 3.2.2,
it is suggested that any of the three PEs analysed could be used to produce a
successful implementation of the DEM outlined in section 3.1. However PhysX
was chosen as the library with which to test the hypothesis. The reasons for this
choice are as follows:
 It produced the most accurate contact forces along with ODE.
 Its numerical integration was as accurate as any other.
 It was the fastest computationally given a complex simulation.
 Documentation and support is superior.
 The general library design and layout is the most intuitive.
 It provides the most complete black-box test due to its closed source nature.
 The 64, 000 shape limit would be too restrictive in larger DEM examples
where the alternative engines may be more suited, but for a simple test
case, the allowed simulation size is acceptable.
3.3.1 General DEM Design
The goal was to implement a DEM that conformed as closely as possible to the
design defined in section 3.1, solely utilising the PhysX PE in order to perform
any physics calculation. This meant that the produced DEM software would not
contain algorithms with which to calculate Newtonian physics or detect contact
between elements; only calls to the appropriate methods within the chosen PE
and methods with which to process the simulation data produced by the PE, and
facilitate its permanent storage.
When designing a DEM that is to be developed in a scientific manner, it is
necessary to decide which, if any, existing algorithms are most suited to the given
problem and how they should be used. When considering development using a
PE, analysis such as that carried out in section 3.2.1 is the starting point of the
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process. Ensuring that the PE offers both suitable accuracy and provides access
to required design features. Once this has been performed and a PE chosen, the
way the simulation is designed changes such that it is now designed around the
features provided by the PE. For example, in the case of this DEM, the elements
are spherical meaning that they can be represented exactly using one of PhysX’s
standard geometry types. They could also take the form of boxes or capsules
(cylinders capped with two hemispheres). The design of the PE based DEM
software can be divided into four stages and is depicted in figure 3.13.
Figure 3.13: The four stages of the PE based DEM, initial media definition,
initialization of the PE using the initial media definition, advancement of the
simulation by ∆t and the processing and storage of the generated data. The
final two stages are repeated as many times as are required to reach the desired
simulation time t.
The first of these stages involves defining the initial media, as well as specifying
properties that will be used during the simulation such as the overall length of
time that the model should run for, the value for gravity, density and radius of
each element. The second stage uses the data from the first in order to initialise
the PE and define what it should simulate. The third and fourth stages involve
calling the PE to advance its simulation by a single time-step and then processing
and storing the data it generates. The third and fourth stages need to be iterated
as many times as are required given the desired overall simulation time and the
size of the time-step defined in stage three.
In order to allow easy access to the data produced as well as an elegant solution
to the problem of storing the 4D data that will be produced, a single standard
format data store is incorporated into the design process. Given the four stage
process depicted in figure 3.13, it is then possible to define algorithm 3.
As algorithm 3 shows, by employing a PE in the design and implementation of
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Algorithm 3 defines and executes a PE based simulation given
(Xcount, Ycount, Zcount) = Totalelements, element radius (r), element density
(p), a static data store (ds), a temporary data store (lds), a PE instance (PEi),
a total simulation time (t), an accumulated simulation time (at) and a time
increment (∆t).
1: Stage 1:
2: Define a HCP of Totalelements spheres of radius r and store in ds
3: Stage 2:
4: Initialise PEi
5: for i = 0 to Totalelements do
6: Create a sphere in PEi at P (ds[i]x, ds[i]y, ds[i]y) of radius r and density p
and store in lds
7: end for
8: while at < t do
9: Stage 3:
10: for i = 0 to Totalelements do
11: Apply forces to lds[i]
12: end for
13: Advance PEi simulation by ∆t
14: at = at+ ∆t
15: Stage 4:
16: for i = 0 to Totalelements do
17: Save P (lds[i]x, lds[i]y, lds[i]z) to ds[i]
18: end for
19: end while
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a DEM, it becomes possible to define what would be a complex piece of simulation
software in a concise manner. This highlights a potential benefit of utilising a
PE to develop this form of scientific simulation in that it reduces the need for
the researcher to be an expert software developer and allows for a more creative
design approach, which is less constricted by the programming capabilities of the
individual.
3.3.2 Simulation Scale and Timing
PEs are designed to be unit-less, therefore it is up to the developer that is using
the library to define what a unit represents in terms of size or length of time. This
approach is important, as when working with single precision floating point it is
prudent to try and keep all values within a predetermined range so as to minimise
the potential for floating point rounding errors that become worse when dealing
with very small or large numbers. As a general rule it is considered good practice
to try and ensure the values stay within a sensible range given the precision of
floating point calculations [Ove01].
Deciding what a single unit represents within the DEM is an important initial
decision. In the case of a DEM which is simulating the flow of fine granular
material such as sand, it would be most sensible to state that 1 unit equals 1cm
as the average grain of sand is typically found to be around 1mm in diameter. This
would mean that a simulation would be dealing with elements with a diameter
of 1 × 10−1 units and even in the case of a million elements or more, elemental
positions would not exceed beyond 1× 105. For the proposed DEM, the intended
simulation scale will be larger, as it is expected that even small versions of the
model will represent a volume of rock over 100km in length, 30km in depth and
60km in width. As such using a unit scale of 1 unit equals 1cm is unnecessarily
fine grained and so a scale of 1unit = 1km may be employed.
Another important consideration with any simulation that uses numerical
integration is the amount of time that the simulation will consider for each time-
step or ∆t. As integration is a form of approximation, the larger the time-
step taken, the greater the margin for error at each time-step will be. Also, as
numerical integration is cumulative, i.e. current results rely on previous results;
results may deviate from the ideal.
When designing a DEM, the value for ∆t should be as small as possible, how-
ever the smaller this value is made, the more time-steps will be required in order to
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reach the total value for t desired. Considering geological work undertaken using
DEM and variations upon the method, in 1999 Mora and Place used a value for
∆t of 1
5
th of a time unit in their paper “The Lattice Solid Model to Simulate the
Physics of Rocks and Earthquakes: Incorporation of Friction” [PM99]. Later, in
2002, Place et al. used a value for ∆t of 1
50
th of a time unit in their paper entitled
“Simulation of the Micro-physics of Rocks Using LSMearth” [PLMA02]. While
it may be that the simulation under-taken in the first paper was simply suited to
a more coarse time-step, they cite part of their reasoning for using such a large
value for ∆t being due to the computational times required if they were to use
a smaller value. The desired overall simulation time will effect to what level the
time can be discretised, however as computational power has increased, even al-
lowing for the increased accuracy offered by more modern integration techniques,
there is a trend towards reducing the value of ∆t used in DEMs.
In the case of PEs, it is accepted that the second order symplectic techniques
utilised offer sufficient precision for game development when a value for ∆t of
1
60
th of a time unit or less is used.
3.3.3 Definition of the Elements
Unlike particle based methods, the elements in a DEM can be considered to be
physical bodies in that they have a volume and therefore mass. Previous work
by Finch et al. has seen 2D DEMs based around disc shaped elements of varying
radii as well as DEMs based around elements of equal radii, initially packed in
an HCP manner. The variation of element size was utilised as a way to reduce
geometrical bias introduced by using a regular packing scheme, however, while a
bias within the faults formed was found to exist when a regular lattice was used,
it was also noted that the structures generated were still akin to those expected.
As such, as described in section 3.1.1, spherical elements of equal radii that are
initially packed using an HCP scheme will be utilised for this test implementation.
While the use of a range of element sizes and randomised initial packing are both
desirable future extensions to the work, it is not deemed a necessity in order to
examine the usefulness of PEs for this type of simulation.
Each element in the system could be given a different set of physical param-
eters as each is defined individually within the PE. For PhysX it is necessary
to define the following physical properties in order to generate a spherical rigid
body:
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 Radius.
 Density.
 Coefficients of Friction (for static and dynamic friction modelling).
 Coefficient of Restitution.
 Angular and linear movement damping coefficients.
Within PhysX, it is possible to alter further aspects for each element, such as
its centre of mass or mass-space inertia tensor. In this test simulation, friction
was disabled due to previous work by Finch et al. not considering friction in their
models.
As each element in the DEM will be physically identical, their definition can
be seen depicted in figure 3.14 in the form of a free body diagram. It was decided
that, although previous work by Finch et al. did not consider elemental rotation,
and while it is possible to fix body rotation so that it is not calculated within
PhysX, it was desirable that the elements be allowed to rotate as this is considered
a fundamental aspect of DEM, especially when working in three dimensions.
Figure 3.14: A definition of the elements that form the PE based DEM. The
physical properties that are to be set within the PE are labelled and defined.
3.3.4 Boundary Conditions
DEMs can be classified as having two major components; the elements and a set
of boundaries. The bounding conditions are used as a way to affect the possible
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range of motions that each element has. In its simplest form, a bounding condition
may consist of a plane upon which the elements rest. DEMs use complex bounding
conditions formed from either triangulated surfaces or pre-placed elements that
have a fixed position in space. A complex example from an industrial simulation
scenario would be a triangulated representation of a large hopper, which is used
to confine the movement of elements within its boundaries.
In the case of the extensional fault DEM, the purpose of the bounding condi-
tions is to ensure that the block of spherical elements remain in a similar config-
uration to their initial starting arrangement. As such it is sufficient that a check
is performed before each new time-step is calculated by PhysX in which the ele-
ments current position is compared against the predefined model boundaries and
any who have exceeded these boundaries receive a correction to their position
in that dimension. In order to allow the model to extend, it is necessary that
the model is unconstrained in the positive x direction. Also, as each element in
the system receives an extensional force and every element is connected to every
other via a bond, the whole model can move in the positive x direction. For this
reason, this boundary is recalculated after each time-step to ensure it halts any
negative movement along the x axis by any element. The boundaries in the y
and z axes remain unchanged throughout the experiment.
Figure 3.15: An overview of the bounding conditions in place for the DEM. The
y boundary (the green arrows) exists only at the bottom of the model. The
z boundaries (the blue arrows) exist at both the upper and lower limits of the
model. Finally, the x boundary (the red arrows) exists only at the lower limit of
the model and moves according to models progression through space.
This process can be seen in figure 3.15, which shows the static nature of the
y and z axes and the dynamic nature of the minimum x boundary. While this
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setup is correct for this test implementation, further variations of the model in
which extensional forces are introduced in directions other than along the positive
x axis would require this bounding schema to be altered.
3.3.5 Elemental Interconnects
A collection of spheres confined by bounding conditions are not, in themselves,
representative of a volume of rock. It is therefore necessary to connect the ele-
ments to each other in such a way that one sphere’s movement is able to affect
that of another. Assuming the force is attractive in nature, i.e. it forces an el-
ement to be attracted to its connected elements, then it is possible to make a
collection of discrete elements behave as though they are one cohesive volume.
In reality, the way in which a volume of rock will deform when placed under
pressure or strain will vary depending upon its physical state, which may not be
homogenous throughout the entire volume. In the case of the Earth’s crust, rock
towards the top of the volume will be cooler and under less pressure than the
material at the bottom. As a result, even when experiencing the same external
forces, the rock towards the top of the crust behaves in a brittle manner, i.e. it is
likely to crack and form discontinuities in its structure. While rock towards the
bottom of the crust is likely to behave in a more plastic manner, i.e. it will bend
and deform according to the forces it experiences, rather than crack.
Given the variable physical nature of the Earth’s crust, it is a requirement
that the inter-connective forces used in the model be such that the way they affect
their neighbours can be altered depending upon their position in the model, it is
also necessary that the connection structure be able to introduce both attractive
and damping forces to the elements that make up the model. The most obvious
solution is therefore to use a spring-damper based structure, or bond, as detailed
in section 3.2.1.
A fundamental aspect of modern PEs is the ability to constrict the movement
of bodies that are being simulated using connective structures referred to as joints.
PhysX offers an extensive collection of joint types, each designed to constrict the
movement of its attached bodies in a different way. These range from simple hinge
types to more complex concepts such as a ball and socket or a point attached
to a plane. The most complex joint type offered by PhysX is the six degrees
of freedom joint type. As the name suggests this form of joint connects two
bodies together at a specified point in space with a joint that, by default, allows
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free movement in any direction, other than away from each other. It is then
possible to refine how each joint reacts by defining parameters such as a damping
coefficient for each movement dimension, or even to lock the movement in certain
directions all-together. In reality the engine affects these joint mechanisms by
calculating constraint forces in a way similar to how they calculate contact forces,
and produce an external force to act on each body, which is then applied via
numerical integration. The way that each engine solves its joint constraints varies
depending upon the algorithm it uses to solve the problem; as a result an engine’s
accuracy can vary given the same problem.
Utilising an appropriate PhysX joint type to act as a bond was considered,
specifically the distance joint type was deemed most appropriate. However it was
decided that the potential for introducing numerical inaccuracy, coupled with the
fact that no one joint type exactly matched the requirements defined for the DEM,
meant that it would be more appropriate to calculate the bonding forces for each
time-step and apply them to their respective elements using the in-built methods
within PhysX. It is also notable that while the methods used by the PE to calcu-
late the forces that are acting due to the joint can generally guarantee stability,
they require more processing time than the simpler calculations required for a
classical spring-damper setup and also sometimes sacrifice positional accuracy to
ensure overall stability.
The bond model to be used is a direct interpretation of the technique used
by Finch et al. in their initial 2D work; its application is described generally in
section 3.1.3, a bond can be defined as having the following properties:
 Two elements which connect at their centre.
 A spring coefficient.
 A damping coefficient.
The design of the bonding implementation can be split into two stages. The
first stage aims to determine, based on the initial media, which elements should be
attached via a bond. This stage needs to be run only once, before any simulation
actually occurs, resulting in a bond mapping which can be utilised during the
actual simulation. The second stage calculates the force that each element should
be experiencing due to its bonds, as well as defining when a bond should be
considered broken in the model and therefore discounted when calculating forces.
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This stage is run before every call to PhysX to move its simulation forward by
∆t, and applies the appropriate forces to each element.
Each element is initially attached to its neighbours via a bond, with a pseudo-
randomly selected number missing in order to simulate the imperfect nature of a
volume of naturally occurring rock. To achieve stage one, and determine the bond
mapping, it would traditionally be necessary to implement a domain searching
algorithm to allow every element in the system to be compared against every
other and neighbouring pairs found. However PhysX offers methods with which
to exploit its optimised contact detection system that are suited to this purpose.
Therefore once each element has been defined in its initial position, it is possible to
employ a single library call in order to determine which elements are neighbouring
which.
The call overlapSphereShapes(), that is defined within PhysX, takes a single
spherical body (defined by its position and radius) and compares it against all
other bodies that exist in the simulation for overlap, using the broad-phase por-
tion of the pipeline. Where they do, it returns a temporary list of all overlapping
bodies. As the method is designed to detect overlapping bodies, and the initial
media used for the DEM ensures that each sphere is closely packed but not over-
lapping, it is necessary to make a minor modification to the radius of each sphere
that is entered into the method. By increasing the value of the radius of each
element by a percentage that is less than 100% of its initial value, it is possible to
ensure that the sphere being tested will overlap its neighbours. A value of 10%
was chosen for this implementation. This first stage is described in algorithm 4.
The second stage, which is performed before each time-step, involves the cal-
culation of the forces that each bond generates for its connected elements, given
their current motion state and the bond’s coefficients. Whether a bond should be
considered broken is also checked at this stage, the defining parameter that spec-
ifies whether a bond is broken or not is outlined in section 3.1.3 and is a simple
distance check. In the 2D work undertaken by Finch et al. they determined that
an effective way to make a DEM act in a brittle or plastic manner was to make
only the bonds in the top of the model breakable. The calculation of each bond’s
distance at a given time-step is performed using a standard Euclidean distance
check; this is performed before any forces due to the bond are introduced. Once
a bond has been determined to be extended beyond its threshold, it is marked
as broken and never checked again for the duration of the model’s evolution; this
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Algorithm 4 describes the process of utilising a PE contact detection routine to
define an initial bond mapping given a total number of elements (Totalelements),
a return array (Overlapreturn), a hashed store for bond pairs (ht), the array
of elements (Elements), a pseudo-random counter for defining initially broken
bonds (bc) and a local counter (bcl).
1: for i = 0 to i = Totalelements do
2: Overlapreturn = overlapSphereShapes(Elements[i])
3: for j = 0 to j = Overlapreturn.count do
4: if bcl < bc then
5: if (Elements[i] +Overlapreturn[j]) is not in ht then
6: Add (Elements[i] +Overlapreturn[j]) to ht
7: Increment bcl
8: end if
9: else
10: bcl = 0
11: end if
12: end for
13: end for
can be defined as per algorithm 5.
Algorithm 5 describes the process of determining whether a bond is broken and
if not, calculating its applicable forces given a total number of bonds (Totalbonds),
a bond storage array (Bonds), a distance store (d) and a force store (f).
1: for i = 0 to i = Totalbonds do
2: if Bonds[i].broken = FALSE then
3: d = Distance(Bonds[i].body1, Bonds[i].body2)
4: if d ≤ Bonds[i].BreakDistance then
5: f = Forcei(Bonds[i].body1)
6: Apply f to Bonds[i].body1
7: f = Forcej(Bonds[i].body2)
8: Apply f to Bonds[i].body2
9: else
10: Bonds[i].broken = TRUE
11: end if
12: end if
13: end for
The process of calculating the forces referred to in algorithm 5 is based on
Hooke’s law (section 2.2.4, equation 2.5). This law states that the force exerted
by a spring can be calculated as long as a value for its spring coefficient k and
the displacement between the springs end and its starting position, or x, are
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known. A damping term can be added (section 2.2.4, equation 2.6) in the form
of coefficient b and a value for the point velocity of the spring. The information
accessible from PhysX for each body being simulated allows the calculation of
all of these values before or after any given time-step. As all bonds in the DEM
are attached to the centre of mass of each element, it is possible to ignore any
potential torque related forces that would otherwise be introduced and would
therefore need to be calculated. Taking Hooke’s law combined with a damping
term into account, the calculation of forces acting on bodies one (i) and two (j)
denoted in algorithm 5 as Forcex(n), can be expressed as equations 3.1 and 3.2
respectively.
Forcei(n) = −k(ipos − jpos)− b(iLinearV elocity + iAngularV elocity) (3.1)
Forcej(n) = −k(jpos − ipos)− b(jLinearV elocity + jAngularV elocity) (3.2)
As discussed earlier, the Earth’s crust is not homogenous in the way it re-
sponds to external forces, rather it varies based upon where in the overall volume
it is being examined. In nature, the way that these responses vary is defined by
the Earth’s rheological processes, which can be described mathematically through
a series of complex systems which sees its response vary according to different
factors. However, for the reasons defined in section 3.1.3, it has been decided a
simplification of the rheological properties will be utilised for this model in-line
with the prior work undertaken by Finch et al. Therefore for each run of the
model, definition of spring (k) and damping (b) coefficients and breaking lengths
for bonds in either the upper or lower portions of the model is required.
3.3.6 Data Formatting and Storage
While not a critical consideration in the context of determining the suitability of
a modern PE in simulating a DEM, it is important to consider the data require-
ments that the modelling and subsequent visualization processes imposed.
The fact that it was necessary to define an initial media, using a separate
piece of software to the actual DEM simulation software, and then be able to
read that data into the DEM simulation, appending new data as it is gener-
ated meant that the most suited storage form was some form of centralised yet
portable database design. Within the geosciences, the most notable storage for-
mat for multi-dimensional data is NetCDF [RD90], which is designed to be a
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self-describing universal file type.
An open source library allows the creation, reading and writing of NetCDF
files. Due to this, many existing visualization environments are able to parse and
utilise data stored as NetCDF, similarly generic readers that allow access to all
compliant NetCDF data files also exist. Unlike other extensible self-describing
formats such as XML, the NetCDF standard was designed with high performance
applications as a priority, therefore it stores all data in binary form and the
library offers access to parallelised reading and writing methods. Given all of
these points, the NetCDF format was decided upon as the storage format of
choice for this project.
Figure 3.16: The NetCDF schema used to store the PE based DEM data.
In order to utilise NetCDF it is necessary to design a file schema, which any
software that then reads from or writes to the file adheres to. The schema em-
ployed for this simulation is depicted in figure 3.16. In this case, it was necessary
that enough information about the simulation was stored within the file such that
any subsequent visualization undertaken would have enough information to ren-
der the data appropriately. NetCDF files store data by first defining a dimension,
then a variable, which is linked to one or more of these dimensions and finally the
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data is written to the variable. It is possible to re-use dimensions such that they
are linked to many variables, but each variable must be associated with only one
set of data.
3.4 Critical Analysis
The success of implementing a DEM to examine how extensional faults evolve
in the Earth’s crust using a PE can be considered on two levels. Firstly, there
are practical considerations, i.e. did the engine cope with the demands of the
DEM simulation. Secondly, there are more subjective considerations, such as,
does the model data contain the faults that are expected based on previous work
and observational evidence.
When considering these more subjective aspects it is important to separate
whether a success or failure is directly due to the use of the PE or whether it is
due to the design of the DEM itself.
3.4.1 Analysis Criteria
Geological faults have an accepted form and while their nature means it is diffi-
cult to define absolutely what a fault will look like, it is possible to make some
broad observations about them. Faults are normally envisaged in the form of a
plane through rock; however they do not have to run all the way through the vol-
ume. This planar description of faults, while an oversimplification of the actual
structures themselves, provides a way to define a generalised geometry and posi-
tioning and allow them to be identified. When defining a fault within a natural
rock formation, two discrete sections of material can be seen, and the fracture
between them is referred to as the fault plane with the two discrete rock segments
labelled as the hanging and foot walls. As their names suggest, the section that
is considered the hanging wall hangs from the section referred to as the foot wall,
this is depicted in figure 3.17. The geometry, positioning and orientation of the
foot and hanging walls define how the fault is categorised, as described in section
1.2 [Ran95b].
The measure of modelling success is therefore whether these three features
are visible. To test this, the model was implemented as per section 3.3 using
the PhysX PE, and multiple runs performed. The variables that were potentially
altered per run were:
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 The upper and lower spring and damping coefficients.
 The method of introduced extension:
– Through application of a force to each element.
– Through the manual modification of each elements position.
 The distance at which bonds break in either the upper or lower portions of
the model.
Figure 3.17: The structure of a fault formation in a volume of rock. The two
discrete rock sections are referred to as the hanging and foot walls, while the
plane that exists between them is the fault.
3.4.2 Modelling Results
Three datasets were chosen that best represent the most successful runs per-
formed. The first dataset differs from the other two in that it uses a forced
extension scheme, so each element’s position is manually modified before each
time-step. The two subsequent datasets were produced using a force based ex-
tension system where each element was subjected to a force. The same analysis
of each dataset is presented, with the data being visualized to attempt to identify
a dislocation in the media that would suggest a fault. Where a fault exists in
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the model due to one or more broken bonds. Numerical analysis of the feasibility
of the elemental movement calculated by the PE is also presented in the form of
displacement through time. Any values presented are considered to be in their
relevant units, scaled according to section 3.3.3.
All three datasets are shown using a visualization technique which renders
a sphere at the position recorded in the dataset for that element at that time.
The spheres are then assigned a colour according to its number of broken bonds.
Spheres that are the darkest blue in colour have no broken bonds while those
that are red have the most. In each case the same six time-steps are shown, to
allow direct comparison between them. The basis for the visualization techniques
utilised are covered in more detail in chapter five.
Dataset 1
This dataset was generated by introducing model extension in the positive x
direction by modifying the x component of each element’s position, its param-
eters can be seen in table 3.4. As described in section 3.3, the elements at the
extremes of the x dimension were subjected to the full extension of 0.003 units
before each time-step was calculated by the PE. This extension value was then
linearly reduced until it reached zero for those elements that were closest to the
origin. The bonds in the upper 50% of the model were set to break when they
reached an extension of 0.07 units and had lower coefficients for k and b than the
bonds in the lower 50%, where they were set to break only if they exceeded an
extension of 1000 units, essentially rendering them unbreakable.
Dataset 1 Parameters
No. Elements 30, 400
Ext. Method Manual
Max. Ext. Value 0.003
Bond Breaking Distance (Upper) 0.07
Bond Breaking Distance (Lower) 1000
Spring Coefficient (Upper) 400, 867, 223
Spring Coefficient (Lower) 483, 805, 270
Damping Coefficient (Upper) 140, 303, 528
Damping Coefficient (Lower) 169, 331, 844
Table 3.4: The modelling parameters used to create dataset one.
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It was expected that this model would potentially cause the PE to produce er-
roneous results as the contact detection techniques and integration scheme utilised
by modern PEs typically make use of historical data in order to predict future
results, effectively exploiting the effects of temporal and spatial coherence that
physical simulations are likely to exhibit. As the model’s extension was being
introduced by modifying the calculated position of each element rather than by
introducing an appropriate force and allowing the PE to integrate, there was po-
tential for the engine to exhibit erroneous behaviour. In fact, the end result of
utilising the PE in this way was that it behaved successfully. This outcome is
explored in more detail towards the end of the section. The model itself shows
a small but continuous extension through time in accordance with the extension
value applied and it is apparent that the PE is able to integrate the bond forces
generated to a sufficient degree of accuracy, resulting in the expected behaviour
of the spheres acting as though they are a connected structure. A sequence of
time-steps taken from the dataset is visualized in figure 3.18.
From a geological perspective, the results show promise in that they show
specific fault planes as well as a sequence of horsts (raised blocks bounded by
fault planes) and grabens (depressed blocks caused by slippage attributed to a
fault plane). In figure 3.19, the hanging and foot walls of the five most obvious
structures in the model at time-step 7000 are highlighted. The existence of these
structures shows that, using a PE, it has been possible to develop a DEM that
is able to produce discrete blocky structures from an initial single block, using
spherical elements and spring-damper based bonds.
Associated with the structures shown in figure 3.19 are the fault planes them-
selves, which are highlighted in figure 3.20. This figure shows the same data from
the same viewpoint as figure 3.19, with all elements which have fewer than six
broken bonds hidden, allowing the planar fault-like structures to be seen more
clearly. An approximate outline of each structure is provided by an overlaid black
line.
It is notable that the first four of the five fault planes visible in this dataset
appear to have formed a wedge shaped structure that runs all the way through
the model along the z axis. This can be seen by looking at the blocks of elements
that make up hanging walls one through four.
While it is true that this dataset appears to contain the three key features
that would suggest it has modelled the evolution of faults, the actual appearance
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Figure 3.18: Six time-steps from dataset one. The spheres start as a HCP packed
block, connected via bonds, except for 360. As time progresses the model is
extended in the positive x direction and bonds begin to break in an approximately
planar manner, revealing fault planes and a sequence of horsts and grabens.
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Figure 3.19: The hanging and foot walls that have occurred due to the five fault-
like structures evident in the model at time-step 7000. Each pair of hanging and
foot walls are highlighted in a different colour and labelled, with HW denoting a
hanging wall and FW a foot wall. The markings are intended to only approximate
the areas of elements that make up the structures.
Figure 3.20: The five fault planes associated with the hanging and foot walls that
are defined in figure 3.19. Elements with less than six broken bonds have been
hidden from view, allowing the spheres that form the planes to be seen clearly.
Each structure is highlighted by an overlaid black line and labelled.
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of the structures do not conform to the expectations set by observational data
collected from natural phenomena. For example, it is not expected that all of the
fault planes would run from one edge of the model through to the other, nor that
all fault planes would be produced parallel to each other.
In summary, this dataset contains only a few faults, each of which evolve
through time at a similar rate and in a manner that is physically similar. There
is little evidence of further faults forming beyond the initial five and there is
as little evidence showing any form of interaction between the formed faults.
However, it does show the potential of the PE based DEM to allow a collection
of spherical elements to behave as a single structure, that when extended, breaks
apart into smaller appropriate discrete structures.
Visual analysis of the data does not reveal any obvious erroneous movement
of any element through the model’s evolution, however to ascertain whether this
was the case a form of numerical analysis has been performed. This procedure is
described in section 3.4.1 and involves calculating the distance via a Euclidean
distance calculation between an element’s position at time-step n and its position
at time-step n + 1. In order that the results produced for each of the three
datasets presented are comparable, a range of time-steps applicable to all three
has been chosen. Therefore displacement data for all time-steps between n = 0
and n = 6200 have been calculated. The results for every 100th displacement
calculation have then been plotted in the form of a surface plot and can be seen
in figure 3.21.
While the results presented in figure 3.21 cannot be considered definitive when
deciding whether the PE has miscalculated the position of any of the 30, 400
elements over 6200 time-steps, it does provide a quick overview into the general
movement of the elements through time. It also provides a method by which
to examine the velocity of each element at different time points and allows any
erroneous movement to be detected. In this case, the pattern seen in the surface
plot is as expected given the nature of the model. Initially there is evidence of
displacement in the elements; this is consistent with the effects of the model
settling into a stable state allowing for the accuracy level of single precision
floating point. As time progresses movement of the elements increases as bonds
begin to break and they gather momentum. At around time-step 3000 (or 30
according to the scale shown in figure 3.21) we begin to see elements in the upper
50% of the model, which are accounted for along the z axis in the number range
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Figure 3.21: A surface plot of the displacement for each of the elements in the
first dataset, at every 100th time-step up to 6200. Each element’s displacement
is represented by the height of each point, shown as a peak in the surface and
measured on the y axis.
between 1.5 × 104 and 3.1 × 104, begin to move more freely and less uniformly.
This effect is also somewhat evident in the elements closest to the origin of the
model; however this is due to a slippage of a blocky structure, which is evident
in figure 3.21 from time-step 2500 onwards.
For the time-steps presented, the largest displacement value is approximately
1.64 units in length and occurs at the outer-most region of the model, where
the elements are experiencing the greatest extensional increment. This rate of
displacement is feasible as it represents movement of an element of approximately
1.6 times its radius over 100 time-steps, therefore even if its velocity were assumed
to be zero at the start of that time (which we can observe to be not the case due
to the displacement of the same element being roughly 0.4 units over the previous
100 time-steps), it would represent an acceleration of only 0.016.
From these results it is possible to conclude that using a PE to implement the
DEM has allowed the creation of modelling software which is able to produce a
model that, when evolved through time, exhibits the three main features looked
for when deciding whether a fault exists in a volume of rock. It is also possible
to define both hanging and foot walls and their associated fault planes. However,
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currently the results do not correspond to expectations formed around observa-
tional evidence of how the same phenomena evolve in the real-world. Finally it
is possible to state that the results produced by the PE appear sensible in that
they do not contain any obvious erroneous calculations. We can also observe that
PhysX is capable of allowing its integrated results to be interfered with without
the simulation becoming unstable.
Dataset 2
The extension seen in this model was introduced by applying a force to each
element in the positive x direction and used the same linearly ramped scheme as
used for dataset one, its parameters can be seen in table 3.5. This resulted in the
elements closest to the maximum x value for the model receiving the maximum
extension force of 967.6105 and the elements closest to the origin receiving a force
of zero.
Dataset 2 Parameters
No. Elements 30, 400
Ext. Method Force
Max. Ext. Force 967.6105
Bond Breaking Distance (Upper) 0.07
Bond Breaking Distance (Lower) 1000
Spring Coefficient (Upper) 553, 120, 308
Spring Coefficient (Lower) 553, 120, 308
Damping Coefficient (Upper) 193, 592, 108
Damping Coefficient (Lower) 193, 592, 108
Table 3.5: The modelling parameters used to create dataset two.
The extension limits for the bonds in both the upper and lower regions of
the model remained the same as for dataset one, but in this case the values
for coefficients k and b were identical in both regions. As with dataset one, this
setup was designed so that bonds in the bottom 50% of the model were effectively
unbreakable. The goal of this setup was to represent a homogenous volume of
material but treat the lower portion as being plastic in nature and the upper
portion as being brittle.
In the case of dataset one, it was possible to define two separate sets of
coefficients for the bonds in the upper and lower portions of the model, while
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still maintaining a steady rate of extension for both regions. This was possible
as the contraction of the model introduced by the bonds spring-like nature was
artificially countered due to the position of the elements being manually modified,
regardless of the results produced by the PE. Through this, the design of the
DEM was simplified as all that needed to be specified was the desired rate of
extension per time-step. The bond model being used in the DEM, based on the
proven work by Finch et al., was expected to produce faults of a more realistic
nature. However by altering the positions of each element for dataset one, the
effects introduced by the bonds were compromised as the extension method used
counter-acted the movement they introduced.
Extending the model by integrating a force for each element made the defini-
tion of this model more complex than the first. Ideally the rate of extension for
each element should be unchanged between time-steps, however when introducing
movement by applying a force, this would require analysis of the state of each
element at that time, as well as the state of all its bonds and its surrounding neigh-
bour’s properties. Therefore a fixed extension force was used, with the knowledge
that this would mean elements with less bonds or less restricted movement would
be subjected to a greater overall force in the positive x direction.
The use of a force to cause extension also resulted in a new modelling con-
sideration in that it was now possible for bonds which are too stiff to counteract
the effects of the extensional force, resulting in a model that does not extend.
Similarly if the bonds are too weak then the model will not behave as a single
block, as the elements towards the unconstrained maximum x edge will begin to
fall due to gravity, resulting in a cascade effect in which the block disperses along
the ground plane. It is therefore important to select values for k and b that are
appropriate to the value selected for the extensional force, as well as values which
were equal for the top and bottom regions of the model, but the values cannot be
so low that the model does not behave as a single block. A sequence of time-steps
taken from dataset two is visualized in figure 3.22.
Although there are visual similarities with dataset one, the two sets of results
are notably different. As before, there are obvious fault-like regions, however they
are no longer as geometrically similar, with the horst and graben sequence seen in
dataset one now less similar throughout its width. In this dataset, the structures
form in the top 50% as expected, but we see more deformation in the bottom 50%
compared to dataset one. It is also notable that the model appears to have been
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Figure 3.22: Six time-steps from dataset two. The spheres start as a HCP packed
block, connected via bonds, except for 360. As time is progressed, the effects
of applying a force to each element in the positive x direction cause the model
to extend. Fault-like structures begin to appear at time-step 1300 and then
exaggerate as time progresses.
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extended too far in too little time, resulting in larger than expected spaces where
the faults have formed. This also appears to have started the process of shearing
the top portion of the model from the bottom, with red spheres beginning to
appear at the boundary between the two regions. However the structures visible
in this model are more akin to the real-world structures that we wish to recreate
than those we could see in dataset one.
While the fault-like structures are too extreme in their dimensions, and still
too symmetrical to each other in appearance, there is now evidence of smaller
faults emerging within the model that interact with the larger structures already
formed. However the diamond shaped section towards the centre of the model,
which can be seen emerging from time-step 1300 onwards is not a structure which
would normally be associated with a faulted region of this nature, neither is the
fact that once formed, this region does not appear to fracture any further. This
artefact is most likely caused by the model being extended too rapidly. At time-
step 4900 there is an obvious group of elements which begin to separate from the
main model section, then at time-step 6100 they separate entirely. This effect is
likely caused by the constant extension force that is being applied before each
time-step and while it is anomalous in terms of how the model should look, it is
not an indicator that the PE has produced incorrect values.
Identification of the three features that define whether a fault exists within
the model is less obvious in this dataset than in dataset one, however it is still
possible, and those that do exist, exhibit more promising form to their structure.
This indicates that switching the method of extension to force based is more
likely to allow realistic fault systems to be formed, however the results seen here
do not exhibit all of the characteristics expected. Regions where the features that
closely approximate the hanging and foot walls of the faults seen in this dataset
are highlighted in figure 3.23.
The geometrical symmetry evident in this model’s faults can be seen in figure
3.23, most notably the diamond shape evident in the centre of the model, high-
lighted by the structures associated with faults two through five. This can be
seen more clearly when some of the surrounding elements are removed. In figure
3.24, only the spheres representative of elements with four or more broken bonds
are displayed. A line highlighting the path of the six faults has also been added
to the figure.
There appears to be more deformation in the lower region of this dataset than
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Figure 3.23: The hanging and foot walls related to the six most obvious faults.
Areas labelled as HW are the hanging walls and those labelled as FW are the
foot walls.
Figure 3.24: The six fault planes that are associated with the hanging and foot
walls that are highlighted in figure 3.23. Elements with less than four broken
bonds are hidden to allow the structures to be seen more clearly. A line approx-
imating the plane for each structure has also been drawn.
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was seen in dataset one. While it is desirable that the lower region be allowed to
deform without its bonds breaking, it is also desirable that this region deform less
than the upper region, i.e. behave in a more plastic fashion. This lower region
deformation appears to be linked to the diamond shaped central section, which in
turn is linked to faults two through to five, therefore resolving this by increasing
the strength of the bonds in the lower region may offer a solution to the problems
seen.
This dataset shows that using a force based extension method still allows a
single block of spherical elements to split into disparate blocky regions, and also
that this method appears to produce fault systems that bear more of a resem-
blance to real-world structures. However the structures are still too symmetrical
in nature to be considered a success. It is hypothesised that this is linked to
the excessive deformation evident in the lower region as well as the fact that the
model’s rate of extension was too high.
As with the second dataset, visual analysis of the results does not reveal any
notable examples of the PE producing any erroneous results. This is backed up
using the same numerical analysis technique utilised for dataset one and described
in section 3.4.1. The same range of time-steps analysed for dataset one have
been selected, so that the results presented are comparable, these were then also
represented in the form of a surface plot, as shown in figure 3.25.
The pattern seen in the surface plot for dataset two is comparable to that
seen for dataset one, however the overall scale of the displacement through time
is notably larger for this dataset. The same initial ramp in displacement is ev-
ident, reinforcing the assumption that this behaviour occurs due to the model
settling. As time progresses a similar pattern emerges, with the overall elemental
displacement beginning to increase, however it is notable that in this case, it only
takes around 1000 time-steps for the model to show notable displacement, for
dataset one this began to occur at around 2000 time-steps. As expected there is
also evidence of larger displacement values for the elements associated to higher
numbers in the model, as per dataset one these elements resided in the top 50%
of the model and as such were designed to displace more.
The overall displacement seen in this model is higher than seen in dataset
one, and it is also less consistent as depicted by the more chaotic nature of the
surface. These observations are in line with the fact that the force based extension
method will produce less linear movement; however the rate of extension also
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Figure 3.25: A surface plot of the displacement for each of the elements in the
second dataset, at every 100th time-step up to 6200. Each element’s displacement
is represented by the height of each point, shown as a peak in the surface and
measured on the y axis.
appears to be too high suggesting that the force used was also too high. The rate
of displacement for this dataset is consistently almost twice that seen in dataset
one.
The largest displacement value seen in this dataset is approximately 2.35 units
in length. It is notable however that this does not occur towards the outer edge
of the model, where the elements are more likely to break free of their neighbours
and therefore experience the highest extension force, rather it occurs closer to the
border between the upper and lower regions of the model, at time-step 5500 (or
55 according to the scale shown in figure 3.25). As this potentially highlights an
erroneous calculation by the PE, a different form of examination is required to
ascertain whether this is the case. In figure 3.26 the same values used to allocate
the height of the surface for that time-step are shown in the form of lines of a
length equal to the displacement value they represent. The lines are physically
placed within the same bounds as the model itself and represent the starting and
end positions of the elements between time-step 5500 and 5600. Each is assigned
a colour between red and blue, where red indicates the highest displacement
values for that time-step and blue indicates the lowest. The areas of interest are
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highlighted in the figure while the rest is left visible for context.
Figure 3.26: The displacement of each element in dataset two, between time-
steps 5500 and 5600. Lines shown are defined by the starting and end point of
each element, red lines show the largest displacement values and blue the lowest.
The area highlighted by a red circle shows the largest displacement that occurs,
potentially highlighting erroneous movement.
In order to be able to identify the elements involved in producing the displace-
ment values highlighted in figure 3.26, it is necessary to inspect them in the form
of their spherical glyphs. In doing so we are able to observe, due to the context of
their surrounding neighbours, whether their movement appears visually feasible
or erroneous. A close-up of the highlighted section from figure 3.26 is shown in
figure 3.27.
Once the context of the surrounding elements is provided, it becomes possible
to see that the unexpected elemental displacement is in fact caused due to the
excessive deformation of the lower region introducing an area within the lower
portion of the model that is no longer close to its boundary. As a result, a cluster
of elements is forced out of the upper region of the model and falls due to gravity
and a lack of support from lower elements. While this effect was undesirable from
a modelling perspective, it is physically feasible and as such should be taken to
show that the PE has not incorrectly calculated the positions of these elements.
This set of results allows the conclusion that using a force based extension
technique has facilitated the definition of a model that improves on the results
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Figure 3.27: The elements highlighted in 3.25, but seen using spherical glyphs at
time-step 5600.
seen in dataset one. While the movement of the elements have become less pre-
dictable, the model still extends as expected and fault-like structures form, which
are now more similar to real-world structures. There are however still some prob-
lems, the rate of extension of the model is too high and the lower region of the
model has too much deformation. It is also hypothesised that a combination of
the lower model deformation and rapid rate of extension has led to the diamond
shaped section in the centre of the upper portion of the model.
Dataset 3
The form of extension used to generate this dataset was identical to that used for
dataset two, however in this case the maximum force was reduced by just under
200 units to 774.0884 at its highest point. Its modelling parameters can be seen
in table 3.6.
One issue that was identified with dataset two was that the lower region
appeared to experience more deformation than was desirable given its intended
plastic nature. In order to attempt to counteract this, the bonds in the lower
region of this model were allocated a higher spring coefficient and proportionally
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Dataset 3 Parameters
No. Elements 30, 400
Ext. Method Force
Max. Ext. Force 774.0884
Bond Breaking Distance (Upper) 0.08
Bond Breaking Distance (Lower) 1000
Spring Coefficient (Upper) 442, 336, 246
Spring Coefficient (Lower) 525, 274, 292
Damping Coefficient (Upper) 154, 817, 686
Damping Coefficient (Lower) 183, 846, 002
Table 3.6: The modelling parameters used to create dataset three.
higher damping coefficient than those in the upper region which were allocated
lower coefficients than those used for dataset two. As with dataset two, the mag-
nitude chosen for the extension force was balanced against the bonds coefficients
such that the bonds did not counteract the desired extensional effect. The length
at which bonds in the upper portion of the model are broken was increased from
0.07 to 0.08 units, so as to reduce the speed at which faults form. A sequence of
six time-steps taken from dataset three can be seen in figure 3.28.
This setup has produced a dataset which appears to resolve some of the issues
identified in dataset two. The extension rate has been reduced by approximately
half compared to the second dataset and is roughly similar to that of the first. The
model itself also appears to remain mostly cohesive even though it is employing a
force based extension scheme; this is shown in that most of the elements remain
attached to the initial block seen at time-step zero, with only a small number
escaping their bonds and moving away from the main block at around time-step
4900. As expected, the faults appear in the top 50% of the model.
The problem seen in dataset two in which the top region of the model appeared
to be shearing from the bottom is less evident in this case, with regions that are
not faulted vertically along the y/z plane, nor shearing as readily from the lower
region along the x/z plane. Increasing the strength of the bonds in the lower
region compared to those in the upper region also appears to have minimised the
effect seen in dataset two where the lower region was not behaving plastically.
In reducing the rate of extension, the more extreme fault-like structures seen in
dataset two are less evident, and while the same basic pattern of two larger faults
appearing towards the extremes of the model, which are then interspersed with
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Figure 3.28: Six time-steps from dataset three. The spheres start as a HCP
packed block, connected via bonds, except for 360. As time progresses, the model
experiences extension in the positive x direction, by time-step 2500 potential
faults can be seen. These become more prominent as time progresses, with smaller
structures forming and interacting with them. A small number of elements can be
seen to break away from the model at the outermost extreme of the x dimension.
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smaller structures as the model evolves, is still evident, the structures themselves
are more realistic. The symmetry apparent in datasets one and two is no longer
as obvious and while a diamond like structure akin to that seen in dataset two,
begins to appear at time-step 2500, it has begun to crack and deform by time-step
3700.
From the point of view of numerical feasibility, this dataset appears to be
similar to dataset two in that visually there are no obvious erroneous elemental
movements. As before, we see the effect of a small number of elements breaking
from the main structure, which then appear to fly free, but this is due to them still
being subjected to an extension force designed to be strong enough to overcome
their initial bonds. This dataset presents no visual evidence of any erroneous
calculations being made by the PE.
The identification of faults in these results is more subjective than for datasets
one and two, due to the complexity of the structures having increased. While
this makes identification more difficult, it is also an indication that this model
has produced fault-like structures that are closer to those expected than either
of the previous datasets. As before, the hanging and foot walls associated with
faults evident within the model have been approximated in figure 3.29. However
in this case these results show the most obvious structures that can be identified
through visual analysis.
The faults that can be seen in this model are less symmetrical than those seen
in either of the first two datasets and are more like the structures observed in
the real-world. There is also more evidence of interaction where faults towards
the centre of the model appear, due to localised weakness, and are then affected
by surrounding faults. This behaviour is as expected and desirable given the
purpose of the model. In order to see the fault planes themselves more clearly,
all elements with less than four broken bonds were removed, resulting in figure
3.30 in which the planes are highlighted with labelled lines.
Like dataset two, this model appears to contain six obvious faults, however
unlike the second dataset there is now a more desirable lack of symmetry to them.
The diamond-like structure seen previously no longer exists and the faults towards
the centre of the model no longer appear to be linked to each other. The two
largest faults, one and six, are evidence that the model is still being extended too
rapidly, however they are also reasonable approximations of the shape expected
of real fault planes. There is also a potential for further faults to be identified
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Figure 3.29: The hanging and foot walls related to the six most obvious faults
within the dataset. The areas labelled as HW are the hanging walls, while the
areas labelled as FW are foot walls.
Figure 3.30: The six fault planes that are associated with the hanging and foot
walls seen in figure 3.29. Elements with less than four broken bonds are hidden.
A line approximating the position of each fault is overlaid and labelled.
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to the right of fault six, however as they are unclear they have been omitted
from this analysis. The same can be said of the section of spheres between faults
four and five, where there is clear evidence of bond breakage, but the structures
themselves are unclear. Fault two can be seen to be linked to fault one and faults
three and four have linkages with fault six. From a geological perspective this
dataset proves that it is possible to generate a DEM using a PE which is capable
of simulating geological fault-like phenomena.
While visual analysis of the data does not show any obviously erroneous results
produced by the PE, the same numerical analysis performed for datasets one and
two is also performed here. Again the technique applied is that described in
section 3.4.1 and the results can be seen in figure 3.31 in the form of a surface
plot.
Figure 3.31: A surface plot of the displacement for each of the elements in the
third dataset, at every 100th time-step up to 6200. Each elements displacement
is represented by the height of each point, shown as a peak in the surface and
measured on the y axis.
Within this dataset we see the majority of the elements experiencing rela-
tively small displacements of less than 2 units with a notable few experiencing
abnormally high displacements of around 12 units. The general pattern seen for
datasets one and two is still evident, namely the displacement of elements in the
lower 50% of the model is relatively uniform through time, while those in the
CHAPTER 3. NUMERICAL MODELLING BY PHYSICS ENGINE 118
upper 50% see an increase in displacement as time progresses. This indicates
that the model is still performing as expected. The rate of displacement is also
now closer to that of dataset one than two, showing that this models extension
rate has been reduced successfully.
The explanation for the large displacement is that these elements have broken
free from the main model segment, resulting in them moving quickly away in the
positive x direction. To ensure that this is the case, the largest displacements that
can be seen between time-steps 6000 and 6200 (or 60 and 62 according to the scale
shown in figure 3.31) are depicted using the same technique outlined for dataset
two, in which each elements displacement is visualized as a line, coloured between
red and blue according to its magnitude. This is shown for each of the three time
periods in figure 3.32, each is provided alongside its spherical representation for
context.
The element that is the cause of the largest displacement value seen in figure
3.31, is highlighted by a red circle in figure 3.32. From reviewing this displacement
data, we are now able to see that a single element breaks free from its neighbours
at around time-step 5900, it then accelerates towards the lower z boundary due
to gravity and other forces experienced due to its bonds, before they broke. As its
trajectory appears to be reasonable, it is likely that the element was being held
in place by its bonds under high stress, which then caused it to rapidly accelerate
after they break. Its momentum and the effects of the extensional force, as well
as gravity, then caused it to quickly move away from the main model until it
reached the lower z boundary at around time-step 6200, where it continued to
move in the positive x direction at a lower velocity. Although not conclusive,
these results do at least account for the large displacement values.
This dataset shows results which improve upon those seen in datasets one and
two. Dataset one proved that using a PE to calculate a fault evolution DEM was
possible, the second dataset then showed that using a force based extension tech-
nique was preferable to manual modification of each elements position to cause
extension, by then reducing the extensional force and altering the coefficients of
the bonds used such that the lower region of the model behaved in a more plastic
fashion than the top, this dataset contains the same successful features of the first
two, but also shows faults which are more like those found in nature. Although
it cannot be claimed that this dataset can be presented as a source of geological
fault systems, it can be claimed that it proves that implementing this type of
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Figure 3.32: A visualization showing the element identified in figure 3.31. The top
of the figure shows a single element break from its neighbours between time-steps
5900 and 6000. Its displacement then peaks between time-steps 6000 and 6100,
as shown in the middle of the figure. This accounts for the potentially erroneous
displacement value of approximately 12 units.
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DEM using a PE is possible.
3.4.3 Modelling Stability Analysis
When considering the use of a PE to model a DEM, it is important to show
that the PE is able to calculate a physical scenario accurately enough that it is
not only applicable to a small number of carefully chosen set of parameters. To
explore this, a perturbation around the number of the initial broken bond value
was performed, aiming to show how the modification of one parameter will still
produce a stable simulation.
In the example seen in figure 3.33, the same set of modelling parameters
have been used as produced for dataset three, within section 3.4.2. The only
modification in each case was the number of initial broken bonds. The figure
shows two views of each dataset at time-step 6000; the images on the right show
all of the elements, while those on the left show only those elements with 4 or
more broken bonds.
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Figure 3.33: Nine sets of visualizations showing the 6000th time-step of nine runs
of the PE based DEM. In each case, the modelling parameters were as dataset
three (see section 3.4.2, with their number of initial broken bonds set as follows:
(a) 9, (b) 105, (c) 228, (d) 360, (e) 410, (f) 615, (g) 1729, (h) 3382, (i) 32705 out
of a total of 173258 bonds.
As the results in figure 3.33 show, there is a clear pattern of faults that has
developed in each run of the model. Similar structures can be seen in each.
Apparent differences between runs with relatively low differences in their broken
bond number (i.e. 9 and 105) can be attributed to the fact that not only does
one run start with more broken bonds, due to the nature of the pseudo-random
algorithm employed, the same 9 broken bonds in one model are not also broken
in the other. As the numbers of broken bonds is increased, the model behaves
as expected, becoming more rubble-like in nature, only with the most extreme
example seen in example (i), where approximately 37.75% of bonds are broken.
In running the same model multiple times and just modifying a single starting
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parameter, it has been shown that the results seen in section 3.4.2 are not due to
the careful selection of a specific set of parameters.
3.4.4 Identifiable Problems
The datasets presented in section 3.4.2 show the results produced through the
evolution of a method that allows a DEM designed to evolve geological fault
systems, to be implemented using a modern real-time PE.
It was originally hypothesised that, given the measured accuracy of PhysX,
implementation of the DEM outlined in section 3.1 would be possible, but that
the results produced may not bear a close enough resemblance to the natural
phenomena that the model was intended to simulate. It has been shown that
this is not the case as geological fault systems can be seen and the basic premise
that a PE could be used for this type of DEM has been demonstrated. During
this process a number of issues were identified, some specifically with PhysX and
others with the general state of PEs that hindered the development of the model.
The primary issue encountered was that of the size of n-body problem that
can be handled by PhysX. The three datasets presented in this chapter used
30, 400 spherical elements. This figure was chosen as it fell within the current
limitations defined for PhysX, namely a maximum of 64, 000 individual bodies at
any time and a maximum of 256, 000 contact points between these bodies. These
limitations were acknowledged before implementation began and for the purposes
of this experiment were acceptable, however if a DEM with more elements is
desired, then PhysX is currently unsuitable. Other PEs do not have similar
limitations, however it should also be noted that the techniques they employ for
contact detection and resolution are generally considered to not be optimal for
large scale problems, therefore this must be taken into consideration on a case by
case basis. Regarding the fault evolution DEM presented here, an increase in the
number of elements would be paramount in allowing greater numbers of faults to
form.
The second notable problem is the limited possibilities to employ distributed
memory computation to solve a PE based DEM. Currently within scientific com-
puting there is interest in solving computationally intensive problems using large
scale distributed high performance resources. Typically these are small nodal
computers, often with between four and eight individual processing cores, and a
relatively small amount of localised RAM, which are interconnected with other
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such nodes to produce a large scale resource.
Programming for this type of architecture requires not only that computa-
tional work is split into multiple threads of execution, as is the case with stan-
dard multi-core shared memory, but that it is split over multiple nodes as well.
This means that each node must receive a portion of the overall work, and then
communicate anything required for another node to complete its work via a mes-
sage passing interface sent through an interconnect, such as MPI [Gro00, GLT99].
This form of parallelisation is not natively available in current PEs, which are
typically designed around the multi-core, shared memory architecture. In order
to utilise this form of parallelisation, a method of work splitting compatible with
a black-box library, such as a PE, needs to be defined.
Finally, when a PE is used to calculate scientific results, it has been found
to be difficult to justify the accuracy of the results in a tangible way. While it
is possible to analyse the numerical accuracy provided by each PE under certain
conditions, specifying the accuracy to which each calculation was performed by
the PE is more difficult. Traditionally research of this nature is presented along
with the mathematical techniques used to achieve the results shown, albeit the
actual implementation is generally not provided. In the case of using a non open-
source PE, it can be difficult to provide exact definitions of how the calculations
were performed, which in some cases may reduce the impact of the scientific
research. In the cases presented here, analysis was done as to the feasibility of
the displacement of each element through time, and potentially erroneous cases
explored through visual analysis. PhysX was also proven to provide numerical
accuracy in-line with those expected, given its second order symplectic nature and
single floating point precision; however this was proven for a specific set of cases
and therefore may not hold true for all cases encountered during the calculation
of the DEM. Certainly the results produced appear feasible, however stating with
certainty that they are an accurate representation of the physical model that they
simulate is a more challenging task and is an area for future work.
3.4.5 Model Comparisons
The primary focus of this chapter has been the exploration of applying a PE to the
problem of DEM. This has been achieved by redeveloping an existing modelling
methodology defined by Finch et al. [Fin98, FHG03] to produce a DEM simulated
entirely by PE.
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So far, analysis has been performed as to whether the PE based DEM has
produced results which appear to show geological structures expected given the
technique upon which it is based, however no direct comparison has yet been
drawn between them. While it is true that the modelling methodologies used in
the original work of Finch et al. and the PE based solution seen in this chapter are
not identical, the basic premise of the two models remains the same. Therefore
it is reasonable to expect that it should be possible for each to evolve a model in
an approximately similar manner.
In order to test this, a dataset was produced using software produced by
Finch in accordance with her original method but modified to allow a similar
input scenario and initial parameters as used by the PE based model. The simu-
lation utilised an identical starting media to that of dataset three (seen in section
3.4.2), including an identical number and location of initial broken bonds. An
allowance has to be made in that some fundamental differences exist between the
two methods, such as the fact that dataset three was produced using a force based
extension, while the modified model of Finch utilises a fixed extension method
more like that used for dataset one. As a result of this, a key difference between
the two sets of results is the rate of extension that each has experienced.
Figure 3.34 shows two snapshots of the two models for comparison. The top of
the figure, labelled (a), shows dataset three at time-step 4900, while the bottom,
labelled (b), shows the dataset produced by the original software of Finch et al.
at approximately time-step 6200.
As the figure shows, it is clear that the two pieces of software have produced
different model evolutions, this was expected due to their incompatibility for di-
rect comparison due to varying modelling parameters, as well as the fact that the
PE based simulation is physically different in that it considers attributes purpose-
fully ignored by that of Finch such as elemental rotation. It is notable however
that there are two structures visible within both that bear marked similarities.
These are highlighted and labelled accordingly within figure 3.34. The existence
of these structures shows that while the model produced using the PE cannot be
said to be exactly mimicking that of the original by Finch et al. it is producing
fault like structures which are in line with expectations.
In chapter six, visualization of DEM data similar to that produced in this
chapter is explored, and it is data produced by the method of Finch et al. that
is utilised. This is because limitations highlighted in this chapter regarding the
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Figure 3.34: Visualizations showing two similar stages of evolution for a DEM
calculated by PE (a) and one calculated according to the original method of Finch
et al. (b). Two key areas of similarity are marked on both models.
number of elements that can be simulated using a PE are significant when con-
sidering the success of visualization methods, where a larger number of elements
are more desirable. This direct comparison between models shows that, while
not identical, the PE based technique does not produce data which is radically
different.
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3.5 Conclusions
In this chapter, the potential of using a real-time Physics Engine to produce
scientific simulation software, capable of using the Discrete Element Modelling
technique to simulate the evolution of geological faults due to extension, was
explored.
First an overview of the DEM was provided in general terms, and criteria
that the PE must be able to satisfy in order for it to be potentially suitable were
defined. The feature sets and numerical accuracy of three of the prominent PEs
were then explored and compared to the criteria. As a result of this, NVIDIA’s
PhysX was chosen as the most suitable candidate for this experiment, primarily
because of its maturity as a library and superior documentation.
Initially a non-force based extension technique was used in which each ele-
ments position was modified before each time-step, the results of this can be seen
in dataset one. It was concluded that while the PE appeared to show it was
capable of performing the calculations required to an acceptable accuracy, the
extension method was undermining the desired effects of the bonds.
This was then altered so that model extension was introduced by applying a
force to each element. In order to attempt to maintain an even rate of extension,
both the upper and lower regions of the model were assigned the same bond co-
efficients, with only their breaking distance differentiating them from each other.
Bonds in the lower region were designed to not break for the duration of the simu-
lation; these results can be seen in dataset two. In this case fault-structures more
like those expected appeared; suggesting that a force based extension method
was preferable.
The third dataset presents the culmination of this process in which a force
based extension technique is utilised alongside modelling parameters that are de-
signed to overcome the issues seen in the first two datasets. In this final dataset
there is visual evidence of fault-like structures as they were expected. This suc-
cess leads to the conclusion that the initial hypothesis that a PE can be used to
perform the physics calculations of a DEM is correct. It was possible to success-
fully use PhysX to produce simulation software which modelled faults similar to
those seen in nature. However, certain aspects of the current state of the art in
PEs that hinder their usage for this application have also been highlighted.
Chapter 4
Physics Engine Parallelisation
Chapter three explored the potential for utilising a real-time Physics Engine (PE)
to simulate a Discrete Element Model (DEM). As the implementation was de-
signed and then developed, it became clear from the techniques used and the gen-
eral design ethos of the most popular engines, that they were aimed towards fast
and robust rigid-body simulation for relatively small n-body problems, typically
in the region of tens of thousands. In the case of the engine chosen, NVIDIA’s
PhysX [NVI11], this limit was a hard-coded one, set at the time of writing to
64, 000 bodies and 256, 000 contact points at any one time. Others, such as Bul-
let [Cou10] allow system resource and architecture to dictate their upper limits,
but the tree based methods used in the broad and narrow phases of the contact
detection reduce in efficiency as their size increases.
Therefore, it was proposed that a solution to this problem would be to split
the overall simulation into smaller sub-simulations, each running in their own
instance of the PE. Calculate each simultaneously and handle inter-simulation
contact, resulting in the sum of each of the smaller simulations being equal to
the larger whole. This form of implementation not only offers a solution to the
problem of simulation scale suffered by PEs, but is also closely related to the
methods currently employed to parallelise particle based simulations, either in
a shared memory sense, or using a distributed memory resource. It also has
the potential to provide a way to solve a DEM using parallel computation, even
though the PE itself is designed only to take minimal advantage of shared memory
multiple processor environments.
This chapter describes a method to split a larger overall simulation, specifically
a DEM, into multiple smaller simulations and perform their physical calculations
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using a PE considered as a black-box library. The method returns a potential
speed-up in calculation time where the scale of the n-body problem is within
the limitations necessary to overcome the overheads this form of parallelisation
introduces.
The chapter begins by presenting an overview of accepted parallelism paradigms,
and compares them to the way that PEs are designed. It then presents a method
by which to parallelise the calculation of a PE based DEM by splitting the model
into multiple sub-DEMs. The success of the method is explored, showing that
parallelisation is possible using both shared memory and distributed memory ar-
chitectures, and assuming a large enough model, speed-up is possible when com-
pared to calculating the same number of elements using a single instance of the
PhysX PE. Problems that were encountered are also discussed; these primarily
include the addition of computational overhead to handle boundary conditions,
and a reduction in simulation accuracy. Finally this is followed by a discussion
as to future work required to resolve these problems.
At all points in the chapter, any reference to a PE should be considered to be
referring to NVIDIA’s PhysX engine, however the techniques are presented such
that they are applicable to the PE paradigm itself.
4.1 Suitability of Parallelism for Physics Engines
Given the current gaming and animation focus of PEs, they are typically designed
to operate on consumer grade hardware which employs a shared memory approach
to parallelism. They are also designed so that their parallelism can be controlled
by the developer at a low-level, specifically so that designers of software like
computer games, where memory and resource management are critical, are able
to specify how much of a computers available resource is consumed by the PE in
terms of both memory and spawned threads of execution.
Due to this required level of control, and the fact that a PE is a collection of
algorithms pipelined together, some of which parallelise easily and others which
do not, current PE parallelism is limited to a single master thread that is able
to spawn worker threads at appropriate points in the pipeline. This is done
using a standard threading library that is appropriate to the operating system
being utilised. It does not allow multiple instances of the engine to be defined as
one of a whole and inter-operate with each other, therefore it does not allow for
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distributed parallelisation.
4.1.1 Shared Memory
Currently PEs are designed to make use of the type of parallel architectures found
in consumer grade hardware. This involves multi-threading portions of the engine
within the limitations set by the user upon its initialisation using operating system
(OS) specific methods and allowing the OS to handle the affinity of each thread to
available processing hardware. More recently a trend towards utilising GPU based
processing has also emerged, with portions of NVIDIA’s PhysX engine able to be
processed using their GPUs and others, such as Bullet, exploring the possibilities
of utilising open source general purpose graphics unit processing in the form of
OpenCL [Gro10]. The commonality between these parallelism methods however
is that they all require the multiple processing resources involved, (be they CPU
or GPU) to be linked by shared memory and the CPU based threading model
implemented by PhysX can be seen in figure 4.1.
While this is specific to PhysX, it is reasonable to state that other engines
that provide a multi-threaded variant of themselves such as Bullet and Havok
[Inc09], do so in a similar manner. This model is representative of the CPU
but not GPU based parallelism seen in PhysX. At the time of writing, PhysX
is unable to process its rigid-body pipeline using a GPU, and the appearance
of GPU processing within other libraries such as Bullet is still considered to be
experimental. The narrow-phase and solver sections of the pipeline are those that
spawn worker threads to complete their task in parallel, whereas the methods used
for the broad-phase are unsuited to low-level parallel execution.
When PhysX is used as a single threaded library, the model seen in figure
4.1 is simplified in that the space seen in the main applications run-time, during
which a simulation thread is created by PhysX, does not occur, instead the gap
seen in the figure can be considered to be filled with a single linear process that
performs the rigid-body pipeline calculations.
It can be argued that the form of parallelism already employed by PhysX is
the most suitable given the complex nature of the different stages of its pipeline,
however it has some notable limitations, firstly only two stages of the pipeline
can be subjected to any form of parallel execution, secondly, this model restricts
effective parallel execution to small-scale shared memory systems. A different
CHAPTER 4. PHYSICS ENGINE PARALLELISATION 131
Figure 4.1: The threading model implemented by the NVIDIA PhysX PE.
approach therefore is to employ the more common parallelisation techniques em-
bodied by standardised work-sharing libraries such as OpenMP [CJVDP07], and
utilise multiple instances of the library to calculate portions of the overall model.
4.1.2 Distributed Memory
When considering distributed parallelism, in which available computing resources
take the form of nodes as part of a larger overall system, it is necessary to allow
for inter-node communication, as one node in a distributed system has no access
to the memory of another. This produces a problem when considering how best
to parallelise a software solution as it is no longer the case that classical paral-
lelisation issues, such as consecutive writing or thrashing, are the only ones that
need to be considered. It now becomes a requirement that any data required by
one node, but stored on another, has to be passed along relatively low bandwidth
and high latency inter-connects.
A standard for passing messages between nodes exists within distributed com-
puting in the form of MPI [Gro00, GLT99], however the use of an inter-connect
to move data around introduces an overhead so it is important that distributed
parallel problems are designed with minimal message passing. Particle based
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simulations can distribute their work load by performing domain decomposition
(splitting the overall domain into smaller domains which are then assigned to a
specific node) [APM04]. The decomposition is an initial stage that occurs before
the actual simulation begins and is performed intelligently so that as even a dis-
tribution of particles across nodes as possible occurs. Once decomposition has
taken place, this is normally maintained throughout the life of the simulation. As
particles pass between domains, the node it is leaving informs the node that it is
entering of the event in the form of an MPI message.
Domain decomposition shows success in modelling scenarios that involve low
overall particle movement throughout the life of the model. In cases where the
particles in the system are in constant motion and have high velocities that cause
them to cross domains often, the amount of overhead produced by the message
passing can in some cases produce distributed software that is slower to execute
than on a smaller shared memory resource.
An alternative to domain decomposition is the model seen in figure 4.1, in
which certain portions of the simulations calculations are split into multiple
worker threads. It is possible for this to be implemented using a distributed
resource, with the major difference being that it would be necessary for each
worker thread to return its results in the form of an MPI message. In the case of
a distributed system involving a large number of processors, this has the potential
of undermining any speed benefits by introducing too much overhead. It is also
not feasible to apply this method to a pre-existing PE as they are designed to
be black-box libraries to be used as a whole pipeline rather than as a collection
of lower level algorithms. A variation on domain decomposition is required to
distribute the work of a PE based simulation.
4.1.3 Strategy for Parallelisation
When considering how best to parallelise a PE over a large distributed or shared
memory resource, there are two potential starting points. The first is to develop,
or modify, an existing open source engine specifically with the purpose of par-
allelising its methods such that their computation can be distributed wherever
possible. The second is to consider ways in which to perform a simulation using
multiple instances of an existing engine.
As the purpose of this research is to examine the applicability of current PEs to
the task of scientific simulation, initially in the form of a DEM, the second option
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was chosen. The methods described in this chapter aim to keep modifications
to the way that the chosen PE works to a minimum. Instead utilising existing
functionality to perform multiple smaller simulations, that when combined are
equivalent to a single larger model.
4.2 The Ghosted Body Parallelisation Method
In order to parallelise a DEM based around a black-box PE, it is necessary to
employ a form of domain decomposition. This means that the overall model is
decomposed, or split, into multiple sub-models, each of which is then processed
by a single instance of the PE. The most obvious initial question this method
raises is regarding its suitability, especially in a shared memory scenario, given
that instantiating n instances of the PE to simulate x number of elements will
have a larger memory footprint in total compared to a single instance to simulate
the same number of elements. This is an inevitable consequence of the overheads
that a general purpose library introduces as well as the fact that the algorithms
used at the various stages of the PEs pipeline utilise organised structures, such
as trees, to allow quick sorting of data for collision detection.
In reality the overhead of producing multiple instances of the PE can be
considered inconsequential when compared to other overheads as current versions
of the most popular PEs consume less than ten megabytes of memory per instance
in their initial state.
The next question can be refined to ask, “is it possible to extract the physi-
cal state of bodies and their contacts, from a PE, and relate that information to
a corresponding PE instance such that their bodies react as though the multiple
instances of the PE were in fact one. Therefore resulting in a capability to sim-
ulate more individual rigid bodies as a single model than would be conventionally
possible using only one instance of the PE”.
The answer to this question is considered over the course of the next five
sections, which present a method of domain decomposition for a PE based DEM
employing ghosts of elements.
4.2.1 The Method
In utilising a form of domain decomposition to facilitate the parallelisation of a
PE, dependence on any one parallel architecture has been removed, and while the
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techniques described in this chapter are implemented and demonstrated using a
shared memory application that utilises the OpenMP library, references are made
to any alterations required to allow the same technique to be distributed using a
message passing standard such as MPI.
Splitting the overall DEM into multiple sub-DEMs is shown diagrammatically
in figure 4.2. In the figure a distributed scenario of four nodes, each with four
processors is considered.
Figure 4.2: The model resulting from splitting a PE based DEM over a distributed
resource that contains four nodes. Shared communication is shown in blue, while
distributed communication is shown in red. A separate instance of the PE is
implied at each processor in the model.
The main challenge depicted by figure 4.2 occurs at the point where elements
reach a domain’s border, at which point two possibilities exist. The first is to
transfer elements between sub-models, allowing each domain to overlap to an
extent appropriate to the geometry of the elements in the model. The second is
to alter the domain boundaries so that each sub-model always contains the same
elements it starts with.
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The first of these options is more usual but it offers the possibility that each
element in the system will relocate so as to be in a single domain. As one of the
intended purposes of this parallelisation technique is to allow the computational
load of the DEM to be spread as evenly as possible over multiple instances of
the PE, the second option offers more control in this regard. Through altering
the boundaries of each domain, it is possible to define the maximum number of
elements that will exist in each sub-model’s simulation at any one time.
As each element will remain within its predefined domain for the duration of
the model’s evolution, it therefore becomes necessary to facilitate the collection
and distribution of any inter-elemental contacts that would occur were each of the
sub-models in fact a single simulation. To achieve this, a ghosting technique was
employed, in which elements close to the boundaries of each domain, are tested
against the neighbouring domain that they are encroaching. This is performed
using the broad-phase portion of the PE, and in cases where the enlarged element
is found to overlap one or more elements in the neighbouring domain, a ghost copy
of that element is created within it. The ghost element concept is similar to that
used in fixed domain decomposition methods, however the primary difference is
that rather than every element that falls within the domain boundary catchment
area being created in two domains simultaneously, only elements that are likely to
cause contact across domains are ghosted. Once a ghosted element is no longer
required, it is deleted. The ghosts themselves are physically identical to their
real element counterparts in that they have the same geometry, mass and other
physical assets, as well as being given the same initial physical state (i.e. position,
velocity etc.) as the real element they are ghosting. However the classification
of bodies that the ghosts can collide with is controlled using a collision filtering
mechanism found in the majority of PEs. This filtering allows the contact forces
to be controlled so that unwanted information, such as contacts between two
ghosts, is ignored.
To facilitate cross domain interactivity, details of contacts that are calculated
by the PE between ghosted elements and real elements are collected and copied
between the appropriate instances of the PE. This forms the majority of cross
model communication. An idealised version of this process can be seen in figure
4.3 in which the general PE pipeline is augmented to show where data is col-
lected from the PE and then re-inserted. This is achieved using the libraries own
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functionality1.
Figure 4.3: The PE pipeline, modified to show at which point collision data
needs to be collected and then inserted into the neighbouring simulation in order
to allow separate simulations to behave as one.
4.2.2 Dynamic Domain Splitting
Domain decomposition methods can be described as techniques which divide a
problem with a defined boundary, into smaller sub-problems and then coordinate
the solution between these sub-domains to find the larger overall solution for the
problem.
It is important to understand the difference between decomposing a domain
based problem algorithmically and decomposing a problem’s domain. The for-
mer is common when considering solutions to problems such as those presented
by Finite Element Analysis, with some notable examples including the Discon-
tinuous Galerkin Method [RH73] and the family of methods referred to as the
Mortar Methods [MMP89]. The latter however refers to domain decomposition as
a method by which to split the physical domain into multiple sub-domains to be
solved separately. The primary consideration for this form of domain decompo-
sition is the implication of the splitting schema chosen, with an optimal solution
1At the time of writing, PhysX SDK 2.8.4.4 does not provide all of the contact information
necessary for this method, therefore for the purposes of this work minor modifications were made
to the library. Access to the libraries source was provided by NVIDIA for research purposes,
however similar modifications can be made to open-source alternatives.
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being different from case to case. For the work presented here it is the latter that
is presented, which can be attributed to the fact that this method aims to allow
the parallel execution of multiple instances of a black-box library. Therefore it is
not intended to alter the algorithms contained within the library, rather harness
multiple instances of them to process the DEM simulation problem in parallel.
When a domain splitting schema is described, it is normally considered in
either one or two dimensions. Splitting in only one dimension has the advantage
that each domain can have a maximum of two neighbouring domains. However,
this can result in a scenario where each domain is unsuitably thin. A solution
is to decompose the domain in two dimensions, however this means that each
domain can have a maximum of six neighbours.
The most suitable schema depends upon the criteria presented by the current
modelling scenario, however there are a number of general observations that can
be made when deciding how to segment the model. The first is to choose the
splitting direction that will produce the least amount of inter-domain communi-
cation. Typically, in a 1D schema, this will be the dimension that produces the
smallest cross section. The next consideration is which splitting direction will
produce the least inter-domain cross-over. Again, for a 1D schema this will nor-
mally mean choosing a splitting dimension that is perpendicular to the general
global movement of the elements in the model. In the case of a 2D schema, the
same considerations apply, only across two dimensions instead of one.
As mentioned, it is one of the intended purposes of this application of do-
main decomposition that it should also provide a solution to the shortfall that
currently exists in the PE pipeline regarding the number of rigid bodies that can
be effectively simulated at any one time. In order to achieve this, each instance
of the PE considers the overall model space, with any static structures such as
triangulated boundaries, re-created in each and finally the elements are divided
between each instance.
When deciding how many sub-domains are suitable for a specific model, it
is necessary to take into account three factors. Firstly, the number of available
processors, secondly the maximum number of elements that can exist in each
instance at any one time and thirdly, the lowest level of granularity (or number
of elements per instance) that should be allowed given the chosen domain splitting
schema. It is possible to define how many sub-domains will decompose the overall
domain as described in algorithm 6.
CHAPTER 4. PHYSICS ENGINE PARALLELISATION 138
Algorithm 6 calculates the number of sub-domains (nd) that will decompose
the domain given the number of elements (Ex), the number of processors (n), a
resultant ratio (r = Ex/n) and the minimum and maximum desired number of
elements per sub-domain (Emin, Emax), assuming that Emax is greater than Emin.
1: if t < Emax then
2: if r < Emax then
3: nd = (Ex/r) AS Integer
4: else
5: nd = (Ex/Emin) AS Integer
6: end if
7: else
8: nd = (Ex/Emax) AS Integer
9: end if
Once the number of domains being decomposed is known, it is then a matter
of dividing the elements from the overall model using either a 1D or 2D decom-
position pattern. A visual example of this process can be seen in figure 4.4, in
which a model containing 30, 400 elements, has been decomposed into domains
assuming Emin = 1000, Emax = 20, 000 and n = 4. In this example a 1D schema
has been applied in both the x and z dimensions as shown by the results (a) and
(b) respectively.
The results are visualized by applying a different colour to the elements in
each of the domains. The domain boundaries associated with each domain are
also shown as a coloured box, it is notable that there is an overlap between the
domains even before simulation has begun, however this overlap is not to allow
the traditional area of co-existence of fixed domain decomposition techniques, in
which elements exist in two domains at one time, rather it is a result of splitting
the hexagonal packing schema. The optimal choice for the direction of the split-
ting schema is not discussed here, rather it is discussed during the next section.
With the initial decomposition defined, it is possible to instantiate multiple
PE instances. Control of interaction at the domain boundaries is then handled
using a ghosted element scheme. However for this scheme to work, it is necessary
that the definition of the domain boundaries reflect where in the overall model
space that the elements associated with that domain currently lie. As such, they
are updated during the evolution of the simulation. Through this, it is possible to
perform the ghost element calculations seen in the next two sections. A depiction
of this process can be seen in figure 4.5, in which the domain boundaries for a
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DEM containing 20, 000 elements and two domains are shown in their initial state
(a) and then expanded after a period of simulation (b).
Figure 4.4: A DEM containing 30, 400 elements that has been decomposed using
a 1D schema, into four domains.
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Figure 4.5: The domain boundaries for a DEM containing 20, 000 elements, first
showing them in their initial state (a) and then after a period of simulation (b).
CHAPTER 4. PHYSICS ENGINE PARALLELISATION 141
4.2.3 Ghost Creation and Destruction
Once the overall domain has been decomposed into multiple sub-domains, the
result is that multiple instances of the overall simulation are calculated using
multiple instances of the PE. Each instance handles a sub-set of the overall ele-
ments, therefore each is unaware of the others and without an interface between
them acts as though the elements in the other simulations do not exist.
As the methods presented are intended to allow a black-box PE to be utilised
in a parallel manner, it is a requirement that the interface between the multiple
instances is applicable within the available functionality provided by a PE. With
this in mind, the method by which to access contact forces within PhysX and the
majority of current PEs, is to specify appropriate contact geometries within the
simulation, such as a mirrored copy of the spheres in the example DEM shown
here. This provides an interface to the data generated during the narrow-phase
and first portion of the solution stage. This is only accessible after the third stage
of the pipeline has been completed, and the new positions of each body in the
engine calculated, which has the potential to introduce accuracy issues which are
discussed later in this section.
To facilitate the extraction of inter-elemental contacts that would occur if
the simulation were not split, ghost elements are created or destroyed as they
are needed. These ghosts are copies of their real counterparts and are added to
the simulation using the current physical state of the element they are ghosting
(i.e. position, orientation, momentum, velocity etc.). PhysX, and all of the PEs
previously mentioned, offers functionality within its libraries to facilitate this
task, which is defined in algorithm 7.
Points of note within the algorithm include the necessity to know from which
direction the two domains are encroaching, which is provided by the dynamic
boundaries described in the previous section. The algorithm shown is designed to
handle the three possible cases provided by a 1D decomposition schema, however
in the case of a 2D schema, the number of potential cases increases accordingly.
It can also be noted that the first two cases can be considered more efficient than
the third, as in a scenario where one domain is entirely surrounded by another, it
becomes necessary to test each element in each domain with the other. Whereas
in the first two cases, it is necessary only to test elements within the buffer at
the domain’s edge, which can be refined in size according to the level of overlap
between the two domains. In cases where the domains’ boundaries experience
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Algorithm 7 calculates when a ghost needs to be created or destroyed given a
buffer (x), element velocity (u), a time-increment (∆t), a domain count (nd), an
increased AABB store (AABBinc) and element acceleration (a).
1: for i = 0 to i = nd EXCEPT j do
2: for j = 0 to j = nd EXCEPT i do
3: if i is to the left of j and encroaching then
4: for n = 0 to n = elements in i in x between i and j do
5: if n.ghost = FALSE then
6: AABBinc = nAABB + (nun∆t +
1
2
nan
2
∆t)
7: if AABBinc overlaps any element in j then
8: create ghost of n in j
9: n.ghost = TRUE
10: end if
11: else if n.T imeOut = TRUE then
12: delete ghost of n in j
13: n.ghost = FALSE
14: end if
15: end for
16: else if i is to the right of j and encroaching then
17: for n = 0 to n = elements in i in x between j and i do
18: As per lines 5-14
19: end for
20: else if i is surrounded by j then
21: for n = 0 to n = itotal do
22: As per lines 5-14
23: end for
24: end if
25: end for
26: end for
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little overlap, it is possible to reduce the size of the buffer to be equal to the
largest geometry it needs to contain.
It is also worth noting that the act of determining whether a geometry will
overlap an element in the adjacent domain at any point during the next time-
step can be performed using functionality within the PE. This allows an enlarged
copy of the elements Axis-Aligned Bounding Box (AABB) to be tested using
the broad-phase algorithm, or in cases where greater accuracy is required, the
narrow-phase, algorithm 7 assumes an AABB check. While utilising the PEs
collision detection functionality allows the overlap testing to be performed using
well optimised code, it is still true that this check is the most computationally
expensive of the entire algorithm. Therefore after an element has a ghost assigned
to it, it is necessary to define it as being ghosted, so that it is not subjected to
the overlap test during the next time-step. However it is desirable that ghosts
no longer in contact with other elements are removed to free system resources.
This can be achieved in two ways. The first is to perform an overlap test even for
elements that have a ghost, and if the test is negative, remove their ghost; the
second is to time-out ghosts that remain unused for a predetermined number of
iterations. The latter is less computationally intensive and is employed here.
The result of this process can be seen in figure 4.6, which shows a DEM
containing 30, 400 elements decomposed into three domains using a 1D schema.
At the top of the figure (a), the initial domain boundary buffers are shown and
then at the bottom (b), the resultant ghosts that are created are shown. The
colours of the elements from (a) are repeated in their ghosted counter-parts in
(b) to demonstrate that they are ghosts of elements that exist in the neighbouring
domain. Assuming the simulation seen in figure 4.6 was allowed to evolve, the
dynamic boundaries of each domain would update according to the positions
of the elements it contains and new ghosts would be created or deleted where
necessary.
While this method provides a technique which allows inter-domain communi-
cation within the functionality of the PE, it should be noted that it is not without
fault. The most obvious of these is that it introduces extra processing overhead
due to the need to create mirrored copies of elements across domains. The extent
to which it adds extra elements to the simulation will vary depending upon the
nature of the model and how far each domain encroaches on its neighbours, as
well as how many of each domain’s elements lie close to its boundaries.
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Figure 4.6: The process of defining ghosts for elements, in their neighbouring
domains.
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An additional consideration that it introduces is that a notable reason for
applying this technique to a PE based simulation is to allow the limitations of
the PE pipeline in terms of the of n-body simulations that can be performed to
be circumvented. In the case of the chosen engine, PhysX, this limit is in fact
currently hard-coded such that if the ghosting technique were to add more than
64, 000 rigid bodies to a single instance, in addition to the elements that already
exist, or produce more than 256, 000 contact points at any one time, then this
is classified as a run-time error. Therefore it is necessary to consider this when
defining the value for the maximum number of elements allowed per domain.
With the task of creating and destroying ghost copies of appropriate elements
in each sub-domain complete, it is then necessary to extract contact forces that
the elements experience, and then apply them to their appropriate counter-parts.
This is described in the following two sections.
4.2.4 Domain Border Calculations
The final stage required to allow a multi-domain simulation to inter-operate is to
collect and utilise the forces that the ghosted elements and their ghosts experience.
Within current PEs, functionality is provided to allow contacts between rigid
bodies that were calculated during the broad and narrow phases of the pipeline to
be examined. This functionality is implemented as a way for animators or game
designers to assign appropriate events to collisions. An example of this might be
a sphere hitting a wall made of multiple cuboids. While the PE will calculate
the movement of the sphere and the cuboids, the game designer or animator may
wish to play an appropriate sound depending upon the force of impact between
them, or display a visual effect appropriate to the collision’s magnitude. However
it is through this interface, that this method is able to collect the data necessary,
although in the case of PhysX a minor modification is currently required to the
operation of the engine, which is described later in this section.
The task to be completed at this stage is depicted in figure 4.3, however it can
be further defined by the flow diagram seen in figure 4.7, where it is shown that
following from a time-step being simulated for each instance of the PE, we then
wish to collect the contact forces experienced by both the elements with ghosts
and the ghosts themselves, and then apply them to their counter-part.
Figure 4.3 shows the ideal situation, in which contact forces are extracted
from the PE directly after they have been calculated, after the narrow-phase and
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Figure 4.7: A flow diagram, showing the flow of data that is required to allow
contact forces between elements, at the boundaries of domains, to be considered.
contact resolution but before the forces are actually integrated during the final
stage of the pipeline, however this is not the functionality that PhysX or any PE
currently offers. PEs currently provide an interface which allows data extraction
and insertion to occur as seen in figure 4.8. As the figure shows, instead of
being able to access contact forces directly after they have been calculated, but
before they have affected their respective elements, access is actually provided
following the completion of the entire pipeline. This then means that contact
forces calculated have to be introduced to their appropriate element prior to the
next time-step but after the current step has been completed.
Figure 4.8: The flow of contact forces between instances due to the limitations of
the interface provided by the PE.
As is shown in figure 4.8, this limitation of data access within current PEs
means that contact forces have to be applied before the next time-step’s pro-
gression through the PE pipeline. In theory, this should make no discernible
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difference to the actual movement experienced by the elements, as the copied
contact forces are integrated during the first stage of the next iteration of the
pipeline, meaning the element’s predicted movement will be the same as if the
forces were applied during the final stage of the previous iteration of the pipeline.
In reality however, a number of factors affect the effect that the forces now have,
varying even according to which PE is utilised.
An example of this is that because the contact forces are resolved as a system
of linear equations as an LCP within the PE, it is typical for a global stabilisation
factor to be added to the resultant contact forces to try and avoid a simulation
explosion caused by factors such as floating point accuracy. However, the results
then revealed by the engine’s interface may contain the exact value for the forces
calculated. Without knowledge of the global stabilisation factor, applying the
unaffected forces will produce a slightly different result. Depending upon the
engine in question, other stabilisation factors may also be introduced at various
points in the pipeline, however describing them all is an impossible task due to
the closed nature of some PEs, as such it is sufficient to state that the result of
introducing the contact forces at the start of the pipeline, through the appropriate
user-introduced force methods, are likely to be slightly different than allowing the
PE to integrate them during the correct part of the pipeline.
There are two potential solutions to this problem. The first is to utilise an
open source PE (or to design a new PE specifically with this in mind) and redesign
the usual pipeline to allow for a new stage that follows after the resolution of the
contact forces but before final integration occurs. Conceptually, this new stage
of the pipeline would allow the contact forces to be distributed between domains
and applied appropriately. However, this solution involves designing a new PE
specifically suited to the task of parallelisation using ghosted elements and can
be considered future work.
The second option has therefore been adopted here, in which a corrective stage
is added after copying forces. During this stage, which occurs after a time-step
has been completed, the position and physical properties of the ghost elements
are synchronised to their real element counter-parts. While this will not produce
an exact result in terms of a domain decomposed simulation, compared to a single
domain simulation, due to the fact that it utilises unrealistic corrections to the
element’s physical state, it does allow the method to produce simulations which
are physically comparable. The extent to which this method introduces error is
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discussed in more detail later.
4.2.5 Force Mirroring
Facilitating the collection and distribution of contact forces experienced by the
ghosted elements and their respective ghosts requires the implementation of algo-
rithms designed around the interface provided by the chosen PE. The examples
shown here are designed around PhysX, however it is reasonable to state that the
alternative engines presented in chapters two and three also offer similar func-
tionality. Therefore these techniques can be considered to be applicable across
the PE paradigm rather than being designed specifically for PhysX. The overall
simulation process is presented in the form of a flow diagram as shown in figure
4.9.
The two stages of the simulation that are to be described in this section are
highlighted in blue in the figure. Specifically, stage two pertains to the collection
and distribution of contact forces at the boundaries of each domain, using the
ghost elements as an interface. Stage seven refers to the synchronisation of the
ghosts to their elements, added to this solution to overcome the issues described
previously.
An important consideration regarding what the ghosts should be allowed to
collide with should be taken into account at this point. When the purpose of
a PE is analysed, it is fair to come to the conclusion that it should calculate
all contacts that occur in the defined system of rigid bodies over the requested
elapsed time period. When employed according to their default behaviour, this
is a correct description of how they work, however, when considering the purpose
of the ghosted element system it is not the desired behaviour.
In the DEM example shown here, which contains only elements bounded by
nothing but a single horizontal plane placed just below the lowest position of the
initial mass of spheres, the only collision interaction of interest experienced by
the ghosts is between themselves and the real elements. Information regarding
contacts that occur between ghosts and other ghosts is a meaningless interaction
within the context of the simulation as are contacts due to collisions between the
ghosts and the plane. These forces are already mirrored to the ghosts in algorithm
8 and therefore should not be duplicated. The nature that this collision filtering
takes will differ depending upon the simulation being implemented, however it is
important to ensure that the ghosts do not generate any extraneous forces.
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Figure 4.9: The stages taken in the overall simulation process for a domain de-
composed PE-based DEM.
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Stage two is described in algorithm 8, and an important aspect to note is
the requirement that individual elements in the system, be they real or ghosts,
are able to be classified (typically numerically) when they are created and then
masked (typically by bitwise operation) during run-time. This functionality is
also important during game and animation development and as such is available
within the majority of PEs, including PhysX.
Algorithm 8 describes the process of collecting and distributing contact forces
given a contact list (c).
1: for i = 0 to i = ctotal do
2: if c[i]body1 and c[i]body2 are elements then
3: if c[i]body1.ghost = TRUE then
4: apply i to c[i]body1.ghost
5: end if
6: if c[i]body2.ghost = TRUE then
7: apply i to c[i]body2.ghost
8: end if
9: else if one body is an element and one is a ghost then
10: if c[i]body1 is an element then
11: if c[i]body1.ghost = TRUE then
12: apply i to c[i]body1.ghost
13: end if
14: apply contact from c[i]body2 to c[i]body1
15: else if c[i]body2 is an element then
16: if c[i]body2.ghost = TRUE then
17: apply i to c[i]body2.ghost
18: end if
19: apply contact from c[i]body1 to c[i]body2
20: end if
21: else if one body is an element and one is something else that is not a ghost
then
22: if c[i]body1 is an element then
23: if c[i]body1.ghost = TRUE then
24: apply i to c[i]body1.ghost
25: end if
26: else if c[i]body2 is an element then
27: apply i to c[i]body2.ghost
28: end if
29: end if
30: end for
A point to note about algorithm 8 is that forces are shown to be copied as
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they are extracted from the PE generated contact list for each domain, however
in reality, as shown in figure 4.9, these forces should be collected to a buffer and
applied at a later stage. This has multiple advantages; it ensures that no contact
forces are applied to ghosts destined to be removed during stage three, it also
means that in cases of a distributed implementation, forces can be transferred as
a single contiguous transmission rather than in the form of multiple smaller ones.
Algorithm 8 is specific to the presented problem of a domain decomposed
DEM containing a single type of element and one bounding plane. However
in cases where the contact between different classifications of body needs to be
collated and distributed, the logic needs to be extended to cover all permutations
of the classes present. An example of this might be the inclusion of a second
classification of a rigid-body to represent a different type of element in the model.
The second highlighted part in figure 4.9, stage seven, refers to ghost syn-
chronisation added to the technique in order to partially correct the problems
introduced by the design of current PEs. This process is simple, but important
in ensuring that the movement of the ghosted elements remains as similar as
possible to the real element counterparts and is defined in algorithm 9.
Algorithm 9 describes the process of synchronising the physical state of a list
of ghosts (g) to their elemental counter-parts (e).
1: for i = 0 to i = gtotal do
2: set the angular and linear velocity of g[i] to e[i]
3: set the angular and linear momentum of g[i] to e[i]
4: set the position and orientation of g[i] to e[i]
5: end for
While at first glance it may appear that foregoing the task of force copying
altogether and only synchronising the ghosts to their real element counterparts
could be sufficient to produce a successful domain decomposed simulation. In
actual fact the use of the ghosts in this manner means that although the ghosts
work as the interface between domains, the forces experienced by the ghosts
as they come into contact with real elements are not transferred back to their
counterparts, as it is not possible to synchronise the ghosts to their elements and
the elements to the ghosts. This process can only be applied in one direction
otherwise the equivalent of a feedback loop is produced. Therefore while ghost
synchronisation alone offers the potential for a split simulation that is similar to
one which is not, the combination of movement by force integration and then
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minor correction via synchronisation is the more elegant solution by concept.
This is because the physical states of the ghosts are primarily updated using
numerical integration and the technique allows forces to also be fed from ghost
to real element.
It can also be noted that direct synchronisation of the physical state of ghosts
within a PE, between time-steps, may be successful in simulation scenarios which
involve low and continuous movement in a single global direction. In cases where
large or erratic movement occurs between time-steps however, it is feasible that
the synchronisation of a ghost element to its new position may place it so that
it overlaps another element in the system. This would then be corrected by the
PE by applying a force to expel the two rigid bodies from each other, resulting
in an explosion-like effect. In integrating contact forces produced by the PE to
calculate a new physical state for each element before synchronisation occurs, it
is less likely that this will occur as the correction applied by the synchronisation
will be small in most cases.
Ultimately, while application of a corrective synchronisation stage allows a
decomposed simulation to be performed using the current design of the most
notable PEs, it is not ideal for the reasons previously stated. As such only a
redesign of current PEs to allow contact forces to be distributed and integrated
at the appropriate point in the pipeline can be considered a correct solution to
the problem.
4.2.6 Simultaneous Simulation
The final consideration that must be made in order that the technique presented,
and depicted in figure 4.9, is able to be run in parallel is that each instance of the
PE has advanced its current time-step before any other is allowed to continue.
This is due to the fact that it is a requirement that any applicable forces or
physical states are available from ∆t− 1, to be introduced into each domain for
the next advancement by ∆t.
This problem is typical of distributed parallel programming, in cases where
each domain’s calculation takes approximately the same amount of time before
synchronisation is required, it does not have the effect of hindering potential
performance. In cases where one domain is calculated more quickly than the
others however, there is no alternative than to make the resources allocated to
that domain wait until all of the others have also completed.
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The point at which synchronisation must occur can be defined based on the
diagram seen in figure 4.9. The PE instance calculating each domain of the
model must be synchronised following stage 6, as both stage 7 and stage 2 at
the start of the next iteration of the programme’s flow, require that each domain
is currently calculated to the same value of ∆t. A depiction of this can be seen
in figure 4.10, which shows an example case of the method being computed on
a distributed resource containing two nodes, for the sake of clarity, each node is
considered to have only one available local processor. In the figure a red line is
drawn across the programme flow for each of the two domains, showing where a
synchronisation point, or barrier clause, should be to ensure that each instance
of the PE is temporally synchronous.
Figure 4.10: The point in the programme flow (figure 4.9) at which a barrier
clause should be placed to ensure that force and synchronisation data is correctly
copied between domains.
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4.3 Analysis of Parallelisation Success
Analysing the success of a technique designed to allow the parallel execution of
software typically takes the form of asking whether the data produced by the
parallelised software is the same as its serial counter-part and also whether the
process of parallelisation sped up its execution and if so by how much.
However these staple measures are not the only ones applicable to defining
whether the technique presented in this chapter can be considered successful.
While considerations of the comparative accuracy of the results and whether the
technique offers a potential for speed-up are important and considered in this
section, it is also important to analyse to what extent the technique provides a
solution to the original problem. Success of the method therefore needs to also
be considered regarding whether it allows larger models to be simulated than
possible using a single PE instance.
4.3.1 Parallel Execution
An important point when considering the success of any parallelisation technique
is to ascertain whether the simulation executed in parallel produces the same
results as if it were executed serially. In the case of the technique presented here
it was discovered that current PEs do not allow access to the appropriate contact
data at the right point in the processing pipeline.
When a set of example results is compared directly, incorporating an identical
simulation but each to a different level of domain decomposition, it is possible
to see that although the general trend of movement for the elements in each is
similar, and that the decomposed simulations appear physically correct with no
elements overlapping and no apparent erratic behaviour, the individual paths of
each element is different, with the difference from the baseline single instance
deviating more in cases with more decomposition.
To exemplify this, figure 4.11 shows the path of two elements selected from
a 9000 element DEM. The same two element’s paths are shown for five different
levels of decomposition of one, two, four, six and eight domains. Each simulation
was performed for 1000 time-steps and the position of the two elements recorded
for each step, the paths shown are therefore accurate to within a single time-step
of the model. At the top of the figure is a view of the paths for the two elements
over all time-steps, which is then followed by the paths of the same two elements
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Figure 4.11: Five stream-line visualizations showing a comparison of the motion
paths taken by two elements from a DEM containing 9000 elements, over the
course of 1000 time-steps. The top of the figure shows the paths taken by elements
that are calculated using a single instance of the PE, while the bottom of the
figure shows the paths for the same two elements from four domain decomposed
simulations.
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from the four decomposed simulations from the same angle. While this offers
only a two dimensional view of what are in fact three dimensional paths, it has
been chosen to show the direction of greatest movement due to the elements in
the model experiencing a force pushing them from the left of the figure to the
right, as well as toward the bottom due to gravity.
While it can be seen that the same general shape of path is formed for each
of the decomposed simulations, when compared to the single instance baseline
simulation, there is a notable difference in the actual detail. It can also be noted
that the location of the paths within the overall model’s coordinates is different
between the simulations, showing that the simulated results are in actual fact
different and indeed it is reasonable to state that the models are not representative
of each other in any physical sense other than they produce an end result with a
similar overall appearance.
An example of the final resting state of all of the elements in the five simula-
tions can be seen in appendix A, section A.1. At this stage, it is not considered
necessary to produce metrics regarding the extent of the error, as visual analysis
shows that the solutions produced by the domain decomposed variants of the
simulation do not produce the same results as that of the single instance. As this
was the expected outcome given the problem previously identified with regards
to the accessibility of the contact data, it is not considered prudent to attempt to
correct the error in the results, rather to conclude that the fundamental design
of current PEs needs to be altered to fully accommodate a domain decomposed
simulation.
4.3.2 Parallel Performance
An important consideration when parallelising the calculation of a simulation is to
what extent the technique used allows the use of multiple processors to decrease
the amount of time taken to calculate the same simulation when compared to a
single processor alone. It is rare for a parallelisation technique to produce a linear
speed-up, i.e. progressing from one processor to two resulting in the amount of
time needed for calculation being halved. This is due to a variety of factors that
multi-threaded or distributed parallel processing introduces when compared to a
serial equivalent; however a reasonable umbrella term for these is parallelisation
overhead. The amount of overhead will vary depending upon the individual
nature of the algorithm being parallelised, and also by the parallel architecture
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being designed for, however it is this inevitable overhead that leads to the vast
majority of parallelisation techniques resulting in a non-linear speed-up factor
being achieved.
Within the technique presented in this chapter, there are various overheads
that exist in the domain decomposed version of the simulation, when compared
to the single instance version. This is best illustrated by comparing the original
programme flow, as depicted in figure 4.9, against a modified flow for the serial
version, which can be seen in figure 4.12.
Figure 4.12: A comparison of the programme flow for a single domain simulation
and one using multiple split domains.
Splitting the single domain into multiple domains has introduced five new
stages to the work flow, some, such as stage one on the right of figure 4.12,
introduce negligible overhead. Others, such as stage two, produce significantly
more overhead as iterating through a list of all contacts in a rigid body simulation,
classifying them and then storing them in memory local to each domain is a
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considerable task. While it is not possible to state exactly the level of overhead
that this stage will introduce, as it will change per time-step depending upon the
position of the elements in the simulation, it is reasonable to state that it will
always be more than negligible in simulation scenarios involving large amounts
of inter-body contact.
It is therefore important to determine whether, given the added processing re-
quired to simulate a DEM using multiple instances of a PE compared to only one,
the technique presented offers potential for speed-up when directly compared. In
order to test this, four separate DEM simulations, each containing more elements
than the last, were simulated on the same shared memory architecture, specifi-
cally:
 2 Intel X5472 CPUs (8 processing cores).
 64GB shared memory.
 64 bit DEM software (PhysX SDK 2.8.4.4).
Wherever possible, given the limitations imposed by PhysX, each DEM was
calculated using five instances of a single domain and then two, four, six and eight
split domains. In order to measure performance, each simulation was run over
100 time-steps, and the time taken to complete the entire programme flow (see
figure 4.12 for examples of both the single and multiple domain programme flows)
recorded using a programmatic timer for the same three time-steps, 10, 50 and
100. In the case of the single domain, timing was taken for the three stages re-
quired for its calculation only. In order to allow for fluctuations in timing caused
by uncontrollable factors such as operating system intervention, each of the three
readings were taken three times, each from a distinct execution of the DEM soft-
ware. In every case, each instance of the PE had any internal parallelisation that
would otherwise be performed by the library turned off; therefore each instance
ran in its own separate thread of execution, ensuring it was possible to directly
compare results.
The arithmetic mean was then taken of the resulting nine values and this final
value used to determine the general performance of each permutation for each
DEM. A listing of the complete timing data can be found in appendix A, section
A.2, as well as depictions of the starting positions for the domain decomposed
permutation of each DEM and how it was defined (see appendix A, section A.3).
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The results of these tests can be seen graphed in figure 4.13, where each has been
drawn using a curve generated by spline interpolation, in each case the lowest
value from the interpolated curve has been defined, although it is worth noting
that this value would alter if a different curve fitting algorithm was used. Spline
interpolation was chosen here as the number of available data points is relatively
low, and it produces the most convincing fit geometrically.
Figure 4.13: Graphs of the timings for four DEM simulations. (a) Shows the
timing curve for a 9000 element model, (b) a 20, 000 element model, (c) a 30, 400
element model and (d) a 98, 000 element model. Each curve was created via spline
interpolation.
As can be seen in the figure, splitting the models into multiple domains pro-
duces a speed-up compared to the single domain variant. The magnitude of the
speed-ups obtained show that while the overheads generated by making multiple
PE instances inter-operate are significant, they do not supersede any performance
benefit gained through the technique up until a point. It is notable that there is
a knee-point in each of the sets of data after which speedup begins to diminish.
The general trend of execution time for each split domain simulation should
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bear resemblance to that of the single domain simulation. In order to show this,
figure 4.14 plots the number of elements simulated against the time taken for
each of the individual domain splits.
Figure 4.14: A graph showing the time taken by five domain decomposition
patterns to calculate four different quantities of elements. One domain is shown
by the blue line, two by red, four by green, six by purple and eight by light blue.
The use of domain decomposition in figure 4.14 has only a small effect on the
general trend of execution time seen for the three simulation sizes explored. This
is as expected, in that as more elements are introduced to the simulation, the
rate at which the amount of time taken to process each iteration also increases.
It is reasonable to state that had each of the examples been run on a larger
shared memory architecture, with more than eight individual processing cores,
then the increased number of domains would have eventually resulted in each
of the domain decomposed simulations running more slowly than their single
domain equivalent. This can be extrapolated from figure 4.13, and shows that
the overhead generated by the domain decomposition will eventually outweigh
the speed-up that the technique provides.
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It is possible to utilise the provided data to examine this effect and approxi-
mate when this saturation point occurs. It should be noted that this is possible
for these cases due to the closely packed hexagonal nature of the starting position
of each model, and the fact that the timings were recorded before any major de-
formation of the initial packing state could occur, therefore each border of each
domain contained the same number of ghosts at all recorded points. For example,
a domain decomposed using a 1D schema of four domains, results in six borders.
Assuming 1500 ghosts were generated across the entire model, each border would
contain 250.
While the data presented in figure 4.13 is considered relatively sparse, it is
clear that a knee-point does exist at which point the parallelism overheads coun-
teract any potential speedup offered by the technique. While the granularity of
the data produced does not allow the exact value when this occurs to be defined,
it is reasonable to take the lowest value from the spline interpolated curve drawn
through each set and use it to calculate an ideal number of ghosts that should
exist at that point. Figure 4.15 shows this extrapolated ideal number for each
of the four example scenarios in the form of a percentage of the models overall
number of elements.
Graphing the ideal percentages of ghosts to actual elements shows that as
the number of elements in the model increases, so the ideal number of ghosts,
as a percentage of that figure, decreases, this is due to a combination of factors.
When decomposing larger simulations, each domain will contain a larger number
of elements, this means that the ideal number of domains will increase, this
can be seen to be true in figures 4.13 and 4.14, where the largest example of
a simulation, containing 98, 000 elements, has an optimal number that can be
reasonably approximated to six scenes, while each of the smaller simulations had
optimal decompositions reasonably approximated to four scenes. However as the
number of domains are increased, so too are the number of ghosts introduced into
the simulation. The addition of these extra ghosts, alongside the actual elements
slows calculation to the point where a more efficient solution is to reduce the
number of domains.
It is also reasonable to extrapolate an approximation of the optimal ghost
to element ratio for the example presented and use the values to evaluate the
optimal number of domains for this given scenario. To do this, a power trend was
taken of the four points seen in figure 4.15 and values extrapolated between 9000
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Figure 4.15: A graph showing the ideal percentage of ghosts to elements for each
of the four example scenarios.
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and 1, 000, 000 elements. These results can be seen plotted alongside the original
four values in figure 4.16, where the extrapolated values are shown by the red
line and the original by the blue line.
Figure 4.16: A graph showing an extrapolated power trend curve (seen in red)
for the ratio of ghosts to elements over a range of element quantities, between
9000 and 1, 000, 000.
While it can be seen that applying domain decomposition and then simulating
each domain using a separate instance of the PE allows the same model to be
executed in a smaller time period, it should be noted that all results presented
here were produced on shared memory architecture. It has also been shown
that the technique allows a simulation that exceeds the limitations of n-body
simulation scale currently imposed by some PEs.
4.4 Conclusions
The purpose of this chapter was to present a technique by which to employ
multiple instances of a PE in order to calculate a domain decomposed DEM.
The reasons that this was deemed a worthwhile pursuit stemmed from findings
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in chapter three, namely that the PE pipeline, and the algorithms typically used
within it, operate most efficiently when used to calculate a rigid body simulation
with relatively low numbers of bodies. In the case of the PE utilised in this
chapter and chapter three, NVIDIA’s PhysX Engine, a hard-coded limit to the
number of bodies and more importantly, the number of contact points, that can
exist in each PE instance at any one time exists.
The original theory used to justify the work presented in this chapter was that
by decomposing the overall number of elements in a DEM into smaller subsets of
a size equal to or less than the ideal (or enforced) maximum that each instance of
the PE can handle, it would be possible to simulate a DEM containing a number
of elements limited only by available hardware resource. It was also suggested
that the technique should result in a tangible speedup when compared to a single
domain.
The first point to note is that during the process of designing and implement-
ing a method to allow each instance of the PE to communicate with every other,
it was discovered that currently PEs do not allow access to the appropriate data
regarding contacts between rigid bodies at the appropriate time. They allow the
user to extract details regarding each of the contacts only after the entire pipeline
has been executed. This in turn means that they have to be introduced into the
appropriate neighbouring instances before their next iteration and therefore be-
fore execution of their pipeline has begun.
This also means that the method of application of the forces to each body has
the potential to differ between engines. The forces introduced using the interface
methods may apply minor modifications to the values entered, such as stability
terms, or perhaps a form of damping beyond that defined by the user.
The result of this issue meant that while the technique presented does allow
a larger DEM to be split into multiple domains and simulated using multiple PE
instances, the results produced vary compared to the baseline of using only one
instance. It has been concluded that the way to resolve this issue is to either
re-engineer an existing open-source PE such as Bullet, or create a new PE, such
that the forces are collected and distributed between instances following on from
their calculation at the beginning of stage three of the pipeline.
With regards to whether the technique allows the same number of elements
to be simulated in a smaller period of time than a single instance, analysis of
timing results, taken from four DEM simulations containing increasing numbers
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of elements, showed that the technique does allow a speed-up to be achieved. It
has been shown that, when using a specific domain decomposition pattern, there
is an ideal number of domains in each case. It has also been observed that this
is linked to the number of ghosted elements that are created, the ideal ratio for
which falls, as the number of elements in the DEM is increased.
It has been shown that this technique can simulate a larger n-body problem
using a PE than would have otherwise been possible, but it leads to a slight
difference in results.
Chapter 5
Visualization of a Geological
Fault Model
This chapter describes the process of applying both traditional and contemporary
visualization techniques to geological Discrete Element Model (DEM) data such
that faults can be defined and analysed. An underlying methodology is provided
in section 5.1, which describes the theory behind the Haber-McNabb method,
and each subsequent technique is then related back to this underlying concept.
Exploration of the DEM data through the application of common visualiza-
tion techniques is documented; including the use of glyph representation, colour
mapping, data visibility and temporal selection.
After the application of visualization techniques to the problem of exploring
geological DEM data, a novel visualization taxonomy suited to the problems
this type of data presents is defined. It is intended that this be a guide for
future visualization efforts applied to particulate geological data and the start of
a standardisation process within this immature area of visualization. Finally the
techniques presented are evaluated via user based studies.
5.1 Underlying Visualization Methodology
The process of visualizing data requires different steps in order to progress from
a dataset in its raw state through to an eventual visualization. This process was
formalised by Haber and McNabb in their publication “Visualization idioms: A
conceptual model for scientific visualization systems” [HM90]. In the paper they
define a method in the form of a flow of processes that must be applied to raw
166
CHAPTER 5. VISUALIZATION OF A GEOLOGICAL FAULT MODEL 167
data in order for it to be converted into an Abstract Visualization Object or AVO.
The AVO is then rendered into an image which can be displayed, see figure 5.1.
Figure 5.1: The stages of the Haber and McNabb model. Items on the left of the
figure are outcomes, while those on the right are actions.
The components of the three stages of the model can be split into two cat-
egories, outcomes and actions. Elements of the method on the left hand side
are the outcomes, except for the first which, although an input, is a necessary
starting point for the flow. Elements on the right hand side are actions taken to
produce the subsequent outcome on the left. The action elements from the figure
can be described as follows:
 Stage 1 - Data Enrichment or Enhancement: This stage modifies, or
in some way refines, the raw data into a new derived dataset that is suitable
for manipulation by the next stage.
 Stage 2 - Visualization Mapping: During this stage the derived data is
mapped to the appropriate properties of the AVO, these may include such
properties as colour, or transparency. This results in the AVO, which is an
abstracted conceptual version of the final rendered visualization.
 Stage 3 - Rendering: This stage takes the conceptual AVO object and
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applies appropriate rendering methods to it in order to produce a final
displayable image.
In the sections that follow, wherever appropriate, techniques will be referred
back to this method, indicating where in the flow they fit and therefore how they
are classified according to the model.
5.2 Dataset Analysis
Typically DEM data consists of sets of either two or three dimensional coordi-
nates, with each set representing a point in time in the model’s evolution and
each of the coordinates representing the position of the centre of each element
at that time. Depending upon the nature of the model, more abstract values
associated with each element can also be stored, for example in the case of the
model here, the number of broken bonds.
This form of dataset lends itself to glyph based visualization, as it contains
discrete coordinates for the centre of each element, as well as providing further
scalar values that can be mapped to the physical properties of each glyph. This
representation of the data however may not allow the actual faults contained
within to be seen due to the problems associated with visual clutter. To resolve
this, it is hypothesised that a literal glyph based representation of the model will
allow the areas of the DEM that contain faults to be isolated, and then more
abstract techniques can be applied to allow the structures to be seen.
5.2.1 The Data Structure
The data itself is stored using the NetCDF schema described in section 3.3.6, how-
ever from a visualization perspective; the important variables that are available
for each discrete time-step can be seen in table 5.1.
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Name Format Description
Element
coordinates
(float, f loat, f loat)
The position of the centre
of the spherical element
Element radius float
The radius of the spherical
element
Broken bond
count
integer
The number of bonds that
have broken for the
element up until the
current time-step
Breaking strain float
The largest strain value
recorded when one of the
elements bonds broke
Layer integer
A value assigned to the
element during the models
definition which provides a
permanent marker as to
which vertical layer of the
model it started in
Table 5.1: The data available for each element during each time-step, including
the data type and a description of what it represents.
5.2.2 Data Size Considerations
A major consideration when visualizing DEM data is that of the number of ele-
ments it contains. When visualizing other data types, such as volume or nodal
data as produced by methods such as Finite Element Analysis, it is possible to
extrapolate approximate visual representations which can be processed on the
available computing hardware, as such even large datasets can be processed on
modest computers. In the case of DEM data, this form of extrapolated visual-
ization is more difficult as replacing multiple glyphs with a single approximate
glyph could lead to a fundamentally different set of data.
The nature of the data types differ as, although it is accepted that volume
or FEM nodal data is a discretised sampling of a continuous field, data that is
produced by DEM is considered to be a complete representation in its stored form.
Therefore, while the original DEM itself may be a discretised approximation of
the phenomenon it is simulating, the resulting data should be considered to be
definitive.
Visualizing a DEM which contains five hundred thousand elements using a
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glyph based technique would potentially require the same number of glyphs as
elements to be rendered. If it is assumed that each glyph is a complex geometric
shape it becomes necessary to process millions of vertices. While it is difficult to
accurately state the amount of time that processing this many vertices will take,
it is reasonable to state that on currently available hardware this number would
result in a frame rate that may be considered unacceptable.
In the case of a DEM where each element is physically identical to every other,
techniques are available within current versions of the most popular rendering
libraries to exploit the fact that each glyph will share the same set of vertices,
only rotated or translated. These techniques allow a single instance of the vertex
set to be loaded into the memory of the graphics processing device and then
copied or accessed multiple times, therefore bypassing the time consuming act of
loading the data from the host computer through relatively slow interconnects.
The most commonly known of these is the Display List [Shr09a] found within
OpenGL [SGI11], in which a preprocessing step is performed before rendering
begins, allowing a set of vertices to be defined and loaded into the local memory
of the graphics processing device. These can be recalled at a later stage, during
rendering, by way of reference to its memory location and modifications such
as transformations, rotation or scaling applied. A more modern variant of this
concept is also available within OpenGL, in the form of the Vertex Buffer Object
(VBO) [Shr09b].
This form of optimization is suited to the visualization of DEM datasets where
each element in the model is physically identical, however some DEMs exist where
there are multiple element types or their physical state evolves over time. In these
cases, careful management of the VBOs is required.
5.3 Visual Exploration of the Data
When viewing the DEM data presented, the features of most interest are the areas
considered to be representative of fault systems. The definition of what implies
the geological existence of a fault can be found in chapter three, section 3.4.1.
However the definition of a fault in this context is the existence of a fault plane
that is a result of two discrete areas of the model becoming disjointed, resulting
in the formation of a hanging wall and associated foot wall. In identifying these
three key features, it is possible to state where in the model a fault exists.
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The challenge is how best to pick out the patterns in a large collection of
physically identical spheres which suggest the existence of the structures we are
interested in. Two main solutions to the problem suggest themselves. The first
is to employ appropriate pattern matching techniques to extract the elements
of interest, allowing those around them to be discarded or treated differently.
The second is to visually differentiate the glyphs from each other based around
the extra variables on offer within the dataset. These two approaches differ
from each other in that the first attempts to refine the data and categorise it
based on location, while the second allows the data to be manually refined by
the researcher by visually differentiating the elements in the system from each
other. The second approach can be considered to be less radical in that it aims
to facilitate user driven categorisation of the DEM data.
The discrete nature of the data produced by the DEM technique is such
that it lends itself to glyph based representation. While there have been some
attempts made to explore the discrete nature of DEM data in the form of a
solid volume [SBF07], this particular dataset does not lend itself to this form of
visualization, due to the fact that it is the positioning of the elements that defines
the nature of the faults. Initially in this chapter exploration of the data will use
glyph visualization in which a representation of each element is placed at the
appropriate position for each time-step. Using additional variables available it is
then possible to modify the parameters of each glyph so that the data becomes
self-descriptive. By then employing accepted interactive evolution techniques, it
is expected that a geologist trained to recognise the structure of faults will be
able to identify where they exist in the model.
For consistency in this chapter, all visualizations presented are generated from
the dataset of a DEM produced according to the technique outlined in Finch et
al. [Fin98, FHG03] and section 3.1. It employs 525, 000 spherical rigid elements
and is calculated over approximately 50, 000 time-steps.
5.3.1 Glyph Based Representation
The nature of DEM data is that of a collection of distinct objects, therefore
producing a suitable visual representation of each in its correct location, relative
to the others in the system, allows the overall nature of the model to be seen
from a distance, and in detail when close-up.
The most obvious problems associated with using glyph visualization for this
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purpose are similar to those associated with densely packed or cluttered data
when performing information visualization [JMF99, ED06, LTH08]. The nature
of DEM data is that the elements are initially densely packed and this fact changes
little over the course of the model’s evolution. As such, even with the application
of appropriate lighting and shading effects, the visibility of the potential faults
within the data is often unclear. An example of this problem can be seen in figure
5.2.
Figure 5.2: The first and last time-step of the DEM. The first can be seen at the
top of the figure and the last at the bottom. In both cases each spherical glyph
has been coloured using the same grey tone.
Although it is possible to see that deformation has occurred to the initial
block of spheres as the model has been extended, it is difficult to see the nature
of the block beyond its surface.
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5.3.2 Differentiation Between Glyphs
Representing elements as a physically appropriate spherical glyph offers the abil-
ity to see where the elements lie in the model, but does not allow definition
of which elements form faults, neither does it show how each of the structures
interact with each other.
In order to highlight which elements in the system should be considered to be
associated with fault systems, various colour maps were applied to the parameters
for each element (see table 5.1) so that they could be defined as being part of a
faulted area of the model or not. This links back to the Haber-McNabb model as
a visualization mapping process, directly resulting in the rendering of the AVO.
The definition of appropriate colour maps for application to visualization tech-
niques is not a universal task, i.e. a map which is suited to one type of data may
be unsuitable for another [SML04]. As interest in computerised visualization has
increased, so has interest in ensuring that colour-maps are both functional and
appropriate for the data, as well as its intended audience. In the case of data,
such as that produced by Finite Element Modelling (FEM), where each discrete
element in the system is intrinsically linked to those around it, it can be impor-
tant to consider a colour-map which will allow good blended transition between
nodes. Generally visualizations of FEM, and similar dataset types, make use of a
form of rainbow colour map in which the whole visible spectrum is incorporated
into the mapping in varying amounts. Arguably this may be due to the fact that
many visualization tools default to this form of colour mapping when data is
first visualized, however it is becoming an unpopular method, with studies[BT07]
showing how the complexity of such a colour map can detract from the effective-
ness of a visualization compared to simpler mappings such as a sequential ramp
between two colours.
In the case of DEM data, each body in the system is conceptually separate
to every other, therefore the way that the colour map chosen will look with data
which contains areas with a large difference between its values is of less importance
than for data in which each discrete value is linked. In the case of this data it is
feasible to assign a colour to each glyph according to one of the following values:
 The position of the glyph.
 The number of broken bonds of the element a glyph is associated with.
 The maximum strain value experienced by an element.
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 The layer assignment associated with the element.
Differentiation between the glyphs according to their position is perhaps the
most obvious initial colour mapping, i.e. applying a sequential shift from one
colour to another according to their y component. While this has the effect of
breaking up the block appearance caused by using only a single colour (figure
5.2), therefore allowing the discrete nature of the model to be seen more clearly,
it does not provide any useful visual feedback as to where the faults may exist
within the system. Figure 5.3 shows a comparison between a single coloured
visualization and two examples of colour maps being applied to the y component
of each glyph’s position.
Figure 5.3: A visualization exemplifying the application of a colour map to the
y component of each elements position. At the top of the figure all glyphs are
coloured using a single mid-grey tone, at the bottom two colour maps are shown,
ranging from green and blue to red.
Traditional methods of producing analogue models of fault systems involve
layering of materials with different materialistic properties which are often given
a different colour. The way that these layers of material intermix with each other
allows the nature of the structures to be seen. As a result of this, this effect of
banding the material before and after deformation has become standard practice
within geology and can be seen in numerous works [BHGF04, HF05]. Within
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this DEM data, a variable exists for each element that defines which layer of the
model each element initially started in, and this is persistent throughout the life
of the model.
The first solution is to assign each layer a unique colour, either by selecting
from a predetermined range or by pseudo-randomly generating one. The advan-
tage of this technique is that it allows each layer in the model to be uniquely
identified but a disadvantage is that it introduces visual complexity in the form
of many contrasting colours, as can be seen in figure 5.4.
Figure 5.4: A visualization showing the result of applying a pseudo-random colour
to each layer in the DEM, according to the layer variable.
The second improved method of application offers solutions to the problems of
contrasting colour and complexity introduced by using a pseudo-random colour
mapping by assigning only two colours to the elements, and banding them to
produce a stripe pattern. Through altering the number of layers each stripe
contains, it will be possible to balance the effect the technique has on the visu-
alizations complexity with the amount of extra information it provides. By only
assigning two colours, assuming bands of sufficient width, it will be possible to
ensure that the bands contrast with each other appropriately. In recent years it
has become increasingly accepted that using pastel colours, i.e. colours with a
significantly lighter shade than their primary components, tends to produce more
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visually pleasing and therefore accessible visualizations. This has proven to be
especially true in the case of selecting two colours which contrast with each other
effectively while not tending towards the harsh effect of more luminous colours
at the extremes of the spectrum.
An example of this can be seen in the “ColorBrewer” publications [HB03,
Bre03], where the effects of applying different colour mappings to geographical
data has been extensively examined. In nearly all cases presented using a pastel
variant of a primary colour in a colour map produces a visualization which shows
contrasting areas without producing an image that is difficult to analyse and
differentiate.
Within geological imagery, it is common to use colours that tend towards
brown or grey. This is most likely a result of researchers utilising colours appro-
priate to the material they are representing. The application of pastel shades
of brown to produce a striping effect is therefore expected to harness the useful
features seen in figure 5.4, showing the geometric nature of the DEM data, while
producing a visualization more likely to be identified by a geologist, as seen in
figure 5.5.
Figure 5.5: A visualization showing the layer variable being used to assign colour
to each glyph where two contrasting pastel colours have been chosen. Four dif-
ferent banding counts are shown, ranging from two to eight, from the top left of
the figure to the bottom right.
Using too many or too few layers per band produces a visualization that
CHAPTER 5. VISUALIZATION OF A GEOLOGICAL FAULT MODEL 177
either lacks any significant geometric information or one that suffers from the
same visual complexity seen in figure 5.4. Banding with either four or six layers
appears to be suitable in revealing orientation information. This still allows a
band to be followed along its point of fracture, and then associate which band it
originally belonged to in the neighbouring block.
The next suitable variable is that of the number of broken bonds that each
element has recorded up until that point of time in the simulation. In the case of
the dataset presented here, the range of values for this variable is relatively small
as this number is an integer in the region of [0...14] broken bonds per element.
This variable is the closest association to a definition of an area of the model that
can be considered broken. The breakage of a bond during the DEMs evolution
is designed to simulate what happens in reality when a portion of a volume of
contiguous rock experiences a failure in its structure. It is therefore reasonable
to state that elements in the DEM that have a higher recorded number of broken
bonds, can be considered to represent areas of the model that have experienced
a breakage in the model’s continuity.
Figure 5.6: A visualization showing the glyphs with a colour assignment between
blue and red, depending on their number of broken bonds.
It can be seen in figure 5.6 that applying a blue to red colour mapping to
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the glyphs according to their broken bond value has begun to highlight which
of the elements are involved in the formation of faults, and which are simply
surrounding material. As expected, the areas of the model with obvious large
gaps are where the majority of the red glyphs are clustered.
Using this colour mapping, it now becomes possible for a trained geologist to
begin to analyse the data, and determine where faults exist in the system, as well
as the surrounding structures associated with faulting in nature. However it is
evident that due to the three dimensional nature of the model, it is difficult to see
any information other than that which can be seen on the outer surfaces. This
is a classical problem associated with the visualization of certain types of three
dimensional data, such as volume data. In this case, while the data is technically
discrete and does not form a continuous area, each discrete component of the
model is closely packed to every other, resulting in a visualization problem not
unlike that experienced when performing volume visualization.
Further refinement of the visualization is required in order to try and increase
the visibility of the structures within the data. To achieve this using only the
colour properties of the glyphs, each is assigned a transparency value based upon
its colour assigned from the colour mapping. Therefore glyphs that have lower
broken bond values received higher transparency values. Through this, the ele-
ments of the most interest in terms of defining where faults exist in the model will
become more opaque than those that can be considered to be the surrounding
material. Two examples of this effect can be seen in figures 5.7 and 5.8, where
the same set of glyphs is shown with and without the use of transparency, from
two different viewing angles.
When viewed from the angle shown in figure 5.7 it is apparent that applying
transparency to the colour mapping has made the visualization more confusing,
where structures are obvious on the surface when all of the glyphs are opaque;
when they are variably transparent it becomes difficult to see their nature. How-
ever as figure 5.8 shows, this is not always the case as when the same data is
viewed from a top down angle, it is relatively easy to see where the main area of
the faults lie in the system. By applying transparency to the same visualization,
it is still possible to see the same red veins running through the model, but the
nature of the structures surrounding them can also be seen. The success of this
technique from certain viewing angles, but not others, suggests that the hypoth-
esis that employing interactive data reduction techniques will be useful in further
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Figure 5.7: A visualization showing the effect of transparency when combined
with a colour map. At the top of the figure the spherical glyphs are assigned
a colour according to their broken bond variable, while at the bottom they are
shown with the same colour assignment, but with their transparency altered
according to the same variable.
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Figure 5.8: The same visualizations that can be seen in figure 5.5, but from a
different viewing angle. The left of the figure shows the glyphs with a colour
assignment according to their broken bond variable, while the right also applies
transparency.
exploring the data.
The next variable available for colour mapping is that of the maximum strain
experienced by each element in the model up until the current time-step. This
value is also a record of the final stress experienced by the bond most recently
broken for that element as it broke. It is expected that this variable will follow
the general pattern seen for broken bond count, in that areas containing obvious
fault like deformations will contain elements that experienced higher stress than
areas where general cohesiveness between the elements is maintained.
The range of the variable is [−0.04...3.37] as a floating point value, therefore
each element in the model can be assigned a unique value, allowing for greater
differentiation; however the discernible difference between each value is likely to
be smaller. It is likely that due to the greater differentiation available within the
data, that the application of the transparency technique seen in figures 5.7 and
5.8, will produce a more useful visualization than previously seen, as elements
with low strain values, which in turn will also have low broken bond counts,
will become more transparent due to the decreased overall range and increased
discretisation of the variables values. Similar views of the same dataset are shown
in figures 5.9 and 5.10, with the discernible difference being the assignment of the
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Figure 5.9: The top of this figure shows the final time-step from the DEM using
a glyph based visualization. Each glyph has been assigned a colour from a blue
to red linearly ramped colour map, according to its strain variable. Red glyphs
indicate high strain while blue glyphs indicate low strain. The bottom of the
figure shows the same data, however transparency has been applied, resulting in
red glyphs being opaque and blue glyphs transparent.
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colour being mapped to the strain variable.
Figure 5.10: The data shown in this figure is identical to that seen in figure
5.8, viewed from a different angle. The left of the figure shows each element
represented by an opaque glyph, while a transparency mapping, linked to the
colour mapping has been applied to the right.
Mapping to the strain variable produces a similar visualization as mapping
to the broken bond variable. Initially it may appear as though this attempt is
less successful than the first; however upon closer examination it is possible to
see more detail about the nature of the faults in the model. Whereas before we
could see the discontinuous areas of the model highlighted in red, we can now see
this, albeit to a lesser extent, but also we can see obvious variation within the
colour of the glyphs that make-up each of the faults. This shows that different
areas of the structures experienced different levels of strain as they faulted, which
is of interest when considering how faults evolve and interact with each other.
However, as before we are unable to see below the surface unless transparency is
introduced to the mapping.
In both figures 5.9 and 5.10 examples of the colour mapping applied alongside
a transparency map is shown. What is notable this time is that, unlike for the
broken bond variable, as seen in figure 5.7, the increased discretisation of the
values within the strain variable have the effect of distinguishing areas of interest
more than surrounding structures, as a result the application of transparency
produces clear visualizations showing the nature of the faults in three dimensions.
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This is especially clear in figure 5.10, where the faults appear as well defined areas
of the model. This clarity allows us to begin to examine the data in further detail.
An example of this can be seen in figure 5.11, in which a structure is highlighted
on the surface of the model using non transparent glyphs and then the same data
is shown using the transparency mapping and its nature explored.
Figure 5.11: Visualizations showing the application of transparency to uncover
fault information within the DEM. The top of the figure shows the surface of the
models final time-step and an area of interest has been highlighted. The bottom
of the figure then shows the same data but with a transparency mapping applied.
Some of the features not previously visible in the top of the figure are highlighted
in (a) and (b).
As can now be seen in figure 5.11, the transparency has removed glyphs from
the visualization that are considered extraneous. Therefore all below the 50%
brittle/ductile layer disappear, as do many surrounding the faults in the upper
50%. At the top of the figure, a fault has been highlighted, this is apparent due
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to the colour-mapping; however it is impossible to determine the nature of the
fault through the y dimension.
In the bottom part of the figure, the nature of the structure can be seen more
clearly. In the area highlighted as (a) it can be seen that the fault plane extends
down almost all the way to the brittle/ductile layer. It is also possible to see the
shape and nature of its plane, with glyphs of higher transparency and a colour
from lower down in the colour map scale indicating areas of the fault plane that
experienced lower levels of strain. These appear mostly towards the bottom of
the fault, which is expected behaviour. Another feature of interest, as highlighted
in the figure by the green area (b), is that the fault is beginning to interact with
the one adjoining to its left. Had the model been evolved further, it is likely that
these two structures would have continued to interact, forming a single larger
fault. It is notable that even with the larger range of mappings that the strain
variable produces, glyphs which are almost transparent, while informative, do
have the effect of adding visual complexity to the visualization. This strengthens
the theory that allowing fully opaque glyphs to be hidden according to these
variables, rather than applying a transparency mapping may be a more successful
solution.
A reasonable conclusion to the success of mapping colour to the broken bond
and strain variables is that while the broken bond count provides a clear insight
into which elements were involved in faulting processes, the strain variable allowed
the structures themselves to be better seen. It is logical therefore to combine the
two and map an aspect of each variable onto the glyphs. Assuming the continued
use of spherical glyphs, the only physical parameter available to be mapped onto
is their radii. This therefore gives two possible permutations using the available
glyph properties and two variables, which can be seen in table 5.2.
Glyph Colour Glyph Radius
Broken Bonds Strain
Strain Broken Bonds
Table 5.2: The two permutations of the available variables, when applied to glyph
properties.
Previously it has been shown that mapping the colour of each glyph to the
broken bond variable made the elements involved in each fault visually apparent,
while mapping to the strain variable made the physical nature of the faults more
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obvious. As such the first permutation seen in table 5.2 is the most likely to
produce a successful visualization. In order to provide a feasible range for the
radii of the glyphs to fall within, the strain variable was mapped to a radius value
in the range of [0.1...n], where n is a value representative of the largest radius
allowed in the visualization. The results of this process can be seen in figure 5.12,
where three visualizations with different values for n can be seen.
Figure 5.12: The final time-step of the DEM shown in four visualizations. In each
instance the colour of the glyphs is mapped to the broken bond count variable,
and the size to the strain variable. The range of radii used in the visualization is
altered for each, with the maximum radius (n) labelled.
While the four images seen in figure 5.12 are representations of the same
data, the result of varying the radii of each glyph, based on their strain variable,
produces a marked difference in the clarity of the visualizations. As the value for
n is increased the glyphs that represent areas of the model not containing faults
become more obvious, however the faults themselves also become better defined
and their physical nature clearer.
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Assigning the radii of the glyphs to the broken bond count for each element
produces a more confusing visualization compared to using the strain variable.
While it is the case that the same structures seen in figure 5.12 can also be seen
in figure 5.13, elements at the periphery of the structures are larger and more
obstructive than before, due to the decreased range of the broken bond count
variable. Because of this, lower values for n produce the clearer visualization.
It is also notable that assigning the colour of each glyph according to the strain
variable produces a more subtle visualization than when it is assigned to the
broken bond variable.
Figure 5.13: The final time-step of the DEM shown in four visualizations. In
each instance the colour of the glyphs is mapped to the strain variable, and the
size to the broken bond variable. The range of radii used in the visualization is
altered for each, with the maximum radius (n) labelled.
While the modification of the physical properties of the glyphs allows the
faults within the initially impenetrable block of spheres to be revealed, it is clear
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that the effectiveness of these methods will be enhanced if combined with the
ability to selectively alter the visibility of the glyphs regardless of their other
physical properties.
5.3.3 Data Thresholds
The next step is to augment the presented techniques to allow control over which
data is visualized, according to a set of thresholds.
Regarding the Haber-McNabb model, applying a threshold to the data falls
primarily into the category of data enrichment or enhancement, as the aim is
to refine the initial raw data such that only elements deemed to be relevant
or part of a fault are displayed. In some cases it could be considered to fall
under the category of rendering, however that would only be true if all data was
still considered when preparing the AVO, and the final process of producing the
displayable image selected which parts of the AVO to display. This is not true
here as the thresholds alter the AVO before rendering occurs.
An interesting facet of DEM data is that it does not necessarily fall within
one categorisation. The most obvious is as a point cloud, with each point having
an associated physical representation, however it is also true that conceptually
the space occupied by the elements, as well as the gaps between them, can be
thought of as a volume. As each element in the model is initially connected
via a spring-damper based bond, the properties of these bonds are intended to
compensate for the true nature of the model, making it behave as though it were
in fact one solid mass.
While the glyph based method shown previously is most commonly associ-
ated with the visualization of point cloud type data, it is possible to explore
the volume-like nature of the dataset using techniques normally applied to vol-
ume visualization. One such method is to allow a threshold to be placed on the
model’s dimensions [MA85, BCE+91], or to apply domain cutting. This technique
can also be applied to the DEM dataset here by only rendering glyphs that fall
within defined bounds. The application of this method to the dataset extends
the techniques seen previously by allowing the nature of the faults to be explored
below their surface contours.
Figure 5.14 shows a typical exploration of a single fault by refining the data
visibility. The process starts in the first panel, labelled (a), where a likely region of
the model’s overall volume is chosen as shown in panel (b). The remaining glyph’s
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Figure 5.14: Six visualizations showing the stages that the exploration of a single
fault follows. The panel labelled (a) shows the initial state of the visualization,
with a fault of interest highlighted. (b) then shows the effect of applying domain
cutting to refine the visualization to show only the area of the model containing
the structure. Panels (c), (d), (e) and (f) then show the state of the data as the
volume is cut away in 5% chunks. In each case the radii of the glyphs is defined
according to the strain variable and their colour according to the broken bond
variable. Approximate boundaries of two intersecting faults are overlaid in black
and green and labelled (1) and (2) respectively.
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properties are then modified so that their radii maps to their strain variable and
their colour to their broken bond count variable. This is first shown in panel (c),
with the view oriented along the z axis of the segment with maximum radius set to
2. Panels (d) to (f) then show the segment being reduced in size in 5% decrements.
In each of these panels, two boundaries are shown labelled as (1) and (2), these
approximate the location of two intersecting fault planes. When panel (a) is
considered, the nature of the structures that lie beneath the surface of the model
are not clear, it would be reasonable to suggest that the area highlighted contains
a single fault. In reality two structures appear to have coalesced, causing the
visible surface crack. Cutting through the model has allowed internal structures
to be seen and explored, which when combined with the glyph visualization,
results in an ability to define the nature of the faults in three dimensions.
This technique of cutting is also useful in allowing the DEM data to be consid-
ered through its volume. Analogue models that use particulate material, such as
sand, are set in place by pouring clear resin in to fix each particle. Once achieved,
the block of resin-encased sand is sliced to allow the nature of the faults within to
be examined. Applying domain cutting allows a similar process to be performed
on the DEM data presented here, and an example of this is shown in figure 5.15.
The figure shows the model in its entirety at the top left, with each glyph coloured
according to the broken bond variable, then the cutting value for the maximum
y value is decreased in 12% decrements, revealing the state of the faults in the
model at different depths.
It is also possible to refine the visibility of the data based on the strain and
broken bond count variables, as used previously to specify the state of the glyphs.
When the two techniques are combined, the ability to see the nature of the
geometry of the fault systems is enhanced. This is due to the fact that while
associating the radii of the glyphs with the variables ensured that the elements
of least significance had the least visual impact, they were still visible. Through
applying a visibility threshold, it becomes possible to hide these elements from
view entirely.
The application of this technique is simple, a lower cut-off value is defined for
either the broken bond or strain variable and any element which falls below the
value is not represented in the visualization by a glyph. The goal when using
this technique is to refine the visualization to the point where only glyphs that
represent the structures of interest are visible. Upon initial inspection, automatic
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Figure 5.15: Visualizations showing four segments through the DEM. Each glyph
is equally sized and assigned a colour according to the broken bond variable. (a)
shows the model surface, while (b) through (d) show the new surface of the model
that is revealed as 12% cuts are taken in the y dimensions.
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definition of the boundary condition that removes those elements considered to
be superfluous should be possible, either by specifying a breaking strain or lack
of connectivity that means the material should be removed. However this then
raises the question “given no basis for direct comparison, what numerical value
represents an element in the DEM that can be considered to be part of a fault”.
Realistically, this question has no answer which can be proven to be true for
all permutations of this type of DEM dataset, meaning that the solution deemed
appropriate to one model could result in important elements from another being
missed from the visualization. As such, the most appropriate application is as
an interactive process, in which the experienced researcher alters the visibility
threshold, receiving an updated visualization after each increment.
In the case of the dataset presented here, defining the visibility threshold based
on the broken bond count, rather than the strain variable, is a simpler concept as
it has an integer range of [0...14], therefore there are fifteen potential thresholds
available. It is expected that the effect this method will produce will be similar
to that seen when a transparency mapping was added in section 5.3.2. However,
in those examples, extraneous surrounding elements were still present, albeit in
a state of diminished visibility. In this case, they will be removed from view
entirely, allowing the elements most likely to be associated with fault structures
to be seen clearly.
As shown in figure 5.16, when the visibility is refined according to the broken
bond variable, initially a large amount of elements are hidden, primarily due
to the fact that by design, no element in the bottom 50% of the model ever
experiences a broken bond. This can be seen when elements with a broken bond
count equal to zero are hidden, as shown in the top two panels of figure 5.16.
At this threshold value the ability to comprehend the visualization is decreased
compared to viewing all of the elements, as enough superfluous glyphs are visible
around the faults to obstruct them from view, while context is lost due to the
removal of a large proportion of the initial glyphs. As the threshold is further
increased so that only elements with five or more broken bonds can be seen, the
nature of the structures starts to become clear. Finally, the threshold is set so
that only elements with seven or more broken bonds are visible, resulting in the
structures losing definition. While it is still possible to see where they are in
the model, it is more difficult to understand their geometry and therefore their
nature.
CHAPTER 5. VISUALIZATION OF A GEOLOGICAL FAULT MODEL 192
Figure 5.16: Visualizations showing the DEM at four visibility threshold levels,
based on the broken bond variable. In each case the elements are assigned a
colour according to the same variable.
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While this technique arguably provides a clearer and more informative visual-
ization than using transparency or altering the radii of the glyphs, a similar issue
to that seen when mapping the broken bond variable to these parameters, is also
seen here. The variables range of integer values does not offer enough variability
between the different threshold levels to allow the ideal number of elements to
be hidden from view. An overview of the fault systems is clearly defined by this
variable, however it lacks the range to allow the detail to be revealed. Previously
this problem was better solved by using the strain variable and it is expected
that its use in this case will once again allow the same structures to be revealed,
while also allowing their detail to be viewed.
Figure 5.17: Visualizations showing the DEM at four visibility threshold levels,
based on the strain variable. In each case the elements are assigned a colour
according to the broken bond variable.
As expected, by applying the same technique to this variable and incrementing
the threshold in small steps, the same structures seen in figure 5.16 become visible,
with a threshold of 0.37 or higher producing a similar visualization to a threshold
of 5 or more broken bonds. However, this time the shapes of the structures
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are more clearly defined, as shown by figure 5.17. Combined with the colour of
each element representing its broken bond count, it becomes possible to see the
geometry of the faults as well as infer information about the state of the fault at
that point. In the case of a researcher wishing to explore the nature of a fault in
more detail, this technique could be successfully augmented through the use of
domain cutting, described at the start of this section.
5.3.4 Temporal Evolution
An important aspect of DEM datasets is their temporal nature. A DEM will
iterate through many time-steps in order to reach its final resting state. In the
case of the data presented here, the model has been run for approximately 50, 000
iterations, and is stored 120 times. This fact means we now have the ability
to easily record the evolution of the model, which is difficult with traditional
analogue techniques.
While being able to examine the model through time is of use to the geological
researcher examining how fault systems evolve, it may initially appear that it
requires little extra consideration from a visualization perspective, as one set of
positions for the glyphs at one point in time, should differ little from those at
another. In reality there are two main considerations that this extra dimension
presents. Firstly, in order to allow true temporal exploration of the data, it is
necessary that all visualization parameters are maintained as the current time-
step is either progressed or regressed. Therefore as a new set of glyph positions are
loaded, the model’s view position should remain the same, as should any visibility
threshold or domain cutting parameters. The physical parameters of the glyphs
should also alter accordingly, as such it is important that when normalising a
colour map or glyph parameter, that this is done according to the maxima and
minima of the appropriate variable through all of time, not just for the current
time-step.
An example of how the ability to traverse through the time-steps held in the
dataset, whilst maintaining the visualization state, is shown in figure 5.18, where
an area of interest is masked. A fault is identified at the final time-step in the
model and then its evolution explored. Conceptually, working backwards through
time makes the most sense in this context as it is necessary to identify the areas
of interest after their evolution, and then explore how they reached that state.
As figure 5.18 shows, the ability to regress through the time-steps allows the
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Figure 5.18: A set of visualizations showing the evolution of a fault. Panel (a)
shows a segment of the model at its final time-step where an area of interest is
highlighted. Panel (b) then shows the same data but with a visibility threshold
applied so that only elements with a strain value of ≥ 0.32 are shown. Panels (c)
through (f) then show the structure as it evolves. In all cases the glyphs are of
the same radii and their assigned colour is derived from the broken bond variable.
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life-cycle of the fault to be observed, making it possible to identify when key events
occur. This includes when two disparate faults join to form a single structure as
seen in panel (d). It also offers the ability to gain an insight into the way that
the geometry of a fault changes as it is extended.
The second consideration regards the possibility of interpolating meaningful
new data based on the evolution of the model through time. A key example of
this is allowing the path of an element through time to be visualized. Potentially
this functionality allows the evolution of the model to be examined in a simpli-
fied manner and show the extrapolated path of each element as a single joined
strip of lines. This functionality is also useful as a means of error analysis from
a modelling perspective. Typically it is expected that the majority of elemen-
tal movement between each time-step will be small, resulting in a small overall
extension of the model, however when relatively large movement occurs, being
able to visualize the path is a useful tool in determining whether the potentially
erroneous results are due to an error in model design or calculation.
Temporal exploration of the data, as discussed here, fits into the Haber-
McNabb model in two categories. Firstly, deciding which of the sets of points
to show from the initial raw data set can be considered to belong to the data
enrichment or enhancement category. The second category is visualization map-
ping, this applies to considerations of how the parameters, such as the range of a
variable through time, are effected as these directly affect the resultant AVO.
5.3.5 Displacement Path Mapping
Visualizing the path that each element takes through time requires that a starting
and end time-step be defined. The points in space for each element at each of
the periods between those points then needs to be collated and finally the paths
can be rendered.
The displacement path mapping itself falls into the Haber-McNabb model as
part of the data enrichment or enhancement stage, as it involves taking raw data,
performing calculations upon it, and then producing a new, derived, dataset. The
subsequent process of mapping the new data to parameters, such as a colour map
or line property, can be categorised as being part of the visualization mapping
stage of the model as they directly affect the AVO that is rendered.
The most common technique for representing the path of a particle through
time is to draw the points of the path, either using a line or curve, interconnecting
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each point in the path to the next. There are numerous examples of this technique
being applied to path-like data, one such example being the application of stream-
lines to vector data, such as the kind obtained from wind-tunnel experimentation
[WE04]. While application of the method can vary, the important features that
it should provide are:
 That the path of each particle can be clearly distinguished.
 That the direction of the path is indicated.
 That differentiation of the paths from each other is possible.
As was described in the previous section, the purpose of visualizing the paths
of the elements in the DEM is to either allow the movement of potentially erro-
neous elements to be examined, or allow the evolution of the geometry of faults in
the model to be explored. An example of the latter can be seen in figure 5.19, in
which four displacement path mappings are shown, each starting from the same
time-step.
In figure 5.19, the paths that are visible have been refined according to a
threshold based on the broken bond variable for each element at time-step 42, 016.
A colour mapping has been applied to each path, with the longest being assigned
a red colour and the shortest blue. The direction of each path has been defined
by applying a colour and transparency gradient between black and transparent at
the paths start point to the paths assigned colour and opaque at the end point.
Through this visualization technique, it is possible to see that the majority of
the elemental movement in the DEM presented appears sensible in that there are
no extreme movements through the time period shown. It is reasonable to state
that the effectiveness of the technique reduces as either the number of elements
being represented is increased, or when relative elemental movement is low.
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Figure 5.19: Four stream-line visualizations showing displacement path mappings
for increasingly longer passage of time. In each, stream-lines are assigned colour
between blue and red, based on their overall path distance. Direction is indicated
by progression from black to their assigned colour. Longer paths are made more
prominent due to an increased thickness.
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5.4 Conventional Visualization Techniques
In order to validate the effectiveness of the visualization techniques presented in
this thesis, it is prudent to present the DEM data seen throughout this chapter
using suitable techniques that are commonly available within visualization en-
vironments. As DEM data is inherently equivalent to that of an unstructured
point cloud, a common first step is to interpolate to a uniform scalar field, taking
into account the position of each element as well as an appropriate associated
variable. Once this is complete, it then becomes possible to utilise techniques
such as volume visualization and isosurfacing.
This section presents two visualizations produced using the Avizo visualization
environment [Gro11]. In both cases, a uniform scalar field has been generated
according to the central elemental positions at the same time-step of the 525, 000
element DEM seen elsewhere throughout this chapter. The first visualization
(seen in figure 5.20) utilises a field which has been generated at approximately
twice the resolution of the original data, this has then been used to generate an
isosurface at a threshold of 5.
Figure 5.20: A visualization showing an isosurface taken through a uniform scalar
field that has been generated according to a nearest neighbour calculation of
the spherical DEM data. The associated broken bond count variable has been
assigned to each field point, and the resultant isosurface is taken at a threshold
of 5.
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While it is true that the basic shape of faults within the data can be seen
within the figure, it is also true to say that the representative effect of this style
of visualization does not completely resolve some of the key issues that using
individual glyphs present. Chief amongst these is the disconnected appearance
that the use of discrete glyphs can give to a theoretically connected three dimen-
sional structure such as the faults seen here. This effect is a result of applying
interpolation to the underlying DEM data. An alternative solution is explored in
chapter six, where the use of an energy function to calculate a uniform scalar field
based on both the position and spherical geometry of each element is explored.
The second visualization (seen in figure 5.21) is created from a field which has
been generated at a resolution approximately three times that of the underlying
DEM dataset. In the case of figure 5.20, the higher the resolution of the field,
the more obvious the effect of the discrete nature of the underlying DEM data
became in producing a scattered and discontinuous surface. However in the case
of treating the field as a volume, a higher resolution is preferable as it increases the
detail available within the resultant visualization. In this case, the strain variable
has been considered as it has previously been shown to allow better definition of
the faults within the data.
Figure 5.21: A visualization showing a volume visualization of a scalar field gen-
erated according to a nearest neighbour interpolation of unstructured underlying
spherical DEM data. For each point with a neighbour, the strain variable of the
associated element has been assigned.
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As the same field generation has been used here as for figure 5.21, a broken
effect can also be seen within the structures. Similarly, a lack of depth cues such
as lighting or surface shading due to the nature of rendering the field as a volume,
means that discerning geometric details using this method is a difficult process,
albeit one that is made easier when combined with user interaction. It can be
argued that applying volume visualization to this data, although successful to
a point, is not as appropriate a technique as the glyph based visualization seen
throughout this chapter that allows the geometry and relative positioning of faults
within the dataset to be seen.
Both of the visualization examples seen in this section have been produced
using common techniques found within a popular visualization environment. An
important point that this raises is one of the appropriateness of altering DEM
data such that it is able to be explored using non-glyph based visualizations. In
both examples seen in this section, the first step was to create an interpolated
structured field according to the underlying unstructured DEM data. If this was
being performed on a naturally continuous dataset type such as that produced
by FEM, then the potential for introducing misleading information to the resul-
tant visualizations would be low. However DEM data is naturally discontinuous,
therefore interpolating a field can easily lead to the creation of visualizations
which initially appear successful, but are in fact presenting misinformation.
Presenting DEM data using glyphs that physically represent each element
has the least chance, from a visualization perspective, for introducing false in-
formation. However, as this chapter has also shown, glyphs do not always allow
information implied by their positions to become obvious, such as the surface
detail of the three dimensional faults. Also, interpolating a uniform field using
standard software can lead to artefacts. Therefore, if this is to be done, then it
is important that a technique be applied which considers the discrete nature of a
DEM.
5.5 A Geological Visualization Taxonomy
A visualization taxonomy, examples of which can be seen in the book by Wright
“Introduction to Scientific Visualization” [Wri06], and the paper “Rethinking Vi-
sualization: A High-Level Taxonomy” by Tory and Mo¨ller [TM04], is a way to
define a set of guidelines through which researchers can make informed decisions
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regarding the visualization techniques most suited to the type of data that they
are exploring.
In her book, Wright defines a general visualization taxonomy, which takes into
account the properties of common data types, or variables, and matches them to
a suitable visualization type. Wright suggests that in order to form a taxonomy,
it is first necessary to define the mathematical basis that produced the data being
visualized, in the form of independent and dependent variables, i.e. the variables
that vary in order to produce the solution, and the variables that depend upon
them. The independent variables can then be used to define the dimensionality of
the data’s domain, and the dependent variables used to define whether the data
is scalar or vector. Finally she considers the general nature of the data in terms of
whether it is nominal, aggregated or ordinal and based upon all of these factors,
selects suitable visualization techniques to place at the intersects in a table.
Certain areas of science have evolved visualization techniques that are uniquely
suited to them, in these cases the methods used are rarely seen being applied to
data from other disciplines; as such it is possible to define a visualization taxon-
omy specifically for that subject. A notable example of this can be seen within
chemistry in the form of molecular visualization (see section 2.4).
As happened within chemistry, the visualization techniques beginning to be-
come popular within geology are biased towards traditional techniques found in
both historical and current published work. Much work presented within geology
describes the nature of real-world formations, or laboratory scale re-creations of
said formations. Typically techniques familiar to the subject, and therefore the
researchers that publish within it, are utilised, such as the presentation of three
dimensional volume data in the form of a two dimensional slice. The use of layer-
ing through the depth of a volume is also common practice, mimicking techniques
used to teach the concept of the Earth’s layers (see figure 1.1). While the use
of these techniques is appropriate given the expectations of publication style for
researchers within the discipline, they are not always the most appropriate way
in which to display ever increasingly large and complex datasets.
Within this chapter, the process of applying standard visualization techniques
to a type of data that is becoming more prevalent within geology, densely packed
particulate data, has been explored. One of the goals of this was to allow the
faults hidden within the data to be exposed and made visible. In doing so a
process of analysing the nature of the data found within this type of dataset has
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taken place, as well as the critical application of potentially useful visualization
techniques. The natural conclusion to this work therefore is the definition of a
taxonomy specifically suited to visualization of geological data. While this cannot
yet be definitive, as only particulate datasets have been explored, once expanded
to include data types produced by other methods employed for geological research,
it will provide a basis for standardisation and good visualization practice within
the subject.
While the data presented in this thesis has been four dimensional in nature
(this is because it consists of three dimensional data through time), many compu-
tational models used within geology involve the use of particles or discrete bodies
in two dimensions only [Fin98, FHG03, HF05, EF08]. Some of the methods that
are explored here are transferable in these cases and as such two dimensional
particulate datasets are also considered.
A modification to Wright’s presentation style is performed here, as in encapsu-
lating the data as a simplified metaphor, it is reduced to a single category (that of
discrete data), which is correct in the context of Wright’s intentions when produc-
ing a generic taxonomy, but not when considering a more specialised taxonomy
for common dataset types within geology. As such, the independent variables de-
fined describe the possible data domains, i.e. 3D Discrete Data is representative
of a three dimensional point cloud while 4D Discrete Data is a three dimensional
point cloud that considers time. The concept of the dependant variable is con-
sidered much in the way Wright describes, however the case of there being no
associated variable is added alongside the cases of there being either scalar or
vector data. This is because certain datasets exist within geology (such as that
produced by LiDAR equipment in its simplest form), that fit the criteria of being
pure point clouds with no data beyond the position of a point in space.
The taxonomy can be seen in table 5.3, where it can be noted that it does not
contain methods presented in this chapter to domain cut or threshold visibility,
this is because these techniques conceptually apply before the techniques listed
in the table are relevant, i.e. the domain that results from the application of a
cut still falls within the remit of one of the three defined domains. Some of the
techniques, namely those involving implicit surfaces, are discussed in more detail
in the next chapter.
Many of techniques defined in table 5.3 can be found within this thesis; while
the rest are suggested as suitable due to similarities in data types or domains
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Data within the Domain (Dependant Variable)
Data
Domain
(Independent
Variable)
No Variable Scalar Vector
2D Discrete
Data
- 2D point cloud
- Variable-mapped
2D point cloud
- 2D glyph plot
- Isolines
(discontinuous
where a fracture
such as a fault
exists)
- Variable-mapped
2D point cloud
- 2D arrow plot
(i.e. arrows
showing breaking
strain)
3D Discrete
Data
- 3D point cloud
- Variable-mapped
3D point cloud
- 3D glyph plot
- Isosurfaces (see
isolines)
- Variable-mapped
3D point cloud
- 3D arrow plot
(i.e. arrows
showing breaking
strain)
3D Discrete
Data (plus
time)
- Stacked 3D point
cloud
- Displacement
path mapping
- Stacked
variable-mapped
3D point clouds
- Stacked 3D
glyph plots
- Animated
isosurfaces (i.e.
morphing implicit
surfaces)
- Variable-mapped
displacement
path mapping
- Stacked
variable-mapped
3D point clouds
- Stacked 3D
arrow plots (i.e.
arrows showing
breaking strain)
Table 5.3: A taxonomy of techniques that are suited to geological particulate
data. Within a data domain, the use of the word discrete refers to the literal
state of the data, however it can also be argued that continuous is as appropriate
a description assuming that the continuity of space and time is considered.
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(i.e. a technique suitable for a 3D domain may also be suitable for a 2D domain).
Pertinent examples of some of the key techniques include figure 5.20, which shows
the effect of applying a 3D glyph plot to a 3D discrete dataset that includes ad-
ditional scalar dependant variables. An example of the application of isosurfaces
can be seen in figure 6.4, while a variable-mapped displacement path mapping can
be found in figure 5.19.
5.6 Analysis of Visualization Success
When considering whether a visualization should be deemed a success it is impor-
tant that any conclusions reached are based on well defined validation methods.
As a subject, work specifically presented about visualization can be prone to con-
taining statements of success based upon the author’s opinion rather than on a
mixture of unbiased and expert opinions, or quantitative measure where suitable.
Methods by which to quantitatively measure the success of a visualization
differ in their applicability depending upon its intended purpose. In the case
of information visualization, which aims to represent information rather than
present numerical data, factors such as the lie-factor and data-ink ratio, both of
which were coined by Tufte [Tuf01], can be taken into account. The data-ink ratio
refers to quantifying how much of the available printing or display space used by
a visualization is done so effectively, and how much is utilised for irrelevancies
such as decoration.
Applying these quantitative measures to scientific visualization of the type
seen here however can be a less obvious exercise. For example, it can be stated
that it is unnecessary for the spherical glyphs presented in this thesis to ap-
pear to be shiny through the addition of specular highlights, however in making
them so it is arguably easier to see where individual elements lie when they are
closely packed. Similarly, it can also be argued that removing the highlight on
each element, even if not detrimental, also does not result in a more effective
visualization.
Fundamentally, additions to good scientific visualizations are not made unless
they are necessary and help illustrate some desired information, otherwise their
inclusion only serves to confuse. Whereas decoration can be added to something
like a bar chart and not detract from its intended meaning, just be a distraction
or waste of resources. This is not to say that unnecessary additions are not made
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to scientific visualizations, rather that defining what is and is not necessary is a
more complex task when visualizing raw data rather than refined information.
The most important aspect of the visualization presented here is whether it
allows geologists to see and understand the information within the DEM dataset,
specifically the location and geometry of a fault and its surrounding structures.
In order to test this, a panel of expert geologists, both familiar and unfamiliar
with the nature of the DEM data, were asked to complete a structured interview,
the results of which are analysed in section 5.6.2.
5.6.1 Information Successfully Identified
In chapter three, the viability of using a Physics Engine (PE) to simulate the
evolution of extensional faults using a DEM was explored. Success of the imple-
mentation was measured by defining whether the three key structures needed for
a fault to be present existed in the model, namely the hanging and foot walls and
the associated fault plane.
However while chapter three was designed to determine whether the technical
implementation of a PE was suited to the task of calculating a specific DEM,
this chapter has been designed to show the effectiveness of applying numerous
visualization techniques to a dataset, with the initial presumption that faults
were present in the data. Despite this fundamental difference between the two
chapters, this section provides a brief description of some of the structures that
can be seen in the data, highlighted in a manner similar to that seen in chapter
three. However in this case more of the techniques described in this chapter have
been applied in order to allow the determination of the faults. Figure 5.22 shows
a portion of the final time-step of the DEM that has been refined using domain
cutting, in which the faults have been revealed using appropriate techniques such
as colour mapping and a threshold on data visibility.
Figure 5.22 presents an example of how the techniques described in this chap-
ter can be applied to the dataset in order to reveal the nature of the faults
within. In the top portion of the figure, the overall data domain is shown and
ten of the most obvious fault planes approximated using coloured lines. A vis-
ibility threshold has been applied using the strain variable, which has removed
elements considered not part of the fault itself, allowing its geometry to be seen.
In the bottom portion, the same data is shown but with the visibility threshold
removed. In this portion, the hanging and foot walls associated with the planes
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Figure 5.22: Visualizations showing the process of defining fault systems within
the DEM using methods from this chapter. The top of the figure shows the
data with a visibility threshold applied according to the strain variable. The
approximate planes of ten faults are highlighted and labelled. In the bottom of
the figure the threshold has been removed and the hanging (HW) and foot (FW)
walls are approximated using an appropriately coloured area.
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are approximated and labelled accordingly. In both portions of the figure the
elements are coloured using a blue to red mapping based on their broken bond
variable.
While the overlays shown in figure 5.22 are an approximation of where the
fault planes and surrounding structures lie, the visualization allows their location
and nature to be seen and defined. This means that it is possible to begin to
extrapolate information regarding the data for geological analysis, i.e. the shape
and location of the faults and how they interact with each other inside the model.
It is also possible to validate the model’s results and state whether they are
representative of a geological phenomenon or not. In this case the visualization
allows the shape and distribution of the faults to be seen, which are reasonable
when compared to expectations. Information to validate the physical correctness
of the results can be seen, such as the fact that most of the hanging walls fall to
the right of their foot walls, which is the result we would expect in the case of
an extensional fault caused by extension to the left according to the view of the
model.
5.6.2 User based Study
When defining the effectiveness of visualization within the context of it being a
technique, it is not enough to state that it works because the author can see the
expected information. While this can demonstrate technical success, it does not
adequately demonstrate its effectiveness from a practical point of view, namely
information presented by a visualization that is obvious to one person may be
obtuse to another.
In order to test the effectiveness of the techniques presented, a structured
interview was devised, designed to present examples of the visualizations to a
selection of expert users 1 and allow them to grade their opinions of what they
are shown according to a fixed scale. While the results from this form of evalua-
tion cannot be considered definitive, they do offer an insight into how useful the
visualization is for a researcher.
The interview documentation can be seen in appendix B, section B.1 and B.2.
1The users interviewed represented a selection of researchers from within the basin studies
and petroleum geoscience group, part of the School of Earth, Atmospheric and Environmen-
tal Sciences at The University of Manchester. They were split into two approximately equal
groupings, with the first being PhD students and post-doctoral researchers, and the second
being MSc students from courses run within the department.
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It was designed so that it could be completed in approximately ten minutes as
a guided exercise, in which a trained operator presents various options to the
interviewee and asks them to complete four tasks. At this point it should be
noted that the third task and third section of the fourth task relate to chapter
six, but were performed at the same time to reduce any inconvenience to those
being interviewed.
Each interviewee was presented with two documents. The first presenting a
brief overview of the nature of the data being observed and the set of available
operations that they were able to ask the operator to perform, the second showing
the four tasks they were required to complete. Each interviewee was initially asked
to review the first document and confirm that they were happy they understood
its content and then led through the four tasks by the operator. Before each
interview, the state of the visualization environment was reset to the same starting
parameters:
 No domain cutting applied.
 No threshold on data visibility.
 A blue to red colour mapping, based on the broken bond variable.
 The final time-step of the 525, 000 element DEM seen throughout this chap-
ter.
 The same viewing angle, chosen to highlight the three dimensional nature
of the model.
The results for this exercise now follow, broken down into their respective
tasks. Task three is not shown here as it will be presented in the next chapter.
Task 1: Find a Fault in the Data
This task was designed to allow the interviewee to effect the visualization us-
ing the techniques presented to them, and implemented by the operator. They
were set the task of identifying a single fault within the data, which once they
were happy they could adequately see the nature of, they would use a simple
paint package to approximate where the fault was using an overlaid line.
The purpose of this task was to determine whether using spherical glyphs,
coloured according to their broken bonds, made the elements associated with a
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fault obvious to the point where somebody familiar with how they would nor-
mally appear, would be able to identify their location. The results for this task
can be seen in appendix B, section B.3, where the screen-shots showing the lines
drawn by the interviewees can be seen. In each case, the person being interviewed
stated quickly that they were positive that they had identified a fault; typically
this occurred following from alterations to the viewing angle.
Task 2: Define the hanging and foot walls associated with one of the
faults from Task 1
The second task built upon the first by asking the interviewee to identify the
area of the model that they considered to be the hanging and foot walls of the
fault that they had identified during task one. The starting parameters for the
visualization for this task were those defined at the end of the first.
The interviewee was given the opportunity to modify the visualization if they
were unhappy that they could not clearly see the structures, once they were
sure that they could, another screen-shot was taken and they were asked to
indicate where in the visualization they could see them. The results can be seen
in appendix B, section B.3. In some cases the interviewee was satisfied that they
could already see the structures in question, with some saying that was how they
had decided upon the fault that they chose for task one, and therefore did not
modify the visualization any further. Others further manipulated the viewing
position of the visualization and in a few cases applied domain cutting.
In each case, the interviewee was able to identify the approximate areas of the
DEM they would consider to be associated with these two structures, however in
some cases the interviewee was unwilling to specify an area of the model as they
were unsure as to how it could be defined, choosing instead to approximate the
area using a label rather than a drawn outline.
Task 4: Rate how closely you agree with the following statements be-
tween 1 and 10, where 1 is entirely negative and 10 is entirely positive
This final task was designed to provide a rapid evaluation of the general opinion
of the interviewee after completing the prior practical tasks. It made four state-
ments to them and required a rating response of how much they agreed with the
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statement between 1 and 10, where 1 is totally disagree and 10 is totally agree.
The statements were designed to evaluate some important, but general, aspects of
the interview that were only applicable following from actually viewing and using
the visualization. The rating results obtained for the three statements applicable
to this chapter can be seen in the form of a radar plot in figure 5.23 and as raw
data in table 5.4. The results are then followed by discussion and analysis.
Interviewee Number Question 1 Question 2 Question 4
1 10 10 10
2 10 10 10
3 10 10 10
4 10 8 7
5 10 8 7
6 10 8 9
7 9 8 8
8 10 9 10
9 10 10 10
10 10 10 8
11 10 10 8
12 9 10 7
13 10 9 8
14 9 9 10
15 10 10 8
Arithmetic Mean 9.8 9.27 8.67
Standard Deviation 0.41 0.88 1.23
Table 5.4: The results obtained for task four, questions one, two and four.
The first statement, “You can definitely see at least one fault within the data”,
is intended to define how certain the interviewee was that they had indeed been
viewing modelling data that contained faults. A negative response to this question
would indicate that while they had identified something in the data in the first
two tasks, they perhaps had done so having been told that was what they should
expect to find, rather than it actually being what they saw. The results obtained,
and shown in figure 5.23, have a positive trend with a mean of 9.8 and a low
standard deviation (the square root of the variance) of 0.41. This is indicative
that all of the fifteen interviewees were happy that they had been shown a dataset
containing at least one fault. This reflects positively not just for the data itself,
but also the visualization, showing that as a tool to present information regarding
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Figure 5.23: A radar plot of the results from task four that are appropriate to
this chapter. Question one is shown in blue, question two in red and question
three in green.
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faults within the DEM data, it is successful.
The second statement “Colouring each sphere by its number of broken con-
nections is useful when looking for fault systems” is designed to evaluate whether
the interviewee felt that mapping the colour of the glyphs to the broken bond
count was a useful feature for allowing them to identify where the faults lay. It
was not intended to discern any technical detail as to why they found it useful,
only ascertain their immediate reaction as to whether they felt it was. The re-
sults obtained for this question are generally positive, with a mean of 9.27 and
standard deviation of 0.88. These results suggest the technique was perceived
as useful by the fifteen interviewees and therefore can be considered successful.
However in order to ensure a balanced view is taken, most of those interviewed
did not take advantage of the opportunity to alter the colour mapping.
The third statement is discussed in chapter six, therefore statement four,
“You believe that the data you have been shown is representative of a rift basin
that contains faults” is intended to reveal an overall reaction to both the data
and its visualization from the expert users. All interviewees associated with these
results were familiar with geological structures such as faults, to the point of being
considered expert. Due to this, they were less likely to accept an abstract model
as representing phenomena they were already familiar with simply because they
were told that this was what they were looking at. The results show a generally
positive trend, although less so than the first two questions, with a mean of 8.67
but a standard deviation of 1.23. As any value above 5 can be considered to be
positive on a scale of 1 to 10, it is correct to state that all of the interviewees
provided a positive result, with a low of 7 still being considered in the upper
range of the positive values. It is reasonable to state that all of the fifteen experts
interviewed were convinced that the data being shown to them was representative
of the types of structures the DEM was originally designed to simulate, however
some were more sceptical than others.
The first two tasks indicated that a researcher, already expert enough to
know the form of a fault, was able to use interactivity and the glyph based
visualization technique, combined with colour mapping, to identify the location
of such structures within the DEM data. This includes both an approximation
of the geometry of the plane and the associated hanging and foot walls. What
has not been explored in this study is the ability of the expert to then use the
other techniques presented in the chapter, such as a data visibility threshold, to
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reveal the fault they identified based on the model’s surface characteristics and
examine its geometry to provide an analytical review. This can be considered
a topic for further research as the time and resource required to perform such a
study is significant.
The results obtained from the fourth task offer an insight into the immediate
reaction of those interviewed as to what they had just been shown. In general,
a trend towards positivity regarding the fact that the data being viewed does
contain faults was evident; similarly there was a positive reaction towards the use
of colour mapping based on the number of broken bonds for each element as a
way to highlight the structures within the model.
The former of these trends points to the visualizations being successful in
presenting the data, as well as suggesting that the data itself does contain the
types of structures that it was designed to produce. The latter shows that differ-
entiation of the glyphs from each other using colour is an important aspect of the
visualization methods applied, although it cannot be claimed that this is defini-
tive proof that the blue to red colour mapping chosen is necessarily the optimal
choice. However it can be said that due to the generally positive results, it was a
successful schema.
5.7 Conclusions
The following broad conclusions can be made from the visualization techniques
presented:
 Glyph representation of geological DEM data is a successful technique.
 Differentiation of the glyphs by colour based on a variable associated with
each element allows larger overall structures to be revealed within the
model, with the following caveats:
– When a high level of differentiation is required between glyphs, a vari-
able that contains a large range between its upper and lower boundaries
should be chosen. However doing so can lead to low contrast between
the glyphs if the spread of values is low through the variables range.
– When high contrast is required between the glyphs, a variable which
offers a large number of overlapping values should be chosen. For
example, one that contains only values stored to integer level precision.
CHAPTER 5. VISUALIZATION OF A GEOLOGICAL FAULT MODEL 215
– Any colour map used should be relatively simple in nature, ideally
providing a linear transformation between two colours.
 Assigning one of two pastel colours to bands of glyphs can produce a visual-
ization effect similar to that used within associated analogue modelling, and
is a useful technique to allow the deformation of the model to be viewed in a
layered manner. Each band should contain an appropriate number(n) of el-
ements, i.e. according to the height (h) of the model presented, h
10
≤ n ≤ h
2
.
 Differentiation between glyphs by modification of their physical properties,
such as size or translucency, can provide a method to reduce the effect
of visual clutter and reveal cliques of elements associated with each other
according to the chosen variable. However control of upper and lower limits
of glyph size or transparency is important to ensure important glyphs do
not obscure each other or become unreasonably small or translucent.
 When revealing structures formed of elements contained within a larger
overall set, the ability to refine which can be seen is important. This can be
done either by applying domain cutting or by applying a visibility threshold
to the elements themselves, according to one of their associated variables.
 When temporally exploring DEM data, visualization parameters should be
maintained wherever possible as time is progressed or regressed.
 In the case of time-stepped DEM data, extrapolation of an elements path
through time, when presented using an appropriate visualization technique,
is a useful way to gain insight into how the final state of the data was
reached. However the ability to threshold the visibility of the streamlines
based on a variable applicable to each element is important to overcome
the problem of clutter.
Taking into account all of the above conclusions, this chapter has defined a
taxonomy of visualization techniques suited to the task of allowing a geologist
to reveal and analyse fault systems that exist within a spherical DEM dataset.
While it has been possible to highlight and extract the elements most likely to
be associated with a fault, it has not yet been possible to then abstract those
individual spherical glyphs into a single visual object that is representative of the
fault as a whole. This is explored in the next chapter, where the production of
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implicit surfaces based on the spherical glyphs that have been revealed using the
threshold and domain cutting techniques from this chapter, is described.
Chapter 6
Fault Structures as Implicit
Surfaces
Chapter five saw the application of glyph visualization to geological Discrete
Element Model (DEM) data, which was achieved by representing each element
from the model as a spherical glyph and altering its appearance according to a
facet of the element’s physical state. When combined with the ability to alter the
visibility of the glyphs, either according to their physical position in the model or
their associated variables, this revealed the underlying fault systems within the
data.
One issue that became clear was that although the glyph representation al-
lowed the nature of the faults to be seen more easily, it was still difficult to
imagine the structures as three dimensional.
In order to overcome this problem, this chapter presents the process of pro-
ducing an implicit surface from the glyphs by application of methods based on
the MetaBall technique, originally attributed to Blinn [Bli82]. The definition of a
MetaBall is as an implicit surface that represents two or more underlying geome-
tries. The technique is mostly found within oﬄine rendering environments that
are used to generate computerised animations in which each frame is pre-rendered
prior to being compiled as a moving sequence. This is because generating the
required underlying scalar data is a computationally intensive task that can only
be calculated in real-time for small examples. Its main application is as a method
to generate a single surface from an underlying composite of geometries.
In the work presented here, a variant of the technique (described in section
6.2) is applied to single points in time for selected elements within the DEM
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dataset that was first seen in chapter five. The inclusion of the technique can be
categorised as an addition to the visualization taxonomy built up in chapter five.
Producing a MetaBall based implicit surface consists of two distinct stages;
the first produces a scalar field while the second renders an isosurface through
this field. While the two stages are necessary for the final implicit surface to be
rendered, they have been split in this chapter into their own sections as they sit
in different stages of the Haber-McNabb model.
The chapter begins by presenting the general concepts behind producing an
implicit surface using the MetaBall method, then it describes how this general
form of the technique is applied to geological DEM data. This is then followed
by a description of rendering the final surface, with considerations towards issues
such as how to best define colour. The chapter is concluded by a discussion
of the success of applying the MetaBall technique as a solution to the problem
of producing a single surface from DEM data, and results from the remaining
portion of the user based study, first described in chapter five, are presented and
analysed.
6.1 Three Dimensional Surfaces From Discrete
Element Data
Generating a surface that is representative of specific elements from a DEM can
be approached in one of two ways. The first is to treat the elements as particulate
data and use only their central position as the basis for calculating a represen-
tative structure. The second is to consider the actual geometry of the elements
and create a surface based around this extra information. While it might appear
more obvious to select the first option and create a surface by interpolating extra
data, the resultant visualization will not be representative of the nature of the
elements it is representing, as treating them as particles means that their phys-
ical presence is ignored in the surface produced. In cases where an abstracted
representation of the fault is desired, this may be appropriate, however it can
be argued that discarding all aspects of the physical state of each element, aside
from their central position, could lead to the generation of a surface which is
misleading and not a true representation of the underlying DEM.
Therefore a method which takes into account the specifics of the geometry of
each of the elements is required in order to produce an informative surface. One
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such method is the MetaBall technique, which when used in its most common
form, produces a uniform scalar field that represents the nature of each object
being considered. However, as is described in more detail later in the chapter,
the way that the field is rendered has a significant impact on the effectiveness of
the resultant surface.
MetaBalls can be described as a way to visualize an energy field. As the name
implies, they are primarily used as a way to render a surface that is representative
of a collection of underlying primitives, such as spheres. They involve calculating
the energy levels for a predetermined field of points, where the level of energy
for each point is defined by the contribution of each primitive being considered,
according to the calculation of an appropriate field function. Once the energy
levels throughout the entire field have been calculated, a rendering algorithm
suited to generating a surface at a specific energy threshold is then applied to
produce the final visualization.
The MetaBall concept can be formally described by considering e MetaBalls
in a system as being defined by a field function in n-dimensions, i.e. for three
dimensions, fi(x1, x2, x3). Then by assigning a threshold value (t) that defines a
desired energy level for the implicit surface to conform to, it is possible to state
that the surface generated is equivalent to
e∑
i=1
fi(x) = t (6.1)
The energy function chosen to satisfy f(x) can vary depending upon the
intended purpose of the application, this will often be achieved using an energy
formulation that conforms to the inverse square law.
6.2 Generating the Scalar Field
The first stage in generating an implicit surface using the MetaBall technique is to
create a field of points, each with an associated scalar value that is representative
of a discrete point in an energy field. It is common at this stage to specify a
field of points that has a uniform layout to facilitate the effective application of a
rendering algorithm. In cases where the chosen rendering method does not rely,
or perform optimally, on a cubically structured field then a different configuration
may be chosen, however as this is optimal for the Marching Cubes algorithm, a
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uniform cubic layout is used here.
The calculation of each scalar value is a cumulative process, with each un-
derlying geometry considered for every point in the field, and a value that is
calculated according to a distance based energy function accumulated for each.
Regarding the Haber-McNabb model, the process of generating the scalar field
can be attributed to stage one, data enrichment or enhancement, as although it is
generating a new dataset in the form of the scalar field, which can be considered
to be separate from the initial underlying DEM data, it is manipulating the raw
DEM data into a new state that is suited to producing an AVO.
6.2.1 Calculating the Scalar Values
In the seminal paper “A Generalization of Algebraic Surface Drawing” [Bli82],
Blinn describes the process of producing an implicit surface by applying an energy
function to generate a field of scalar values and then applying a suitable rendering
algorithm to generate an isosurface. It should be noted at no point does he coin
the term MetaBall.
In the paper, Blinn describes the method as a way to model and visualize
electron density maps of molecular structures. Given the intended purpose of his
presentation, he goes on to describe the fact that quantum mechanics represents
the electron in an atom as a density function of its spatial location. It is the
general form of this density function that he uses to generate the underlying
energy field. Further work, built upon Blinn’s original paper, often refers to the
most appropriate field function being the equation for Gravitation, perhaps in
part due to a shift in intended audience. Ultimately however, the field functions
chosen tend to follow the inverse square law, resulting in
fi(x) =
1
||x− ci||2 (6.2)
where ||x−ci||2 is the squared distance (d) between the field point, and the centre
of the sphere that is being considered. However, equation 6.2 assumes that each
sphere being considered has a squared radius of 1. In the case of Blinn’s usage of
electron density, and subsequent use of other suitable equations, the weighting of
the effect that each underlying geometry’s central sphere has on the field is linked
to the constants present in the chosen equation, be that mass for Gravitation or
electron density within Blinn’s paper. Without this weighting, the energy field
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produced according to equation 6.2 would not be representative of the underlying
structures, therefore we can modify the equation to take this into account and
incorporate a weighting value (w), resulting in
fi(x) =
wi
||x− ci||2 (6.3)
When considering this equation for use with the application presented here,
it is desired that, for a specific set of spherical elements, an energy field is gen-
erated which when rendered according to an appropriate threshold value, allows
an implicit surface that is representative of the set of spheres to be visualized.
Therefore the weighting value w is equal to the squared radius (r2i ) of each sphere
being considered.
As the DEM data being utilised is three dimensional, a 3D field function is
used; the resulting algorithm can be seen described, in a non-optimised state
in algorithm 10. A point to note is the calculation of the normal vector for
each point in the field, this calculation is a derivative of the energy calculation
and is necessary to allow correct texture and lighting effects to be applied when
rendering the isosurface; it is included here for algorithmic completeness.
Algorithm 10 describes the field function f(x) used to generate the scalar field
given a field of points (FP ), a list of spheres (s) and a distance store d.
1: for i = 0 to i = stotal do
2: for j = 0 to j = FP [x]total do
3: for k = 0 to k = FP [y]total do
4: for l = 0 to l = FP [z]total do
5: d = Distance(FP [jkl], s[i])
6: if d > 0 then
7: FP [jkl].value = FP [jkl].value+ (s[i].radius/d)
8: FP [jkl].normal = FP [jkl].normal + (((FP [jkl].position −
s[i].position) · s[i].radius2)/d)
9: end if
10: end for
11: end for
12: end for
13: end for
The use of a field function that behaves as an inverse square law seems the
most obvious given the intended purpose of the MetaBall technique, i.e. allowing
two or more geometries to affect an energy field such that when an isosurface
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is rendered through it, the result is indicative of how they would appear were
they joined in space according to their distance. This is because the rate at
which the join between the two geometries drops off behaves in an expected or
natural manner, as seen in physical phenomena such as gravity. For this reason,
an inverse square field function has been utilised here, however it is worth noting
that future work may wish to consider the implications of using a field function
that is equivalent to 1
r
or 1
r3
.
The former will produce a smoother surface, less affected by the exact charac-
teristics of the underlying geometries, while the latter is likely to produce a surface
which bears less of a resemblance to the underlying geometries, with the drop off
rate being greater than is required for the resultant isosurface to be able to rep-
resent the geometries at any threshold. Field functions following an inverse cube
law have been applied in physics when modelling the effects of dipoles [KvV39],
where a problem cannot be simplified down to the point sources necessary for the
use of an inverse square law.
6.3 Surface Visualization
Once the underlying scalar field has been generated, the next stage is to render
an isosurface through the field using an appropriate algorithm.
Blinn, in his seminal article [Bli82], defines a rendering algorithm suited to
his field data that he refers to as a raster conversion algorithm. This refers to
a method of rendering a surface through the field by algebraically resolving the
z depth of each pixel located at (x, y) based on a predefined threshold. While
this technique was successful, there have since been advancements in the area of
polygonising a scalar field. The most notable of these is the technique referred to
as the Marching Cubes (MC) algorithm [LC87] and while there have been subse-
quent variations on the rendering process first introduced by Lorensen and Cline
in 1987, replacing the concept of cubes with alternatives such as tetrahedrons in
order to overcome some of the limitations associated with the original concept
[LB03, ABJ05, BCL06], they are not problems expected to be experienced during
this implementation. The nature of the MetaBall technique means that there is
control over the scalar field; therefore it can be ensured that it is hexahedral in
layout, as required by MC, and also that it is discretised to an appropriate level
to produce the desired quality of isosurface.
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The MC algorithm is well documented and is therefore not described in de-
tail here, however a general description of the technique is that it marches, or
proceeds, through a scalar field, considering eight neighbouring points from the
field at a time. The cube that is then formed by these eight points is evaluated
to determine the polygons that are needed to represent the area of the isosurface
that passes through it, as defined by a threshold value. Each determination is
performed by lookup to a precalculated array of 256 possible polygonal configu-
rations. The individual polygons are then combined to form a single surface.
In altering the threshold value, it becomes possible to produce different im-
plicit surfaces through the same scalar field, which has the effect of allowing the
surface to show detail regarding its underlying geometries, or for it to provide a
general overview of their cumulative energy within the field. The following sec-
tions provide an overview of rendering the effects of applying a 1
r2
field function,
as per section 6.2.
The process of rendering a specific isosurface through the scalar field data
fits to the final two stages of the Haber-McNabb model. Stage two, visualization
mapping, can be likened to the process of calculating the colour of the surface and
its polygonisation, based on a threshold value. While the actual act of displaying
the surface fits to stage three or rendering.
6.3.1 Colour Calculation
Applying colour to the generated isosurface can be considered in two ways. The
first is to calculate a colour mapping for the polygonised surface after it has been
calculated by the MC algorithm and according to the position of each vertex in
the mesh. The second is for the surface to incorporate the colour characteristics
of the underlying geometries.
As the purpose of utilising the MetaBall technique to generate an implicit
surface is to allow a collection of spherical elements that represent a single fault
to be visualized as a single continuous structure, the second option of using the
colour properties of the underlying spheres has been chosen.
Chapter five discussed the application of different colour mappings to the
spherical glyphs, with mappings applied to various facets of each element, ranging
from their position in model space to their individual variables such as layer,
breaking strain and broken bond count. As the generated isosurface is intended
to represent the underlying spheres, the colour from the glyphs is used to assign
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a colour to each of its vertices; this is achieved as an addition to algorithm 10.
During algorithm 10, the square distance (d) between each point in the scalar
field and each sphere is calculated, this value is reused during an additional
calculation that checks whether the value for d is less than, or equal to, that
of the square radius (r2) of the sphere, plus an enlargement factor (e), that is
currently being checked. The enlargement of each sphere by e ensures that there is
not a distinct cut-off in the final rendered surface, allowing a smoother transition
between colours derived from discrete sources. However, this enlargement allows
for the possibility that a point in the scalar field may fall within the catchment
areas of two or more underlying spheres, therefore when this occurs, the existing
colour for the point is added to the new colour and an average value taken.
As the field being used is always either cubic or cuboid in shape, there will al-
ways be points that do not fall within the catchment area of the selected spheres,
therefore to avoid generating an isosurface that contains vertices with no colour
assigned, each point in the field is initialised to the lowest colour in the selected
colour map and then all spheres that fall within the current domain cut (see chap-
ter five) are considered for colour assignment. This process of colour assignment
is depicted in figure 6.1, where it is shown in two dimensions for clarity.
Figure 6.1: A two dimensional depiction showing the process of colour assignment
to each of the points in a scalar field. Each point starts the process as black and
then takes on the colour of the spheres that encapsulate it. For each sphere
shown, the inner circles represent the underlying spherical geometry while the
outer circles show the enlargement area due to e.
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The example depicted by figure 6.1 is simplified to aid understanding, typically
the points would be initially assigned the colour at the bottom of the current
colour map. In the figure there are three instances of points which fall within the
enlarged catchment area of more than one sphere, these have been highlighted,
and the way that the resulting colour has been calculated, labelled. It should
also be noted that, as described, in order to avoid many of the points in the
field having no colour beyond their initialised value, each sphere in the selected
domain is considered for colour data. Therefore in an area of densely packed
spheres, even though the energy levels would reflect only those selected as being
pertinent, the colour data would reflect all of them. The final colour of each
polygon, as rendered by the MC algorithm, is an average of the value stored for
each of the two field points considered during each of its edge calculations.
6.3.2 Isosurfaces at Different Threshold Values
Following on from the generation of the scalar field and assignment of colour to
each of its points, it is then possible to utilise the MC algorithm, described at
the start of this section, to produce isosurfaces that represent various thresholds
through the field.
To show this effect, figure 6.2 depicts the process of producing an isosurface
to represent two major fault systems within the example DEM dataset. The
figure first shows the selected domain of elements being considered, each of which
contributes to the colour assignment within the field; it then shows the elements
that represent the underlying faults. The final four panels in the figure show
the implicit surface as generated according to four different threshold values.
The threshold value seen in panel (d) has a balance between showing the three
dimensional nature of the structure as well as the surface detail.
A conclusion at this stage is that the application of a MetaBall-like technique
to produce an implicit surface of the spherical elements can be successful in pro-
ducing a single three dimensional surface representative of the fault that they
infer. It is important to acknowledge that the surface produced is not geomet-
rically accurate compared to the elements from which it is derived, and should
therefore be used as a guide to the nature of the faults structure.
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Figure 6.2: Four visualizations showing isosurfaces taken through the same scalar
field according to various threshold values. Panel (a) shows the entire domain,
while panel (b) shows the spheres that are defined as being part of two fault
systems. Panels (c) through (f) then show isosurfaces generated according to
thresholds of increasing magnitude.
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6.3.3 Model Variables as Effectors
In section 6.2.1 it was stated that the field function used to generate the under-
lying scalar field incorporates a weighting value w (see equation 6.3), which was
set equal to the square radius of each sphere being considered.
However, in the case of the data presented here, each spherical element in
the model has more variables associated with it than just position and radius.
In chapter five, employing these variables to allocate colour mappings, as well as
altering the radii of the glyphs used to present the elements, was explored. In
these cases, glyphs with an associated high breaking strain or high number of
broken bonds were assigned higher radii.
Glyphs with larger radii, due to either a higher breaking strain or higher
broken bond count, could conceptually be of more significance within the fault
than those with low values. Therefore rather than treating each sphere as having
an equal radii when calculating the scalar field, it is proposed that scaling the
radii of the selected spheres and using the new scaled value in the field function
will produce an implicit surface which is able to visually represent areas of the
fault of high importance using not only colour but also form.
In order to test this hypothesis, a similar process to that used to generate figure
6.2 was performed, however in this case the value for r2, imparted to the field
function according to the underlying radius of each sphere was scaled according
to either the broken bond or breaking strain variables associated with it. As all
spheres in this case have a radius of 1, those with a broken bond or strain value
equal to the global maximum impart a value of r2 = 1, while those equal to
the global minimum impart r2 = 0. The field generation process is completed
three times, once with all radius values unchanged and then twice more scaled
according to the broken bond and breaking strain variables. These are presented
in figure 6.3, with an isosurface generated through the field according to the same
threshold value.
The effect of scaling the squared radii of the spheres according to their vari-
ables is, initially, an obvious one. The amount of energy being applied to the
scalar field is reduced, therefore, at the same threshold, a more constricted, and
less smooth result is produced for the affected surfaces. The variable with the
largest variance but smallest number of high values, breaking strain, produces a
less energetic field.
The result produced by affecting the field according to the breaking strain
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Figure 6.3: Visualizations showing the effects of using variables to affect the
generation of a scalar field. Panels (a) and (b) show the sub-set of spheres utilised
in the generation of the implicit surfaces that are shown in panels (c) through
(e). Panel (c) shows the isosurface produced at a threshold of 4 with no scaling
applied, while (d) shows the effects of applying the broken bond variable and (e)
the strain variable.
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variable is difficult to utilise. This is because there is no one good threshold
that produces a meaningful isosurface, due to the fact that most of the values
in the variable tend towards the lower end of its scale. However affecting the
field using the broken bond variable, which has a relatively even spread of values,
produces more interesting results. Assuming that an appropriate threshold value
is chosen, more surface detail is apparent across the entire isosurface than can be
generated when each glyph is considered to have the same influence on the field.
This suggests that by altering the effect of an element on the field, by assigning
it a weighting based on its perceived importance within the context of the model,
it is possible to normalise the energy level within the field such that more detail
can be seen globally at a specific threshold value. This is at the expense of the
more general form dictated by equally weighted spheres becoming less obvious
and a reduction in the range of useful threshold values.
Use of this technique relies on careful consideration of the variable chosen to
act as a modifier, as well as how the variable assigns a weighting to each sphere.
It should also only be applied when it is not possible to refine an appropriate
isosurface, showing the desired amount of global detail, based on a geometrically
correct underlying scalar field where each spherical element’s actual radius is
considered. In these cases, the technique’s ability to highlight important elements
while still including those considered less so within the field can be useful.
6.3.4 Multiple Surfaces
The scalar field produced according to the underlying spheres has only been
considered at one threshold value at a time; however, as was shown in figure 6.2,
varying the threshold value allows different aspects of the same fault to be seen.
This section explores visualizing multiple thresholds through the same scalar
field simultaneously, employing transparency on the outer isosurfaces. Figure
6.4 shows three isosurfaces generated from the same scalar field shown in the
same visualization. The intent is to allow the outermost surfaces to depict the
global three dimensional nature of the fault, while the inner most surfaces show
increasing levels of detail.
Through this technique, when coupled with the ability to interact with the
visualization, it is possible to see the three dimensional nature of the fault, as
well as allow a more detailed examination of the areas of the structure with the
most spheres. However, generating more and more surfaces will not produce a
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Figure 6.4: A visualization showing three isosurfaces generated through the same
scalar field. The surfaces are rendered according to increasing threshold values,
each showing an increasing level of detail, with the outer surfaces made semi-
transparent allowing those underneath to be seen.
more useful visualization. In the example shown in figure 6.4 which contains three
surfaces it is already starting to become apparent that the effects of clutter and
multiple levels of overlaid transparency are producing a visualization bordering
on confusing.
The effectiveness of this technique in allowing faults to be seen is dependent
on multiple factors. The first is the amount of underlying spheres used to define
the field. In cases with few spheres, it may be possible to utilise more surfaces, as
the visualization is inherently less complex, however this is linked to the second
factor which is the scale of the domain being viewed. As the MetaBall technique
demands a scalar field through all of the space occupied by the spheres being
considered, when there is a low number of spheres that are spread over a large
area and not clustered together, the resultant surface will be just as visually
complex as for a large number of spheres that are spread over the same area.
As is often the case with visualization techniques, the suitability of using
multiple isosurfaces to represent the same scalar field will be more successful in
some cases than in others. It is at the discretion of the person presenting the
visualization as to how many surfaces are appropriate, the threshold they should
CHAPTER 6. FAULT STRUCTURES AS IMPLICIT SURFACES 231
be set at and their level of opacity.
6.4 Analysis of Success
The process of applying a method that is generally referred to as the MetaBall
technique, to produce an implicit surface that represents a set of elements from
a spherical DEM, has been explored.
The original motivation for converting and applying the MetaBall technique
to this problem was explored during chapter five. Where it was observed that
while direct representation of the DEM as spherical glyphs, combined with the
ability to threshold their visibility, allowed a general overview of the faults to be
seen, it was difficult to gain understanding as to their three dimensional nature.
As discussed in chapter five when evaluating the success of the glyph based
visualization techniques, it is not always possible to state whether a visualization
is universally successful, as one person’s ability to perceive meaning in an image
can be different to another. However, it is possible to state when a visualization
is successful in imparting information to a majority of people. In order to test
whether this is true of applying the MetaBall technique to show the faults within
the presented data, a selection of fifteen geological experts were consulted using a
standardised interview. Some of the results from this process have been presented
previously in chapter five, however those pertinent to this chapter are presented
in section 6.4.2.
6.4.1 Visibility of Faults
During chapter five, multiple examples of sub-sets of spheres taken from an overall
DEM dataset were presented. This chapter considered the potential for utilising
similar sub-sets to produce a single implicit surface.
Specifying whether a fault can be seen more clearly using an implicit surface
compared to viewing it using glyphs alone is a difficult question with various
angles that must be considered in order to reach a conclusion. Perhaps one of the
most important is whether the implicit surface can be considered representative
of the underlying spheres. The answer to this question is subjective, as once the
scalar field has been generated according to a field function, stating whether a
chosen threshold actually represents the spheres is open to interpretation.
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Assuming the goal of the visualized surface is to show an approximate repre-
sentation of the shape of a fault, according to a user defined threshold, then it is
reasonable to state that any surface generated is correct as the underlying scalar
field is intrinsically linked to the spheres that make it up. However if the goal
is to visualize a surface that accurately portrays an outline of all of the chosen
spheres, then stating that the implicit surface is anything but an approximation
would be incorrect as no one threshold through the field will produce an isosur-
face that represents the outermost shell of spheres in a three dimensional cluster,
due to the inner spheres contributing to the overall energy field.
For the purposes of this work, it is assumed that the implicit surfaces being
generated are intended to show the general trend of the geometries of all of the
underlying spheres rather than produce an accurate outline of the shape of the
cluster that they form. In chapter five, faults were revealed in the spherical
data using multiple techniques, specifically by either applying a threshold to
the visibility of the glyphs or by altering their physical characteristics, such as
transparency or size. A key example can be seen in figure 5.17, which shows
faults according to their strain variable. In order to examine the effectiveness of
an implicit surface to show the same structures while providing more information
about the three dimensional nature of the surface that the underlying spheres
imply, an example is depicted in figures 6.5, 6.6 and 6.7.
In the figures, a sub-set of spheres that represent a notable fault from the
DEM has been selected and a scalar field generated according to their position
and original radii. Three key viewing angles of the same sub-set are shown in the
figure, with the spherical glyphs shown aside an implicit surface generated at an
appropriate threshold.
Figure 6.5 shows a view taken parallel to the x dimension of the model. This
figure shows the advantage of viewing a fault as a single three dimensional surface.
In panel (a) of the figure, primarily due to the viewing angle, it is difficult to
ascertain the relative depth of the spherical glyphs from each other. In panel (b),
an approximate outline of the fault can still be seen, with the general shape of
the surface comparable to that produced by the glyphs, however it is now also
possible to ascertain more information regarding the three dimensional nature of
the structure. Two key areas of the figure that highlight this are outlined and
labelled (i) and (ii).
In the area labelled (i), in panel (a) we are able to see that a gap exists
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Figure 6.5: Visualizations showing a sub-set of the overall DEM data. Panel
(a) shows the data using only glyphs, while panel (b) shows an isosurface drawn
through the scalar field that has been generated according to the glyphs in panel
(a). Areas discussed in the text are shown highlighted and labelled as (i) and (ii)
respectively.
between the elements; however it is difficult to determine the nature of the gap,
such as where it terminates and which elements make up its edge, especially
according to their depth. In panel (b) we can clearly see the gap defined as a 3D
surface, with the effects of shading and lighting providing visual clues as to how
the edge is defined and how the surface undulates. We can also get a real sense of
depth for the gap. In the area labelled (ii) in panel (a) it is difficult to gain any
more information about the nature of the structure other than its basic outline,
however in the same area of panel (b) we can see the way that the surface has an
upturned V shaped concave area and that it tapers and twists from the top to
the bottom.
In figure 6.6 the same data shown in figure 6.5 is viewed from a different angle,
in this case it is possible to get a greater sense of depth from the glyphs alone due
to the fact that the angle chosen looks along the data and provides a more typical
non-planar view, imparting a sense of three-dimensionality. However, as with the
previous example, there is a notable gap in the model that is highlighted in panel
(a) as (i). As before it is difficult to get a true sense of the three dimensional
nature of the edge of this gap, where the white backdrop of the image provides
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Figure 6.6: Visualizations showing the same sub-set of the DEM seen in figure
6.5 but from a different viewing angle. Panel (a) shows the elements represented
using only glyphs, while panel (b) shows an isosurface generated through the field
they imply, according to a threshold of 6.3. The area discussed in the text has
been highlighted and labelled as (i).
contrast, it is possible to see its shape, however perceiving its physical attributes,
such as its thickness moving from the right hand edge to the left is difficult as
spheres overlap other spheres causing visual clutter. In panel (b), the isosurface
shown allows these details to be seen more clearly, i.e. we can now see that the
thickness of the plane is approximately 6r when compared to the radii of the
spherical glyphs making it up, as seen in the left of the figure. We can also see
the area towards the bottom of the figure, which connects the two larger areas to
each other and completes the bottom of the U shape, whereas when viewed as
glyphs in panel (a) it was difficult to see this information.
In the final example (figure 6.7), the same data as before is viewed from
a top down birds-eye view. This example suffers from the same lack of depth
perception in the case of the glyphs, shown in panel (a), as the example shown
in figure 6.5. As before, the chosen viewing angle provides good definition of the
general outline of the fault, however it is difficult to perceive any detail regarding
its three dimensional nature. Two key areas have been identified in the figure
and labelled as (i) and (ii), however the discussed points hold true for the whole
example.
Area (i) in panel (a) shows the shape of a fault, where it is possible to see
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Figure 6.7: Visualizations showing the same data sub-set as figure 6.5 and 6.6 but
viewed from a birds-eye perspective. Panel (a) shows the elements represented
using only glyphs, while panel (b) shows an isosurface generated at a threshold
of 5.8. Areas discussed in the text are highlighted and labelled as (i) and (ii)
respectively.
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that it twists towards the right. A small amount of detail regarding the relative
position of the elements to each other can also be seen by analysing the size of
each glyph, as produced by the OpenGL perspective matrix. In panel (b), the
same area can be seen as an isosurface, it shows the same twist to the right,
however due to the effects of lighting and shading on the surface, we can now
better see information pertaining to its depth as well as new information, such
as the fact that there is a lip, or outcrop, toward the top of the structure.
In area (ii) of panel (a), it is possible to see a general outline of the structure
using the glyphs, where detail such as the gaps that exist between the spheres
is visible, however its three dimensional nature is unclear. In the isosurface
equivalent in panel (b), the fact that the structure twists towards the right of
the visualization is more evident, as is the nature of the gaps that exist in the
model. The general sense of three-dimensionality is more pronounced in the
isosurface representation than in the glyph based representation.
6.4.2 User Based Study
In section 5.6.2, results gathered by interview from a selection of experts consid-
ered the effectiveness of the glyph based visualization techniques through a series
of structured tasks. A collated presentation of the interview in its entirety can
be seen in appendix B, section B.1 and B.2, and the images shown to the inter-
viewees for task three in section B.4. As the results presented here were collected
at the same time, the methodology described in section 5.6.2 can be assumed to
be applicable to the results seen here. This section presents the results for task
three and the third section of task four.
Task 3: Examine a set of MetaBall images and rate them
This task aimed to gauge the reaction of the expert users when confronted with
an implicit surface compared to just spherical glyphs. To achieve this, they were
presented with five sets of images, each showing the same DEM data using glyphs
only, then using either an implicit surface only or an implicit surface combined
with glyphs. For each they were asked to rate how they compared the glyph only
representation to the one which used the implicit surface by assigning a value to
each between 1 and 10, where 1 was entirely negative and 10 entirely positive.
It was stressed to each interviewee that the rating they gave should reflect how
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much better or worse they felt the implicit surface representation was compared
only to the glyph based visualization being presented, ensuring that each of the
five cases were considered individually. This task was undertaken using preformed
images to ensure a uniformity to the process, as aspects such as the chosen viewing
angle are an important factor in how an implicit surface is perceived. The results
from this process can be seen as raw data in table 6.1 and as a radar plot in figure
6.8.
Interviewee Number Image 1 Image 2 Image 3 Image 4 Image 5
1 5 5 7 7 6
2 8 3 4 6 2
3 6 4 7 6 9
4 8 5 7 8 8
5 6 6 4 6 5
6 8 8 6 7 7
7 9 8 8 5 6
8 8 8 10 8 7
9 3 4 4 2 6
10 6 7 6 7 4
11 7 8 9 9 5
12 6 10 9 8 2
13 5 5 5 5 2
14 8 7 8 8 8
15 8 8 6 8 7
Arithmetic Mean 6.73 6.4 6.67 6.67 5.6
Standard Deviation 1.62 1.99 1.91 1.76 2.26
Table 6.1: The results obtained for task three.
It should be noted that while the implicit surfaces shown were produced using
the same methodology as presented during this chapter, each point in the under-
lying field was initialised to white before the application of the method seen in
section 6.3.1. The results that this task produced were less conclusive than those
in chapter five, with a wide range of values collected for each of the five images.
For the majority of users, they either appeared to be generally positive about
the implicit surface or generally negative. In only a couple of cases, notably
interviewees two, three and eleven, were they both negative and positive.
Considering each image specifically, image one was designed to present faults
from the DEM in such a way that their three dimensional nature was obvious
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Figure 6.8: A radar plot showing the results obtained from task three. Image one
is shown in blue, image two in red, image three in green, image four in purple
and image five in light blue.
even as glyphs alone. It was expected that this image would receive a generally
positive response, which proved to be correct with results producing a mean of
6.73 and a standard deviation of 1.62, although this relatively large deviation
does indicate a wide spread of answers. Image two presented the same data as
image one but from a birds-eye perspective. It was expected in this case that the
results would show either the same or a slightly more negative response compared
to the first image. This was reflected only minimally in the results, with a mean
of 6.4 and a standard deviation of 1.99.
The third image differed from the first two in that it presented approximately
50% of the models domain as glyphs with no visibility threshold applied, then
showing the same set of glyphs, but with the empty portion of the visualization
filled with an implicit surface that represented any faults within the missing
glyphs. The purpose of this image was to gauge the effectiveness of combining
glyph based visualizations with the results of the MetaBall technique. It was
expected that this image would prove more contentious than the previous two,
with a more negative response expected. Due to the colour mapping of the glyphs
offering visual clues as to the nature of the implicit surfaces emanating from them,
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the expert users being interviewed were used to viewing such data and therefore
were expected to take into account the effects of clutter and obfuscation that
occurs by having both in the same visualization at the same time. This image
received a generally positive response, with a mean of 6.67 and standard deviation
of 1.91. This result suggests that the initial visual impact of the visualization is
important in how the user feels towards it, however it should be noted that
a majority of those interviewed commented at this point that the cross-section
through the spheres showed the type of information they were most used to seeing
when considering fault data, and that its visibility played a part in their positivity
towards the implicit surface based visualization.
Image four presents a similar visualization to that seen in image one; it was
placed at position four in the task deliberately to allow a period of time between
the two images being viewed. The only notable difference between the two images
is that image four presents the implicit surface combined with the spheres used to
generate it. The surface is also representative of a lower threshold value, meaning
it is a more approximate representation than was seen in image one. The purpose
of this image was to ascertain whether an implicit surface, rather than being the
sole representation of the faults, could instead be used as a way to augment the
glyph based representation, providing a simpler surface for the majority of the
elements, but allowing the surface detail to be defined by the glyphs. It was
expected that the results for this image would be similar to image one, which was
proven to be true with a mean of 6.67 and standard deviation of 1.76.
However while the results do not reveal a preference between the two images,
when specifically asked at this point whether they preferred the representation in
image four or one, the majority of those being interviewed stated image one as
image four felt more cluttered, some even made this observation without prompt-
ing.
Finally, image five was designed to test whether an implicit surface could be
used to improve the clarity of a visualization produced from a poorly selected
sub-set of elements. The actual sub-set contains an important structure within
the context of fault analysis, as it shows a point where two distinct fault planes
appear to have conjoined, however the set has been refined both in visibility and
domain, then viewed from an angle such that although it can be clearly seen, it
has little around it to provide context. The results for this image were difficult
to predict but they showed a generally positive trend, however as expected, the
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average of 5.6 is lower than the other images and the standard deviation of 2.26
larger. While it is difficult to draw firm conclusions either way based on this
final image, it is reasonable to state that the use of the implicit surface did not
produce a less effective visualization. Also, that it is a good example as to why
the careful selection of the sub-set of elements is paramount to the success of any
visualization technique applied to this type of DEM data.
Task 4: Rate how closely you agree with the following statements be-
tween 1 and 10 where 1 is entirely negative and 10 is entirely positive
This task was designed to evoke a rapid response from the interviewee, asking for
a quick rating between 1 and 10 as to how much they agreed with the statements
being made. The ratings obtained for question three can be seen as raw data in
table 6.2, and then as a radar plot in figure 6.9.
Interviewee Number Question 1
1 6
2 5
3 6
4 8
5 6
6 10
7 8
8 7
9 4
10 7
11 8
12 8
13 5
14 10
15 9
Arithmetic Mean 7.13
Standard Deviation 1.81
Table 6.2: The results obtained for question three of task four.
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Figure 6.9: A radar plot showing the results from question three, task four.
Question three consisted of the statement “The MetaBall technique allows a
fault system to be better visualized than just using spheres alone” and was intended
to evoke a reaction from the interviewee as to their general feelings towards the
MetaBall technique in producing an implicit surface of meaning when compared
to viewing the data just using glyphs. The results from this question are obvious
in that a negative response suggests they do not like the technique, or at the very
least its presentation in the images shown, while a positive response suggests the
opposite. The question produced values that show a positive trend, with a mean
of 7.13 and a standard deviation of 1.81.
It is notable that those who were generally negative during the image ratings
of task three, also provided a negative response here, such as interviewee nine.
Whereas those who provided positive results before also provided a positive an-
swer here, indicating that the value they chose for this question was indeed based
on their experiences of the previous task.
The results from this question allow a basic conclusion to be drawn that, for
a selection of fifteen expert users, there was a generally positive response towards
the visualizations containing the implicit surfaces when compared to those that
just contained spherical glyphs. However it is obvious that the effectiveness of
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the technique polarises opinion. The reasons behind a minority being so notably
negative to the technique are a topic for future work.
6.5 Conclusions
This chapter has presented the results, and discussed the successes, of creating an
implicit surface from a set of spherical glyphs using a method referred to as the
MetaBall technique. Initially the process of generating an underlying scalar field
was presented along with the method used to assign colour to each of its points.
This was followed by a description of the method used to generate isosurfaces
through the field at various threshold values.
Results were presented firstly as comparisons between glyph visualizations and
examples that used an implicit surface. Following on from this was the presen-
tation and analysis of results collected from a user based study. The conclusions
drawn here circumvent any technical issues, such as whether the MC rendering
algorithm was the most suited to generate the smoothest possible surface, as
these issues are not considered consequential from a research perspective. In-
stead the conclusions drawn refer to the success of representing a fault comprised
of spherical elements as a MetaBall-like implicit surface.
It is reasonable to state that using the MetaBall technique to produce an im-
plicit surface of the faults within the DEM data has had limited success. In this
study, the technique shows promise as a way to represent structures within un-
structured geological DEM data, with the experts interviewed showing a positive
bias towards this technique.
However there are some key areas that require further investigation. The
first of these is the generation of the underlying field data, potentially looking
towards other field functions that may prove more appropriate. The second is
to investigate how best to refine the spheres that get utilised in the generation
of the scalar field, for example, is it better to ignore all spheres not considered
to be part of the outer shell of a structure. Finally, the third looks towards the
generation of colour through the isosurfaces that were produced, with scope for
application of more standard colour map techniques than seen in this chapter,
as well as further investigation into improving the effectiveness of utilising the
colour of the underlying spheres to create a colour for each point in the field.
Chapter 7
Conclusions and Further
Research
The preceding four chapters presented the culminations of works undertaken to
achieve a single global goal, first defined in chapter one. To investigate numer-
ical modelling of the evolution of extensional faults in the Earth’s crust, using
a Discrete Element Model (DEM) and then explore its data using appropriate
visualization techniques.
As the task was to be built upon a proven base of prior work defining a DEM
for the simulation of the evolution of faults, it was proposed that the current
state of the art in real-time Physics Engines would be explored as a solution to
the physics calculations required by DEM. The reasoning behind this decision
was grounded in the ideals of best practice within Computer Science, i.e. where
possible, standardised software libraries should be used to calculate well-defined
problems.
The complex problems imposed when implementing DEM software stem pri-
marily from the calculation of Newtonian Physics, which real-time Physics En-
gines are designed around. At the time of writing, the majority of data produced
by DEM is done so using either closed source specialist software or software writ-
ten for a specific DEM. Assuming that the techniques used within PEs were found
to be appropriate for the calculation of a DEM then it could be stated that they
were already suited for use in scientific rigid body simulations such as DEMs.
However if they were found to be unsuited, either due to the use of inappropri-
ate techniques or a lack of numerical accuracy, then this could also be defined
and potential solutions provided. The hypothesis that current real-time PEs can
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be utilised as an underlying calculation library within DEM software was tested
and analysed in chapter three, where the problem of extensional fault evolution
modelling was implemented and evaluated using NVIDIA’s PhysX PE.
This work led to chapter four, which presents a method of parallelisation to
allow multiple, discrete instances of a PE to be used. The motivation behind
chapter four stemmed from conclusions reached during chapter three regarding
the fact that while it had been confirmed that PEs employ suitable methodologies
within the context of scientific simulation, they did not solve n-body problems of
a size typically suited to the application. In parallelising the PE by considering it
as a black-box software library, the work in chapter four describes a way of using a
current PE to simulate n-body problems of a scale limited by available hardware
resource rather than limitations inherent within its design. It also provides a
method by which to execute the overall simulation using a distributed or shared
memory parallel resource.
Following this, the second aim was to explore the DEM data using appropriate
visualization techniques. As the work presented was built upon existing results,
this meant that for visualization purposes applicable DEM data was available
from both the results of the PE based modelling as well as data from an existing,
non-PE based model. While the PE based modelling presented in this thesis was
based upon the prior non-PE based model in terms of its design and physical na-
ture, the use of a PE led to models which were, while still physically comparable,
notably different in result for reasons discussed later in this chapter.
The goal when considering how best to visualize geological DEM data was
not necessarily to produce new techniques for the purpose, rather to analyse
existing methods within the context of the problem, exploring their benefits and
whether they revealed information regarding faults within the data. Techniques
based around representing each spherical element in the DEM using a spherical
glyph were explored involving application of different colour mappings, variation
of opacity and radii as well as the application of a threshold on visibility.
Chapter six then presented a method, referred to as the MetaBall technique,
as a way to render a single three dimensional surface that was representative
of a collection of spherical elements designated as being part of a fault. The
motivation for this work lay in conclusions that while the use of glyphs of varying
colour, size and visibility allowed a general sense of the shape and form of faults
within the DEM to be seen, they did not allow for effective analysis of this data
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via a single surface.
7.1 Numerical Modelling via Physics Engine
Multiple conclusions regarding the results presented in chapter three can be
drawn; these are summarised in the following sections and pertain to the suit-
ability of current PEs to the design requirements of a DEM.
7.1.1 Physics Engine Suitability
The suitability of PEs to the task of geological DEM can be broken into two
questions. The first is whether they provide access to suitable physics based sim-
ulation techniques that calculate results considered to be appropriately accurate
given the simulation in hand. The second question relates to whether, given the
above facts, a DEM implemented using a PE can produce expected simulation
results. Regarding the generalised design of the PE, the following points have
been identified:
 Real-time PEs typically follow a standardised three stage processing pipeline
(see figure 2.8).
 They provide a level of accuracy for their numerical integration that can be
categorised as being second-order symplectic in nature by default, however
defining the integration techniques used is not always possible.
 They offer a robust contact detection system, which uses simple geometries
(see figure 2.6) that can be used to form more complex conglomerate shapes.
This is combined with a two stage contact detection scheme that first nar-
rows the search space and then resolves the refined list using appropriate
algorithms.
 The majority of PEs resolve to single precision floating point accuracy,
which is reflected in both the final motion values calculated as well as the
individual component values that make it up. This was shown in the results
recorded for contact forces generated by the three PEs (see table 3.1), where
the values generated by PhysX and ODE are markedly close to as accurate
as single precision floating point allows when compared to the idealised
normal.
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 The simulation capabilities of a PE are similar to the requirements that
many DEMs demand and in cases where simple elements are used for mod-
elling, they are able to allow the successful development of a DEM, with
some caveats:
– Certain PEs define limitations on the scale of the n-body simulations
that they can handle.
– Real-time PEs are not currently designed to be calculated across a dis-
tributed memory parallel resource, therefore their execution is limited
to the hardware available in a shared memory environment.
Whether a PE could produce appropriate simulation results was explored in
section 3.4, where a DEM technique already known to produce geological fault
systems was redesigned such that it could be calculated using NVIDIA’s PhysX
PE. The results, seen in section 3.4, show that the PE based DEM was capable of
producing faults similar to those seen in the work of Finch et al. [Fin98,FHG03].
And while, as expected, they were not the same as produced by the original
model, they show marked similarities that suggest the level of accuracy provided
by the chosen PE is indeed sufficient in the case of the exemplar DEM. However it
is important to balance this conclusion with the fact that the presented DEM was
already proven using software designed to calculate results to a level of accuracy
comparable to those generated by the chosen PE.
7.1.2 Parallelisation of a Black-box Physics Engine
In order to explore the possibility of utilising multiple instances of a PE to calcu-
late a single DEM, chapter four presents the ghosted body parallelisation method.
This decomposes a DEM into smaller sub-models and then handles the inter-
model communication that occurs at each domain’s boundary so that even though
each sub-model being handled by a PE instance is unaware of any other, they
react as though a single simulation.
The method was shown to allow multiple PE instances to calculate sub-DEMs
as though they were a single simulation, however the results produced by the split
simulations were not identical to those produced using only a single instance. The
reasons for this are discussed in detail in section 4.3. It was found that the method
produced a tangible speedup in terms of processing time when multiple PEs were
used on a shared memory resource, with a clear knee-point in the results defined
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by the level of granularity for each sub-DEM. If the discrepancies in the accuracy
of results are ignored for the sake of argument, the method does allow a PE to
overcome any inherent limitations on the size of n-body problem that it may
have. These points can be summarised as follows:
 The current PE pipeline was not originally designed for the task of joining
multiple instances such that they behave as a single simulation.
 Modification of the pipeline will allow a current or new PE to be developed
such that distributed processing whilst maintaining accuracy is possible.
 Calculating a rigid-body simulation via multiple instances of a PE can pro-
vide a processing speed up in a shared memory environment, with the fol-
lowing caveat:
– The number of domains that the simulation is split into is chosen such
that the number of ghosted bodies produced does not override speed
up derived from the reduced size of n-body problem calculated by each
PE instance.
 Splitting an n-body problem into multiple problems allows a PE with an
upper value for n to circumvent this limit. This is a solution to an issue
inherent to the algorithms employed by the PE pipeline in that they are
well suited to solving relatively small n-body problems, but less so as the
value for n increases.
7.2 Visualization of Geological Particulate Data
Chapters five and six present work undertaken due to an aim outlined in section
1.2 to analyse the nature of the data produced by a geological DEM and to define
a visualization taxonomy that suited it.
Conclusions regarding the successes of visually exploring the nature of faults
within the DEM data have been reached according to two measures. The first is
based on results presented in sections 5.6.1 and 6.4.1, where geological structures
are described using a culmination of the techniques presented in the chapter. The
second is the results generated by a study involving expert geological users, which
can be seen in sections 5.6.2 and 6.4.2.
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7.2.1 Application of Accepted Visualization
The work seen in chapter five focuses on the definition of a taxonomy of visual-
ization techniques suited to geological DEM data. The conclusions reached can
be summarised as:
 Representing each element in a DEM using a glyph is a practical way to
show such data, but relies on the glyphs being rendered to a high quality
and the use of appropriate lighting models such that each individual element
is well defined.
 Using a colour-map with low complexity but high contrast, such as a lin-
ear ramp between two colours, allows clear visual differentiation between
glyphs.
 Modifying the physical state of glyphs according to an associated variable
offers a data driven method by which to reveal features of importance within
DEM data.
 Hiding glyphs based on a user-driven threshold of either an associated vari-
able or physical location allows the density of the DEM data to be reduced
in areas where structures of interest do not exist, revealing where they do.
 The use of glyph based visualization to show the three-dimensional nature
of faults in DEM data is not enough on its own. Techniques to utilise the
spatial information provided by the individual elements, defined as being
part of a fault, also need to be employed to allow more detailed exploration
of their nature.
 A taxonomy of visualization techniques suited to the type of data explored
in chapter five has been defined (see table 5.3).
7.2.2 Implicit Surfaces of Faults
Following the conclusion reached during chapter five that techniques other than
glyph visualization also need to be applied to the problem of defining faults within
DEM data, chapter six explored the application of a method to produce implicit
surfaces from the spherical elements.
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The reasoning behind this work was that while the ability to refine and differ-
entiate elements from each other allowed regions of the model to be revealed that
were representative of faults, gaining an understanding of the three-dimensional
nature of the structures was difficult given they were composed of discrete bod-
ies. Through the application of the MetaBall technique it was hypothesised that
the faults would be shown as a solid 3D structure, allowing their surface detail
and nuances of their structure to be more clearly defined. Conclusions as to the
success of this technique can be summarised as:
 It is possible to produce an implicit surface using a distance function that
approximates the appearance of underlying spheres within a geological
DEM, as though they were joined to each other.
 The surface should not be used to produce accurate measurements of the
geometry of the fault implied by the underlying spheres. This is due to the
fact that no threshold exists which will produce a surface which represents
the spheres that are outer-most to the sub-set as those towards its centre
also effect the field. This point would not hold true if all spheres other than
those that define the desired fault geometry were removed.
 Generating one scalar field per visualization means that defining a thresh-
old which shows the structure of areas of low sphere density as well as high
density is impossible. This is because the energy created by a highly dense
cluster of spheres means that surfaces through that area of the field only re-
veal detail at higher threshold values than are able to produce a meaningful
surface in areas of low density.
 When the sub-set of spheres used to generate the scalar field is carefully
chosen, it is possible to produce an implicit surface which imparts a greater
sense of three-dimensionality than using glyphs alone.
7.3 Future Research
While the work presented in chapters four through six have provided answers
to the original questions defined in section 1.2, there exists avenues of further
exploration in each of the areas examined.
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7.3.1 A Scientifically Orientated Physics Engine
This thesis has presented the application of a real-time PE to a scientific numerical
simulation problem. During the course of the work shown in chapter three, it
became clear that while there are obvious correlations between the stated purpose
of current PEs and the simulation requirements demanded by a DEM, engines in
their current forms need to be coerced into being suited to the task.
There are various reasons why this is true, which have been summarised in
section 7.1.1, however they are not issues borne of a fundamental difference in
requirement between real-time physics and scientific simulation, rather just a dif-
ference in the bias of the developers of current engines in their choice of algorithms
and enforced usage caveats.
The paradigm of the Physics Engine is suited to integration into the scientific
tool-kit, assuming that modifications are made to its design. There already exists
an example of this in the form of pe [IR09], and there also exists the possibility
that an existing open-source PE could be redesigned to become more suitable.
The necessary modifications for this are relatively minor and include:
 An expanded and clear selection of algorithms for use at each stage of the
processing pipeline, with the option to include user additions without the
need to modify library source code.
 An increased selection of contact detection shapes, expanding possibilities
for dynamic rigid-bodies beyond the scope of simple convex shapes (though
this depends on the contact resolution algorithm used).
 Improved and transparent documentation, describing not only the program-
matic nature of the library, but also providing clear insight into its inner
workings and offering clear descriptions of any modifications made to a well
defined algorithm.
 The ability to calculate large n-body simulations using both shared and
distributed memory parallel architectures either by employing parallelisa-
tion to individual algorithms within the pipeline, or by using a domain
decomposition method such as presented in chapter four.
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7.3.2 Visualization of Geological Data
During this thesis, the application of defined and existing glyph based visualiza-
tion techniques in order to reveal fault systems within geological DEM data has
been presented, alongside a novel implementation of the MetaBall technique to
generate implicit surfaces. Both of these topics have scope for further exploration;
however it is the creation of implicit surfaces from unstructured DEM data that
holds the most interest.
Regarding the use of glyph based visualization; obvious future work involves
the application of advanced rendering techniques, that are becoming common
within the field of molecular visualization. This would involve the rendering of
higher quality glyphs, using techniques such as ray casting, or modern shader
programming and the application of soft shadowing and shading techniques such
as ambient occlusion to allow the discrete nature of the DEM to define three
dimensional surface detail.
It is in the further refinement of the application of the MetaBall based tech-
nique that the most interesting future work lies. A major reason for generating
simulated fault data, aside from exploration of how they form, is for use in a
coupled fashion alongside other simulations. An example of this would be util-
ising fault systems generated using DEM, from specific points at the model’s
evolution, as boundaries for other geological numerical experiments, such as ex-
amining drainage through the Earth’s crust. Typically, drainage modelling uses
boundaries extrapolated from real-world data, however this does not allow for
the possibility of simulating drainage through a DEM simulated fault.
For a fault to be used as a boundary in a coupled simulation, ideally it needs
to be defined in three dimensions, by refining the process of producing an implicit
surface based on a sub-set of elements from a fault evolution DEM, the possibil-
ity of specifying an accurate boundary presents itself. Further refinement of the
technique and the way it refines a surface, therefore allowing a more formal defi-
nition of each surface and how accurately it represents the underlying data, is an
important future step in improving the validity of the technique as an analytical
tool.
This thesis has also presented a scheme for colour assignment which produced
an implicit surface coloured according to underlying glyphs. However there is
scope for greater exploration of how best to assign colour to each vertex of a
surface, allowing greater dissemination of information regarding the underlying
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elements.
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Appendix A
Parallelisation Results
This appendix provides tabular listings of the results that make up graphs shown
regarding parallel performance in chapter four. It also provides listings of pictorial
descriptions of the starting points for the models in each test.
A.1 Final Domain Decomposed Rest State
Figure A.1: The final rest state of a 9000 element DEM simulation generated
using a single domain calculated by the PhysX PE.
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Figure A.2: The final rest state of a 9000 element DEM simulation generated
using two domains calculated by the PhysX PE.
Figure A.3: The final rest state of a 9000 element DEM simulation generated
using four domains calculated by the PhysX PE.
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Figure A.4: The final rest state of a 9000 element DEM simulation generated
using six domains calculated by the PhysX PE.
Figure A.5: The final rest state of a 9000 element DEM simulation generated
using eight domains calculated by the PhysX PE.
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A.2 Timing Data
Number of Domains
1 2 4 6 8
Time-step 0 Ghosts 600 Ghosts 1800 Ghosts 3000 Ghosts 4200 Ghosts
10 0.1127 0.0946 0.0755 0.0842 0.0998
50 0.0794 0.0771 0.0527 0.0571 0.0710
100 0.0912 0.0922 0.0676 0.0752 0.0880
10 0.1049 0.0907 0.0716 0.0799 0.0993
50 0.0769 0.0643 0.0559 0.0614 0.0702
100 0.0960 0.0832 0.0668 0.0724 0.0873
10 0.1208 0.0917 0.0767 0.0851 0.0976
50 0.0726 0.0650 0.0621 0.0589 0.0716
100 0.0917 0.0916 0.0641 0.0679 0.0875
Average 0.0940 0.0834 0.0659 0.0713 0.0858
Table A.1: Timing data (in seconds) for five different levels of domain decompo-
sition for a 9000 element DEM.
Number of Domains
1 2 4 6 8
Time-step 0 Ghosts 1000 Ghosts 3000 Ghosts 5000 Ghosts 7000 Ghosts
10 0.2728 0.2370 0.1799 0.2043 0.2245
50 0.1873 0.1630 0.1244 0.1283 0.1621
100 0.2440 0.2399 0.1798 0.1675 0.2095
10 0.2734 0.2367 0.1896 0.1855 0.2403
50 0.1899 0.1840 0.1305 0.1335 0.1605
100 0.2446 0.2448 0.1669 0.1770 0.2144
10 0.2750 0.2382 0.1949 0.1981 0.2240
50 0.1894 0.1632 0.1329 0.1383 0.1606
100 0.2466 0.2472 0.1644 0.1809 0.2036
Average 0.2359 0.2171 0.1626 0.1682 0.1999
Table A.2: Timing data (in seconds) for five different levels of domain decompo-
sition for a 20, 000 element DEM.
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Number of Domains
1 2 4 6 8
Time-step 0 Ghosts 1520 Ghosts 4560 Ghosts 7600 Ghosts 10640 Ghosts
10 0.5225 0.3891 0.2848 0.3253 0.3580
50 0.3050 0.2748 0.2290 0.2322 0.2629
100 0.4599 0.4578 0.2705 0.2944 0.3220
10 0.5034 0.3883 0.2955 0.3307 0.3819
50 0.3026 0.2750 0.2382 0.2303 0.2645
100 0.4512 0.4553 0.2838 0.2891 0.3444
10 0.4974 0.4041 0.3166 0.3431 0.3653
50 0.3030 0.3111 0.2323 0.2234 0.2620
100 0.4544 0.3730 0.3075 0.3202 0.3191
Average 0.4222 0.3698 0.2731 0.2876 0.3200
Table A.3: Timing data (in seconds) for five different levels of domain decompo-
sition for a 30, 400 element DEM.
Number of Domains
1 2 4 6 8
Time-step 0 Ghosts 0 Ghosts 8400 Ghosts 14000 Ghosts 19600 Ghosts
10 - - 1.1588 1.0960 1.2058
50 - - 1.0698 0.9344 0.9008
100 - - 1.2547 1.0601 1.0803
10 - - 1.0966 1.1051 1.2382
50 - - 1.0054 0.8293 0.9010
100 - - 1.1605 1.0238 1.1135
10 - - 1.2021 1.0831 1.1665
50 - - 1.1071 0.9279 0.9018
100 - - 1.1202 1.0449 1.0887
Average - - 1.1306 1.0116 1.0663
Table A.4: Timing data (in seconds) for five different levels of domain decompo-
sition for a 98, 000 element DEM.
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A.3 Initial Timed Domain Decomposed States
Figure A.6: The starting state and 1D domain decomposition schema for a 9000
element DEM; (a) 2 domains, (b) 4 domains, (c) 6 domains and (d) 8 domains.
Figure A.7: The starting state and 1D domain decomposition schema for a 20, 000
element DEM; (a) 2 domains, (b) 4 domains, (c) 6 domains and (d) 8 domains.
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Figure A.8: The starting state and 1D domain decomposition schema for a 30, 400
element DEM; (a) 2 domains, (b) 4 domains, (c) 6 domains and (d) 8 domains.
Figure A.9: The starting state and 1D domain decomposition schema for a 98, 000
element DEM; (a) 4 domains, (b) 6 domains and (c) 8 domains.
Appendix B
Expert User Study
This appendix presents the material that was presented to each of the expert users
interviewed for chapters five and six. The first section shows the help document
given to each of those interviewed, the second then shows the interview itself.
The third section presents the results drawn by each interviewee for tasks one
and two and finally the fourth shows the five sets of images presented for grading
during task three.
B.1 Help Documentation
The spheres are all initially connected to each other, each sphere has between 6
and 12 connections, depending on its location in the model (those on the out-
side have less spheres surrounding them to connect to). As the model’s time
progresses, an extensional force is applied to them all and the connections break
when they reach a preset length. These breakages cause the fault-like structures
to form. Each sphere has a record of how many of its bonds have broken up until
the current time point.
Available actions:
 Alter the view:
– Rotate.
– Zoom.
– Move.
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 Change the colour of the spheres:
– Each layer of spheres has a unique colour.
– The spheres are coloured according to the number of their broken
bonds.
– The spheres are coloured AND sized according to the number of their
broken bonds.
 Alter the data we can see:
– Specify cut-off points for the spheres in each dimension.
– Only display spheres that have at least as many broken bonds as we
specify.
 View the data through time:
– We can progress or regress the point in time we are currently viewing.
B.2 Interview Documentation
Results for tasks 1 and 2 should be recorded in the form of a screen-shot overlaid
with rough sketches
Task 1: Find a fault in the data
Identify one fault in the data by using the available actions to:
 Modify your current view of the data.
 Change the colour or size of the spheres.
 Change which spheres are visible.
 Alter the current time that you are looking at.
Task 2: Define the hanging and foot walls associated with one of the
faults from Task 1
Identify the foot and hanging wall of the fault identified in task 1 either by
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using the same image taken OR by using the available actions again to change
what you can see
Task 3: Examine a set of MetaBall images and rate them
“Compared to just viewing the spheres, does the MetaBall image help you see
faults in the data more clearly?”
Give a rating between 1 and 10, where 1 is entirely negative and 10 is en-
tirely positive:
Image 1: /10 Image 2: /10 Image 3: /10
Image 4: /10 Image 5: /10
Task 4: Rate how closely you agree with the following statements
between 1 and 10 where 1 is entirely negative and 10 is entirely positive:
1. You can definitely see at least 1 fault within the data. [ /10]
2. Colouring each sphere by its number of broken connections is useful when
looking for fault systems. [ /10]
3. The MetaBall technique allows a fault system to be better visualized than
just using sphere alone. [ /10]
4. You believe that the data you have been shown is representative of a rift
basin that contains faults. [ /10]
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B.3 Tasks One and Two Results
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Figure B.1: The results from tasks one and two, as drawn by the interviewed
expert users, approximating the location of a fault (a) and then identifying its
associated hanging and foot walls (b).
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B.4 MetaBall Comparison Images
Figure B.2: The first image shown during task three.
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Figure B.3: The second image shown during task three.
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Figure B.4: The third image shown during task three.
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Figure B.5: The fourth image shown during task three.
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Figure B.6: The fifth image shown during task three.
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