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A FAMILY OF VARIETIES OF PSEUDOSEMILATTICES
LUI´S OLIVEIRA
Abstract. In [3], a basis of identities {un ≈ vn | n ≥ 2} for the
variety SPS of all strict pseudosemilattices was determined. Each one
of these identities un ≈ vn has a peculiar 2-content Dn. In this paper
we study the varieties of pseudosemilattices defined by sets of identities,
all with 2-content the same Dn. We present here the family of all these
varieties and show that each variety from this family is defined by a
single identity also with 2-content Dn. This paper ends with the study
of the inclusion relation between the varieties of this family.
1. Introduction
A regular semigroup is a semigroup S for which every x ∈ S has an x′ ∈ S
such that xx′x = x. Thus xx′ and x′x are idempotents in S and we shall
denote the set of all idempotents of S by E(S). Consider the following two
binary relations on E(S):
e ≤R f ⇔ e = fe and e ≤L f ⇔ e = ef ;
and set ≤=≤R ∩ ≤L . Then ≤R and ≤L are quasi-orders on E(S), while ≤
is a partial order on E(S). We shall denote by (f ]R the set of idempotents
e such that e ≤R f . Similarly, we define (f ]L and (f ]≤ . We can introduce
also the following two equivalence relations on E(S):
e R f ⇔ (e]R = (f ]R and e L f ⇔ (e]L = (f ]L ,
or equivalently, R =≤R ∩ ≥R and L =≤L ∩ ≥L for ≥R and ≥L the
expected reverse relations corresponding to ≤R and ≤L , respectively. Thus
R ∩ L is just the identity relation.
Any finite sequence f1, f2, · · · , fm of alternately R- or L -equivalent idem-
potents of S contains a subsequence f1 = e1, e2, · · · , en = fm with the same
property but where no two consecutive elements are equal. An E-chain is
then a finite sequence of alternately R- or L -equivalent idempotents with
no two consecutive elements equal. Thus two idempotents are (R ∨ L )-
equivalent, and we shall say they are connected, if there exists an E-chain
starting at one of them and ending at the other one. The connected compo-
nents of E(S) are the (R ∨ L )-equivalence classes.
The equivalence relations R and L are clearly the restriction to E(S)
of the homonymous Green’s relations on the semigroup S. However, if we
consider the Green’s relation D (=R ∨ L ) on S, the relation R ∨ L
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on E(S) defined above may not be the restriction of D to E(S). In fact,
the set of idempotents of a D-class of S is the (disjoint) union of several
connected components of E(S). Nevertheless, we can guarantee that the
relation R ∨ L on E(S) is the restriction of D if S is generated by its
idempotents.
A regular semigroup S is locally inverse if for every ordered pair (e, f) of
idempotents of S, (e]R ∩ (f ]L = (g]≤ for some g ∈ E(S). The idempotent
g is clearly unique since ≤ is a partial order. Thus, we can define a new
binary algebra (E(S),∧) for every locally inverse semigroup S by setting
e∧ f = g. The algebra (E(S),∧) so obtained is called the pseudosemilattice
of idempotents of S, and the quasi-orders ≤R and ≤L on E(S) can be
recovered from the binary operation ∧ by setting:
e ≤R f ⇔ f ∧ e = e and e ≤L f ⇔ e ∧ f = e .
The pseudosemilattices of idempotents of locally inverse semigroups are
idempotent binary algebras, although they are often not semigroups them-
selves. Nevertheless, the class of all these binary algebras constitutes a
variety (Nambooripad [8]) given by the identities:
(PS1) x ∧ x ≈ x ;
(PS2) (x ∧ y) ∧ (x ∧ z) ≈ (x ∧ y) ∧ z ;
(PS3) ((x ∧ y) ∧ (x ∧ z)) ∧ (x ∧ w) ≈ (x ∧ y) ∧ ((x ∧ z) ∧ (x ∧ w)) ;
together with the left-right duals (PS2’) and (PS3’) of (PS2) and (PS3),
respectively. We shall denote this variety by PS.
The structure of pseudosemilattices is related to the notion of semilat-
tice. Every pseudosemilattices is the union of its maximal subsemilattices,
and further, it is a homomorphic image of another pseudosemilattice whose
maximal subsemilattices are disjoint [7]. A pseudosemilattice with disjoint
maximal subsemilattices can be described [4, 10] as the union of disjoint
maximal semilattices Eiλ for (i, λ) ∈ I × Λ such that:
(i) if xiλ ∈ Eiλ and xjµ ∈ Ejµ, then xiλ ∧ xjµ ∈ Eiµ;
(ii) ∪i∈IEiλ is a left normal band, that is, an idempotent semigroup
satisfying xyz ≈ xzy;
(iii) ∪λ∈ΛEiλ is a right normal band, that is, an idempotent semigroup
satisfying xyz ≈ yxz.
We can say even more, every pseudosemilattice divides an elementary pseu-
dosemilattice [7], that is, a pseudosemilattice with disjoint maximal sub-
semilattices all isomorphic (the semilattices Eiλ above are all isomorphic).
An e-variety of regular semigroups [5, 6] is a class of these algebras closed
for taking homomorphic images, direct products and regular subsemigroups.
The class LI of all locally inverse semigroups is an example of an e-variety.
Nambooripad’s result [8] was generalized by Auinger [2] who proved that
the mapping
ϕ : Le(LI) −→ L(PS), V 7−→ {(E(S),∧) |S ∈ V}
3is a well-defined complete homomorphism from the lattice Le(LI) of e-varie-
ties of locally inverse semigroups onto the lattice L(PS) of varieties of pseu-
dosemilattices. Thus, any information about L(PS) is useful to understand
the structure of Le(LI) itself.
A strict pseudosemilattice is the pseudosemilattice of idempotents of some
[combinatorial] strict regular semigroup, that is, of some subdirect product
of completely simple and/or 0-simple semigroups. The class SPS of all
strict pseudosemilattices is a variety, and in fact it is the smallest variety
of pseudosemilattices containing algebras that are not semigroups. On the
other hand, the largest variety of pseudosemilattices whose algebras are all
semigroups is the variety NB of all normal bands. It is a well known fact
that NB ⊆ SPS. The set of identities satisfied by all strict pseudosemi-
lattices was characterized by Auinger [2]: an identity u ≈ v is satisfied by
all strict pseudosemilattices if and only if the words u and v have the same
leftmost letter, the same rightmost letter, and the same 2-content (see sec-
tion 2 for the definition of 2-content). In [3] a basis {un ≈ vn : n ≥ 2}
of identities for SPS was determined. The 2-content Dn of the word un
has a very peculiar nature. In this paper we shall study the varieties of
pseudosemilattices defined by a single identity whose words have some Dn
(n ≥ 2) as their 2-content. This will allow us to define a family of varieties
of pseudosemilattices which will gives us some incite into the structure of
the lattice L(PS).
The terminology introduced in [3] and the results obtained in that paper
are crucial for the unwind of the present one. Thus we shall devote the next
section to recall the concepts and results from [3]. We shall call an identity
non-trivial if there is a pseudosemilattice which does not satisfies it.
For each n ≥ 2, a family
{un,k,i ≈ vn,k,i, u
∗
n,k,j ≈ v
∗
n,k,j | k ≥ 1, 1 ≤ i, j ≤ 2n and j odd}
of non-trivial identities will be introduced in section 3 which generalizes the
identity un ≈ vn (in fact un ≈ vn corresponds to un,1,1 ≈ vn,1,1). We shall
see that this family contains all the identities needed to describe varieties of
pseudosemilattices defined by identities with 2-content Dn. The list of all
such varieties will be presented in section 4 together with the description
of the inclusion relation between them. Further, it is shown in that same
section that every variety from that list is defined by a single identity with 2-
content Dn. Finally, in the last section, we shall study the inclusion relation
between varieties of pseudosemilattices defined by identities with 2-content
Dn and varieties of pseudosemilattices defined by identities with 2-content
Dm for n 6= m.
2. Recalling concepts and results from [3]
The present section is entirely devoted to recall concepts and results ob-
tained and used in [3]. Thus most details are left to the reader to consult
[3].
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Let X be a non-empty set whose elements shall be called letters. We
shall denote by T(X) the set of all finite downward (connected) trees with
(i) a unique top vertex, the root ; (ii) each non-root vertex has a unique
predecessor (a vertex placed above it in the tree but connected to it by an
edge); (iii) each non-leaf vertex a (vertex of degree at least 2) has exactly
two successors (vertices placed below a in the tree but connected to a by
an edge), one to the left of a and one to the right of a; and (iv) the leaves
(vertices of degree at most 1) are labeled by letters of X. Thus the leaves
appear at the bottom of the trees of T(X). A non-root vertex of a tree of
T(X) is called a left/right vertex if that vertex is placed to the left/right of
its predecessor. Hence each non-root vertex is either a left vertex or a right
vertex. The root is considered neither a left vertex, nor a right vertex.
We shall denote by (F2(X),∧) the absolutely free binary algebra on X.
Thus, the elements of F2(X) are well-formed words on the alphabet X ∪
{(, ),∧}. We can associate inductively a tree from T(X) to each word of
F2(X) by setting Γ(x) = •
x
for each x ∈ X and then letting
Γ(u ∧ v) :=
Γ(u) Γ(v)
•
for u, v ∈ F2(X). The mapping Γ : F2(X) → T(X) so obtained is in fact
a bijection (see [9]), and if we introduce the binary operation ∧ on T(X)
by setting Γ(u) ∧ Γ(v) = Γ(u ∧ v) for any u, v ∈ F2(X), we obtain a model
(T(X),∧) for the absolutely free binary algebra on X.
There is always some ambiguity when referring to subwords of a word
u since u can have several distinct copies of the same word as a subword.
For example, the letter x occurs twice as a subword of x ∧ x. We shall use
Γ(u) to avoid this ambiguity. Let Sub(u) denote the set of all subwords of u
including repetitions, that is, if v is a subword of u then Sub(u) as a distinct
copy of v for each occurrence of v as a subword of u; and for each vertex a
of Γ(u), let Γ(u, a) denote the downward subtree of Γ(u) having a as the top
vertex. The graph Γ(u) captures all the subword structure of u in the sense
that there is a natural bijection ηu : V (Γ(u)) → Sub(u), where V (Γ(u)) is
the set of vertices of Γ(u), such that if ηu(a) = v then Γ(v) is (isomorphic
to) Γ(u, a). Thus ηu(a) = Γ(u) for a the root of Γ(u) and the leaves of
Γ(u) are in bijection with the one-letter subwords of u. Further, if b and c
are respectively the left and right successors of a in Γ(u), then ηu(a) is the
subword ηu(b)∧ ηu(c) of u. We can use now the vertices of Γ(u) to pinpoint
the concrete subword we are referring to and avoid in this way any possible
ambiguity that may occur.
In the following we define some combinatorial invariants of the words
u ∈ F2(X). Let l(u) and r(u) be respectively the leftmost and rightmost
letter in u, and let c(u) be the content of u, that is, the set of letters
that occur in u. We define also the 2-content c2(u) inductively by setting
5c2(x) = {(x, x)} for each x ∈ X, and letting
c2(u ∧ v) = c2(u) ∪ {(l(u), r(v))} ∪ c2(v)
for u, v ∈ F2(X). These combinatorial invariants could be defined using
instead Γ(u) in the obvious way. We shall use however Γ(u) to introduce two
other combinatorial invariants: the left content cl(u) and the right content
cr(u) of a word u ∈ F2(X) are respectively the labels of the left leaves and
the labels of the right leaves of Γ(u). In particular cl(x) = cr(x) = ∅ for
every x ∈ X since the root vertex is considered neither a left vertex nor a
right vertex.
There is another type of trees introduced in [3] with all vertices labeled
by letters of X that we shall recall now. So, let B′(X) be the set of all
finite non-trivial (connected) trees γ whose vertices are labeled by letters of
X and with an ordered pair (lγ , rγ) of distinguished vertices connected by
an edge. The vertices lγ and rγ shall be called respectively the left root and
the right root of γ. We can now partition the vertices of γ into two disjoint
sets accordingly to their distance to lγ (or to rγ): the set Lγ of all vertices
with even distance to lγ (or with odd distance to rγ) and the set Rγ of all
vertices with odd distance to lγ (or with even distance to rγ). Thus lγ ∈ Lγ
and rγ ∈ Rγ , and any edge of γ connects a vertex of Lγ with a vertex of Rγ .
Thus, we shall consider γ always as a bipartite graph (in fact a bipartite
tree), and if a ∈ Lγ and b ∈ Rγ are connected by an edge, then we shall
represent that edge by the ordered pair (a, b). Further, a vertex from Lγ
shall be called a left vertex of γ while a vertex from Rγ shall be called a
right vertex of γ.
Let B(X) = B′(X) ∪ {•
x
: x ∈ X} and define lγ = rγ = γ for γ = •
x
. For
each γ ∈ B′(X) let Lγ coincide with γ but now only with the left root as
a distinguished vertex. However, this unique distinguished vertex continues
to be seen as a left vertex in Lγ, that is, one still sees the left/right vertices
of γ as left/right vertices of Lγ. For each γ = •
x
let Lγ be just the graph
γ but now seen as a bipartite graph with only one left vertex and no right
vertices; the only vertex of Lγ is now distinguished as a left root. We define
γR dually and introduce the binary operation ⊓ on B(X) by setting
α ⊓ β = Lα ∪˙ {(lα, rβ)} ∪˙ β
R
for α, β ∈ B(X). In other words, we construct α ⊓ β by taking the disjoint
union of α and β, adding the edge (lα, rβ), and setting lα and rβ respectively
as the left root and the right root of α ⊓ β.
The binary algebra (B(X),⊓) is generated as such by the set {•
x
: x ∈ X}.
Thus, there is a unique surjective homomorphism ∆ : F2(X)→ B(X) such
that ∆(x) = •
x
= Γ(x) . There is a standard procedure to obtain ∆(u) from
Γ(u): first set the leaves of Γ(u) (together with their labels) as the vertices
of ∆(u); then let l∆(u) and r∆(u) be the leftmost and the rightmost leaves of
Γ(u) respectively; and finally add an edge to ∆(u) for each non-leaf vertex
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a of Γ(u), which connects the leftmost and rightmost leaves of Γ(u, a). In
particular, L∆(u) is the set of left leaves of Γ(u) while R∆(u) is the set of
right leaves of Γ(u) for each u ∈ F2(X) \ {X}.
It is convenient to see the procedure just described as a partial bijection
χu : Γ(u) → ∆(u) whose domain is the set of vertices of Γ(u) and whose
image is the all graph ∆(u). Thus χu induces a label preserving bijection
from the set of leaves of Γ(u) onto the set of vertices of ∆(u) such that if
a is a non-leaf vertex of Γ(u) and b and c are respectively the leftmost and
rightmost leaves of Γ(u, a), then χu(a) is the edge (χu(b), χu(c)) of ∆(u).
This procedure was described in [3] using a different but equivalent method
involving the notion of contraction of subtrees. We recommend the reader to
consult [3] for more details including the illustration of a concrete example.
In particular, it was pointed out in that paper that if all vertices of γ ∈ B(X)
have degree at most two, then there exists a unique u ∈ F2(X) such that
γ = ∆(u) (in general ∆ is not injective). This last observation will be useful
for this paper.
We shall denote by ca the label of a labeled vertex a. The combinatorial
invariants l(u), r(u), c(u), c2(u), cl(u) and cr(u) of a word u ∈ F2(X) can
be described using ∆(u): l(u) is the label of l∆(u) while r(u) is the label
of r∆(u); c(u) is the set of labels of all vertices of ∆(u) while cl(u) and
cr(u) are respectively the set of labels of all vertices of L∆(u) and R∆(u);
and c2(u) is constituted by the pairs (ca, cb) for all edges (a, b) of ∆(u)
together with the pairs (ca, ca) for all vertices a of ∆(u). We can define now
the combinatorial invariants l(γ), r(γ), c(γ), c2(γ), cl(γ) and cr(γ) for each
γ ∈ B(u) as expected: l(γ) = clγ , r(γ) = crγ , and so on.
Let a be a vertex of Γ(u) and let s = ηu(a), a subword of u. Denote by
u(s → t) the word obtained by replacing in u the subword s = ηu(a) with
some word t ∈ F2(X). Thus Γ(s) = Γ(u, a) and Γ(u(s → t)) is obtained
from Γ(u) by substituting Γ(t) for the downward subtree Γ(u, a). If a is
the root of Γ(u), then s = u and u(s → t) = t, whence ∆(s) = ∆(u)
and ∆(u(s → t)) = ∆(t). Now, assume that a is a left vertex of Γ(u)
and let b be the leftmost leaf of Γ(u, a). Then L∆(s) is just the connected
subtree χu(Γ(u, a)) of ∆(u) with the vertex χu(b) as the distinguished vertex.
Furthermore, χu(b) is the only vertex of χu(Γ(u, a)) connected by an edge
to vertices outside χu(Γ(u, a)). Thus if c denotes the left root of
L∆(t), then
∆(u(s → t)) is obtained from ∆(u) by substituting L∆(t) for the subtree
χu(Γ(u, a)) (and each edge (χu(b), d) ∈ Γ(u) with d 6∈ χu(Γ(u, a)) is replaced
by the edge (c, d)). A similar situation occurs if a is a right vertex of Γ(u).
If ψ is an endomorphism of F2(X), then uψ is the word obtained by
replacing in u each one-letter subword x with xψ, or equivalently, Γ(uψ) is
the graph obtained from Γ(u) by replacing each leaf a with Γ(caψ). Thus
∆(uψ) is the graph resulting from replacing in ∆(u) each left vertex a by
the left-rooted tree L(a, ψ) = L∆(caψ) and each right vertex b by the right-
rooted tree R(b, ψ) = ∆(cbψ)
R (all these graphs are assumed to be pairwise
7disjoint); and then setting lL(l∆(u),ψ) as the left root and rR(r∆(u),ψ) as the right
root. Alternatively, ∆(uψ) can be obtained as follows: form the disjoint
union  ⋃
a∈L∆(u)
L(a, ψ)
 ∪
 ⋃
b∈R∆(u)
R(b, ψ)

of all graphs L(a, ψ) and R(b, ψ) and add the edge (lL(a,ψ), rR(b,ψ)) for each
edge (a, b) of ∆(u). For (a, b) = (l∆(u), r∆(u)) this yields the connection
between the distinguished vertices lL(l∆(u),ψ) and rR(r∆(u),ψ) of ∆(uψ). The
following corollary has been already stated in [3] and is an immediate con-
sequence of the previous description of ∆(uψ).
Corollary 2.1. For all u, v ∈ F2(X) and each endomorphism ψ : F2(X)→
F2(X), if ∆(u) = ∆(v) then ∆(uψ) = ∆(vψ). In particular, ker∆ is a fully
invariant congruence on F2(X).
The skeleton sk(u, ψ) of ∆(uψ) is the subtree spanned by the set of vertices
{lL(a,ψ) | a ∈ L∆(u)} ∪ {rR(b,ψ) | b ∈ R∆(u)}
(or spanned by all edges (lL(a,ψ), rR(b,ψ)) for (a, b) an edge in ∆(u)). Fur-
ther, we set lL(l∆(u),ψ) and rR(r∆(u),ψ) as the left and right roots of sk(u, ψ)
respectively. Then sk(u, ψ) has the same graph structure as ∆(u) (including
the same distinguished vertices) although with different vertex labels. To be
more precise, the label of each a ∈ L∆(u) is changed from ca to l(caψ) while
the label of each b ∈ R∆(u) is changed from cb to r(cbψ). In case the left
content of u is disjoint from its right content, the skeleton sk(u, ψ) itself can
be viewed as a graph of the form ∆(uψ′) for any endomorphism ψ′ satisfying
xψ′ = l(xψ) if x ∈ cl(u) and xψ
′ = r(xψ) if x ∈ cr(u).
We need to make some conventions about the graphical representation
of the bipartite graphs from B′(X). For each γ ∈ B′(X) we shall arrange
their vertices either in two columns (the left/right column representing the
left/right vertices) or in two horizontal rows (the bottom/top row represent-
ing the left/right vertices); and we shall distinguish the left and right roots
by especially representing the unique edge connecting these two vertices by
a double line . When referring to one-vertex only distinguished graphs,
we shall use an “encircled bullet” • to indicate the distinguished vertex.
Next we shall introduce two rules for changing the graphs of B′(X), but
we need to define first the notion of thorn. A thorn in a graph α ∈ B′(X)
is a pair {e, a} consisting of a degree one vertex a together with the edge e
having a as one of its endpoints such that both a and the other endpoint
of e have the same label. The thorn {e, a} is called essential if a is one of
the distinguished vertices of α; otherwise it is called a non-essential thorn.
These notions of essential and non-essential thorns shall be considered also
for one-vertex only distinguished graphs and for non-distinguished vertex
graphs with the obvious adaptations. The two reduction rules are now
introduced as follows:
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(i) remove a non-essential thorn {e, a} from α. This rule may be visu-
alized graphically as
x x x
• • •7→ and
x x x
• • •7→
(ii) suppose that two edges e and f have a vertex in common and that
the two other (distinct) vertices a and b have the same label; then
identify the two edges e and f and the vertices a and b (and retain
their label). If one of the merged vertices happens to be a distin-
guished one then so is the resulting vertex. Graphically, this rule
may be visualized as
x
y
y
x y
•
•
•
7→ • • and
y
y
x y x
•
•
• • •7→
Rule (i) is referred to as the deletion of a thorn while rule (ii) is called an
edge-folding.
A graph α ∈ B′(X) is called reduced if none of the two rules above
can be applied to it. If α ∈ B′(X) is not reduced, then we can always
obtain a reduced graph by applying the rules (i) and (ii) until no more
reductions are possible. Of course, we can apply these reductions in many
different orders. Nevertheless, we always get the same reduced graph from
a given α independently of the order of reductions we choose to apply. We
shall denote by α the reduced form of α, that is, the unique reduced graph
obtained from α by applying the rules (i) and (ii). We can however obtain
α by first carry out all possible edge-foldings and then carry out all possible
thorn deletions (note that a thorn deletion does not produce any possible
new edge-folding). Furthermore, the edge-folding reduced graph obtained
form α is always the same independently of the order in which we apply
the edge-folding reductions. We shall denote by α˜ the edge-folding reduced
graph obtained from α, and thus we can see the reduction from α into α as
the two step process α → α˜ → α. The first step of this process induces a
natural graph homomorphism from α onto α˜ preserving the labels and the
left and right roots. In the second step of this process, we can see α both
as a subgraph of α˜ (preserving the labels and the left and right roots) and
as the graph obtained from α˜ by ‘contracting’ to a vertex each non-essential
thorn {a, e} together with the other endpoint of e, say b, and keeping the
label of b (or a).
Let A(X) be the set of all reduced graphs from B′(X) and define a binary
operation ∧ on A(X) by setting
α ∧ β = α ⊓ β .
Set also α =
x x
• • for α = •
x
and let Θ(u) = ∆(u). The mapping
F2(X) → A(X), u → Θ(u) is a surjective homomorphism, and in fact it
is the canonical homomorphism which extends the mapping x →
x x
• •
9for each x ∈ X. It was proved in [3] that A(X) is a model for the free
pseudosemilattice on X if we identify each x ∈ X with
x x
• • . For future
reference we restate this result in the following proposition together with
some more information about A(X) obtained in [3]:
Proposition 2.2. The binary algebra (A(X),∧) is a model for the free
pseudosemilattice on X if we identify each x ∈ X with
x x
• • . Further, the
maximal subsemilattices of A(X) are the sets
Sx,y(X) = {α ∈ A(X) | l(α) = x and r(α) = y}
for x, y ∈ X, while the maximal right normal subbands and the maximal left
normal subbands are respectively
Rx(X) = {α ∈ A(X) | l(α) = x}
and
Lx(X) = {α ∈ A(X) | r(α) = x}
for x ∈ X.
Given an endomorphism ϕ of F2(X), we shall denote by ϕ the unique
endomorphism of A(X) that makes the following diagram commute:
A(X) A(X)
F2(X) F2(X)
Θ Θ
ϕ
ϕ
Thus (Θ(u))ϕ = Θ(uϕ) = ∆(uϕ) for any u ∈ F2(X), and in particular
( x x• • )ϕ = y y• • if xϕ = y ∈ X. Hence, if Xϕ ⊆ X, then we can
obtain αϕ for α ∈ A(X) by first setting β to be the graph α but with each
label x changed to xϕ, and then reducing β; that is, αϕ = β. Conversely,
given an endomorphism ψ of A(X), we can construct an endomorphism ϕ
of F2(X) such that ψ = ϕ, namely by setting for each x ∈ X, xϕ ∈ F2(X)
such that ∆(xϕ) = ( x x• • )ψ. We should alert the reader that we shall
jump very often between endomorphisms ϕ of F2(X) and their corresponding
endomorphisms ϕ of A(X) without further notice.
Let α ∈ A(X) and set α̂ = •
x
if α =
x x
• • for some x ∈ X; otherwise,
let α̂ be the (non-rooted) bipartite tree obtained from α by un-marking the
distinguished roots and removing the existing thorns (that is, the thorns that
were essential in α). However, in this last case, the vertices of α̂ continue to
be divided in left and right vertices as they were in α. Define also
lα =
{
Lα \ {(lα, rα), rα} if {(lα, rα), rα} is a thorn
Lα
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and αr dually. If α =
x x
• • then lα is the singleton graph •
x
considered as
a bipartite graph with one (distinguished) left vertex and no right vertex;
the dual is assumed for αr. The next result compiles the main results of
subsection 3.3 of [3].
Proposition 2.3. Let α, β ∈ A(X); then
(1) β ≤R α if an only if
lα is a left-rooted subtree of lβ;
(2) β ≤L α if and only if α
r is a right-rooted subtree of βr;
(3) β ≤ α if and only if α is a bi-rooted subtree of β;
(4) α R β if and only if lα = lβ;
(5) α L β if and only if αr = βr;
(6) α (R ∨ L ) β if and only if α̂ = β̂.
In particular, if α covers β (that is, β ≤ α and if β ≤ γ ≤ α for some γ then
β = γ or α = γ) and cl(β) ∩ cr(β) = ∅, then β has exactly one more vertex
(and one more edge) than α.
In this paper we shall talk about identities in the context of varieties
of pseudosemilattices. For example, when we say that two identities are
equivalent, we mean that the pseudosemilattices that satisfy one of them
are the same that satisfy the other one. For each variety V of pseu-
dosemilattices there exists a fully invariant congruence ρV(X) on A(X)
such that A(X)/ρV(X) is the relatively free algebra on X for the variety
V. Then, a set of identities I is a basis of identities for V if and only if
{(Θ(u),Θ(v)) | u ≈ v ∈ I} generates ρV(X) as a fully invariant congruence
for X a countably infinite set. We shall write only ρV instead of ρV(X)
when we are considering the set X to be countably infinite. We shall say
that a binary relation σ on A(X) is a consequence of another binary rela-
tion τ if σ is contained in the fully invariant congruence generated by τ (or
equivalently, if the variety defined by the identities induced by σ contains
the variety defined by the identities induced by τ). Two binary relations
on A(X) are said to be equivalent if they generate the same fully invariant
congruences (or equivalently, if the corresponding identities define the same
variety of pseudosemilattices).
By [1] an identity u ≈ v is satisfied by all strict pseudosemilattices if and
only if
(l(u), c2(u), r(u)) = (l(v), c2(v), r(v)) .
Thus (α, β) ∈ ρSPS if and only if c2(α) = c2(β) and α and β belong to the
same maximal subsemilattice of A(X). A pair (α, β) of elements of A(X) is
called elementary if
(1) (l(α), c2(α), r(α)) = (l(β), c2(β), r(β)),
(2) cl(β) ∩ cr(β) = ∅ (or equivalently cl(α) ∩ cr(α) = ∅),
(3) α covers β,
(4) and the unique degree 1 vertex in β \α is adjacent to a distinguished
vertex of β.
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Thus elementary pairs induce non-trivial identities satisfied by all strict
pseudosemilattices. In fact, for each elementary pair (α, β) we can always
find an identity u ≈ v such that (∆(u),∆(v)) = (α, β) and v is obtained
from u by replacing either the first letter of u or the last letter of u, say
x, respectively with x ∧ y or y ∧ x for some y ∈ X. We compile in the
following result some conclusions obtained in [3] although not all of them
are explicitly stated their.
Proposition 2.4. If (α, β) is a non-trivial pair of ρSPS, then (α, β) is
equivalent to a finite set I of elementary pairs whose graphs all belong to
the same maximal subsemilattice of A(X) and have the same 2-content.
Further, if α has disjoint left and right contents, then (l(α1), c2(α1), r(α1)) =
(l(α), c2(α), r(α)) for each (α1, β1) ∈ I; otherwise, we can always say that
|c(α1)| ≤ 2|c(α)|.
It was shown also in [3] that we do not need to be too rigorous about the
last condition in the definition of elementary pair.
Proposition 2.5. Let (α, β) be an elementary pair and let (a, b) be an edge
of α. Let α1 and β1 be respectively the graphs α and β but now with the
vertices a and b as the distinguished vertices. Then (α, β) and (α1, β1) are
equivalent.
For each integer n ≥ 2 let x1, . . . , x2n be distinct letters from X. We
designate by αn and βn the following graphs from A(X):
αn =
x1
x2
x3
x4
x2n−1
x2n
x1
. . .
•
•
•
•
•
•
•
and βn =
x1
x2
x3
x4
x2n−1
x2n
x1
x2n
. . .
•
•
•
•
•
•
•
•
The pairs (αn, βn) for n ≥ 2 are obviously elementary pairs, and we shall
designate by Dn the 2-content of αn (or of βn). Thus, Dn is constituted by
{(x2i−1, x2i), (x2i+1, x2i) | 1 ≤ i < n} ∪ {(x1, x2n), (x2n−1, x2n)}
together with {(xi, xi) | 1 ≤ i ≤ 2n}. Since all vertices of both αn and
βn have degree at most 2, there are unique words un and vn such that
∆(un) = αn and ∆(vn) = βn. The main result of section 4 of [3] states that
the set of all identities un ≈ vn, n ≥ 2, is a basis of identities for the variety
of all strict pseudosemilattices.
Proposition 2.6. The set {un ≈ vn | n ≥ 2} is a basis of identities for the
variety of all strict pseudosemilattices, or equivalently, the set {(αn, βn) |
n ≥ 2} generates ρSPS as a fully invariant congruence for X a countably
infinite set.
We shall end this section by associating another graph to each γ ∈ B′(X).
Let γˇ be the graph underlying γ, that is, γˇ is just the graph γ but now with
no labels on the vertices and with no distinguished vertices. However, we
continue to see γˇ as a bipartite graph with ‘left’ and ‘right’ vertices as in γ,
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that is, a left vertex of γ continues to be considered a left vertex in γˇ and
the same occurs for the right vertices.
3. Pairs of ρSPS with 2-content Dn
Fix n ≥ 2 for the next two sections. In this section we begin the study of
the pairs (α, β) ∈ ρSPS such that c2(α) = Dn, or in other words, we shall
begin to investigate the identities u ≈ v satisfied by all strict pseudosemi-
lattices and whose 2-content is Dn (that is, c2(u) = Dn). We shall prepare
here the ground for the next section where we determine all varieties of pseu-
dosemilattices defined by identities satisfied by all strict pseudosemilattices
and whose 2-content is Dn.
We first reinforce that we are fixing n ≥ 2. Note that for n = 1, the nat-
ural definition for D1 would be D1 = {(x1, x2), (x1, x1), (x2, x2)} and the
only three graphs of A(X) with 2-content D1 are x1 x2• • , x1
x2
x1•
•
•
and x2
x1 x2••• ; no non-trivial pair formed by these graphs exists in ρSPS.
If α ∈ A(X) has 2-content Dn and has no essential thorn, then the under-
lying graph αˇ is a ‘zig-zag segment’, that is, has one of the following four
configurations:
. . .
•
•
•
•
•
•
•
•
or . . .
•
•
•
•
•
•
•
if it begins with a right vertex, and
. . .
•
•
•
•
•
•
•
•
or . . .
•
•
•
•
•
•
•
if it begins with a left vertex (the first graph of each row are in fact isomor-
phic). Moreover, α becomes completely determined once we identify in αˇ
the distinguished vertices and their labels. In other words, once we know
which vertices are the distinguished vertices and we know their labels, the
labels of all other vertices of α become fixed and easily determined. Fur-
thermore, since all vertices of α have degree at most 2, there exists a unique
word u ∈ F2(X) such that ∆(u) = α.
Lemma 3.1. Let α ∈ A(X) be such that c2(α) = Dn. If α has no essential
thorn, then there exists a unique word u ∈ F2(X) such that ∆(u) = α. If a
and b are two distinct and non-connected vertices of α with the same label,
then the geodesic path from a to b has either 2nk+2 vertices if a or b belong
to some essential thorn of α, or 2nk + 1 otherwise, for some k ≥ 1.
Proof. The first part has been observed already above and follows from
the fact that all vertices of α have degree at most two. For the second
part, assume first that a and b do not belong to some essential thorn. Let
a = a0, a1, · · · , am = b be the sequence of vertices in the geodesic path from
a to b (we are assuming that two consecutive vertices are connected by an
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edge). Let ca0 = xi. Then either ca1 = xi+1 (or ca1 = x1 if i = 2n), or
ca1 = xi−1 (or ca1 = x2n if i = 1). We shall assume that ca1 = xi+1 and
prove only this case since the other one is similar. Now, the labels of all
other vertices aj are fixed recursively by the rules: (i) if caj = x2n then
caj+1 = x1, and (ii) if caj = xl with l 6= 2n then caj+1 = xl+1. We can now
easily observe that caj = ca0 if and only if j = 2nk for some k ≥ 0. In
particular m = 2nk for some k ≥ 1 and there are 2nk + 1 vertices in the
geodesic path from a = a0 to b = am.
Finally, assume that a belongs to some essential thorn. Then a is a
distinguished vertex of α with degree 1 and if c is the other distinguished
vertex of α then c and a have the same label. Thus c and b are two vertices
of α with the same label and not belonging to some essential thorn, whence
there are 2nk + 1 vertices in the geodesic path from c to b for some k ≥ 1.
It is clear now that there are 2nk + 2 vertices in the geodesic path from a
to b. 
Let (α, β) be an elementary pair with c2(α) = Dn. Then both α and β
have no essential thorns and their underlying graphs have each one of the
four configurations depicted above. In fact, since (α, β) is an elementary
pair, we can assume that the distinguished vertices of α are the two first
vertices (going from the left to the right); and then β is obtained from α
by adding a vertex a on the left side and connecting it by an edge to the
leftmost vertex of α (if the leftmost vertex of α is a left vertex, then a is a
right vertex; otherwise a is a left vertex).
Let l(α) = xi (i odd) and consider the permutation
σ =
(
x1 x2 · · · xi−1 xi xi+1 · · · x2n
x2n+2−i x2n+3−i · · · x2n x1 x2 · · · x2n+1−i
)
.
Extend σ to an automorphism ϕ of F2(X) by setting xϕ = x for any x 6∈
{x1, · · · , x2n}. Then, for each γ ∈ A(X), γϕ is just the graph γ but with
each label xi changed to σ(xi). Hence (αϕ, βϕ) is another elementary pair
equivalent to (α, β) and with c2(αϕ) = Dn. Further l(αϕ) = x1 and so
r(αϕ) = x2 or r(αϕ) = x2n. If r(αϕ) = x2n then consider the automorphism
xψ =
{
x2n+2−i if x = xi and 1 < i ≤ 2n
x otherwise
of F2(X) and observe that ((α)ϕ ◦ ψ, (β)ϕ ◦ ψ) is once more an elementary
pair equivalent to (α, β), with c2((α)ϕ◦ψ) = Dn, but now with distinguished
vertices labeled by x1 and x2.
Summing up the conclusions of the previous paragraph, we can assume
that the labels of the distinguished vertices of the graphs of an elementary
pair (α, β) with c2(α) = Dn are always x1 and x2, and so (α, β) becomes
completely determined once we know the number of vertices of α and if the
vertex in β \ α is a left vertex or a right vertex. Assume that α has m
vertices and write m = 2nk+ i for k ≥ 1 and 1 ≤ i ≤ 2n (there is obviously
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only one choice for k and i). Assume further that the vertex in β \ α is a
right vertex and let
λi =
x1
x2
x3
x4
xi−1
xi
. . .
•
•
•
•
•
•
or λi =
x1
x2
x3
x4
xi−2
xi−1
xi
. . .
•
•
•
•
•
•
•
accordingly to i being even or odd. Then α is the graph
αn,k,i =
λ2n λ2n λ2n λi
•
•
•
•
•
•
•
•
•
•
•
•
•
•
. . . . . .
while β is the graph
βn,k,i =
λ2n λ2n λ2n λi
x2n
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
. . . . . .
where the segment λ2n occurs k times in both αn,k,i and βn,k,i (if i = 2n
then the segment λ2n occurs in fact k+1 times because the last segment λi
becomes another copy of λ2n).
Let us assume now that the vertex in β \ α is a left vertex. To highlight
the dual nature of this case, we need to introduce some dual concepts. Let
D∗n = {(xj , xi) | (xi, xj) ∈ Dn} and
λ∗i =
x1
x2
x3
x4
xi−1
xi
. . .
•
•
•
•
•
•
or λ∗i =
x1
x2
x3
x4
xi−2
xi−1
xi
. . .
•
•
•
•
•
•
•
accordingly to i being even or odd. Consider the following permutation
τ =
(
x1 x2 x3 x4 · · · x2n
x2 x1 x2n x2n−1 · · · x3
)
,
and extend it to an automorphism ψ∗ of F2(X) in the obvious way. Then
(αψ∗, βψ∗) is another elementary pair equivalent to (α, β), with distin-
guished vertices labeled by x1 and x2, but now with c2(αψ∗) = D
∗
n. Hence
αψ∗ is the graph
α∗n,k,i =
λ∗2n λ
∗
2n λ
∗
2n λ
∗
i
•
•
•
•
•
•
•
•
•
•
•
•
•
•
. . . . . .
while βψ∗ is the graph
β∗n,k,i =
λ∗2n λ
∗
2n λ
∗
2n λ
∗
i
x2n
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
. . . . . .
15
where the segment λ∗2n occurs k times in both α
∗
n,k,i and β
∗
n,k,i.
We gather the previous conclusions in the following proposition.
Proposition 3.2. Let (α, β) be an elementary pair with c2(α) = Dn and
such that α has 2nk + i vertices. Then (α, β) is equivalent to (αn,k,i, βn,k,i)
if the vertex of β \ α is a right vertex or to (α∗n,k,i, β
∗
n,k,i) otherwise.
Our next result states that no two pairs (αn,k,i, βn,k,i) and (αn,l,j, βn,l,j)
are incomparable, that is, one of them is always a consequence of the other.
Proposition 3.3. Let k, l ≥ 1 and i, j ∈ {1, · · · , 2n}. If 2nk + i ≥ 2nl + j,
then (αn,k,i, βn,k,i) is a consequence of (αn,l,j, βn,l,j) and (α
∗
n,k,i, β
∗
n,k,i) is a
consequence of (α∗n,l,j, β
∗
n,l,j).
Proof. We shall prove only the (αn,k,i, βn,k,i) case since the (α
∗
n,k,i, β
∗
n,k,i) case
follows by symmetry. Further, the (αn,k,i, βn,k,i) case becomes proved once
we show both that (i) (αn,l,j+1, βn,l,j+1) is a consequence of (αn,l,j, βn,l,j) for
j < 2n and that (ii) (αn,l+1,1, βn,l+1,1) is a consequence of (αn,l,2n, βn,l,2n).
Let ϕ be the endomorphism of F2(X) fixing all x 6∈ {x1, · · · , x2n} and such
that
xjϕ =

xj ∧ xj+1 if j odd
x1 ∧ x2n if j = 2n
xj+1 ∧ xj otherwise.
Then αn,l,jϕ is obtained from αn,l,j by first adding, for each vertex a labeled
with xj , a new vertex b connected to a by an edge and with label xj+1 (or
x1 if j = 2n); and then reducing this last graph. In the reducing process
all new vertices b are eliminated by edge-folding except for the last one
which is labeled with xj+1 (or x1 if j = 2n). Thus αn,l,jϕ = αn,l,j+1 for
j 6= 2n and αn,l,2nϕ = αn,l+1,1. Similarly βn,l,jϕ = βn,l,j+1 for j 6= 2n
and βn,l,2nϕ = βn,l+1,1. We have just proved statements (i) and (ii) as
desired. 
In the next two results we show that the two pairs (αn,k,i, βn,k,i) and
(α∗n,k,i, β
∗
n,k,i) are equivalent if i even. We shall see later on the next section
that the similar result for i odd does not hold true (we shall prove they are
incomparable for i odd).
Lemma 3.4. (α∗n,k,i+1, β
∗
n,k,i+1) is a consequence of (αn,k,i, βn,k,i) for each
i < 2n, and (α∗n,k+1,1, β
∗
n,k+1,1) is a consequence of (αn,k,2n, βn,k,2n).
Proof. Note that the second part of this result is the i = 2n version of the
first part, and its proof follows the same arguments as of the case i < 2n
with the expected adaptations. Therefore, we shall present here only the
proof of the case i < 2n.
Let a and b be respectively the left and right roots of α∗n,k,i+1 and let
c be the other vertex of α∗n,k,i+1 connected to a by an edge. Let α
′ and
β be respectively the graphs α∗n,k,i+1 and β
∗
n,k,i+1 but with the right root
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changed from b to c. Then (α′, β) and (α∗n,k,i+1, β
∗
n,k,i+1) are equivalent by
Proposition 2.5. Let now α ∈ A(X) be the graph obtained from α′ by
deleting the vertex b and the edge (a, b). Then (α′, β) is a consequence of
(α, β) since β ≤ α′ ≤ α by Proposition 2.3.(3).
Consider the endomorphism ϕ of F2(X) fixing all x 6∈ {x1, · · · , x2n} and
such that x2nϕ = x2n ∧ x1 and xjϕ = xj+1 for 1 ≤ j < 2n. Then for each
γ ∈ A(X), γϕ = γ′ where γ′ ∈ B′(X) is the graph obtained from γ by
replacing each label xj with xj+1 for 1 ≤ j < 2n and each vertex •
x2n
with
x2n x1• • . Observe now that αn,k,iϕ = α and βn,k,iϕ = β, whence (α, β)
is a consequence of (αn,k,i, βn,k,i). We have shown that (α
∗
n,k,i+1, β
∗
n,k,i+1) is
a consequence of (αn,k,i, βn,k,i) for each i < 2n. 
Proposition 3.5. If i is even, then (αn,k,i, βn,k,i) and (α
∗
n,k,i, β
∗
n,k,i) are
equivalent.
Proof. We shall assume that i 6= 2n and prove only this case. The proof of
the case i = 2n follows the same arguments but with minor changes due to
the fact that (x1, x2n) belongs to Dn and not (x2n+1, x2n).
Let a be the only non-distinguished vertex of degree 1 of αn,k,i. Since
i is even, a is a right vertex labeled with xi. Let b be the left vertex of
αn,k,i connected to a by an edge, and let α and β be respectively the graphs
αn,k,i and βn,k,i but now with the vertices a and b as the distinguished
vertices. Then (αn,k,i, βn,k,i) and (α, β) are equivalent by Proposition 2.5.
Observe that we can obtain now (α∗n,k,i, α
∗
n,k,i+1) from (α, β) by relabeling
the vertices. To be more precise, consider the permutation
σ =
(
x1 x2 · · · xi−1 xi xi+1 · · · x2n
xi xi−1 · · · x2 x1 x2n · · · xi+1
)
and extend it to an automorphism ϕ of F2(X); then α
∗
n,k,i = αϕ and
α∗n,k,i+1 = βϕ. Thus (α
∗
n,k,i, α
∗
n,k,i+1) is a consequence of (αn,k,i, βn,k,i), and
by Lemma 3.4 so is (α∗n,k,i, β
∗
n,k,i+1). Finally, since β
∗
n,k,i+1 ≤ β
∗
n,k,i ≤ α
∗
n,k,i,
we conclude that (α∗n,k,i, β
∗
n,k,i) is a consequence of (αn,k,i, βn,k,i), and so
these two pairs are equivalent by symmetry of the arguments used. 
The arguments presented in the previous proof do not work properly for
the case i odd mainly because αϕ and βϕ become respectively the graphs
αn,k,i and αn,k,i+1 (and not α
∗
n,k,i and α
∗
n,k,i+1). For the case i odd, those
arguments allow us to conclude however that the pairs (αn,k,i, βn,k,i) and
(αn,k,i, αn,k,i+1) are equivalent. Curiously, we can use Proposition 3.5 itself
to prove that the previous conclusion also holds true for i even.
Lemma 3.6. The pairs (αn,k,i, βn,k,i) and (αn,k,i, αn,k,i+1) are equivalent for
i 6= 2n. Further (αn,k,2n, βn,k,2n) and (αn,k,2n, αn,k+1,1) are also equivalent.
Proof. As mentioned above we just need to prove this result for the case i
even. In fact, we shall assume also that i 6= 2n (the case i = 2n is similar
and only needs minor adaptations by the same reason mentioned in the
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proof of Proposition 3.5). Let a and b be the vertices of αn,k,i considered in
the proof of Proposition 3.5. Let α and β′ be respectively the graphs αn,k,i
and αn,k,i+1 but with the vertices a and b as their distinguished vertices.
Thus (αn,k,i, αn,k,i+1) and (α, β
′) are equivalent pairs by Proposition 2.5.
Consider again the permutation σ and the automorphism ϕ used in the
proof of Proposition 3.5; thus αϕ = α∗n,k,i. A close analysis to the image
of β′ under ϕ allows us to conclude that β′ϕ = β∗n,k,i. Hence (α, β
′) and
(α∗n,k,i, β
∗
n,k,i) are equivalent pairs. But (α
∗
n,k,i, β
∗
n,k,i) and (αn,k,i, βn,k,i) are
equivalent by Proposition 3.5 since i is even, whence (αn,k,i, αn,k,i+1) and
(αn,k,i, βn,k,i) are equivalent pairs too. 
The graphs βn,k,i and αn,k,i+1 (or αn,k+1,1 if i = 2n) are the only graphs
covered by αn,k,i for the natural partial order with 2-content Dn. We shall
use this fact to prove that if (αn,k,i, βn,k,i) is a consequence of some I ⊆
A(X)×A(X), then (αn,k,i, βn,k,i) is a consequence of a single pair (α, β) ∈ I.
To prove this claim we shall mix the notion of pair of elements from A(X)
with the notion of identity. Let un,k,i and vn,k,i be (the unique) words of
F2(X) such that
∆(un,k,i) = αn,k,i and ∆(vn,k,i) = βn,k,i ,
and let u∗n,k,i and v
∗
n,k,i be (the unique) words of F2(X) such that
∆(u∗n,k,i) = α
∗
n,k,i and ∆(v
∗
n,k,i) = β
∗
n,k,i .
Thus, the identities un,k,i ≈ vn,k,i and u
∗
n,k,i ≈ v
∗
n,k,i correspond respectively
to the elementary pairs (αn,k,i, βn,k,i) and (α
∗
n,k,i, β
∗
n,k,i).
Lemma 3.7. If (αn,k,i, βn,k,i) is a consequence of I ⊆ A(X) × A(X), then
there exists (α, β) ∈ I such that (αn,k,i, βn,k,i) is a consequence of (α, β).
Proof. We shall prove the following equivalent statement: if un,k,i ≈ vn,k,i is
a consequence of a set J of identities, then there exists u ≈ v ∈ J such that
un,k,i ≈ vn,k,i is a consequence of u ≈ v. We may assume that all identities
in J are satisfied by all strict pseudosemilattices since an identity not satis-
fied by all strict pseudosemilattices defines a variety of normal bands, and
therefore implies un,k,i ≈ vn,k,i. Thus (l(u), c2(u), r(u)) = (l(v), c2(v), r(v))
for any u ≈ v ∈ J .
Let u ≈ v ∈ J and u′ ∈ F2(X) such that αn,k,i ≤ Θ(u
′) and uϕ is a
subword of u′ for an endomorphism ϕ of F2(X). Let v
′ be the word obtained
from u′ by replacing the subword uϕ with vϕ. This lemma becomes proved
once we show that if αn,k,i  Θ(v′) then un,k,i ≈ vn,k,i is a consequence of u ≈
v. Indeed, if un,k,i ≈ vn,k,i is a consequence of J , then there exist a sequence
un,k,i = w0, w1, · · · , wl = vn,k,i of words from F2(X), identities rj ≈ sj ∈ J
(or sj ≈ rj ∈ J) and endomorphisms ϕj of F2(X) for j = 1, · · · , l such that
rjϕj is a subword of wj−1 and wj is obtained from wj−1 by replacing the
subword rjϕj with sjϕj . Now, since αn,k,i ≤ Θ(w0) and αn,k,i  Θ(wl),
there exists some j such that αn,k,i ≤ Θ(wj−1) and αn,k,i  Θ(wj). Thus,
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after showing our claim above, we can conclude that un,k,i ≈ vn,k,i is a
consequence of rj ≈ sj ∈ J .
Let u, v, u′, v′ and ϕ be as above. First note that αn,k,i, Θ(u
′) and
Θ(v′) belong to the same maximal subsemilattice of A(X) and that c2(u
′) =
c2(v
′) ⊆ Dn. Further, un,k,i ∧ u
′ ≈ un,k,i ∧ v
′ is also a consequence of u ≈ v.
We must have now
Θ(un,k,i ∧ u
′) = αn,k,i ∧Θ(u
′) = αn,k,i
and
Θ(un,k,i ∧ v
′) = αn,k,i ∧Θ(v
′) < αn,k,i
respectively because αn,k,i ≤ Θ(u
′) and αn,k,i  Θ(v′), whence (αn,k,i, α) is
a consequence of (Θ(u),Θ(v)) for α = Θ(un,k,i∧v
′). Since βn,k,i and αn,k,i+1
(or αn,k+1,1 if i = 2n) are the only graphs of A(X) covered by αn,k,i and
with the same 2-content as αn,k,i, we conclude that
α ≤ βn,k,i ≤ αn,k,i or α ≤ αn,k,i+1 ≤ αn,k,i .
Thus (αn,k,i, βn,k,i) or (αn,k,i, αn,k,i+1) is a consequence of (Θ(u),Θ(v)). Fi-
nally, by Lemma 3.6, (αn,k,i, βn,k,i) is a consequence of (Θ(u),Θ(v)), that is,
un,k,i ≈ vn,k,i is a consequence of u ≈ v ∈ J . 
For n ≥ 2, let
In = {(αn,k,i, βn,k,i) , (α
∗
n,k,j, β
∗
n,k,j) | k ≥ 1, 1 ≤ i, j ≤ 2n and j odd} .
By Propositions 3.2 and 3.5, any elementary pair with 2-content Dn is equiv-
alent to an elementary pair from In. By Lemma 3.7 and its dual, if a pair
from In is a consequence of a subset I of ρSPS, then it is a consequence of a
single pair from I. We shall end this section by proving that any subset of
ρSPS composed by non-trivial pairs all with 2-content Dn is equivalent to a
pair from In or to a set composed by two pairs from In.
Proposition 3.8. Let I be a subset of ρSPS composed by non-trivial pairs,
all with 2-content Dn. Then I is equivalent to a pair from In or to a subset
{(αn,k,i, βn,k,i), (α
∗
n,k,i, β
∗
n,k,i)} of In for some i odd.
Proof. This result becomes proved once we show that a non-trivial pair
(α, γ) from ρSPS with γ ≤ α and with 2-content Dn is equivalent to a
(finite) subset of In. Indeed, since any pair (α, β) ∈ ρSPS is equivalent to
the set {(α,α ∧ β), (β, α ∧ β)} and α ∧ β ≤ α and α ∧ β ≤ β, we can then
conclude that I is equivalent to a subset of In. This proposition then follows
immediately from Propositions 3.3 and 3.5 and Lemma 3.4.
So, let (α, γ) be a non-trivial pair of ρSPS with γ ≤ α and with 2-content
Dn, and let us prove that (α, γ) is equivalent to a subset of In. Thus α is
a bi-rooted subtree of γ. Assume first that lα belongs to an essential thorn
of α. Then lα = rα = lγ = rγ = xi for some i even. Let a be another vertex
connected to rα in α but distinct from lα. Set
α′ = Θ(ca) ∧ α and γ
′ = Θ(ca) ∧ γ .
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Then α′ is the graph obtained from α by deleting the vertex lα and the
edge (lα, rα), setting a as the left root and keeping rα as the right root (γ
′
is obtained from γ similarly). But since
α = Θ(xi) ∧ α
′ and γ = Θ(xi) ∧ γ
′ ,
the pairs (α, γ) and (α′, γ′) are equivalent, and α′ has no essential thorn.
Further, γ′ ≤ α′ and the 2-content of α′ continues to be Dn. Thus, by
symmetry, we can assume that α (and γ) has no essential thorn. Now, since
Dn is the 2-content of α and α has no essential thorn, then the left and right
contents of α are disjoint. Thereby, by Proposition 2.4, (α, γ) is equivalent
to a finite subset of elementary pairs, all with 2-content Dn; and finally by
Proposition 3.2, (α, γ) is equivalent to a (finite) subset of In. 
We can formulate Proposition 3.8 in terms of varieties of pseudosemilat-
tices.
Corollary 3.9. Let V be a variety of pseudosemilattices defined by a set
of identities, all with 2-content Dn. Then V is defined by a single identity
un,k,i ≈ vn,k,i, or by a single identity u
∗
n,k,i ≈ v
∗
n,k,i with i odd, or by {un,k,i ≈
vn,k,i, u
∗
n,k,i ≈ v
∗
n,k,i} with i odd.
We shall see in the next section that no two pairs from In are equivalent,
and that no set {un,k,i ≈ vn,k,i, u
∗
n,k,i ≈ v
∗
n,k,i} with i odd is equivalent to a
pair from In.
4. Varieties defined by a single identity with 2-content Dn
Let k ≥ 1 and 1 ≤ i, j ≤ 2n with j odd, and set Vn,k,i and V
∗
n,k,j
as the varieties of pseudosemilattices defined respectively by the identities
un,k,i ≈ vn,k,i and u
∗
n,k,j ≈ v
∗
n,k,j.
Proposition 4.1. The varieties Vn,k,i and V
∗
n,k,j with j odd are complete
∩-irreducible in the lattice L(PS).
Proof. Let {Uj | j ∈ J} be a family of varieties of pseudosemilattices such
that ∩j∈JUj ⊆ Vn,k,i, and let Bj be a basis of identities for each Uj. Then
un,k,i ≈ vn,k,i is a consequence of ∪i∈JBj. By Lemma 3.7, un,k,i ≈ vn,k,i is a
consequence of a single identity from ∪i∈JBj ; whence some Uj is contained
in Vn,k,i. The proof for V
∗
n,k,j is similar. 
Corollary 4.2. Each variety Vn,k,i and each variety V
∗
n,k,j with j odd has
a unique cover in the lattice L(PS).
Proof. We shall prove only the Vn,k,i case since the other one is similar. Let
V be the variety of pseudosemilattices obtained by intersecting all varieties
of pseudosemilattices containing Vn,k,i properly. Then Vn,k,i is properly
contained in V by Proposition 4.1 and all varieties containing Vn,k,i prop-
erly, contain also V. We have proved this corollary. 
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Consider the set
{Vn,k,i, V
∗
n,k,j, Vn,k,j ∩V
∗
n,k,j | k ≥ 1, 1 ≤ i, j,≤ 2n, j odd} (4.1)
of varieties of pseudosemilattices. By Corollary 3.9, this set is composed
by all varieties of pseudosemilattices defined by sets of identities, all with
2-content Dn. This section has two main results. The first one will state
that no two varieties from (4.1) are the same. The second one will state that
(4.1) is also the set of all varieties of pseudosemilattices defined by a single
identity with 2-content Dn. Thus, for the latter result, it will be enough to
show that {(αn,k,j, βn,k,j), (α
∗
n,k,j, β
∗
n,k,j)} with j odd is equivalent to a single
identity with 2-content Dn. Of course, this last identity will not belong to
In because of the first result.
The key ingredient to prove that no two varieties from (4.1) are the same is
to show that the pairs (αn,k,j, βn,k,j) and (α
∗
n,k,j, β
∗
n,k,j) are incomparable for
j odd. But, to do so, we need to go back to [3] and recall Lemma 5.1 of that
paper which states that the words un+1,k,2n+2 with k ≥ 1 are isoterms for
the identity un,1,1 ≈ vn,1,1 relative to PS. In other words, if un+1,k,2n+2 ≈ v
is a consequence of un,1,1 ≈ vn,1,1 (or equivalently if (αn+1,k,2n+2,Θ(v)) is
a consequence of (αn,1,1, βn,1,1)), then un+1,k,2n+2 ≈ v is a trivial identity
(or equivalently αn+1,k,2n+2 = Θ(v)). Looking carefully to the proof of that
lemma one realizes that the proof works for any word u such that c2(u) = Dm
for m > n. In particular, we have the following result:
Lemma 4.3. For each m > n ≥ 2, k ≥ 1 and 1 ≤ i ≤ 2m, the word um,k,i
is an isoterm for the identity un,1,1 ≈ vn,1,1.
Although the previous lemma will be used only in the next section,
it is similar to the result that we need to prove that (αn,k,i, βn,k,i) and
(α∗n,k,i, β
∗
n,k,i) are incomparable if i odd: u
∗
n,k,i is an isoterm for un,k,i ≈ vn,k,i
if i odd. The proof of this last result follows the same strategy used in Lemma
5.1 of [3] although it is more complex. We begin with the following auxiliary
lemma.
Lemma 4.4. Let ϕ be an endomorphism of F2(X) such that c2(un,k,iϕ) ⊆
D∗n. Then un,k,iϕ ≈ vn,k,iϕ is a trivial identity or sk(un,k,i, ϕ) ∈ A(X) with
c2(sk(un,k,i, ϕ)) = D
∗
n.
Proof. We show first that we can consider k = 1 and i = 1 and prove only
this case. Observe that sk(un,k,i, ϕ) = ∆(un,k,iψ) for ψ an endomorphism
of F2(X) such that xiψ = l(xiϕ) if i odd and xiψ = r(xiϕ) if i even. Thus
sk(un,k,i, ϕ) is just the graph αn,k,i but with each label xi changed to xiψ.
Since the labels in the graphs sk(un,k,i, ϕ) are ‘periodic’, we immediately
conclude that sk(un,k,i, ϕ) is reduced if and only if sk(un,1,1, ϕ) is reduced too,
and in this case both c2(sk(un,k,i, ϕ)) and c2(sk(un,1,1, ϕ)) are D
∗
n. On the
other hand, by Proposition 3.3, if un,1,1ϕ ≈ vn,1,1ϕ is a trivial identity, then
so is un,k,iϕ ≈ vn,k,iϕ since un,k,i ≈ vn,k,i is a consequence of un,1,1 ≈ vn,1,1.
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Summing up, we can assume that k = 1 and i = 1 and prove this result only
for this case.
Let α be the subtree sk(un,1,1, ϕ) = ∆(un,1,1ψ) of ∆(un,1,1ϕ) and assume
that α is not reduced. We need to prove that un,1,1ϕ ≈ vn,1,1ϕ is a trivial
identity. Let a = lα and b be the two vertices of degree 1 of α (and of αn,1,1);
then ca = cb = x1ψ in α. We shall prove first that a and b merge into a
single vertex in α˜, that is, we can identify a with b by applying a sequence
of edge-foldings to α. Let xi = x1ψ. We shall consider two cases: i odd and
i even.
We begin assuming i even. If α˜ = α then α must have a non-essential
thorn since it is not reduced; but the only candidate to a non-essential thorn
is {(b, c), b} where c is the only vertex connected to b by an edge. Let d be the
other vertex connected by an edge to c in α. Since i is even and c2(α) ⊆ D
∗
n,
cd = cc = cb = xi and we can merge d with b by an edge-folding, whence
α˜ 6= α which contradicts our assumption. Thereby, we can assume that
α˜ 6= α. Let β be the geodesic path from a to b in α˜. Then β has at most
2n − 1 vertices. If β has more than one vertex, then fix a and the other
vertex connected to a by an edge in β as the distinguished vertices of β
(a is obviously the left root). Then β belongs to B′(X) and is reduced for
edge-foldings. Since i is even we can conclude as above that β has no non-
essential thorn, whence β ∈ A(X). Finally, by the dual of Lemma 3.1, any
graph γ ∈ A(X) with c2(γ) = D
∗
n and with two distinct vertices with the
same label must have at least 2n+1 vertices in the geodesic path connecting
those two vertices. In other words, β must have at least 2n + 1 vertices
which is not the case. We can now conclude that β has only one vertex and
therefore a and b are identified by a sequence of edge-foldings applied to α.
Assume now that x1ψ = xi with i odd, and let c and d be the only two
vertices connected respectively to a and b in α. Then cd = cc = cb =
ca = xi since c2(α) ⊆ D
∗
n. An argumentation similar to the one applied in
the previous paragraph allows us to conclude that c and d can be merged
together by applying a sequence of edge-foldings to α. Thus we can identify
a with b by applying one more edge-folding.
Summing up the two previous paragraphs, we proved that we can merge
together the two vertices a and b by applying a sequence of edge-foldings to
α. Since α is a subgraph of ∆(vn,1,1ϕ), we can apply that same sequence of
edge-foldings to ∆(vn,1,1ϕ) and merge together the vertices a and b also in
∆(vn,1,1ϕ). Observe now that we have two copies of x2nϕ attached to the
vertex that results from merging together a and b. These two copies of x2nϕ
can be reduced to a single copy of x2nϕ by another sequence of edge-foldings.
Finally, we just have to observe that this last graph (the one resulting from
reducing the two copies of x2nϕ to a single copy) is the graph obtained from
∆(un,1,1ϕ) by applying the sequence of edge-foldings mentioned above that
merge together a and b. Therefore ∆(vn,1,1ϕ) = ∆(un,1,1ϕ) and un,1,1ϕ ≈
vn,1,1ϕ is a trivial identity. 
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Lemma 4.5. Let k ≥ 1 and 1 ≤ i ≤ 2n. If i odd, then u∗n,k,i is an isoterm
for the identity un,k,i ≈ vn,k,i (relative to PS).
Proof. Let u ∈ F2(X) such that u
∗
n,k,i ≈ u is a trivial identity and let ϕ be
an endomorphism of F2(X) such that un,k,iϕ or vn,k,iϕ is a subword of u.
In particular, un,k,iϕ is always a subword of u. Let v be the word obtained
from u by replacing the subword un,k,iϕ or vn,k,iϕ with respectively vn,k,iϕ
or un,k,iϕ. This result becomes proved once we show that u ≈ v is a trivial
identity.
Since un,k,iϕ is a subword of u and u
∗
n,k,i ≈ u is a trivial identity, we
must have c2(un,k,iϕ) ⊆ D
∗
n. Let α = sk(un,k,i, ϕ). Now, by Lemma 4.4,
un,k,iϕ ≈ vn,k,iϕ is a trivial identity or α ∈ A(X) with c2(α) = D
∗
n. If we
show that the former case must occur, then u ≈ v is also a trivial identity
and we are done. So, assume otherwise that α ∈ A(X) with c2(α) = D
∗
n.
Since α is a subgraph of ∆(un,k,iϕ) which in turn is a subgraph of ∆(u),
we conclude that α is a subgraph of ∆(u). Thus α = α˜ is a subgraph of
∆˜(u). But note that α has no essential thorn either, and so α is in fact a
subgraph of ∆(u) = α∗n,k,i. Finally, we get a contradiction by counting the
number of left vertices of α and α∗n,k,i: α
∗
n,k,i has one less left vertex than
α since i is odd. Hence α cannot be a subgraph of α∗n,k,i. Consequently,
un,k,iϕ ≈ vn,k,iϕ is a trivial identity, and we have proved this lemma. 
We have now all the tools we need to prove that the pairs (αn,k,i, βn,k,i)
and (α∗n,k,i, β
∗
n,k,i) are incomparable for i odd.
Proposition 4.6. The pairs (αn,k,i, βn,k,i) and (α
∗
n,k,i, β
∗
n,k,i) are incompa-
rable if i odd.
Proof. Assume i odd. By the last lemma the identity u∗n,k,i ≈ v
∗
n,k,i is not a
consequence of un,k,i ≈ vn,k,i, that is, (α
∗
n,k,i, β
∗
n,k,i) is not a consequence of
(αn,k,i, βn,k,i). By symmetry (using the dual version of the previous lemma),
neither (αn,k,i, βn,k,i) is a consequence of (α
∗
n,k,i, β
∗
n,k,i), whence these two
pairs are incomparable. 
We can now prove that no two varieties from the list (4.1) are the same.
Proposition 4.7. The varieties listed in (4.1) are all pairwise distinct va-
rieties. Further, (4.1) lists all varieties defined by sets of identities, all with
2-content Dn.
Proof. The second part is just a reformulation of Corollary 3.9. Thus we
only need to prove the first part. Let k ≥ 1 and i ∈ {1, · · · , 2n} odd, and
set
U2nk+i = {Vn,k,i,V
∗
n,k,i,Vn,k,i ∩V
∗
n,k,i,Vn,k,i+1} .
Then the list (4.1) is the union of all sets U2nk+i. The varieties from each
U2nk+i are pairwise distinct by Propositions 3.3, 3.5 and 4.6, and the inclu-
sion relation between them is given by the following scheme:
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Vn,k,i ∩V∗n,k,i
Vn,k,i V
∗
n,k,i
Vn,k,i+1
Furthermore, by these same results and Proposition 4.1, if 2nk+ i < 2nl+ j
with l ≥ 1 and j ∈ {1, · · · , 2n} odd, then any variety from U2nk+i is properly
contained in any variety from U2nl+j; and we have shown this result. 
In the previous proof we have shown more than what it is stated in the
result. We have proved that the list (4.1), under the inclusion relation,
constitutes an infinite ascending ‘chain of diamonds’ like the one depicted
in the proof above. The following corollary is now obvious.
Corollary 4.8. Let k, l ≥ 1 and i, j ∈ {1, · · · , 2n}.
(i) (αn,k,i, βn,k,i) is a consequence of (αn,l,j, βn,l,j) if and only if 2nk+i ≥
2nl + j.
(ii) If i and j are odd, then (α∗n,k,i, β
∗
n,k,i) is a consequence of (α
∗
n,l,j, β
∗
n,l,j)
if and only if 2nk + i ≥ 2nl + j.
(iii) If i odd, then (α∗n,k,i, β
∗
n,k,i) is a consequence of (αn,l,j, βn,l,j) if and
only if 2nk + i > 2nl + j.
(iv) If j odd, then (αn,k,i, βn,k,i) is a consequence of (α
∗
n,l,j, β
∗
n,l,j) if and
only if 2nk + i > 2nl + j.
We end this section by showing that the list (4.1) is also the list of all
varieties of pseudosemilattices defined by a single identity with 2-content
Dn. In fact, we just need to prove that un,k,i ≈ vn,k,i−1 defines the variety
Vn,k,i ∩V
∗
n,k,i for i > 1 odd and that un,k,1 ≈ vn,k−1,2n defines the variety
Vn,k,1 ∩V
∗
n,k,1.
Proposition 4.9. The varieties from (4.1) are precisely the varieties of
pseudosemilattices defined by a single identity with 2-content Dn.
Proof. We just need to prove the two claims above. As for earlier re-
sults, the proof of the case i = 1 is similar to the proof of the case i 6=
1 but needs minor obvious adaptations. Therefore, we shall prove only
the general case i 6= 1. So, assume that i is odd and greater than 1.
Since αn,k,i ∧ βn,k,i−1 = βn,k,i, the pair (αn,k,i, βn,k,i−1) is equivalent to
the set {(αn,k,i, βn,k,i), (βn,k,i−1, βn,k,i)}. Let a be the only vertex from
βn,k,i \ βn,k,i−1; then a is a left vertex. Let b and c be the vertices of βn,k,i
such that (a, b) and (c, b) are edges of βn,k,i (b and c are clearly unique);
and let α′ and β′ be respectively the graphs βn,k,i−1 and βn,k,i but with
b and c as the distinguished vertices. Thus (βn,k,i−1, βn,k,i) and (α
′, β′) are
equivalent by Proposition 2.5. Finally, we can obtain α∗n,k,i and β
∗
n,k,i respec-
tively from α′ and β′ by relabeling the vertices using a permutation; whence
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(α′, β′) is equivalent to (α∗n,k,i, β
∗
n,k,i). We have proved that un,k,i ≈ vn,k,i−1
and {un,k,i ≈ vn,k,i, u
∗
n,k,i ≈ v
∗
n,k,i} are equivalent, that is, un,k,i ≈ vn,k,i−1
defines the variety Vn,k,i ∩V
∗
n,k,i . 
5. Comparing Vn,k,i with Vm,l,j
In the previous section we found and listed all the varieties of pseudosemi-
lattices defined by sets of identities, all with 2-content Dn, and we studied
their inclusion relation. Further, we showed that this list is also the list of
all varieties of pseudosemilattices defined by a single identity with 2-content
Dn. In the present section we shall study the inclusion relation between
varieties of pseudosemilattices defined by identities all with 2-content Dn
and varieties of pseudosemilattices defined by identities all with 2-content
Dm for n 6= m. We begin by comparing Vn,k,i with Vm,l,j for n,m ≥ 2,
k, l ≥ 1, 1 ≤ i ≤ 2n and 1 ≤ j ≤ 2m, and we claim that Vn,k,i ⊆ Vm,l,j if
and only if m ≤ n and either l > k, or k = l and j ≥ i+ 2m− 2n. The first
result of this section is precisely the ‘if’ part of our claim although stated in
terms of elementary pairs from ρSPS.
Proposition 5.1. Let 2 ≤ m ≤ n, l, k ≥ 1, i ∈ {1, · · · , 2n} and j ∈
{1, · · · , 2m}. If either l > k, or l = k and j ≥ i+2m−2n, then (αm,l,j, βm,l,j)
is a consequence of (αn,k,i, βn,k,i) .
Proof. Let ϕ be an endomorphism of F2(X) such that
xpϕ =
{
x1 for 1 ≤ p ≤ 2n− 2m
xp+2m−2n for 2n− 2m < p ≤ 2n ,
and let j1 = max{1, i + 2m − 2n}. Then αn,k,iϕ = αm,k,j1 and βn,k,iϕ =
βm,k,j1, and so (αm,k,j1 , βm,k,j1) is a consequence of (αn,k,i, βn,k,i) . Now, if
l > k then 2ml+ j ≥ 2mk+ j1; and if l = k and j ≥ i+2m−2n, then j ≥ j1
and 2ml+ j ≥ 2mk+ j1. By Proposition 3.3 we conclude that (αm,l,j, βm,l,j)
is a consequence of (αm,k,j1 , βm,k,j1), and we have shown that (αm,l,j, βm,l,j)
is a consequence of (αn,k,i, βn,k,i) as desired. 
We begin working now towards the proof of the ‘only if’ part of our
claim. Our first observation is that m must be less than or equal to n.
Indeed, if m > n then um,l,j is an isoterm for the identity un,k,i ≈ vn,k,i by
Lemma 4.3 and Proposition 3.3; thus um,l,j ≈ vm,l,j cannot be a consequence
of un,k,i ≈ vn,k,i. Before we can give a formal proof of the ‘only if’ part
of our claim, we need to do a deep analysis onto the structure of αn,k,iϕ
for ϕ an endomorphism of F2(X) such that c2(un,1,1ϕ) = c2(un,k,iϕ) ⊆
Dm. This analysis will culminate with the proof of Lemma 5.4. So, fix an
endomorphism ϕ of F2(X) such that c2(un,k,iϕ) ⊆ Dm for m ≤ n.
Let a1, a2, · · · , a2n+1 designate sequentially the vertices of αn,1,1 with a1
its left root. Hence, a2 is its right root and the edges of αn,1,1 are the
pairs (ap−1, ap) and (ap+1, ap) for p even in between 2 and 2n. Set β =
sk(un,1,1, ϕ). Thus β has the same underlying graph as αn,1,1 but with each
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label xp changed to l(xpϕ) if p odd and to r(xpϕ) if p even. Consider the
natural graph homomorphism piβ : β → β˜ from β onto β˜.
Lemma 5.2. If a1piβ = a2n+1piβ then un,k,iϕ ≈ vn,k,iϕ is a trivial identity
for any k ≥ 1 and any i ∈ {1, · · · , 2n}.
Proof. First note that the general case follows from the case case k = 1
and i = 1 since un,k,i ≈ vn,k,i is a consequence of un,1,1 ≈ vn,1,1. We shall
conclude that un,1,1ϕ ≈ vn,1,1ϕ is a trivial identity by an argumentation
already used in previous results. We can start by identifying the vertices a1
and a2n+1 in ∆(vn,1,1ϕ) by the same sequence of edge-foldings used in β to
identify these same vertices. Then two copies of x2nϕ become attached to
the vertex a1 and they can be reduced to a single copy again by a sequence
of edge-foldings. We can observe now that this latter graph is just the graph
obtained from ∆(un,1,1ϕ) by identifying the vertices a1 and a2n+1 using again
the same sequence of edge-foldings used in β. Thus Θ(un,1,1ϕ) = Θ(vn,1,1ϕ)
or equivalently un,1,1ϕ ≈ vn,1,1ϕ is a trivial identity. 
Now, assume that a1piβ 6= a2n+1piβ. Thus a1piβ and a2n+1piβ are two
distinct left vertices of β˜ with the same label. Since β˜ is reduced for edge-
folding and c2(β˜) ⊆ Dm, we must have c2(β) = c2(β˜) = Dm. Let xh =
l(x1ϕ), the label of a1 in β. If h is odd then let a1piβ = b1, b2, · · · , br+1 =
a2n+1piβ be the geodesic path from a1piβ to a2n+1piβ in β˜; otherwise consider
instead the geodesic path a2piβ = b1, b2, · · · , br+1 = a2npiβ from a2piβ to
a2npiβ; designate this geodesic path by β
′. Thus b1 6= br+1 and cb1 = cbr+1
independently of h being odd or even (note that ca2 = ca1 = ca2n+1 = ca2n if
h even). Further, β′ is obviously edge-folding reduced and has no (essential
and non-essential) thorn. Hence, β′ is also a geodesic path in β ∈ A(X). By
Lemma 3.1, r = 2ms for some s ≥ 1. If cb2 = cbr , then cb3 = cbr−1 because
c2(β) = Dm, cb3 6= cb1 and cbr−1 6= cbr+1 ; continuing this process we would
conclude that cbms = cbms+2 , which contradict the fact that β
′ is edge-folding
reduced. Hence cb2 6= cbr . We have proved the following lemma.
Lemma 5.3. With the notation introduced above, if a1piβ 6= a2n+1piβ then
r = 2ms for some s ≥ 1 and cb2 6= cbr .
Consider now the graph αn,k,i and let a1, a2, · · · , a2nk+i designate sequen-
tially the vertices of αn,k,i with a1 its left root. We can view αn,1,1 as the sub-
graph of αn,k,i spanned over the vertices a1, a2, · · · , a2n+1 (or spanned over
the vertices a2n(t−1)+1, a2n(t−1)+2, · · · , a2nt+1 for 1 ≤ t ≤ k with a2n(t−1)+1
and a2n(t−1)+2 as the distinguished vertices). Set α = sk(un,k,i, ϕ). Thus
α has the same underlying graph as αn,k,i but with each label xp changed
to l(xpϕ) if p odd and to r(xpϕ) if p even. In particular α is also a ‘pe-
riodic’ graph in the sense that the vertices ap and ap+2n have the same
label in α. Thus, if βt denotes the subgraph of α spanned over the vertices
{aq | 2n(t − 1) + 1 ≤ q ≤ 2nt + 1} for each t ∈ {1, · · · , k}, then all these
subgraphs βt are isomorphic to β (considering a2n(t−1)+1 and a2n(t−1)+2 the
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distinguished vertices of βt). Let also βk+1 be the subgraph of α spanned
over the vertices {a2nk+1, · · · , a2nk+i} (that is, βk+1 is the last incomplete
copy of β inside α). The (underlying structure of the) graph α can be
depicted as follows (for i even):
α =
β β β βk+1
a1
a2
a2n−1
a2n
. . .
•
•
•
•
a2n+1
a2n+2
a4n−1
a4n
. . .
•
•
•
•
a4n+1 a2n(k−1)+1
a2n(k−1)+2
a2nk−1
a2nk
. . .
• •
•
•
•
. . .
a2nk+1
a2nk+2
a2nk+i−1
a2nk+i
. . .
•
•
•
•
Let us look to the subgraph γ = sk(un,k,1, ϕ) of α under the assumption
that a1piβ 6= a2n+1piβ. Note that γ is a sequence of k graphs β1, β2, · · · , βk,
each one a copy of β, such that the last vertex of βt−1 is the first vertex
of βt for 1 < t ≤ k. Let γ
′ be the graph obtained from γ by reducing
inside γ each subgraph βt to β˜t by edge-folding. Thus each subgraph β˜t of
γ′ contains a geodesic path b1,t, b2,t · · · , br+1,t isomorphic to b1, b2, · · · , br+1.
Further, if h is odd, we can assume that br+1,t−1 = b1,t; and if h is even, we
can assume that we can merge together br+1,t−1 and b1,t by an edge-folding,
for 1 < t ≤ k. Now, set γ+ = γ′ if h odd and set γ+ to be the graph obtained
from γ′ by merging together by edge-folding each br+1,t−1 and b1,t if h even.
Thus
b1,1, · · · , br,1, b1,2, · · · , br,2, · · · , b1,k, · · · , br,k, br+1,k
is a path in γ+ with no thorns. Since cb2 6= cbr , this path is edge-folding
reduced too. Hence γ contains this path. Finally, since r = 2ms for some
s ≥ 1, the previous path has at least 2mk + 1 vertices.
Lemma 5.4. Let m ≤ n, k ≥ 1 and 1 ≤ i ≤ 2n, and consider an endomor-
phism ϕ of F2(X) such that c2(un,k,iϕ) ⊆ Dm. If un,k,iϕ ≈ vn,k,iϕ is not
a trivial identity, then αn,k,iϕ has a geodesic path with no (essential) thorn
and with at least 2mk + j vertices where
(i) j = max{1, i+2m−2n} if the geodesic path starts with a left vertex,
or
(ii) j = max{1, i + 1 + 2m− 2n} if the geodesic path starts with a right
vertex.
Proof. We shall assume that un,k,iϕ ≈ vn,k,iϕ is not a trivial identity and so
we need to prove that αn,k,iϕ has a geodesic path with no essential thorn
and with at least 2mk + j vertices. Since α = sk(un,k,i, ϕ) is a subgraph of
∆(un,k,iϕ) (with the same distinguished vertices), α is also a subgraph of
αn,k,iϕ = ∆(un,k,iϕ). Hence, we just need to show that α has a geodesic
path with no thorns and with at least 2mk + j vertices.
Let γ = sk(un,k,1, ϕ) and denote by η the geodesic path
b1,1, · · · , br,1, b1,2, · · · , br,2, · · · , b1,k, · · · , br,k, br+1,k
inside γ constructed above. Let now γ1 = sk(un,k+1,1, ϕ). By the same
argumentation made prior to this result, we can extend η to a geodesic path
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η1 inside γ1:
b1,1, · · · , br,1, b1,2, · · · , br,2, · · · , b1,k, · · · , br,k, b1,k+1, · · · , br,k+1, br+1,k+1
(note that br+1,k = b1,k+1). Further, the path b1,k+1, · · · , br,k+1, br+1,k+1 is
another copy of b1, b2, · · · , br+1, and η1 has r(k + 1) + 1 = 2ms(k + 1) + 1
vertices and no thorn.
Now, γ is a subgraph of α which in turn is a subgraph of γ1. Thus γ˜ is a
subgraph of α˜ which in turn is a subgraph of γ˜1. In particular, there exists
a maximal p ∈ {1, · · · , r + 1} such that
b1,1, · · · , br,1, b1,2, · · · , br,2, · · · , b1,k, · · · , br,k, b1,k+1, · · · , bp,k+1
is a geodesic path of α˜. Let η2 be this geodesic path and let piγ1 : γ1 → γ˜1 be
the natural graph homomorphism from γ1 onto γ˜1. Since γ1\α has 2n+1−i
vertices, γ˜1 \ (αpiγ1) has at most 2n+ 1− i vertices. Hence
p ≥ r + 1− (2n + 1− i) = r + i− 2n ≥ 2m+ i− 2n.
However, if b1,1 is a right vertex (that is, b1 = a2piβ), then a2n(k+1)+1piγ1 6∈ η1
and so
p ≥ r + 1− (2n− i) ≥ 2m+ i+ 1− 2n.
Let j = max{1, 2m+ i− 2n} if b1,1 is a left vertex and let j = max{1, 2m+
i + 1 − 2n} if b1,1 is a right vertex. Then η2 has at least 2mk + j vertices.
Since η2 is edge-folding reduced and has no thorns, we conclude that η2 is
also a geodesic path in α with at least 2mk + j vertices. 
We can finish now the proof of our claim.
Proposition 5.5. Let n,m ≥ 2, i ∈ {1, · · · , 2n}, j ∈ {1, · · · , 2m} and
k, l ≥ 1. Then (αm,l,j , βm,l,j) is a consequence of (αn,k,i, βn,k,i) if and only if
(i) n ≥ m and l > k, or
(ii) n ≥ m, l = k and j ≥ i+ 2m− 2n.
Proof. By Proposition 5.1 we only need to prove the ‘only if’ part. Assume
that (αm,l,j, βm,l,j) is a consequence of (αn,k,i, βn,k,i). We have observed
already that we must have m ≤ n. So, we just need to prove that either
l > k, or l = k and j ≥ i + 2m − 2n. We shall prove this by assuming
the opposite and getting a contradiction. Hence, assume that l < k or that
l = k and j < i+ 2m− 2n.
Let um,l,j ≈ u be a trivial identity and let ϕ be an endomorphism of F2(X)
such that un,k,iϕ or vn,k,iϕ is a subword of u. In particular, un,k,iϕ is always
a subword of u and c2(un,k,iϕ) ⊆ Dm. By the previous lemma, un,k,iϕ ≈
vn,k,iϕ is a trivial identity or αn,k,iϕ = Θ(un,k,iϕ) has a geodesic path with
no thorns and with at least 2mk+ j1 vertices for j1 = max{1, i+2m− 2n}.
But if the latter case occurs, then αm,l,j = Θ(u) would contain that same
geodesic path, whence 2ml+j ≥ 2mk+j1 and either l > k, or l = k and j ≥
j1 ≥ i+2m−2n. By the assumption we made, we must have the former case,
that is, un,k,iϕ ≈ vn,k,iϕ is a trivial identity. It is evident now that, under
our assumption, the word um,l,j is an isoterm for the identity un,k,i ≈ vn,k,i,
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and so (αm,l,j , βm,l,j) cannot be a consequence of (αn,k,i, βn,k,i). Therefore,
for (αm,l,j, βm,l,j) to be a consequence of (αn,k,i, βn,k,i), we must have, beside
m ≤ n, either l > k, or l = k and j ≥ i+ 2m− 2n. 
To deal with the case where one of the pairs is the dual pair (α∗m,l,j, β
∗
m,l,j)
for j odd, we begin with the following lemma.
Lemma 5.6. Let n > m ≥ 2, k ≥ 1 and i ∈ {1, · · · , 2n} odd such that j =
i+2m−2n ≥ 1. Then (α∗m,k,j, β
∗
m,k,j) is not a consequence of (αn,k,i, βn,k,i).
Proof. Let ψ be the automorphism of F2(X) induced by the permutation
τ =
(
x1 x2 x3 x4 · · · x2m
x2 x1 x2m x2m−1 · · · x3
)
,
and let α = α∗m,k,jψ and β = β
∗
m,k,jψ. Thus α and β are obtained from
α∗m,k,j and β
∗
m,k,j, respectively, by replacing each label xt with xtψ. Then
(α, β) is equivalent to (α∗m,k,j, β
∗
m,k,j), and c2(α) = Dm. Let u, v ∈ F2(X)
be such that ∆(u) = α and ∆(v) = β. Let also u ≈ u′ be a trivial identity
and ϕ be an endomorphism of F2(X) such that un,k,iϕ is a subword of u
′.
This result becomes proved once we show that un,k,iϕ ≈ vn,k,iϕ is a trivial
identity. Indeed, this fact implies that u is an isoterm for un,k,i ≈ vn,k,i, and
so (α∗m,k,j, β
∗
m,k,j) is not a consequence of (αn,k,i, βn,k,i).
So, assume that un,k,iϕ ≈ vn,k,iϕ is not a trivial identity. Then, by Lemma
5.4, αn,k,iϕ has a geodesic path η with no thorn and with at least 2mk + j1
vertices for j1 = j if η starts with a left vertex and for j1 = j + 1 if η starts
with a right vertex. Since un,k,iϕ is a subword of u
′ and η has no thorn,
than η is a subgraph of α. But note that the longest geodesic path in α has
2mk + j vertices and it starts with right vertices. Hence un,k,iϕ ≈ vn,k,iϕ
must be a trivial identity. 
Corollary 5.7. Let n,m ≥ 2, i ∈ {1, · · · , 2n}, j ∈ {1, · · · , 2m} odd and
k, l ≥ 1.
(1) (α∗m,l,j , β
∗
m,l,j) is a consequence of (α
∗
n,k,i, β
∗
n,k,i) if and only if
(i) n ≥ m and l > k; or
(ii) n ≥ m, l = k and j ≥ i+ 2m− 2n.
(2) (α∗m,l,j , β
∗
m,l,j) is a consequence of (αn,k,i, βn,k,i) if and only if either
(i) n ≥ m and l > k; or
(ii) n ≥ m, l = k and j > i+ 2m− 2n.
(3) (αn,k,i, βn,k,i) is a consequence of (α
∗
m,l,j , β
∗
m,l,j) if and only if either
(i) m ≥ n and k > l; or
(ii) m ≥ n, k = l and i > j + 2n− 2m.
Proof. (1) is just the dual of Proposition 5.5, while (3) is the dual of (2).
Hence, we shall prove only (2). If i is even, then (αn,k,i, βn,k,i) is equivalent
to (α∗n,k,i, β
∗
n,k,i) and (2) follows from (1) in this case (j > i + 2m − 2n
if j ≥ i + 2m − 2n because j is odd and i is even). Thus, assume i is
odd, and note that (α∗n,k,i+1, β
∗
n,k,i+1) is a consequence of (αn,k,i, βn,k,i) by
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Corollary 4.8. Thereby, if either n ≥ m and l > k, or n ≥ m, l = k and
j > i+ 2m− 2n, then (α∗m,l,j , β
∗
m,l,j) is a consequence of (αn,k,i, βn,k,i) since
it is a consequence of (α∗n,k,i+1, β
∗
n,k,i+1) by (1); we have shown the ‘if’ part
of (2) for i odd. But if m ≤ n, l = k and j = i + 2m − 2n, we know from
Lemma 5.6 that (α∗m,l,j, β
∗
m,l,j) is not a consequence of (αn,k,i, βn,k,i). The
‘only if’ part for i odd follows now from Corollary 4.8. 
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