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Introduction
A conic problem is an optimization problem of the form
where K ⊆ IR N is a closed pointed convex cone with nonempty interior. The data associated with (CP) is the triple (A, b, c), with A ∈ IR N ×n , b ∈ IR N and c ∈ IR n .
When the data (A, b) associated with the constraint is uncertain 1 , and is only known to belong to some uncertainty set U , we speak about an uncertain conic problem, which is in fact a family of conic problems:
(UCP) * The first author is corresponding author. The research for this paper was done while the first author spent a sabbatical leave as visiting professor at TU Delft, with the support of TU Delft and the Dutch Organisation of Scientific Research (NWO).
1 Without loss of generality we assume that the objective function is certain. Indeed, if c is uncertain we can use the following equivalent formulation
which is a conic problem with a certain objective function.
The Robust Optimization methodology, developed in ( [1, 2, 3, 4] ) associates with (UCP) a single deterministic convex problem, the so-called Robust Counterpart (RC):
A feasible/optimal solution of (RC) is called a robust feasible/optimal solution of (UCP). The importance of these solutions is motivated and illustrated in [1, 2, 3, 4] . Of course, a crucial issue regarding the usefulness and applicability of the RO-methodology is the extent of the computational effort needed to solve problems such as (RC). At first glance, this looks hopeless, as (RC) is a semiinfinite conic problem. Nevertheless, for K = IR N + (the nonnegative orthant), i.e. when (CP) is a linear programming problem, the first two authors have shown ( [3] ) that for a very wide class of uncertainty sets U, the resulting (RC)-problem is tractable (i.e., can be solved in time polynomial in the dimensions n, N of (UCP). This is also the case for conic quadratic problems, i.e., when K is the Lorentz cone L N :
, provided the uncertainty set is an ellipsoid (see [2] ); these results are restated below in Theorems 2.1 and 3.2. However, for more general uncertainty sets U , in particular if U is given as the intersection of several ellipsoids (we call this case "∩ ellipsoids") the situation is severely aggrevated: problem (RC) then becomes NP-hard (see [2] ). The goal of this paper is to build approximate robust counterparts for the above NP-hard problems, which are computationally tractable, and for which a concise statement can be given on the quality of the approximation.
The approximation scheme we use is of the lift and project type. Specifically, let the uncertainty set U be given as
where A 0 , b 0 is a nominal data vector, and W is a compact convex set, symmetric with respect to the origin and such that the origin is an interior point of W (W is interpreted as the perturbation set). Our aim is to approximate the set X of robust feasible solution:
Towards this aim, we augment the vector x by an additional vector u and look at the following set R, which is given by conic constraints:
in terms of some matrices P and Q, a vector r and a closed convex pointed nonempty coneK with nonempty interior. Definition 1.1 We say that R is an approximate robust counterpart of X if the projection of R onto the plane of x-variables, i.e., the setR ⊆ IR n given bŷ
Next we introduce a measure, called level of conservativeness, for the proximity ofR to X . To this end let us look at an uncertainty set
Compared to the original uncertainty set U = U 1 , the perturbations in U ρ are increased by a factor ρ. The set of robust feasible solutions corresponding to U ρ is
Clearly, X 1 = X . As ρ increases from 1, the set X ρ shrinks and eventually we will have
The smallest ρ for which this occurs:
is called the level of conservativeness of the approximate counterpart R. Thus we have
The implications of this concept are twofold:
(i) If x can be augmented to a solution (x, u) ∈ R, then x is a robust feasible solution of problem (UCQ). This follows from relation (1).
(ii) If x cannot be augmented to a solution (x, u) ∈ R, then x is not a robust feasible solution of problem (UCQ) if its uncertainty set U is increased to U ρ , with ρ ≥ ρ * .
In real-world applications, the level of uncertainty (the size of vectors in the perturbation set W ) is not something that can be specified precisely by the decision maker; it is more likely it will be specified up to a factor of order 1. Thus, for problems for which the level of conservativeness itself is of order 1, the approximate robust counterpart is as meaningful as the true robust counterpart. The main results of the paper show that for conic quadratic problems under "∩ ellipsoids" uncertainty, this is indeed the case: we derive an explicit semi-definite program which is an approximate robust counterpart of the uncertain conic-quadratic problem, and whose level of conservativeness is a constant, independent of the dimensions n, N of (UCP). The profound implication of these results is that the NP-hardness, associated with uncertain conic-quadratic problems, can be circumvented, and a computational tractable tool is at our hand, capable of producing robust solutions to these difficult problems.
2 Approximate robust counterparts of uncertain quadratically constrained problems A generic convex quadratically constrained problem has the form min x∈I R where U ρ is the intersection of K ellipsoids, i.e., it is described as
where V is the intersection of K ellipsoids:
and where each Q i 0. We make the generic assumption that K k=1 Q i 0.
Simple ellipsoidal uncertainty
In this case we look for the robust counterpart of the convex quadratic constraint
where
This is a special case of (UQC) where K = 1 and Q 1 is the identity matrix. This case has been considered already in [2] , where the following result is proved. 
Fundamental in the proof of this result is the so-called S-lemma [4] .
Lemma 2.2 (S-lemma) Let P and Q be symmetric matrices and assume that y T P y > 0 for some vector y. Then the implication
is valid if and only if Q λP for some λ ≥ 0.
Intersection-of-ellipsoids uncertainty
In this case we consider the robust feasible set for the (U QC):
We introduce some more convenient notations:
Then one may easily verify that x ∈ X ρ holds if and only if
The last inequality can be rewritten as
Hence we obtain that x ∈ X ρ holds if and only if
Observe that if y satisfies y T Q k y ≤ 1, then so does −y. Hence, x ∈ X ρ holds if and only if
Therefore, we may replace the implication by
This implication is certainly true if there exist λ k ≥ 0, k = 1, ..., K and µ ≥ 0 such that for all t and for all y
In other words, x ∈ X ρ certainly holds if there exist (λ, µ) ≥ 0 such that
We can eliminate µ from the last condition, which gives
This is equivalent to
which can be rewritten as
By the Schur Complement Lemma the latter is equivalent to
Thus we have proved the following theorem.
is an approximate robust counterpart of the set X ρ of robust feasible solutions of (U QC).
Unlike the case where U is a single ellipsoid, in the general case of ∩-ellipsoids we cannot use anymore the S-lemma (Lemma A.6) to get a equivalence between the LMI (7) and the uncertain quadratic inequality (U QC). Thus another fundamental tool is needed, and this offered by our so-called Approximate S-lemma (cf. Lemma A.6 in the Appendix). With this tool we are able to derive the main results of this paper: Theorem 2.4 which follows, and Theorem 3.5 in the next section.
Theorem 2.4 The level of conservativeness of the approximate robust counterpart R ρ (as given by Theorem 2.3) of the set X ρ , is at most
Proof: We have to show that when x cannot be extended to a solution (x, λ) of (7) then there exists ζ * ∈ IR n such that ζ
The proof is based on Lemma A.6, which can be seen as an 'approximate S-lemma' (AS-lemma).
Using the notation of this lemma, let
and r 0 = 1. Note that R 1 , . . . , R K are psd, and, due to our generic assumption on the Q k 's,
Moreover, R 0 is dyadic and r 0 = 1 > 0. We are therefore in the situation in Lemma A.6 where R 0 is dyadic and r 0 > 0. Hence the estimate (8) is valid. We proceed by distinguishing two cases. Case I: We assume in this case that there exist λ 0 , . . . , λ K ≥ 0 such that
Since the LMI (7) was shown to imply (6), it follows from our assumption that x cannot be extended to a solution of (7) that x cannot be extended to a solution of (6). On the other hand, by (11-a),
Hence, using the definition of R and R k , with t = 1,
showing that x is a solution of (6). Due to this contradiciton Case I cannot occur. Case II: In this case there do not exist λ 0 , . . . , λ K ≥ 0 such that (11-a) and (11-b) hold. Hence, every feasible solution of problem SDP (in Lemma A.6) has objective value greater than
By Lemma A.6, there exists y * = (t * , η * ) such that
by (12). Settingη =ρ −1 η * , the last three relations become
It is easily seen that if (t * ,η) is a solution of (16) then either ζ * =η or ζ * = −η is a solution of (9)-(10).
This completes the proof of Theorem 2.4. 2
Box uncertainty
Theorem 2.5 Consider the uncertain quadratic constraint (U QC) where the uncertainty set is the "box"
Then (i) the set R ρ of (x, λ) satisfying λ ≥ 0 and
is an approximate robust counterpart of the set X ρ of robust feasible solutions of (U QC), and
(ii) the level of conservativeness Ω of R is at most
Proof: Part (i) of the theorem is a special case of Theorem 2.3, with K = L and where each Q i is equal to the identity matrix. Thus it remains to prove part (ii). This proof will proceed in two steps. In step 1 we build an approximate robust counterpartR of UQC, which is seemingly different from R given in part (i) of the theorem, and we prove that the level of conservativeness ofR is π/2. In step 2 we demonstrate thatR is in fact equivalent to R.
Step I: (Construction ofR) The quadratic constraint
is equivalent, by the Schur complement lemma, to the LMI
Thus the robust feasible set of UQC, X ρ , corresponding to the uncertainty set U ρ in (17) is given by
An evident sufficient condition for a vector x to belong to X ρ is the possibility to extend x by L matrix variables X 1 , . . . , X L which together satisfy the following LMI's:
The system (20) is the aforementioned approximate robust counterpart ofR. The fact that the level of conservativeness of R is at most π/2 is then a direct consequence of [2, Theorem 2.1]. In using the latter, note that RankÃ [x] = 2.
Step II: (R is equivalent to R) The equivalence is shown in two parts. 
belongs to the set
Hence, Lemma 2.6 immediately follows from Lemma A.8. 2
Proof of II.1: For our case of box uncertainty we have (Q k ) kk = 1 and (Q k ) ij = 0 (i = k or j = k), and so the system (18) reduces (by the Schur Complement Lemma) to
We rewrite (23) as
or, more explicitely,
Note that the matrix under the sum has the form of the matrix Y [λ, P ] in (21). Hence, denoting this matrix as X , whenever λ > 0, we may conclude from Lemma 2.6 that
Setting X = 0 whenever λ = 0, and using (25), we ensure that x, X 1 , . . . , X L is a solution of (20). This proves II.1.
Proof of II.2:
Assume that x can be extended to a solution x, X 1 , . . . , X L of (20). By Lemma 2.6, for those 's for which
there exist λ > 0 such that 
. , Y L is a feasible solution of (20), which in turn implies
Via the Schur Complement Lemma (note that λ = 0 ⇒ f [x] = 0) the latter LMI shows that (x, λ 1 . . . , λ L ) is a feasible solution of (7). This completes the proof of II.2, and thus of Theorem 2.5. 2
Robust solutions of uncertain conic quadratic problems
An uncertain CQP is of the form
where the data A i , b i , a i , β i is uncertain, and it is only known to belong to some uncertainty sets
The crucial step in building a robust counterpart for (CQP) is the ability to build a robust counterpart for a single constraint, i.e., the set of solutions x ∈ IR n of the semi-infinite inequality system
Here, we deal with the situation where the uncertainty affecting (29) is side-wise, i.e., the uncertainty effecting the right hand side in (29) is independent of the one effecting the left hand side. More specifically,
The sets V L and V R are convex perturbation sets, and ρ > 0 is a parameter expressing the magnitude of the perturbation. As before, the specific form of V L is intersection of ellipsoids,
with
The form (33) includes two important special cases, namely
• simple ellipsoidal uncertainty (K = 1);
. . , K).
For the right hand side perturbation set V R we allow a much more general geometry: V R is assumed to be bounded, containing zero, and semidefinite representable (sdr), i.e., it can be represented as the projection of a set described by Linear Matrix Inequalities (LMIs):
for some symmetric matrix S, and symmetric matrices P (ζ), Q(u) which depend linearly on their respective arguments. Specifically
where P r (r = 1, . . . , R) and Q s (s = 1, . . . , S) are symmetric matrices, and it is assumed that ∃ζ,ū :
It is well known that sdr-sets include -ellipsoids and many more [4, Lecture 4] . The side-wise uncertainty assumption implies the following fact:
(A) x is robust feasible for (29) if and only if there exists τ such that
This fact allows a handling of (29) by treating separately (38-a) and (38-b). We start with (38-b).
Theorem 3.1 A pair (x, τ ) satisfies (38-b), where U R ρ is given by (32), (35) and (36), if and only if, for some symmetric matrix V , the triple (x, τ, V ) is a solution of the following system of LMIs:
Proof: The pair (x, τ ) satisfies (38-b) if and only if
which is equivalent to
The problem on the rhs of (40) is a semidefinite problem:
The dual problem of (P ) is the semidefinite problem
where P * and Q * are the respective adjoints of P and Q, as given in (36). Thus
By assumption (37), problem (P ) is strictly feasible, hence by SDP duality theory (see, e.g., [4] ), problem (D) has an optimal solution and inf(P ) = max(D), i.e., there exists V such that rhs of (40) = inf(P ) = Tr (SV )
Now (40) and (41) 
show that (x, τ, V ) indeed satisfies (39-a)-(39-d). 2
We now turn to the condition (38-a) with the uncertainty set U L ρ given by (31), (33) and (34). For a general perturbation set as given in (33), with K > 1, the verification of (38-a) is an NP-hard problem (see [2] ). Therefore we shall derive an approximate robust counterpart (Theorem 3.3 below). However, for the simple ellipsoidal case (K = 1) an exact robust counterpart is given by the following result of [2] . 
For the general ∩ ellipsoids case (K > 1), the following theorem gives an approximate robust counterpart of (38-a). Proof: We have to show that if (x, τ, λ) solves (44), then (x, τ ) solves (38-a). Now (44) is equivalent to the following three conditions:
Condition (i) implies that for every y ∈ IR L and t ∈ IR:
By the Schur Complement Lemma, the latter is equivalent to
Therefore, conditions (i) − (iii) reduce to (i ), (ii) and (iii). ¿From these conditions it follows that if (y, t) are chosen such that
then
and, since τ ≥ 0, from (46) and (i ),
In particular, for t = 1 we get 
Finally, (49) is precisely condition (38-a), for U L ρ given by (31) and
Combining the results of Theorems 3.1 and 3.3 we obtain
Corollary 3.4 The set S of tuples (x, τ, λ, V ) satisfying (39-a)-(39-d) and (44) is an approximate robust counterpart of the uncertain CQ constraint (29), where the uncertainty set U ρ is given by (30)-(37).
The level of conservativeness of S can be estimated in a very similar way to the one we used in the case of uncertain quadratic constraints (see the proofs of Theorem 2.4 and Theorem 2.5) and the result is in fact similar: (ii) For the special case of box-uncertainty one has
2
A Some technical lemmas
and the coordinates ξ i of ξ are independently identically distributed random variables with
Proof: Without loss of generality we may assume that x ≥ 0 and
We define θ = x 1 and
Then (50) is then equivalent to Pr (|s n | ≤ 1) ≥ 1 3 . To prove this we define the following events:
Note that the events A 0 , A 1 , . . . , A n form a partition of the probability space.
Assuming A k = ∅, we proceed by deriving a lower bound on the probability that |s n | ≤ 1 occurs, namely:
For k = 0 this is evident, since the left hand side is then equal to 1. So let k ≥ 1 and let us fix a realization ξ ∈ A k . Then we have
Indeed, the left hand side of (52) follows from the definition of A k , and the right hand side from
Because of (52) we have the following implication
So in both cases one has |s n | ≤ 1, proving (53). Hence we may write
, by symmetry,
, by the Tschebyshev inequality,
Thus we have proved (51). Since (A 0 , A 1 , . . . , A n ) is a partition of the probability space it follows that
This proves the lemma. 2
Based on numerical experiments we believe that Lemma A.1 can be improved as stated in the conjecture below. 
the statement in the lemma can be rewritten as
We have
For any random variable y, with distribution F , we have for any ρ ≥ 0,
Furthermore, using the inequality cosh t ≤ e
Substitution gives Pr b
The right hand side is minimal if ρ = √ α/ b i . Thus we obtain
¿From this we derive the inequality
which completes the proof of the lemma. 
Proof: Consider the random variable
Then (54) is equivalent to
Let µ(dt) be the distribution of γ, and let
.
.
Further
Thus it follows that
Also
and
The last inequality uses that 
and assume that
Consider the following quadratically constrained quadratic program,
and the semidefinite optimization problem
Then (i) If problem (59) is feasible then problem (60) is bounded below and
Moreover there exist y * ∈ IR n such that 
The latter problem is the standard SDP-relaxation of the QCQ-problem (59), so we have
In part (i) of the lemma, (59) is assumed to be feasible, hence (65) is feasible as well, and hence, by weak duality, between problem (60) and its dual (65), problem (60) is bounded below. Now assumption (58) ensures that (60) is strictly feasible, thus from SDP-duality theory, problem (65) is solvable and SDP = RQCQ.
By (66) 
be the eigenvalue decomposition ofR. Choosing
we have 
Since X * solves RQCQ: r 0 ≥ Tr R 0 X * = TrR 0 = TrR 0 , 
Now suppose that X satisfies (80). Then it follows that X ± āb T +bā T .
Define Q =āb T +bā T , and let λ(Q) the vector of eigenvalues of Q. It then follows that
This contradicts (84). Hence the proof is complete. 2
