The multinomial logit model is perhaps the most commonly used regression model for nominal outcomes in the social sciences. A concern raised by many researchers, however, is the assumption of the independence of irrelevant alternatives (IIA) that is implicit in the model. In this article, the authors undertake a series of Monte Carlo simulations to evaluate the three most commonly discussed tests of IIA. Results suggest that the size properties of the most common IIA tests depend on the data structure for the independent variables. These findings are consistent with an earlier impression that, even in well-specified models, IIA tests often reject the assumption when the alternatives seem distinct and often fail to reject IIA when the alternatives can reasonably be viewed as close substitutes. The authors conclude that tests of the IIA assumption that are based on the estimation of a restricted choice set are unsatisfactory for applied work.
he multinomial logit model (MNLM) is perhaps the most commonly used regression model for nominal outcomes. The model is easy to estimate, and interpretation is straightforward, albeit complicated due to the large number of parameters involved. A concern raised by many researchers is the assumption of the independence of irrelevant alternatives that is implicit in the model (e.g., Alvarez and Nalgler 1995; Dow and Endersby 2004; Harris 1996, 1998; Keane 1992; Lacy and Burden 1999; Mokhtarian and Bagley 2000; Pels, Nijkamp, and Rietveld 2001) . The independence of irrelevant alternatives (IIA) means that, all else being equal, a person's choice between two alternative outcomes is unaffected by what other choices are available. McFadden's (1974) commonly used example that illustrates why this assumption can be unrealistic involves a commuter's choice among modes of transportation. Suppose that a person can travel to work either by car or by a red bus. Assume that the probability of each mode of travel is 1 2 , so that the odds of taking a car rather than a red bus are 1 2 = 1 2 = 1. IIA requires that if a new alternative becomes available, the probabilities for the prior choices must adjust in precisely the amount necessary to retain the original odds. Now, suppose that the alternatives are expanded to include travel on a blue bus, where this bus is identical to the red bus except for color. We would expect that the probability of taking a red bus would equal that of taking a blue bus. In such a case, the only way to maintain the original odds of taking a car versus a red bus would be if a car is chosen with a probability 1 3 , a red bus 1 3 , and a blue bus 1 3 . By this logic, we could effectively eliminate the use of cars by increasing the number of colors used by bus companies. Obviously, it is more likely that the original bus riders would divide evenly between taking red and blue buses. But this more realistic scenario violates the IIA assumption since the odds of a car versus a red bus would become 1 2 = 1 4 6 ¼ 1. Train (2003) points out that the above example is rather extreme and unlikely to occur in serious, substantive research. It is also important to keep in mind that violations of IIA are not inherent in the choices themselves. That is to say, for a given set of choices, the IIA property could be violated for one specification of the independent variables but not in some other specification. As discussed by McFadden, Train, and Tye (1981) , the IIA property implies that those variables omitted from the model are independent random variables in a way that is analogous to the assumption of independent error terms in the linear regression model. Two basic types of tests can be used to test for violations of IIA: choice set partitioning tests and model-based tests. Choice set partitioning tests compare the results from the full MNLM estimated with all outcomes (i.e., choices) to the results from a restricted estimation that includes only some of the outcomes. IIA holds when the estimated coefficients of the full model are statistically similar to those of the restricted one. If the test statistic is significant, the assumption of IIA is rejected, and the conclusion is that the MNLM is inappropriate. The first test of IIA was proposed by McFadden et al. (1981) . This likelihood ratio test, hereafter MTT, compares the value of the log-likelihood equation from the restricted estimation to the value obtained by substituting the estimates from the full model into the log-likelihood equation for the restricted estimation. Small and Hsiao (1985) demonstrated that the MTT test is asymptotically biased and proposed an alternative likelihood ratio test, known as the Small and Hsiao test, that eliminates this bias. A third IIA test, proposed by Hausman and McFadden (1984) , compares the estimates from the full and restricted model. The most commonly used tests are the Hausman and McFadden (HM) test and the Small and Hsiao (SH) test, which are frequently discussed in econometrics texts (e.g., Greene 2003; Train 2003) and can be easily computed using standard software (Zhang and Hoffman 1993) . Model-based tests are computed by estimating a more general model that does not impose the IIA assumption and testing constraints that lead to IIA. The most commonly discussed alternative models are multinomial probit, nested logit, and mixed logit (see Train 2003 for an excellent discussion of these models). When these alternative models are used, IIA can be tested by comparing the unrestricted model to a model that imposes constraints leading to IIA. Unfortunately, these models are computationally more difficult and are less familiar to applied researchers. As a consequence, these tests are rarely seen in substantive applications. In the case of the multinomial probit, issues of identification also make application difficult (Keane 1992) . These tests are not considered further in our article.
Evaluation of statistical tests typically involves assessment of their size and power properties. In assessing size properties, the nominal significance level of a test (e.g., .05, .10) is compared with the empirical significance level in the data structure that does not violate the assumption being evaluated. The empirical significance level is defined as the proportion of times that the correct null hypothesis is rejected over a large number of replications. If the size properties of a test are appropriate, the power of the test is evaluated by assessing the proportion of times that the test rejects the null hypothesis using a data structure that violates the assumption. The more powerful the test, the higher the proportion of tests that detects a violation of the assumption.
In two recent articles, Harris (1996, 1998) use Monte Carlo simulations to evaluate six choice set partitioning tests of IIA, including the MTT, SH, and HM tests. The first article provided evidence that these tests have poor size properties and that critical values based on asymptotic theory may be inappropriate. In their second article, they find that the SH test is oversized and that the HM test is reasonably well sized. Although the MTT test is found to be undersized, it has the greatest power when using empirical critical values. These values are the 95th percentile of the test statistics from 1,000 simulations on samples from a population in which IIA is not violated. Fry and Harris conclude that multiple tests should be used, that inference should be based on empirical critical values, and that a sizeadjusted MTT be used. They also point out that their findings from the simulations in the 1998 article to some degree contradict their findings in the 1996 article, a point that we address below.
Our own experience with these tests, reinforced by responding to researchers who encountered anomalies when using the IIA tests implemented in Stata by Long and Freese (2005) , suggests that problems with IIA tests cannot be corrected with size adjustments or by using alternative forms of the test. In a variety of substantive applications, we have found that even with reasonable model specifications, these tests often reject IIA when the alternatives seem distinct and that they do not reject IIA when the alternatives can reasonably be viewed as close substitutes. Moreover, variations of IIA tests applied to the same data using the same model often provide inconsistent results regarding the violation of IIA in the full model (see Fry and Harris 1998 for an example). To assess these impressions more formally, we ran a series of Monte Carlo simulations to evaluate the MTT, SH, and HM tests. Because our simulations show that the size properties of these tests are inadequate, we do not consider the power of these tests. We note, however, that even if a test has adequate size properties, its power properties could still be poor. See Brooks, Fry, and Harris (1997, 1998 ) for a discussion of the power properties of IIA tests.
As shown below, our simulations suggest that the size properties of these IIA tests depend on the data structure for the independent variables. With some structures, the size properties are reasonable, while in others, they are extremely inflated. Since in substantive applications it is not possible to determine if the data structure leads to unreasonable results, we conclude that the tests are not useful for assessing IIA. 1 We also consider the use of size-adjusted critical values, as suggested by Harris (1996, 1998) . Our simulations find that these values depend on the data structure. This makes the application of the test computationally intensive and largely impractical. We begin with a formal statement of the MNLM and three IIA tests. We then describe our simulations and present the results. We conclude with a discussion of the implications of these findings.
The Multinomial Logit Model
Let y be the dependent variable with J outcomes numbered from 1 to J. Let x be a vector of K independent variables plus a constant for the intercept. The probability of observing outcome m for a given x is
The vector β m = β 0m Á Á Á β km Á Á Á β Km ð Þ 0 includes the intercept β 0m and coefficients β km for the effect of x k on outcome m. To identify the model, we assume without loss of generality that β 1 = 0. The model can also be written in terms of the odds for each pair of options m and n:
Equation (2) shows that the odds of choosing m versus n do not depend on which other outcomes are possible. That is, the odds are determined only by the coefficient vectors for m and n-namely, β m and β n . This is the independence of irrelevant alternatives property, or simply IIA.
Testing IIA
The MNLM can be viewed as the simultaneous estimation of binary logits for all pairs of outcome categories. While efficient estimation of the model requires that all pairs be estimated simultaneously, which imposes certain logical constraints among parameters, Begg and Gray (1984) show that consistent but inefficient estimates can be obtained by estimating a series of binary logits. For example, an MNLM with three outcomes could be estimated by estimating two binary logits, the first comparing outcomes 1 to 2 and the second comparing 1 to 3. Choice set partitioning tests of IIA essentially involve comparing the estimates using all outcomes simultaneously to those based on a restricted choice set. We now formally describe the tests.
The full model is given in equation (1), with estimates b β f m . The superscript f indicates that the estimates are from the full model that includes all outcomes. The restricted estimation is identical to the full model except that the equation for outcome J is excluded:
where we assume that β 1 = 0. While we have dropped outcome J, any other outcome could have been dropped. Under IIA, estimates b β estimation. To define these tests, the estimates from the restricted choice set are stacked in the vector b
since it was not estimated in the restricted estimation.
MCFadden, Train, and Tye Test
The approximate likelihood ratio test of IIA proposed by McFadden et al. (1981) is defined as
where L r is the log-likelihood function for the restricted estimation. Quite simply, the test compares the value of the log-likelihood equation from the restricted estimation to the value obtained by plugging estimates from the full model into the log-likelihood from the restricted model. When IIA holds, MTT is as distributed chi-square with degrees of freedom equal to the rows in b β r . Small and Hsiao (1985) show that MTT is asymptotically biased toward accepting the null hypothesis, which has been empirically confirmed in studies such as Harris (1996, 1998) . Small and Hsiao proposed a modified version of MTT to avoid this bias. First, the sample is randomly divided into subsamples A and B of roughly equal size. The full model from equation (1) . The weighted average of the coefficients from the two samples is defined as
Small and Hsiao Test
A restricted subsample is created from subsample B by eliminating all cases with a given value of the dependent variable-in our case, category J. The restricted choice set is estimated using the restricted subsample yielding the estimates b β r B with the likelihood function L r . The SmallHsiao statistic is
SH is asymptotically distributed as chi-square with the degrees of freedom equal to the number of parameters in the restricted choice set.
Hausman and MCFadden Test Hausman and McFadden (1984) proposed a Hausman test (Hausman 1978 ) that compares the estimates b β f , which are consistent and efficient if the null hypothesis is true, to the consistent but inefficient estimates b β r . The HM test is defined as
where
Þ are the estimated covariance matrices. If IIA holds, HM is asymptotically distributed as chi-square with df equal to the rows in b β r . Significant values of HM indicate that the IIA assumption has been violated. Hausman and McFadden (1984:1226) note that HM can be
is not positive semidefinite, but they conclude that this is evidence that IIA holds. We use this decision rule in the results we present below.
Alternative Forms of Each Test
Multiple variants of each test are created by eliminating different alternatives to create the restricted choice set. For example, if we use a restricted estimation that excludes a single category, as we do in our simulations, there are J versions of each test. Version 1 excludes the first category to create the restricted estimation, version 2 excludes the second category, and so on. While the resulting tests are asymptotically equivalent, results can differ substantially in finite samples, as shown below.
Generation of Data
To examine the size properties of the MTT, HM, and SH tests, we conducted Monte Carlo simulations using eight artificial data sets in which the IIA assumption was not violated. These artificial data sets were constructed to reflect scenarios that might occur in real survey data with both continuous and categorical covariates, with different degrees of collinearity among the covariates, different values of the βs, and small cells in the cross-tabulation between the outcome variable and dichotomous covariates. For each data structure, we generated 150,000 observations with a three-category outcome variable and three independent variables. The independent variables were constructed as follows.
1. x 1 is drawn from a uniform distribution on the interval from 1 to 2. 2. x 2c is a continuous variable constructed by adding the uniform random variable used for x 1 to a normal random variable. The relative weights for the uniform random variable and the normal random variable varied across data sets to change the amount of collinearity between x 1 and x 2 . To create categorical covariates and sparse cells in the cross-tabulation between outcome y and categorical covariates, we dichotomized x 2c to create the binary variable x 2d . These are further discussed later. 3. x 3 is a skewed variable constructed by adding a random variable drawn from a chi-square distribution with one degree of freedom and the uniform random variable used to construct x 1 . Again, we varied the relative weights.
The outcome y was constructed as follows.
Select values for the βs in equation (1).
2. Compute predicted probabilities for each of 150,000 observations using the probability equation
Pr y = m|x ð Þ= exp β m0 + β m1 x 1 + β m2 x 2 + β m3 x 3 ð Þ P 3 j=1 exp β j0 + β j1 x 1 + β j2 x 2 + β j3 x 3 À Áfor m = 2; 3 ð4Þ
where Pr y = 1|x ð Þ= 1 − Pr y = 2|x ð Þ− Pr y = 3|x ð Þ . 3. Generate a uniform random number on the interval from 0 to 1 for each observation in each data set. If this random number is less than Pr y = 1 ð Þ computed with equation (4), then y = 1. If the number is between Pr y = 1 ð Þ and Pr y = 1 ð Þ+ Pr y = 2 ð Þ, then y = 2; otherwise, y = 3.
In Data Sets 1, 2, and 3, all of the xs are continuous. These data sets differ in the degree of collinearity among the xs, with the maximum correlations ranging from .62 in Data Set 1 to .82 in Data Set 3. Data Set 4 was created by dichotomizing x 2 with 47 percent of the cases equal to 1. Data Sets 5 through 8 are discussed in the ''IIA Tests in Data With Sparse Cells'' section. Table 1 summarizes the data sets used in our simulations.
Design of Simulations
For each data set, simulations were run for sample sizes of n = 150, 250, 350, 500, 1,000, and 2,000.
2 The simulations involved these steps:
1. Draw a random sample of size N with replacement from the population. 2. For this sample, estimate the MNLM with outcome y and predictors x 1 , x 2 , and x 3 . 3. Using estimates from Step 2, compute three variations of the MTT, HM, and SH tests, excluding the first category for the restricted estimation, the second category, and the third. The test statistics and p values are saved for later analysis.
These steps were repeated 500 times for each sample size in each data set. To determine the empirical size for each test, we computed the percentage of times that each test rejected the null hypothesis that IIA held in the population at the .05 and .10 levels of significance. Since the results at the .10 level are consistent with those at the .05 level, they are not reported. For the HM test, we used Hausman and McFadden's (1984) suggestion that negative chi-squared values be recorded as 0 with the corresponding p value of 1. Our analysis begins by examining the three IIA tests using the first four data structures and shows that the size properties are affected by the amount of collinearity and depend on which version of the test is used. Because the undersized properties of the MTT test are highly consistent with those suggested in earlier research, we only present the results for the HM and SH tests. While the SH test has seemingly reasonable size properties with samples of 500 or more in data structures with different degrees of collinearity, we show that the presence of sparse cells can lead to severe size distortion for sample sizes up to 2,000, the largest we present. Using these findings as a guide, we consider the MTT and illustrate the practical problems with using empirical critical values.
IIA Tests in Data With Varying Degrees of Collinearity
The results of the simulations for the HM test are presented in Figure 1 , which shows the percentage of times the HM test rejected the null hypothesis of no violation of the IIA assumption using the .05 level. 4 For each data structure, three versions of the HM test were computed, excluding either the first, second, or third outcome category. The percentage listed in the title for the graph using Data Set 4 indicates that 10.6 percent of the cases were found in the smallest cell of the cross-tabulation between y and x 2 . The numbers on the lines within each graph indicate the deleted category for the test being presented. The results illustrate that the HM test does not reliably converge to its appropriate size even when the sample is 2,000. Second, the properties of the test depend on which outcome category is deleted in the restricted estimation. For example, in Data Set 2, the test approaches its nominal .05 level when Category 2 is excluded but levels off around .15 when Category 1 is excluded. In a substantial proportion of the samples, the resulting HM test was negative. Even with a sample size of 1,000, 21 to 49 percent of the test statistics were negative. Overall, our results indicate that the HM test is not a viable test for assessing IIA.
As shown in Figure 2 , the SH test approximates its nominal size as the sample increases to 500 or 1,000. The magnitude of departures from the nominal size and the sample size at which these distortions are largely removed depends on the degree of collinearity in the data. For example, with high collinearity, the size properties are quite poor with samples smaller than 500 and require a sample of at least 1,000 before they are nearly eliminated. We also found evidence of a practical problem that is often encountered when applying these tests with real-world data. There are six ways to compute the SH test in our example. Each outcome category can be the base category in the MNLM used to compute the test. For each base category, there are two variations of the test, depending on which nonbase category is removed. While using Category 1 as the base category when excluding Category 3 is the same model as using Category 2 as the base when excluding Category 3, the results from the SH test will differ due to their dependence on a particular draw of random numbers. In more than 33 percent of samples of 500, at least one of the six possible SH tests provided inconsistent conclusions compared to the other test. Even in samples of 1,000, inconsistencies were found in 28 percent of the sample. Even greater problems were encountered when we explored data structures with sparse cells.
IIA Tests in Data With Sparse Cells
In our early experiments with a variety of data structures, we occasionally obtained results that showed severe size distortion, such as illustrated in Figure 3 for Data Structures 7 and 9. In these cases, the size distortion for the SH test increased with sample size for some variations of the test, and there were substantial differences in the percentage of times different versions of the test rejected the true null. Further analysis revealed that these results were due to the presence of sampling zeros in the crosstabulation between the outcome y and the dichotomous variable x 2d . This problem is similar to the size distortion for the likelihood chi-squared statistics in contingency tables with sparse cells (Larntz 1978) .
To explore this finding more systematically, we constructed four data sets in which the percentage of cases in the smallest cell of the cross-tabulation of y and x 2 varied from 1.8 percent to less than .1 percent. These small percentages could easily occur in data where one of the independent variables indicates membership in an underrepresented group, with an outcome category with few cases, or when a combination of multiple binary variables would lead to the rare occurrence of some outcome category for some combination of independent characteristics.
In drawing small samples from data structures in which there were sparse cells, it was common to draw a sample in which there was a zero in the y × x 2 table. In such cases, the MNLM can be estimated, but a singularity occurs in d Covð b βÞ. A researcher who encounters this situation when building a model is likely to respecify the model to remove the singularity, either dropping one of the independent variables or collapsing categories. We adapted our simulations to reflect this scenario. If a zero cell was encountered, we drew a replacement sample. Figure 4 presents the results of our simulations for the SH test in data sets with sparse cells. Again, the percentages listed in the title for each graph indicate the percentage of cases in the smallest y × x 2 cell in the population data structure. The percentage of tests that reject the null depends greatly on the excluded category. In some cases, the tests have extreme size distortion, rejecting the correct null 50 percent of the time, even with samples of 1,000. In supplementary analyses, we extended the simulations to larger sample sizes (6,000, 8,000, and 10,000) and restricted analysis to random samples with at least five observations in the smallest cell. In both cases, the size distortion persisted, again confirming our early finding that the size properties of the IIA tests are highly dependent on the data structure for the independent variables. The results for the HM test (not shown) are similar to those for Data Structures 1 through 4: The size of the test does not converge as the sample size increases, and the percentage rejected depends on the category excluded in the restricted model. These findings could explain why Harris (1996, 1998) found contradictory results for the size properties of the HM and SH tests in their two simulations.
Empirical Critical Values for the MTT Test
Fry and Harris (1998) explored the use of size-adjusted tests. For these tests, the critical value is set to be the 95th percentile of the test statistic computed in the simulation. Based on power, they recommend the MTT as the preferred test. They state, ''Furthermore, where possible, we would recommend that a simulation experiment be conducted to obtain empirical (size-corrected) critical values for use in inference concerning the IIA property'' (p. 419). Our results suggest that the sampling distribution of MTT is highly dependent on the data structure. For example, Table 2 shows the empirical critical values generated for the MTT test in our eight data structures. Even though Structures 1 through 3 are very similar, differing only in their degree of collinearity, the values differ substantially relative to the small variances in the distributions of the MTT tests (e.g., for Data Set 1, the standard deviations for the three tests are .03, .36, and .21). The variability in the computed empirical critical values suggests that the MTT test may not be effective even with size adjustments. Furthermore, even if a researcher decides that the size-adjusted MTT test is appropriate, we caution that Fry and Harris's advice requires that researchers obtain the empirical critical values from their own simulations using their data. We believe that this makes the size-adjusted MTT impractical in most substantive applications. 
