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1. Introduction
A convenient measure for return predictability is the Sharpe ratio, sometimes called infor-
mation ratio. The Sharpe ratio is the ratio of annualized mean (excess) returns over return
volatility. It is a useful statistic as it summarizes the first two moments of the return dis-
tribution, is invariant under leverage, and is therefore, to a second order approximation, the
relevant metric regardless of the investors risk-return preferences.
In many situations, the Sharpe ratio is maximized over a set of parameters on an in-
sample dataset. Be it weights in a portfolio of assets (Markowitz (1952)), exposure to (risk)
factors, predictor variables in a regression or other parameters influencing an investment
strategy like the time-horizon of a trend model.
The thus optimized (in-sample) Sharpe ratio overestimates the Sharpe ratio that can be
expected on unseen data (out-of-sample). The reason for that is twofold. First, the estimated
parameter will be tuned towards the noise of the in-sample data. Using the in-sample data
a second time, to calculate the in-sample Sharpe ratio on the same dataset as to estimate
the parameter, will overestimate the Sharpe ratio of the true parameter (noise fit). Second,
the estimated parameter deviates from the true parameter and thus the Sharpe ratio at the
estimated parameter will be smaller than at the true parameter on unseen data (estimation
error). For a more formal definition of noise fit and estimation error we refer to the error
decomposition (2).
As illustration, consider a linear regression model. Suppose, for example, we are inter-
ested in the question to what degree stock returns are predictable by the price-to-earnings
ratio and interest rates. If we estimate the regression coefficients on the in-sample dataset
and measure predictability on the same data, say by R2, we overestimate the true predictabil-
ity (noise fit). To wit, even if no predictability exists, noise will guarantee that we will still
observe a positive R2.
If, however, we use the estimated coefficients and apply them on an independent dataset,
we underestimate the true predictability as estimation error in the estimated coefficients
diminishes their predictive power. The estimated model has lower predictive power than the
unknown true model, respectively parameter (estimation error).
Standard statistical tests deal with inference for true models. They therefore correct
in-sample estimates for noise fit1. By contrast, in this paper, we are interested in the Sharpe
ratio at estimated parameters. We therefore need to correct for estimation error as well.
What Sharpe ratio can an investor or portfolio manager expect out-of-sample when ap-
plying the estimated model? What is the best estimate of the out-of-sample Sharpe ratio
1For instance, in the F-test for a linear regression this correction is implicit in the non-zero mean of the
F-distribution by which the F-test takes into account that there will be positive in-sample fit even under the
null hypothesis of zero predictability.
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given an in-sample Sharpe ratio that is optimized over k-parameters? To answer that we de-
rive an unbiased closed form estimator for the out-of-sample Sharpe ratio when the in-sample
Sharpe is obtained by fitting k parameters.
Our estimator corrects for both, noise fit and estimation error, and can therefore be
calculated based on observable data only. In particular, we do not assume the true Sharpe
ratio to be known. This is also why the estimator can be applied as model selection criterion,
our second contribution. The resulting criterion is analogous to the Akaike Information
Criterion but with the Sharpe ratio as objective rather than log-likelihood (see section 4).
We therefore call our estimator SRIC for Sharpe Ratio Information Criterion.
For ordinary least square regressions the adjusted R2 corrects the in-sample R2 for noise-
fit but not estimation error2. In more general settings (e.g. regression or also the setting
at hand, see below), the Akaike Information Criterion (AIC) -see Akaike (1974, around
equation (2)), Akaike (1998a), Akaike (1998b) - asymptotically adjusts for both, noise fit
and estimation error, if performance is measured in terms of the log-likelihood function3.
The model that minimizes AIC is the model with the highest estimated out-of-sample log-
likelihood. Here, by contrast, we are concerned with the problem of maximizing the Sharpe
ratio rather than log-likelihood.
For more general objective functions, West (1996) provides tools to calculate moments of
smooth functions of out-of-sample predictions. The suggested technique is to use a Taylor
expansion around the true parameters. This is not necessary in the linear case at hand.
Hansen (2009) derives the joint asymptotic distributions for noise fit and estimation error in
general settings as a function of other limit entities.
The detrimental effect of estimation error on out-of-sample performance in portfolio se-
lection (or return prediction for that matter) has long been recognized (see e.g. Frankfurter
et al. (1971); Dickinson (1974); Jobson and Korkie (1980)). DeMiguel et al. (2009) suggest
estimation error is so severe that simple allocation rules that refrain from optimization at
all are often superior to naive optimization.
A variety of ideas have emerged to combat estimation error. Jorion (1986), among
others, suggests to shrink return estimates. Kan and Zhou (2007) propose rules to combine
the Markowitz portfolio with the riskless asset and the minimum variance porfolio in order
to maximize an estimate of out-of-sample mean variance utility. Kirby and Ostdiek (2012)
suggest to parametrize investment strategies. While this does not eliminate estimation error
2 This can be seen as under the true model the expected value of the adjusted R2 equals the true R2
(assuming the true variance of the dependent variable is known and equal to the unbiased sample estimate).
3Though the AIC is formulated in terms of information theory - the AIC minimizes the estimated
Kullback-Leibler divergence between the selected and the true model - there is a different, in many con-
texts more intuitive, interpretation. The Kullback-Leibler divergence between the true and estimated model
equals the difference between the expected out-of-sample and in-sample fit when fit is measured in terms of
log-likelihood. Hence choosing the minimum AIC model chooses the model with the highest estimated out-
of-sample log-likelihood. See also Stone (1977) who shows that in a regression context minimizing the AIC
is asymptotically equivalent to minimizing the cross validation error (sum of squared residuals) or Burnham
and Anderson (2002, page 61) or section 4.2 which proves the statement for the setting at hand.
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completely, the problem is reduced to a potentially lower dimensional subspace and allows
to use a longer estimation horizon. To wit, the optimal weighting between an estimate of the
mean-variance optimal portfolio and the minimum variance portfolio might be well estimated
over 50 years of data while next months return of a particular stock might be best estimated
by looking back less than 1 year. The parametrization approach is akin to the regression
setting that is covered by this paper.
Ledoit and Wolf (2014) answer the question how to shrink the covariance matrix in order
to optimize the expected out-of-sample Sharpe ratio. The mean return is assumed to be
known but the covariance matrix has to be estimated, which is the opposite to our set-up.
In spite of this literature, there is surprisingly little research on quantifying estimation
error and noise fit or on how many parameters or assets to choose. This is unsatisfying. In
particular when predicting returns, one wants to know whether the prediction is good enough
to promise sufficiently high out-of-sample performance and when an additional predictor is
detrimental to it.
Most similar and the same time complementary to what we aim at in this article is
Siegel and Woodgate (2007). The authors derive an asymptotically unbiased estimator for
the mean out-of-sample return and the out-of-sample variance of mean-variance portfolios.
This is very useful when estimating the efficient frontier. For the Sharpe ratio, however, the
resulting estimator is biased of order 1
T
, the same order as without bias adjustment (see our
appendix for a derivation of that). In addition, while technically more involved, the authors
consider the case in which the sum of the weights equals 1. We, by contrast, do not make
this constraint as first, we want to allow for leverage and second, we are mainly interested
in the case in which the parameters are not weights but regression coefficients.
Karoui (2013) estimates the out-of-sample variance when the number or assets (or pa-
rameters) is large.
For the Sharpe ratio, Bailey and Lopez de Prado (2014) and Harvey and Liu (2015)
derive estimates of the out-of-sample Sharpe if the in-sample Sharpe ratio is obtained by
maximizing over N trials. Their approach is based on computing p−values for multiple
hypothesis testing and using them as a heuristic for the Sharpe ratio. Novy-Marx (2015)
looks at critical values for selecting the k best out of N independent signals. While critical
values for hypothesis testing essentially correct for the noise fit in the data, they do not
adjust for the estimation error.4
Recently, Kourtis (2016) derived an approximate correction for the estimation error (but
not noise fit) for the squared Sharpe ratio obtained from maximizing over a k-dimensional
4This is as statistical standard tests are designed for inference about the predictive power of the unknown
true parameter but not about the parameter that will be applied out-of-sample, namely the noise contam-
inated estimated parameter. This can be best seen for the likelihood ratio test, whose test statistic (in the
Gaussian case) is χ2(k) distributed, while the difference between in-sample and out-of-sample log likelihood
is χ2(2k) distributed which is why the Akaike Information Criterion punishes the number of parameters by
a factor 2 (see also section 4.2).
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parameter space under the assumption that the true Sharpe ratio is known. As the squared
Sharpe ratio (which can turn negative numbers positive) approximates mean-variance utility,
this is up to order o(1/T ) the same correction as in Kan and Zhou (2007, equation (16)),
who derive an estimator for the out-of-sample mean variance utility in dependence of the
unknown optimal one. The necessary adjustment is half the adjustment in the AIC as there
is no correction for noise fit.
Kan and Wang (2015), among other results, calculate the distribution of the out-of-
sample Sharpe ratio. However, also their result depends on the unknown true Sharpe ratio.
In contrast, we do not assume the true Sharpe ratio to be known and provide an estimator
based purely on observable data.
Two applications of SRIC lie on the hand. First, an investor maximizing an investment
strategy over k parameters, e.g. assets in her portfolio, might be interested in an estimate
of its out-of-sample Sharpe ratio.
Second, an investor might be interested in how many parameters to maximize her strategy
upon, for example how many risk factors to include into her portfolio. This is a question
of model selection. The Akaike-Information criterion (AIC) as model selection criterion
selects the portfolio which optimizes an estimate of the out-of-sample log-likelihood. In the
Gaussian case this is the same as maximizing an estimate of out-of-sample mean-variance
utility. SRIC as model selection criterion selects the portfolio which optimizes an unbiased
estimate of the out-of-sample Sharpe ratio.
SRIC punishes less than AIC for additional parameters. The intuition is that a (naive)
mean-variance investor will take on too much risk because of over-optimistic in-sample esti-
mates. AIC correctly punishes for that. In contrast, a Sharpe ratio investor is not affected
by the absolute risk exposure but only the risk return trade-off.
A more realistic mean-variance investor, however, would shrink the in-sample estimates
(e.g. using the estimator derived in this paper), take less leverage and hence be as well more
interested in the out-of-sample Sharpe ratio rather than out-of-sample naive mean-variance
utility. Also for such an investor SRIC would be the right model selection criterion.
Correcting the in-sample Sharpe ratio for noise fit and estimation error turns out to be
simple. Let ρˆ be the in-sample Sharpe ratio maximized over a k-dimensional5 parameter
space and T years of in-sample data. Let τˆ be the out-of-sample Sharpe ratio of the optimal
5Here, k is the number of parameters that influence the Sharpe ratio, i.e. the leverage of a portfolio is
not counted. For example the problem of choosing the (ex-post) optimal portfolio out of k assets possesses
k − 1 parameters as one parameter is redundant and only determines the volatility. To be precise, the scale
parameter not only determines the volatility but also the sign of the portfolio (long or short). This, however,
is a discrete choice and does not matter asymptotically (for large T ).
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in-sample parameter. The main result of this paper is that if we define
SRIC = ρˆ︸︷︷︸
in-sample fit
− k
T ρˆ︸︷︷︸
estimated noise fit and estimation error
(1)
where SRIC stands for Sharpe (Ratio) Information Criterion holds
E [τˆ ] = E [SRIC]
In particular, SRIC is an unbiased estimator of the out-of-sample Sharpe ratio.
Notice the simplicity of the expression, only involving the in-sample Sharpe, the number
of parameters and the length of the in-sample period in years. For example, if there is a
system with k = 5 parameters and an optimal in-sample Sharpe of ρˆ = 1 over T = 10 years
of data, then the estimated out-of-sample Sharpe would be 1− 5
10
= 0.5.
Figure 1 illustrates SRIC as a model selection criterion as well as an informant about out-
of-sample performance in form of Sharpe indifference curves, i.e. combinations of measured
in-sample Sharpe and number of parameters that lead to the same estimated out-of-sample
Sharpe (for T = 10 years of in-sample data).
Figure 1 (Sharpe Indifference Curves): In-sample Sharpe ratios that are needed for a
fixed estimated out-of-sample Sharpe depending on the number of parameters assuming 10
years of in-sample data.
A special case of model selection lies in portfolio optimization. It has been documented
that on a variety of data sets the (naive) portfolio optimization using in-sample estimates
for mean and covariance to build the Markowitz portfolio underperforms simple benchmarks
like the equally weighted portfolio (see, e.g. DeMiguel et al. (2009)), the cause of which has
been attributed to estimation error. On a high-level, the question of whether to choose the
equally weighted portfolio or the Markowitz portfolio or something in-between, can be seen
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as the question on how many basis vectors (e.g. principal components) to optimize upon. If
one uses only one basis vector, like equal weights, there is little estimation risk, but if one
optimizes over a complete basis one obtains the Markowitz portfolio and larger estimation
risk. See, e.g. Chen and Yuan (2016).
SRIC puts a price on noise fit and estimation error in terms of the Sharpe ratio. This
is important as it makes the trade-off between in-sample fit and estimation error precise.
Namely, the reason for why in many empirical data-sets the equally weighted portfolio out-
performs the Markowitz portfolio is two-fold. One is estimation error. The other is how
much one gets in return for it. Often, most of the return opportunity is already captured by
the equally weighted portfolio (or the first principal component for that matter). Additional
portfolio directions offer little added return opportunities, often too small to justify the in-
crease in estimation risk. When the trade-off is beneficial to the Sharpe ratio and when not
is precisely answered by SRIC.
As an illustration we look at the set of 10 industry portfolios from Kenneth French’s
website also used by DeMiguel et al. (2009). While we reconfirm that for estimation horizons
of 5 or 10 years the Markowitz portfolio is inferior to the equally weighted portfolio we find
that this no longer holds true for estimation horizons of 2 years and less. Though this is
mainly due to first half of the sample, it illustrates our point that estimation error, being
even larger for smaller estimation horizons, cannot be the full story.
The intuition is that the Markowitz portfolio relies on the sample mean and is therefore
effectively a trend system or momentum portfolio (on the principal components of the co-
variance matrix). While there are no trends on higher components on a time scale of 5 to
10 years, there are trends which are worth paying the estimation risk on a time scale of 2
years or less. Which model to choose, a simple model like the equally weighted portfolio or
a more complex one like the Markowitz portfolio, can be decided by SRIC.
Additional things to highlight when it comes to summing up the contributions are: i)
unlike AIC (at least directly) SRIC allows to compare models estimated over different time
periods. ii) There is leeway to incorporate transaction cost into the equation. iii) We also
derive uncertainty bounds for noise fit and estimation error and iv) due to the close relation
to AIC, this paper also provides an interpretation of the latter in terms of noise fit and
estimation error. At least the authors have learned a lot about AIC while thinking about
this problem.
For the ease of exposition we restrict this article to the case where the parameters influ-
ence returns linearly. However, the results are still valid asymptotically in a more general
setting of non-linear dependence as we showed in an earlier working paper version (Paulsen
and So¨hl (2016)).
We shall also mention the R package by Steven Pav (Pav (2015b)) and the papers sur-
rounding it (Pav (2014, 2015a)) which provide tools and theorems for statistical inference
(noise fit) on the true Sharpe ratio exploiting the fact that the squared Sharpe ratio follows
a χ2-distribution ( respectively F -distribution, when the covariance is estimated).
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The next section 2 introduces the formal setup. Section 3 formulates the main theorem.
Section 4 discusses the results in the context of model selection and compares to the Akaike
information criterion. Section 5 illustrates the results in various examples and toy appli-
cations. Section 6 discusses extensions before we conclude in section 7. Most proofs are
relegated to the appendix.
2. Set-Up
Fix a probability space (Ω, (Ft)t≥0,P). Let Θ = Rk+1 be a (k+1)-dimensional parameter
space6. Let rt ∈ Rk+1, t ∈ [0, T ] be a (k+1) dimensional series of returns over T years. Be it
asset returns, factor returns or returns associated with a specific predictor variable. We are
interested in the Sharpe ratio of the returns sθt = rtθ. Call [0, T ] the in-sample period.
Denote by µˆ ∈ Rk+1 the (annualized) estimated mean return of r and Σ its (annualized)
covariance matrix. Then µˆT θ is the estimated mean return of sθt and θ
TΣθ its variance. We
assume that µˆ is a noisy observation of the true mean return µ, that is µˆ = µ+ν where ν is a
random variable with covariance matrix 1
T
Σ. Here we assume that ν is normally distributed7.
We further assume that Σ has full rank.
Note that we made the assumption that ν has the same covariance matrix as r scaled by
1
T
. This is the case if µˆ is the realized mean return over the in-sample period.
While the true returns are observed with noise, we assume that the covariance matrix
can be observed without error. This is for instance true in a continuous time framework.
But even without continuous return observations it is close to the truth in reality as the
estimated covariances is orders of magnitudes more precise than the estimated mean returns
provided the number of parameters is not too large. We comment on this later.
Applications of the set-up are ample, in particular within portfolio management. For
instance, the vector θ could describe portfolio weights on assets i = 1, . . . k + 1, or exposure
to (tradable) risk factors. In another case, the weights could be obtained as coefficients in a
linear regression for return predictions.
Example 2.1 (Portfolio Choice). Let there be k + 1 markets with returns rit. Let
sθt =
k∑
i=0
θir
i
t
6We use the notation k+ 1 as one dimension will only influence the volatility and only k parameters will
influence the Sharpe ratio.
7This assumption eases the analysis and is not too restrictive. Here, the quantities of concern are T -year
return averages. So even with non-normal returns, thanks to the central limit theorem, its T -year averages
are close to being normal. All results, however, are still asymptotically valid (for large T ) for other than the
normal distribution when moments are the sufficiently bounded.
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be the return of a portfolio with weights θ. With µˆ the annualized realized mean return of ri,
Σ its covariance, µ the (unknown) true mean and T the observation length (all annualized),
the setting fits the set-up described above.
Example 2.2 (Regression). Let there be i = 1 . . . N markets with return rit. Suppose we
want to estimate the following linear model
rit =
k∑
j=0
xi,jt θj + ε
i
t
where xi,j i = 1, . . . , N j = 1, . . . , k + 1 are some exogenous predetermined factors and
where the random errors εit have covariance St (assumed to be known). We can write the
prediction as rˆt =
∑k
j=0 x
i,j
t θˆj = xtθˆ ∈ RN . A natural way to estimate θ would be to minimize
the sum of squared residuals weighted by the inverse covariance matrix (generalized least
square regression):
θˆ = arg min
θ
∑
t
(rt − xtθ)T S−1t (rt − xtθ)
Now
min
θ
∑
t
(rt − xtθ)T S−1t (rt − xtθ)
⇔ min
θ
−2
∑
t
rTt S
−1
t xtθ︸ ︷︷ ︸
wt
+
∑
t
θTxTt S
−1
t xtθ︸ ︷︷ ︸
wTt Stwt
⇔ max
θ
2µˆT θ − θTΣθ ,with µˆT = c
∑
t
rTt S
−1
t xt and Σ = c
∑
t
xTt S
−1
t xt
where c is an annualization factor, µˆT θ is the annualized mean return of betting with
the variance weighted predictions wt = S
−1
t xtθ as weights on the N markets, and Σ is its
covariance.
Example 2.2 shows that regression is the same as mean-variance optimization where the
translation between the regression’s predictions and mean variance optimal weights is given
by wt = S
−1
t rˆt. In particular, the parameter that minimizes least squares also maximizes the
Sharpe ratio.
In terms of parameter estimation least square regression and maximization of the Sharpe
ratio are equivalent. They are different, however, when it comes to estimating the out-of
sample statistics and model selection. For regression (mean-variance utility) the Akaike in-
formation criterion selects the model that maximizes estimated out-of sample log-likelihood.
In contrast, SRIC as defined in Theorem 3.1 selects the model with the highest estimated
out-of-sample Sharpe.
Remark 2.3. In a different interpretation, rather than observing T years of data and with µˆ
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as the sample mean, µˆ could be a view or prior belief of the investor obtained from a different
model or a quantified guess like in the Black Litterman model (Black and Litterman (1991)).
In this case ν models the uncertainty around the view and T describes its precision (inverse
of the variance).
We distinguish between the in-sample Sharpe ratio ρ and the out-of-sample Sharpe ratio
τ as defined in Definition 2.4
Definition 2.4 (Sharpe ratio). The in-sample Sharpe ratio of parameters θ is
ρ(θ) =
µˆT θ√
θTΣθT
The (unobserved) out-of-sample Sharpe ratio, denoted by τ (for true Sharpe ratio), follows
by removing the noise term from the mean returns:
τ(θ) =
µT θ√
θTΣθ
Now consider an investor who maximizes the Sharpe ratio among all parameters θ. As
there is a difference between the in-sample and out-of-sample Sharpe, both maximizers are
different. We use the following notations:
Notation 2.5. Denote by θˆ a vector of parameters that maximizes the in-sample Sharpe
ratio and let θ∗ be a parameter maximizing the true Sharpe ratio8.
θˆ ∈ arg max
θ∈Θ
ρ(θ), θ∗ ∈ arg max
θ∈Θ
τ(θ)
We abbreviate ρˆ = ρ(θˆ), τˆ = τ(θˆ), τ ∗ = τ(θ∗), ρ∗ = ρ(θ∗)
We summarize the notation in Table 2.
Value Symbol Parameter Description
ρ(θˆ) ρˆ θˆ Sharpe ratio of optimal in-sample
parameter applied to in-sample dataset
ρ(θ∗) ρ∗ θ∗ Sharpe ratio of optimal out-of-sample
parameter applied to in-sample dataset
τ(θˆ) τˆ θˆ Sharpe ratio of optimal in-sample
parameter applied to out-of-sample dataset
τ(θ∗) τ ∗ θ∗ Sharpe ratio of optimal out-of-sample
parameter applied to out-of-sample dataset
Table 2: All four combinations of in- and out-of-sample sharpe and true and estimated parameter
8Note that θˆ and θ∗ are only unique up to multiplication with a positive constant.
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With notation 2.5 we get the decomposition that is central to this paper:
τˆ︸︷︷︸
oos Sharpe
= ρˆ︸︷︷︸
is Sharpe
− (ρˆ− ρ∗)︸ ︷︷ ︸
noise fit
+ τ ∗ − ρ∗︸ ︷︷ ︸
noise
− (τ ∗ − τˆ)︸ ︷︷ ︸
estimation error
(2)
Decomposition (2) says that the out-of-sample Sharpe equals the in-sample Sharpe mi-
nus three terms. First, the difference in Sharpe ratio between the estimated and the true
parameter on the in-sample set, which can be interpreted as noise fit. Second, the difference
in Sharpe ratio between the estimated and the true parameter on the out of-sample set, that
is estimation error. Third, the difference in Sharpe ratio of the true parameter between the
in-sample and the out-of-sample data set, which is the noise in the in-sample data.
We record this decomposition in the next definition
Definition 2.6. The in-sample Sharpe ratio can be decomposed into
ρˆ = τˆ +N + E + U
with E [U ] = 0, where the following definitions are applied
N = ρ(θˆ)− ρ(θ∗) (Noise Fit)
E = τ(θ∗)− τ(θˆ) (Estimation Error)
U = ρ(θ∗)− τ(θ∗) (Noise)
Naturally two questions emerge. First, (1) how informative is ρˆ, the maximal in-sample
Sharpe ratio, for τ ∗ the true optimum? Choosing the (ex post) optimal parameter θˆ will
inevitably lead to some noise fit of the data and therefore its Sharpe ratio will (in expecta-
tion) overestimate the true Sharpe ratio. But by how much? And second, if the estimated
parameter θˆ, rather than the true parameter θ∗, is applied out-of-sample, what Sharpe ratio
can be expected. That is (2) how much is the loss in Sharpe ratio due to the combination
of noise fit and estimation error?
The first question needs a Taylorization and is technically more involved which is why
we only remark about it here. We answer the second question in the next section 3. Before,
we comment on our assumption of a known covariance matrix.
When optimizing the Sharpe ratio, there are two different sources of noise. Noise in
the estimated covariance matrix and noise in the estimated returns. This corresponds to
two different kinds of asymptotics. If we fix the time horizon and increase the sampling
frequency, e.g. from monthly over daily to hourly, we get more and more accurate estimates
of the covariance. The estimates of the mean returns, however, do not become more precise.
In the limit of continuous-time observations the covariances are observed without error and
thus known, while the mean returns are not. If, on the other hand, we increase the time
horizon, return estimates become less noisy as well.
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Here, we focus on the case in which the covariance matrix is known and only the mean
returns are estimated with noise. This is the relevant case when estimation error in the mean
return is present, e.g. when estimating the regression parameter of a prediction model, or
constructing a portfolio of different risk factors or underlying strategies based on several
months or years of in-sample data. The reason is that noise in estimated mean returns
is so severe that in any realistic application one only optimizes over relatively few assets
respectively parameters and relatively long estimation horizons. In this case noise in the
covariance matrix becomes a secondary issue. In fact, we show in Theorem 3.2 that even
with an (unknown) true Sharpe ratio as high as τ ∗ = 3, it takes only 18 parameter so that
the average estimated out-of-sample Sharpe ratio is reduced to zero (with T = 1 year of
in-sample data).
If, however, mean returns are imposed (e.g. set equal for all assets as in the minimum
variance portfolio or set to analyst forecasts with tight confidence bounds) then estimation
error in the covariance matrix dominates and the set-up at hand is not directly applicable.
Let us remark, however, that if we have a noisy estimate Σˆ of the true covariance Σ and we
know the true return µ, we can write for the Markowitz portfolio
wMV = Σˆ
−1µ = Σ−1
(
ΣΣˆ−1µ
)
︸ ︷︷ ︸
=µˆ
= Σ−1µˆ (3)
Hence the weights are as if we knew the true covariance but would apply it to a noisy
estimate µˆ of returns. From this perspective, noise in the covariance matrix and noise in the
mean returns are equivalent.
3. Main Theorem
3.1. Main Theorem
We are now ready to formulate our main theorem.
Theorem 3.1 (Estimation Error and Noise Fit combined for the Sharpe ra-
tio). Under the assumptions of section 2, that is µˆ = µ+ν where ν ∼ N (0, 1
T
Σ) is normally
distributed, and Σ has full rank, holds
E [N + E + U ] = E
[
k
T ρˆ
]
In particular
E [τˆ ] = E
[
ρˆ− k
T ρˆ
]
(4)
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Proof. See Appendix.
Theorem 3.1 shows that
SRIC = ρˆ− k
T ρˆ
is an unbiased estimator of the expected out-of-sample Sharpe ratio E [τˆ ]. We give it the
name SRIC for Sharpe Ratio Information Criterion for reasons that become clear in section
4.
The bias correction can be split into noise fit and estimation error.
Theorem 3.2. Assume that τ ∗ > 0, then the bias correction in (4) can be split into noise
fit and estimation error as follows
τˆ ≈ SRIC = ρˆ︸︷︷︸
in-sample fit
− k
2T ρˆ︸︷︷︸
estimated noise-fit
− k
2T ρˆ︸︷︷︸
estimated estimation error
where the split is valid asymptotically of order o(T−1).
The proof is in the appendix.
Figures 4a to 4c illustrate Theorem 3.1. They show the (average) in-sample Sharpe ratio,
the in-sample Sharpe adjusted for noise fit, the in-sample Sharpe adjusted for both, noise
fit and estimation error, and the out-of-sample Sharpe when the true Sharpe is τ ∗ = 0 (left
hand side) or τ ∗ = 1 (right hand side) for different numbers of parameters k (k = 1, 5, 10).
All numbers are averages over 10, 000 random draws. As the theorem claims, the in-sample
Sharpe adjusted for both, noise-fit and estimation error, fits the out-of sample Sharpe.
Figure 4a: (average) In-sample Sharpe ratio, adjustments for noise fit and estimation error
and out-of-sample Sharpe when the true Sharpe is τ ∗ = 0 (left hand side) or τ ∗ = 1 (right
hand side) when the number of parameters is k = 1. All numbers are averages over 10, 000
random draws.
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Figure 4b: (average) In-sample Sharpe ratio, adjustments for noise fit and estimation error
and out-of-sample Sharpe when the true Sharpe is τ ∗ = 0 (left hand side) or τ ∗ = 1 (right
hand side) when the number of parameters is k = 5. All numbers are averages over 10, 000
random draws.
Figure 4c: (average) In-sample Sharpe ratio, adjustments for noise fit and estimation error
and out-of-sample Sharpe when the true Sharpe is τ ∗ = 0 (left hand side) or τ ∗ = 1 (right
hand side) when the number of parameters is k = 10. All numbers are averages over 10, 000
random draws.
We now quantify the uncertainties around τˆ
Theorem 3.3. For the distribution of the difference between the in-sample Sharpe ratio and
the out-of-sample Sharpe ratio holds the following:
1. If the true Sharpe ratio τ ∗ = 0 is zero, we have
ρˆ− τˆ = ‖ν‖ = 1√
T
χ(k + 1) (5)
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where χ(k + 1) denotes the χ-distribution (square root of χ2 distribution) with k + 1
degrees of freedom
2. If τ ∗ > 0, we have, first,
ρˆ− τˆ ≤ ‖ν‖ = 1√
T
χ(k + 1) (6)
so that the uncertainties are bounded by the the χ- distribution. And, second,
ρˆ− τˆ = 1
T
1
τ ∗
Z +
1√
T
N +R (7)
where Z is χ2(k)-distributed, N is an independent standard normal distribution and R
a remainder such that E [T |R|p]→ 0 as T →∞ for all p ≥ 1.
Equation (5) is convenient when testing the null hypothesis of a true Sharpe ratio of 0 as
it allows to test via standard tables and numeric routines for the χ2 distribution. Equation
(7) has an intuitive interpretation. While the N -term corresponds to the noise in the in-
sample data-set, the Z-term corresponds to noise fit and estimation error. With a higher
true Sharpe ratio τ ∗, any deviation from the true parameter becomes more costly so that
the parameters are estimated more precisely and the Z-term becomes less relevant.
3.2. Sharpe Ratio and its Geometry
Observe that a parameter maximizing the in-sample Sharpe ratio is θˆ = Σ−1 (µ+ ν), and
ρ(θˆ) =
µˆT θˆ√
θˆTΣθˆ
=
√
(µ+ ν)TΣ−1(µ+ ν)
= ‖µ+ ν‖Σ−1
with ‖x‖Σ−1 =
√
xTΣ−1x.
Similarly, for the optimal out-of-sample Sharpe ratio
τ(θ∗) = ‖µ‖Σ−1
with θ∗ = Σ−1µ. Plugging θˆ into τ leads to the out-of-sample Sharpe ratio τˆ
τˆ =
µT θˆ√
θˆTΣθˆ
with θˆ = Σ−1 (µ+ ν)
=
µTΣ−1 (µ+ ν)
‖µ+ ν‖Σ−1
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This shows that there is a geometric relationship between τ ∗, ρˆ and τˆ . While τ ∗ is the
length of the true return µ, ρˆ is the length of the estimated return µ+ν and the out-of-sample
Sharpe τˆ is obtained by projecting µ on µ+ ν. For an illustration see Figure 3.
µ
µˆ
τ ∗
ρˆ
τˆ
ρ∗
ν
Figure 3: (Geometry of the Sharpe Ratio) The true out-of-sample Sharpe τ ∗ =
‖µ‖Σ−1 equals the length of the true return µ. The in-sample Sharpe ρˆ = ‖µ+ ν‖Σ−1
equals the length of the estimated return µ + ν. The out-of-sample Sharpe τˆ =
µTΣ−1 (µ+ ν) /
√
(µ+ ν)TΣ−1(µ+ ν) is obtained by projecting µ on the estimated return
µ+ ν.
Due to this geometric relationship (Euclidean geometry is linear in squares), it is in fact
easier to compute noise fit and estimation error for mean-variance utility rather than the
Sharpe ratio.
3.3. Mean Variance Utility
We conclude the section by proving an analogous result for mean variance utility rather than
the Sharpe ratio as measure of fit. Though results are not new, for instance Kan and Zhou
(2007) and Hansen (2009) show results very close to ours, we find it instructive to present
them in a way consistent with the set-up here. This is in particular useful when we later
relate SRIC to the Akaike Information Criterion (AIC).
For this let
uˆ(θ) = 2µˆT θ − γθTΣθ
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be the in-sample and
u(θ) = 2µT θ − γθTΣθ
the out-of-sample mean variance-utility. The parametrization is such that for γ = 1 holds
uˆ(θˆ) = ρ(θˆ)2, the squared in-sample Sharpe ratio.
The analogue of definition 2.6 is
Definition 3.4. The in-sample mean-variance utility can be decomposed into
uˆ(θˆ) = u(θˆ) +NMV + EMV + UMV
with NMV = uˆ(θˆ) − uˆ(θ∗) (Noise Fit), EMV = u(θ∗) − u(θˆ) (Estimation Error), UMV =
uˆ(θ∗)− u(θ∗) (Noise)
Now it is easy to show that
Theorem 3.5 (Noise-Fit and Estimation Error for Mean-Variance). Under the
assumptions of this section holds
E [NMV ] = k + 1
γT
and
E [NMV + EMV + UMV ] = 2(k + 1)
γT
In particular uˆ(θˆ) − 2(k+1)
γT
= 1
γ
ρˆ2 − 2(k+1)
γT
is an unbiased estimator for the out-of-sample
utility u(θˆ).
We will later show that the Akaike Information Criterion (AIC) can (after a linear trans-
formation) be interpreted as uˆ(θˆ)− 2(k+1)
γT
and therefore an unbiased estimator of the out-of-
sample utility.
4. Model Selection (Sharpe Information Criterion)
4.1. Sharpe Information Criterion
In the previous sections, the objective was to quantify noise fit and estimation error in order
to gain insights about the out-of-sample Sharpe ratio. In this section we apply the results
to model selection. Let Θ = Θ1∪˙ . . . ∪˙Θn with Θi ⊂ Rki+1 be a family of parameter spaces.
Model selection is about selecting a pair (i, θi). That is to select a model i ∈ {1, . . . , n} and
a parametric fit θi ∈ Θi.
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A typical goal of model selection is to choose the model with the highest expected out-
of-sample fit9. Theorem 3.1 suggests to choose the model with the highest SRIC
SRICi = ρ(θˆi)− ki
Tρ(θˆi)
(8)
where θˆi maximizes ρ over Θ
i.
Theorem 3.1 implies that the model with the highest SRIC is the model with the highest
estimated out-of-sample Sharpe ratio, justifying SRIC as model selection criterion.
We now show that this is exactly the same property that the Akaike Information Criterion
(AIC) possesses for the log-likelihood rather than the Sharpe ratio as performance metric.
4.2. Relation to AIC
To derive the Akaike Information Criterion (AIC), see Akaike (1974), we need to associate
θ ∈ Θ with a prediction and derive the log-likelihood. That is we need to underpin our
set-up with a predictive model first before we can attach a meaning to log-likelihood in this
context. This is done in the appendix where we show
Theorem 4.1. For a suitable underlying predictive model and for an appropriate reference
measure P0:
log
dPθ
[
(pt)t∈[0,1]
]
dP0
[
(pt)t∈[0,1]
] = T µˆT θ − 1
2
TθTΣθ =
T
2
γuˆ(θ) =
T
2
ρˆ2
In particular (not surprising in the Gaussian case) the log-likelihood is a multiple of mean
variance utility uˆ. Therefore maximizing the former is equivalent to maximizing the latter.
The AIC is defined as
AIC = −log likelihood + 2 · number of parameter
so that we obtain by use of Theorem 4.1
AIC = −2 log dP
θ
dP0
+ 2 (k + 1) = −T ρˆ2 + 2(k + 1)
9Some criteria have other goals. E.g. the Bayesian Information Criterion (BIC) maximizes the asymptotic
posterior probability of choosing the true model.
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and after a linear transformation our preferred normalization of the AIC
−AIC
T
= ρˆ2 − 2(k + 1)
T
(9)
Equation (9) shows that we can express the AIC in terms of mean variance utility and the
squared Sharpe ratio. In combination with Theorem 3.5 this yields the interpretation of
the AIC as expected out-of-sample mean-variance-utility, that is AIC corrects the in-sample
mean variance utility for noise fit and estimation error.
Remark 4.2. SRIC chooses a higher dimension than AIC, but both converge towards each
other for T → ∞.10 The intuition is that a mean-variance investor will be punished by
loading on too much risk exposure (leverage) on overestimated in-sample estimates which
AIC correctly penalizes for. The Sharpe ratio, by contrast, is not influenced by excessive
leverage and therefore does not need this additional penalty.
5. Applications
5.1. Example I: Two Toy Simulations
We illustrate SRIC as a model selection criterion in the following toy-simulation. We simulate
5 years of returns for 100 markets. We assume the markets are independent. An alternative
interpretation would be to think about the independent markets as the principal components
of correlated markets. The first 50 markets have a true Sharpe ratio uniformly distributed
between [−0.5, 0.5] and markets 51 . . . , 100 have a true Sharpe of 0. We set Θi = Ri, where
model i means choosing the optimal in-sample portfolio out of the first i markets. We then
apply two model selection criteria: SRIC and AIC (see subsection 4.2 for details on the latter
in this context). We average over N = 100.000 such simulations and judge the quality of the
10To see the first statement, note that
∂SRIC
∂ρ
−∂SRIC∂k
= Tρ+
k
ρ
≥ Tρ =
∂AIC
∂ρ
−∂AIC∂k
To see the second statement, observe
T (SRIC)2 = T
(
ρˆ− k
T ρˆ
)2
= T ρˆ2 − 2k +
(
k
ρˆ
)2
1
T
= −AIC + const+
(
k
ρˆ
)2
1
T
Hence the difference between AIC and SRIC is of order o(T−1).
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selected models by the average out-of-sample- Sharpe ratio. For a comparison we also look
at out-of-sample mean variance utility.
Figure 5 illustrates the results. On the left hand side is the histogram of the chosen
model dimension for SRIC and AIC. The vertical lines mark the mean. The panel in the
middle shows the histogram of out-of-sample Sharpe ratios of the selected models and the
panel on the right shows the histogram of the out-of-sample mean variance utilities.
Figure 5 (Simulation): Model selection by AIC (blue) and SRIC (red), based on 100.000
draws of 5 years of data. SRIC tends to choose a higher dimension and to achieve a higher
out-of-sample Sharpe.
We observe three things: i) SRIC chooses higher dimensions (See Remark 4.2), ii) the
average Sharpe ratio for SRIC (0.893) is higher than for AIC (0.364) and iii) the opposite
is true for mean-variance utility: The AIC achieves a higher out-of-sample mean-variance
utility than SRIC.
These findings underpin our theoretical result that SRIC is the right model selection cri-
terion when concerned with the Sharpe ratio and AIC is the correct criterion when concerned
with mean variance utility.
Now in this toy-example, it is optimal to choose many factors which might be at odds
with the intuition gained from the literature about portfolio optimization, estimation error
and the outperformance of low dimensional portfolios over the Markowitz portfolio (see e.g.
DeMiguel et al. (2009)). The reason is that here we assumed the factors to be uncorrelated
and by construction the true returns of all first 50 factors had an equal distribution. In
such a set-up it is optimal to include many factors and diversify. If, however, the first factor
captures most of the total return then including further factors might not be worth the
additional estimation risk.
We illustrate this in a second toy example summarized in Figure 6. We simulate T = 10
years of returns for K = 20 assets each with a true Sharpe ratio of 1 and mutual correlation of
0.5. We then compute the in-sample Sharpe and the estimated out-of-sample Sharpe (SRIC)
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for the best in-sample portfolio built out of the first k = 1, . . . , K assets. We average over
N = 10.000 simulations. The left hand picture shows the (average) naive mean-variance-
efficient frontier using the in-sample Sharpe as a slope and the out-of-sample-efficient frontier
using SRIC as slope for k = 1, 10, 20. The right hand side shows the SRIC for k = 1, . . . , 20.
Figure 6 (Out-Of-Sample Efficient Frontier): Left: in-sample Sharpe ratios as slope
of the efficient frontier and corresponding SRIC for different number of assets. Right: SRIC
for varying number of assets. Averages over 10.000 random draws
We see that SRIC peaks at only 4 assets. The reason is that due to the correlation the
marginal benefit of including more assets is too small to justify an increase in estimation
error.
5.2. Example II: A Simulation
In the last subsection we illustrated the use of SRIC in two toy examples. In this subsection
we extend the examples to a wider simulation.
We simulate T = 10 years of N = 100 independent assets/factors. The first k∗ assets have
a random true Sharpe ratio distributed uniformly between 0 and 0.5. Assets k∗ + 1, . . . , N
have a Sharpe of 0. That is the true number of relevant factors is k∗. We denote by model
k ∈ {1 . . . N} the model that invests into the first k assets applying the optimal in-sample
weights. We look at how SRIC and AIC deal with the problem of choosing a model k while
we vary the number of true factors k∗. The choices are judged by the out-of-sample Sharpe
ratio.
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Think about an investment universe of N stocks. But instead of the stocks, we look at
the independent principal component (pca) factors. Now there are two extreme cases. We
could restrict portfolio optimization to the first component, which will be close to an equally
weighted portfolio of stocks. Or we could optimize over all N components. In this case, we
would end up with the same portfolio as if we would optimize over all N stocks, i.e. the
Markowitz portfolio. Choosing 1 < k < N chooses a portfolio in-between.
Figure 7 plots the out-of-sample Sharpe ratio (averages over 1.000 simulations) for SRIC
and AIC in dependence of k∗, the number of true factors. For comparison, the figure also
reports the out-of-sample Sharpe ratio for the Markowitz portfolio (which in this case means
always choosing model N = 100) and a portfolio that puts equal weight on all assets.
Figure 7 (Simulation): Out-Of-Sample Sharpe ratio depending on number of true
factors/predictors by different model selection criteria. Averages over 1.000 random draws.
We see that SRIC performs generally quite well. It achieves the highest average out-
of-sample Sharpe ratio when the number of true factors k∗ lies between 7 and 63. At the
boundary of low or high k∗ biased model selection is superior. If k∗ is small, AIC performs
better it is biased towards choosing less dimensions (see Remark 4.2). If k∗ is large, on the
other side, doing without model selection and just choosing the maximal model (Markowitz)
performs better. Of course, this is not surprising, as if we knew k∗, or had prior information
over it, we would not need to do model selection and could do better than any fixed selection
criterion.
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5.3. Example III: 10 Industry Portfolios
In the last subsections we showed the value of SRIC on simulated data. We now illustrate
its value on an empirical data set. The advantage lies in more realism, the disadvantage in
a limited and noisy dataset.
We choose the 10 industry portfolios on Kenneth French’s website11. We use daily data
from 2nd January 1963 to 29th July 2016. First, we subtract the Fed fund rate12 to get excess
returns. At the beginning of each month we do the following. We look back lb = 1, . . . , 120
months and compute the principal components to obtain 10 factors. To be exact, we choose
the equally weighted portfolio as the first factor (rather than the first pca) and then compute
the remaining principal components on the space orthogonal to the first factor. We do it
this way to relate to the equally weighted portfolio. By model k = 1 . . . , 10 we denote the
portfolio that maximizes the in-sample Sharpe ratio on the last lb months over the factors
1, . . . , k. At the beginning of each month, we let SRIC and AIC choose the model k and
apply the weights for the subsequent month. For this, we always scale the portfolio to a 10%
volatility on the in-sample data (that is the last lb months). We scale to constant volatility
because we are concerned with portfolio choice in the cross section and do not attempt to
time the market. This way we get a series of rolling out-of-sample returns from 1st January
1973 to 29th July 2016.
Unlike in the simulation, there is no known true number of factors k∗. We therefore
vary the lookback lb over which the portfolios are formed. While on longer time scales
there might be only one factor, the market, on shorter term horizons there might be several
industry-specific trends.
The results are illustrated in Figure 8. The left panel shows the out-of-sample Sharpe
ratio for the equally weighted portfolio, the Markowitz portfolio and portfolio choice ac-
cording to SRIC and AIC depending on the lookback. The right panel shows the equity
curves for a lookback of 6 months. Several things are noteworthy. i) For a long lookback of
lb = 36 months or more, the equally weighted portfolio outperfoms the Markowitz portfolio.
ii) For short lookbacks of up to 24 months, however, the Markowitz portfolio outperforms
the equally weighted portfolio. iii) SRIC dominates AIC as model selection criterion and
performs better than the equally weighted portfolio for short lookbacks and better than the
Markowitz portfolio for long lookbacks.
11http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/ftp/10_Portfolios_Prior_1_0_
CSV.zip
12effective fund rate, daily series, obtained from Federal Reserve http://www.federalreserve.gov
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Figure 8 (10 Industry Portfolios): Left: Sharpe ratio for lookback of 1 to 120 months
for different model selection criteria. Right: Cumulative Returns for a lookback of 6
months.
Note that the Markowitz portfolio (we admit though that the outperformance is due
to the first part of the sample) performed better than the equally weighted portfolio for
smaller lookbacks, i.e. for lower estimation horizons. As estimation error is higher when the
estimation horizon is shorter, estimation error cannot be the full answer to the question why
the equally weighted portfolio out-performs the Markowitz portfolio on many other datasets
and parameter combinations as for instance for lookback horizons of 2 years and more.
Instead, the reason is two-fold. One is estimation error, the other reason is that most
of the return opportunity is already captured by the equally weighted portfolio. In this
example, on horizons of 5 to 10 years, the return opportunities are concentrated in one
component (equal weights), while on shorter horizons the return opportunities are spread
out across more portfolio directions, e.g. due to industry momentum effects. Therefore, with
shorter estimation windows it is worth paying the extra estimation error, while for longer
ones it is not.
The question of naive benchmarks versus portfolio optimization is therefore less a question
of estimation error rather than of the exact trade-off between estimation error and return
opportunities. Theorem 3.1 prices this trade-off in terms of the Sharpe ratio.
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5.4. Example IV: A Toy Carry Strategy
The previous examples were focussed around portfolio optimization. We now illustrate SRIC
in a toy regression setting by means of a simple carry strategy. For the avoidance of doubt,
this simple example is for illustrational purposes only, and we would not recommend to
actually trade this strategy.
For this, we use spot and forward prices for 20 different currencies from January 2000 to
October 2015. Each month we rebalance our portfolio consisting of k + 1 base strategies.
The first base strategy is a 12-month trend following strategy, where the weight is simply
the 12 month moving average return (divided by the market’s return variance). The other
strategies are carry strategies. More precisely: the second base strategy is to set the weight
equal to the current interest rate differential versus the US-Dollar (divided by the variance),
that is the difference between the (log) spot and the (log) forward price. We call this the
lag 0 strategy. The third base-strategy is the same but using 1-month lagged interest rate
differentials (lag 1). The fourth one uses 2-month lagged interest differentials (lag 2) and so
on. A model with dimension k is now a combination of the 12-month trend strategy and k
lagged interest rate differential strategies.
By combining these base strategies to maximize the in-sample Sharpe ratio, we are es-
sentially performing a regression of the currency returns on the predictions implied by the
base strategies (factors) as outlined in Example 2.2.
rjt+1 = Xβ + ε
j
t+1
with X =
[
ma(rjt , 12), i
j
t − i$t , ijt−1 − i$t−1, . . .
]
where rj is the the excess return of currency j, ij the interest rate and ma denotes the
moving average.
It is intuitive that the additional information provided by including more and more lags
diminishes and will at some point be outweighed by the cost in terms of overfitting (noise
fit and estimation error). The SRIC derived in the previous section can now serve as a
model selection criterion. We illustrate this in Figure 9. The left hand side shows the
cumulative returns of the optimal in-sample combination of the 12-month trend strategy
and carry strategies with up to 2 lags. The right hand side shows the in-sample Sharpe
ratio for strategies combining the trend base strategy with up to 5 lagged carry strategies.
The in-sample Sharpe ratio increases with the number of parameters, but after correcting
for noise fit and estimation error (SRIC) it reaches a peak at 2 lags. That is SRIC would
recommend to use a strategy which combines the trend base strategy with the lag 0 and lag
1 carry strategy.
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Figure 9: Left: cumulative returns for different in-sample strategy. Right: in-sample
Sharpe ratio, correction for noise fit and correction for noise fit and estimation error
(SRIC).
6. Extensions
There are several directions into which this article can be extended.
First, this article is restricted to the case in which the returns of the strategy depend
linearly on the parameter µ(θ) = µT θ. In our earlier working paper (Paulsen and So¨hl
(2016)) we relaxed this assumption. Under suitable regularity assumptions all results are still
asymptotically true. Namely, for large times T , the estimated parameter will converge to the
true parameter and therefore be closer and closer to it with higher and higher probability.
Around the true parameter, the situation will, thanks to the regularity assumptions, be
approximately linear and we are back in the case of this article. This, together with control
of large (but unlikely) deviations will prove that SRIC is an asymptotically (of order 1/T )
unbiased estimator of the out-of-sample Sharpe ratio in a more general case of non-linear
dependencies.
Second, it would be nice to incorporate transaction cost and estimate the out-of-sample
Sharpe net of transaction cost. In the easiest case, the transaction cost are just a constant
(independent of the parameter θ). In that case, ρ and τ as defined in the paper would be the
Sharpe ratios gross of transaction cost, while ρ− c and τ − c would be the Sharpe ratios net
of transaction cost. Hence, with constant transaction cost the results of this paper are valid.
Note that holding the true net Sharpe τ ∗ − c fix, higher transaction cost c (e.g. due to a
shorter trading horizon) are beneficial as they tend to reduce noise fit and estimation error.
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The intuition is that with a fixed net Sharpe the gross Sharpe is larger when transaction
cost are higher. This implies a more beneficial signal to noise ratio that facilitates parameter
estimation.
Third, in this paper, we chose to consider a setting with Gaussian noise. All results,
however, apply asymptotically with non-Gaussian noise provided two conditions are fulfilled.
i) The noise needs to have sufficiently bounded higher moments and ii) the covariance matrix
Σ needs to be known (and not estimated).
Fourth, it would be interesting to consider the case in which the covariance Σ is only
estimated and not known. A natural modeling choice would be that ΣtrueΣ
−1
estimated is Wishart-
distributed. One can then look at the additional loss of going from τˆ(Σestimated) to τˆ(Σtrue)
where τˆ(Σ) denotes the out-of-sample Sharpe of parameter θˆ when the true covariance is Σ.
7. Conclusion
In this paper, we derived an unbiased estimator of the out-of-sample Sharpe ratio when the
in-sample Sharpe ratio is optimized over k parameters. The estimator, which we call SRIC,
is a closed form correction of the in-sample Sharpe ratio for noise fit and estimation error.
We then showed how to apply SRIC as model selection criterion and interpreted it as
analogue to the Akaike information criterion with the Sharpe ratio rather than log-likelihood
(respectively mean-variance utility) as metric for model fit. While model selection via AIC
leads to higher out-of-sample mean variance utility, model selection by SRIC leads to higher
out-of-sample Sharpe ratios.
Several toy applications illustrated its applicability. SRIC is useful whenever estimating
the Sharpe ratio net of noise fit and estimation error is of interest, i.e. as estimator for
the out-of-sample Sharpe ratio, and when selecting between models of different dimensions
such as factors, asset weights or parameters in prediction models. This makes it particularly
applicable within portfolio management.
8. Appendix
8.1. Proof of Theorem 3.1
Proof of Theorem 3.1 . We have to show
E [ρˆ− τˆ ] = E
[
k
T ρˆ
]
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Now by quadratic optimization (see also section 3.2) we have that θˆ = Σ−1 (µ+ ν) maxi-
mizes the in-sample Sharpe ratio and θ∗ = Σ−1µ maximizes the out-of-sample Sharpe ratio.
Therefore
ρ(θˆ) = ‖µ+ ν‖Σ−1 and (10)
τ(θ∗) = ‖µ‖Σ−1 (11)
with ‖x‖Σ−1 =
√
xTΣ−1x.
Plugging θˆ into τ leads to the out-of-sample Sharpe ratio τˆ
τˆ =
µTΣ−1 (µ+ ν)
‖µ+ ν‖Σ−1
(12)
Using (10) and (12), we have to show
E
[
νTΣ−1 (µ+ ν)
‖µ+ ν‖Σ−1
]
= E
[
k
T ‖µ+ ν‖Σ−1
]
Without loss of generality (after a reparametrization) we can assume that Σ = I, the identity
matrix. We then have to show
E
[
νT (µ+ ν)
‖µ+ ν‖
]
= E
[
k
T ‖µ+ ν‖
]
We write
E
[
νT (µ+ ν)
‖µ+ ν‖
]
=
k+1∑
i=1
E
[
νi (µi + νi)
‖µ+ ν‖
]
=
k+1∑
i=1
Ii
Now integrating out νi,
Ii = E
[
νi (µi + νi)
‖µ+ ν‖
]
= E
[∫ ∞
−∞
νi (µi + νi)
‖µ+ ν‖
√
T
2pi
e−Tν
2
i /2dνi
]
where expectation is over νj, j 6= i
= E
[∫ ∞
−∞
1
T
√
T
2pi
g(νi)f
′(νi)dνi
]
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with
f(νi) = −e−Tν2i /2 and
g(νi) =
νi + µi
‖µ+ ν‖
so that
f ′(νi) = νiTe−Tν
2
i /2
g′(νi) =
1
‖µ+ ν‖ − (νi + µi)
1
‖µ+ ν‖3 (νi + µi)
=
∑
j 6=i
(µj + νj)
2
‖µ+ ν‖3
Hence, via integration by parts
Ii = E
[∫ ∞
−∞
1
T
√
T
2pi
g′(νi) (−f(νi)) dνi
]
=
1
T
E
∫ ∞
−∞
√
T
2pi
∑
j 6=i
(µj + νj)
2
‖µ+ ν‖3 e
−Tν2i /2dνi

=
1
T
E

∑
j 6=i
(µj + νj)
2
‖µ+ ν‖3

By symmetry, we have
k+1∑
i=1
Ii =
1
T
k+1∑
i=1
E

∑
j 6=i
(µj + νj)
2
‖µ+ ν‖3

=
1
T
E
[
k ‖µ+ ν‖2
‖µ+ ν‖3
]
=
1
T
E
[
k
‖µ+ ν‖
]
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what we had to show.
8.2. Proof of Theorem 3.2
Proof of Theorem 3.2 . Without loss of generality we can assume Σ = Ik+1, the identity ma-
trix. We have that ρˆ = ‖µˆ‖ =
√
(µ+ ν)T (µ+ ν). We now expand f(ν) =
√
(µ+ ν)T (µ+ ν)
in a Taylor series. We have
f(0) = ‖µ‖
Df(0)(h) = ‖µ‖−1 (µTh)
D2f(0)(h,w) = −‖µ‖−3 (µTh) (µTw)+ ‖µ‖−1 (wTh)
Hence
f(ν) = ‖µ‖+ ‖µ‖−1 (µTν)− 1
2
‖µ‖−3 (µTν)2 + 1
2
‖µ‖−1 ‖ν‖2 + o(‖ν‖2)
Taking expectations13 gives
E [ρˆ] = E [f(ν)]
= ‖µ‖+ 0− 1
2
1
‖µ‖T +
1
2
k + 1
‖µ‖T + o
(
1
T
)
= ‖µ‖+ 1
2
k
‖µ‖T + o
(
T−1
)
= τ ∗ +
1
2
k
τ ∗
1
T
+ o
(
T−1
)
Now as E [ρˆ]→ τ ∗ we can substitute τ ∗ to obtain
E [ρˆ] = τ ∗ + E
[
1
2
k
ρˆT
]
+ o
(
T−1
)
and therefore that
ρˆ− 1
2
k
ρˆT
is as estimator for τ ∗ asymptotically unbiased of order T−1. As we already know by the
previous theorem that
13Note that the remainder is controlled by the third derivative and the concentration inequality for Gaus-
sian random variables.
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ρˆ− k
ρˆT
is an unbiased estimator for τˆ the claimed splitting is proven.
8.3. Proof of Theorem 3.3
Proof of Theorem 3.3. Without loss of generality (after reparametrization) let Σ = Ik+1, the
identity matrix. Then
ρˆ− τˆ = ν
T (µ+ ν)
‖µ+ ν‖ ≤ ‖ν‖
with equality when µ = 0.
If µ 6= 0 we have by Tayloring f(ν) = ‖µ+ ν‖−1 at ν = 0 and, again without loss of
generality, assuming that µ = ‖µ‖ e1 is a multiple of the first basis vector:
ρˆ− τˆ = ν
T (µ+ ν)
‖µ+ ν‖
= νT (µ+ ν)
(‖µ‖−1 − ‖µ‖−3 µTν + o(‖ν‖))
= ‖µ‖−1
(
νT (µ+ ν)− ‖µ‖−2 (µTν)2)+R
= ‖µ‖−1
(
νTν − (νT e1)2 + ‖µ‖ νT e1)+R
=
1
T ‖µ‖ T
(
νTν − (νT e1)2)︸ ︷︷ ︸
Z
+
1√
T
√
TνT e1︸ ︷︷ ︸
N
+R
=
1
T ‖µ‖Z +
1√
T
N +R
with Z being χ2(k) distributed, N an independent standard normal distributed random
variable and R = νT (µ+ ν)o(‖ν‖)− νTν ‖µ‖−3 µTν so that E [T |R|p]→ 0 for all p ≥ 1 when
T →∞.
8.4. Proof of Theorem 3.5
Proof of Theorem 3.5 . Simple quadratic optimization shows that θˆ = 1
γ
Σ−1 (µ+ ν) maxi-
mizes in-sample utility uˆ, while θ∗ = 1
γ
Σ−1µ maximizes out-of-sample utility u. With this
uˆ(θˆ) = 1
γ
ρˆ2 as well u(θ∗) = 1
γ
τ ∗2.
Now it is straightforward to see that for mean-variance utility
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E [NMV ] = E
[
uˆ(θˆ)
]
− E
[
uˆ(θ∗ )
]
= E
[
1
γ
ρ(θˆ)2
]
− 1
γ
τ(θ∗)2 + 0
=
1
γ
E
[‖µ+ ν‖2Σ−1 − ‖µ‖2Σ−1]
=
1
γ
E
[
2µΣ−1ν + νΣ−1ν
]
=
k + 1
γT
Similarly
E [NMV + EMV + UMV ] = E
[
uˆ(θˆ)
]
− E
[
u(θˆ)
]
=
1
γ
E
[‖µ+ ν‖2Σ−1 − (2µTΣ−1 (µ+ ν)− ‖µ+ ν‖2Σ−1)]
=
2(k + 1)
γT
The simplicity of the proof is due to the beauty of the mean-variance utility and squared
entities: its geometry is linear.
8.5. Proof of Theorem 4.1
Proof of Theorem 4.1 . We start by describing a set-up in which the returns sθt = rtθ are
derived within a setting of market predictions. Though not necessary, we do it in a continuous
time setting here, as this will technically more elegant and less tedious (e.g. when it comes
to the Girsanov Theorem). Note that it also comprises the discrete time case.
Roughly speaking, the assumption that we need is that the system returns sθ are obtained
by betting a weight wt equal to a prediction on markets with return rt. We do not need to
assume, however, that the predictions are actually observed.
For that let pt be a process of cumulative excess returns on m markets given by a solution
to
dpt
pt
= Ytdt+ StdWt (13)
with a m-dimensional Brownian Motion W , a deterministic process Y = (Yt)t∈R and St ∈
Rm,m deterministic and invertible. Here, Y is the (unknown) predictable component of
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the excess returns. Without loss of generality assume that St = Im, the identity matrix.
Otherwise we rotate and change the leverage of the markets pt.
Let
X : [0, T ]×Θ→ Rm with X(θ) ∈ L2([0, T ]) ∀θ ∈ Θ
be a parametrized deterministic process X = (Xt)t≥0, the (parametrized) predictions. Be-
cause in this article we restrict ourself to linear dependencies, we have Xt(θ) = Xtθ with
some abuse of notation.
The assumption is now that the system returns are given by betting with weight wt =
Xt/pt on the markets pt (note that these weights maximize the Sharpe ratio if the expected
return is Xt). Doing so leads to the cash-flow
dsθt = w
T
t dpt
= Xt(θ)
TYtdt+Xt(θ)
TdWt
We derive Σ(θ, θ′), the (annualized) quadratic covariation of sθ as
Σ(θ, θ′) =
1
T
∫ T
0
XTt (θ)Xt(θ
′)dt (14)
and µˆ, the (annualized) realized returns as
µˆ(θ) =
1
T
∫ T
0
Xt(θ)
TYtdt+
1
T
∫ T
0
Xt(θ)
TdWt (15)
= µ(θ) + ν(θ) (16)
where ν(θ) is a random variable with covariance 1
T
Σ. This is exactly the setup14 of section 2.
That is θ parametrizes linearly investment strategies with estimated return µˆ and covariance
Σ. However, now, a parameter θ is related to a prediction Xt(θ) so that we can derive a
(log) likelihood.
We are now able to derive the log-likelihood of prediction θ.
By (13), the dynamics of the market prices are given by (note that without loss of
generality St = Im)
dpt
pt
= Ytdt+ dWt
14Using the linearity Xt(θ) = Xtθ yields with a slight abuse of notation Σ(θ, θ
′) = θTΣθ, µ(θ) = µT θ and
ν(θ) = νT θ, with Σ = 1T
∫ T
0
XTt Xtdt, µ =
1
T
∫ T
0
XTt Ytdt and ν =
1
T
∫ T
0
XTt dWt.
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with unknown Yt. Now θ parametrizes different models Pθ for pt
dpt
pt
= Xt(θ)dt+ dW
θ
t (17)
with W θ a Brownian Motion under Pθ. The question is: What is the (log)likelihood of the
realized market price process p under the model θ? The answer is given by the help of the
Girsanov Theorem. Due to continuous time, each likelihood (density) is zero. So the only
meaningful definition of the log likelihood function is as a relative density with respect to a
reference probability.
A natural reference measure is the probability measure in which there is zero predictabil-
ity, that is a geometric Brownian Motion. For this purpose let
dpt
pt
= dW 0t (18)
be a geometric Brownian Motion under the probability distribution P0.
Let ZT = T µˆ(θ)− 12TΣ(θ, θ)
Then
ZT =
∫ T
0
Xt(θ)
TYtdt+
∫ T
0
Xt(θ)
TdW θt
−1
2
∫ T
0
Xt(θ)
TXt(θ)dt
=
∫ T
0
Xt(θ)
TdW 0t −
1
2
∫ T
0
Xt(θ)
TXt(θ)dt
Hence by the (multivariate) Girsanov Theorem (see any book on stochastic analysis, e.g.
Kallenberg (2002) or Øksendal (2003)), W˜t = W
0
t − diag([Z,W 0]t) = W 0t −
∫ T
0
Xt(θ)dt is a
Brownian Motion under Qθ = exp(ZT )P0. In particular under Qθ:
dpt
pt
= dW 0t = dW˜t +Xt(θ)dt
where is W˜t a Brownian Motion. Hence Qθ
D
= Pθ is the probability measure we are looking
for and dP
θ
dP0 =
dQθ
dP0 = e
ZT . Taking logs finishes the proof.
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8.6. Relation to Siegel Woodgate: Performance of Portfolios
Optimized with Estimation Error
There is an interesting though at first sight not obvious connection to Siegel and Woodgate
(2007). We show how to use their results as estimator for the out-of-sample Sharpe ratio
in our setting as described in section 2. We then show that even though the authors prove
that the estimates of mean and variance are asymptotically unbiased of order 1
T 2
the resulting
estimator for the Sharpe ratio is biased of order 1
T
, the same order of magnitude as without
the adjustment.
To see this, note first that we can do without the volatility adjustment in Siegel and
Woodgate (2007) as increasing the sampling frequency and annualizing mean, variance and
Sharpe ratio lets the variance adjustment converge to zero and the mean adjustment intact.
Second, assume that there is one riskless asset so that µ∗ and σ∗, that is mean and
variance of the minimum variance portfolio in the notation of Siegel and Woodford, are zero.
To be precise a riskless asset would make Σ degenerate, but we can think of a sequence in
which one asset converges to a riskless asset.
In the limit (infinite sampling frequency, one riskless asset) we get, for the biased adjusted
estimates of mean and variance, by using formula (8) in Siegel and Woodgate (2007):
µˆadj = µ0 − n− 3
T
Bˆ2,2µ0
σadj = σ0
where Bˆ(2, 2) = 1‖µˆ‖2 =
1
ρˆ∗2 (as µ
∗ = 0), µ0 is the target mean of the mean-variance portfolio,
σ0 its in-sample volatility and n is the number of assets in the Siegel Woodford framework.
Hence, we obtain the estimated out-of-sample Sharpe as
µadj
σadj
= ρˆ− n− 3
T ρˆ
(19)
where µ0/σ0 = ρˆ is the maximum in-sample Sharpe. Note that due to the riskless assset the
efficient frontier is a line and the Sharpe ratio the same for all target returns µ0 .
Formula (19) is similar to SRIC, but with an adjustment of n− 3 rather than k = n− 2
which would be the adjustment for an unbiased estimator. To see this, note that w ∈ Rn
has n− 1 degrees of freedom and we have to account for the additional riskless asset which
(does not influence the Sharpe and cannot be counted), bringing the degrees of freedom to
n− 2. Hence the bias correction in Siegel and Woodgate (2007) lacks one degree of freedom
when it comes to the Sharpe ratio.
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