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MULTI-CLASSIFIER SYSTEMS FOR OFF-LINE SIGNATURE VERIFICATION
Luana BEZERRA BATISTA
ABSTRACT
Handwritten signatures are behavioural biometric traits that are known to incorporate a con-
siderable amount of intra-class variability. The Hidden Markov Model (HMM) has been suc-
cessfully employed in many off-line signature verification (SV) systems due to the sequential
nature and variable size of the signature data. In particular, the left-to-right topology of HMMs
is well adapted to the dynamic characteristics of occidental handwriting, in which the hand
movements are always from left to right. As with most generative classifiers, HMMs require
a considerable amount of training data to achieve a high level of generalization performance.
Unfortunately, the number of signature samples available to train an off-line SV system is very
limited in practice. Moreover, only random forgeries are employed to train the system, which
must in turn to discriminate between genuine samples and random, simple and skilled forgeries
during operations. These last two forgery types are not available during the training phase.
The approaches proposed in this Thesis employ the concept of multi-classifier systems (MCS)
based on HMMs to learn signatures at several levels of perception. By extracting a high number
of features, a pool of diversified classifiers can be generated using random subspaces, which
overcomes the problem of having a limited amount of training data.
Based on the multi-hypotheses principle, a new approach for combining classifiers in the ROC
space is proposed. A technique to repair concavities in ROC curves allows for overcoming
the problem of having a limited amount of genuine samples, and, especially, for evaluating
performance of biometric systems more accurately. A second important contribution is the
proposal of a hybrid generative-discriminative classification architecture. The use of HMMs
as feature extractors in the generative stage followed by Support Vector Machines (SVMs) as
classifiers in the discriminative stage allows for a better design not only of the genuine class,
but also of the impostor class. Moreover, this approach provides a more robust learning than
a traditional HMM-based approach when a limited amount of training data is available. The
last contribution of this Thesis is the proposal of two new strategies for the dynamic selection
(DS) of ensemble of classifiers. Experiments performed with the PUCPR and GPDS signature
databases indicate that the proposed DS strategies achieve a higher level of performance in
off-line SV than other reference DS and static selection (SS) strategies from literature.
Keywords : Dynamic Selection, Ensembles of Classifiers, Hidden Markov Models, Hybrid
Generative-Discriminative Systems, Multi-Classifier Systems, Off-line Signature Verification,
ROC Curves, Support Vector Machines.
SYSTÈMES DE CLASSIFICATEURS MULTIPLES POUR LA VÉRIFICATION
HORS-LIGNE DE SIGNATURES MANUSCRITES
Luana BEZERRA BATISTA
RÉSUMÉ
Les signatures manuscrites sont des traits biométriques comportementaux caractérisés par une
grande variabilité intra-classe. Les modèles de Markov cachés (MMCs) ont été utilisés avec
succès en vérification hors-ligne des signatures manuscrites (VHS) en raison de la nature sé-
quentielle et très variable de la signature. En particulier, la topologie gauche-droite des MMCs
est très bien adaptée aux caractéristiques de l’écriture occidentale, dont les mouvements de la
main sont principalement exécutés de la gauche vers la droite. Comme la plupart des classifi-
cateurs de type génératif, les MMCs requièrent une quantité importante de données d’entraî-
nement pour atteindre un niveau de performance élevé en généralisation. Malheureusement, le
nombre de signatures disponibles pour l’apprentissage des VHS est très limité en pratique. De
plus, uniquement les faux aléatoires sont utilisés pour l’apprentissage des VHS qui doivent être
en mesure de discriminer entre les signatures authentiques et les classes de faux aléatoires, les
faux simples et les imitations. Ces deux dernières classes de faux ne sont pas disponibles lors
de la phase d’apprentissage.
Les approches proposées dans cette thèse reposent sur le concept des classificateurs multiples
basés sur des MMCs exploités pour l’extraction de plusieurs niveaux de perception des signa-
tures. Cette stratégie basée sur la génération d’un nombre très important de caractéristiques
permet la mise en œuvre de classificateurs dans les sous-espaces aléatoires, ce qui permet de
s’affranchir du nombre limité de données disponibles pour l’entraînement.
Une nouvelle approche pour la combinaison des classificateurs basée sur le principe des hy-
pothèses multiples dans l’espace ROC est proposée. Une technique de réparation des courbes
ROC permet de s’affranchir du nombre limité de signatures disponibles et surtout pour l’éva-
luation de la performance des systèmes biométriques. Une deuxième contribution importante
est la proposition d’une architecture de classification hybride de type génératif-discriminatif.
L’utilisation conjointe des MMCs pour l’extraction des caractéristiques et des machines à vec-
teurs de support (MVSs) pour la classification permet une meilleure représentation non seule-
ment de la classe des signatures authentiques, mais aussi de la classe des imposteurs. L’ap-
proche proposée permet un apprentissage plus robuste que les approches MMCs convention-
nelles lorsque le nombre d’échantillons disponibles est limité. La dernière contribution de cette
thèse est la proposition de deux nouvelles stratégies pour la sélection dynamique (SD) d’en-
sembles de classificateurs. Les résultats obtenus sur les bases de signatures manuscrites PUCPR
et GPDS, montrent que les stratégies proposées sont plus performantes que celles publiées dans
la littérature pour la sélection dynamique ou statique des ensembles de classificateurs.
VI
Mots-clés : Courbes ROC, ensembles de classificateurs, machines à vecteurs de support, mo-
dèles de Markov cachés, sélection dynamique de classificateurs, systèmes hybrides génératifs-
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INTRODUCTION
Biometrics refers to automated methods used to authenticate the identity of a person. In con-
trast to the conventional identification systems, whose features (such as ID cards or passwords)
can be forgotten, lost or, either, stolen, biometric systems are based on physiological or behav-
ioral features of the individual that are difficult for another individual to reproduce; thereby
reducing the possibility of forgery (Kung et al., 2004). Fingerprints, voice, iris, retina, hand,
face, handwriting, keystroke and finger shape are examples of popular features used in biomet-
rics. The use of other biometric measures, such as gait, ear shape, head resonance, optical skin
reflectance and body odor, is still in an initial research phase (Wayman et al., 2005).
The handwritten signature has always been one of the most simple and accepted biometric trait
used to authenticate official documents. It is easy to obtain, results from a spontaneous gesture
and it is unique to each individual. Automatic signature verification is, therefore, relevant
in many situations where handwritten signatures are currently used, such as cashing checks,
transactions with credit cards, and authenticating documents (Jain et al., 2002).
Signature Verification (SV) systems seek to authenticate the identity of an individual, based
on the analysis of his/her signature, through a process that discriminates a genuine signature
from a forgery (Plamondon, 1994). There are three main types of forgeries, namely, random,
simple and skilled (see Figure 0.1). A random forgery is usually a genuine signature sample
belonging to a different writer. It is produced when the forger has no access to the genuine
samples, not even the writer’s name. In the case of simple forgeries, only the writer’s name
is known. Thus, the forger reproduces the signature in his/her own style. Finally, a skilled
forgery represents a reasonable imitation of a genuine signature. Generally, only genuine and
random forgery samples are used to design a SV system. The reason is that, in practice, forged
signatures samples are rarely available. On the other hand, different types of forgeries are used
to evaluate the system performance.
Depending on the data acquisition mechanism, the process of SV can be classified as on-line or
off-line. The on-line (or dynamic) approach employs specialized hardware (such as a digitizing
2(a) (b)
(c) (d)
Figure 0.1 Examples of (a) genuine signature, (b) random forgery, (c) simple forgery and
(d) skilled forgery.
tablet or a pressure sensitive pen) in order to capture the pen movements over the paper at the
time of the writing. In this case, a signature can be viewed as a space-time variant curve that can
be analyzed in terms of its curvilinear displacement, its angular displacement and the torsion
of its trajectory (Plamondon and Lorette, 1989).
On the other hand, with the off-line (or static) approach, the signature is available on a sheet
of paper, which is later scanned in order to obtain a digital representation composed of m × n
pixels. Hence, the signature image is considered as a discrete 2-D function I(x, y), where
x = 0, 1, 2, . . . , m and y = 0, 1, 2, . . . , n denote the spatial coordinates, and the value of I in
any (x, y) corresponds to the grey level (generally a value from 0 to 255) in that point (Gonzalez
and Woods, 2002).
Figure 0.2 shows an example of a generic SV system, which follows the classical pattern recog-
nition model steps, that is, image acquisition, preprocessing, feature extraction, and classifica-
tion. After acquisition, some corrections – such as noise removal and centering – are applied to
the raw signature image during the pre-processing step. Then, a set of representative features
are extracted and assembled into a vector F. This feature vector should maximize the distance
3between signature samples of different writers, while minimizing the distance between sig-
nature samples belonging to the same writer. Finally, a classification algorithm classifies the
signature as genuine or forgery. Chapter 1 presents a survey of techniques employed by off-line
SV systems in the steps of feature extraction and classification.
Figure 0.2 Block diagram of a generic SV system.
Problem Statement
Over the last two decades, and with the renewed interest in biometrics caused by the tragic
events of 9/11, several innovative approaches for off-line SV have been introduced in the li-
terature. Off-line SV research generally focuses on the phases of feature extraction and/or
classification. In this Thesis, the main focus is on techniques and systems for the classification
phase.
Among the well-known classifiers used in pattern recognition, the discrete Hidden Markov
Model (HMM) (Rabiner, 1989) – a finite stochastic automata used to model sequences of
observations – has been successfully employed in off-line SV due to the sequential nature and
4variable size of the signature data (El-Yacoubi et al., 2000; Ferrer et al., 2005; Justino et al.,
2000; Rigoll and Kosmala, 1998). In particular, the left-to-right topology of HMMs is well
adapted to the dynamic characteristics of European and American handwriting, in which the
hand movements are always from left to right.
Handwritten signatures are behavioural biometric traits that are known to incorporate a con-
siderable amount of intra-class variability. Figure 0.3 presents the superimposition of several
signature skeletons samples of the same writer. Note that the intrapersonal variability occurs
mostly in the horizontal direction, since there is normally more space to sign in this direction.
By using a grid segmentation scheme adapted to the signature size, Rigoll and Kosmala (1998),
and later Justino et al. (2000), have shown that discrete HMMs are suitable for modeling the
variabilities observed among signature samples of a same writer.
Figure 0.3 Example of several superimposed signature samples of the same writer.
As the HMM is a generative classifier (Drummond, 2006), it requires a considerable amount
of training data to achieve a high level of performance. Unfortunately, acquiring signature
samples for the design of off-line SV systems is a costly and time consuming process. For
instance, in banking transactions, a client is asked to supply between 3 and 5 signatures samples
at the time of his/her subscription.
5Another issue with the use of discrete HMMs regards the design of codebooks1. Typically, the
data used to generate codebooks are the same data that are employed to train the HMMs (Ferrer
et al., 2005; Rigoll and Kosmala, 1998). In the work of Ferrer et al. (2005), all writers share a
global codebook generated with their training data. The main drawback of this strategy is the
need to reconstruct the codebook and retrain the HMMs, whenever a new writer is added to the
system. According to Rigoll and Kosmala (1998), the utilization of user-specific codebooks,
generated by using only the training signatures of a particular writer, adds one more personal
characteristic to the verification process. However, this strategy has been shown to yield poor
system performance when few signature samples are available (El-Yacoubi et al., 2000).
Regardless the type of classifier chosen to perform off-line SV, the availability of a limited
amount of signature samples per writer is a fundamental problem in this field. By using a small
training set, the class statistics estimation errors may be significant, resulting in unsatisfactory
classification performance (Fang and Tang, 2005). Moreover, a high number of features is
generally extracted from a handwritten signature image, which increases the difficulty of the
problem. These crucial issues have received little attention in the literature. Proposed solutions
from literature are:
1) The generation of synthetic samples, by adding noise or applying transformations to the
available genuine signature samples (Fang et al., 2002; Fang and Tang, 2005; Huang and
Yan, 1997; Vélez et al., 2003);
2) The selection of the most discriminative features, by using feature selection algorithms such
as Genetic Algorithms (Xuhua et al., 1996) or Adaboost (Rivard, 2010);
3) The use of a dichotomic approach based on dissimilarity representation. This approach al-
lows to reduce the SV problem into two classes (i.e., genuine and impostor classes), regard-
less the number of writers enrolled to the system, while increasing the quantity of training
1A codebook contains a set of symbols, each one associated with a cluster of feature vectors, used to generate
sequences of discrete observations in discrete HMM-based systems.
6vectors. In this case, the population of writers shares a same global classifier (Bertolini
et al., 2010; Rivard, 2010; Santos et al., 2004).
Objectives and Contributions
The main objective of this Thesis is to design accurate and adaptive off-line SV systems, based
on multiple left-to-right HMMs, with a reduced number of genuine signatures per writer. For
this purpose, this Thesis contains the following contributions to the advancement of knowledge
in off-line SV and pattern recognition in general:
1) Use of the concept of Multi-Classifier Systems (MCS) in off-line SV. A promising way
to improve off-line SV performance is through MCS (Bajaj and Chaudhury, 1997; Bertolini
et al., 2010; Blatzakis and Papamarkos, 2001; Huang and Yan, 2002; Sabourin and Genest,
1995; Sansone and Vento, 2000). The motivation of using MCS stems from the fact that
different classifiers usually make different errors on different samples. Indeed, it has been
shown that, when the response of a set of C classifiers is averaged, the variance contribution
in the bias-variance decomposition decreases by 1/C, resulting in a smaller expected classi-
fication error (Tax, 2001; Tumer and Ghosh, 1996). Instead of trying to increase the number
of training samples or to select the most discriminative features to overcome the problem
of having a limited amount of training data, the off-line SV approaches proposed in this
Thesis take advantage of the high number of features typically extracted from handwritten
signatures to produce multiple classifiers that work together in order to reduce error rates.
2) Proposal of a multi-hypothesis approach. Off-line SV systems based on HMMs generally
employs a single HMM per writer. By using a single codebook, different number of states
are tried in order to select that one providing the highest training probability (Justino et al.,
2001; El-Yacoubi et al., 2000). In an attempt to reduce error rates and to take advantage
of the sub-optimal HMMs often discarded by the traditional systems, a multi-hypothesis
approach is proposed in this Thesis. Multiple discrete left-to-right HMMs are trained per
writer by using different number of states and codebook sizes, allowing the system to learn
7a signature at different levels of perception. The codebooks are generated using signature
samples of an independent database, supplied by writers not enrolled to the SV system.
This prior knowledge ensures that system design can be triggered even with a single user.
This contribution has been published as a journal article in (Batista et al., 2010a) and as a
conference article in (Batista et al., 2009).
3) Proposal of a hybrid generative-discriminative architecture. Despite the success of
HMMs in SV, several important systems have been developed with discriminative classifiers
(Impedovo and Pirlo, 2008). In this Thesis, a hybrid architecture composed of a generative
stage followed by discriminative stage is proposed. In the generative stage, multiple discrete
left-to-right HMMs – some representing the genuine class, some representing the impostor
class – are used as feature extractors for the discriminative stage. In other words, HMM
likelihoods are measured for each training signature, resulting in feature vectors used to
train a pool of two-class classifiers (2-CCs) in the discriminative stage. The 2-CCs are
trained through a specialized Random Subspace Method (RSM), which takes advantage of
the high number of features produced by the generative stage. The main advantage of this
hybrid architecture is that it allows to model not only the genuine class, but also the impostor
class. Traditional SV approches based on HMMs generally use only genuine signatures as
training set. Then, a decision threshold is defined by using a validation set composed of
genuine and random forgery samples. This contribution has been published as conference
articles in (Batista et al., 2010b) and (Batista et al., 2010c), and submitted as a journal article
to Pattern Recognition (december, 2010).
4) Proposal of new dynamic selection strategies. Given a pool of classifiers, an important
issue is the selection of a diversified subset of classifiers to form an ensemble, such that the
recognition rates are maximized during operations (Ko et al., 2008). In this work, this task
is performed dynamically, with two new strategies based on K-nearest-oracles (KNORA)
(Ko et al., 2008) and on output profiles (OP) (Cavalin et al., 2010). As opposed to static
selection (SS), where a single ensemble of classifiers (EoC) is selected before operations
and used for all input samples, dynamic selection (DS) allows the selection of a different
8EoC for each input sample during the operational phase. Moreover, when signature samples
become available overtime, they can be incrementally incorporated to the system and used
to improve the selection of the most adequate EoC. This is an important challenge in SV,
since it is very difficult to get all possible signature variations – due to the age, psycholog-
ical and physical state of an individual – during the training phase. This contribution has
been published as conference articles in (Batista et al., 2010b) and (Batista et al., 2010c),
accepted for publication in (Batista et al., 2011), and submitted as a journal article to Pattern
Recognition (december, 2010).
5) Use of ROC curves as performance evaluation tool. Generally, SV systems have been
evaluated through error rates calculated from a single threshold, assuming that the classifi-
cation costs are always the same. Though not fully explored in the literature, it has recently
been shown that the Receiver Operating Characteristic (ROC) curve provides a powerful
tool for evaluating, combining and comparing off-line SV systems (Coetzer and Sabourin,
2007; Oliveira et al., 2007). In this work, the overall system performance is measured by
an averaged ROC curve that takes into account all the writers enrolled to the system. Each
writer has his/her own set of thresholds, and the decision of using a specific operating point
may be made dynamically according to the risk associated with the amount of a bank check.
6) Proposal of an approach to repair ROC curves. As the dataset used to model the signa-
tures of a writer generally contains a reduced number of genuine samples against several
random forgeries, it is common to obtain ROC curves with concave areas. In general, a con-
cave area indicates that the ranking provided by the classifier in this region is worse than
random (Flach and Wu, 2003). Based on the combination of multiple discrete left-to-right
HMMs, this Thesis proposes an approach to repair concavities of individual ROC curves
while generating a high quality averaged ROC curve. This contribution has been published
as a journal article in (Batista et al., 2010a) and as a conference article in (Batista et al.,
2009).
9Organization of the Thesis
This Thesis is composed of three main chapters. In Chapter 1, the state-of-the-art in off-line
SV over the last two decades is presented. It includes the most important techniques used
for feature extraction and classification, the strategies proposed to face the problem of limited
amount of data, as well as the research directions in this field.
In Chapter 2, an approach based on the combination of multiple discrete left-to-right HMMs
in the ROC space is proposed to improve performance of off-line SV systems designed from
limited and unbalanced data. By selecting the most accurate HMM(s) for each operating point,
we show that it is possible to construct a composite ROC curve that provides a more accurate
estimation of system performance during training (i.e., without concavities) and significantly
reduces the error rates during operations. Experiments performed with a real-world signature
database (comprised of random, simple and skilled forgeries) are presented and analysed.
In Chapter 3, the problem of having a limited amount of genuine signature samples is addressed
by designing a hybrid system based on the dynamic selection of generative-discriminative en-
sembles. By using multiple discrete left-to-right HMMs as feature extractors in the generative
stage and an ensemble of two-class classifiers in the discriminative stage, we demonstrate the
advantages of using a hybrid approach. This chapter also proposes two dynamic selection
(DS) strategies – to select the most accurate EoC for each input signature – suitable for incre-
mental learning. Experiments performed with two different real-world signature databases are
presented and analysed.
Finally, the conclusions and proposals for further work are presented.
CHAPTER 1
THE STATE-OF-THE-ART IN OFF-LINE SIGNATURE VERIFICATION
The goal of a Signature Verification (SV) system is to authenticate the identity of an individual,
based on the analysis of his/her signature, through a process that discriminates a genuine sig-
nature from a forgery (Plamondon, 1994). Such as described in the previous chapter, random,
simple and skilled are the three main types of forgeries.
SV is directly related to the alphabet (Roman, Chinese, Arabic, etc.) and the form of writing
of each region (Justino, 2001). Figure 1.1 presents examples of signatures proceeding from the
Roman (occidental) and Japanese alphabets.
(a) (b)
Figure 1.1 Examples of (a) Occidental and (b) Japanese signatures.
Adapted from Justino (2001)
The occidental signatures can be classified in two main styles: cursive or graphical, as shown
in Figure 1.2. With cursive signatures, the author writes his or her name in a legible way, while
the graphical signatures contain complex patterns which are very difficult to interpret as a set
of characters.
Off-line SV systems deal with signature samples originally available on sheets of paper, which
are later scanned in order to obtain a digital representation. Given a digitized signature image,
an off-line SV system will perform preprocessing, feature extraction, and classification (also
called “verification” in the SV field).
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(a) (b) (c)
Figure 1.2 Examples of (a) (b) cursive and (c) graphical signatures.
The rest of this chapter is organized as follows. Sections 1.1 and 1.2 present, respectively, a
literature review on feature extraction techniques and verification strategies proposed for off-
line SV. Then, Section 1.3 describes some strategies used to face the problem of having a
limited amount of data. Finally, Section 1.4 concludes the chapter with a general discussion.
The contents of this chapter have been published as a book chapter in (Batista et al., 2007).
1.1 Feature Extraction Techniques
Feature extraction is essential to the success of a SV system. In an off-line environment, the
signatures are usually acquired from a paper document, and preprocessed before the feature
extraction begins. Feature extraction is a fundamental task because of the handwritten sig-
natures variability and the lack of dynamic information about the signing process. An ideal
feature extraction technique extracts a minimal feature set that maximizes the interpersonal
distance between signature examples of different writers, while minimizing the intrapersonal
distance for those belonging to the same writer. There are two classes of features used in off-
line SV, namely, (i) Static, related to the signature shape, and (ii) Pseudo-dynamic, related to
the dynamics of the handwriting.
These features can be extracted locally, if the signature is viewed as a set of segmented regions,
or globally, if the signature is viewed as a whole. It is important to note that techniques used
to extract global features can also be applied to specific regions of the signature in order to
produce local features. In the same way, a local technique can be applied to the whole image
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to produce global features. Figure 1.3 presents a taxonomy of the categories of features used
SV.
Figure 1.3 A taxonomy of feature types used in SV.
Local features can be categorized as contextual and non-contextual. If the signature segmen-
tation is performed in order to interpret the text (for example, bars of "t" and dots of "i"), the
analysis is considered contextual (Chuang, 1977). This type of analysis is not popular for two
reasons: (i) it requires a complex segmentation process and (ii) it is not suitable to deal with
graphical signatures. On the other hand, if the signature is viewed as a drawing composed of
line segments (as it occurs in the majority of the literature), the analysis is considered non-
contextual.
Before describing the most important feature extraction techniques in the field of off-line SV,
the main types of signature representations are discussed.
1.1.1 Signature Representations
Some techniques transform the signature image into another representation before extracting
the features. Off-line SV literature is quite extensive about signature representations.
The box representation (Frias-Martinez et al., 2006) is composed of the smallest rectangle
fitting the signature. Its perimeter, area and perimeter/area ratio are generally employed as fea-
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tures. The convex hull representation (Frias-Martinez et al., 2006) is composed of the smallest
convex hull fitting the signature. The area, roundness, compactness, length and orientation are
examples of features extracted from this representation.
The skeleton of the signature, its outline, directional frontiers and ink distributions have also
been used as signature representations (Huang and Yan, 1997). The skeleton (or core) repre-
sentation is the pixel wide strokes resulting from the application of a thinning algorithm to a
signature image. The skeleton can be used to identify the signature edge points (1-neighbor
pixels) that mark the beginning and ending of strokes (Ozgunduz et al., 2005). Pseudo-Zernike
moments have also been extracted from this kind of representation (Wen-Ming et al., 2004).
The outline representation is composed of every black pixel adjacent to at least one white pixel.
Huang and Yan (1997) consider as belonging to the signature outline, the pixels whose grey-
level values are above the threshold of 25% and whose 8-neighbor count is below 8 (see Figure
1.4). Whereas Ferrer et al. (2005) obtained the signature outline by applying morphological
operations (see Figure 1.5). First, a dilatation is applied in order to reduce the signature vari-
ability. After that, a filling operation is used to simplify the outline extraction process. Finally,
the extracted outline is represented in terms of its Cartesian and Polar coordinates.
(a) (b)
Figure 1.4 Examples of (a) handwritten signature and (b) its outline.
Adapted from Huang and Yan (1997)
Directional frontiers (also called shadow images) are obtained when keeping only the black
pixels touching a white pixel in a given direction (and there are 8 possible directions). To
perform ink distribution representations, a virtual grid is superposed over the signature image.
The cells containing more than 50% of black pixels are completely filled, while the others are
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(a) (b) (c) (d)
Figure 1.5 Signature outline extraction using morphological operations: (a) original
signature, (b) dilated signature, (c) filled signature and (d) signature outline.
Adapted from Ferrer et al. (2005)
emptied. Depending on the grid scale, the ink distributions can be coarser or more detailed.
The number of filled cells can also be used as a global feature.
Upper and lower envelopes (or profiles) are also found in the literature. The upper envelope
is obtained by selecting column-wise the upper pixels of a signature image, while the lower
envelope is achieved by selecting the lower pixels, as illustrated by Figure 1.6. The numbers of
turns and gaps in these representations have been used as global features (Ramesh and Murty,
1999).
(a) (b)
Figure 1.6 Examples of (a) handwritten signature and (b) its upper and lower envelopes.
Adapted from Bertolini et al. (2010)
Regarding the Mathematic transforms, Nemcek and Lin (1974) employed the fast Hadamard
transform in their feature extraction process as a trade-off between computational complex-
ity and representation accuracy, when compared to other transforms. Whereas Coetzer et al.
15
(2004) employed the Discrete Radon transform to extract observation sequences of signatures,
which was used to train a Hidden Markov Model.
Finally, signature images can also undergo a series of transformations before feature extraction.
For example, Tang et al. (2002) used a central projection to reduce the signature image to a 1-D
signal that was, in turn, transformed by a wavelet before fractal features were extracted.
1.1.2 Geometrical Features
Global geometric features measure the shape of a signature. The height, the width (Armand
et al., 2006a) and the area (or pixel density) (El-Yacoubi et al., 2000) of the signature are basic
features belonging to this category. The height and width can be combined to form the aspect
ratio (or caliber) (Oliveira et al., 2005), as depicted in Figure 1.7.
(a) (b)
Figure 1.7 Examples of signatures with two different calibers: (a) large, and (b) medium.
Adapted from Oliveira et al. (2005)
More elaborated geometric features consist of proportion, spacing and alignment to baseline.
Proportion, as depicted in Figure 1.8, measures the height variations of the signature; while
spacing, depicted in Figure 1.9, describes the gaps in the signature (Oliveira et al., 2005).
Alignment to baseline extracts the general orientation of the signature according to a baseline
reference (Armand et al., 2006a; Frias-Martinez et al., 2006; Oliveira et al., 2005; Senol and
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Yildirim, 2005) (see Figure 1.10). Finally, connected components can also be employed as
global features, such as the number of 4-neighbors and 8-neighbors pixels in the signature
image (Frias-Martinez et al., 2006).
(a) (b)
(c)
Figure 1.8 Examples of (a) proportional, (b) disproportionate, and (c) mixed signatures.
Adapted from Oliveira et al. (2005)
(a) (b)
Figure 1.9 Examples of signatures (a) with spaces and (b) no space.
Adapted from Oliveira et al. (2005)
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(a) (b)
Figure 1.10 Examples of signatures with an alignment to baseline of (a) 22◦, and (b) 0◦.
Adapted from Oliveira et al. (2005)
1.1.3 Statistical Features
Many authors use projection representation. It consists of projecting every pixel on a given axis
(usually horizontal or vertical), resulting in a pixel density distribution. Statistical features,
such as the mean (or center of gravity), global and local maximums are generally extracted
from this distribution (Frias-Martinez et al., 2006; Ozgunduz et al., 2005; Senol and Yildirim,
2005). Moments - which can include central moments (i.e. skewness and kurtosis) (Bajaj and
Chaudhury, 1997; Frias-Martinez et al., 2006) and moment invariants (Al-Shoshan, 2006; Lv
et al., 2005; Oz, 2005) - have also been extracted from a pixel density distribution.
Several other types of distributions can be extracted from an off-line signature. Drouhard et al.
(1996) extracted directional PDF (Probability Density Function) from the gradient intensity
representation of the silhouette of a signature. Stroke direction distributions have been ex-
tracted using structural elements and morphologic operators (Frias-Martinez et al., 2006; Lv
et al., 2005; Madasu, 2004; Ozgunduz et al., 2005). A similar technique is used to extract edge-
hinge (strokes changing direction) distributions (Madasu, 2004) and slope distributions, from
signature envelopes (Fierrez-Aguilar et al., 2004; Lee and Lizarraga, 1996). Finally, Madasu




Similarity features differ from other types of features in the sense that they are extracted from
a set of signatures. Thus, in order to extract these features, one signature is the questioned
signature while the others are used as references.
In literature, Dynamic Time Warping seems to be the matching algorithm of choice. However,
since it works with 1-D signals, the 2-D signature image must be reduced to one dimension. To
that effect, projection and envelope representations have been used (Fang et al., 2003; Khol-
matov, 2003). A weakness of the Dynamic Time Warping is that it cumulates errors and, for
this reason, the sequences to match must be the shortest as possible. To solve this problem, a
wavelet transform can be used to extract inflection points from the 1-D signal. Then, Dynamic
Time Warping matches this shorter sequence of points (Deng et al., 2003). The inflection
points can also be used to segment the wavelet signal into shorter sequences to be matched by
the Dynamic Time Warping algorithm (Ye et al., 2005).
Among other methods, a local elastic algorithm was used by Fang et al. (2003) and You et al.
(2005) to match the skeleton representations of two signatures, and cross-correlation was used
by Fasquel and Bruynooghe (2004) to extract correlation peak features from multiple signature
representations obtained from identity filters and Gabor filters.
1.1.5 Fixed Zoning
Several fixed zoning methods are described in the literature. Usually, the signature is divided
into strips (vertical or horizontal) or using a layout like a grid (see Figure 1.11) or angular
partitioning. Then, geometric features (Armand et al., 2006b; Ferrer et al., 2005; Huang and
Yan, 1997; Justino et al., 2005; Martinez et al., 2004; Ozgunduz et al., 2005; Qi and Hunt,
1994; Santos et al., 2004; Senol and Yildirim, 2005), wavelet transform features and statistical
features (Fierrez-Aguilar et al., 2004; Frias-Martinez et al., 2006; Hanmandlu et al., 2005;
Justino et al., 2005; Madasu, 2004) can be extracted.
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Figure 1.11 Grid segmentation using (a) square cells and (b) rectangular cells.
Adapted from Justino et al. (2000)
Strips based methods include peripheral features extraction from horizontal and vertical strips
of a signature edge representation. Peripheral features measure the distance between two edges
and the area between the virtual frame of the strip and the first edge of the signature (Fang et al.,
2002; Fang and Tang, 2005).
The Modified Direction Feature (MDF) technique (Armand et al., 2006b) extracts the location
of the transitions from the background to the signature and their corresponding direction values
for each cell of a grid superposing the signature image. The Gradient, Structural and Concavity
(GSC) technique (Kalera et al., 2004; Srihari et al., 2004) extracts gradient features from edge
curvature, structural features from short strokes and concavity features from certain hole types
independently for each grid cell covering the signature image.
The Extended Shadow Code (ESC) technique, proposed by Sabourin and colleagues (Sabourin
et al., 1993; Sabourin and Genest, 1994, 1995), centers the signature image on a grid layout
where each rectangular cell of the grid is composed of six bars: one bar for each side of the cell
plus two diagonal bars stretching from a corner of the cell to the other in an ‘X’ fashion. The
pixels of the signature are projected perpendicularly on the nearest horizontal bar, the nearest
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vertical bar, and also on both diagonal bars (see Figure 1.14). The features are extracted from
the normalized area of each bar that is covered by the projected pixels.
The envelope-based technique (Bajaj and Chaudhury, 1997; Ramesh and Murty, 1999) de-
scribes, for each grid cell, the comportment of the upper and lower envelope of the signature.
In the approach of Bajaj and Chaudhury (1997), a grid 4X3 is superimposed on the upper and
lower envelopes, as shown in the Figure 1.12. After that, a numerical value is assigned for
each grid element. The following values are possible (Bajaj and Chaudhury, 1997; Ramesh
and Murty, 1999) :
• 0, if the envelope does not pass through the cell;
• 1, if the envelope passes through the cell, but no prominent peak/valley lies inside the cell
(or both prominent peak and valley lies in the cell);
• 2, if a prominent peak (maximal curvature) lies inside the cell;
• 3, if a prominent valley (minimum curvature) lies inside the cell;
• 4, if a prominent upslope lies inside the cell;
• 5, if a prominent downslope lies inside the cell.
While the pecstrum technique (Sabourin et al., 1996, 1997b) centers the signature image on a
grid of overlapping retinas and then uses successive morphological openings to extract local
Granulometric Size Distributions. The positive pattern spectrum is computed by measuring the
result of successive morphological openings of the object, as the size of the structuring element
increases. In a similar way, the negative pattern spectrum is obtained from the sequence of
closings of the object. Figure 1.13 shows a retina example.
1.1.6 Signal Dependent Zoning
Signal dependent zoning generates different regions adapted to individual signatures. Mar-
tinez et al. (2004), followed by Ferrer et al. (2005) and Vargas et al. (2008), extracted position
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(a) (b) 
Figure 1.12 Examples of (a) handwritten signature and (b) its envelopes.
Adapted from Bajaj and Chaudhury (1997)
Figure 1.13 Retina used to extract local Granulometric Size Distributions.
Adapted from Sabourin et al. (1997b)
features from a contour representation in polar coordinates. Still using the polar coordinate
system, signal dependent angular-radial partitioning techniques have been developed. These
techniques adjust themselves to the circumscribing circle of the signature to achieve scale in-
variance. Rotation invariance is achieved by synchronizing the sampling with the baseline of
the signature. Shape matrices have been defined in this way to sample the silhouette of two
signatures and extract similarity features (Sabourin et al., 1997a) (see Figure 1.15). A similar
method is used by Chalechale et al. (2004), though edge pixel area features are extracted from
each sector and rotation invariance is obtained by applying a 1-D discrete Fourier transform to
the extracted feature vector.
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Figure 1.14 Example of feature extraction on a looping stroke by the Extended Shadow
Code technique. Pixel projections on the bars are shown in black.
Adapted from Sabourin et al. (1993)
Figure 1.15 Example of polar sampling on an handwritten signature. The coordinate
system is centered on the centroid of the signature to achieve translation invariance and
the signature is sampled using a sampling length α and an angular step β.
Adapted from Sabourin et al. (1997a)
By using a Cartesian coordinate system, signal dependent retinas were employed by Ando
and Nakajima (2003) to define the best local regions capturing the intrapersonal similarities
from the reference signatures of individual writers. The location and size of the retinas were
optimized through a genetic algorithm. Then, similarity features could be extracted from the
questioned signature and its reference set.
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In the work of Igarza et al. (2005), a connectivity analysis was performed on the signature
images in order to obtain local regions from which geometric and position features were ex-
tracted. A more detailed analysis was performed by Perez-Hernandez et al. (2004), where
stroke segments were obtained by first finding the direction of each pixel of the skeleton of the
signature and then using a pixel tracking process. Then, the orientation and endpoints of the
strokes were employed as features. Another technique consists of eroding the stroke segments
into bloated regions before extracting similarity features (Franke et al., 2002).
Instead of using strokes, Xiao and Leedham (2002) segmented upper and lower envelopes
whose orientation changed sharply. After that, length, orientation, position and pointers to the
left and right neighbors of each segment were extracted. Finally, Chen and Srihari matched two
signature contours using Dynamic Time Warping before segmenting and extracting Zernike
moments.
1.1.7 Pseudo-dynamic Features
The lack of dynamic information is a serious constraint in off-line SV. The knowledge of the
pen trajectory, along with speed and pressure, gives an edge to on-line systems. To overcome
this difficulty, some approaches use dynamic signature references to develop individual stroke
models that can be applied to off-line questioned signatures. For instance, Guo et al. (1997,
2000) used stroke-level models and heuristic methods to locally compare dynamic and static
pen positions and stroke directions. Lau et al. (2005) developed the Universal Writing Model
(UWM), which consists of a set of distribution functions constructed using the attributes ex-
tracted from on-line signature samples. Whereas Nel et al. (2005) used a probabilistic model of
the static signatures based on Hidden Markov Models, where the models restricted the choice
of possible pen trajectories describing the signature morphology. Then, the optimal pen trajec-
tory was calculated by using a dynamic sample of the signature.
Without resorting to on-line examples, it is possible to extract pseudo-dynamic features from
static signature images. Pressure features can be extracted from pixel intensity (i.e. grey levels)
(Huang and Yan, 1997; Lv et al., 2005; Santos et al., 2004; Wen-Ming et al., 2004) and stroke
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width (Lv et al., 2005; Oliveira et al., 2005). In the approach of Huang and Yan (1997), pixels
whose grey-level values are above the threshold of 75% are considered as belonging to high
pressure regions (see Figure 1.16).
(a) (b)
Figure 1.16 Examples of (a) signature and (b) its high pressure regions.
Adapted from Huang and Yan (1997)
Finally, speed information can be extrapolated from stroke curvature (Justino et al., 2005; San-
tos et al., 2004), stroke slant (Justino et al., 2005; Oliveira et al., 2005; Senol and Yildirim,
2005), progression (Oliveira et al., 2005; Santos et al., 2004) and form (Oliveira et al., 2005).
Figure 1.17 illustrates two stroke progressions.
(a) (b)
Figure 1.17 Examples of stroke progression: (a) few changes in direction indicates a tense
stroke, and (b) a limp stroke changes direction many times.
Adapted from Oliveira et al. (2005)
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1.2 Verification Strategies and Experimental Results
This section categorizes some research in off-line SV according to the technique used to per-
form verification, that is, Distance Classifiers, Artificial Neural Networks, Hidden Markov
Models, Dynamic Time Warping, Support Vector Machines and Multi-Classifier Systems.
In SV, the verification strategy can be categorized either as writer-independent or as writer-
dependent (Srihari et al., 2004). With writer-independent verification, a single classifier deals
with the whole population of writers. In contrast, writer-dependent verification needs a dif-
ferent classifier for each writer. As the majority of the research presented in literature is de-
signed to perform writer-dependent verification, this aspect is mentioned only when writer-
independent verification is considered.
Before describing the verification strategies, the measures used to evaluate the performance of
SV systems are presented.
1.2.1 Performance Evaluation Measures
The simplest way to report the performance of SV systems is in terms of error rates. The False
Negative Rate (FNR) is related to the number of genuine signatures erroneously classified by
the system as forgeries. Whereas the False Positive Rate (FPR) is related to the number of
forgeries misclassified as genuine signatures. FNR and FPR are also known as type 1 and type
2 errors, respectively. Finally, the Average Error Rate (AER) is related to the total error of
the system, where type 1 and type 2 errors are averaged by taking into account the a priori
probabilities.
On the other hand, if the decision threshold of a system is set to have the FNR approximately
equal to the FPR, the Equal Error Rate (EER) is calculated. Finally, a few works in the literature
measure their system performances in terms of classication rate, which corresponds to the ratio
of samples correctly classified to the total of samples.
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1.2.2 Distance Classifiers
A simple Distance Classifier is a statistical technique which usually represents a pattern class
with a Gaussian probability density function (PDF). Each PDF is uniquely defined by the mean
vector and covariance matrix of the feature vectors belonging to a particular class. When the
full covariance matrix is estimated for each class, the classification is based on Mahalanobis
distance. On the other hand, when only the mean vector is estimated, classification is based on
Euclidean distance (Coetzer, 2005).
Approaches based on Distance Classifiers are traditionally writer-dependent. The reference
samples of a given author are used to compose the class of genuine signatures and a subset of
samples from each other writer is chosen randomly to compose the class of (random) forgeries.
The questioned signature is classified according to the label of its nearest reference signature in
the feature space. Further, if the classifier is designed to find a number of K-nearest reference
signatures, a voting scheme is used to take the final decision.
Distance Classifiers were one of the first classification techniques to be used in off-line SV. One
of the earliest reported research was by Nemcek and Lin (1974). By using a fast Hadamard
transform as feature extraction technique on genuine signatures and simple forgeries, and Max-
imum Likelihood Classifiers, they obtained an FNR of 11% and an FPR of 41%.
Then, Nagel and Rosenfeld (1977) proposed a system to discriminate between genuine signa-
tures and simple forgeries using images obtained from real bank checks. A number of global
and local features were extracted considering only the North American’s signature style. Using
Weighted Distance Classifiers, they obtained FNRs ranging from 8% to 12% and an FPR of
0%.
It is only years later that skilled forgeries began to be considered in off-line SV. Besides propos-
ing a method to separate the signatures from noisy backgrounds and to extract pseudo-dynamic
features from static images, Ammar and colleagues (Ammar, 1991; Ammar et al., 1985, 1988)
were the first to try to detect skilled forgeries using an off-line SV system. In their research,
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distance classifiers were used together with the leave-one-out cross validation method, since
the number of signatures samples was small.
Qi and Hunt (1994) presented a SV system based on global geometric features and local grid-
based features. Different types of similarity measures, such as Euclidean distance, were used
to discriminate between genuine signatures and forgeries (including simple and skilled). They
achieved an FNR ranging from 3% to 11.3% and an FPR ranging from 0% to 15%.
Sabourin and colleagues have done extensive research in off-line SV since middle 80’s. In
one of their research (Sabourin et al., 1993), the Extended Shadow Code was used in order to
extract local features from genuine signatures and random forgeries. The first experiment used
a K-Nearest Neighbors (K-NN) classifier with a voting scheme, obtaining an AER of 0.01%
when K = 1. The second experiment used a Minimum Distance Classifier, obtaining an AER
of 0.77% when 10 training signatures were used for each writer. In another relevant research
(Sabourin et al., 1997b), they used granulometric size distributions as local features, also in
order to eliminate random forgeries. By using K-NN and Threshold Classifiers, they obtained
an AER around 0.02% and 1.0%, respectively.
Fang et al. (2001) developed a system based on the assumption that the cursive segments of
skilled forgeries are generally less smooth than those of genuine signatures. Besides the utiliza-
tion of global shape features, a crossing and a fractal dimension methods were proposed to ex-
tract the smoothness features from the signature segments. Using a simple Distance Classifier
and the leave-one-out cross-validation method, an FNR of 18.1% and an FPR of 16.4% were
obtained. Later, Fang et al. (2002) extracted a set of peripheral features in order to describe in-
ternal and external structures of the signatures. To discriminate between genuine signatures and
skilled forgeries, they used a Mahalanobis distance classifier together with the leave-one-out
cross-validation method. The obtained AERs were in the range of 15.6% (without artificially
generated samples) and 11.4% (with artificially generated samples).
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1.2.3 Artificial Neural Networks
An Artificial Neural Network (ANN) is a massively parallel distributed system composed of
processing units capable of storing knowledge learned from experience (samples) and using
it to solve complex problems (Haykin, 1998). Multi-Layer Perceptrons (MLPs) trained with
the error Back Propagation (BP) algorithm (Rumelhart et al., 1986) have been so far the most
frequently ANN architecture used in pattern recognition.
Mighell et al. (1989) were the first to apply ANNs to off-line SV. In order to eliminate simple
forgeries, they used the raw images as input to a MLP. In the experiments, by using a training
set composed of genuine signatures and forgeries, they achieved an EER of 2%.
Sabourin and Drouhard (1992) used directional PDFs as global feature vectors and MLP as
classifier in order to eliminate random forgeries. Since their database was composed of few
data, some signature samples were artificially generated by rotating the directional PDFs. In
the experiments, they obtained an FNR of 1.75% and an FPR of 9%.
Murshed et al. (1995) proposed a verification strategy based on Fuzzy ARTMAPs in the con-
text of random forgeries. Differently from other neural networks types, the Fuzzy ARTMAPs
allows training by using examples of only one class. Therefore, in this approach, the genuine
signatures are used for training and the random forgeries (as well as some unseen genuine
signatures samples), for testing. In order to simulate different experts examining different re-
gions of the signature, the image is divided in a number of overlapping squares, according
to the writer signature shape. Then, each signature region is verified by a specialized Fuzzy
ARTMAP. In the experiments, they obtained an AER of 9.14%.
Fadhel and Bhattacharyya (1999) proposed a SV system based on Steerable Wavelets as feature
extraction technique and MLP as classifier. In the first experiment, by selecting only the first 2
of the 16 coefficients which represent each signature image, they obtained a classification rate
of 85.4%. Whereas in a second experiment, by using all the 16 coefficients, the classification
rate was improved to 93.8%.
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Quek and Zhou (2002) proposed a system based on Fuzzy Neural Networks, in order to elim-
inate skilled forgeries. To represent the signatures, they used reference pattern-based features,
global baseline features, pressure features and slant features. In the first set of experiments,
using both genuine signatures and skilled forgeries to train the network, an average EER of
22.4% was obtained. Comparable results were obtained in the second set of experiments, in
which only genuine signatures were used as training data.
Vélez et al. (2003) performed SV by comparing sub-images or positional cuttings of a test
signature to the representations stored in Compression Neural Networks. In this approach,
neither image preprocessing nor feature extraction is performed. By using one signature per
writer, together with a set of artificially generated samples, they obtained a classification rate
of 97.8%.
Armand et al. (2006b) proposed the combination of the Modified Direction Feature (MDF)
extracted from the signature’s contour with a set of geometric features. In the experiments,
they compared Radial Basis Function (RBF) and Resilient Backpropagation (RBP) neural net-
work performances. Both networks performed writer identification and contained 40 classes:
39 corresponding to each writer and one corresponding to the forgeries. In this case, skilled
forgeries were used in the training phase. The best classification rates obtained were 91.21%
and 88.0%, using RBF and RBP, respectively.
1.2.4 Hidden Markov Models
Hidden Markov Models (HMMs) (Rabiner, 1989) are finite stochastic automata used to model
sequences of observations. They are widely applied in time-dependent problems - such as
speech recognition and on-line signature verification - where the number of observations is un-
known or difficult to define a priori. In off-line SV, discrete HMMs have been used to perform
writer-dependent verification, where only the genuine signatures are modeled. In this case, the
decision threshold is generally defined by using an independent set composed of genuine and
random forgery samples. Another particularity of systems based on discrete HMMs is the use
of a codebook to extract discrete observation sequences from the signature images.
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Rigoll and Kosmala (1998) presented a comparison between on-line and off-line SV using
HMMs. To represent the signatures in the on-line model, they used both static and dynamic
features. In the first set of experiments, in which each feature was investigated separately,
surprising results were obtained. The bitmap feature was the most important one, achieving a
classification rate of 92.2%. The Fourier feature also supplied a high classification rate. Finally,
another surprise was the low importance of the acceleration. As expected, good results were
obtained using the velocity feature. Other experiments, using several features together, were
performed in order to obtain high classification rates. The best result (99%) was obtained when
only 4 features (bitmap, velocity, pressure and Fourier feature) where combined. To represent
the signatures in the off-line model, they subdivided the signature image into several squares of
10× 10 pixels. After that, the grey value of each square was computed and used as feature. In
the experiments, a classification rate of 98.1% was achieved. The small difference between the
on-line and off-line classification rates is an important practical result, since off-line verification
is simpler to implement.
El-Yacoubi et al. (2000) proposed an approach based on HMM and pixel density feature in
order to eliminate random forgeries. To perform training while choosing the optimal HMM
parameters, the Baum-Welch algorithm and the cross-validation method were used. Each sig-
nature was analyzed under three resolutions (100× 100, 40× 40 and 16× 16 pixels). Then, a
majority-vote rule took the final decision. An AER of 0.46% was obtained when both genuine
and impostor spaces were modeled, and AER of 0.91% was obtained when only the genuine
signatures were modeled.
Justino (2001) used HMMs to detect random, simple and skilled forgeries. Also using a grid-
segmentation scheme, three features were extracted from the signatures: pixel density feature,
Extended Shadow Code and axial slant feature. They applied the cross-validation method in
order to define the number of states for each HMM writer model. Using the Bakis model
topology and the Forward algorithm, they obtained an FNR of 2.83% and FPRs of 1.44%,
2.50% and 22.67%, for random, simple and skilled forgeries, respectively.
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Ferrer et al. (2005) used two left-to-right HMMs per writer in order to model features (i.e.,
signature envelope and interior stroke distribution) extracted from polar and Cartesian coordi-
nates. Each HMM was trained with the Baum-Welch algorithm, using 35 states. By using the
GPDS-160 database, and 12 genuine samples per writer during training, they obtained a FNR
of 14.1% and a FPR of 12.6%, with respect to skilled forgeries.
1.2.5 Dynamic Time Warping
Widely applied in Speech Recognition, Dynamic Time Warping (DTW) is a Template Match-
ing technique used for measuring similarity between two sequences of observations. The pri-
mary objective of DTW is to non-linearly align the sequences before they are compared (or
matched) (Coetzer, 2005).
Wilkinson and Goodman (1990) used DTW to discriminate between genuine signatures and
simple forgeries. Assuming that curvature, total length and slant angle are constant among
different signatures of a same writer, they used a slope histogram to represent each sample.
In the experiments, they obtained an EER of 7%. Increases in the error rates were observed
when the forgers had some a priori knowledge about the signatures.
Deng et al. (1999) proposed a Wavelet-based approach to eliminate simple and skilled forg-
eries. After applying a Closed-Contour Tracing algorithm to the signatures, the obtained cur-
vature data were decomposed into multi-resolution signals using Wavelets. Then, DTW were
used to match the corresponding zero-crossings. Experiments were performed using English
and Chinese signature datasets. For the English dataset, an FNR of 5.6% and FPRs of 21.2%
on skilled forgeries and 0% on simple forgeries were obtained. Whereas using the Chinese
dataset, an FNR of 6.0% and FPRs of 13.5% and 0% were achieved on skilled and simple
forgeries, respectively.
Fang et al. (2003) proposed a method based on DTW and one-dimensional projection profiles
in order to deal with intra-personal signature variations. To achieve discrimination between
genuine signatures and skilled forgeries, a non-linear DTW was used in a different way. Instead
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of using the distance between a test signature and a reference sample to take a decision, the
positional distortion at each point of the projection profile was incorporated into a distance
measure. Using the leave-one-out cross-validation method and the Mahalanobis distance, they
obtained AERs of 20.8% and 18.1%, when binary and grey level signatures were considered,
respectively.
1.2.6 Support Vector Machines
SVM (Vapnik, 1999) use a kernel-based learning technique which has shown successful results
in various domains, such as pattern recognition, regression estimation, density estimation, nov-
elty detection and others.
Signature verification systems that use SVM as classifier are designed in a similar way to those
that use neural networks. That is, in a writer-dependent approach, there is one class for the
genuine signatures and other class for the forgeries. In addition, by using one-class SVMs
(Scholkopf et al., 2001), it is possible to perform training by using only genuine signatures.
In the research of Srihari et al. (2004) they tried to use it in the context of skilled forgeries.
However, by using the traditional two-class approach, the AER decreased from 46.0% to 9.3%.
Martinez et al. (2004) used SVM with RBF kernel in order to detect skilled forgeries. In the
experiments, different types of geometrical features, as well as raw signatures were tested. The
best result, an FPR of 18.85%, was obtained when raw images with a scale of 0.4 were used.
Justino et al. (2005) performed a comparison between SVM and HMM classifiers in the de-
tection of random, simple and skilled forgeries. By using a grid-segmentation scheme, they
extracted a set of static and pseudo-dynamic features. Under different experimental condi-
tions, that is, varying the size of the training set and the types of forgeries, the SVM with a
linear kernel outperformed the HMM.
Ozgunduz et al. (2005) used Support Vector Machines in order to detect random and skilled
forgeries. To represent the signatures, they extracted global geometric features, direction fea-
tures and grid features. In the experiments, a comparison between SVM and ANN was per-
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formed. Using a SVM with RBF kernel, an FNR of 0.02% and an FPR of 0.11% were
obtained. Whereas the ANN, trained with the Backpropagation algorithm, provided an FNR
of 0.22% and an FPR of 0.16%. In both experiments, skilled forgeries were used to train the
classifier.
In order to detect skilled forgeries, Vargas et al. (2011) proposed a SV system based on SVMs
and grey level information. After removing the signature background and reducing the influ-
ence of different ink pens, the grey level variations were measured globally using statistical
texture features (i.e., the co-occurence matrix and local binary pattern). By using two different
databases, that is, GPDS-100 and MCYT-75, and 5 genuine samples vs. 5 random forgeries per
writer to train the SVMs, they obtained, respectivelly, EERs of 13.38% and 12.92%, regarding
genuine and skilled forgery samples.
1.2.7 Multi-Classifier Systems
Multi-Classifier Systems (MCS) have been used to reduce error rates of many challenging
pattern recognition problems, including SV. In a Multi-Classifier System (MCS), classifiers
may be combined in parallel by changing (i) the training set (e.g., bagging (Breiman, 1996) and
boosting (Freund, 1990)), (ii) the input features (e.g., random subspaces (Ho, 1998)) and (iii)
the parameters/architecture of the classifier. Another way to use multiple classifiers is through
multi-stage approaches, where each classification level receives the results of the previous one.
The first multi-classifier off-line SV systems were designed (from the 90’s) to detect random
forgeries. Cardot et al. (1994) proposed a multi-stage neural network architecture based on Ko-
honen maps and MLPs. They used the outline of the signature images and geometric features
to compose two types of feature vectors. The first level was composed of two Kohonen maps
(one for each set of features), in order to perform an initial classification and to choose the
random forgeries to train the networks of the second level. As the number of writers was very
large (over 300), they had to limit the number of classes to less than 50. In the second level,
two MLPs per writer were used to perform writer-dependent verification. Finally, in the last
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level, an MLP accepted or rejected the signature. By using 6000 signature images extracted
from real postal checks, they achieved an FNR of 4% and an FPR of 2%.
Sabourin and Genest (1995) used the Extended Shadow Code (ESC) to extract 15 different sig-
nature representations from 800 genuine signatures of 20 writers. The authors showed that the
cooperation of 15 classifiers (either K-NN or Minimum Distance classifiers) provides a mean
performance as good as or better than the mean performance provided by the best individual
classifier. In another work, Sabourin et al. (1997b) used Granulometric Size Distributions to
obtain four different signature representations. By using an ensemble of four K-NN classifiers
(one for each signature representation), they obtained an AER below 0.02%. When using an
ensemble of four Minimum Distance classifiers, they obtained an AER below 1%.
Bajaj and Chaudhury (1997) proposed a system based on the combination of three writer-
independent MLPs, each one representing a different feature vector: moments, upper envelope
and lower envelop. During experiments, a substantial reduction on the error rates was obtained
when using the three classifiers together (FNR = 1%; FPR = 3%).
Blatzakis and Papamarkos (2001) proposed a two-stage system based on global geometric
features, grid features and texture features. In the first stage, three MLPs (one for each feature
set) performed a coarse classification. After that, a RBF neural network - trained with samples
which were not used in the first stage - took the final decision. By using a set of 2000 signatures
from 115 writers, a FNR of 3% and a FPR of 9.8% were obtained.
In the 2000’s, other forgery types started to be handled by the multi-classifier off-line SV
systems. Sansone and Vento (2000) proposed a multi-stage system for dealing with three types
of forgeries. The first stage used signature’s outline in order to eliminate random and simple
forgeries. Then, the signatures accepted by the first stage (i.e., classified as genuine) were
sent to the second stage, where they could be classified as genuine or as skilled forgery by
using high pressure regions as features. Finally, a third stage took the final decision. By using
MLP as classifiers, and a set of 980 genuine signatures and 980 forgeries from 49 writers, they
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obtained a FNR of 2.04% and FPRs of 0.01%, 4.29% and 19.80% - with respect to random,
simple and skilled forgeries, respectively.
Huang and Yan (2002) proposed a two-stage system based on ANN and a structural approach.
To represent the signatures, they used geometric and directional frontier features. In the first
stage of the system, a neural network attributes to the signature three possible labels: pass (gen-
uine signature), fail (random or less skilled forgery) and questionable (skilled forgery). For the
questionable signatures, the second stage uses a Structural Feature Verification algorithm to
compare the detailed structural correlation between the test signature and the reference sam-
ples. In the experiments, the first classifier rejected 2.2% of the genuine signatures, accepted
3.6% of the forgeries and was undecided on 32.7% of the signatures. The second classifier
rejected 31.2% of the questionable genuine signatures and accepted 23.2% of the questionable
forgeries. Finally, the combined classifier provided a FNR of 6.3% and a FPR of 8.2%.
Bertolini et al. (2010) employed a dichotomic approach based on dissimilarity representation
(Cha, 2001) to design writer-independent classifiers that deals with a population of 100 writers.
They represented the signatures by means of Bezier curves using different grid sizes in order to
extract a set of graphometric features (i.e., pixel distribution, curvature, density and slant). By
using an ensemble of SVMs built with a standard genetic algorithm and 15 reference signatures
per writer, they obtained a FNR of 11.32% and FPRs of 4.32% (random), 3.00% (simple)
and 6.48% (skilled).
1.3 Dealing with a limited amount of data
Mainly for practical reasons, a limited number of signatures per writer is available to train a
classifier for SV. However, by using a small training set, the class statistics estimation errors
may be significant, resulting in unsatisfactory verification performance (Fang and Tang, 2005).
In order to generate additional training samples, Huang and Yan (1997) applied slight transfor-
mations to the genuine signatures; and heavy transformations, also to the genuine signatures,
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in order to generate forgeries. In the two cases, the transformations were: slant distortions,
scalings in horizontal and vertical directions, rotations and perspective view distortions.
Vélez et al. (2003) tried to reproduce intrapersonal variability using only one signature per
writer. To generate additional training samples, they applied rotations (in the range of ±15◦),
scalings (in the range of ±20%), horizontal and vertical displacements (in the range of ±20%)
and different types of noise for each original signature.
By using a different approach, Fang and Tang (2005) proposed the generation of additional
samples in the following way:
1) At first, two samples are selected from the set of genuine signatures;
2) Then, an Elastic Matching Algorithm is applied to the pair of signatures in order to establish
the correspondences between individual strokes;
3) Next, the corresponding stroke segments are linked up by displacement vectors;
4) Finally, the displacement vectors are used to perform an interpolation between the two
signatures and, thus, to produce a new training sample.





Figure 1.18 Additional Sample Generation: (a) Pair of genuine samples overlapped, (b)
The corresponding strokes identified and linked up by displacement vectors, (c) New
sample generated by interpolation (dashed lines with dots).
Adapted from Fang and Tang (2005)
Figure 1.19 Examples of computer generated signatures (in grey), obtained using an
strategy based on elastic matching, and the original signatures (in black).
Adapted from Fang and Tang (2005)
By using a dichotomic approach based on Dissimilarity Representation (DR) (Cha, 2001),
Santos et al. (2004), followed by Bertolini et al. (2010) and Rivard (2010), solved the problem
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of having a limited number of samples to perform SV. Instead of using one class per writer to
train a global classifier, only two classes are used: genuine and forgery. After the usual feature
extraction phase, new feature vectors are generated in the following way:
1) Compute the Euclidean distance vector between each pair of signatures;
2) If the pair of signatures belongs to the same writer, label the distance vector as 1. Otherwise,
label the distance vector as 0;
3) Use the distance vectors to train a two-class classifier.
In the verification phase, distance vectors are computed between the input signature and a set
of reference signatures of a specific writer, and sent as input to the classifier. The final decision
is taken by combining all classifier outputs in a voting schema. Similar SV approaches have
also been developed by Shihari and his team (Kalera et al., 2004; Srihari et al., 2004).
1.4 Discussion
This chapter presented a survey of techniques developed in the field of off-line SV over the last
twenty years. Even if error rates are reported, it is very difficult to compare performances be-
tween verification strategies since each research uses a different experimentation protocol, and
a different signature database. For security reasons, it is not easy to make a signature dataset
available to the SV community, especially if the signatures come from a real application, as
banking documents, for example. Table 1.1 presents a summary of some signature databases
reported in the off-line SV literature.
In off-line SV, a significant level of uncertainty resides due to the availability of partial knowl-
edge during system design. Generaly, only genuine and random forgery samples are available
to design a SV system. This system, in turn, must detect other forgery types during opera-
tions. Thus, the choice of using global or local features depends on the types of forgeries to
be detected by the system. The global features are extracted at a low computational cost and
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have good noise resilience. However, they have less capacity to discriminate between genuine
signatures and skilled forgeries. On the other hand, local features are more suitable to identify
skilled forgeries, despite their dependence on a zoning process. Thus, a verification system de-
signed to eliminate random, simple and skilled forgeries could benefit from using both global
and local features. With respect to the classification techniques, writer-independent classifiers
are more useful to eliminate rough forgery samples (i.e., random and simple), since a single
classifier deals with all population of writers; while writer-dependent classifiers can deal with
more skilled forgeries. A drawback with the use of writer-dependent approaches is the high
number of classifiers generated, since at least one classifier per writer is employed.
Another important issue is the large number of samples required to ensure that the classifier
will be able to generalize on unseen data (Leclerc and Plamondon, 1994). Classifiers without
explicit training phase, such as Distance Classifiers and Dynamic Time Warping, despite not
requiring many reference samples, they tend to have a low generalization capability. In addition
to genuine signature samples, discriminative classifiers such as MLPs and SVMs need forgery
samples in the training set in order to allow class separation. Most researchers have been
dealing with this problem by using a subset of genuine signatures taken from other writers (i.e.,
random forgeries). Other solutions have been the use of one-class classifiers (Murshed et al.,
1995; Srihari et al., 2004) and computer generated forgeries (Mighell et al., 1989). Although
only genuine signature samples are used during the training phase of generative classifiers
such as Hidden Markov Models, random forgery samples are subsequently needed to define
the decision thresholds.
The generation of synthetic samples (Fang et al., 2002; Fang and Tang, 2005; Huang and Yan,
1997; Vélez et al., 2003) and the use of dichotomic approaches (Bertolini et al., 2010; Rivard,
2010; Kalera et al., 2004; Santos et al., 2004; Srihari et al., 2004) are examples of strategies
used to increase the number of training data from the available genuine signature samples.
The disadvantage of using synthetic samples is that they may increase the confusion between
genuine samples and skilled forgeries. With respect to dichotomic approaches, since writer-
independent classifiers are employed, they are less suitable for detecting skilled forgeries.
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Finally, the use of multiple classifiers seems to be a promising solution to reduce error rates
of off-line SV systems. In the next chapter, the problem of having a limited amount of train-
ing data is dealt through a writer-dependent multi-hypothesis approach. Instead of trying to
increase the training set size, the available signature samples are learned at different levels of
perception. This is acomplished by using multiple discrete left-to-right HMMs trained with
different number of states and codebook sizes. The codebooks are designed using signature
samples of an independent database, supplied by writers not enrolled to the SV system. This
prior knowledge ensures that system design can be triggered even with a single user.
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Table 1.1 Signature verification databases
(I = Individual; G = Genuine; F = Forgeries; S = Samples)
References Images Signatures Forgery Types
Nemcek and Lin (1974)
128x256 pixels 600G / 15I
Simple
binary 120F / 4I
Nagel and Rosenfeld (1977)
500 ppi 11G / 2I
Simple
64 grey levels 14F / 2I
Ammar et al. (1985)
256x1024 pixels 200G / 10I
Simple
256 grey levels 200F / 10I
Qi and Hunt (1994)
300 dpi 300G / 15I Simple
256 grey levels 150F / 10I Skilled
Sabourin and Drouhard (1992)
800G / 20I Random
Sabourin et al. (1993) 128x512 pixels
Sabourin and Genest (1994) 256 grey levels
Sabourin et al. (1997b)
Fang et al. (2002) 300 dpi 1320G / 55I
Skilled
Fang et al. (2003) 256 grey levels 1320F / 12I
Mighell et al. (1989)
128x64 pixels 80G / 1I
Skilled
binary 66F




Murshed et al. (1995)
128x512 pixels
200G / 5I Random
256 grey levels
Bajaj and Chaudhury (1997)
200 dpi
150G / 10I Random
binary
Fadhel and Bhattacharyya (1999)
340 dpi
300S / 30I Skilled
256 grey levels
Continued on Next Page. . .
References Images Signatures Forgery Types
Sansone and Vento (2000)
300 dpi 980G / 49I Simple
256 grey levels 980F / 49I Skilled
Blatzakis and Papamarkos (2001) binary 2000G / 115I Random
Quek and Zhou (2002)
516x184 pixels 535G / 24I
Skilled
256 grey levels 15-20F / 5I
Vélez et al. (2003)
300 dpi
112S / 28I not specified
256 grey levels




Rigoll and Kosmala (1998) not specified
280G / 14I Simple
60F Skilled
Justino (2001) 300 dpi 4000G / 100I Simple
Justino et al. (2005) 256 grey levels 1200F / 10I Skilled
Bertolini et al. (2010)
Coetzer (2005)
300 dpi 660G / 22I Simple
binary 264F / 6I Skilled
Deng et al. (1999)
600 ppi 1000G / 50I Simple
256 grey levels 2500G / 50I Skilled
Srihari et al. (2004)
300 dpi 1320G/ 55I
Skilled
256 grey levels 1320F / 55I
Martinez et al. (2004) 300dpi 3840G / 160I
Skilled
Ferrer et al. (2005) 256 grey levels 4800F / 160I
Ozgunduz et al. (2005) 256 grey levels 1320S / 70I Skilled
Bastos et al. (1997) not specified 120G / 6I Random
Huang and Yan (2002)
100 dpi 1272G / 53I
Skilled




Though not fully explored in literature, it has recently been shown that the Receiver Operating
Characteristic (ROC) curve – where the True Positive Rates are plotted as function of the False
Positive Rates – provides a powerful tool for evaluating, combining and comparing off-line
SV systems (Coetzer and Sabourin, 2007; Oliveira et al., 2007). Several interesting properties
can be observed from ROC curves. First, Area Under Curve (AUC) is equivalent to the prob-
ability that the classifier will rank a randomly chosen positive sample higher than a randomly
chosen negative sample (Fawcett, 2006). This measure is useful to characterize the system
performance by using a single scalar value. In addition, the optimal threshold for a given class
distribution lies on the ROC convex hull, which is defined as being the smallest convex set con-
taining the points of the ROC curve. Finally, by taking into account several operating points
(thresholds), the ROC curve allows to analyze these systems under different classification costs
(Fawcett, 2006). This property is useful, for instance, for off-line SV systems where the op-
erating points are selected dynamically according to the risk associated with the amount of a
bank check.
In this chapter, an approach based on the combination of classifiers in the ROC space is pro-
posed to improve performance of off-line SV systems designed from limited and unbalanced
data. By training a set of classifiers with different parameters, and then selecting the best classi-
fier(s) for each operating point, it is possible to construct a composite ROC curve that provides
a more accurate estimation of system performance during training and significantly reduces
the error rates during operations. This approach is based on the multiple-hypothesis princi-
ple (Fujisawa, 2007), which request the system to propagate several hypothesis throughout the
recognition steps, generating a hierarchical tree of possible solutions.
Although the proposed approach may be applied to any type of statistical or neural 2-class
classifier, this work involves HMMs trained by using different number of states and different
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codebooks. In order to avoid the problems caused by the use of limited codebooks, and ensure
that the system can be designed even with a single user, two databases are employed by the pro-
posed approach: the development database (DBdev), which contains the signatures of writers
(not enrolled to the SV system) used to generate the candidate codebooks; and the exploitation
database (DBexp), which contains the signatures of the final users. The latter contains samples
used to train, validate and test HMMs.
The rest of this chapter is organized as follows. The next section presents a brief survey of off-
line SV systems based on discrete HMMs. Section 2.2 describes some key issues that affect the
performance of off-line SV systems. Then, Section 2.4 describes the proposed approach and its
advantages. In Section 2.5, the experimental results are shown and discussed. Finally, Section
2.6 concludes the chapter with a general discussion. The contents of this chapter have been
published as a journal article in (Batista et al., 2010a) and as a conference article in (Batista
et al., 2009).
2.1 Off-line SV systems based on discrete HMMs
A traditional off-line SV system based on discrete HMMs follows the steps shown by Figure
2.1. At first, the signature is scanned in order to obtain a digital representation I(x, y). Af-
ter applying some corrections to the signature image during the pre-processing step (such as
noise removal and centering), a set of feature vectors F = {F1,F2, ...,FL} are extracted and
quantized in a sequence of discrete observations O = {o1, o2, ..., oL}, where each observation
oi is a symbol provided by the codebook and L is the sequence size. Finally, the signature is
classified as genuine or forgery by using the corresponding writer-dependent HMM λ.
Note that Figure 2.1 illustrates a writer-dependent system, where each writer is associated to a
specific HMM trained with his/her corresponding genuine signature samples. Since each writer
is associated with a single HMM, this system is also referred as a single-hypothesis system.
Multi-hypothesis systems, on the other hand, allow a same writer to employ different classifiers
depending on the input samples.
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Figure 2.1 Block diagram of a traditional off-line SV system based on discrete HMMs.
The rest of this section provides additional details on the feature extraction, vector quantization
and classification sub-systems considered in this work.
2.1.1 Feature Extraction
As described in Chapter 1, two classes of features are used in off-line SV: (i) static, related
to the signature shape and (ii) pseudo-dynamic, related to the dynamics of the writing. These
features can be extracted locally, if the signature is viewed as a set of segmented regions, or
globally, if the signature is viewed as a whole. Since the HMMs are used to model sequence of
observations, the local approach is typically employed (El-Yacoubi et al., 2000; Justino, 2001;
Justino et al., 2000; Rigoll and Kosmala, 1998).
In the grid segmentation scheme of Justino (2001), for instance, the signature images (com-
posed of 400x1000 pixels) are divided in 62 horizontal cells, where each cell is a rectangle
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composed of 40x16 pixels. To absorb the horizontal variability of the signatures, the blank
cells in the end of the images are discarded. Therefore, the images may have a variable number
of horizontal cells, while the number of vertical cells is always 10. Figure 2.2 shows an exem-
ple of a signature image with its final width. Note that the segmentation can be performed both
in horizontal and vertical directions.
Figure 2.2 Example of grid segmentation scheme.
Each column of cells is then converted into a feature vector, where each vector element contains
the density of pixels in its respective cell. In other words, each vector element is a value
between 0 and 1 which corresponds to the number of black pixels in a cell divided by the total
number of pixels of this cell. Therefore, the preprocessed signature I ′(x, y) is represented by
a set of feature vectors F = {Fj} , 1 ≤ j ≤ col, where col is the number of columns in the
grid. Other static features, such as pixel distribution and gravity center, as well as pseudo-
dynamic features, such as axial slant and stroke curvature, have been extracted through this
segmentation scheme (Justino, 2001; Justino et al., 2005).
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2.1.2 Vector Quantization
In order to generate a sequence of discrete observations, each extracted feature vector is quan-
tized as one of the previously-computed symbols of the codebook. The codebook may be
generated through an iterative clustering algorithm called K-means (Makhoul et al., 1985). As
explained by Algorithm 2.1, the feature vectors F = {Fj} , 1 ≤ j ≤ col, are separated into N
clusters Ui, 1 ≤ i ≤ N , where each cluster Ui represents a symbol in the the codebook.
Inputs:
– the set of feature vectors, F = {Fj} , 1 ≤ j ≤ col
– the number of centroids/clusters,N
Outputs: the set of updated centroids, centi, 1 ≤ i ≤ N ,
1: from the set of feature vectors F , choose an initial set of N centroids centi
2: classify the feature vectors into the clusters Ui by using the nearest neighbor rule:
Fj ∈ Ui, iff dist(Fj , centi) ≤ dist(Fj , centk), k = j, 1 ≤ k ≤ N
3: update the centroid of each cluster by averaging its corresponding feature vectors
4: if the centroids have changed then
5: go to step 2
6: end if
Algorithm 2.1 K-means algorithm, where Ui is the ith cluster with centroid centi.
2.1.3 Classification
Once the sequences of discrete observations are obtained, they are used to train and test the
HMMs. A discrete HMM λ can be defined as λ = (S,M,A,B, π), where (Rabiner, 1989):
1) S is the number of distinct states in the model. The set of states is denoted by S =
{S1, S2, ..., SS}, and st is the state at time t;
2) M is the alphabet size, that is, the number of distinct observation symbols per state. The set
of symbols is denoted by V = {v1, v2, ..., vM};
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3) A is the state transition probability distribution, denoted by A = {aij}, where
aij = P [st+1 = Sj |st = Si], and 1 ≤ i, j ≤ S;
4) B is the observation symbol probability distribution, denoted by B = {bj(k)}, where
bj(k) = P [vk at t|st = Sj ], and 1 ≤ k ≤M, 1 ≤ j ≤ S;
5) and π is the initial state distribution, denoted by π = {πi}, where πi = P [s1 = Si], and
1 ≤ i ≤ S.
HMMs can be classified in two main types of topologies (Rabiner, 1989): the ergotic and the
left-to-right topologies, as depicted by Figure 2.3. The ergotic topology is a specific case of
a fully-connected model in which every state can be reached from any other state in a finite
number of steps. With the left-to-right topology, the state indices increase from left to right
(that is, aij = 0, j < i), and no transitions are allowed to states whose indices are lower
than the current state. As consequence, the sequence of observations must begin in S1 (that
is, πi = 0 when i = 1, and πi = 1 when i = 1) and must end in SN . Often, the additional
constraint aij = 0, j > i + Δ is used, where Δ is a value used as the limit of jumps. For
instance, the left-to-right model illustrated in Figure 2.3 (b) has Δ = 2, which forbids jumps
with more than 2 states.
(a) (b)
Figure 2.3 Examples of (a) 4-state ergodic model and (b) 4-state left-to-right model.
Adapted from Rabiner (1989)
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Given a model initialized according to the constraints described so far, there are three tasks of
interest (Huang et al., 2001):
1) The Evaluation Problem. Given a model λ and a sequence of observationsO = {o1, o2, ..., oL},
what is the probability of the model λ has generated the observation O, that is, P (O|λ);
2) The Decoding Problem. Given a model λ, what is the most likely sequence of states S =
{S1, S2, ..., SS} in the model that produces the sequence of observationsO = {o1, o2, ..., oL};
3) The Learning Problem. Given a model λ and a sequence of observations O, how the model
parameters can be adjusted so as to maximize the probability P (O|λ).
An advantage of the discrete HMMs is that it is not necessary to have a priori knowledge
about the probability distributions to model a signal (Britto, 2001). With enough representative
training data, it is possible to adjust the parameters for the HMM. Algorithms based on the
expectation-maximization (E-M) technique (e.g., the Baum-Welch algorithm) are generally
used to perform this task (Gotoh et al., 1998).
Typically, only genuine signatures are used for training an user-specific HMM for SV. In this
case, the decision boundary between impostor and genuine spaces is defined by using a val-
idation set that contains samples of both classes. Another particularity of HMM-based SV
systems is the use of the left-to-right topology. Indeed, this topology is perfectly adapted to
the dynamic characteristics of the occidental handwritten, in which the hand movements are
always from left to right.
2.2 Challenges with the Single-Hypothesis Approach
In this work, it is assumed that the performance of the whole SV system is measured by an
overall ROC curve obtained from a set of user-specific ROC curves. Averaging methods have
been used to group ROC curves produced from different user-specific classifiers in single-
hypothesis systems (Fawcett, 2006; Jain and Ross, 2002).
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Jain and Ross (2002), for instance, proposed a method to generate an averaged ROC curve
taking into account user-specific thresholds1. For each user i, the cumulative histogram of
his/her random forgery scores (taken from a validation dataset) is computed. Then, the scores
providing a same value of cumulative frequency, γ, are used as thresholds to compute the
operating points {TPRi(γ), FPRi(γ)}. Finally, the operating points associated with a same
γ (and related to different users) are averaged. Note that γ can be viewed as the True Negative
Rate (TNR) (i.e., ratio of random forgeries correctly classified to the total of random forgeries)
and that it may be associated with different thresholds. Fig. 2.4 shows an example where the
thresholds associated with γ = 0.3 are different for users 1 and 2, that is τuser1(0.3) ∼= −5.6
and τuser2(0.3) ∼= −6.4.




























Figure 2.4 Cumulative histogram of random forgery scores regarding two different users
in a single-hypothesis system. The horizontal line indicates that γ = 0.3 is associated to
two different thresholds, that is, τuser1(0.3) ∼= −5.6 and τuser2(0.3) ∼= −6.4.
1Since biometric systems typically use a common threshold across users, Jain and Ross (Jain and Ross, 2002)
have shown that it is possible to improve system performance by setting user-specific thresholds.
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In off-line SV, where the dataset used to model a writer generally contains a reduced number
of genuine samples against several random forgeries, it is common to obtain ROC curves with
concave areas. In general, a concave area indicates that the ranking provided by the classifier in
this region is worse than random (Flach and Wu, 2003). Figure 2.5 shows an example of score
distribution in an off-line SV system. The positive class, P, contains only 10 genuine samples
of a given writer, while the negative class, N, contains 100 samples of forgeries.
















Figure 2.5 Typical score distribution of a writer, composed of 10 positive samples
(genuine signatures) vs. 100 negative samples (forgeries).
Due to the limited amount of samples in the positive class, the resulting ROC curve (see Fig-
ure 2.6) presents three concave areas, which correspond to low-quality predictions (Flach and
Wu, 2003). For example, the similarity scores between −1.2 and 0 provide TPRs of 90%.
The result of averaging the ROC curves related to the models of 100 different writers, by us-
ing the Ross’s method, is illustrated by Figure 2.7. Note that the imperfections of individual
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ROC curves are hidden within the average points, which can be observed with any averaging
algorithm.










R concavity produced by
similarity scores between −1.2 and 0
Figure 2.6 ROC curve with three concavities.
The drawback of using an averaged ROC curve can be observed during the selection of optimal
thresholds in the respective convex hull. Given two γ in the convex hull, γ1 and γ2, where each
one minimizes a different set of costs (Tortorella, 2005), γ2 should provide a TPR higher than
γ1 whenever γ1 > γ2. However, regarding a user-specific ROC curve, γ1 and γ2 may fall
in a same concave area, providing identical TPRs. An example is illustrated by Figure 2.7,
where TPR(γ = 0.86) is higher than TPR(γ = 0.91) in the global convex hull, but, in the
user-specific ROC curve, TPR(γ = 0.86) is equal to TPR(γ = 0.91).
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  User−specific ROC curve
  Averaged ROC curve
γ = 0.91 γ = 0.86
           Global convex hull
Figure 2.7 Averaged ROC curve obtained by applying the Ross’s method to 100 different
user-specific ROC curves.The global convex hull is composed of a set of optimal
thresholds that minimize different classification costs. However, these thresholds may fall
in concave areas of the user-specific ROC curves, as indicated by γ = 0.91 and γ = 0.86.
2.3 The Multi-Hypothesis Approach
Based on the combination of HMMs trained with different number of states, the approach
proposed in this section provides a solution to repair concavities of user-specific ROC curves
while generating a high quality averaged ROC curve. The utilization of different HMMs is
motivated by the fact that the superiority of a classifier over another may not occur on the
whole ROC space (Fawcett, 2006). Indeed, in off-line SV systems where the optimal number
of states for a HMM is found empirically by a cross-validation process2, it is often observed that
the best HMM is not superior than the other intermediate/ sub-optimal HMMs in all operating
points of the ROC space. Three steps are involved in the proposed multi- hypothesis approach:
model selection, combination and averaging.
2Given a set of HMMs trained with different number of states, the cross-validation process selects the HMM
providing the highest training probability (Justino et al., 2001; El-Yacoubi et al., 2000).
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2.3.1 Model Selection
This step allows to select the best classifier for each operating point such that every writer’s
performance is optimized. In this work, a ROC outer boundary is constructed for each writer
in order to encapsulate the best operating points provided by multiple HMMs, each one trained
by using a different number of states. Given a set of ROC curves generated from different
classifiers associated with a same writer, the process consists in splitting the x axis ∈ [0, 1] into
a number of bins, and within each bin finding the pair (FPR, TPR) having the largest value
of TPR. While the ROC outer boundary is being generated, the best model HMMj , where j
is the number of states, is automatically chosen for each operating point. Figure 2.8 shows an
example of a user-specific ROC outer boundary constructed from ROC curves of two different
classifiers, HMM7 and HMM9. The corresponding convex hull is composed of three vertices,
p, q and r, where p and q are associated with HMM9, and r is associated with HMM7.














      ROC HMM
9







Figure 2.8 ROC outer boundary constructed from ROC curves of two different HMMs.
Above TPR = 0.7, the operating points are taken from HMM7, while below
TPR = 0.7, the operating points correspond to HMM9.
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Algorithm 2.2 presents the approach for generating the outer boundary of ROC curves pro-
duced by training Lmin HMMs on a same dataset but with different number of states; where
Lmin is the number of observations in the shorter training sequence.
Inputs: the training and validation sets
Outputs: the set of ROC outer boundaries
1: for each writer i = 1, 2, ...,M do
2: for each number of states j = 2, 3, ..., Lmin do
3: train an HMM with j states
4: calculate the ROC curve j by using the validation set
5: end for
6: for each bin k ∈ [0, 1] do
7: let λ(k) be the classifier associated to the current bin
8: set TPR(k) ← 0
9: for each ROC curve j do
10: if TPRj(k) > TPR(k) then
11: TPR(k) ← TPRj(k)
12: FPR(k) ← FPRj(k)




17: use the pairs {FPR(k), TPR(k)} to generate the ROC outer boundary i
18: end for
Algorithm 2.2 Generating ROC outer boundaries from different HMMs.
Note that this process can also be extended for multiple codebooks. In other words, by train-
ing an ensemble of HMMs with different codebook sizes and different number of states, each
bin can be associated with the pair {codebook, state} providing the highest TPR. Therefore,
depending on the operating point, a same individual may use a different model, denoted as
HMMNj , trained with j states and with a codebook of N clusters.
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2.3.2 Combination
This step allows to interpolate between two consecutive classifiers on the ROC curve in order
to obtain not yet reached operating points. In this work, the method proposed by Scott et. al
(Scott et al., 1998) is applied to the ROC outer boundaries in order to repair concavities. Given
two vertices A and B on the convex hull, it is possible to realize a point C, located between A
and B, by randomly choosing A or B. The probability of selecting one of the two operating
points is determined by the distance of C regarding A and B (see Equations 2.1 and 2.2).
The expected operating point (FPRC , TPRC) is given by Equations 2.3 and 2.4 (Scott et al.,
1998).
P(C = A) = (FPRC−FPRB)/(FPRA−FPRB) (2.1)
P(C = B) = 1−P(C = A) (2.2)
FPRC = (P(C = A)·FPRA)+(P(C = B)·FPRB) (2.3)
TPRC = (P(C = A)·TPRA)+(P(C = B)·TPRB) (2.4)
By using the Equations 2.1 to 2.4, Algorithm 2.3 can realize any FPRC located between two
consecutive classifiers, A and B, where each classifier corresponds to a hull vertex of a user-
specific ROC outer boundary. Figure 2.9 presents an example of a maximum realizable ROC
(MRROC) curve.
2.3.3 Averaging
Finally, a process based on the Jain and Ross’s method (Jain and Ross, 2002) is used to group
the operating points already computed during the combination step. Given a γ, the Algorithm
2.4 searches the pairs {TPRi(γ), FPRi(γ)} where FPRi(γ) = 1− γ (recalling that γ can be
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Figure 2.9 Example of MRROC curve. By using combination, any operating point C
between A and B is realizable. In this example, for a same FPR, the TPR associated
with C could be improved from 90% to 96%.
viewed as the TNR). Then, the operating points corresponding to a same γ are averaged and
used to generate the averaged ROC curve.
2.3.4 Testing
During operations, γ is used to retrieve the set of user-specific HMMs/thresholds which will be
applied on input samples. Figure 2.10 illustrates two possible situations linking the averaged
ROC curve and a user-specific MRROC curve. In the first case, γ falls directly on HMM7.
Thus, the user-specific threshold associated to this γ will be used to classify the input samples.
In the second case, the requested γ is obtained by combining classifiers HMM7 and HMM9.
That is, each test sample must be randomly assigned to either HMM7 or to HMM9, according
to the probabilities given by Equations 2.1 and 2.2. Note that a test sample is not assigned to
both classifiers at the same time. However, if a fusion strategy is incorporated to the process,
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Inputs: the set of ROC outer boundaries
Outputs: the set of MRROC curves
1: for each writer i = 1, 2, ...,M do
2: for each FPRC ∈ [0, 1] do
3: find, in the convex hull of his/her ROC outer boundary, the pair of classifiers (A,B)
able to realize FPRC
4: calculate:




6: //the probability of B to be chosen (Eq. 2.2):
P(B) ← 1−P(A)
7: //the expected operating points (Eqs. 2.3 and 2.4):
FPRC ← (P(A) · FPRi(A)) + (P(B) · FPRi(B))
TPRC ← (P(A) · TPRi(A)) + (P(B) · TPRi(B))
8: end for
9: use the pairs {FPRC, TPRC} to generate the MRROC curve i
10: end for
Algorithm 2.3 Generating MRROC curves.
there are no restrictions to combine the decisions of both classifiers.
2.4 Experimental Methodology
Two types of codebook have been employed in off-line SV systems based on discrete HMMs:
the universal codebook, shared by all writers enrolled to the system, and the user-specific
codebook, adapted to a particular writer. However, as discussed before, these codebooks have
typically been constructed by using the same data that are used to train the HMMs (Ferrer et al.,
2005; Rigoll and Kosmala, 1998). Instead, this section investigates the use of an independent
SV database to generate universal and user-specific codebooks. In both cases, the impact of
applying the multi-hypothesis approach to improve the system performance is analysed.
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Inputs: the set of MRROC curves
Outputs: the averaged ROC curve
1: for each value of γ ∈ [0, 1] do
2: set {FPR(γ), TPR(γ)} ← 0
3: for each writer i = 1, 2, ...,M do
4: find, in his/her MRROC curve, the operating point associated with γ, that is:
{FPRi(γ), TPRi(γ)} |FPRi(γ) = 1− γ
5: update FPR(γ) and TPR(γ) as:
FPR(γ) ← FPR(γ) + FPRi(γ)
TPR(γ) ← TPR(γ) + TPRi(γ)
6: end for




9: use the pairs {FPR(γ), TPR(γ)} to generate the averaged ROC curve
Algorithm 2.4 Generating the averaged ROC curve.







Figure 2.10 Retrieving user-specific HMMs from an averaged ROC curve.
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The Brazilian signature database from PUCPR (Pontifícia Universidade Católica do Paraná)
(Batista et al., 2010a, 2009; Bertolini et al., 2010; Justino et al., 2000), is used for proof-of-
concept computer simulations. It contains 7920 samples of signatures that were digitized as
8-bit greyscale images over 400x1000 pixels, at resolution of 300 dpi. The signatures were
provided by 168 writers and are organized as follows:
1) The development database (DBdev). DBdev is composed of 4320 genuine samples sup-
plied by 108 writers, and is mostly used to construct universal codebooks. For each writer,
there are 20 genuine samples for training, 10 genuine samples for validation and 10 genuine
samples for test.
2) The exploitation database (DBexp). DBexp contains 60 writers, each one with 40 samples
of genuine signatures, 10 samples of simple forgery and 10 samples of skilled forgery. For
each writer, 20 genuine samples are used for training, 10 genuine samples for validation,
and 30 samples for test (10 genuine samples, 10 simple forgeries and 10 skilled forgeries).
Moreover, 10 genuine samples are randomly selected from the other 59 writers and used
as random forgeries to test the current model. For ROC analysis, we use 10 genuine sam-
ples (from validation) versus 1080 random forgeries taken from DBdev (i.e., 10 validation
samples from 108 writers).
Given DBdev and DBexp, two experiments are performed:
1) Off-line SV based on an universal codebook. As proposed by Justino et al. (2000), an eval-
uation system is generated with DBdev by trying different candidate codebooks obtained
from this same dataset. Then, the codebook which performs the best in DBdev is selected to
develop the final system, that is, a system for the writers in DBexp. This strategy assumes
that if DBdev is representative of the whole population, the codebook selected to represent
this database will also work well for DBexp.
2) Off-line SV based on user-specific codebooks. By using the same candidate codebooks of
the previous experiment, the idea is to find, for each writer in DBexp, the codebook which
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the best adapts to his/ her individual characteristics. Thus, a same off-line SV system may
work with multiple codebooks.
Therefore, while DBdev is used to construct codebooks, as well as to develop evaluation SV
systems, a DBexp is employed for training, testing and validation of the final SV system. As
mentioned, the use of DBdev allows to construct codebooks earlier, with enough data, indepen-
dently of the writers in DBexp.
The greyscale signature images are converted to black and white using the Otsu’s binarization
method (Gonzalez and Woods, 2002). Then, they are represented by means of density of
pixels, extracted through the same grid resolution described in Section 2.1. By trying different
resolutions, Justino (2001) showed that the grid with 10 vertical cells (where each cell is a
rectangle composed of 40x16 pixels) is the most suitable for the Brazilian SV database. This
analysis was performed with DBdev, that is, using signature samples from writers not enrolled
to the system.
By varying the number of clusters from 10 to 150, in steps of 5, 29 candidate codebooks
are obtained; where each one is constructed by using the first 30 signatures (training set +
validation set) of each writer in DBdev. In the first experiment, in order to select the universal
codebook, an averaged ROC curve is produced for each different version of the evaluation
system. Then, the codebook providing the averaged ROC curve with highest AUC is chosen. In
the second experiment, the user-specific codebooks are selected before the averaging step; that
is, by choosing the codebook providing the MRROC curve with highest AUC for each writer.
Then, the individual MRROC curves are averaged. Since high values of FPR are rarely useful
in real situations, the AUC may be calculated regarding a specific region of interest of the ROC
space.
After codebook selection, an off-line SV system is designed for each writer enrolled to the
system (i.e., using DBexp). In the first experiment, a ROC outer boundary is obtained for
each writer by using the same universal codebook and a set of HMMs trained with a different
number of states. In the second experiment, a ROC outer boundary is obtained for each writer
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by using his/her own codebook and a set of HMMs trained with a different number of states.
Note that, in both experiments, the ROC curves are generated by using a validation set which
contains only genuine samples and random forgeries.
Each HMM is trained by using the Baum-Welch forward-backward algorithm (Rabiner, 1989),





where P(O/λ(t)) and P(O/λ(t−1)) represent the joint probabilities of the training sequences
O have been generated by the HMM λ in the instants t and t − 1, respectively. The goal is to
reach an error of 10−5 or smaller (Justino, 2001). Besides this stop criteria, the validation set
is used in order to select the optimal training point before overfitting.
2.5 Simulation Results and Discussions
2.5.1 Off-line SV based on an universal codebook
In a first step, the multi-hypothesis approach (Algorithms 2.2 to 2.4) was applied for each one
of the candidate codebooks by using the whole validation set. Among the 29 averaged ROC
curves, the codebook of 35 clusters (CB35) provided the highest AUC (i.e., 0.997). Figure 2.11
shows the averaged ROC curve and AUC associated with CB35. Then, in order to confirm this
result, 10 different averaged ROC curves were generated for each codebook by randomly se-
lecting a subset of signatures in the validation set. Since there are much more random forgeries
than genuine samples, only the forgery space was changed for each averaged ROC curve.
Figure 2.12 presents the relation between the Number of Clusters (NC) used in each code-
book and the corresponding AUC, calculated on the entire averaged ROC space. This graphic
confirms that the codebook with 35 clusters provides the highest AUCs for this population.
Moreover, the Kruskal-Wallis test (Gibbons, 1985) indicates that the AUC values correspond-
ing to CB35 are significantly different to the data regarding any other codebook in the graphic.
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Figure 2.11 Composite ROC curve, with AUC = 0.997, provided by CB35 on the whole
validation set of DBdev.
The next step consisted of applying the codebook CB35 to DBexp, which is composed of 60
writers. As expected, CB35 also performed well for this population, providing an AUC of
0.998 in the region of interest (i.e., between FPR = 0 and FPR = 0.1) of the averaged ROC
space. The ROC curve of the multi-hypothesis system is indicated by the star-dashed line in
Figure 2.13. Whereas the circle-dashed line represents the baseline or single-hypothesis system
used for comparisons. In this system, only the HMM which performs the best in the cross-
validation process (Justino et al., 2001; El-Yacoubi et al., 2000) is considered for generating a
user-specific ROC curve. This means that all operating points of an individual ROC curve are
associated with a same HMM. Moreover, the user-specific ROC curves are directly averaged,
without repairing, by using the standard Ross’s method (Jain and Ross, 2002) (see the inner
graphic in Figure 2.13). As expected, the multi-hypothesis system provided a higher ROC
curve, and, due to the Scott’s method (Scott et al., 1998), a superior number of operating points
was obtained.
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Figure 2.12 AUC (area under curve) vs NC (number of clusters). As indicated by the
arrow, CB35 represents the best codebook for DBdev over 10 averaged ROC curves
generated with different validation subsets of DBdev.
Depending on the operating point, a same writer could employ a different HMM, as shows
Figure 2.14. It is worth noting that the complexity of the HMMs increases with the value of γ;
which indicates that the operating points in the best region of the ROC space (i.e., the upper-left
part) are achieved with a greater number of states.
Figure 2.15 shows the user-specific MRROC curves of two writers. While writer 1 employs
different HMMs in the MRROC space, writer 3 uses the same HMM in all operating points.
The fact that writer 3 obtained AUC=1 by using an HMM with only 2 states (i.e., HMM2)
indicates that his/her corresponding genuine and forgery spaces in the validation set are easily
separable. In other words, high inter-class variability demands less complex models.
In the following phase, the operating points of the averaged ROC space (given by γ) were used
to retrieve the user-specific HMMs/thresholds, and apply them to the test set. Table 2.1 presents
the test set error rates for some γ values in both baseline and proposed systems. In order to ob-
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Figure 2.13 Averaged ROC curves when applying CB35 to DBexp. Before using the
Ross’s averaging method, the proposed system used the steps of model selection and
combination in order to obtain smoother user-specific ROC curves; while the baseline
system directly averaged the 60 user-specific ROC curves, as shows the inner figure.
serve the impact on system performance at each step of the multi-hypothesis approach, results
are first shown without the combination step (that is, by performing model selection followed
by averaging), while the last results correspond to the whole multi-hypothesis approach. Since
there are three types of forgeries in the test set, the average error rate is calculated as
AER(γ) = (FNR(γ)+FPR(γ)rand+FPR(γ)simp+FPR(γ)skil)/4 (2.6)
Which is equivalent to consider equal a priori probabilities, that is, P (genuine) = P (random)
= P (simple) = P (skilled) = 0.25, since the test set of each writer is composed of 10 samples
per category of signature.
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Figure 2.14 Number of HMM states used by different operating points in the averaged
ROC space. The complexity of the HMMs increases with the value of γ, indicating that
the operating points in the upper-left part of the ROC space are harder achieved. In other
words, the best operating points are achieved with more number of states.
In general, the multi-hypothesis system provided smaller error rates. Moreover, the FPR(γ)rand
are closer to the expected error rates given by 1-γ (recalling that γ can be viewed as the TNR,
and that FPR = 1− TNR). Additional results obtained with the multi-hypothesis system are
presented in Table 2.2.
In order to analyze the impact of repairing individual ROC curves, the proposed approach was
applied only to the 20 writers having ROC curves with concavities. On average, 75.91% of the
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Writer 3: HMM2 for all γ
Writer 1: HMM7
Writer 1: HMM11
Figure 2.15 User-specific MRROC curves of two writers in DBexp. While writer 1 can
use HMMs with 7, 11, or 17 states depending on the operating point, writer 3 employs the
same HMM all the time. Note that writer 3 obtained a curve with AUC = 1, which
indicates a perfect separation between genuine signatures and random forgeries in the
validation set.
problematic writers had their AERs on test enhanced with the multi-hypothesis system in the
region between γ = 0.9 and γ = 1; while 18.64% performed better with the single-hypothesis
system. For the remaining 5.45%, both systems performed equally. Figure 2.16 presents the
results for some γ values, where the improvements obtained with the multi-hypothesis system
are located in the positive side, that is, below the dotted line. For instance, with the single-
hypothesis system, the writer indicated by the arrow in (a) had an AER of 22.5%. When using
the multi-hypothesis system, the respectiveAER was reduced to 4.9%, that is, 17.6% lower.
Finally, the multi-hypothesis system required fewer HMM states than the single-hypothesis
system. Figure 2.17 shows the number of HMM states used by each writer in the single-
hypothesis system. Note that these models, applied to all operating points, are more complex
than those ones previously shown in Figure 2.14. Regarding the entire ROC space, the pro-
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Table 2.1 Error rates (%) on test
Single-hypothesis system
γ FNR FPRrandom FPRsimple FPRskilled AER
0.96 0.50 6.00 10.83 64.83 20.54
0.97 0.83 5.67 9.00 60.17 18.92
0.98 1.17 4.00 5.67 52.50 15.83
0.99 2.33 2.67 4.00 42.67 12.92
1 12.67 0.33 1.17 19.83 8.50
Multi-hypothesis system without combination
γ FNR FPRrandom FPRsimple FPRskilled AER
0.96 3.17 5.17 11.00 62.33 20.42
0.97 3.33 4.17 9.33 58.50 18.83
0.98 3.83 1.83 6.67 51.17 15.88
0.99 5.00 1.17 4.17 41.17 12.88
1 12.83 0.33 1.17 20.50 8.71
Multi-hypothesis system
γ FNR FPRrandom FPRsimple FPRskilled AER
0.96 4.13 4.67 8.70 54.81 18.07
0.97 4.15 3.17 7.35 52.23 16.72
0.98 4.48 2.50 5.51 47.05 14.88
0.99 5.55 1.17 4.00 39.63 12.58
1 12.83 0 1.17 20.50 8.62
Table 2.2 Additional error rates (%) on test obtained with the multi-hypothesis system
γ FNR FPRrandom FPRsimple FPRskilled AER
0.991 5.71 1.00 3.83 38.01 12.13
0.992 5.81 0.67 3.83 37.38 11.92
0.993 6.00 0.67 3.50 36.15 11.58
0.994 6.17 0.67 3.50 35.90 11.56
0.995 6.30 0.67 3.17 34.80 11.23
0.996 7.10 0.67 2.67 33.73 11.04
0.997 7.63 0.67 2.67 32.48 10.86
0.998 8.21 0.67 2.67 30.60 10.54
0.999 9.37 0.17 1.91 26.83 9.57
1 12.83 0 1.17 20.50 8.62
posed approach reduced by 48.09% the number of states employed by the HMMs. This occurs
because during the model selection step (see Algorithm 2.2), when two or more HMMs achieve
the same TPR, the model with fewer states is chosen.
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Figure 2.16 User-specific AERs obtained on test with the single- and multi-hypothesis
systems. The stars falling below the dotted lines represent the writers who improved their
performances with multi-hypothesis system.
2.5.2 Off-line SV based on user-specific codebooks
This experiment explored the idea of using user-specific codebooks in order to reduce indi-
vidual error rates. Since each writer must be evaluated separately, the selection of the best
user-specific codebook was performed after the combination step, by choosing that one pro-
viding the MRROC curve with greatest AUC in the region of interest (i.e., between FPR = 0
and FPR = 0.1). Figure 2.18 (a) presents the codebook selected for each writer. For some
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Figure 2.17 Number of HMM states selected by the cross-validation process in the
single-hypothesis system. These models are used in all operating points of the ROC space.
writers, due to the high variability inter-class on validation (i.e., genuine signatures versus ran-
dom forgeries), all codebooks provided AUC = 1. In these cases, the universal codebook CB35,
found in the previous experiment, was used. Figure 2.18 (b) indicates that only 13 codebooks
(out of 29) were selected by this experiment; where 58% of the writers used the universal
codebook CB35, and 15% used a codebook with 150 clusters.
After selecting the best codebook per user, the user-specific MRROC curves were averaged
by using Algorithm 2.4. The dash-dot line in Figure 2.19 shows the resulting averaged ROC
curve (AUC = 0.9989), which is better than the curve obtained with the previous version of
multi-hypothesis system (i.e., with CB35) in the region between γ = 0.995 and γ = 1. This
improvement was also observed on test, as shows Table 2.3; specially for γ = 1. The results
for γ = 0.96 to 0.99 are not shown in Table 2.3 since both systems performed similarly for
γ < 0.995. Figure 2.20 presents the AERs of the 20 problematic writers obtained with the
two multi-hypothesis systems. On average, 36.25% of these writers had their AERs enhanced
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Figure 2.18 (a) Distribution of codebooks per writer. In the cases where all codebooks
provided AUC = 1, the universal codebook CB35 was used. (b) Among the 13 codebooks
selected by this experiment, CB35 was employed by 58% of the population, while 15% of
the writers used a codebook with 150 clusters.
with the use of user-specific codebooks. This represents 12.08% of the whole population,
which may indicate a considerable amount of users in a real world application. Only 16.25%
performed better with CB35; and for the remaining 47.50%, both systems performed equally.
Table 2.3 Error rates (%) on test
Results obtained with the multi-hypothesis system when using user-specific codebooks
γ FNR FPRrandom FPRsimple FPRskilled AER
0.995 5.93 1.00 3.22 35.10 11.31
0.996 6.60 0.83 2.85 33.15 10.86
0.997 6.87 0.67 2.83 31.82 10.55
0.998 7.73 0.67 2.60 29.22 10.05
0.999 8.63 0.17 1.60 26.00 9.10
1 9.83 0 1.00 20.33 7.79
Results obtained with the multi-hypothesis system when using CB35
γ FNR FPRrandom FPRsimple FPRskilled AER
0.995 6.30 0.67 3.17 34.80 11.23
0.996 7.10 0.67 2.67 33.73 11.04
0.997 7.63 0.67 2.67 32.48 10.86
0.998 8.21 0.67 2.67 30.60 10.54
0.999 9.37 0.17 1.91 26.83 9.57
1 12.83 0 1.17 20.50 8.62
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Figure 2.19 Averaged ROC curves obtained for three different systems, where the
multi-hypothesis system with user-specific codebooks provided the greatest AUC. While
the single-hypothesis system stores only the user-specific thresholds in the operating
points, the multi-hypothesis systems can store information about user-specific thresholds,
classifiers and codebooks in each operating point of the composite ROC curve.
Besides being used to retrieve the set of user-specific classifiers and thresholds, the operating
points of the last multi-hypothesis system also stores information about what codebook to use;
taking into account that a same codebook may be shared by different writers. In the single-
hypothesis system, on the other hand, only the user-specific thresholds are stored, since each
writer employs his/her single classifier in all operating points. It is worth noting that another
variation of the proposed system could be developed by finding the best codebook at each
operating point. However, since the 13 codebooks selected by this experiment already provided
composite ROC curves with AUC equal or very close to 1, this approach was not investigated.
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Figure 2.20 User-specific AERs obtained on test with two versions of the
multi-hypothesis system. The squares falling below the dotted lines represent the writers
who improved their performances with multi-hypothesis system based on user-specific
codebooks.
2.6 Discussion
In this chapter, an approach based on the combination of classifiers in the ROC space was
proposed in order to improve performance of off-line SV systems designed from limited and
unbalanced data. By training an ensemble of HMMs with different number of states and dif-
ferent codebooks, and then selecting the best model(s) for each operating point, it is possible
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to construct a composite ROC curve that provides a more accurate estimation of system per-
formance during training and significantly reduces the error rates during operations.
Experiments carried out on the Brazilian SV database, with random, simple and skilled forg-
eries, show that the multi-hypothesis approach leads to a significant improvement in overall
performance, besides reducing the number of HMM states by up to 48%. The results also
show that the use of user-specific codebooks can improve class separability.
Moreover, the multi-hypothesis system using an universal codebook obtained a considerable
reduction in the number of codebook clusters and in the error rates3 when comparing with
another off-line SV system developed with the same SV database (Justino et al., 2001). There-
fore, since ROC concavities are observed, the proposed approach is suitable to improve system
performance. It can be easily adapted to any neural or statistical classifier designed to solve
similar two-class problems. Of course, given a set of features able to provide adequate class
separation, the multi-hypothesis approach would give no advantage.
The multi-hypothesis approach can be used for dynamic selection of the best classification
model – that is, the best codebook, HMM and threshold – according to the risk linked to an
input sample. In banking applications, for example, the decision to use a specific operating
point may be associated with the amount of the check. In the simplest case, for a user that
rarely signs high value checks, big amounts would require operating points related to low
FPRs, such as would be provided by a γ close to 1; while lower amounts would require
operating points related to low FNRs, since the user would not feel comfortable with frequent
rejections. Note that, in the cases where a validation set is not available, the ROC curves may
be generated by using the training set.
The proposed approach may require greater computational complexity (training time and mem-
ory consumption) than a single-hypothesis approach due to the generation of a set of candidate
codebooks and HMMs. However, once the multi-hypothesis ROC space is obtained, all sub-
3Error rates reported in (Justino et al., 2001) with pixel density features: FNR = 2.17%, FPRrandom =
1.23%, FPRsimple = 3.17%, FPRskilled = 36.57%, AER = 10.78%.
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optimal solutions can be discarded, and only the HMMs associated with useful operating points
should be stored. During the test phase, no additional time is required, since the process con-
sists in the use of one HMM at a time.
Since HMMs are generative classifiers, they need more training data than discriminative clas-
sifiers to achieve a high level of performance. Indeed, while a generative classifier learns the
full joint distribution of a class, i.e., a model of the joint probability P (X|Y ), of the inputs X
and the label Y , a discriminative classifier models the decision boundary between class distri-
butions by learning the posterior probability P (Y |X) directly, or by learning a direct map from
inputs X to the class labels (Drummond, 2006; Ng and Jordan, 2001). In this work, each HMM
was built using 30 genuine signatures samples (i.e., 20 samples for training and 10 samples for
validation), which is considered a limited set for a generative classifier. Other pattern recogni-
tion problems, such as handwritten character recognition, employ thousands of samples to train
a HMM (Cavalin et al., 2009; Ko et al., 2009a,b). On the other hand, acquiring 30 signature
samples per writer for designing a real-world SV system may be a costly and time consuming
process. In the next chapter, a hybrid generative-discriminative SV system is proposed in order
to take advantage of both classification paradigms. As both genuine and impostor classes are
modeled, fewer training samples are needed to obtain satisfactory results.
CHAPTER 3
DYNAMIC SELECTION OF GENERATIVE-DISCRIMINATIVE ENSEMBLES
Since HMMs are generative classifiers, they need more training data than discriminative clas-
sifiers to achieve a high level of performance during operations. In this chapter, the problem of
having a limited amount of genuine signature samples for training is addressed by designing
a hybrid multi-classifier off-line SV system based on the dynamic selection of generative-
discriminative ensembles. By taking advantage of both generative and discriminative classi-
fication paradigms, the objective is to achieve a more robust learning than a pure generative
approach when a limited amount of training data is available.
To design the generative stage, multiple discrete left-to-right HMMs are trained using a differ-
ent number of states and codebook sizes, allowing the system to learn signatures at different
levels of perception. The codebooks are generated using signature samples of an indepen-
dent database (also called development database), supplied by writers not enrolled to the SV
system. This prior knowledge ensures that the SV system can be design even with a single
user. To design the discriminative stage, HMM likelihoods are measured for each training sig-
nature, and assembled into feature vectors that are used to train a diversified pool of 2-Class
Classifiers (2-CCs) through a specialized Random Subspace Method (RSM).
Given an input signature during operations, the most accurate subset of 2-CCs is selected to
form an EoC using a Dynamic Selection (DS) strategy based on K-Nearest Oracles (KNORA)
(Ko et al., 2008) and on Output Profile (OP) (Cavalin et al., 2010). As opposed to Static
Selection (SS), where a single Ensemble of Classifiers (EoC) is selected before operations, and
applied to all input samples, DS allows for a different selection of EoCs according to each input
sample. Moreover, when new reference samples become available, they can be incorporated to
the system, incrementally, to improve the selection of the most adequate EoC.
To validate the proposed SV system, proof-of-concept experiments are carried out on real-
world signature data from two datasets, namely, the Brazilian SV database (Batista et al.,
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2010a) (comprised of genuine samples and random, simple and skilled forgeries) and the GPDS
database (Vargas et al., 2007) (comprised of genuine samples and random and skilled forg-
eries). The performance of the generative-discriminative ensembles formed with the proposed
DS strategy is compared to that of other well-know DS and SS strategies, with a traditional
system based on HMMs, and with other relevant SV systems found in the literature. Moreover,
the adaptive properties of the proposed SV system for incremental learning of new signature
samples are investigated.
The rest of this chapter is organized as follows. The next section briefly presents the state-of-
the-art on hybrid generative-discriminative classifiers and on Ensemble of Classifiers. Section
3.2 presents the hybrid generative-discriminative off-line SV system, as well as the proposal
of a new DS strategy. Section 3.3 describes the experimental methodology, including datasets,
training protocol and measures used to evaluate system performance. The experiments are pre-
sented and discussed in Section 3.4. Finally, Section 3.5 concludes the chapter with a general
discussion. The contents of this chapter have been publishedas conference articles in (Batista
et al., 2010b) and (Batista et al., 2010c), accepted for publication in (Batista et al., 2011), and
submitted to Pattern Recognition (december, 2010).
3.1 Hybrid Generative-Discriminative Ensembles
Generative classifers differ from discriminative ones in that they can reproduce an input pattern
in addition to recognizing it. A generative classifier learns the full joint distribution of a class,
i.e., a model of the joint probability P (X|Y ), of the inputs X and the label Y , and may generate
labeled instances according to this distribution. Prediction is performed via the Bayes rule to
compute P (Y = yj|X = xi), and then by assigning xi to the most likely yj. In contrast, a
discriminative classifier models the decision boundary between class distributions by learning
the posterior probability P (Y |X) directly, or by learning a direct map from inputs X to the
class labels (Drummond, 2006; Ng and Jordan, 2001).
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Despite the success of HMMs in SV, several important systems have been developed with dis-
criminative classifiers (Batista et al., 2007; Impedovo and Pirlo, 2008). In fact, both generative
and discriminative paradigms hold advantages and drawbacks. In classification problems, lit-
erature states that learning the full distribution P (X|Y ) is unnecessary. According to Vapnik
(Vapnik, 1999), “one should solve the classification problem directly and never solve a more
general problem as an intermediate step such as modeling P (X|Y )”. Indeed, discriminative
classifiers have been favored over generative ones in many pattern recognition problems due to
their low asymptotic error (Abou-Moustafa et al., 2004), although comparisons between both
paradigms have shown that a discriminative classifier does not necessarily yield better perfor-
mance (Ng and Jordan, 2001; Rubinstein and Hastie, 1997). Moreover, generative classifiers
may handle missing data (Raina et al., 2004), novelty detection, and supervised, unsupervised
and incremental training more easily, since class densities are considered separately one from
another (Rubinstein and Hastie, 1997). It is therefore easy to add and remove classes as the
operational environment unfolds.
Some hybrid approaches found in literature appear promising to exploit both generative and
discriminative paradigms. In the hybrid handwritten 10-digit recognition system proposed by
Abou-Moustafa et al. (2004), a set of 20 discrete HMMs (two per class) is used to map the
variable-lenght input patterns into single fixed-size likelihood vectors. In the classification
stage, these vectors are presented to 10 SVMs (one per class) that provide the final decision
through the one-against-all strategy. With a similar hybrid architecture, Bicego et al. (2004)
proposed a system for 2D-shape/face recognition where each sample of a class is modeled by
a continuous HMM. This type of architecture can be viewed as a dissimilarity representation
(DR) approach, in which input patterns are described by their distance with respect to a pre-
determined set of prototypes (Pekalska and Duin, 2000, 2005). Therefore, while the HMMs
model a set of prototypes, the likelihoods provide similarity measures that define a new input
feature space. This new space of similarities can, in principle, be used to train any discrim-
inative classifier. The fact that two patterns x1 and x2 present similar degrees of similarity
with respect to several HMMs enforces the hypothesis that x1 and x2 belong to the same class
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(Bicego et al., 2004). In a pure generative approach, an input pattern x1 would be assigned to
the most similar class model, neglecting all the information provided by a DR space (i.e., the
distances with respect to the other classes).
The hybrid system achitectures presented in (Abou-Moustafa et al., 2004; Bicego et al., 2004)
are particularly relevant for SV since they allow to model not only the genuine class, but also
the impostor class. Traditional SV approches based on HMMs generally use only genuine
signatures to train the system. Then, a decision threshold is defined by using a validation
set composed of genuine and random forgery samples (in practice, only random forgeries are
available during the design of a SV system).
Multi-Classifier Systems (MCS) have been used to reduce error rates of many challenging
pattern recognition problems, including SV (Bajaj and Chaudhury, 1997; Bertolini et al., 2010;
Blatzakis and Papamarkos, 2001; Huang and Yan, 2002; Sabourin and Genest, 1995; Sansone
and Vento, 2000). The motivation of using MCS stems from the fact that different classifiers
usually make different errors on different samples. Indeed, it has been shown that, when the
response of a set of C classifiers is averaged, the variance contribution in the bias-variance
decomposition decreases by 1/C, resulting in a smaller expected classification error (Tax, 2001;
Tumer and Ghosh, 1996).
Bagging (Breiman, 1996), boosting (Freund, 1990) and random subspaces (Ho, 1998) are well-
known methods for creating diverse classifiers. While bagging and boosting use different sam-
ples subsets to train different classifiers, the random subspace method (RSM) use different sub-
spaces of the original input feature space. The RSM is, therefore, well-suited for generating
a pool of classifiers in applications that must deal with a limited number of training samples.
While many classification methods suffer from the curse of dimensionality, large amounts of
features can be exploited by the RSM to improve the system performance (Ho, 1998).
Given a pool of classifiers, an important issue is the selection of a diversified subset of classi-
fiers to form an EoC, such that the recognition rates are maximized during operations (Ko et al.,
2008). This task may be performed either statically or dynamically. Given a set of reference
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samples (generally not used to train the classifiers), a static selection (SS) approach selects
the EoC that provides the best classification rates on that set. Then, this EoC is used during
operations to classify any input sample. Dynamic selection (DS) also needs a reference set to
select the best EoC; however, this task is performed on-line, by taking into account the specific
characteristics of the sample to be classified. The KNORA strategy (Ko et al., 2008), for in-
stance, finds for each input sample its K-nearest neighbors in the reference set, and then selects
the classifiers that have correctly classified those neighbors. Finally, the selected classifiers are
combined in order to classify the input sample.
In a biometric system that starts with a limited number of reference samples, it is difficult to
define a priori a single best EoC for the application. Ideally, the EoC should be continuously
adapted whenever new reference samples become available. With DS, this new data can be
incorporated to the reference set (after being classified by the pool of classifiers) without any
additional step.
3.2 A System for Dynamic Selection of Generative-Discriminative Ensembles
In this section, a hybrid generative-discriminative multi-classifier system is proposed for off-
line SV. It consists of two stages – a generative stage that provides feature vectors for input
patterns using a bank of HMMs; and a discriminative stage that classifies these feature vectors
using an ensemble of two-class classifiers (2-CCs).
3.2.1 System Overview
Let T i = I itrn(l), 1 ≤ l ≤ N , be the training set used to design a SV system for writer
i. T i contains genuine signature samples supplied by writer i, as well as random forgery
samples supplied by other writers not enrolled to the system (these random forgeries are part of
a development database, and represent a prior knowledge of the problem). For each signature
I itrn(l), in the training set T
i, a set of features is generated such as depicted in Figure 3.1. First,
I itrn(l) is described by means of pixel densities, which are extracted through a grid composed
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of rectangular cells. Each column of cells j is converted into a feature vector Fij, where each
vector element is a value between 0 and 1 corresponding to the number of black pixels in a cell
divided by the total number of pixels of this cell. The signature I itrn(l) is therefore represented






, 1 ≤ j ≤ col, where col is the number of columns
in the grid.
Then, F i







, 1 ≤ j ≤ col,
where each observation oij is a symbol provided by the codebook q (which is generated using
the K-means algorithm (Makhoul et al., 1985)). As Q different codebooks are employed, a set
of observation sequences Oi
trn(l) = {O
i
q}, 1 ≤ q ≤ Q, is obtained for a same training signature
I itrn(l). The set of observation sequences, O
i
trn(l), is then sent as input to the bank of left-to-












is a likelihood Pb computed between
an observation sequence Oiq and a HMM λib, where λib can be either from the genuine class
(i.e., trained with genuine samples from writer i), or from the impostor class (i.e., trained with
random forgery samples). It is worth noting that the same sequences Oi
trn(l), 1 ≤ l ≤ N , used






, 1 ≤ l ≤ N , are also used to train
the HMMs in Mi.
Since long HMM likelihood vectors are produced during the feature generation phase, a spe-
cialized random subspace method (RSM) is used to select the input space in which multiple
discriminative 2-CCs are trained. For each random subspace r, 1 ≤ r ≤ R, a smaller subset






, 1 ≤ l ≤ N ,
and used to train a different 2-CC. As depicted in Figure 3.2, R random subspaces result in R
different 2-CCs.
During operations (see Figure 3.3), a given input signature I itst follows the same steps of feature
extraction, vector quantization and likelihood extraction as performed with a training signature,






. Then, based on signature samples
previously classified – stored on the dynamic selection (DS) database –, the most accurate
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Figure 3.1 Design of the generative stage for a specific writer i.
Figure 3.2 Design of the discriminative stage for a specific writer i.
83






. Such as the
training set, the DS database contains genuine signature samples supplied by writer i, as well
as random forgery samples taken from the developement database. Section 3.3 explains the
partitioning of each dataset used in this work.
The dynamic selection strategy proposed in this work is based on the K-nearest-oracles (KNO-
RA) (briefly described in Section 3.1), which has been successfully applied to handwritten-
numeral recognition (Ko et al., 2008). The main drawback of KNORA is that a robust set
of features must be defined in order to compute similarity between the input sample and the







to all 2-CCs in the pool, and the resulting output labels are used to find the
K-nearest neighbors in the DS database. Then, the 2-CCs that have correctly classified those







Figure 3.3 Entire hybrid generative-discriminative system employed during operations
(for a specific writer i).
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The rest of this section presents additional details on the bank of HMMs, the specialized al-
gorithms to generate random subspaces and to perform dynamic selection of classifiers, and a
complexity analysis of different components of the system.
3.2.2 Bank of HMMs
Let Mi = {w1∪w2} be the bank of left-to-rightHMMs, where w1 = {λ(C1)1 , λ
(C1)
2 , ..., λ
(C1)
R }




2 , ..., λ
(C2)
S } is the set of S
HMMs of the impostor’s class C2. Each HMM in w1 is trained on genuine signature sequences
of a specific writer i by using a different number of states. In a similar manner, the HMMs in
w2 are trained on random forgery sequences, that is, genuine signature sequences from writ-
ers not enrolled to the system. Besides the different number of states, different codebooks are
used, allowing the system to learn a signature at different levels of perception. Section 3.3.3
presents the training strategy adopted for the HMMs.
Once the bankMi is obtained, it is used to extract likelihood vectors (see Figure 3.4). Given the







Q} extracted from a training signature






is obtained by computing the likelihoods of Oi
trn(l) for























If, for instance, λ(C1)1 and λ
(C2)
S were trained with observation sequences extracted from the
codebook q = 10, a compatible sequence from Oi
trn(l), that is, O
i
q=10, must be sent to both.






is labeled according to the class of Oi
trn(l). Observe
that, if Oi






should contain higher values in the first
R positions and lower values in the remaining S positions, allowing a two-class classifier to
discriminate between classes C1 and C2.
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Figure 3.4 Bank of left-to-right HMMs used to extract a vector of likelihoods.
This procedure is performed on all Oi







, 1 ≤ l ≤ N , are used to train a pool of 2-CCs in the discriminative stage.
3.2.3 A Random Subspace Method for Two-Class Classifiers
Let Oi
trn(l), 1 ≤ l ≤ N , be the sequences of observations extracted from the training sig-






, 1 ≤ l ≤ N , be their corresponding likelihood







, Algorithm 3.1 randomly selects, with replacement, R′ likelihoods from its
R first positions (corresponding to w1), and S ′ likelihoods from its S last positions (corre-






, 1 ≤ l ≤ N , the selected






, which is stored in the








, 1 ≤ l ≤ N , in T ′, are used to train a two-class classifier
cr, where r, 1 ≤ r ≤ R, is the actual random subspace. This procedure is repeated for R
random subspaces, resulting in a pool C of R different two-class classifiers (2-CCs).
Inputs:
– the number of random subspaces, R






, 1 ≤ l ≤ N
– the number of likelihoods associated to w1, R
– the number of likelihoods associated to w2, S
– the size of the subspace associated to w1, R′
– the size of the subspace associated to w2, S ′
Outputs:
– the pool of trained 2-CCs, C
1: for each subspace r = 1, 2, ...,R do
2: STEP 1:






, select at random and with replacement














in the training set T ′
6: STEP 2:













be the a new vector containing only the R′ and S ′ positions







in the training set T ′
10: end for
11: STEP 3:
12: use the vectors in T ′ to train a 2-CC cr
13: store cr in the pool C
14: end for
Algorithm 3.1 Random Subspace Method for 2-CCs.
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3.2.4 A New Strategy for Dynamic Ensemble Selection
Let Oi
ds(j), 1 ≤ j ≤ M , be the sequences of observations extracted from the DS database






, 1 ≤ j ≤ M , be their corresponding likelihood vectors –






, an output profile






is sent to all two-class
classifiers cr, r = 1, 2, ...,R, in the pool C, where each cr receives as input only the vector
positions related to its respective subspace. Then, the resulting output labels are stored in a








. This procedure is repeated for all
DS vectors, resulting in a set of DS-OPs. For simplicity, we consider that the DS-OPs are also
stored in the DS database.
Inputs:






– the number of random subspaces, R
– the pool of 2-CCs, C
Outputs:













































Algorithm 3.2 Output Profile Algorithm.






is presented, four main steps are performed (see Figure








is calculated, such as performed for the








is compared to each DS-OP, through the Euclidean
distance, in order to find its K-nearest neighbors. Third, the 2-CCs that correctly classify the K
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. Fourth, the 2-CCs
decisions are fused by majority vote.
Figure 3.5 Illustration of the dynamic selection process for two-class classifiers based on
output profiles. In this example, 2-CCi1, 2-CCi3 and 2-CCin are selected.
In this work, the two following variants of KNORA are proposed to deal with output profiles.






and its K-nearest neigh-
bors in the DS database, the objective of this second variant is to find for each neighbor k,

















, 1 ≤ k ≤ K,
are obtained, such as performed for OP-ELIMINATE. For each neighbor k, and for each two-
class classifier cr, r = 1, 2, ...,R, in the pool C, the OP-UNION algorithm then verifies if cr






correctly. If yes, cr is added to the
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ensemble Ek; otherwise, the next 2-CC in the pool is verified. After applying this procedure
to all K-nearest neighbors, the 2-CCs in each ensemble Ek are combined in order to classify






. Finally, the final classification label L is obtained by using the
majority vote rule. Note that a same 2-CC can give more than one vote if it correctly classifies
more than one DS vectors.
Inputs:
– the number of nearest neighbors, K





– the number of random subspaces, R
– the pool of 2-CCs, C








, 1 ≤ j ≤ M , previously calculated with Algorithm 3.2
Outputs:
– the final classification label, L
1: STEP 1:





























, where 1 ≤ j ≤M
5: STEP 3:
6: for each neighbor k, 1 ≤ k ≤ K , do
7: set count = 1; // number of 2-CCs added to the ensemble
8: for each 2-CC cr, r = 1, 2, ...,R, in C do






correctly and count ≤ K then
10: store cr in the ensemble Ek, that is, Ek(count) = cr










17: return the final classification label L by majority voting
Algorithm 3.3 OP-UNION Algorithm.






, the objective this
first variant is to find an ensemble of up to K 2-CCs that simultaneously classify its K-nearest

















, 1 ≤ k ≤ K, are then obtained by
using the Euclidean distance. For each two-class classifier cr, r = 1, 2, ...,R, in the pool C, the








, 1 ≤ k ≤ K, correctly. If yes, cr is added to the ensemble E; otherwise,
the next 2-CC in the pool is verified. In the case where no classifier ensemble can correctly
classify all K DS vectors, the value of K is decreased until at least one 2-CC can correctly







, where final classification label L is obtained by using the majority vote
rule.
Inputs:
– the number of nearest neighbors, K





– the number of random subspaces, R
– the pool of 2-CCs, C








, 1 ≤ j ≤ M , previously calculated with Algorithm 3.2
Outputs:
– the final classification label, L
1: STEP 1:





























, where 1 ≤ j ≤M
5: STEP 3:
6: set count = 1; // number of 2-CCs added to the ensemble
7: for each 2-CC cr, r = 1, 2, ...,R, in C do





, 1 ≤ k ≤ K , correctly and count ≤ K then
9: store cr in the ensemble E, that is, E(count) = cr;




14: if size(E) == 0 then
15: decrement K
16: repeat the process from STEP 3
17: end if
18: STEP 5:





20: by majority voting, return the final classification label L
Algorithm 3.4 OP-ELIMINATE Algorithm.
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3.2.5 Complexity Analysis
The following complexity analysis considers the use of the Forward-Backward algorithm (Ra-
biner, 1989) for HMMs employed in the generative stage, and Support Vector Machines (SVM)
with Radial Basis Function (RBF) kernel (Burges, 1998) in the discriminative stage. Assume a
left-to-right HMM with S states, in which only transitions between two consecutive states are
allowed, and a sequence of lenght L. The Forward-Backward algorithm has a complexity of
O(LS) per iteration, in terms of both time and memory (Alpaydin, 2004; Khreich et al., 2010).
For the SVM-RBF, the time and memory complexity during training is O(DN2), where N is
the size of the training set and D is the number of input dimensions. During operations, the
evaluation of each input sample has a time and memory complexity of O(DV ), where V is the
number of support vectors (Burges, 1998; Cao et al., 2008).
Table 3.1 presents the overall time complexities associated with the generative and discrimina-
tive stages, where the proposed SV system is composed of a bank of B HMMs and a pool of R
SVMs, respectively. In the discriminative stage, α genuine samples vs. β forgery samples are
used to train the SVMs (i.e., N = α + β), while only α genuine samples are used to train each
HMM in the generative stage. The DS strategies proposed in this paper are applied only during
operations, where K is the number of nearest output profiles. Note that the output profiles are
obtained from the pool of SVMs, whose complexity is shown in the second column.
Table 3.1 Time complexities of the generative and discriminative stages
Phase Bank of HMMs Pool of SVMs OP-ELIM./UNION
Training O(αBLS) O(RDN2) -
Test O(BLS) O(RDV ) O(KR)
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3.3 Experimental Methodology
Given the generative-discriminative system proposed in Section 3.2, two scenarios are investi-
gated:
1) Scenario 1 – abundant data. A considerable number of genuine signatures per writer
(i.e., 30) is assumed to be available to design an off-line SV system. The objective of this
scenario is to analyse the impact of using the proposed DS strategies over other relevant
ensemble selection strategies found in the literature.
2) Scenario 2 – sparse data A limited number of genuine signatures per writer is assumed to
be available to design an off-line SV system. The objective of this scenario is to apply the
proposed system to two realistic cases of SV. In the first case, three different systems are
designed, each one with 4, 8 and 12 genuine signatures per writer. In the second case, a
system is initially designed with 4 genuine signatures per writer, and new genuine samples
available overtime are incrementaly added to system, without retraining the actual classi-
fiers.
The rest of this section describes the signature databases, the grid segmentation scheme, the
classifier training specifications and the performance evaluation method used in the experi-
ments.
3.3.1 Off-line SV Databases
Two different off-line signature databases are used for proof-of-concept computer simulations:
the Brazilian SV database from PUCPR, used by our research group (Batista et al., 2010a;
Justino et al., 2000; Bertolini et al., 2010; Batista et al., 2010b), and the GPDS database (Var-
gas et al., 2007), used by other researchers (Ferrer et al., 2005; Martinez et al., 2004; Pirlo
et al., 2009; Vargas et al., 2011). While the Brazilian SV database is composed of random,
simple and skilled forgeries, the GPDS database is composed of random and skilled forgeries.
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3.3.1.1 Brazilian SV database
As presented in Chapter 2, the Brazilian SV database contains 7920 samples of signatures
that were digitized as 8-bit greyscale images over 400X1000 pixels, at resolution of 300 dpi.
The signatures were provided by 168 writers and are organized in two sets: the development
database (DBdev) and the exploitation database (DBexp).
DBdev contains signature samples from writers not enrolled to the system, and is used as prior
knowledge to design the codebooks and the impostor class. It is composed of 4320 genuine
samples supplied by 108 writers. Each writer j has 40 genuine samples, where 20 are available
for training (T j
dev(20)) and 10 for validation (V
j
dev(10)). The remaining 10 samples, available for
test, are not employed in this work.
DBexp contains signature samples from writers enrolled to the system, and is used to model
the genuine class. It is composed of 3600 signatures supplied by 60 writers. Each writer has
40 genuine samples, 10 simple forgeries and 10 skilled forgeries. In the first scenario, 20
genuine samples are available for training (T iexp(20)) and 10 for validation (V
i
exp(10)). In the sec-
ond scenario, 4, 8 and 12 genuine samples are available for training, taken from T iexp(20). The
test set is the same for Scenarios 1 and 2, that is, each writer in DBexp has 10 genuine sam-
ples (TST itrue(10)), 10 random (TST
i
rand(10)) forgeries, 10 simple (TST
i
simp(10)) forgeries and
10 skilled forgeries (TST iskil(10)); where the random forgeries are genuine samples randomly
selected from other writers in DBexp.
Given a writer i enrolled to the system, DBdev and DBexp are used to compose different
datasets employed in different phases of the system design (see Table 3.2).
3.3.1.2 GPDS database
The GPDS database is composed of 16200 signature images digitized as 8-bit greyscale at
resolution of 300 dpi. It contains 300 writers, where the first 160 are set as DBexp and the
remaining 140, as DBdev. For each writer in both DBexp and DBdev, there are 24 genuine
94
Table 3.2 Datasets for a specific writer i, using the Brazilian SV database
(a) Scenario 1 – design
Dataset Name Task Genuine Samples Random Forgery Samples









DBisvm SVM Training T
i
exp(20) 20 from T
j=1:108
dev(20)









(b) Scenario 2 – design
Dataset Name Task Genuine Samples Random Forgery Samples
DBihmm HMM Training





DBisvm SVM Training 4, 8, 12 from T
j=1:108
dev(20)







(c) Scenarios 1 and 2 – operations










signatures and 30 skilled forgeries. In the literature, only 80 to 160 writers (out of 300) are
used to develop the SV systems, which allow us to work with two datasets.
As this database has a limited number of genuine signatures per writer, it is employed only in
Scenario 2 (see Table 3.3). For each writer j in DBdev, 14 genuine signatures are available
for training (T j
dev(14)) and 10 for validation (V
j
dev(10)); while in DBexp, each writer i has 14
genuine signatures available for training (T idev(14)) and 10 for test (TST
i
true(10)). Moreover, 10
random forgeries (TST irand(10)) and 10 skilled forgeries (TST iskil(10)) are used for test, where
the random forgeries are genuine samples randomly selected from other writers in DBexp.
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During the comparative analysis performed with systems in the literature (presented in Section
3.4.4), 30 skilled forgeries (TST iskil(30)) are used for test, instead of 10.
In the following sections, the GPDS database is refered as GPDS-160, since a set of 160 writers
(that is, DBexp) is actually modeled by the proposed system.
Table 3.3 Datasets for a specific writer i, using the GPDS database
(a) Scenario 2 – design
Dataset Name Task Genuine Samples Random Forgery Samples
DBihmm HMM Training





DBisvm SVM Training 4, 8, 12 from T
j=1:140
dev(14)







(b) Scenario 2 – operations













For the Brazilian SV database, the signature images (composed of 400x1000 pixels) are divided
in 62 horizontal cells, where each cell is a rectangle composed of 40x16 pixels. This grid size
along with density of pixels have been successfully applied to this database in (Justino et al.,
2000).
A similar grid segmentation scheme is applied to the GPDS-300 database, even if no previous
work have been done in order to find the best cell size. Although this database contains images
96
of different sizes (that vary from 51x82 pixels to 402x649 pixels), they are represented in a
grid of 400x650 pixels, and segmented in 65 horizontal cells of 40x10 pixels.
To absorb the horizontal variability of the signatures, the images are aligned to the left and the
blank cells in the end of the images are discarded. Therefore, the images may have a variable
number of horizontal cells, while the number of vertical cells is always 10, as shows the exem-
ple of Figure 3.6.
Figure 3.6 Example of grid segmentation scheme.
3.3.3 Training of the Generative Stage
29 different codebooks q (1 ≤ q ≤ 29) are generated by varying the number of clusters from 10
to 150, in steps of 5; using all training and validation signatures of DBdev. In Scenario 1, given
a writer i and a codebook q, 20 genuine samples are taken from DBihmm (i.e., T iexp(20)) and used
to train a set of discrete left-to-right HMMs with different number of states. As the number
of states varies from 2 to the lenght of the smallest sequence used for training (Lmin), the
genuine space, w1, is composed of a variable number HMMs (i.e., 29x(Lmin-1)) that depends
on the writer’s signature size. On the other hand, to compose the impostor space, w2, there
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are thousands of HMMs taken from the writers in DBdev (each writer j in DBdev has a set of
HMMs trained with his/her genuine samples).
As performed in Chapter 2, each HMM is trained by using the Baum-Welch Forward-Backward
algoritm (Rabiner, 1989), and at each iteration t, the error Et is calculated (see Equation 2.5).
The goal is to reach an error of 10−5 or smaller (Justino, 2001). Besides this stop criteria, a
validation set (i.e., V iexp(10), available only for Scenario 1) is used in order to select the optimal
training point before overfitting.
In Scenario 2, the number of training sequences is dramatically reduced to 4, 8 and 12. For a
given training sequence Oiq, a set of HMMs is trained by varying the number of states from 2
to 1
3
of the sequence’s size. The use of a single training sequence per HMM was previoulsy
investigated in (Bicego et al., 2004). The main advantage of this strategy is that it allows to
obtain a higher number of HMMs, adding more diversity to the next system stage.
3.3.4 Training of the Discriminative Stage
Although any discriminative two-class classifier can be used in the second stage, the SVM
classifier with RBF kernel (Chang and Lin, 2001) was chosen because of its successful use in
different pattern recognition problems.
By employing the LIBSVM toolbox (Chang and Lin, 2001), the parameters C and È are found
through a gridsearch technique. For each different pair {C, È}, 10 different SVMs are trained
using a variant of the cross-validation method, where the genuine samples performs the usual
rotation, and the random forgery samples are changed each time. Since the number of genuine
samples in DBigrid can be smaller than the number of SVMs to be trained (i.e., in Scenario
2), the same genuine samples are used to train more than one SVM. On the other hand, new
random forgery samples are selected, randomly and with remplacement, each time that a new
SVM training is performed. Finally, the error rates provided by the 10 SVMs are averaged, and
the pair {C, È} providing the smallest error rates are used to train the final SVMs.
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By using the specialized RSM (see Algorithm 3.1) with R′ = S ′ = 15, 100 SVMs are trained
per writer. Note that, for a same writer i, the training set, DBisvm, remains the same for all 100
SVMs.
3.3.5 Classifier Ensemble Selection
In this work, the simulation results obtained with OP-UNION and OP-ELIMINATE are com-
pared with KNORA-UNION/ELIMINATE (Ko et al., 2008), the standard combination of all
classifiers, and Decision Templates (DT) (Kuncheva et al., 2001).
With OP-UNION and OP-ELIMINATE, the search for the K-nearest neighbors is done by
using the output labels provided by all 100 SVMs; while with KNORA-UNION and KNORA-
ELIMINATE, only the SVM input subspace providing the lowest error rates on DBids is used
during the search. The value of K is defined as being half of the number of genuine samples
in DBids. If the value of K is even, K +1 classifiers are used in order to avoid votes that result
in a tie. In Scenario 1, K is set as 5; while in Scenario 2, K is set as 3, 5 and 7.







100 SVMs and then fusing their corresponding output labels by majory vote. If a tie vote is
obtained, the final output label is randomly chosen.
The decision templates (DTs) is a well-known DS method in the multi-classifier system (MCS)






, 1 ≤ j ≤ M , is
sent to all SVMs, and its corresponding output labels are organized in a decision profile (DP)
matrix, where each line corresponds to a different SVM and each column corresponds to a









composed of 2 columns and 100 lines, where each cell contains the value 1 or 0. For instance,






as belonging to the genuine class C1, the cell
located in line 100 and column 1 will contain the value 1, while the cell located in line 100
and column 2 (which corresponds to the class C2) will contain the value 0. Then, a decision
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template (DT) is calculated for each class Cj (j = 1, 2) by averaging the DPs of the DS vectors















is calculated and compared to the decision templates DT(Cj).









and DT(Cj), the higher the support for class Cj. Finally, the most








The DS strategies proposed in this paper are compared as well with two reference systems pro-
posed in our previous work, that is, (i) a traditional generative system based on HMMs (Batista
et al., 2010a) (refered in this paper as baseline system), and (ii) a hybrid system based on the
static selection of generative-discriminative ensembles (Batista et al., 2010b). Both systems
are briefly described in Section 3.4.1.
3.3.6 Performance Evaluation
The system performance is measured by an averaged ROC curve generated using DBiroc, ac-
cording to the method of Jain and Ross (2002). As explained in Chapter 2, the operating points
associated with a same γ value (and related to different users) are averaged. Recall that γ corre-
sponds to the true negative rate (TNR) and that it may be associated with different thresholds.
Since different 2-CCs are trained through the Random Subspace Method, each 2-CC results in
a different averaged ROC curve.
During operations, FNR and FPR are calculated regarding different γ values of the averaged
ROC curves. The average error rate (AER), also computed for different γ values, indicates the
total error of the system, where FNR and FPR are averaged taking into account the a priori
probabilities. When the Brazilian SV database is used, the FPR is calculated with respect
to three forgery types: random, simple and skilled (see DBitst of Table 3.2); while for GPDS
database, FPR is calculated with respect to random and skilled forgeries (see DBitst of Table
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3.3).
3.4 Simulation Results and Discussions
3.4.1 Reference Systems
In Chapter 2, a baseline off-line SV system was designed under a traditional HMM-based
approach, which consists of training a single HMM per writer (see also ref. Batista et al.
(2010a)). By using DBihmm (see Table 3.2 (a)) and a single codebook, multiple HMMs were
trained with a different number of states in order to isolate an HMM order that provides the
smallest error Et (see Equation 2.5). This resulted in an AER (γ = 1.0) of 8.50% on test data.
To reduce error rates and exploit the sub-optimal HMMs discarded by this baseline system,
a multi-hypothesis system was also designed. By training a set of HMMs with a different
number of states, and then selecting the most accurate HMM for each operating point of the
ROC space, an AER (γ = 1.0) of 7.79% was obtained on test data.
In another work, a hybrid system based on the static selection of generative-discriminative en-
sembles was proposed (see also ref. Batista et al. (2010b) and Appendix I). Given the same
HMMs generated through the multi-hypothesis approach, only the most representative HMMs
were selected to compose the generative stage, by using a greedy search algorithm. The rep-
resentative HMMs were then employed as a feature extractors for the discriminative stage. To
generate a pool of SVMs, a different SVM was trained using DBisvm (see Table 3.2 (a)), each
time that the greedy algorithm added a new representative HMM to the system. Then, the ICON
algorithm (Ulas et al., 2009) was applied in order to incrementally construct the ensemble. Like
the model selection algorithm, ICON consists in a greedy process that, during each iteration,
chooses the SVM that most improves system performance on validation data when added to the
ensemble. A margin-based measure called CI (from Chebishev’s inequality) (Breiman, 2001;
Kapp et al., 2007) was employed to assess the performance of each ensemble. This resulted in
an AER (γ = 1.0) of 5.50% on test data – which represents an improvement of 2.50% with
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respect to the baseline system of Chapter 2. Figure 3.8 shows the corresponding AERs curves.
3.4.2 Scenario 1 – abundant data
In this experiment, each DBids is composed of 10 genuine samples supplied by writer i (in
DBexp) versus 1080 random forgery samples taken from writers not enrolled to the system
(see Table 3.2 (a)). Note that the random forgery samples are the same for all writers in DBexp.
Figure 3.7 shows the averaged ROC curves obtained with scores produced from 100 different
SVMs using DBiroc , while Figure 3.8 presents the AERs curves on test data (DBitst), as
function of operating points (γ).















Figure 3.7 Averaged ROC curves obtained with scores produced from 100 different
SVMs using DBiroc (from Brazilian data), under Scenario 1.
Results indicate that OP-ELIMINATE and OP-UNION strategies provided the lowest AERs,
demonstrating the advantage of using a DS approach based on output profiles – as opposed to
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KNORA, where the input feature space is used to find the K-nearest DS samples. It is also
beneficial to employ EoCs composed of a small set of base classifiers – in contrast to Decision
Templates and to the standard combination of classifiers, where all base classifiers in the pool
are part of the ensemble.
OP-ELIMINATE and OP-UNION also achieved AERs that are lower than those obtained with
SS, showing that the proposed DS strategies are more suitable for SV, where a significant level
of uncertainty resides due to the availability of partial knowledge during system design. Gen-
eraly, only genuine and random forgery samples are available to design a SV system. This
system, in turn, must detect other forgery types during operations. Finally, the fewer perfor-
mance of the baseline system is obtained because a pure generative approach was adopted for
system design, where only the genuine class is modeled. Tables 3.4 and 3.5 present the overall
results for γ = 0.90 and γ = 1.0, respectively.


















Combination of 100 SVMs
Baseline System
Static Selection
Figure 3.8 AERs versus operating points (γ) obtained on Brazilian test data with
different SV systems, under Scenario 1.
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Table 3.4 Overall error rates (%) obtained on Brazilian test data for γ = 0.90, under
Scenario 1
Method FNR FPRrandom FPRsimple FPRskilled AER
OP-UNION 3.33 1.67 3.83 34.83 10.92
OP-ELIMINATE 4.67 1.33 2.83 30.00 9.71
KNORA-UNION 2.17 2.50 7.00 45.33 14.25
KNORA-ELIMINATE 2.33 2.67 6.33 44.33 13.92
Decision Templates 2.17 2.17 7.17 45.50 14.25
Combination of 100 SVMs 2.00 2.67 8.17 47.33 15.04
Static Selection (Batista et al., 2010b) 2.17 8.00 5.83 35.17 12.79
Baseline (Batista et al., 2010a) 0.33 12.17 20.67 78.83 28.00
Table 3.5 Overall error rates (%) obtained on Brazilian test data for γ = 1.0, under
Scenario 1
Method FNR FPRrandom FPRsimple FPRskilled AER
OP-UNION 8.17 0.67 0.67 14.00 5.88
OP-ELIMINATE 7.50 0.33 0.50 13.50 5.46
KNORA-UNION 8.17 0.67 0.67 14.67 6.04
KNORA-ELIMINATE 7.83 0.67 0.67 14.17 5.83
Decision Templates 8.67 0.50 0.67 15.17 6.25
Combination of 100 SVMs 8.83 0.50 0.67 15.33 6.33
Static Selection (Batista et al., 2010b) 13.50 0.00 0.17 8.33 5.50
Baseline (Batista et al., 2010a) 12.67 0.33 1.17 19.83 8.50
3.4.3 Scenario 2 – sparse data
In this experiment, each DBids is composed of 4, 8 and 12 genuine samples supplied by writer
i (in DBexp) versus several random forgery samples taken from writers not enrolled to the
system (see Tables 3.2 (b) and 3.3 (a)), where the random forgery samples are the same for
all writers in DBexp. Figure 3.9 presents a comparison between the baseline system (Batista
et al., 2010b) and OP-ELIMINATE, when trained with 4, 8 and 12 genuine samples from the
Brazilian SV database. The results obtained by these systems when trained with 20 genuine
samples, previously presented in Scenario 1, are also shown in this graph. As expected, system
performance improves as more genuine samples are used for training. Such an improvement
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is less pronounced with the baseline system. As with Scenario 1, the proposed system reached
the smallest AERs.














Baseline (#trn = 4)
Baseline (#trn = 8)
Baseline (#trn = 12)
Baseline (#trn = 20)
OP−ELIM. (#trn = 4)
OP−ELIM. (#trn = 8)
OP−ELIM. (#trn = 12)
OP−ELIM. (#trn = 20)
Static Sel. (#trn = 20)
Figure 3.9 AERs versus operating points (γ) obtained on Brazilian test data with the
baseline system and OP-ELIMINATE, under Scenario 2.
Figures 3.10 and 3.11 show the AERs obtained with the proposed systems for both Brazilian
and GPDS-160 databases, and Table 3.6 presents the overall error rates obtained for γ = 0.9;
where #trn indicates the number of genuine signatures in the training set (i.e., DBihmm and
DBisvm), and #ds indicates the number of genuine signatures in DBids. Note that Table 3.6 (d)
is related to the Scenario 1, where the training and DS sets differ. See Appendix II for error
rates related to other operating points (γ).
The proposed system achieved higher error rates with the GPDS-160 database because it con-
tains different image sizes, which vary (vertically and horizontally) even for a same writer. In
this work, no normalization technique was employed. As explained in Section 3.3.2, a fixed-
sized grid – suitable for the Brazilian SV database – was applied to the GPDS-160 database.
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With the Brazilian SV database, the region used for signing does not vary, since it simulates
the case where the signature samples come from a same type of document, i.e., checks from a
specific bank.
OP-UNION seems to be more suitable than OP-ELIMINATE when the base classifiers are
trained with a very small number of signatures (for instance, 4 genuine signatures vs. 4 random
forgeries). In fact, since classifiers trained with few signature samples are not very accurate, it
is desirable to select a higher number of classifiers to form an EoC.














GPDS−160 (#trn = 4)
GPDS−160 (#trn = 8)
GPDS−160 (#trn = 12)
Brazilian (#trn = 4)
Brazilian (#trn = 8)
Brazilian (#trn = 12)
Figure 3.10 AERs versus operating points (γ) obtained on Brazilian and GPDS-160 test
data with OP-ELIMINATE strategy, under Scenario 2.
The final experiment investigates the adaptive capabilities of the proposed system when new
genuine signatures are integrated incrementally. A limited number of genuine signatures are
used to design both generative and discriminative stages. Then, the goal is to gradually improve
system performance by adding new genuine signatures to DBids.
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GPDS−160 (#trn = 12)
Brazilian (#trn = 4)
Brazilian (#trn = 8)
Brazilian (#trn = 12)
Figure 3.11 AERs versus operating points (γ) obtained on Brazilian and GPDS-160 test
data with OP-UNION strategy, under Scenario 2.
First, DBids is composed of 4 genuine signatures versus 1080 random forgeries from DBdev,
as performed in the previous experiment. Then, DBids is updated twice, by adding 4 new
genuine signatures each time. Figures 3.12 and 3.13 show the AER curves (in bold) obtained
with OP-ELIMINATE using the Brazilian and GPDS-160 databases, respectively. The AER
curves related to the systems trained with 8 genuine samples and 12 genuine samples, from the
previous experiment, are also presented in these figures.
The addition of newly-obtained genuine samples in DBids improved system performance in
almost all operating points. With the Brazilian SV database (see Figure 3.12), the performance
of the system using 4 genuine samples for training and 8 for DS is comparable to that of using
8 genuine samples for both training and DS in some operating points, such as γ = 0.91 and
γ = 0.87. With the GPDS-160 database (see Figure 3.13), the performance of the system using
4 signatures for training and 12 for DS is comparable to or better than that of using 12 genuine
samples for both training and DS, when γ ≤ 0.92.
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Table 3.6 Overall error rates (%) obtained on Brazilian and GPDS-160 test data for
γ = 0.90, under Scenario 2.
(a) #trn = 4,#ds = 4,K = 3
Database Method FNR FPRrandom FPRsimple FPRskilled AER
Brazilian
Baseline 16.17 9.67 15.00 67.83 27.17
OP-UNION 26.17 10.83 9.33 35.17 20.38
OP-ELIMINATE 27.33 11.67 10.50 34.83 21.08
GPDS-160 OP-UNION 19.44 12.62 N/A 48.69 26.92OP-ELIMINATE 20.69 16.56 N/A 50.50 29.25
(b) #trn = 8,#ds = 8,K = 5
Database Method FNR FPRrandom FPRsimple FPRskilled AER
Brazilian
Baseline 8.00 11.00 19.17 73.33 27.87
OP-UNION 11.33 11.83 9.67 42.33 18.79
OP-ELIMINATE 16.00 11.33 8.67 38.83 18.71
GPDS-160 OP-UNION 14.88 11.44 N/A 49.00 25.10OP-ELIMINATE 16.62 11.62 N/A 48.75 25.67
(c) #trn = 12,#ds = 12,K = 7
Database Method FNR FPRrandom FPRsimple FPRskilled AER
Brazilian
Baseline 5.17 11.50 19.33 73.83 27.46
OP-UNION 7.83 10.67 10.50 43.33 18.08
OP-ELIMINATE 13.50 5.67 6.83 34.33 15.08
GPDS-160 OP-UNION 13.75 11.62 N/A 53.94 26.44OP-ELIMINATE 19.19 9.81 N/A 47.25 25.42
(d) #trn = 20,#ds = 10,K = 5 (from Scenario 1)
Database Method FNR FPRrandom FPRsimple FPRskilled AER
Brazilian
Baseline 0.33 12.17 20.67 78.83 28.00
Static Selection 2.17 8.00 5.83 35.17 12.79
OP-UNION 3.33 1.67 3.83 34.83 10.92
OP-ELIMINATE 4.67 1.33 2.83 30.00 9.71
The main advantage of adapting DBids incrementally is that the actual classifiers need not
be retrained. Moreover, more genuine signatures may be exploited by OP-UNION and OP-
ELIMINATE during the dynamic selection of classifiers. Although more complexes, the sys-
tems trained with 8 and 12 genuine samples provide, in general, lower error rates compared to
the system trained with 4 genuine samples and using 8 and 12 samples for DS, respectively.
Therefore, incremental updating of DBids represents a viable measure to improve system per-
formance, and may be used in conjuction with incremental learning (IL) of classifiers.
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#trn = 4   (#ds = 4 )
#trn = 8   (#ds = 8 )
#trn = 12 (#ds =12)
#trn = 4   (#ds = 8 )
#trn = 4   (#ds =12)
Figure 3.12 AERs versus operating points (γ) obtained on Brazilian test data with
incremental updating and OP-ELIMINATE strategy, under Scenario 2.
3.4.4 Comparisons with systems in the literature
Table 3.7 presents the error rates provided by systems designed with the Brazilian SV database.
While Bertolini et al. (2010) and Santos et al. (2004) proposed discriminative systems based
on dissimilarity representation, Justino et al. (2001) proposed a traditional generative system
based on HMMs. Finally, Batista et al. (2010a) proposed a multi-hypothesis system based on
HMMs (note that it represents the same system of Chapter 2). Since these systems required
a considerable number of signatures for training, they are compared with the best system ob-
tained in Scenario 1.
Comparisons with other systems is difficult because of the use of different features, databases
and experimentation protocols. In our research, only genuine signatures and random forgeries
are considered during training, validation and thresholding, since other forgery types are not
available during the design of a real-world SV system. However, some authors have used
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#trn = 12 (#vld =12)
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Figure 3.13 AERs versus operating points (γ) obtained on GPDS test data with
incremental updating of DBids and OP-ELIMINATE strategy, under Scenario 2.
Table 3.7 Overall error rates (%) provided by systems designed with the Brazilian SV
database
Reference FNR FPRrandom FPRsimple FPRskilled AER
Batista et al. (2010a) 9.83 0.00 1.00 20.33 7.79
Bertolini et al. (2010) 11.32 4.32 3.00 6.48 6.28
Justino et al. (2001) 2.17 1.23 3.17 36.57 7.87
Santos et al. (2004) 10.33 4.41 1.67 15.67 8.02
OP-ELIMINATE (γ = 1.0) 7.50 0.33 0.50 13.50 5.46
skilled forgeries to select optimal decision thresholds. In order to compare with systems that
use the GPDS database, the equal error rate (EER) – obtained when the threshold is set to have
the FNR approximately equal to the FPR – is employed. Two operating points are chosen
from the test scores: one regarding genuine signatures vs. random forgeries, and a second
regarding genuine signatures vs. skilled forgeries (where 30 skilled forgeries are employed,
instead of 10). Table 3.8 presents the EERs provided by the proposed system and other
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systems designed with different subsets of the GPDS database. Following the same evaluation
critera, the results obtained with the Brazilian SV database are also shown in Table 3.8.
Table 3.8 EERs (%) provided by the proposed system and by other systems in the
literature
(a) genuine signatures vs. random forgeries
Reference Database #trn FNR (%) FPR (%)













(b) genuine signatures vs. skilled forgeries
Reference Database #trn FNR (%) FPR (%)




Martinez et al. (2004) GPDS-160 - 9.56 9.56
Pirlo et al. (2009) GPDS-40 - 19.00 21.00










In Scenario 1, Q(Lmin−1) HMMs are trained per writer, where Q is the number of codebooks
(i.e., 29) and Lmin is the size of the smallest training sequence. On the other hand, αQ(13L−1)
HMMs are trained per writer in Scenario 2, where α is the number of genuine signatures used
for training and L is the size of the training sequence being modeled. This indicates that this
scenario produces about α/3 times more HMMs than the previous one. Nevertheless, the time
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complexity to train an individual HMM is lower in Scenario 2, since HMMs are trained with
a single observation sequence, and with a smaller number of states. Recall that the number of
HMM states varies from 2 to Lmin in Scenario 1 and from 2 to 13L in Scenario 2. Regarding the
discriminative stage, each SVM has a fixed input feature dimension of 15+15 (i.e., R′ + S ′).
During the experiments, the number of HMM states varied from 2 to 33 in Scenario 1 and
from 2 to 12 in Scenario 2, on average. By considering only the genuine space, w1, 29x(33-1)
HMMs were trained per writer in Scenario 1, and 4x29x(12-1) HMMs were trained per writer
in Scenario 2, when α = 4. Table 3.9 presents the average number of HMMs, states, SVM
inputs and support vectors employed in each scenario. Despite the overproduction of base
classifiers in both generative and discriminative stages, each individual base classifier holds a
very low complexity.
Table 3.9 Average number of HMMs, states, SVM inputs, and support vectors (SVs) in
each scenario
Scenario α HMMs per writer (w1) HMM states SVM inputs (R′ + S′) SVs per SVM










In this chapter, the challenge of designing off-line SV systems from a limited amount of gen-
uine signature samples was addressed through the dynamic selection of hybrid generative-
discriminative ensembles. In the generative stage, multiple discrete left-to-right HMMs are
trained using a different number of states and codebook sizes, and employed as feature extrac-
tors for the discriminative stage. In the discriminative stage, HMM likelihoods are measured
for each training signature, and assembled into feature vectors that are used to train a diver-
sified pool of 2-CCs through a specialized RSM. During operations, a DS strategy selects the
most accurate ensemble of 2-CCs to classify a given input signature. Experiments performed
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with two real-world signature databases (comprised of genuine samples and random, simple
and skilled forgeries) indicate that the proposed DS strategy can significantly reduce the overall
error rates, with respect to other EoCs formed using well-known dynamic and static selection
strategies. Moreover, the performance of the hybrid generative-discriminative system is greater
than or comparable to that of relevant systems found in the literature.
The use of different codebooks and HMM states allows the system to learn each signature
at different levels of perception. The codebooks – as well as the impostor class – are ob-
tained from signatures of an independent database (i.e., DBdev), ensuring that the SV sys-
tem can be designed with a single user (Appendix III investigates the use of DBexp for both
designing codebooks and the SV system, such as performed by most SV systems based on
discrete HMMs). Another important contribution is the proposal of two new DS strategies
(OP-ELIMINATE and OP-UNION), based on KNORA (Ko et al., 2008) and on output pro-
files (OP) (Cavalin et al., 2010), which were shown to be more suitable for off-line SV than
other well-known dynamic and static selection strategies.
A challenging issue in biometrics is to take into account the aging of reference data in long-
lived systems (Pato and Millett, 2010). In this respect, the proposed generative-discriminative
SV system can be adapted such that newly-obtained genuine samples are used to incrementally
improve its performance overtime, without the need of retraining the actual classifiers.
CONCLUSION
This Thesis focused on the challenge of designing accurate and adaptive off-line SV systems,
based on left-to-right HMMs, with a limited and unbalanced amount of data. Instead of trying
to increase the number of training samples or to select the most discriminative features, the
off-line SV approaches proposed in this Thesis take advantage of the potential availability of
a large number of extracted features to overcome the problem of having a limited amount of
training data. In other words, signatures are represented at different levels of perception and
used to produce multiple classifiers that collaborate together in order to reduce error rates.
Besides, an independent signature database, supplied by writers not enrolled to the SV system,
is employed as prior knowledge of the problem to design the codebooks and the impostor class.
Based on the multi-hypotheses principle, a new approach for combining classifiers in the ROC
space is proposed. By training a set of HMMs with different number of states and codebooks
and then selecting the most accurate HMM(s) for each operating point of the ROC space, we
propose a solution to repair concavities of individual ROC curves, while generating a high
quality composite ROC curve. Besides providing a more accurate estimation of system perfor-
mance during training, the operating points of the composite ROC curve significantly reduces
the error rates during operations. Therefore, since ROC concavities are observed, this ap-
proach is suitable to improve system performance. Another advantage of the multi-hypothesis
approach is that it can be used for dynamic selection of the best classification model – that is,
the best codebook, HMM and threshold – according to the risk linked to an input sample. In
banking applications, for instance, the decision to use a specific operating point may be asso-
ciated with the amount of the check. As an example, if a user rarely signs high value checks,
signing for large amounts would require operating points related to low FPRs, as would be
provided by a γ value close to 1. Lower amounts would translate to operating points related to
low FNRs, since the bank and user would not feel comfortable with frequent false rejections.
Still taking advantage of multiple left-to-right HMMs trained with different states and code-
books, a hybrid generative-discriminative classification architecture is proposed. The use of
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HMMs as feature extractors in the generative stage followed by SVMs as classifiers in the
discriminative stage allows for a better design not only of the genuine class, but also of the
impostor class. Moreover, this approach provides a more robust learning than a traditional
HMM-based approach when a limited amount of training data is available. Despite the over-
production of base classifiers in both generative and discriminative stages, each individual base
classifier holds a very low complexity.
The last contribution of this Thesis is the proposal of two new strategies for the dynamic selec-
tion (DS) of ensemble of classifiers, namely OP-UNION and OP-ELIMINATE. Experiments
performed with the PUCPR and GPDS signature databases indicate that the proposed DS strate-
gies achieve a higher level of performance in off-line SV than other reference DS and static
selection (SS) strategies from literature. This represents a situation where DS is superior to
SS, i.e., in a problem where a significant level of uncertainty resides due to the availability
of partial knowledge during system design. Finally, OP-UNION and OP-ELIMINATE allow
for the SV system to be adapted such that new genuine signature samples may be integrated
incrementally. As new genuine signature samples become available, the system performance
may be improved overtime, without the need of retraining the actual classifiers.
Although the proposed approaches were validated for the specific problem of off-line SV, they
can be easly adapted to any similar two-class problem, e.g., other applications in biometrics.
Regardless the biometric trait, applications in biometrics generally suffer from the problem of
having a limited number of genuine samples to train a classifier. With respect to the choice
of classifiers, the multi-hypothesis approach can be employed with any generative or discrim-
inative classifier, with the condition that it is possible to generate ROC curves from its out-
puts. Similarly, other generative and discriminative classifiers can be investigated in the hybrid
generative-discriminative architecture, such as, Gaussian Mixture Models (GMMs) followed
by Multi-Layer Perceptrons (MLPs).
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Future work
Due to time constraints, some interesting issues were not investigated in this Thesis. Therefore,
proposals for future work consist of:
1) Generation of a composite ROC curve for the hybrid generative-discriminative system.
As an alternative to the classifier selection/combination strategies proposed for the hybrid
generative-discriminative system of Chapter 3, the multiple SVMs generated through the
random subspace method could be used to obtain a composite ROC curve (such as pro-
posed in Chapter 2), so that the best SVM(s) would be associated to each operating point of
the curve.
2) Learning of new features incrementally. In Chapter 3, we have shown that each HMM in
the generative stage may be trained by using a single signature sample. In this respect, new
HMMs – and, consequently, new likelihoods – may be added to the system whenever a
new training sample is available. The discriminative stage, however, should be composed
of classifiers able to deal with the addition of new dimensions to the input feature vectors,
such as the K-NN classifier.
3) Investigation of other grid resolutions and features. Although the grid resolution and the
features employed in this Thesis were previously validated by Justino (2001) with the
Brazilian SV database, different grid resolutions/features could be analysed taking into ac-
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APPENDIX I
STATIC SELECTION OF GENERATIVE-DISCRIMINATIVE ENSEMBLES
The contents of this appendix have been published as a conferece article in (Batista et al.,
2010b). In that work, a hybrid generative-discriminative off-line SV system was proposed,
similar to that of Chapter 3, where the generative stage is composed of HMMs trained by using
a single universal codebook (i.e., CB35) and different number of states, and the discriminative
stage is composed of one or more two-class classifiers, selected through a static strategy.
This system is depicted in Figure AI.1, where only the most representative HMMs, Hi, are
chosen to compose the genuine (w1) and impostor (w2) subspaces for a specific writer i.
Figure AI.1 The hybrid generative-discriminative system, for a specific writer i, using
three representative HMMs per subspace.
Let Mi = {Φ1 ∪ Φ2}be the bank of available HMMs for a specific writer i, where Φ1is the
set of HMMs trained with genuine samples of writer i, and Φ2is the set of HMMs trained with
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random forgery samples (i.e., genuine samples from writers not enrolled to the system). By
starting with an empty subspace wn, 1 ≤ n ≤ 2, a greedy algorithm incrementally adds a new
HMM to wn, until a convergence criterion is reached (see Algorithm AI.1).
Basically, a HMM λb is chosen if its addition to the current subspace, wn, minimizes the
AER provided by a 1-NN classifier (with Euclidean distance) on the validation set Oivld(j),












, its nearest neighbor is found in the validation set (excluding itself),
and its output label is calculated. After applying this procedure to all validation vectors, the
AER is calculated. If the addition of λb to wn minimizes the AER, it is permanently added
to the bank of representative HMMs, Hi.
Inputs:
– the validation set of writer i, composed of genuine samples (class C1) and random forgery
samples (class C2)
– the bank of available left-to-right HMMs Mi = {Φn}, 1 ≤ n ≤ 2, where Φn is the set of
HMMs of class n
Outputs: the bank of representative HMMs Hi = {wn}, 1 ≤ n ≤ 2
for each class Cn, 1 ≤ n ≤ 2, do
set wn← [ ]; //empty subspace
set m ← 0; //number of models stored in wn
repeat
m ← m + 1;
find the HMM λb in Φn that, when added to wn(m), provides the smallest AER of a
1-NN classifier using the validation set;
remove λb from the set Φn;
until AER reaches a minimum value
end for
store each subspace wnin Hi, that is, Hi = {wn}, 1 ≤ n ≤ 2;
return Hi;
Algorithm AI.1 Selection of representative HMMs for a specific writer i.
The rest of this appendix presents the experiments performed with the hybrid generative-
discriminative system using the Brazilian SV database. Except for the fact that only one
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codebook is used, the experimentation protocol is similar to that employed in Scenario 1 of
Chapter 3.
Hybrid Generative-Discriminative System vs. Baseline System
Given the bank of available left-to-right HMMs, Mi = {Φ1 ∪ Φ2}, and the validation set of
writer i, Algorithm I.1 was applied to select the most representative HMMs, Hi = {w1∪w2}.
This procedure was repeated for each writer in DBexp, and, on average, 2 HMMs were selected
to compose w1, and 3 HMMs were selected to compose w2. Then, by using Hi and a set of






, 1 ≤ l ≤ N were
obtained and used to train a single SVM per writer.
The averaged ROC curve representing the generative-discriminative system (obtained with val-
idation scores) is indicated by the square-dashed line in Figure AI.2. The circle-dashed curve
corresponds to the baseline system, designed under a traditional HMM-based SV approach
(see Chapters 2 and 3). Table AI.1 (a) and (b) present the error rates on test for both systems
regarding different operating points (γ). Note that the proposed system provided a reduction in
the AER from 2.5%, for γ =1, up to 9.87%, for γ = 0.95.
Static Selection of SVMs Ensembles
The next experiment consisted of analyzing the impact of using an ensemble of SVMs per
writer in the discriminative stage, where each SVM of the ensemble is selected through a static
approach. In order to generate a pool, a different SVM is trained each time that a new HMM
is selected by Algorithm I.1. For example, given that w1 is represented by the HMMs {a, b, c}
and w2, by {d, e}, six base SVMs can be produced by using {w1∪w2}, that is, {a, d}; {a, d, e};
{a, b, d}; {a, b, d, e}; {a, b, c, d} and {a, b, c, d, e}.
Once the pool of SVMs is obtained, the algorithm ICON (Ulas et al., 2009) is applied in order
to incrementally construct the ensemble. Such as Algorithm I.1, ICON consists in a greedy
process, at each iteration, chooses the classifier that best improves the system performance (on
validation data) when added to the current ensemble.
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Figure AI.2 Averaged ROC curves of the baseline and proposed systems.
In this work, a measure called CI (from Chebishev’s inequality) (Breiman, 2001; Kapp et al.,
2007) was employed to evaluate the ensembles. It is computed as CI = σ(Ω)/μ(Ω)2, where
σ and μ denote the variance and the average of the set of margins Ω provided by the samples
in the validation set, respectively. Given a sample xi from class C1, its margin Ωi is given by
the difference between the number of votes assigned to the true class C1, minus the number
of votes assigned to class C2. The ensemble providing the smallest CI value contains the
strongest and less correlated classifiers (Kapp et al., 2007).
The overall error rates obtained on test data by using the majority vote are shown in Table AI.1
(c). Note that, except for γ = 1, the improvements were mostly related to the FPRs. Figure
AI.3 presents the 60 individual AERs for γ = 0.95. According to this graph, 48.33% of the
writers had their AERs on test reduced (in up to 10%) with the use of ensembles – which may
indicate a considerable amount of users in a real world application –, while 15% performed
better with single SVMs. For the remaining 36.67%, both versions of the system performed
equally.
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Table AI.1 Overall error rates (%) of baseline and proposed systems on the test data
(a) Baseline system (Batista et al., 2010a)
γ FNR FPRrandom FPRsimple FPRskilled AER
0.95 0.50 6.83 12.83 68.00 22.04
0.96 0.50 6.00 10.83 64.83 20.54
0.97 0.83 5.67 9.00 60.17 18.92
0.98 1.17 4.00 5.67 52.50 15.83
0.99 2.33 2.67 4.00 42.67 12.92
1 12.67 0.33 1.17 19.83 8.50
(b) Generative-Discriminative system with single SVMs (Batista et al., 2010b)
γ FNR FPRrandom FPRsimple FPRskilled AER
0.95 2.17 3.83 5.17 37.50 12.17
0.96 2.17 3.17 4.83 36.67 11.71
0.97 2.17 2.50 4.50 36.50 11.42
0.98 2.33 2.00 4.00 36.33 11.17
0.99 2.50 1.33 3.33 34.67 10.46
1 16.17 0.00 0.17 7.67 6.00
(c) Generative-Discriminative system with ensembles of SVMs (Batista et al., 2010b)
γ FNR FPRrandom FPRsimple FPRskilled AER
0.95 2.83 2.33 4.50 33.33 10.75
0.96 3.00 1.67 3.67 33.67 10.50
0.97 2.83 1.33 3.67 33.67 10.37
0.98 2.83 1.00 3.50 34.17 10.37
0.99 3.00 1.00 3.50 32.67 10.04
1 13.50 0.00 0.17 8.33 5.50
(d) Generative-Discriminative system with AdaBoost (Batista et al., 2010c)
γ FNR FPRrandom FPRsimple FPRskilled AER
0.95 3.33 6.00 11.50 67.67 22.12
0.96 3.33 4.83 10.83 64.33 20.83
0.97 3.50 4.00 7.67 58.83 18.50
0.98 3.67 3.17 5.17 52.33 16.08
0.99 4.50 1.67 3.50 41.83 12.87
1 13.67 0 0.50 12.00 6.54
Regarding γ = 1, only 34 writers (out of 60) were associated to ensembles by algorithm ICON.
The remaining 26 writers kept using a single SVM with all HMMs selected by Algorithm 1.
In Figure AI.4, observe that the AER was reduced in 7.5% for writers 4 and 10, in 10% for
writer 9, and in 2.5% for writers 21, 26 and 38. Whereas for writer 20, the use of ensembles
increased the AER in 2.5%.
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Figure AI.3 Individual AERs obtained on test data for γ = 0.95, before and after using
ensemble of SVMs. Note that the writers that had their AERs reduced by using an
ensemble of SVMs are located below the dotted line.
Comparison with Adaboost
Given its ability to perform feature selection while classifying, the Gentle Adaboost algorithm
(Friedman et al., 2000) was investigated in the discriminative stage of the proposed system.
Differently from the original AdaBoost algorithm, Gentle AdaBoost deals with overfitting by
assigning less importance to outliers.
Although the maximum number of hypothesis was set as 1000 during the experiments, Ad-
aboost reached training error equal to zero with a single hypothesis per writer – where a hy-
pothesis corresponds to a decision stump, that is, a single-level decision tree constructed from
the likelihoods of a single HMM. This occurred due to the fact that training set was easily
separable, since it contains only genuine and random forgery samples. However, in the test
phase, other forgery types were considered, and the problem became more difficult. Indeed,
Adaboost did not reduce the error rates obtained by the generative-discriminative system based
on SVMs, as shows Table AI.1 (d).
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Figure AI.4 Individual AERs obtained on test data for γ = 1, before and after using
ensemble of SVMs.
The use of a validation set to select the most discriminative features (i.e., HMMs) and to select
the best ensemble of SVMs provided a more robust solution and a higher level of performance
on unknown data. Adaboost, on the other hand, performs feature selection based only on the
training set.
APPENDIX II
ADDITIONAL RESULTS OBTAINEDWITH THE HYBRID
GENERATIVE-DISCRIMINATIVE SYSTEM
This appendix presents additional results obtained with the hybrid generative-discriminative
system of Chapter 3, under Scenarios 1 and 2. Tables AII.1 to AII.6 present the overall error
rates obtained on test data for different operating points (γ). Note that the error rates related
to the Baseline System and Static Selection of Scenario 1 were previously presented by Tables
AI.1 (a) and (c), respectively, in Appendix I.
Table AII.1 Overall error rates (%) obtained on Brazilian and GPDS-160 test data for
γ = 0.95
(a) #trn = 4,#ds = 4,K = 3 (from Scenario 2)
Database Method FNR FPRrandom FPRsimple FPRskilled AER
Brazilian
Baseline 18.33 6.67 8.83 59.17 23.25
OP-UNION 37.33 7.33 5.67 25.50 18.96
OP-ELIMINATE 37.67 7.67 7.17 27.00 19.88
GPDS-160 OP-UNION 28.69 6.94 N/A 37.81 24.48OP-ELIMINATE 27.69 9.50 N/A 40.31 25.83
(b) #trn = 8,#ds = 8,K = 5 (from Scenario 2)
Database Method FNR FPRrandom FPRsimple FPRskilled AER
Brazilian
Baseline 8.33 6.83 10.00 65.00 22.54
OP-UNION 20.50 5.83 5.33 29.17 15.21
OP-ELIMINATE 21.00 7.67 5.83 29.67 16.04
GPDS-160 OP-UNION 22.50 5.56 N/A 35.25 21.10OP-ELIMINATE 19.62 7.50 N/A 39.81 22.31
(c) #trn = 12,#ds = 12,K = 7 (from Scenario 2)
Database Method FNR FPRrandom FPRsimple FPRskilled AER
Brazilian
Baseline 5.67 7.17 11.50 66.33 22.67
OP-UNION 18.00 6.33 4.33 28.33 14.25
OP-ELIMINATE 20.50 4.00 3.50 24.17 13.04
GPDS-160 OP-UNION 20.19 6.25 N/A 39.06 21.83OP-ELIMINATE 18.12 7.06 N/A 41.81 22.33
(d) #trn = 20,#ds = 10,K = 5 (from Scenario 1)
Database Method FNR FPRrandom FPRsimple FPRskilled AER
Brazilian
Baseline 0.50 6.83 12.83 68.00 22.04
Static Selection 2.83 2.33 4.50 33.33 10.75
OP-UNION 4.50 1.50 3.50 32.00 10.38
OP-ELIMINATE 5.33 1.17 2.33 27.83 9.17
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Table AII.2 Overall error rates (%) obtained on Brazilian and GPDS-160 test data for
γ = 0.96
(a) #trn = 4,#ds = 4,K = 3 (from Scenario 2)
Database Method FNR FPRrandom FPRsimple FPRskilled AER
Brazilian
Baseline 19.50 5.83 8.33 56.50 22.54
OP-UNION 39.50 5.67 5.33 24.33 18.71
OP-ELIMINATE 39.33 7.17 6.33 26.50 19.83
GPDS-160 OP-UNION 33.44 6.00 N/A 32.38 23.94OP-ELIMINATE 31.56 7.38 N/A 36.50 25.15
(b) #trn = 8,#ds = 8,K = 5 (from Scenario 2)
Database Method FNR FPRrandom FPRsimple FPRskilled AER
Brazilian
Baseline 9.33 6.50 9.17 63.33 22.08
OP-UNION 23.50 5.17 4.00 26.17 14.71
OP-ELIMINATE 24.00 6.33 4.50 26.00 15.21
GPDS-160 OP-UNION 26.56 4.12 N/A 31.81 20.83OP-ELIMINATE 22.19 6.19 N/A 37.31 21.90
(c) #trn = 12,#ds = 12,K = 7 (from Scenario 2)
Database Method FNR FPRrandom FPRsimple FPRskilled AER
Brazilian
5.83 5.83 10.17 62.83 21.17
OP-UNION 20.83 5.50 4.50 26.00 14.21
OP-ELIMINATE 23.17 4.00 2.67 22.50 13.08
GPDS-160 OP-UNION 22.81 5.12 N/A 33.94 20.62OP-ELIMINATE 19.38 6.75 N/A 39.94 22.02
(d) #trn = 20,#ds = 10,K = 5 (from Scenario 1)
Database Method FNR FPRrandom FPRsimple FPRskilled AER
Brazilian
Baseline 0.50 6.00 10.83 64.83 20.54
Static Selection 3.00 1.67 3.67 33.67 10.50
OP-UNION 3.67 1.50 3.00 30.00 9.54
OP-ELIMINATE 5.33 1.00 2.33 26.00 8.67
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Table AII.3 Overall error rates (%) obtained on Brazilian and GPDS-160 test data for
γ = 0.97
(a) #trn = 4,#ds = 4,K = 3 (from Scenario 2)
Database Method FNR FPRrandom FPRsimple FPRskilled AER
Brazilian
Baseline 20.50 4.83 6.83 53.33 21.38
OP-UNION 43.33 4.67 3.50 21.17 18.17
OP-ELIMINATE 42.33 5.17 5.83 22.67 19.00
GPDS-160 OP-UNION 37.19 4.38 N/A 28.69 23.42OP-ELIMINATE 35.19 5.19 N/A 31.62 24.00
(b) #trn = 8,#ds = 8,K = 5 (from Scenario 2)
Database Method FNR FPRrandom FPRsimple FPRskilled AER
Brazilian
Baseline 9.67 5.50 7.67 60.67 20.87
OP-UNION 30.67 3.83 2.67 23.67 15.21
OP-ELIMINATE 29.00 6.00 4.00 25.00 16.00
GPDS-160 OP-UNION 29.44 3.75 N/A 29.19 20.79OP-ELIMINATE 23.12 5.81 N/A 36.12 21.69
(c) #trn = 12,#ds = 12,K = 7 (from Scenario 2)
Database Method FNR FPRrandom FPRsimple FPRskilled AER
Brazilian
Baseline 6.17 5.00 9.17 60.17 20.13
OP-UNION 24.17 4.00 3.00 23.17 13.58
OP-ELIMINATE 27.00 3.33 2.17 19.67 13.04
GPDS-160 OP-UNION 25.69 4.37 N/A 30.69 20.25OP-ELIMINATE 19.56 6.94 N/A 38.44 21.65
(d) #trn = 20,#ds = 10,K = 5 (from Scenario 1)
Database Method FNR FPRrandom FPRsimple FPRskilled AER
Brazilian
Baseline 0.83 5.67 9.00 60.17 18.92
Static Selection 2.83 1.33 3.67 33.67 10.37
OP-UNION 3.33 1.50 3.33 28.67 9.21
OP-ELIMINATE 4.83 1.00 2.67 25.33 8.46
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Table AII.4 Overall error rates (%) obtained on Brazilian and GPDS-160 test data for
γ = 0.98
(a) #trn = 4,#ds = 4,K = 3 (from Scenario 2)
Database Method FNR FPRrandom FPRsimple FPRskilled AER
Brazilian
Baseline 22.00 4.33 6.00 50.33 20.67
OP-UNION 49.50 3.50 3.00 16.00 18.00
OP-ELIMINATE 46.50 5.83 5.83 18.83 19.25
GPDS-160 OP-UNION 45.31 2.69 N/A 22.00 23.33OP-ELIMINATE 40.19 3.62 N/A 23.75 22.52
(b) #trn = 8,#ds = 8,K = 5 (from Scenario 2)
Database Method FNR FPRrandom FPRsimple FPRskilled AER
Brazilian
Baseline 10.50 4.67 6.67 56.00 19.46
OP-UNION 36.00 2.50 1.83 19.17 14.88
OP-ELIMINATE 33.33 5.00 3.17 20.50 15.50
GPDS-160 OP-UNION 36.06 2.94 N/A 24.62 21.21OP-ELIMINATE 27.62 4.31 N/A 31.12 21.02
(c) #trn = 12,#ds = 12,K = 7 (from Scenario 2)
Database Method FNR FPRrandom FPRsimple FPRskilled AER
Brazilian
Baseline 6.83 4.00 8.67 56.83 19.08
OP-UNION 28.33 3.33 2.50 20.33 13.62
OP-ELIMINATE 29.50 2.83 1.50 17.83 12.92
GPDS-160 OP-UNION 32.44 2.56 N/A 24.38 19.79OP-ELIMINATE 24.06 7.38 N/A 34.62 22.02
(d) #trn = 20,#ds = 10,K = 5 (from Scenario 1)
Database Method FNR FPRrandom FPRsimple FPRskilled AER
Brazilian
Baseline 1.17 4.00 5.67 52.50 15.83
Static Selection 2.83 1.00 3.50 34.17 10.37
OP-UNION 3.83 1.50 2.50 29.67 9.38
OP-ELIMINATE 5.00 1.00 2.17 25.50 8.42
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Table AII.5 Overall error rates (%) obtained on Brazilian and GPDS-160 test data for
γ = 0.99
(a) #trn = 4,#ds = 4,K = 3 (from Scenario 2)
Database Method FNR FPRrandom FPRsimple FPRskilled AER
Brazilian
Baseline 22.83 3.50 5.00 45.00 19.08
OP-UNION 54.83 2.17 2.83 12.67 18.12
OP-ELIMINATE 52.33 3.33 4.00 15.83 18.88
GPDS-160 OP-UNION 45.06 2.50 N/A 19.56 22.37OP-ELIMINATE 46.94 2.37 N/A 20.12 23.15
(b) #trn = 8,#ds = 8,K = 5 (from Scenario 2)
Database Method FNR FPRrandom FPRsimple FPRskilled AER
Brazilian
Baseline 11.17 4.33 5.67 52.67 18.46
OP-UNION 42.00 2.00 1.17 14.67 14.96
OP-ELIMINATE 38.00 3.83 2.67 18.33 15.71
GPDS-160 OP-UNION 35.25 3.19 N/A 25.38 21.27OP-ELIMINATE 37.62 4.00 N/A 27.56 23.06
(c) #trn = 12,#ds = 12,K = 7 (from Scenario 2)
Database Method FNR FPRrandom FPRsimple FPRskilled AER
Brazilian
Baseline 7.33 3.17 6.33 53.50 17.58
OP-UNION 32.17 1.83 1.83 15.67 12.88
OP-ELIMINATE 33.67 1.67 0.50 14.17 12.50
GPDS-160 OP-UNION 38.38 1.94 N/A 20.44 20.25OP-ELIMINATE 31.06 5.62 N/A 31.44 22.71
(d) #trn = 20,#ds = 10,K = 5 (from Scenario 1)
Database Method FNR FPRrandom FPRsimple FPRskilled AER
Brazilian
Baseline 2.33 2.67 4.00 42.67 12.92
Static Selection 3.00 1.00 3.50 32.67 10.04
OP-UNION 4.67 1.17 2.17 28.00 9.00
OP-ELIMINATE 5.83 0.83 1.83 23.50 8.00
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Table AII.6 Overall error rates (%) obtained on Brazilian and GPDS-160 test data for
γ = 1.0
(a) #trn = 4,#ds = 4,K = 3 (from Scenario 2)
Database Method FNR FPRrandom FPRsimple FPRskilled AER
Brazilian
Baseline 27.00 2.00 2.83 37.17 17.25
OP-UNION 60.50 0.17 1.33 8.17 17.54
OP-ELIMINATE 59.33 0.33 1.33 8.33 17.33
GPDS-160 OP-UNION 67.56 1.19 N/A 8.94 25.90OP-ELIMINATE 67.31 1.19 N/A 9.06 25.85
(b) #trn = 8,#ds = 8,K = 5 (from Scenario 2)
Database Method FNR FPRrandom FPRsimple FPRskilled AER
Brazilian
Baseline 13.00 2.50 4.33 46.67 16.62
OP-UNION 50.17 1.00 0.50 7.83 14.88
OP-ELIMINATE 47.33 1.00 0.50 8.00 14.21
GPDS-160 OP-UNION 56.69 0.69 N/A 12.00 23.12OP-ELIMINATE 54.88 0.69 N/A 12.31 22.63
(c) #trn = 12,#ds = 12,K = 7 (from Scenario 2)
Database Method FNR FPRrandom FPRsimple FPRskilled AER
Brazilian
Baseline 8.00 2.00 4.50 46.33 15.21
OP-UNION 45.33 0.83 0.83 8.17 13.79
OP-ELIMINATE 43.67 1.33 1.00 9.33 13.83
GPDS-160 OP-UNION 56.25 0.81 N/A 10.56 22.54OP-ELIMINATE 53.69 1.00 N/A 11.38 22.02
(d) #trn = 20,#ds = 10,K = 5 (from Scenario 1)
Database Method FNR FPRrandom FPRsimple FPRskilled AER
Brazilian
Baseline 12.67 0.33 1.17 19.83 8.50
Static Selection 13.50 0.00 0.17 8.33 5.50
OP-UNION 8.17 0.67 0.67 14.00 5.88
OP-ELIMINATE 7.50 0.33 0.50 13.50 5.46
APPENDIX III
USING SYSTEM-ADAPTED CODEBOOKS
This appendix investigates the use a single database, i.e., DBexp, for both designing codebooks
and the SV system, such as performed by most SV systems based on discrete HMMs. A hybrid
generative-discriminative off-line SV system, similar to that proposed in Chapter 3, is designed
using the data indicated in Table AIII.1. Since the 29 codebooks are designed using the same
data used for training and validation of the classifiers (i.e., T i=1:60exp(20) + V
i=1:60
exp(10)), they are refered
as system-adapted codebooks.
Table AIII.1 Datasets for a specific writer i, using the Brazilian SV database
(a) Design
Dataset Name Task Genuine Samples Random Forgery Samples
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DBiroc ROC Curve
Vj=1:60
exp(10), j = i
DBids Dynamic Selection
(b) Operations










The main goal of the experiments presented in this appendix is to perform a comparison with
Scenario 1 of Chapter 3 (see Section 3.4.2), which employs universal codebooks designed
using an independent database (i.e., DBdev).
Figure AIII.1 shows the averaged ROC curves obtained with scores produced from 100 differ-
ent SVMs using DBiroc, while Figure AIII.2 presents the AERs curves on test data (DBitst), as
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function of operating points (γ). As occurred with in Chapter 3 (see Figure 3.8), OP-ELIMI-
NATE and OP-UNION strategies provided the lowest AERs.











Figure AIII.1 Averaged ROC curves obtained with scores produced from 100 different
SVMs, using DBiroc (from Brazilian data).
Tables AIII.2 and AIII.3 present the overall results for γ = 0.90 and γ = 1.0, respectively,
where the different SV systems were designed with the data presented by Table AIII.1. Note
that the error rates shown in Chapter 3 (see tables 3.4 and 3.5) are smaller, which proves that
the universal codebooks generated using DBdev are representative of the population in DBexp.
The main advantage of using universal codebooks, over system-adapted codebooks, is that a
SV system can be designed even for a single user, since the data used to generate the codebooks
came from an independent database.
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Combination of 100 SVMs
Baseline System
Figure AIII.2 AERs versus operating points (γ) obtained on Brazilian test data with
different SV systems.
Table AIII.2 Overall error rates (%) obtained on Brazilian test data for γ = 0.90
Method FNR FPRrandom FPRsimple FPRskilled AER
OP-UNION 3.50 1.33 5.00 37.00 11.71
OP-ELIMINATE 3.00 1.17 3.33 34.67 10.54
KNORA-UNION 2.17 13.83 9.33 49.50 18.71
KNORA-ELIMINATE 2.17 12.33 8.33 48.67 17.88
Decision Templates 1.00 14.83 8.83 49.67 18.58
Combination of 100 SVMs 1.00 17.50 10.33 51.67 20.12
Baseline 0.33 8.83 22.67 77.83 27.42
Table AIII.3 Overall error rates (%) obtained on Brazilian test data for γ = 1.0
Method FNR FPRrandom FPRsimple FPRskilled AER
OP-UNION 8.00 0.17 0.50 16.67 6.33
OP-ELIMINATE 6.17 0.00 0.83 16.00 5.75
KNORA-UNION 8.33 0.33 0.83 17.33 6.71
KNORA-ELIMINATE 6.83 0.33 0.67 16.67 6.12
Decision Templates 8.33 0.50 0.83 17.83 6.88
Combination of 100 SVMs 9.00 0.50 0.67 17.17 6.83
Baseline 3.33 0.33 1.33 33.33 9.58
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