Abstract-Classic theories in nonlinear elasticity have increasingly been used to obtain accurate and efficient models for continuum robots and other elastic structures. Numerically computed solutions of these models typically satisfy the first-order conditions necessary for equilibrium, but do not provide any information about the elastic stability of the solution. The inability to detect or avoid physically unstable model solutions poses a major hindrance to reliable model-based simulation, planning, design, and control. In this paper, we adapt results from optimal control to determine the stability of Kirchhoff rods and Cosserat rods subject to general end constraints, including coupled multirod models which describe parallel continuum robots. We formulate a sufficient condition for the stability of a solution, a numerical test for evaluating this condition, and a heuristic stability metric. We verify that our numerical stability test agrees with the classical results for the buckling of single columns with various end constraints and for multicolumn frames. We then validate our approach experimentally on a six degree-of-freedom parallel continuum robot.
I. INTRODUCTION

A. Background on Parallel Continuum Robots
C
ONTINUUM robots achieve movement through controlled deformation of a continuous elastic structure [1] - [3] . A parallel continuum robot uses multiple elastic members connected in a parallel arrangement, which can provide increased precision and stiffness compared to slenderer, singlemember continuum robots. Our recent research has focused on a six degree-of-freedom (DOF) continuum Stewart-Gough platform design, as shown in Fig. 1 where six elastic rods are connected to a common end effector and translated below the base to change their effective length on the robot.
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Digital Object Identifier 10.1109/TRO.2017.2664879 applications entail some major technical challenges. First, the large-deflection mechanics of the robot are complex and computationally burdensome. Our modeling efforts have employed multiple Cosserat rod models with coupled boundary conditions to accurately model the large nonlinear deflections of the elastic legs [5] . We addressed solving this large nonlinear system of differential equations in real time in [6] , demonstrating that model-based inverse kinematic simulation and control at kilohertz rates is feasible. Second, the elastic nature of the design introduces the potential for elastic instabilities (buckling) to occur. This is true for all elastic continuum robots when external loads are considered, but we have observed that parallel continuum robots can also become unstable through actuation alone due to the interactions in the multirod system, which is similar to the problem of snapping behavior in concentric-tube robots [7] . In this paper, we establish a way to determine if a parallel continuum robot configuration (given by a numerical solution to our mechanics model) is elastically stable and thus physically realizable. This can be used to assess the stability in a realtime simulation in order to avoid actuator commands that would cause unstable dynamic transitions during robot teleoperation. Stability assessment can also be used as a criteria in offline motion planning and simulation-based design optimization.
B. Related Work
Maintaining elastic stability has been recognized as a concern for many continuum robots, and prior research has investigated stability questions related to design and control. For cable-driven continuum robots, Li and Rahn [8] demonstrated buckling of the central backbone between two cable supports. The elastic stability of concentric-tube robots has also been studied extensively with analyses based on energy [7] , [9] , monotonicity, and slope of an input-output "S-curve" mapping [10] - [13] , variational calculus [14] , [15] , and optimal control [16] .
The recent concentric-tube work of Ha et al. [16] is similar to our efforts in that it applies established results in optimal control to formulate a numerical test for the stability of a concentrictube robot model solution. Bretl et al. have also recently studied stability for robotic manipulation of a single elastic Kirchhoff rod (a special case of Cosserat rods with no transverse shear or axial strain) [17] - [20] . Their approach rigorously uses geometric optimal control theory for problems defined on manifolds (since the state variable is a member of the group SE (3)) and considers the case of a fully constrained terminal state (pose) with no external loading. They have shown all static equilibrium configurations form a path-connected smooth manifold with a global chart.
Aside from robotics applications, the stability of elastic rods is important in fields such as DNA modeling [21] , [22] and computer graphics simulation [23] . Many rod stability problems have been studied in the continuum mechanics literature. Approaches include the use of variational calculus [24] , [25] , dynamic lumped parameter models [26] , and finite element methods [27] . This field has also included studies of special cases such as branched rods [28] and rods with intrinsic curvature [29] .
C. Contributions and Benefits
The optimal control approach is elegant, rigorous, and is minimally affected by discretization issues, in contrast to the lumped-parameter and finite element approaches. In this paper, we construct an approach based on optimal control which builds on the work above and provides some distinct contributions. First, in contrast to prior work, we consider the general problem of one or more elastic rods under loading and subject to arbitrary terminal constraints. Whereas Ha et al. [16] considers no terminal constraints (a free end), and Bretl and McCarthy [19] considers a fully constrained terminal pose (a fixed end), our approach can be used to assess the stability of elastic rods with partial constraints (e.g., constraints made by pinned joints, sliding joints, etc.), or a geometric coupling to another elastic system (as in the case of parallel continuum robots). The stability of planar tree-like rod structures studied in [28] is a related problem, but the connectivity graph of a parallel continuum robot can contain a closed cycle, which requires general terminal conditions not considered in [28] . Second, our approach examines the full Cosserat rod model in addition to the more restricted Kirchhoff model (no shear or axial strains) studied in [16] and [19] . While the differences are largely negligible for the slender rods used in our experiments, removing the Kirchhoff restrictions expands the generality of our approach, making it suitable for soft parallel robots with nonnegligible shear and extension strains, such as [30] , [31] , and in general for rods with a low slenderness ratio. Third, we provide a unique way of dealing with the spatial case (where the rod state variable is an element of the Euclidean group SE(3)) by using Euler-Poincaré reduction following Holm's treatment in [32] , resulting in a minimal set of Lagrange multipliers, which simplifies the conditions for equilibrium and stability. This approach is perhaps more accessible than the geometric optimal control formalism in [19] while still obtaining a minimal model representation that takes advantage of group symmetry. Finally, we demonstrate that our stability test can be implemented at interactive rates. Experimental results validate the efficacy of instability prediction and highlight potential pitfalls. Contrasted against achievements of the prior literature, the main contribution of this paper is the consideration of general boundary conditions rather than a fixed end or a free end with an applied force. Although used here to couple rods, such a derivation would be useful in various scenarios such as touching a surface that applies a normal reaction force.
D. Outline
We begin by considering simple problems and gradually increase in complexity. In Section II, we describe our approach in the context of a classical optimal control problem for a control u ∈ R m and a state x ∈ R n . Section III applies this framework to derive the first-and second-order conditions for a stable planar rod subject to various end-point constraints. Section IV considers the joining of multiple planar rods to create a planar parallel continuum robot. The approach is validated in several special cases by comparison to the classical Euler buckling formulas for columns and multicolumn sway frames. In Section V, we give the optimal control framework for a problem with a control u ∈ R m and a state x ∈ SE(3) and derive the stability conditions for a single spatial rod. Section VI extends this result to coupled spatial rods (i.e., parallel continuum robots), and Section VII validates the resulting stability test experimentally using a prototype parallel continuum robot, while providing insight into issues involved in the application to stability detection and avoidance.
II. OPTIMAL CONTROL FRAMEWORK A. General Problem Statement
As we will detail in the next section, our mechanics problem takes the form of a fixed-time, Bolza problem in optimal control. The problem statement is
x(0) = x 0 , β(x f ) = 0 where x ∈ R n is the state vector, u ∈ R m is the "control," β :
n is the state derivative, x f denotes the final state x(t f ) (a subscript f denotes the final value of a variable throughout the paper), and t is the "time."
B. First-Order Necessary Conditions
Here, we provide a review and derivation of the first-order necessary conditions for the optimality of a candidate solution to the problem stated in Section II-A. Our notation follows that in [33] , but we take the additional step of eliminating the terminal Lagrange multipliers from the problem and formulating a reduced set of terminal boundary conditions. We first form an augmented cost function J with Lagrange multiplier vectors λ(t) ∈ R n and ν ∈ R p to enforce the differential and terminal constraints
where we have dropped some of the function notation for convenience. Then, we define the Hamiltonian
and the augmented terminal cost function
Taking the first variation of J yields
where a subscript denotes partial differentiation with respect to the subscripted variable. The last term in the integrand can be integrated by parts to obtain
where we have used δx 0 = 0. Since δJ = 0 (for any δx, δλ, δu and δν) is a necessary condition for local optimality, we must haveẋ
which are the conventional first-order necessary conditions for optimality. The terminal conditions for λ involve the unknown Lagrange multiplier vector ν ∈ R p . There are always enough equations to solve for x(t), λ(t), and ν. However, solution of the boundary value problem for x(t) and λ(t) does not require explicitly solving for ν because we can premultiply both sides of
by a matrix P T , where the columns of P form an orthonormal basis for the nullspace of β x f ∈ R p×n . P can be calculated from a singular value decomposition β x f = U ΣV T by selecting the n − p columns of V that correspond to the n − p singular values that equal zero. MATLAB's null() function conveniently obtains P as P = null(β x f ). Multiplication by
so that we obtain a reduced set of n − p boundary conditions involving λ f
These are the so-called "natural" boundary conditions, which are often equivalent to equations that could be obtained from a Newtonian approach (e.g., from static equilibrium conditions at the terminal point for the solid mechanics problems we treat in subsequent sections of this paper). If H u = 0 can be solved for u, then we have a two-point boundary value problem of the form
C. Second-Order Sufficient Conditions
As detailed in [33] - [35] , the question of whether a particular solution to (2) is actually a local minimizer of (1) is partially determined by whether or not any admissible comparison path exists that is also a neighboring optimal path to the current solution being studied. The existence of such a path is equivalent to the existence of a so-called conjugate point t cp ∈ [t 0 t f ). The nonexistence of conjugate points is the classical Jacobi condition, which is a known sufficient condition for weak local optimality if the first-order necessary conditions and the strong Legendre-Clebsch condition (H uu positive definite) are already satisfied. The existence of a conjugate point in t cp ∈ (t 0 t f ) is sufficient to conclude that the optimal path is not a minimum, and t cp / ∈ [t 0 t f ) is sufficient to conclude that the optimal path is a minimum [33] (given the first-order and strong LegendreClebsch conditions are met). In the case of t cp = t 0 , there exists an admissible comparison path for which the second differential vanishes, so the third and fourth differentials would need to be considered to investigate optimality. For our application, we make the assumption that a conjugate point t cp = t 0 is unsafe.
The existence of conjugate points can be determined by examining a certain matrixS, which is typically obtained in the process of solving (by the "sweep method") the two-point boundary value problem that describes a neighboring optimal path. A relationship that definesS is
δλ(t) =S(t)δx(t)
as given in [33] , where δx(t) is any infinitesimal change in x at t and δλ(t) is the associated small change in λ at t that would be required in order to continue satisfying the terminal boundary conditions in (2) . t cp is a conjugate point if and only if the matrix S(t) becomes infinite at t = t cp .
We can formulateS by recognizing that b(x f , λ f ) is implicitly a function of x(t) and λ(t) through its arguments. The effects of δx(t) and δλ(t) on b(x f , λ f ) lead to δb = ∂b ∂x (t) δx(t) + ∂b ∂λ (t) δλ(t).
is required for δb = 0 (continued satisfaction of b = 0), which shows thatS
.
Assuming that
is finite (which is true under the mild and verifiable assumption that
are finite when evaluated at x f ), then t cp is a conjugate point only if the matrix
is singular at t = t cp .
D. Numerical Test
To test for conjugate points on [t 0 t f ), b λ(t) can be calculated by first obtaining a transition matrix Φ(t, t f ), which maps small changes in x f and λ f to small changes in x(t) and λ(t)
Then, b λ(t) can be expressed as
where Φ
−1 12
and Φ
−1 22
denote the upper right and lower right n × n blocks of Φ −1 (t, t f ), respectively. Note that Φ(t, t f ) ∈ R 2n ×2n is always invertible because it is the transition matrix for a linearized system of differential equations. We note that Φ(t, t f ) can be obtained by differentiating the model equations to obtain the following differential equations for Φ:
These can be integrated backward from Φ(t f , t f ) = I. Alternatively, Φ(t, t f ) can be approximated via a finite difference procedure. One can successively increment each element of x f and λ f by a computationally small amount Δ, calculate the resulting change in x and λ by integrating the model equations backward from t f to t and divide by Δ to obtain the associated column of Φ(t, t f ). This approach is less exact but sometimes easier to implement, as it only requires the original differential equations.
can usually be obtained analytically by direct differentiation of b, but could also be approximated by finite differences.
We have thus formulated a numerical procedure for determining if a solution to the first-order necessary (2) is locally optimal. We can obtain b λ(t) for all t ∈ [t 0 t f ) by calculating Φ(t, t f ) over the interval as described above and check det b λ(t) for zero crossings (sign changes) or local minima with det b λ(t) = 0. If det b λ(t) is nonzero over [t 0 t f ), then there are no conjugate points, which guarantees local optimality if the strong Legendre-Clebsch condition is met, which is also straightforward to check and often trivially satisfied.
We also note that one way to solve the boundary value problem of (2) is to use a shooting method that iteratively calculates values for λ 0 and converges to one that satisfies b(x f , λ f ) = 0 when the differential equations are integrated numerically from t 0 to t f as an initial value problem. The process for iteratively choosing λ 0 usually involves obtaining a Jacobian matrix
If this matrix is singular, it implies that a conjugate point exists at t 0 , and the system is on the verge of nonoptimality.
E. Heuristic Metric
We note that b λ(t) is singular at t = t f if any terminal state constraints β(x f ) exist, but the sufficient conditions for optimality only require nonsingularity for b λ(t) on [t 0 t f ). Also, the values of various elements in b λ(t) may depend on the choices of problem units. For these reasons, metrics for the closeness of b λ(t) to singularity over [t 0 t f ) (such as minimum determinant or condition number) cannot meaningfully indicate closeness to non-optimality in general. Instead, we suggest a potentially useful heuristic based on integration length. If the path is determined to be optimal (no conjugate points on [t 0 t f )), but there exists a conjugate point t cp < t 0 (determined by checking det b λ(t) for t < t 0 , which is accomplished by continuing to integrate the solution backwards past t 0 ), the distance d = t 0 − t cp can be regarded as a heuristic metric for the relative distance to nonoptimality: d is the amount that the integration length would need to be increased in order for a conjugate point to appear on the interval assuming all other conditions in the problem remain constant. However, this heuristic should still be used with caution as the sensitivity of conjugate point location to small changes in other problem parameters (other than arc length) could be high, and conjugate point locations may not be continuous in all problem parameters. We explore the sensitivity issue further in simulation in Section VII.
III. PLANAR RODS
Many elastostatic mechanics problems can be naturally cast as optimal control problems via the principle of minimal total potential energy. The main restriction to doing so is that the external loading mechanism must be conservative (i.e., path independent, able to be written as the gradient of some global potential function). In this context, a configuration of an elastostatic system is considered stable if and only if it is a local minimizer of total potential energy. In this section, we will apply the optimal control approach of the previous section to formulate the governing equations of planar rods with general terminal boundary conditions and assess the stability of solutions. In the special case where the rod is initially straight and there is only a force in the x direction, the buckling loads found with optimal control can be compared to the Euler critical buckling loads.
Consider a single planar rod subject to various possible boundary conditions and loadings as shown in Fig. 2 .
The rod state vector can be defined as
where p x (t), p y (t), and θ(t) are scalar functions of arc length t that describe the planar position and tangent angle of the rod along the length as depicted in Fig. 2 . The state vector derivative (with respect to the initial arc length prior to any stretching or shearing, t) isẋ
where u(t) is the rod curvature and corresponds to the "control" in the optimal control framework. Note that we are here considering a Kirchhoff rod, where the shear and extension strains are assumed to be zero. We assume there is a general applied wrench W = F x F y M z T acting at t = t f and a distributed wrench w(t) = f x (t) f y (t) l z (t) T along the length such that the potential energy of the applied loads is given by
where w(t) has here been defined as a known function of t. Note that w could be defined as a function of x so long as the loading is conservative, but we restrict our attention to the case where w is an explicit function of arc length. As shown in Fig. 2 , we also consider constraints on the rod state at t f of the general form β(x f ) = 0. Some examples are shown in Fig. 2 . Assuming a linear constitutive material law for the Kirchhoff rod leads to a strain energy density of the form U (t) = 1 
E(t)I(t)u(t)
2 , where E(t) is Young's modulus and I(t) is the second area moment of the rod cross section about its centroidal axis. This means that the total potential energy is given by
where φ(x f ) = −W T x f is the terminal cost (energy). Thus, our mechanics problem takes exactly the form in (1): choose u(t) to minimize J subject to the constraints x(0) = x 0 ,ẋ = f (x, u, t), and β(x f ) = 0. Note that H uu = EI, so the strong
Legendre-Clebsch condition is always satisfied. This is also the case for the more complex problems we consider in the following sections.
A. First-Order Necessary Conditions
The first-order necessary conditions given in (2) applied to this specific problem then yield the following two-point boundary value problem:ẋ
where the reduced set of terminal boundary conditions b(x f , λ f ) are computed by (2) and are given for the various cases in Table I . The physical meaning of λ can be seen by examining the standard governing equations of Kirchhoff rod theory [36] :ṅ
T is the internal force vector expressed in the global frame and m is the internal moment. Comparison to our results in (4) reveals that λ 1−2 = n and λ 3 = m.
B. Second-Order Sufficient Conditions and Validation
As described in Section II, performing our second-order stability test entails a numerical process after the first-order conditions have been solved. In the specific case of an initially straight rod with a force applied in the negative x-direction, instability can also be predicted using the classical Euler buckling formula
where K is a length factor corresponding to certain types of end constraints.
We compared the stability predictions of our numerical test to the known Euler critical loads, which are exact under the conditions that the column is homogeneous and isotropic with a uniform cross section, initially straight without any internal stress, experiences negligible shear and axial strains, and has only an axial applied load. We considered the four specific cases listed in Table I and shown in Fig. 2 , with p y f = 0 in the pinned case, p y f = θ f = 0 in the fixed case, and θ f = 0 in the fixed-rotation case. E, I, and L were arbitrarily set to unity. b λ(t) was approximated at n discrete points and det(b λ(t) ) was checked for a change in signs indicating singularity somewhere on the interval [t 0 t f ). We used a bisection method to iteratively converge on the minimum load for which our sufficient stability test fails. We then verified that these numerically predicted loads agree with the known Euler critical loads for straight columns.
We also illustrate this agreement in Fig. 3 , where we plot det(b λ(t) ) versus arc length for the same four cases with t f = 1 and F x = −π 2 . This is the critical load given by (5) for the fixedrotation case, which has a known length factor of K = 1. The plot illustrates that our approach agrees with the Euler theory as evidenced by the purple line intercepting (0,0). In the free-end, pinned, and fixed cases, the Euler length factors are K = 2, K ≈ .699, and K = 0.5, respectively, which all agree with the locations of the zero crossings for det(b λ(t) ) in those cases, i.e., K = 1 1−t c p in each case. In the special case of an ideal column, the stability heuristic in Section II-E exactly corresponds to the length of a column for which the applied force is the critical buckling load.
C. Planar Cosserat Rods
The planar Kirchhoff rod model presented above (also known as the planar "elastica") is a special case of the more general Cosserat rod model [36] . The Cosserat model includes the effect of transverse shear strain and axial strain (elongation/compression), which are assumed to be zero in Kirchhoff models. Using the full Cosserat framework, we have the same Fig. 4 . This plot illustrates the ratio of the critical buckling loads obtained using the Cosserat and Kirchhoff models as a function of slenderness ratio (total length over outer radius) for a steel tube with a wall thickness equal to 10% of the outer radius in the pinned case.
rod state vector
T but the state derivatives are functions of a three dimensional
where u 1 is the axial extension strain, u 2 is the transverse shear strain, and u 3 is the rod curvature (corresponding to u in the Kirchhoff model). Assuming a linear constitutive law then gives a strain energy density of the quadratic form U (t) = 
t)K(t)u(t). K(t) = diag {E(t)A(t), G(t)A(t), E(t)I(t)} where E(t) is
Young's modulus, G(t) is the shear modulus, A(t) is the rod's cross-sectional area, and I(t) is the second area moment of inertia of the rod cross section about its centroidal axis. The potential energy of the loading is the same as in the Kirchhoff case above, which leads to the following energy functional:
The boundary-value problem resulting from the first-order necessary conditions is then exactly the same as the Kirchhoff case (2), except for the state derivatives and the calculation of u, which are given by (6) and
In predicting deformation, it is important to consider the full Cosserat rod model instead of the Kirchhoff approximation in cases where the elastic member has a low slenderness ratio or a low axial or shear stiffness relative to the bending stiffness (e.g., a compression spring). In some cases, this difference can also affect stability behavior and the results of our stability assessment. Fig. 4 illustrates the ratio of the critical buckling loads obtained with each model as a function of the slenderness ratio for a pinned steel tube. As the slenderness ratio decreases below 10, the results diverge, indicating that shear and axial stiffness can significantly affect the critical buckling load. While the rods in our experimental prototype have high axial stiffness and L/r ≈ 400, soft elastomer parallel robots such as those studied in [30] and [31] often have L/r < 15, and spring-backbone robots such as [37] have lower axial stiffness relative to bending stiffness. Additionally, when assessing stability, the Kirchhoff incompressibility constraint gives rise to an indeterminate special case (an "abnormal extremal") in the case of a straight rod with two completely fixed ends, as discussed in [19] , while the Cosserat model avoids this complication by allowing axial compression. All of these factors motivate our study of the full Cosserat model in this paper in order for the approach and results to apply as generally as possible.
IV. COUPLED PLANAR RODS
Consider multiple planar Cosserat rods with their terminal ends fixed to a rigid body, which represents a planar parallel continuum robot with an end-effector, as shown in Fig. 5 . The ith rod has length l i and is described by a state vector
T with state derivatives (with respect to arc length t i ) given by
and known initial state x i (0) = x i0 , where f i (x i , u i , t i ) has the form given in (6). We assume there is a globally defined wrench W applied at some reference point on the end-effector, the location of which is constant in each of the reference frames defined by the terminal rod poses, given by a known vector r i = [r ix r iy ] T , so that the global location of the reference point p r is
where R z (θ i ) denotes the standard 2-D rotation matrix associated with θ i , and where p if is the position of the ith rod at t i = l i . For simplicity, we restrict the rods to attach to the rigid body with the same angle, so that θ if = θ j f .
Our state vector is
T , and their derivatives (with respect to t i ) are given by (7). The terminal constraints can be written
. The potential energy of the point-wrench W applied to the end effector is given by
Note that the choice to use the first rod to locate the end-effector reference point was arbitrary. The total potential energy of the system is then given by
We can rewrite this expression by expressing each integral in terms of a common integration variable σ, where t i = σl i and dt i = l i dσ:
The final step in reformulating this problem to fit the optimal control framework is to rewrite the state derivatives with respect to σ asẋ
The Hamiltonian H and augmented terminal cost function G can then be assembled exactly as described in Section II.
A. First-Order Necessary Conditions
Applying the first-order conditions of Section II then results in the boundary value probleṁ
We note that an equivalent formulation could be obtained in terms of derivatives with respect to t i as , subject to the same boundary conditions above.
B. Second-Order Sufficient Conditions and Validation
To apply our test for stability described in Section II, we need to calculate the 3n × 3n matrix b λ(σ ) at all points σ ∈ [0 1). By definition, b λ(σ ) can be written in block form as
where b λ i (σ ) is a 3n × 3 matrix that can be calculated using the 6 × 6 transition matrix of the ith rod Φ i
This formulation is efficient and modular; We can also compare the predictions of our approach to known results in the stability of frame and truss structures. We consider the special case of straight parallel rods of equal length coupled by a rigid member at their distal ends, which is illustrated in Fig. 6 . This coupled structure is known as a sway frame. For a sway frame with n parallel columns of length L and bending stiffness EI, where the column pattern is symmetrical about the center and the frame is subjected to a downward vertical load applied at the center of the top, the in-plane critical buckling load is given by the analytical formula [38] P cr = n EIπ 2 L 2 . For three cylindrical columns with L = 1, E = 207 GPa, and a radius of 0.001 m, the critical load is P cr = 4.814 N.
After applying our numerical approach to this same stability problem, we used a bisection method to iteratively find the smallest load for which our stability test fails, and obtained 4.814 N, agreeing with the known analytical result to four digits. Note that we do not expect exact agreement in this case because we used axially compressible shearable Cosserat rod models in Fig. 6 . In the case of initially straight rods, the optimal control approach can be compared with analytical formulations for sway frames. The two methods are in agreement.
this section, and the analytical formula assumes an Euler elastica with no axial compression or shear strain. However, due to the long slender rod geometry chosen for this particular example, bending dominates the behavior, and the effects of shear and extension/compression are minimized, resulting in close agreement between our approach and the analytical formula.
V. EXTENSION TO SPATIAL RODS
A. First-Order Necessary Conditions
We here provide a short derivation of the first-order necessary conditions for a spatial Cosserat rod with general end constraints and conservative applied loads. The derivation follows the same pattern as Section II, with the addition of Euler-Poincaré reduction following [32] because the rod state variable is not an element of a vector space as in the planar case, but is rather a member of the Lie group SE(3). The Cosserat rod state variable is a homogeneous transformation matrix T (t) ∈ SE(3), which has the form
where R(t) ∈ SO(3) is the rotation matrix describing crosssectional orientation and p(t) ∈ R 3 is the position of the rod centerline as a function of arc length t along the length. The state differential equation isṪ = T ξ where ξ = v ω is the body-frame twist associated with the arc length derivative of T , composed of linear and angular components v and ω [39] . These are analogous to linear and angular velocity, with derivatives with respect to arc-length instead of time. The symbol denotes the standard isomorphic mapping from R 6 to se(3) and has the inverse mapping ∨ as defined in [39] . Similarly, we also use and ∨ to denote the standard mappings between R 3 and so(3). Assuming a linear constitutive law, the energy density per unit length stored in the rod's deformation then has the form
where u(t) ∈ R m is any set of kinematic strain variables that we wish to consider and K(t) is the stiffness matrix associated with those strains. The twist ξ is a function of u, and this framework naturally accounts for both the full Cosserat model T , ω = u, and
The potential energy of a distributed force f (t) and point force F applied at t = t f is
In contrast to our planar formulation, we here neglect any applied moments because constant applied moments (defined in either body-frame or global frame) are known to be nonconservative in the spatial case [40] . Stability analysis with nonconservative loadings requires a different framework and definition of stability in terms of dynamics. There are certain types of "rotation-dependent" moments that are conservative, but we will not consider them here, and we note that many moment loadings can be closely approximated by a suitably chosen distributed force. We can now state the optimal control problem for a spatial rod as
and we assume that β(T f ) contains p ≤ 6 independent constraints that can be satisfied by some T f ∈ SE(3). For example, a full rotation constraint R f = I can be expressed minimally by β(T f ) = (log (R f )) ∨ = 0, for which p = 3.
One main difference between the problem statement above and that in (1) is that the state differential equations are written in their reduced form on the vector space R 6 rather than on SE(3). As discussed by Holm in [32] , this allows us to employ a reduced Lagrange multiplier vector λ ∈ R 6 to enforce the differential constraints and leads to the correct first-order conditions on the manifold. In [41] , Chirkjian arrives at the same final equations (The Euler-Poincaré equations) by equivalently using the unreduced equations and the appropriate group law to formulate the variations. The augmented cost function is then
where the Hamiltonian is
and the augmented terminal cost function is
Now the first variation of J can be written as
where tr denotes the matrix trace operator, and the partial derivative of a scalar with respect to a matrix is defined as
T using consistent numerator layout. As discussed in [32] , this trace pairing between a matrix partial derivative and the matrix variation provides the correct expression for the resulting scalar variation. As also detailed in [32] , δ T
−1Ṫ ∨
can be expressed as
where δΣ = T −1 δT ∨ and
Thus, δT is completely captured by the reduced variation δΣ ∈ R 6 as δT = T δΣ, so we can write
The above expression for C(T f , ν) is consistent with the same calculation performed in [32, Sec. 7.2], though notational choices make this unapparent at first ( [32] uses denominator layout for matrix partial derivatives and defines the "breve" map as 1 2 of the hat map). Subbing these results in and integrating by parts, we get
where we have used λ T 0 δΣ 0 = 0. A necessary condition for local optimality is that δJ = 0 for any δu, δλ, δT and dν.
Thus, we must haveṪ
The second differential equation above is equivalent to the classical equilibrium differential equations describing internal force and moment (in body-frame coordinates) in Cosserat rod theory, asṅ
Thus, the internal force vector n is equivalent to λ 1−3 and the internal moment vector m is equivalent to λ 4−6 . As described in Section II, we can premultiply both sides of λ f = −C T by P T where P is a matrix whose columns form an orthonormal basis for the nullspace of C ν = ∂ C ∂ ν . This eliminates ν from the equations and provides a reduced set of 6 − p boundary conditions for λ f . This results in a general set of terminal boundary conditions of the form
B. Second-Order Sufficient Conditions
The analogous second-order conditions to Section II-C can be obtained by restricting all admissible comparison paths to SE(3) and determining whether any are neighboring optimal paths. This requires only a slight modification to the calculation of det b λ(t) , which we will subsequently check for zeros on the interval [t 0 t f ). Recognizing that δT = T δΣ, we define a reduced transition matrix Φ(t, t f ) as
Φ(t, t f ) can be obtained by integrating the following differential equation from t f to t, starting at Φ(t f , t f ) = I:
where cd λ is defined as
such that cd x y = ad T y x for all x, y ∈ se(3), and
The above formulation is valid for both the Cosserat and Kirchhoff models. δb i can be expressed as
is a row vector. Thus, b λ(t) is given by
where the ith row of matrix D is d i , and Φ
−1 12
−1 22
denote the upper right and lower right 6 × 6 blocks of Φ −1 (t, t f ), respectively, with Φ(t, t f ) as defined in (8) .
and each row of D can be easily obtained analytically by direct differentiation of b(T f , λ f ) or approximated by finite differences.
An alternative way to compute Φ(t, t f ) is to approximate it numerically by a finite difference procedure. We can increment a final variable by a numerically small amount Δ, integrate the model equations backward to get the associated changes at t, and divide by the increment to obtain a column of Φ(t, t f ), with the following two modifications: 1) For the columns of Φ(t, t f ) corresponding to δΣ f , the increment in T f is generated by choosing a ΔΣ f and calculating ΔT f = T f ΔΣ f . 2) For the rows of Φ(t, t f ) associated with δΣ(t), the change in Σ(t) is calculated as ΔΣ(t) = T −1 (t)ΔT (t) ∨ .
VI. COUPLED SPATIAL RODS
Following our development of the coupled planar rods case in Section IV, we now extend that approach to the spatial case to formulate the first-order necessary conditions for spatial parallel continuum robots and apply our stability test. We consider multiple Cosserat rods with their terminal ends attached to a rigid body, again representing a spatial parallel continuum robot with an end-effector as shown in Fig. 7 . The ith rod has length l i and is described by a state variable T i = R i p i 0 1 ∈ SE(3) with The rods have rigid attachments to the ground and the body. There is some point force on the rigid body, and the rods are subject to distributed forces.
state derivatives (with respect to arc length t i ) given by
and known initial state T i (0) = T i0 . Our full state variable is then the set
T with derivatives given by (10) .
Defining r i as the fixed location of the ith terminal rod end with respect to the end-effector frame T e = R e p e 0 1 ∈ SE(3), the global positions of the rod ends would be
We also consider that each terminal rod orientation R if is constrained to equal to the end-effector orientation as
Since the end effector frame is not known a priori, we must eliminate p e and R e from the relations above to obtain 5n constraint equations:
We assume there is a globally defined force F applied at the origin of the end-effector frame. The potential energy of this loading is then
The total potential energy of the system is then given by
where f i ∈ R 3 is the global distributed force on rod i. Similar to the planar case, we rewrite this expression by expressing each integral in terms of a common integration variable σ, where t i = σl i and dt i = l i dσ
and rewrite the state derivatives with respect to σ aṡ
Following the development in Section V, the first-order necessary conditions are theṅ
A. Second-Order Sufficient Conditions
The stability test for coupled spatial rods parallels our development of the coupled planar rods case in Section IV-B. We need to calculate the 6n × 6n matrix b λ(σ ) at all points σ ∈ [0 1). Again, b λ(σ ) can be written in block form as
where b λ i (σ ) is a 6n × 6 matrix which can be calculated using the 6 × 6 transition matrix of the ith rod Φ i as
where D i is the D matrix for rod i as in (9) . Thus, after finding a solution for the first-order conditions, the conjugate point test is performed by solving for the transition matrices of each individual rod Φ i (σ), computing D i and b λ f ,i from the BVP, calculating b λ (σ), and checking for singularities in b λ (σ) at a large number of discrete points over 0 ≤ σ < 1.
VII. VALIDATION AND APPLICATION
We implemented a C++ algorithm that solves the first-order optimality conditions for a parallel continuum robot and subsequently performs our second-order Jacobi conjugate-point test. We used a shooting method comprised of classical fourth-order Runge-Kutta integration of the first-order necessary conditions of a single rod and Levenberg-Marquardt optimization for the coupled boundary-value constraints as described in [5] and [6] . Fig. 8 shows the physical robot, the model solution, and the Jacobi conjugate-point test for an example configuration. The conjugate point test is performed as described in Section VI. The test computation time is about 2 ms for a model with 40 fourth-order Runge-Kutta steps per rod on an Intel i7-4770 processor. Fig. 8 shows a translation movement of the robot during which our test predicts instability at the same moment when the physical robot shape diverges from the model solution. The accompanying video shows a detailed time-lapse breakdown of this case.
A. Calibration and Measurement
We performed a simple calibration procedure with a cantilevered spring steel (ASTM A228) rod to determine the equivalent Young's modulus of the rods in our prototype robot as shown in Fig. 9 . Taking the length, radius, and tip load as known constants, we measured the vertical tip deflection with calipers and used the bisection method to determine the correct Young's modulus which causes the model to predict the measured displacement of 52.27 mm. This turned out to be E = 183.41 GPa. We assumed a Poisson's ratio of 0.3, which results in a shear modulus of 70.54 GPa.
Tracking marker rigid transformations were calibrated by comparing the model-based simulated end-effector pose with the true end-effector pose as determined by a MicronTracker 3 stereoscopic camera model XB3-BW-H360 from Claron Technology, Inc. Tracking markers were placed at the base and end effector so that the relative transformation between the two could Fig. 10 . A robot was either translated or rotated toward a conjugate point, and in the lower right case, there was a simultaneous translation and rotation such that the rotation in radians was 5.4 times the translation in meters. The model pose was compared against the actual robot pose as measured by a stereoscopic camera. The six motions were performed at three different heights p z . For each motion at a specific height, the motion was repeated five times, and the mean error is shown with the standard deviation. In every case where the two metrics suddenly diverged, this corresponded to the presence of a conjugate point. Thus, the conjugate point test is effective for assessing stability. However, the conjugate point test is conservative in that it can detect instability even when large-scale pose transitions do not occur, as seen in the bottom three cases. be measured. The position offsets from robot frames to tracker marker frames were measured with calipers, while the rotation offsets were optimized to minimize the rotation error described by (11) .
B. Experimental Validation
We performed experiments in which we commanded the robot to move from a stable configuration along several precomputed paths in actuation space that produced an unstable model configuration during quasistatic simulation. The weight of the rods, platform, and markers was considered negligible during the precomputation stage when the motion paths were generated.
Six motions were performed-pure translation in the x-and y-directions, pure rotation about the x, y, and z axes, and translation in the x-axis with simultaneous rotation about the y-axis (a bending motion). This set of motions was repeated at three different heights: p z = 0.2, 0.25, 0.3 m. Each trial at a specific height was repeated five times to evaluate repeatability. The results of these trials are shown in Fig. 10 . The errors are calculated by
As the reader may infer from the graphs in Fig. 10 , large-scale pose transitions are observed for pure translations in the x and y-directions and pure rotation about the z-axis. The numerical conjugate-point test triggered in close proximity to these buckling events. The accompanying video shows a detailed breakdown for the experimental translation in the x translation case.
The experiments were also informative in the other three cases where large-scale unstable pose transitions were not observed. In the lower three tests of Fig. 10 , the errors remain low despite the appearance of conjugate points (except for X-Rotation, in which no conjugate points appeared). This discrepancy could be due to small construction and assembly tolerances because the stability boundary could be sensitive to small changes in these parameters, as discussed in the next section. Note also that instability does not necessarily imply a large dynamic pose divergence. The experiment is limited to measurements in the finite-dimensional space SE (3) , but an unstable transition can be subtle and primarily affecting a rod's continuous path as opposed to being manifested at the end effector where the pose is measured.
In addition to quantifiable data, observations of the robot may yield insight. The three cases with large errors exhibited a steady increase in the error rather than a sudden one. For the three cases where the error did not drastically increase, there was also no significant deviation between the model configuration and the physical robot, although perturbing the robot in these configurations resulted in large vibrations of the system with very long settling times, indicating a system on the verge of stability.
C. Sensitivity to Parameters
In practice, we may be concerned about the behavior of the conjugate-point test with respect to changes in joint variables Fig. 11 . A region of the stability boundary with respect to 3-D end-effector forces was generated for a continuum Stewart-Gough robot having equal leg lengths using a brute-force search. The stability boundary has an elongated conical shape, indicating that for approximately vertical loads, small changes in load direction can greatly affect the magnitude of the critical load.
(studied above) and also changes in external loading and other problem parameters such as Young's Modulus. Even in classical column buckling problems, the practical buckling limit is significantly lower than the theoretical buckling limit when minor load eccentricities are considered. We demonstrate sensitivity of robot stability to end-effector loads in the three directions in Fig. 11 by plotting a region of the stability boundary (as computed by a brute-force simulation using our numerical test) for our continuum Stewart-Gough robot in a configuration with equal leg lengths. The figure shows that for approximately vertical loads, small changes in load direction can greatly affect the magnitude of the critical load, as is the case for classic straight column buckling.
Avoiding instability in the presence of such parameter sensitivity is a difficult problem. One potential solution is to simulate a small change in every parameter affecting the robot (e.g., actuator positions, external loads, elastic moduli, etc.) to determine if small errors or movements in these values would result in instability. Such a discretized test would probably result in safer operation, but it could still fail to rigorously guarantee detection of impending instabilities, and it still would not contain any information about how "far" the system is from instability.
We also investigated the sensitivity of conjugate point location to variations in Young's modulus. This was explored in simulation, as shown in The results show that the derivative has a small magnitude and near-linear behavior and that the sensitivity to Young's modulus is zero when the load is zero. This is intuitive because changing Young's modulus merely scales the energy functional in the unloaded case. 
D. Use of a Stability Heuristic
As discussed in Section II-E, in addition to detecting if a conjugate point falls inside the integration interval, it can be helpful to consider the location σ cp where a conjugate point occurs, even if σ cp falls outside the interval [0 1) (σ cp < 0). In this case, the value d = −σ cp indicates nearness to a critically stable system state with respect to changes in integration length. Using d as a heuristic stability metric, one could numerically compute the sensitivity (gradient) of d to changes in any problem parameters (e.g., actuator positions, external loads, elastic moduli, etc.) via finite difference approximations using the same sampling technique described above. Combined with the knowledge of parameter uncertainty, this sensitivity vector could be used to obtain an estimation of how much change in each parameter (and in what direction) can be tolerated before the system becomes unstable. However, we note again that this heuristic should be used with caution because we have not proven that conjugate point location is continuous in every possible problem parameter. We leave further exploration of this topic to future work.
VIII. CONCLUSION
Starting from the rich literature on optimal control and stability assessment, we have derived a sufficient numerical test for the stability of Cosserat rods with arbitrary terminal constraints, including the multirod structures of parallel continuum robots. We validated the approach in simulation by comparing our results to classical results in the special cases of straight column buckling and sway frame buckling. We have further implemented the test to assess stability of a six DOF prototype parallel continuum robot, and the experimental data supports the effectiveness of the test.
Parallel continuum robot research and applications were previously hindered by the inability to recognize unstable model solutions. Our test provides this capability, which will enable robust model-based design, motion planning, and control in future work toward applications in robotic surgery and human-robot interaction. We also hope that other applications in robotics and elsewhere will benefit from our simple and general derivation of the first-and second-order conditions for spatial elastic rods with arbitrary terminal constraints. For example, our approach could be adapted to assess the stability of other continuum robots and long elastic objects in cases whenever partial end-pose constraints or coupling occur, such as contact with rigid fixtures or two robots manipulating the same object.
