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Machine learning methods tend to outperform traditional statistical models at predic-
tion. In the prediction of academic achievement, ML models have not shown substantial
improvement over linear and logistic regression. So far, these results have almost entirely
focused on college achievement, due to the availability of administrative datasets, and have
contained relatively small sample sizes by ML standards. In this article we apply popular
machine learningmodels to a large dataset (n = 2.2million) containing primary andmiddle
school performance on NAPLAN, a test given annually to all Australian students in grades
3, 5, 7, and 9. We show that machine learning models do not outperform logistic regression
for detecting students who will perform in the ‘below standard’ band of achievement upon
sitting their next test.
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1. Introduction
Educational achievement is closely linked to an in-
dividual’s economic well-being as well as a nation’s
standard of living (Barro, 1991). In Australia, the
Report of the Review to Achieve Educational Ex-
cellence in Australian Schools (Gonski et al., 2018)
highlighted the decline in student outcomes across
the past twenty yearswhen compared to other OECD
countries. Not only are a large number of Aus-
tralian students achieving poor outcomes, but there
is a significant disparity in achievement within the
same age groups and classrooms. In order to sup-
port these students in reaching their full potential,
∗This research is supported by an Australian Government
Research Training Program (RTP) Scholarship. Thanks must
also be given to the Australian Curriculum, Assessment and
ReportingAuthority for the provision of the data utilised by this
study. The authors would like to thank Foivos Diakogiannis
and Airong Zhang for their helpful comments and suggestions.
†Jupyter notebooks containing R codes and outputs for this
paper as well as instructions on how to obtain the data set may
be found at Github.com/RobGarrard.
it may be necessary to tailor policies and teaching
strategies to individual students who are at risk of
low achievement. Since schools, especially public
schools, tend to face binding resource constraints, it
is essential to detect ‘at risk’ students early and with
high precision.
In this setting, the goal is not to conduct causal
inference on a coefficient of interest, as for usual
econometric problems, but to produce a purely pre-
dictivemodel that classifies studentswith high sensi-
tivity and specificity. Machine learning (ML) meth-
ods tend to greatly outperform traditional statistical
models (Friedman et al., 2001). For example, when
attempting to classify images of handwritten digits
correctly, standard logistic regression achieves an
accuracy of around 70%, whereas state-of-the-art
neural networks obtain 99.79% accuracy (Wan et
al., 2013).
The application of machine learning methods
to education data has been referred to as Educa-
tional Data Mining (Romero & Ventura, 2007). Its
use in the prediction of academic performance has
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been predominantly in the higher education context
(Vandamme et al., 2007; S. B. Kotsiantis, 2012; Ya-
dav & Pal, 2012; Jishan et al., 2015) largely due to
the availability of administrative data sets collected
by universities.1 Interestingly, when ML models are
benchmarked against logistic regression, they show
no or unsubstantial improvement (S.Kotsiantis et al.,
2004; Cortez & Silva, 2008; Huang & Fang, 2013;
Gray et al., 2013). This could be because the con-
ditional expectation function in the predictors used
in these studies does not exhibit significant non-
linearities, or could be that the sample sizes used are
too small for the non-linearities to be learned.
In this article we exploit a large data set contain-
ing scores on the Australian National Assessment
Program - Literacy and Numeracy (NAPLAN); a
standardized literacy and numeracy test sat by all
students inAustralian schools in grades 3, 5, 7, and 9.
This data set contains raw scores for all students who
sat the test in the years 2013 and 2014, as well as ad-
ministrative data on students’ individual- and family-
level characteristics. In total, the data set contains
observations on 2.2 million unique students. Stu-
dents are labeled into two classes, ‘At Standard’ and
‘Below Standard’, according to whether or not their
score meets minimum achievement standards as de-
termined by theAustralianCurriculum, Assessment,
and Reporting Agency (ACARA). This is done for
two learning areas: literacy and numeracy. We split
students into those in grade 3, for whom this would
be their first time sitting NAPLAN, and students in
grades 5 and above, forwhom their previous achieve-
ment on NAPLAN may be used as a predictor.
We train a set of popular machine learning clas-
sifiers with standard logistic regression serving as a
benchmark. We measure model performance using
area under the ROC curve (AUC) and find that none
of the machine learning models outperform logistic
regression. To the best of our knowledge, this is
the first paper to apply machine learning methods to
the prediction of primary and middle school student
achievement in a ‘big data’ (large n) setting.
While machine learning methods have great po-
tential for improving the analysis of economic data,
the results of this study show that large data sets
1See Shingari et al. (2017) for a recent review.
and state-of-the-art algorithms do not automatically
imply better predictions.
2. Data
NAPLAN is a set of standardized literacy and nu-
meracy tests sat by all students in Australia in
grades 3, 5, 7, and 9, in both the government and
non-government schooling sectors. It is described
as providing “the measure through which govern-
ments, education authorities and schools can deter-
mine whether or not young Australians are meeting
important educational outcomes.”2 The tests cover
five learning areas known as ‘test domains’: Read-
ing, Writing, Spelling, Grammar and Punctuation,
and Numeracy. The tests are designed to assess stu-
dent performance relative to the Australian federal
curriculum.
We use individual student-level data from the NA-
PLAN reading and numeracy tests administered in
2013 and 2014. The NAPLAN reading test involves
a reading comprehension-style test on a range of
texts, including imaginative, persuasive, and infor-
mative. The questions are designed to test knowl-
edge and interpretation of English language in con-
text. The NAPLAN numeracy tests assess students
on their performance in mathematics, namely num-
ber and algebra, measurement and geometry, and
statistics and probability.3
The data set contains 2,235,804 unique student
IDs, who are attending 9,250 different schools in
both the public and private sectors in all states across
Australia. All individuals in the data set are unique,
as a student sitting NAPLAN testing in 2013 would
not sit the test in 2014, and vice versa. The indi-
vidual scores for each student in each domain are
collected by the Australian Curriculum Assessment
and Reporting Authority (ACARA), alongside stu-
dent background information which is collected by
schools from students’ parents or carers via enrol-
ment forms. Table 3 provides a detailed summary
of the variables contained in the data set.
For each testing domain in each year, ACARA de-
termines achievement bands to classify a student’s
2See nap.edu.au
3Samples of these testsmay be found at https://www.nap
.edu.au/naplan/the-tests.
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Table 1: Proportion of students performing at
standard on NAPLAN.
Reading Numeracy
Below standard 364,733 389,676
(%) (16.28) (17.40)
At Standard 1,874,321 1,849,378
(%) (83.71) (82.60)
level of achievement based on what particular skills
they can perform, e.g., addition of simple numbers,
understanding of probability, etc.. For each year
level, students in the lowest two bands of achieve-
ment are deemed to be achieving ‘below minimum
standards’. Given the raw scores for each student
available in the data, we have classified each student
into their relevant achievement band following the
cut-off scores published by ACARA.4 Using these
bands, we have labeled each student as either ‘At
Standard’ or ‘Below Standard’ for reading and nu-
meracy respectively. Table 1 summarizes.
In addition to each student’s score in the
2013/2014 NAPLAN cycle, the data also contains
the score each student received in their previous test-
ing cycle, two years earlier. This data is only present
for students in grades 5 and above, as grade 3 is the
first year NAPLAN is administered. In order to ex-
ploit this presumably strong predictor, we split the
data set into students in grade 3, and students in
grades 5 and above. We use these raw scores to
construct a dummy variable for whether the student
was ‘Previously At Standard’ or ‘Previously Below
Standard’.
3. Methods
Our objective is to predict whether or not a student
will perform in the ‘Below Standard’ band upon
sitting their next NAPLAN.
We split the data set into students in grade 3 and
students in grade 5+. Within each data set, we re-
move any rowswhich containmissing data. For each
data set, and for each response variable (reading and
numeracy), we use stratified sampling of the classes
(At Standard and Below Standard) to obtain a two
thirds/one third split for training and test sets. This
4nap.edu.au/results-and-reports/how-to
-interpret/score-equivalence-tables
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Figure 1: Neural net architecture. The net contains 4 hidden
layers containing 256, 128, 64, and 32 hidden units respec-
tively. Each hidden unit uses a ReLU activation function with
dropout regularization of 20%. The output layer contains 2
hidden units, corresponding to the probabilities of ‘At Stan-
dard’ and ‘Below Standard’, and uses softmax activation.
gives a total of four training sets and test sets. Train-
ing sets for grade 3 and grade 5+ contain samples of
size of 230,546 and 590,929 respectively, while test
sets contain samples of size 115,271 and 295,453.
While the removal of missing observations greatly
reduces the sample sizes, the final samples are still
large.
Unless otherwise stated, the loss function to be
minimized is the standard binary cross-entropy loss
(1)
l(y, yˆ|w) = − 1
n
∑
i
wi{yi log(yˆi)+(1−yi) log(1−yˆi)}
where w denotes a vector of weights. Since the
‘At Standard’ class is around 6 times more common
than the ‘Below Standard’ class, the loss function
is weighted so that misclassifications of a ‘Below
Standard’ student incur around 6 times more cost.
We estimate the following types of classifier:5
Logistic Regression. This serves as a benchmark
for the ML classifiers.
Elastic Net. The elastic net (Zou & Hastie, 2005)
loss function takes the form
(2)
L(y, yˆ) = l(y, yˆ|w) + λ (α||β||1 + (1− α)||β||22)
5In addition to these classifiers we also considred k-nearest
neighbors and a support vector machine. However, computa-
tion of these classifiers does not scale well with sample size
and number of predictors.
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Table 2: Performance metrics. Area under the curve is between 0 and 1, with 1 being most preferable.
Grade 3
Classifier Literacy Numeracy
AUC 95% CI AUC 95% CI
Logistic 0.722 (0.717, 0.726) 0.707 (0.702, 0.712)
Elastic Net 0.721 (0.717, 0.726) 0.707 (0.702, 0.712)
Decision Tree 0.655 (0.650, 0.660) 0.668 (0.663, 0.673)
Random Forest 0.697 (0.692, 0.702) 0.681 (0.676, 0.686)
Neural Net 0.718 (0.713, 0.722) 0.700 (0.695, 0.705)
Grade 5+
Classifier Literacy Numeracy
AUC 95% CI AUC 95% CI
Logistic 0.839 (0.837, 0.841) 0.833 (0.830, 0.835)
Elastic Net 0.839 (0.837, 0.841) 0.832 (0.830, 0.835)
Decision Tree 0.767 (0.765, 0.770) 0.761 (0.758, 0.763)
Random Forest 0.828 (0.826, 0.831) 0.823 (0.820, 0.825)
Neural Net 0.833 (0.831, 0.835) 0.827 (0.825, 0.830)
where λ is a tuning parameter determining the
strength of the combination `1 (lasso) and `2 (ridge)
penalty, and α is a tuning parameter controlling the
relative strength of the lasso and ridge penalties. We
impose that α = 0.5, such that the lasso and ridge
penalties have equal weight and select λ through
10-fold cross-validation.6
Decision Tree. A classification tree is trained using
the recursive partitioning algorithm and is pruned
using 10-fold cross-validation (Breiman, 2017).
Random Forest. We estimate a random forest
(Breiman, 2001) with an ensemble of 500 trees and
out-of-the-box parameter choices for the bootstrap
sample size and number of predictors selected in
each tree.
Neural Network. We train a multilayer perceptron
with architecture shown in figure 1. We regularize
the network using dropout layers after each hidden
layer, with dropout rate set to 20%. The network is
6The mixing parameter, α, may also be tuned. However,
this option is not included in the glmnet package. We re-
estimated the classifiers with α = 0.1 and α = 0.9 with no
change to the results.
trained for 100 epochs.
We measure model performance using area under
the ROC curve (AUC) evaluated on a test set. A
ROC curve is the frontier of sensitivity/specificity
combinations that a model can achieve. ROC curves
for each classifier are displayed in figure 2. One
classifier with larger AUC than another is able to
achieve a greater sensitivity for a given specificity,
and vice versa. Confidence intervals for AUC are
constructed according to Bamber (1975).
4. Results
Table 2 contains performance metrics for each
model. We see that no ML model is able to out-
perform logistic regression. Since the grade 5 and
above data contains past performance predictors,
these models perform significantly better than their
grade 3 counterparts.
While the tree based methods perform signif-
icantly worse than logistic regression, they give
highly interpretable decision rules. Figure 3 dis-
plays.
For grade 3, the trees classify a student as at risk if
4
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neither parent holds a bachelor’s degree. For grades
5 and above, the trees predict below standard perfor-
mance if the student performed below standard pre-
viously. While these rules are easily interpretable,
unfortunately they are so simplistic that they are not
insightful.
5. Discussion
The popularity of machine learning is not unde-
served. In many areas, the increase in predictive
power ML brings is very impressive. However, as
we have shown in this article, it is not a panacea.
Nor is the ‘bigness’ of a data set.
The reason for ML not delivering substantial im-
provement in the academic performance setting pos-
sibly resides in the nature of commonpredictors used
being categorical. Part of ML’s power comes from
its ability to tractably model non-linearities in the
data. A lack of continuous predictors with substan-
tial non-linearities being present in education data
may explain this result.
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(d) Grade 5+. Numeracy.
Classifier Logistic Elastic Net Decision Tree Random Forest Neural Net
Figure 2: ROC curves. Each curve shows the frontier of sensitivity/specificity combinations each classifier achieves on a test
set. An ideal classifier achieves both sensitivity and specificity of 1.
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Table 3: Variables contained in the NAPLAN data set
Variable Description
Reading standard [readrisk] =1 if student is below standard in reading, and =0 if at standard
Math standard [numrisk] =1 if student is below standard in numeracy, and =0 if at standard
Previous Reading standard [prevreadrisk] =1 if student was below standard in reading on previous NAPLAN,
and =0 if at standard
Previous Math standard [prevnumrisk] =1 if student was below standard in numeracy on previous NA-
PLAN, and =0 if at standard
Private schooling [private] =1 if student attends a non-government school, and =0 if govern-
ment school
Age [age] Age at the time of taking the test to one decimal place
LBOTE [LBOTE] =1 if the student has a language background other than English,
and =0 if not
Indigenous [indigenous] =1 if the student identifies as Indigenous Australian or Torres Strait
Islander, and =0 if not
Female [female] =1 if the student is female, and =0 if male
State [state] Categorical variable with levels: South Australia, New South
Wales, Victoria, Queensland, Tasmania, Western Australia, Aus-
tralian Capital Territory, and Northern Territory; denoting the
state in which the student resides.
Mother’s education [mumschool] Categorical variable =1 if mother completed up to grade 9, =2 for
grade 10, =3 for grade 11, and =4 for grade 12.
Mother’s higher education [mumhighed] Categorical variable, =5 if mother’s highest level of education is a
certificate I to IV or trade qualification, =6 if a diploma or advanced
diploma, =7 if bachelor’s degree, =8 if none.
Mother’s employment [mumoccup] Categorical variable, =1 if mother employed in category 1, 7 =2
if category 2, 8 =3 if category 3, 9 =4 if category 4, 10 =8 if
unemployed
Father’s education [dadschool] Categorical variable, =1 if father completed up to grade 9, =2 if
grade 10, =3 if grade 11, and =4 if grade 12
Father’s higher education [dadhighed] Categorical variable, =5 if father’s highest level of education is a
certificate I to IV or trade qualification, =6 if a diploma or advanced
diploma, =7 if bachelor’s degree, =8 if none.
Father’s employment [dadoccup] Categorical variable, =1 if father employed in category 1, =2 if
category 2, = 3 if category 3, =4 if category 4, =8 if unemployed
Note: Raw data provided by the Australian Curriculum, Assessment and Reporting Authority through their Data Access Program. Variable
name codes given in square brackets.
7Category 1: Senior management in a large business organisation, government administration, or defence, and qualified pro-
fessionals; e.g. business/policy analyst, defence forces commissioned officer, professionals with degree or higher qualifications,
administrators such as school principals, etc.
8Category 2: Other business managers, arts/media/sportspersons, and associate professionals; e.g. owner/manager of a farm
or business, retail sales/service manager, musician, journalist, designer, sports official, business/administrative staff, etc.
9Category 3: Tradespeople, clerks, and skilled office, sales, and service staff; e.g. 4 year trade certificate by apprenticeship,
clerks, personal assistants, sales, flight attendants, fitness instructors, child care workers, etc.
10Category 4: Machine operators, hospitality staff, assistants, labourers and related workers; e.g. machine operators, drivers,
labourers, office assistants, defence forces ranked below senior non-commissioned officer, miners, farmers, factory hands,
guards, etc.
9
