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Abstract
Cocycles are a key object in Antol´ın Camarena and Szegedy’s (topolog-
ical) theory of nilspaces. We introduce measurable counterparts, named
nilcycles, enabling us to give conditions which guarantee that an ergodic
group extension of a strictly ergodic distal system admits a strictly ergodic
distal topological model, revisiting a problem studied by Lindenstrauss.
In particular we show that if the base space is a dynamical nilspace then
a dynamical nilspace topological model may be chosen for the extension.
This approach combined with a structure theorem of Gutman, Manners
and Varju´ applied to the ergodic group extensions between successive
Host-Kra characteristic factors gives a new proof that these factors are
inverse limit of nilsystems.
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1 Introduction.
The nonconventional average
lim
N→∞
1
N
N−1∑
n=0
f1(T
nx) · · · fk(T
knx) (1)
for a measure preserving system (X,X , µ, T ) and f1, . . . , fk ∈ L∞(X,µ) became
prominent due to Furstenberg’s proof [Fur77] of Szemere´di’s theorem [Sze75].
Furstenberg proved that for f = 1A with µ(A) > 0,
lim inf
N→∞
1
N
N−1∑
n=0
ˆ
1A(x)1A(T
nx) · · · 1A(T
knx) > 0,
which implies Szemere´di’s theorem by what is known today as Furstenberg
correspondence principle [Fur77]. About 30 years after Furstenberg’s original
proof, in what can only be described as a tour de force, Host and Kra proved
that Equation (1) converges in norm [HK05] for all k ≥ 1.1 Host and Kra’ proof
1This was also proved independently by Ziegler [Zie07] and was known for k = 3 for totally
ergodic systems by earlier work of Conze and Lesigne [CL88]. Almost sure convergence for
general k is still unknown.
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uses the characteristic factors approach pioneered by Furstenberg and Weiss
[FW96]. A factor (X,X , µ, T )→ (Y,Y, ν, T ) is called characteristic for (1) if
1
N
N−1∑
n=0
T nf1 · · ·T
knfk −
1
N
N−1∑
n=0
T nE(f1|Y) · · ·T
knE(fk|Y)
converges to zero in L2-norm. The striking discovery of Host and Kra was that
(1) possesses a characteristic factor Zk−1 which is an inverse limit of nilsystems.
Thus a problem in measure theory gives rise to smooth structure.
The construction of a characteristic factor Zk which is an inverse limit of nil-
systems is complicated and is the technical heart of both of [HK05] and [HK18].
The main goal of this article is to put forward a conceptual simplification of the
main step of this construction.2
Assume (X,X , µ, T ) is ergodic3. In [HK05] the Host and Kra measures µ[k]
and the Host-Kra-Gowers seminorms ||| · |||k are introduced. These are defined
in the following way. Let µ[0] = µ. Let I
[k]
T be the T × · · · × T︸ ︷︷ ︸
2k
invariant σ-
algebra of the product σ-algebra of (X [k] , X{0,1}
k
, µ[k]). Define µ[k+1] to be
the relative independent joining of two copies of µ[k] over I
[k]
T . Now introduce
for real-valued f ∈ L∞(µ) the seminorms4:
|||f |||k = (
ˆ ∏
v∈{0,1}k
f(xv)dµ
[k])1/2
k
, k = 1, 2, . . .
The factor (X,µ, T ) → (Zk−1, µk−1, T ) is identified as the maximal factor for
which |||f |||k is a norm5. In [HK05], Sections 6.3, 7, 9 and 10 (see also [HK18,
Chapters 18-20]) are devoted to an involved analysis of the factor map Zk →
Zk−1 which eventually establishes the structure of Zk.
The main idea of our approach is to find a topological model6 for (Zk, µk, T )
which is a dynamical nilspace. The concept of nilspaces, originating in Host and
Kra’s parallelepiped structures of [HK08], was introduced by Antol´ın Camarena
and Szegedy in [ACS12] (see also [Can17a, Can17b]). A nilspace is a compact
space X together with a closed collections of cubes Cn(X) ⊆ X{0,1}
n
, n =
1, 2, . . ., satisfying certain topological axioms. According to a structure theorem
of Gutman, Manners, and Varju´ ([GMV16]) a dynamical nilspace is an inverse
limit of nilsystems7. Using this structure theorem one is left with verifying
2This approach was announced in [Gut15].
3One may reduce the problem to the ergodic case by using ergodic decomposition.
4The fact that these expressions are seminorms is proven in [HK05, Section 3.5].
5See ([HK05, Lemma 4.3]).
6See Definition 2.21.
7For dynamical nilspaces where the acting group is Z this was first proven by Host, Kra
and Maass ([HKM10, Theorem 1.2]), however the proof uses the full force of the structural
theorem of [HK05]. As our goal is to give a new proof of the structural theorem, we cannot
use the [HKM10] result. The proof in [GMV16] is independent of both [HKM10] and [HK05]
and is essentially topological. Moreover it holds in the generality of an acting group which
has a dense subgroup generated by a compact set. This will be important in Section 5.
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topological properties of the topological model. This task is much easier than
proving directly the nilsystems inverse limit representation and results with a
major simplification.
By an elegant and relatively short proof it is possible to show that Zk → Zk−1
is an abelian group extension.8 In particular there is a natural measurable
identification Zk = Zk−1×A where A is a compact abelian group. However it is
important to note that in general Zk−1×A equipped with the product topology
is not a topological model as T fails to be continuous w.r.t this representation.
It is thus natural to attempt to identify the appropriate topological model and
as mentioned above our approach is to find a nilspace (topological) model.
To show that Zk admits a nilspace (topological) model we assume by in-
duction that Zk−1 is a nilspace and as such has well-defined cubes C
n(Zk−1) ⊂
Z
{0,1}n
k−1 , n = 1, 2, ..... We then construct a special function ρ : C
k+1(Zk−1)→ A
which we name a nilcycle 9. The key geometric-algebraic property of a nilspace ρ
is that for almost all pairs10 of cubes c1, c2 ∈ Ck+1(Zk−1) which have a common
face (e.g. (c1){1}×{0,1}k = (c2){0}×{0,1}k), the value of ρ on the cube resulting
from glueing on the common face
c1‖c2 := ((c1){0}×{0,1}k , (c2){1}×{0,1}k)
satisfies ρ(c1‖c2) = ρ(c1) + ρ(c2). This step is motivated by the fact that if we
were to know that Zk admits a nilspace model then it would be possible (and
in fact not hard) to construct a nilcycle which furthermore satisfies the nilcycle
properties everywhere instead of almost everywhere.11
Our approach depends on the surprising fact that a nilcycle determines a
nilspace model Zˆk for Zk. The construction is not entirely straightforward and
uses the concept of function bundles induced by [ACS12, Section 3.3] (see also
[Can17a, Section 2.3]) modeled on the concept of Banach bundles (see [Fel77,
Chapter 10]). Specifically we consider the 2-parameter family of functions ρx+
a : Ck+1x (Zk−1) → A for a ∈ A, x ∈ X
′ ⊂ Zk−1, where X ′ is some (carefully
chosen) set of full measure and
Ck+1x (Zk−1) = {c ∈ C
k+1(Zk−1) : c~0 = x}, ρx = ρ|Ck+1x (Zk−1)
and take the closure Zˆk w.r.t. to a topology related to the natural continuous
projection map p0 : C
k+1(Zk−1)→ Zk−1 : c→ c~0. (For details see Section 4 and
also [ACS12, Section 3.3],[Can17a, Section 2.3]). Crucially, Zˆk is shown to be
compact and using the properties of ρ one may define a homeomorphism Tˆ such
that (Zˆk, Tˆ ) is a (uniquely ergodic) topological nilspace model for (Zk, µk, T ).
As remarked above this establishes the desired structure result. We notice that
recently a new and different approach to Host-Kra factors through nilspaces was
put forth in [CS18].
8See [HK05, Section 6], [HK18, Chapter 18].
9See Definition 3.8.
10This is w.r.t. a natural measure defined in Definition 3.7.
11Such ”strong nilcycles” were introduced previously by [ACS12, Section 3.5] under the
name cocycles.
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The above considerations naturally lead us to consider the question when
an ergodic (measurable) abelian group extension Y of a strictly ergodic12 dis-
tal system X (thus automatically measurable distal) admits a strictly ergodic
model.13
The question if an ergodic measurable distal system has a strictly ergodic
distal model14 has a long history.15 According to the Jewett-Krieger theorem
[Jew70], any ergodic system has a strictly ergodic model. Nonetheless this
question has a negative answer. Indeed the classical Morse system (M,S),M ⊂
{0, 1}Z 16 which is known to be strictly ergodic is an abelian group extension
of an odometer and thus measurable distal; however by [GW06, Proposition
13.5] it admits no strictly ergodic distal model. In particular it follows that
not every ergodic abelian group extension of a strictly ergodic system admits a
strictly ergodic distal model. Yet Lindenstrauss [Lin99, Claim 5.5] showed that
such a model exists if the group extension is by a connected group. In our main
theorem we give a different condition. It is by varifying this condition that we
demonstrate the existence of nilspace models for the Host-Kra factors.
Theorem 1.1. (Main Theorem) Let G be a countable group. Suppose the mea-
surable group extension
Y = (X ×A, ν = µ×mHaar(A), G)→ (X,µ,G)
satisfies:
1. Y is an ergodic m.p.s. and (X,G) is a distal (2k+1)-cube uniquely ergodic
system;17
2. A is a compact metrizable abelian group and there exists a nilcycle ρ :
Ck+1(X)→ A of degree k w.r.t. the extension.
Then Y = (X × A, ν = µ × mHaar(A), G) has an strictly ergodic distal model
(M,G) such that π :M → X is a topological group extension of X by A, which
is a fibration of order at most k. In particular, NRP kG(M → X) = △.
18
We note that this theorem is applied in Section 5 in order to show the
existence of nilspace models for Host-Kra factors in the generality of finitely
generated abelian group actions.
12By definition, a strictly ergodic system is a uniquely ergodic system such that the uniquely
invariant measure has full support. For actions by amenable groups this is equivalent to
uniquely ergodic and minimal.
13Note that as (Zˆk, T ) is an inverse limit of nilsystems, it is distal. As it is uniquely ergodic,
it is minimal.
14Salehi [Sal91] provides an abundance of examples of strictly ergodic distal systems.
15A related highly non-trivial theorem is Zimmer’s theorem [Zim76] which implies that any
ergodic measure of a minimal distal system induces a measurable distal system.
16For exact definition and proof of all mentioned properties see [dV93, Chapter III, 2.27].
17These systems which constitute a natural subclass of strictly ergodic systems are defined
in Definition 3.1 and are studied in the paper [GL19a]. The reason why (2k + 1) is required
is explained by Proposition 3.24.
18Fibrantions are defined in Section 2.5. The equivalence relation NRP k
G
(M → X) is
defined in Definition 2.13 and is extensively studied in the article [GL19b].
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2 Preliminaries.
In this section, we introduce some basic definitions and properties. For exten-
sive background we recommend [Gla03], [HK05], [ACS12], [Can17a], [Can17b],
[GMV16], [GMV18a], [GMV18b] and [HK18].
2.1 Dynamical background.
Throughout in this article we assume every topological space to be metrizable.
A topological dynamical system (t.d.s.) is a pair (X,G), where X is a
compact space and G is a countable discrete group acting on X by homeomor-
phisms. Denote by M(X) the set of probability measures of X . The orbit
O(x) of x ∈ X is the set O(x) = {tx : t ∈ G}. A t.d.s. is minimal if O(x) = X
for all x ∈ X . A t.d.s. (X,G) is distal if for a compatible metric dX of X ,
for any x 6= y ∈ X , infg∈G dX(gx, gy) > 0. We say π : (Y,G) → (X,H) is a
factor map w.r.t. a group epimorphism φ : G → H if π is a continuous and
surjective map such that for any g ∈ G and any x ∈ X , π(gx) = φ(g)π(x).
A map π : (Y,G) → (X,H) is called a distal factor map if there is a com-
patible metric dY of Y such that for any y1 6= y2 ∈ Y with π(y1) = π(y2),
infg∈G dY (gy1, gy2) > 0. It is well known that if π : (X,G)→ (Y,H) is a factor
map and (X,G) is distal, then (Y,H) is distal (see [dV93, Chapter IV, Proposi-
tion 2.27]). A t.d.s. (Y,G) is called a topological group extension of (X,H)
by a compact group K if there exists a continuous action α : K × Y → Y such
that the actions G and K commute and for all x, y ∈ X , π(x) = π(y) iff there
exists a unique k ∈ K such that kx = y.
Suppose a sequence of t.d.s. {(Xm, G)}m∈N satisfy that πm,n : (Xn, G) →
(Xm, G) are factor maps such that πi,l = πi,j ◦ πj,l for all 1 ≤ i ≤ j ≤ l. The
inverse limit of {(Xm, G)}m∈N is defined to be the system (X,G)
X = {(xm) ∈
∏
m∈N
Xm : πm+1(xm+1) = xm for m ≥ 1}
equipped with the product topology and G-action given by t(xm) = (txm), t ∈
G. We write (X,G) = lim←−(Xm, G).
Throughout this article we assume every probability space (X,X , µ) to be
a standard Borel space. We denote by Aut(X,X , µ) the group of invertible
measurable measure-preserving maps (X,X , µ)→ (X,X , µ). A measure pre-
serving probability system (m.p.s.) is a quadruple (X,X , µ,G), where
(X,X , µ) is a probability space and G is a countable subgroup of Aut(X,X , µ).
A m.p.s. (X,X , µ,G) is ergodic if for every set A ∈ X such that t(A) = A
∀t ∈ G, one has µ(A) = 0 or 1. Factor maps (X,X , µ,G) → (Y,Y, ν, G)
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are induced by G-invariant sub-σ-algebras of X and vice versa ([Gla03, Chap-
ter 2.2]). Let (Y,Y, ν, G) be an ergodic m.p.s. A skew-product (Y × A,Y ⊗
BBorel, ν ×mHaar, G) of Y with a compact metrizable group A is given by the
action t(y, u) = (ty, β(t, y)u), t ∈ G, where the measurable map β : G× Y → A
is a cocycle, that is, it has the property that for any t, t′ ∈ G and a.e. y ∈ Y ,
β(tt′, y) = β(t, t′y)β(t′, y). The projection (Y ×A,Y ⊗BBorel, ν×mHaar, G)→
(Y,Y, ν, G) given by (y, a) 7→ y is called a (measurable) group extension
(cf. [Gla03, Theorem 3.29]).
Remark 2.1. We note that a uniquely ergodic distal system is automatically
strictly ergodic (i.e. has a unique invariant measure and this measure has full
support) and minimal. This is an easy consequence of the fact that a distal
system is pointwise minimal, i.e. every point in a distal system is a minimal point
(see [Gla07, Proposition 2.5-8]). From [Fur63, Section 12], every subsystem of
a distal system has an invariant measure. If a distal system is uniquely ergodic,
then it has a unique minimal subset. Therefore a uniquely ergodic distal system
is minimal.
2.2 Conditional expectation.
Let (X,X , µ) be a probability space and let B be a sub-σ-algebra of X . For
f ∈ L1(µ), the conditional expectation of f w.r.t. B is the function E(f |B) ∈
L1(X,B, µ) satisfying ˆ
B
fdµ =
ˆ
B
E(f |B)dµ (2)
for every B ∈ B. For f ∈ L1(µ) and g ∈ L∞(X,B, µ), it holds (see [HK18,
Chapter 2, Section 2.4]):
ˆ
X
fgdµ =
ˆ
X
E(f |B)gdµ. (3)
Let (X,X , µ) and (Y,Y, ν) be probability spaces and let π : X → Y be a
measurable map such that the pushforward π∗µ is ν. Denote by E(f |Y ) ∈
L1(Y, ν) w.r.t. π the function such that E(f |Y ) = E(f |π−1(Y))◦π−1. Note this
is well-defined. Thus the difference between E(f |Y ) and E(f |π−1(Y)) is that
the first function is considered as a function on Y and the second as a function
on X .
2.3 Measure disintegration.
Theorem 2.2. (Measure disintegration theorem) [Gla03, Theorem A.7] Let Y
and X be two standard Borel spaces, and π : X → Y a Borel map. Let µ ∈
M(X) be a probability measure of X and ν = π∗(µ) its image in M(Y ), then
there is a Borel map y → µy, from Y into M(X) such that:
• For ν almost every y ∈ Y , µy(π−1(y)) = 1;
7
• µ =
´
Y
µydν(y).
Moreover such a map is unique in the following sense: If y → µ′y is another
such map, then µy = µ
′
y, ν-a.e. The collection {µy}y∈Y is called a measure
disintegration of µ w.r.t π.
2.4 Nilsystems.
A (real) Lie group is a group that is also a finite dimensional real smooth
manifold such that the group operations of multiplication and inversion are
smooth. Let G be a Lie group. Let G1 = G and Gk = [Gk−1, G] for k ≥ 2,
where [G,H ] = {[g, h] : g ∈ G, h ∈ H} and [g, h] = g−1h−1gh. If there exists
some d ≥ 1 such that Gd 6= {e} and Gd+1 = {e}, G is called a d-step nilpotent
Lie group. We say that a discrete subgroup Γ of a Lie group G is cocompact
if G/Γ, endowed with the quotient topology, is compact. We say that quotient
X = G/Γ is a d-step nilmanifold if G is a d-step nilpotent Lie group and Γ
is a discrete, cocompact subgroup. A nilsystem (X,G′) of degree at most d is
given by an ℓ-step nilmanifold X = G/Γ where ℓ ≤ d with action g(aΓ) = gaΓ
for g ∈ G′ where G′ ⊂ G is a subgroup.
2.5 Fibrant cubespaces and nilspaces.
The theory of nilspaces originating in Host and Kra’s theory of parallelepiped
structures of [HK08], was introduced by Antol´ın Camarena and Szegedy in
[ACS12]. Oftentimes in this paper we follow the exposition of [Can17a, Can17b].
A map p = (p1, . . . pℓ) : {0, 1}k → {0, 1}ℓ is called a morphism (of discrete
cubes) if each coordinate function pj(ω1, . . . , ωk) is either identically 0, identi-
cally 1, or it equals either ωi or ωi = 1 − ωi for some 1 ≤ i = i(j) ≤ k. A
morphism σ : {0, 1}k → {0, 1}k is called isomorphism if it is bijective. Each
isomorphism can be written as
σ(c)(j) =
{
c(δ(j)) j ∈ I0
1− c(δ(j)) j ∈ I1
for some I0 ⊔ I1 = {1, . . . , k} and bijection δ : {1, . . . , k} → {1, . . . , k}. We
denote19 sgn(σ) = (−1)|I1|. Let [k] = {0, 1}k. A cubespace (X,C•(X)) is a
metric space X , together with closed sets Ck(X) ⊂ X [k] of k-cubes for k ≥ 0
with C0(X) = X , satisfying the following condition. Suppose p : {0, 1}k →
{0, 1}ℓ is a morphism of discrete cubes and c : {0, 1}ℓ → X is in Cℓ(X). Then
c ◦ p : {0, 1}k → X is in Ck(X). A cubespace (X,C•(X)) is called k-ergodic
if Ck(X) = X [k]. In particular, (X,C•(X)) is called ergodic if C1(X) = X2.
Suppose (X,C•(X)) and (Y,C•(Y )) are cubespaces. Let f : X → Y be a
continuous map. We say f is a cubespace morphism or just morphism if
f [k](Ck(X)) ⊂ Ck(Y ) for all k ≥ 0. By a face of the discrete cube {0, 1}k we
mean a subcube obtained by fixing some subset of the coordinates. An n-face
of {0, 1}k is a subcube obtained by fixing k − n of the coordinates.
19This function is denoted r(·) in [Can17b, §3.3.3].
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Definition 2.3. Denote ~1 = (1, . . . , 1). We call a map λ : {0, 1}ℓ \ {~1} → X an
ℓ-corner if λ|ωi=0 is an (ℓ− 1)-cube for all 1 ≤ i ≤ ℓ. We say that a morphism
f : (X,C•(X))→ (Y,C•(Y )) is a fibration if the following holds for all ℓ ≥ 1.
Let λ : {0, 1}ℓ \ {~1} → X be an ℓ-corner and c ∈ Ck(Y ) a compatible cube, in
the sense that f ◦ λ = c|{0,1}ℓ\{~1}. Then there is a completion c
′ ∈ Cℓ(X) of λ
compatible with c, i.e. it holds c′|{0,1}ℓ\{~1} = λ and f ◦c
′ = c. We say a fibration
f is k-ergodic if Ck(X) = (f [k])−1(Ck(Y )). In particular, if f : X → • is a
fibration, then (X,C•(X)) is called a fibrant cubespace.
Definition 2.4. We say a fibration f : X → Y is a fibration of order at most k if
the following holds: whenever c, c′ ∈ Ck(X), f [k](c) = f [k](c′) and c(w) = c′(w)
for all w ∈ {0, 1}k \ {~1} then c = c′. In particular, if f : X → • is a fibration of
order at most k, then (X,C•(X)) is called a nilspace of order at most k.
We identify {0, 1}n with the collection of all subsets of {1, . . . , n} and write
v′ ⊂ v for v′, v ∈ {0, 1}n if v′i ≤ vi for all i. Define |v| = #{j : vj = 1}.
Let V ⊂ {0, 1}n be a downward-closed subset, i.e. if v ∈ V and v′ ⊂ v then
v′ ∈ V . Denote by Hom(V,X) the set of maps α : V → X such that for all v ∈ V ,
α|{v′: v′⊂v} is a cube of X . Let V ⊂ {0, 1}
n be a downward-closed subset. We
say that Hom(V,X) has the extension property if for every α ∈ Hom(V,X),
there exists c ∈ Cn(X) such that c|V = α.
Lemma 2.5. (cf. [GGY18, Lemma 7.12][Can17b, Lemma 3.1.5]) Let (X,Cn(X))
be a fibrant cubespace and V ⊂ {0, 1}d be a downward-closed subset, then
Hom(V,X) has the extension property.
Proof. We prove by induction on i, where |V | = 2d − i. For i = 1, by the
definition of fibrant cubespace, Hom(V,X) has he extension property. Assume
the claim holds for i. For any downward-closed subset V such that |V | =
2d− i− 1, let w ∈ {0, 1}d be an element such that |w| = minv∈{0,1}d\V |v|. This
implies that V ∪{w} is a downward-closed subset. Let c ∈ Hom(V,X). As X is a
fibrant cubespace, there exists cˆw ∈ X such that b = (cv, cˆw)v⊂w,v 6=w ∈ C|w|(X).
Note that it may hold {v| v ⊂ w} ( V , however it is easy to see that defining bˆ
by bˆ ∈ XV ∪{w} by bˆv = cv for v ∈ V and bˆw = cˆw, one has bˆ ∈ Hom(V ∪{w}, X).
Using the inductive assumption, there exists b′ ∈ Cd(X) such that b′|V ∪{w} = b
which implies b′|V = c. Q.E.D.
2.6 The Host-Kra cube group and the Host-Kra measures.
Let (X,µ,G) be an ergodic system. In [HK05], the authors defined a cube
measure on X [k] for G = Z. In [CS18], the authors generated the definition of
the cube measure for a countable group G. In this section we will introduce the
definition of the cube measure.
Definition 2.6. For 1 ≤ j ≤ k, let αj = {v ∈ {0, 1}k : vj = 1} be the j-th
upper face of {0, 1}k. Let G be a discrete countable group and g ∈ G. For any
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face F ⊂ {0, 1}k, define
(gF )v =
{
g v ∈ F
Id v /∈ F.
Define the face group Fk(G) to be the subgroup of G[k] generated by {gαj :
g ∈ G, 1 ≤ j ≤ k}. Define the the k-th Host-Kra cube group HKk(G)
to be the subgroup of G[k] generated by Fk(G) and {g[k] : g ∈ G}, where
g[k] = (g, . . . , g) ∈ G[k].
Let Gn = [Gn−1, G], G1 = G. Define G
(F )
+1 by
G
(F )
+1 = {g
F : g ∈ Gcodim(F )+1},
We defined a subgroup HKk+1(G) ⊂ HK
k(G) generated by G
(F )
+1 for any face
F ⊂ {0, 1}k. Note that G1 = G, therefore △G = {g[k] : g ∈ G} ⊂ HK
k
+1(G). In
particular, if G is abelian, then HKk+1(G) = △G.
Remark. The group HKk+1(G) is a special case for the cube group C
k(G+1• )
defined in [Can17b, Section 2.2.1] and [CS18, Section 5]. HKk+1(G) ⊂ HK
k(G)
follows from [HK18, Chapter 6, Lemma 14].
Definition 2.7. Let (X,B, µ,G) be an ergodic m.p.s. Let µ[0] = µ. Let
IHKk+1(G) be the HK
k
+1(G)-invariant σ-algebra of (X
[k] , X{0,1}
k
,B[k], µ[k]).
Define µ[k+1] to be the relative independent joining of two copies of µ[k] over
IHKk+1(G), the invariant σ, that is, for fv ∈ L
∞(µ), v ∈ {0, 1}k+1:
ˆ
X[k+1]
∏
v∈{0,1}k+1
fv(xv)dµ
[k+1](x) =
ˆ
X[k]
E(
∏
v∈{0,1}k
fv0(xv)|IHKk+1(G))E(
∏
v∈{0,1}k
fv1(xv)|IHKk+1(G))dµ
[k](x).
In particular, one can see that for any measurable functionsH1, H2 ∈ L∞(X [k], µ[k]),
ˆ
X[k]
E(H1|IHKk+1(G))(c)E(H2|IHKk+1(G))(c)dµ
[k](c) =
ˆ
X[k]
E(H1|IHKk+1(G))(c)H2(c)dµ
[k](c).
(4)
Lemma 2.8. [CS18, Theorem 5.6] Let (X,µ,G) be an ergodic system. Then
µ[k] is HKk(G)-invariant.
Lemma 2.9. [GMV18a, Corollary A.15] (G,HK•(G)) is a fibrant cubespace.
2.7 Dynamical cubespaces.
Definition 2.10. Let (X,G) be a minimal t.d.s. Define the induced dynam-
ical cubespace (X,Ck+1G (X)) by:
Ck+1G (X) = {gx : x = (x, . . . , x) ∈ X
[k+1],g ∈ HKk+1(G)}.
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Theorem 2.11. ([GGY18, Theorem 7.10]) Let (G,X) be a minimal distal
t.d.s., then the cubespace (X,C•G(X)) is ergodic and fibrant.
The following theorem is proven in [GL19a]. We note that the proof does not
use the structure theorem. The theorem is proven in the generality of amenable
countable group actions.
Theorem 2.12. [GL19a] Let G be an amenable countable group. Suppose
(X,G) is a t.d.s. and µ is an ergodic measure of (X,G). Then µ[k](CkG(X)) = 1
for k ≥ 1.
Definition 2.13. Define the relation ∼k for k ≥ 0 by x ∼k y if (x, . . . , x, y) ∈
Ck+1G (X). According to [GGY18, Section 5], ∼k is an equivalence relation. Sup-
pose that (M,G)→ (X,G) is a topological factor map. Define NRP kG(M → X)
for k ≥ 0 by
(x, y) ∈ NRP kG(M → X) if π(x) = π(y) and x ∼k y.
Define NRP kG(X) = NRP
k
G(X → •). ClearlyNRP
k
G(M → X) is an equivalence
relation. The equivalence relation NRP kG(M → X) is called the nilpotent
regionally proximal relation of order k of M → X .
Theorem 2.14. [GMV16, Theorem 1.29] Let G be a finitely generated abelian
group and (X,G) a minimal t.d.s. The following are equivalent for d ≥ 1:
1. (X,G) is an inverse limit of nilsystems of degree at most d;
2. It holds that NRP dG(X) = △ := {(x, x)|x ∈ X}.
2.8 The Host-Kra factors.
Lemma 2.15. [HK18, Chapter 9, Proposition 2] Let G be a finitely generated
abelian group. The m.p.s. (X [k], µ[k],HKk(G)) is ergodic.
Denote by Sk the group of k-discrete cube isomorphisms spanned by digit
permutations and reflections ([HK18, Chapter 6, Section 1.4]).
Lemma 2.16. ([HK18, Chapter 8, Proposition 8]) Let G be a finitely generated
abelian group and k ∈ N. The m.p.s. (X [k], µ[k]) is invariant under Sk.
Definition 2.17. [HK18, Chapter 9, Section 1] For k ≥ 1, we write [k]∗ =
[k] \ {~0}. Points of X
[k]
∗ are written x
∗ = (xv : v ∈ [k]∗). The natural projection
from X [k] to X
[k]
∗ obtained by removing the coordinate ~0 is denoted by x→ x∗.
The image of µ[k] under the projection x → x∗ is denoted by µ[k]∗. Recall the
definition of Fk(G) in Definition 2.6. Let J k∗ be the σ-algebras of sets invariant
under Fk(G) on X
[k]
∗ .
Now we can define the factor Zk(X).
11
Definition 2.18. [HK05, Subsection 4.2 on p. 411] [HK18, Subsection 9.1] Let
Zk(X) be the σ-algebra consisting of measurable sets B such that there exists
a J k+1∗ -measurable set A ⊂ X
[k+1]∗ , X{0,1}
k
∗ so that up to µ[k+1]- measure
zero it holds:
X ×A = B ×X [k+1]
∗
(5)
Let Zk(X) be the measurable factor ofX w.r.t. Zk(X). Let µk be the projection
of µ w.r.t. X → Zk(X). The m.p.s. (Zk(X), µk, G) is called a system of
order k of (X,µ,G). A system (X,µ,G) is called a system of order k if
(X,µ,G) = (Zk(X), µk, G). Note Z0(X) is the trivial factor and Z1(X) is the
Kronecker factor of X .
2.9 The tricube.
In this section we define special cubespaces which will be useful in many cal-
culations. These will simply be n-cubes of side length two, divided into unit
cubes. We will typically use them to form new cubes in fibrant cubespaces by
glueing together other cubes into a 3-cube and considering the cube given by
outer vertices. One can learn more from [Can17a, Can17b].
For every v ∈ {0, 1}n , let vj be the j-th coordinate of v. We define the
injective map Ψv : {0, 1}n → {−1, 0, 1}n by
Ψv(ε1, . . . , εn)j = (1− 2vj)(1− εj).
The embedding Ω : {0, 1}n → {−1, 0, 1}n defined by Ω(v) = Ψv(~0) maps the
cube {0, 1}n to the set {1,−1}n of “outer vertices” of {−1, 0, 1}n.
Definition 2.19. Let G be a discrete group. The following subgroup Tn(G) ⊂
G{−1,0,1}
n
is called the n-tricube of G
Tn(G) = {t ∈ G{−1,0,1}
n
: (tΨv(w))w∈{0,1}n ∈ HK
n(G) for all v ∈ {0, 1}n}.
Definition 2.20. Let (X,C•(X)) be a fibrant cubespace. The following closed
subset Tn(X) ⊂ X{−1,0,1}
n
is called the n-tricube of X
Tn(X) = {t ∈ X{−1,0,1}
n
: (tΨv(v˜))v˜∈{0,1}n ∈ C
n(X) for all v ∈ {0, 1}n}.
Let ψv, ω : T
n(X)→ Cn(X) (or T n(G) → Cn(G) = HKn(G)) be the maps
ψv(t) = (tΨv(v˜))v˜∈{0,1}n and ω(t) = (tΩ(v˜))v˜∈{0,1}n .
20
2.10 Topological models.
Definition 2.21. Let (X,B, µ,G) be an ergodic m.p.s. We say that a t.d.s.
(Xˆ,G) is a topological model for (X,B, µ,G) if (Xˆ,G) is a t.d.s. and there
exists a G−invariant probability measure µˆ on the Borel σ-algebra B(Xˆ) such
20The maps ψv, ω are well defined by the definition of T k(X) and the extension property.
See more details in [Can17b, Lemma 3.1.16].
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that the system (X,X , µ,G) is isomorphic to (Xˆ,B(Xˆ), µˆ, G) as m.p.s.,
that is, there exist G-invariant measurable subsets C ⊂ X and Cˆ ⊂ Xˆ of full
measure and a (bi)measurable G-equivariant measure preserving bijective Borel
map p : C → Cˆ.
3 Nilcycles and k-cube uniquely ergodic systems.
Definition 3.1. A t.d.s. (X,G) is called a k-cube uniquely ergodic sys-
tem if (Ck+1G (X),HK
k+1(G)) is uniquely ergodic. Note that if (X,G) is a
k-cube uniquely ergodic system, then it is an i-cube uniquely ergodic system
for 0 ≤ i ≤ k. We define µCk+1G (X)
to be the uniquely ergodic measure for
(Ck+1G (X),HK
k+1(G)).
The following proposition is an easy corollary of Theorem 2.12 and Definition
3.1.
Proposition 3.2. Let G be a finitely generated abelian group. If (X,G) is a
k-cube uniquely ergodic system, then µCk+1
G
(X) = µ
[k+1].
In [GL19a] the following theorem is proven:
Theorem 3.3. Let G be an abelian group. Let (X,µ,G) be a strictly ergodic
system. Then the following are equivalent for any d > 0:
• (Zd(X), µd, G) is isomorphic to (X/NRP dG(X), G) as m.p.s.;
• (X,G) is a d-cube uniquely ergodic system.
Definition 3.4. We say a cubespace X has the glueing property if “glueing”
two cubes along a common face yields another cube. Formally, let k ∈ N.
Suppose c, c′ ∈ Ck(X), and c(v1) = c′(v0) for all v ∈ {0, 1}k−1 (here we use v0
to denote (v1, . . . , vk−1, 0) and so on). Then the configuration
c
n
c′ : v 7→
{
c(v) : vk = 0
c′(v) : vk = 1
is in Ck(X). In this case we say c and c′ are glueable.
Definition 3.5. (X,C•(X)) is a fibrant cubespace. Define the space of glue-
able pairs of cubes for cubespace (X,C•(X)).
Pℓ(X) = {(c1, c2) ∈ C
ℓ(X)× Cℓ(X)| c1, c2 are glueable}
Define the maps πi i = L,U : πL(c) = (cw0)w∈{0,1}ℓ−1 , πU (c) = (cw1)w∈{0,1}ℓ−1 .
Proposition 3.6. Suppose (X,G) is a distal (k+1)-cube uniquely ergodic sys-
tem. Let
Pk+1(G) = {(g1,g2) ∈ HK
k+1(G)×HKk+1(G)|g1,g2 are glueable}
Then (Pk+1(X),Pk+1(G)) is uniquely ergodic.
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Proof. Let
V = {v ∈ {0, 1}k+2 : vk+2 = 0 or vk+1 = 0}.
There is a projection p : Ck+2G (X)→ P
k+1(X) given by:
c 7→ ((cv)vk+2=0,v∈{0,1}k+2 , (cv)vk+1=0,v∈{0,1}k+2).
Similarly we define p˜ : HKk+2(G) → Pk+1(G), then it holds p(gc) = p˜(g)p(c).
Note V is a downward-closed subset. From Theorem 2.11 and Lemma 2.5, for
any (b1, b2) ∈ Pk+1(X), there is c ∈ C
k+2
G (X) such that p(c) = (b1, b2). Thus
p is surjective and therefore p is a factor map. As (X,G) is a distal (k + 1)-
cube uniquely ergodic system, (Ck+2G (X),HK
k+2(G)) is uniquely ergodic, which
implies that (Pk+1(X),Pk+1(G)) is uniquely ergodic.
Definition 3.7. Suppose (X,G) is a distal (k+1)-cube uniquely ergodic system.
Define µPk+1(X) as the unique invariant measure on (P
k+1(X),Pk+1(G)).
Definition 3.8. Let (X,G, µ) be a distal (k+1)-cube uniquely ergodic system.
Suppose Y = (X×A, ν = µ×mHaar(A), G) is an ergodic abelian group extension
of X . A nilcycle of degree k w.r.t. Y is a Borel map ρ : Ck+1G (X) → A
satisfying
1. Cube invariance: ρ◦σ(c) = sgn(σ) ·ρ(c) for µCk+1G (X)
-a.e c and all discrete
cube isomorphisms σ : {0, 1}k+1 → {0, 1}k+1.
2. Glueing: ρ(b
f
c) = ρ(b) + ρ(c) for µPk+1(X)-a.e. (b, c).
3. Measure decomposition: Let θk+1(a) =
∑
v∈{0,1}k+1
(−1)|v|av for a ∈ A[k+1].21
There exists a closed subgroup L of the group {a ∈ A[k+1] : 0 = θ(a)}
and a Borel map Ck+1G (X) → A
[k+1] : c 7→ ac such that ρ(c) = θ(ac),
{ac +mHaar(L)}c∈Ck+1
G
(X) is a measure disintegration for ν
[k+1].
Remark 3.9. The definition is modeled on the definition of cocycle of degree k
by Antol´ın Camarena and Szegedy. The key difference is that we allow proper-
ties (1) and (2) to hold almost everywhere (see [Can17b, Definition 3.3.14]). We
choose the name ”nilcycle” rather than ”weak cocycle” as the term ”cocycle” is
traditionally reserved in the theory of dynamical systems for another purpose
(see Section 2.1).
Remark 3.10. Note that the group G in the definition is only assumed to be
countable. Thus we may not use Proposition 3.2. However as we assume that
the domain of the map ρ is Ck+1G (X), we know that C
k+1
G (X) has full measure
under the projection of ν[k+1], i.e., µ[k+1]. Thus µ[k+1](Ck+1G (X)) = 1 if there
exists a nilcycle of degree k w.r.t. Y .
21Sometimes we write θ(a) = θk+1(a) if there is no confusion.
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Lemma 3.11. Suppose Y = (X × A, µ × mHaar(A), G) is an abelian group
extension of X with cocycle β and ρ : Ck+1G (X)→ A is a map which has property
(3) of nilcycles of degree k. Then for µ[k+1]-a.e. c ∈ Ck+1G (X) and any g =
(gv)v∈{0,1}k+1 ∈ HK
k+1(G),
ρ(gc) = ρ(c) +
∑
v∈{0,1}k+1
(−1)|v|β(gv, cv).
Remark 3.12. In particular, if g = h[k+1] for some h ∈ G,
ρ(h[k+1]c) = ρ(c) +
∑
v∈{0,1}k+1
(−1)|v|β(h, cv). (6)
Proof. By a.s. uniqueness of measure disintegration and the fact that (µ ×
mHaar(A))
[k+1] is HKk+1(G)-invariant (see Subsection 2.6), for µ[k+1]-a.e. c ∈
X [k+1] and any g = (gv)v∈{0,1}k+1 ∈ HK
k+1(G),
agc +mHaar(L) = g∗(ac +mHaar(L)).
For any b ∈ L+ ac, identifying Y [k+1] = X [k+1] ×A[k+1],
g(c,b) ∈ (gc,b+ (β(gv, cv))v∈{0,1}k+1).
Thus agc = ac + (β(gv, cv))v∈{0,1}k+1 and by Remark 3.10 for µ
[k+1] a.e. gc ∈
Ck+1G (X)
ρ(gc) =
∑
v∈{0,1}k+1(−1)
|v|(agc)v
=
∑
v∈{0,1}k+1(−1)
|v| ((ac)v + β(gv, cv)) .
= ρ(c) +
∑
v∈{0,1}k+1(−1)
|v|β(gv, cv)
(7)
3.1 Continuous measure disintegration (CMD) maps
Definition 3.13. Let π : B → C be a continuous and surjective map between
two compact metric spaces. A collection (system) of Borel probability measures
on B, µ•π = {µ
c
π}c∈C , is called a continuous system of measures for π if
1. For every c ∈ C, µcπ is supported in π
−1(c).
2. For every continuous function f : B → C the function µ
(·)
π (f) : C → C
given by µcπ(f) ,
´
B f(b)dµ
c
π(b) is continuous; i.e. the map C →M(B):
c→ µcπ is continuous.
Suppose in addition that {µcπ}c∈C is a measure disintegration of some measure µ
on B (see Theorem 2.2), then we say that π : (B, µ)→ (C, π∗µ) is a continuous
measure disintegration (CMD) map.
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Remark 3.14. Note that π : (B, µ) → (C, π∗µ) may have more than one
continuous system of measures which are measure disintegrations. However if
µ
(·)
π and µˆ
(·)
π are continuous system of measures such that µxπ = µˆ
x
π for x ∈ C
′ for
a dense subset C′ ⊂ C, then by continuity µ
(·)
π = µˆ
(·)
π . In particular, if π∗µ has
full support, then π has only one measure disintegration which is a continuous
system of measures by the a.s. uniqueness of measure disintegration.
Definition 3.15. [Gla75, Section 3] Let (π, π˜) : (X,G) → (Y,H) be a factor
map. A continuous map λ : Y → M(X), y → λy is called a continuous
measure section if for each y ∈ Y, g ∈ G, λy(π−1(y)) = 1 and λπ˜(g)y = g∗λy.
Note that in particular {λy}y∈Y is a continuous system of measures for π.
Lemma 3.16. [Gla75, Proposition 3.1] Let λ be a continuous measure section.
If ν is a H-invariant measure on Y , then
´
Y
λydν is a G-invariant measure on
X.
Proposition 3.17. [Gla75, Proposition 3.8] Let π : (X,G)→ (Y,H) be a distal
factor map. Then there exists a continuous measure section w.r.t. π.
The following theorem is proven for amenable group actions without the
distality assumption in [ASKL14, Proof of Proposition 8.1]. When the factor
map is distal, we can prove the theorem without the amenability assumption.
Theorem 3.18. Let π : (X,G) → (Y,H) be a distal factor map and assume
(X,G) is uniquely ergodic. Then (Y,H) is uniquely ergodic.
Proof. From Proposition 3.17, there exists a continuous measure section {λy}y∈Y
w.r.t. π. Assume that (Y,H) has two possibly distinct ergodic measures ν1, ν2.
Let µ be the uniquely ergodic measure for (X,G). From Lemma 3.16, as (X,G)
is uniquely ergodic, µ =
´
λydν1(y) =
´
λydν2(y). For any measurable function
F : Y → C, notice thatˆ
F (π(x))dµ =
ˆ
Y
ˆ
π−1(y)
F (π(x))dλy(x)dν1(y) =
ˆ
Y
ˆ
π−1(y)
F (π(x))dλy(x)dν2(y)
and
´
π−1(y) F (π(x))dλy(x) = F (y). Therefore one has that
´
Y F (y)dν1(y) =´
Y F (y)dν2(y) for any measurable function F : X → C, thus ν1 = ν2.
Proposition 3.19. Let (X,G) be a uniquely ergodic distal system. Let π :
(X,G) → (Y,H) be a factor map. Then π is a CMD map w.r.t. the uniquely
ergodic measure µX of (X,G) and there exists a unique continuous system of
measures for π.
Proof. From Proposition 3.17, there exists a continuous measure section λ w.r.t.
π. Let νY = π∗µX . From Lemma 3.16,
´
Y
λydνY = µX . As a continuous mea-
sure section is a continuous system of measures, π : (X,G, µX)→ (Y,H, νY ) is
a CMD map. Moreover as Y = π(X) is distal and uniquely ergodic (see Sub-
section 2.1 and Theorem 3.18), by Remark 2.1, νY has full support. Therefore
by Remark 3.14 there is a unique continuous system of measures for π.
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Definition 3.20. Let (X,G, µ) be a distal k-cube uniquely ergodic system.
Conclude as in the proof of the previous proposition that (Ck+1G (X),HK
k+1(G))
is distal and strictly ergodic and therefore there exists a unique continuous
measure section w.r.t. p0 : (C
k+1
G (X),HK
k+1(G)) → (X,G) : c → c~0. Define
x→ µx
Ck+1
G
(X)
to be this continuous measure section.
Lemma 3.21. [CG14, Proposition 3.3] Suppose π1 : (B, µB) → (C, µC), π2 :
(C, µC) → (D,µD), π3 : (B, µB) → (D,µD) are continuous surjective measure
preserving maps between compact spaces. If π3 = π2 ◦ π1 and π1, π2 are CMD
maps, then π3 is a CMD map w.r.t. the continuous system of measures {γd =´
C
µcBdµ
d
C(c)}d∈D.
3.2 Relations between tricube measures
Definition 3.22. We define
CnG(X)×X C
n
G(X) = {(c1, c2) ∈ C
n
G(X)× C
n
G(X) : (c1)~0 = (c2)~0}
and
HKn(G)×G HK
n(G) = {(g1,g2) ∈ HK
n(G)×HKn(G) : (g1)~0 = (g2)~0}.
We also define the natural map π′ : CnG(X)×X C
n
G(X)→ X : π
′(c1, c2) = (c1)~0.
Lemma 3.23. Let (X,G) be a minimal distal t.d.s. Then for v ∈ {0, 1}n, ω, ψv
are surjective maps and
(π˜, φ˜) : (T n(X), T n(G))→ (CnG(X)×X C
n
G(X),HK
n(G)×G HK
n(G)) :
t
π˜
−→ (ω(t), ψ~0(t)),g
φ˜
−→ (ω(g), ψ~0(g))
is a factor map.
Proof. Let σ : {−1, 0, 1} → {0, 1}2 be the function σ(1) = (0, 0), σ(0) =
(1, 0), σ(−1) = (0, 1). Then q = σn : v → (σ(v1), . . . , σ(vn)) is an injective map
{−1, 0, 1}n→ {0, 1}2n. Now we prove that for any fibrant cubespace (Y,Cn(Y ))
(Y can be X or G), ω is a surjective map. Let U = q (Ω({0, 1}n)). From Lemma
2.9, (G,HKn(G)) is a fibrant cubespace. Notice that U is a downward-closed
subset. By Lemma 2.5, for any b ∈ Cn(Y ), there exists c ∈ C2n(Y ) such
that (cq◦Ω(v))v∈{0,1}n = b. As t = (cq(w))w∈{−1,0,1}n is a tricube, one has that
ω(t) = b, therefore ω : T n(Y ) → Cn(Y ) is surjective. Similarly, one has that
ψv is surjective for any v ∈ {0, 1}n.
Now we show that (π˜, φ˜) is a factor map. It is clear that π˜, φ˜ are continuous
and π˜(gt) = φ˜(g)π˜(t). Now we prove that the map is surjective. i.e. for any
(b1, b2) ∈ C
n
G(X)×X C
n
G(X), there exists t ∈ T
n(X) such that π˜(t) = (b1, b2).
Let V = q
(
Ω({0, 1}n) ∪ Φ~0({0, 1}
n)
)
⊂ {0, 1}2n. Note that V is a downward-
closed subset. Arguing as above, we see that for any (b1, b2) ∈ CnG(X)×XC
n
G(X),
there is c ∈ C2nG (X) such that (cq◦Ω(v))v∈{0,1}n = b1, (cq◦Φ~0(v))v∈{0,1}n = b2.
As t = (cq(w))w∈{−1,0,1}n is a tricube, one has that π˜(t) = (b1, b2), i.e. π˜ is
surjective. Similarly for φ˜ using Lemma 2.9.
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Now we assume that (X,G) is a distal (2k+1)-cube uniquely ergodic system
(i.e. (X,G) is distal and (C2k+2G (X),HK
2k+2(G)) is uniquely ergodic). Then
there is a canonical measure for T k+1(X).
Lemma 3.24. If (X,G, µ) is a distal (2k+1)-cube uniquely ergodic system, then
(T k+1(X), T k+1(G)) and
(
Ck+1G (X)×X C
k+1
G (X),HK
k+1(G) ×G HK
k+1(G)
)
are
uniquely ergodic.
Proof. Following the notation of the proof of Lemma 3.23 and using the ex-
tension property for the downward-closed set q({−1, 0, 1}k+1), one has that
(T k+1(X), T k+1(G)) is a factor of (C2k+2G (X),HK
2k+2(G)) w.r.t. the projec-
tion C2k+2G (Y ) → T
k+1(Y ) : c → (cq(w))w∈{−1,0,1}k+1 , where Y = X,G. As
(C2k+2G (X),HK
2k+2(G)) is uniquely ergodic, (T k+1(X), T k+1(G)) is uniquely
ergodic. Similarly,
(
Ck+1G (X)×X C
k+1
G (X),HK
k+1(G)×G HK
k+1(G)
)
is uniquely
ergodic.
Definition 3.25. Let (X,G, µ) be a distal (2k + 1)-cube uniquely ergodic sys-
tem. Denote the unique invariant measures by µTk+1(X) for (T
k+1(X), T k+1(G))
and µCk+1
G
(X)×XC
k+1
G
(X) for
(
Ck+1G (X)×X C
k+1
G (X),HK
k+1(G)×G HK
k+1(G)
)
.
Corollary 3.26. Let (X,G, µ) be a distal (2k+1)-cube uniquely ergodic system.
Then µCk+1G (X)×XC
k+1
G (X)
=
´
µx
Ck+1
G
(X)
× µx
Ck+1
G
(X)
dµ(x).
Proof. Notice that
´
µx
Ck+1
G
(X)
×µx
Ck+1
G
(X)
dµ(x) is an HKk+1(G)×GHK
k+1(G)-
invariant measure for
(
Ck+1G (X)×X C
k+1
G (X),HK
k+1(G)×G HK
k+1(G)
)
. From
Lemma 3.24, µCk+1
G
(X)×XC
k+1
G
(X) =
´
µx
Ck+1G (X)
× µx
Ck+1G (X)
dµ(x).
Proposition 3.27. Let (X,G, µ) be a distal (2k + 1)-cube uniquely ergodic
system. Then the following maps
1. (T k+1(X), µTk+1(X))
π˜:t→(ω(t),ψ~0(t))−−−−−−−−−−−→ (Ck+1G (X)×XC
k+1
G (X), µCk+1
G
(X)×XC
k+1
G
(X)),
2. (Ck+1G (X), µCk+1
G
(X))
p0:c→c~0−−−−−→ (X,µ),
3. (Ck+1G (X)×XC
k+1
G (X), µCk+1G (X)×XC
k+1
G (X)
)
πL:(c1,c2)→c1
−−−−−−−−−→ (Ck+1G (X), µCk+1G (X)
),
4. (T k+1(X), µTk+1(X))
π˜v:t→(ω(t),ψv(t))
−−−−−−−−−−−−→ (Ck+1G (X)×
v
XC
k+1
G (X), (π˜v)∗µTk+1(X)),
where Ck+1G (X)×
v
X C
k+1
G (X) = {(c1, c2) ∈ C
k+1
G (X)× C
k+1
G (X) : (c1)v =
(c2)~0},
5. πL : (C
k+1
G (X)×
v
X C
k+1
G (X), (π˜v)∗µTk+1(X))→ (C
k+1
G (X), µCk+1G (X)
),
are CMD factor maps.
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Proof. From Lemma 3.24, one has that all the factor maps in this proposition
are m.p.s. and t.d.s. factor maps between two uniquely ergodic distal systems.
From Proposition 3.19, the factor maps are CMD maps.
Definition 3.28. Let (X,G, µ) be a distal (2k + 1)-cube uniquely ergodic sys-
tem. Denote the continuous measure section w.r.t. ω : (T k+1(X), T k+1(G)) →
(Ck+1G (X),HK
k+1(G)) by {ηc}c∈Ck+1
G
(X). Denote the continuous measure sec-
tion w.r.t. πT : (T
k+1(X), T k+1(G))→ (X,G) : t→ t~1 by {µ
x
Tk+1(X)}x∈X .
Corollary 3.29. Let (X,G, µ) be a distal (2k+1)-cube uniquely ergodic system.
Then µxTk+1(X) =
´
ηc(t)dµx
Ck+1G (X)
(c) for all x ∈ X.
Proof. Notice ω = πL ◦ π˜ and πT = p0 ◦ ω and all the maps are factor maps
between uniquely ergodic distal systems. Therefore all the maps are measure
preserving. Now apply Lemma 3.21 and Proposition 3.27.
Lemma 3.30. Let (X,G, µ) be a distal (2k + 1)-cube uniquely ergodic system.
Then ψv, ω : T
k+1(X) → Ck+1G (X) are measure preserving for v ∈ {0, 1}
k+1.
Moreover, ω∗µ
x
Tk+1(X) = µ
x
Ck+1
G
(X)
, (ψ~0)∗µ
x
Tk+1(X) = µ
x
Ck+1
G
(X)
, (ψv)∗η
c =
µcv
Ck+1
G
(X)
for all x ∈ X. If v 6= ~0, (ψv)∗µxTk+1(X) = µCk+1G (X)
for all x ∈ X. In
addition for all x ∈ X and g ∈ G, (g[k+1])∗µxCk+1
G
(X)
= µgx
Ck+1G (X)
.
Proof. As (X,G, µ) is a distal (2k+1)-cube uniquely ergodic system, (Ck+1G (X),HK
k+1(G))
is uniquely ergodic. As ψv(T
k+1(G)) = HKk+1(G) for v ∈ {0, 1}k+1 and
ω(T k+1(G)) = HKk+1(G) (see Lemma 3.23), (ψv)∗µTk+1(X) and ω∗µTk+1(X)
are HKk+1(G)-invariant measures on (Ck+1G (X),HK
k+1(G)), we have:
(ψv)∗µTk+1(X) = ω∗µTk+1(X) = µCk+1G (X)
. (8)
Notice that p0 ◦ ψ~0 = πT . By Equation (8),
µCk+1G (X)
= (ψ~0)∗µTk+1(X) =
ˆ
X
(ψ~0)∗µ
x
Tk+1(X)dµ(x).
As ψ~0(T
k+1(X)) = Ck+1G (X), {(ψ~0)∗µ
x
Tk+1(X)}x∈X is a measure disintegration
w.r.t. p0. Notice that ψ~0 is a continuous map. Therefore for any continuous
function F : Ck+1G (X) → C, F ◦ ψ~0 is a continuous function on T
k+1(X). As
{µxTk+1(X)}x∈X is a continuous system of measures,
x 7→
ˆ
Tk+1(X)
F ◦ ψ~0dµ
x
Tk+1(X)
is a continuous map. Therefore (ψ~0)∗µ
x
Tk+1(X) is a continuous system of mea-
sures w.r.t. p0 : C
k+1
G (X)→ X . As µ
x
Ck+1
G
(X)
is a continuous system of measures
for p0 and µ has full support, it holds that (ψ~0)∗µ
x
Tk+1(X) = µ
x
Ck+1
G
(X)
(see Re-
mark 3.14). Similarly, as p0 ◦ ω = πT and p0, ω are continuous maps, one has
19
that ω∗µ
x
Tk+1(X) = µ
x
Ck+1
G
(X)
. Notice that for c ∈ Ck+1G (X), p0(ψv(t)) = cv for
any t ∈ ω−1(c). Therefore (ψv)∗ηc = µ
cv
Ck+1
G
(X)
.
Let T k+1Id (G) ⊂ T
k+1(G) be the subgroup such that
T k+1Id (G) = {t ∈ T
k+1(G) : t~1 = Id}.
Notice that µTk+1(X) is T
k+1(G)-invariant, therefore for every t ∈ T k+1Id (G),
t∗µ
x
Tk+1(X) is a measure distintegration w.r.t. πT and therefore t∗µ
x
Tk+1(X) =
µxTk+1(X) for a.s. x. As t is a continuous function, t∗µ
x
Tk+1(X) is also a continuous
system of measures. As µ has full support on X , t∗µ
x
Tk+1(X) = µ
x
Tk+1(X) for any
x. For v 6= ~0, as ψv(T
k+1
Id (G)) = HK
k+1(G), one has that (ψv)∗µ
x
Tk+1(X) is a
HKk+1(G)-invariant measure on Ck+1G (X). Notice that (C
k+1
G (X),HK
k+1(G))
is uniquely ergodic, therefore (ψv)∗µ
x
Tk+1(X) = µCk+1G (X)
.
As g[k+1] is a continuous function, we conclude similarly as above that for
all x ∈ X and g ∈ G, (g[k+1])∗µxCk+1
G
(X)
= µgx
Ck+1G (X)
.
3.3 Alternating sum formula for nilcycles on tricubes.
Lemma 3.31. Let (X,G, µ) be a distal (2k + 1)-cube uniquely ergodic system
and ρ : Ck+1G (X)→ A a nilcycle. Then for µ-a.e. x:∑
v∈{0,1}k+1
(−1)|v|ρ(ψv(t)) = ρ(ω(t)), µ
x
Tk+1(X) − a.e.t; (9)
and for µCk+1G (X)
-a.e. c:∑
v∈{0,1}k+1
(−1)|v|ρ(ψv(t)) = ρ(c), η
c − a.e.t (10)
Proof. Let t ∈ T k+1(X) be a tricube. Let α = {v, v′} be an edge in {0, 1}k+1,
i.e. there exists i1 ∈ {1, . . . , k + 1} such that vi1 6= v
′
i1
, v′(i) = v′(i) for
i 6= i1. By the definition of T k+1(X), ψv(t), ψv′ (t) ∈ C
k+1
G (X). We also
notice that ψv(t) and ψv′(t) have a common (k + 1)-face, which means that
there exists two cube isomorphisms σ1, σ2 : C
k+1
G (X) → C
k+1
G (X) such that
(σ1(ψv(t)), σ2(ψv′(t))) ∈ Pk+1(X). Let τα : T k+1(X) → Pk+1(X) be the
map defined by τα(t) = (σ1(ψv(t)), σ2(ψv′(t))). By Lemma 3.30, as X is a
distal (2k + 1)-cube uniquely ergodic system, (ψv)∗µTk+1(X) = ω∗µTk+1(X) =
µCk+1
G
(X). Similarly, as X is a distal (2k + 1)-cube uniquely ergodic system,
(τα)∗µTk+1(X) = µPk+1(X).
Following the proof of [Can17b, Lemma 3.3.31], we see that if the ’glueing
property’ (i.e. ρ(c1‖c2) = ρ(c1)+ρ(c2)) of ρ holds for every (c1, c2) ∈ Pk+1(X),
then the outer cube ω(t) may be expressed as a ’glueing sum’ of the cubes ψv(t).
This immediately implies (9) and (10) for every c and every x.
Choose A ⊂ T k+1(X) to be the set of measure 1 which corresponds to the
intersection of pullbacks by τα of full measure sets which have properties 1 and
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2 of nilcycles for all edges α. Now (9) and (10) follow from a similar argument
to the one in the proof of [Can17b, Lemma 3.3.31] (however in this case equality
holds only almost everywhere), where one also uses Lemma 3.21 which implies
µxTk+1(X) =
´
p
−1
0 (x)
ηcdµx
Ck+1G (X)
.
3.4 Function bundles.
Definition 3.32. Let π : X → Y be a continuous and surjective map between
two compact metric spaces. Let µ•π = {µ
y
π}y∈Y be a continuous system of
measures. Let A be a compact space. The function bundle of π : X → Y
is the space L(X
π
−→ Y,A) =
◦⋃
y∈Y B(π
−1(y), A, µyπ), where B(B,S, νB) is the
quotient of the set of Borel measurable functions f : B → S by the equivalence
relation ∼ defined by f ∼ g ⇐⇒ νB(b ∈ B : f(b) 6= g(b)) = 0. In this
article, the equivalence classes of f will be denoted by [f ]. Note that there
exists a natural continuous map πˆ : L(X
π
−→ Y,A) → X such that πˆ(f) = y if
f ∈ B(π−1(y), A, µyπ) ([Can17a, Proposition 2.3.3]).
The topology of L(X
π
−→ Y,A) is the coarsest topology making the following
functions continuous:
φF1,F2 : f →
ˆ
π−1(πˆ(f))
F1(f(v))F2(v)dµ
πˆ(f)
π (v)
for every pair of continuous functions F1 : A → C and F2 : X → C. In
particular, if A is a compact abelian group, we may assume that F1 is a character
of A, i.e. F1 : A→ S1 and F1(a+ b) = F1(a)F1(b).22
4 Proof of the main theorem.
In this section, we prove Theorem 1.1. For an overview of the proof, see Contents
on Page 2.
Definition 4.1. From Lemma 3.31, one can define a full measure set X ′ such
that for all x ∈ X ′, for µxTk+1(X)-a.e. t ∈ T
k+1(X),
∑
ν∈{0,1}k+1
(−1)|ν|ρ(ψν(t)) = ρ(ω(t)). (11)
Since the acting group G is countable, we can assume that X ′ is G-invariant. As
µ is the uniquely ergodic measure of a distal system, µ has full support. Thus
we know that X = X ′.
22Let Aˆ be the collections of all characters, i.e. the dual group of A. By Pontryagin duality
theorem, A =
ˆˆ
A. Thus for a 6= b ∈ A, ˆˆa 6=
ˆˆ
b, i.e. there exists a character χ ∈ Aˆ such that
a(χ) 6= b(χ). As a(χ) = χ(a), one has that Aˆ separates A. By Stone-Weierstrass theorem, the
subalgebra generated by Aˆ is dense in C(A).
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Definition 4.2. For v ∈ {0, 1}n, define pv,n : CnG(X) → X : x → xv as the
projection from CnG(X) to v-coordinate. We also write pv = pv,n if there is no
confusion. In particular, for v = ~0, n = k + 1, define
M ′ = {−ρx + a : x ∈ X
′, a ∈ A} ⊂ L(Ck+1G (X)
p0
−→ X, A), 23
where ρx : p
−1
0 (x) → A : c → ρ(c) is an element in B(p
−1
0 (x), A, µ
x
Ck+1G (X)
).
Define M =M ′.
Notice that p0 also induces a natural map: pˆ0 : L(C
k+1
G (X)
p0
−→ X,A)→ X
(see Definition 3.32).
4.1 The space M is compact.
In this section we establish that M is compact. Our approach is heavily influ-
enced by [ACS12] and we use extensively [Can17a] and [Can17b]. See Remark
4.8.
Definition 4.3. Define E : L(Ck+1G (X)
p0
−→ X, A)→ L(Ck+1G (X)×XC
k+1
G (X)
π′
−→
X, A) by E(f)(c0, c1) = f(c0)− f(c1).
Lemma 4.4. E is continuous.
Proof. Let {gn} converge to g in L(C
k+1
G (X)
p0
−→ X, A). i.e. for any character
χ ∈ Aˆ and any continuous function f : Ck+1G (X)→ C,
lim
n→∞
ˆ
p
−1
0 (xn)
χ ◦ (gn)fdµ
xn
Ck+1G (X)
=
ˆ
p
−1
0 (x)
χ ◦ (g)fdµx
Ck+1
G
(X)
. (12)
To see the continuity of E , we just need to show that for any continuous functions
F = F1(c0)F2(c1) : C
k+1
G (X)× C
k+1
G (X)→ C,
24
lim
n→∞
´
p
−1
0 (xn)×p
−1
0 (xn)
χ(gn(c0)− gn(c1))F (c0, c1)dµ
xn
Ck+1G (X)
× µxn
Ck+1G (X)
=
´
p
−1
0 (x)×p
−1
0 (x)
χ(g(c0)− g(c1))F (c0, c1)dµxCk+1
G
(X)
× µx
Ck+1
G
(X)
.
(13)
Since´
p
−1
0 (xn)×p
−1
0 (xn)
χ(gn(c0)− gn(c1))F (c0, c1)dµ
xn
Ck+1G (X)
× µxn
Ck+1G (X)
=
´
p
−1
0 (xn)
χ(gn(c1))F2(c1)dµ
xn
Ck+1G (X)
´
p
−1
0 (xn)
χ(gn(c0))F1(c0)dµ
xn
Ck+1G (X)
we choose f = F1 in Equation (12) to show that the first integrand converges
to ´
p
−1
0 (x)
χ(g)F1(c0)dµ
x
Ck+1
G
(X)
(c0)
and similarly for the second integrand. This establishes (13).
23The reason why we use −ρx+ a and not ρx +a is elucidated by the proof of Lemma 4.12.
24 The continuous functions of the form F = F1(c0)F2(c1) are dense in C(C
k+1
G
(X) ×X
Ck+1
G
(X)) in the uniform norm by the Stone-Weierstrass theorem.
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The following lemma is used to prove Lemma 4.6.
Lemma 4.5. Let π : (X,λX) → (Y, λY ) be a CMD map w.r.t. the continuous
system of measures {γy}y∈Y . Let g : X → A be a measurable map, where
A is a compact abelian group. If there exists a measurable set V0 ⊂ Y such
that g|π−1(y) is not a.e.-γy constant for any y ∈ V0 and λY (V0) > 0, then
there exist a character χ of A, b ∈ R and measurable sets U2, U3 ⊂ X with
λX(U2), λX(U3) > 0 such that:
1. π(U2) = π(U3);
2. 0 < γy(U3) ≤ γy(U2) for any y ∈ π(U2);
3. χ(g(U2)) ⊂ exp([b, b+ 1/4]), χ(g(U3)) ⊂ exp([b+ 1/2, b+ 3/4]).
Proof. Let {χn}n∈N be the set of characters of A. Fix y ∈ V0. Since {χn}n∈N
separate A, we can find χny such that χny (g|π−1(y)) is not constant, i.e.
γy × γy({(x, x
′) ∈ π−1(y)× π−1(y) : χny (g(x))χny (g(x
′)) ∈ exp((0, 1))}) > 0.
w.l.o.g.,
γy × γy{(x, x
′) ∈ π−1(y)× π−1(y) : χny (g(x))χny (g(x
′)) ∈ exp((0,
1
2
])} > 0.
Since (0, 12 ] =
⋃
n≥5,30≤k≤2n−1−1.[
k
2n ,
k+1
2n ], there exists [δ1, δ1 + ǫ1] such that
0 < δ1 ≤
1
2 , 0 < ǫ1 ≤
δ1
30 and
γy × γy{(a, a
′) ∈ π−1(y)× π−1(y) : χny (g(x))χny (g(x
′)) ∈ e([δ1, δ1 + ǫ1])} > 0.
Since
{(b, b′) ∈ [0, 1]× [0, 1] : b− b′ ∈ [δ1, δ1 + ǫ1]}
⊂
⋃
1≤k≤2n−1,2n≥2/ǫ1
[ k2n + δ1,
k+1
2n + δ1 + ǫ1]× [
k
2n ,
k+1
2n ],
there exists [δ2, δ2 + ǫ2] such that ǫ2 <
1
2ǫ1 and
γy{x ∈ π−1(y) : χny (g(x)) ∈ e([δ2, δ2 + ǫ2])} > 0 and
γy{x ∈ π−1(y) : χny (g(x)) ∈ e([δ2 + δ1, δ2 + ǫ2 + δ1 + ǫ1])} > 0.
If δ1 ∈ [
1
3 ,
1
2 ], since ǫ1 ≤
δ1
30 <
1
60 , ǫ2 <
1
2ǫ1, we can define by = δ2+ǫ1+ǫ2−
1
5 .
Then one has that [δ2, δ2 + ǫ2] ⊂ [by, by +
1
5 ] and [δ1 + δ2, δ1 + δ2 + ǫ1 + ǫ2] ⊂
[by +
2
4 , by +
7
10 ].
If δ1 <
1
3 , let M be a positive integer such that Mδ1 ∈ [
1
3 ,
2
3 ). Let
by =
{
M(δ2 + ǫ1 + ǫ2)−
1
5 if Mδ1 ≤
1
2
Mδ2 if Mδ1 >
1
2
.
Since Mǫ1 ≤
Mδ1
30 <
1
45 , Mǫ2 <
1
2Mǫ1,one has [Mδ2,M(δ2 + ǫ2)] ⊂ [by, by +
1
5 ]
and [M(δ1+δ2),M(δ1+δ2+ ǫ1+ ǫ2)] ⊂ [by+
2
4 , by+
7
10 ]. In this case, we replace
χny by χ
M
ny . Note that χ
M
ny is still a character.
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Summarizing the two cases, one has that for each y ∈ V0 there exist a
character χny and by ∈ [0, 1) such that
γy{x ∈ π
−1(y) : χny (g(x)) ∈ e([by, by +
1
5 ])} > 0,
γy{x ∈ π
−1(y) : χny (g(x)) ∈ e([by +
1
2 , by +
7
10 ])} > 0.
Notice that for each by, we can find 0 ≤ jy ≤ 19 such that by ∈ [
jy
20 ,
jy+1
20 ). Thus
for any by ∈ V0, there exist 0 ≤ jy ≤ 19 and a character χny such that
γy{x ∈ π−1(y) : χny (g(x)) ∈ e([
jy
20 ,
jy
20 +
1
4 ])} > 0,
γy{x ∈ π−1(y) : χny (g(x)) ∈ e([
jy
20 +
1
2 ,
jy
20 +
3
4 ])} > 0.
(14)
For any n, j, define:
Vˆn,j =
{
y ∈ V0 :
γy{x ∈ π
−1(y) : χn(g(x)) ∈ e([
j
20 ,
j
20 +
1
4 ])} > 0 and
γy{x ∈ π−1(y) : χn(g(x)) ∈ e([
j
20 +
1
2 ,
j
20 +
3
4 ])} > 0.
}
The set Vˆn,j is measurable since χn, g are measurable functions and for any
measurable set U ⊂ A, y → γy(U) is a measurable function from Y to [0, 1](see
Theorem 2.2). By Equation (14), V0 ⊂
⋃
n∈N,0≤j≤19 Vˆn,j . Since λY (V0) > 0,
there exists n, j such that Vˆn,j has positive λX -measure. We replace V0 by Vˆn,j .
Let χ = χn. Choosing b =
j
20 , for any y ∈ V0 = Vˆn,j ,
γy{x ∈ π−1(y) : χ(g(x)) ∈ e([b, b+
1
4 ])} > 0,
γy{x ∈ π−1(y) : χ(g(x)) ∈ e([b +
2
4 , b+
3
4 ])} > 0.
Let U ′2 = {x ∈ π
−1(V0) : χ(g(x)) ∈ e([b, b +
1
4 ])}, U
′
3 = {x ∈ π
−1(V0) :
χ(g(x)) ∈ e([b+ 12 , b+
3
4 ])}. one has
• π(U2) = π(U3) = V0;
• γy(U2), γy(U3) > 0 for any y ∈ π(U2);
• χ(g(U2)) ⊂ e([b, b+ 1/4]), χ(g(U3)) ⊂ e([b+ 1/2, b+ 3/4]).
We notice that we can replace b by b+ 12 to exchange U
′
2 and U
′
3. Thus we can
assume that V1 = {y ∈ V0 : γy(U ′2) ≥ γy(U
′
3) > 0.} has positive λy-measure. Let
U2 = π
−1(V1) ∩ U ′2 and U3 = π
−1(V1) ∩ U ′3, then one has properties (1), (2), (3)
in the statement of the Lemma.
Lemma 4.6. Let X,Y, Z be compact spaces and A a compact abelian group.
Let µ•φ be a continuous system of measures for φ : X → Z, ν
•
ψ a continuous
system of measures for ψ : Y → Z and γ•π a continuous system of measures for
π : X → Y such that φ = ψ ◦ π and
´
y∈ψ−1(z) γ
y
πdν
z
ψ = µ
z
φ. Define
Lπ(X
φ
−→ Z,A) = {[f ◦ π]| f ∈ L(Y
ψ
−→ Z,A)} ⊂ L(X
φ
−→ Z,A)
then Lπ(X
φ
−→ Z,A) is closed in L(X
φ
−→ Z,A) and i : Lπ(X
φ
−→ Z,A)→ L(Y
ψ
−→
Z,A)} given by i([f ◦ π]) = f is well-defined and continuous.
24
Proof. First we note Lπ(X
φ
−→ Z,A) is well defined as the composition of two
Borel functions is Borel. To show the map i is well-defined, we need to show
that [f1◦π] = [f2◦π] implies [f1] = [f2]. Since ψˆ(f) = φˆ(f ◦π), if ψˆ(f1) 6= ψˆ(f2),
then [f1 ◦π] 6= [f2 ◦π]. Thus we assume that ψˆ(f1) = ψˆ(f2) = z and [f ]1 6= [f2].
Thus for a compatible metric dA for A:
ˆ
ψ−1(z)
dA(f1(y), f2(y))dν
z
ψ(y) > 0.
Since
´
y∈ψ−1(z)
γyπdν
z
ψ = µ
z
φ,
´
φ−1(z)
dA (f1(π(x)), f2(π(x))) dµ
c
φ(x)
=
´
y∈ψ−1(z)
´
π−1(y) dA (f1(y), f2(y)) dγ
y
π(x)dν
z
ψ(y) =
´
ψ−1(z) dA(f1(y), f2(y))dν
z
ψ(y) > 0,
which implies that [f1 ◦ π] 6= [f2 ◦ π]. Let us now show that i is continuous.
Assume gi = fi ◦ π ∈ Bzi(X,Z,A) → g = f ◦ π ∈ Bz(X,Z,A), where zi, z ∈ Z
with zi → z and fi, f ∈ L(Y
ψ
−→ Z,A). Given χ : A → C a character and F :
Y → C a continuous function, one has by the fact that
´
π−1(y)
f ◦ πdγyπ = f(y)
and
´
y∈ψ−1(z) γ
y
πdν
z
ψ = µ
z
φ that:
ˆ
y∈ψ−1(zi)
χ(fi(y))F (y) dν
zi
ψ (y)
y=π(x)
=
ˆ
x∈φ−1(zi)
χ(gi(x))F (π(x)) dµ
zi
φ (x)
Notice that gi → g the last expression converges as i→∞ to
´
φ−1(z)
χ(g(x))F (π(x)) dµzφ(x).
As
´
φ−1(z) χ(g(x))F (π(x)) dµ
z
φ(x)
=
´
x∈φ−1(z) χ(f(π(x)))F (π(x)) dµ
z
φ(x)
y=π(x)
=
´
y∈ψ−1(z) χ(f(y))F (y) dν
z
ψ(y),
which proves fi → f . Now we show that Lπ(X
φ
−→ Z,A) is closed in L(X
φ
−→
Z,A). Let fi ◦ π ∈ Lπ(X
φ
−→ Z,A) such that gi , fi ◦ π → g ∈ L(X
φ
−→ Z,A).
We claim that there exists f ∈ L(Y
ψ
−→ Z,A)} such that g = f ◦ π, which
implies g ∈ Lπ(X
φ
−→ Z,A), which means that Lπ(X
φ
−→ Z,A) is closed. Let
us denote z = φˆ(g) ∈ Z. If the claim is wrong, there exists a positive measure
set V0 ⊂ ψ−1(z) such that for any y ∈ V0, g|π−1(y) is not a constant function.
From Lemma 4.5, there exists a character χ1, β ∈ [0, 1) and measurable sets
U2, U3 ⊂ ψ
−1(z) with µzφ(U2), µ
z
φ(U3) > 0 such that
• π(U2) = π(U3);
• 0 < γyπ(U3) ≤ γ
y
π(U2) for any b ∈ π(U2);
• χ1(g(U2)) ⊂ e([β, β + 1/4]), χ1(g(U3)) ⊂ e([β + 1/2, β + 3/4]).
(15)
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As 0 < γyπ(U3) for y ∈ V0 and V0 has positive measure, µ
z
φ(U3) > 0. Let ǫ2 > 0
such that
ǫ2 < µ
z
φ(U3)/2 (16)
Let F2, F3 be continuous functions such that
‖F2 − 1U2‖L1(φ−1(z)) < ǫ2 and ‖F3 − 1U3‖L1(φ−1(z)) < ǫ2.
Let
G : S1 → S1 : G(e(α)) =


1 α ∈ [β, β + 14 ]
−1 α ∈ [β + 24 , β +
3
4 ]
e(2(α− β)− 12 ) α ∈ [β +
1
4 , β +
2
4 ]
e(2(α− β)) α ∈ [β + 34 , β + 1]
be a continuous function and let χ0 = G◦χ1. By the definition of G, |χ0(a)| = 1
for any a ∈ A, χ0(g(x)) = 1 for any x ∈ U2, χ0(g(x)) = −1 for any x ∈ U3. Let
us estimate
M1 = |
´
φ−1(z)
(χ0(g(x))(F2(x)− F3(x)))dµzφ(x)|
≥ |
´
φ−1(z)(χ0(g(x))1U2 (x)− χ0(g(x))1U3 (x))dµ
z
φ(x)| − 2ǫ2
= µzφ(U2) + µ
z
φ(U3)− 2ǫ2.
(17)
Here we used strongly the properties of U2 and U3. As gi = fi ◦ π → g, (17)
equals the limit of the next expression. A standard estimate from above will
lead to a contradiction. Indeed, as fi ◦ π → g,
M1 = lim
i→∞
|
´
φ−1(zi)
χ0(fi(π(x)))(F2(x)− F3(x))dµ
zi
φ (x)|
= lim
i→∞
|
´
ψ−1(zi)
´
π−1(y) χ0(fi(π(x)))(F2(x)− F3(x))dγ
y
φ(x)dν
zi
ψ (y)|
≤ lim
i→∞
´
ψ−1(zi)
|χ0(fi(y))
´
π−1(y)
(F2(x) − F3(x))dγ
y
φ(x)|dν
zi
ψ (y)
= lim
i→∞
´
ψ−1(zi)
|
´
π−1(y)(F2(x)− F3(x))dγ
y
π(x)|dν
zi
ψ (y).
(18)
As γyπ is continuous system of measures, we know that
y →
ˆ
π−1(y)
(F2(x)− F3(x)))dγ
y
π(x) is continuous. (19)
As {νzψ} is a continuous system of measures, by Equation (18) and (19), one has
that
M1 ≤
´
ψ−1(z)
|
´
π−1(y)
(F2(x)− F3(x)))dρyπ(x)|dν
z
ψ(y)
≤
´
ψ−1(z) |
´
π−1(y)(1U2(x)− 1U3(x))dγ
y
π(x)|dν
z
ψ(y) + 2ǫ2
(15)
=
´
ψ−1(z)(γ
y
π(U2)− γ
y
π(U3))dν
z
ψ(y) + 2ǫ2 = µ
z
φ(U2)− µ
z
φ(U3) + 2ǫ2.
(20)
By Equation (17) and (20),
µzφ(U2) + µ
z
φ(U3)− 2ǫ2 ≤ µ
z
φ(U2)− µ
z
φ(U3) + 2ǫ2.
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Therefore µzφ(U3) ≤ 2ǫ2. Recall Equation (16) that ǫ2 <
µzφ(U3)
2 , which consti-
tutes a contradiction.
Lemma 4.7. Let f : X → Y be a continuous function between topological
spaces and suppose µ is a measure of full support on X. Let K ⊂ Y be closed
and suppose f(X0) ⊂ K for a Borel set of full µ measure then f(X) ⊂ K.
Proof. Let x0 ∈ X . By assumption for all n, µ(B 1
n
(x0)) > 0. Thus B 1
n
(x0) ∩
X0 6= ∅. Therefore we may find yn → x so that f(yn) ∈ K. As K is closed and
f continuous we conclude f(x0) ∈ K.
Remark 4.8. Following [ACS12], [Can17b, Definition 3.3.24] defines M =⋃
x∈X ρx + A, where we define M =
⋃
x∈X′ −ρx +A. The closure opeartion
introduces additional complications. In particular, in the following lemma, our
g(x) = E(ρx) has to be continuously extended to X , for which Lemma 4.4-4.7
are dedicated. In [Can17a] this difficulty does not arise and one may define
directly g(x) = E(ρx) for x ∈ X (in [Can17a] this function is called g′). The
last steps in establishing the compactness are not identical but similar in spirit
to the treatment in [Can17a].
Lemma 4.9. There exists a continuous function D : X → L(Ck+1G (X) ×X
Ck+1G (X)
π′
−→ X,A) such that the map g : X → E(M) : g(x) = ρx(·) − ρx(··)
satisfies g(x) = D(x) for all x ∈ X ′.
Proof. In this proof, let µT denote µTk+1(X). For each v ∈ {0, 1}
k+1
∗ = {0, 1}
k+1\
{~0}, let
g′v: X → L(T
k+1(X)
πT−−→ X,A), x 7→ (g′v(x) : t→ ρ(ψv(t))).
We now show that g′v is continuous by showing that for any continuous functions
F1 : A→ C, F2 : T k+1(X)→ C,
q : x→
ˆ
π−1T (x)
F1(g
′
v(x)(t))F2(t)dµ
x
Tk+1(X) (21)
is continuous. Indeed, by Lusin’s Theorem [Rud06, Theorem 2.24], for any
ǫ > 0, there exists a continuous function F3 : C
k+1
G (X) → C such that ‖F1 ◦
ρ− F3‖L1(µ
C
k+1
G
(X)
) < ǫ. Let q
′ : x →
´
π−1
T
(x) F3(ψv(t))F2(t)dµ
x
Tk+1(X)(t). By
Lemma 3.30, one has that (ψv)∗µ
x
Tk+1(X) = µCk+1G (X)
for all x ∈ X . Notably
µCk+1G (X)
does not depend on x ∈ X . Thus we will be able to perform the
following ‖ · ‖∞ estimate:
‖q′(x) − q(x)‖∞ = ‖
´
π−1
T
(x) (F1(g
′
v(x)(t)) − F3(ψv(t))F2(t)dµ
x
Tk+1(X)(t)‖∞
≤ ‖F2‖∞‖
´
π−1
T
(x)
(F1(ρ(ψv(t))) − F3(ψv(t)) dµxTk+1(X)(t)‖∞
= ‖F2‖∞‖F1 ◦ ρ− F3‖L1(µ
C
k+1
G
(X)
) < ǫ.
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Thus q is a uniform limit of continuous functions, so q is continuous. We con-
clude that the function g′ : x →
∑
v∈{0,1}k+1∗
(−1)|v|g′v(x) is continuous. By
Equation (11), for x ∈ X ′, for µxTk+1(X)-a.e. t ∈ T
k+1(X),
g′(x)(t) = ρx(ω(t))− ρx(ψ~0(t)) (22)
Recall the natural continuous function π˜ : T k+1(X)→ Ck+1G (X)×X C
k+1
G (X),
given by π˜(t) = (ψ~0(t), ω(t)). From Proposition 3.27, π˜(t) satisfies the proper-
ties of π in Lemma 4.6. From Lemma 4.6, we conclude that:
K = Lπ˜(T k+1(X)
πT−−→ X,A) = {[f ◦ π˜]| f ∈ L(Ck+1G (X)×X C
k+1
G (X)
π′
−→ X,A)}
is closed and
i : Lπ˜(T
k+1(X)), X,A)→ L(Ck+1G (X)×X C
k+1
G (X)
π′
−→ X,A)
given by i([f ◦ π˜]) = f is well defined and continuous. Notice that for x ∈ X ′,
[g′(x)] = [g(x) ◦ π˜]. From Equation (22), for all x ∈ X ′, g′(x) ∈ K. From
Lemma 4.7, g′(x) ∈ K for all x ∈ X .
Define D : X → L(Ck+1G (X) ×X C
k+1
G (X)
π′
−→ X,A) by D = i ◦ g′. Notice
that D is continuous and i ◦ g′ = g for x ∈ X ′.
Lemma 4.10. For any sequence hn ∈ L(C
k+1
G (X)
p0−→ X,A) such that E(hn)
converges, there exists a convergent subsequence {hmn}n∈N.
Proof. This is proven as part of the proof of [Can17a, Proposition 2.3.13].
Recall that M ′ =
⋃
x∈X′(−ρx+A). Now we prove the main theorem in this
subsection:
Theorem 4.11. M =M ′ is compact.
Proof. From Lemma 4.9, as X is compact,
D(X) ⊂ {[f ◦ π˜]| f ∈ L(Ck+1G (X)×X C
k+1
G (X), X,A)}
is compact. From Lemma 4.9, there exists a full measre subsetX ′ ofX such that
D(x) = ρx(·)− ρx(··) for x ∈ X
′. As E(M ′) = −g(X ′) = −D(X ′) and D(X ′) ⊂
D(X) is compact, it holds that E(M ′) is compact. For any h ∈ M , choose
{hn}n∈N ⊂ M ′ such that lim
n→∞
hn = h. From Lemma 4.4, lim
n→∞
E(hn) =
E(h). Thus E(M) ⊂ E(M ′). For any {gn}n∈N ⊂ M , as E(M ′) is compact
and {E(gn)}n∈N ⊂ E(M) ⊂ E(M ′), there exists a subsequence {gm1,n}n∈N of
{gn}n∈N such that E(gm1,n) is convergent. From Lemma 4.10, there exists a
subsequence {gm2,n}n∈N of {gm1,n}n∈N such that {gm2,n}n∈N is convergent. As
any sequence in M has a convergent subsequence, one has that M = M ′ is
compact.
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4.2 The t.d.s. (M,G) is a topological model for Theorem
1.1.
4.2.1 The action of G is well defined and continuous.
We define a Borel action G×M ′ →M ′ of G on M ′ = pˆ−10 (X
′) by
g(−ρx + a) = −ρgx + β(g, x) + a (23)
An important intermediate goal is to show this action extends to a continuous
action (M,G).
Lemma 4.12. For any g ∈ G, xn ∈ X ′, {g(−ρxn + an)}n∈N converges if
{−ρxn + an}n∈N converges.
Proof. For any continuous function F : Ck+1G (X) → C, ‖F‖∞ 6= 0, character
χ : A→ C, g ∈ G, x ∈ X ′ and a ∈ A, consider:
φF,χ,g,x,a
△
=
ˆ
p
−1
0 (gx)
F (c)χ(−ρgx(c) + β(g, x) + a)dµ
gx
Ck+1
G
(X)
(c)
Assume that {−ρxn + an}n∈N converges. We will show that φF,χ,g,xn,an is a
Cauchy sequence and thus is a converging sequence. We start by rewriting
φ = φF,χ,g,x,a using the change of variable c = g
[k+1]c′ (which implies x = c′~0)
and Lemma 3.30, defining F ′ = F ◦ g[k+1]:
φ =
ˆ
p
−1
0 (x)
F ′(c′)χ(−ρ(g[k+1]c′) + β(g, c′~0) + a)dµ
x
Ck+1G (X)
(c′)
Using Equation (6) on Page 15, we have:
φ =
ˆ
p
−1
0 (x)
F ′(c)χ(−ρ(c) + a−
∑
v∈{0,1}k+1∗
(−1)|v|β(g, cv))dµ
x
Ck+1
G
(X)
(c)
By Lemma 3.30, we may use the change of variable c = ω(t) (which implies by
Subsection 2.9, cv = ω(t)v = tΩ(v) = tψv(~0) = ψv(t)~0) to rewrite:
φ =
ˆ
π−1T (x)
F ′(ω(t))χ(−ρ(ω(t))+a−
∑
v∈{0,1}k+1∗
(−1)|v|β(g, ψv(t)~0))dµ
x
Tk+1(X)(t)
As x ∈ X ′, by Equation (11) this in turn equals:
φ =
´
π−1T (x)
F ′(ω(t))χ
(
−
∑
ν∈{0,1}k+1
(− 1)|ν|ρ(ψν(t)) + a
−
∑
v∈{0,1}k+1∗
(− 1)|v|β(g, ψv(t)~0)
)
dµxTk+1(X)(t)
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By the multiplicativity of characters, we have:
φ =
´
π−1
T
(x) F
′(ω(t)χ(−ρ(ψ~0(t)) + a)·∏
ν∈{0,1}k+1∗
χ
(
(−1)|ν|+1(ρ(ψν(t)) + β(g, ψν(t)~0)
)
dµxTk+1(X)(t).
(24)
Let us write this expression as
´
π−1T (x)
A~0(t)
∏
v∈{0,1}k+1∗
Av(t)dµ
x
Tk+1(X)(t). Note
‖Av‖∞ ≤ 1 for v ∈ {0, 1}k+1∗ . Let A
′
v : T
k+1 → C, be functions such that
‖A′v‖∞ ≤ 1. By [GHSY18, Lemma 3.3] :
|
ˆ
π−1
T
(x)
A~0
( ∏
v∈{0,1}k+1∗
Av −
∏
v∈{0,1}k+1∗
A′v
)
| ≤ ‖A~0‖∞
∑
v∈{0,1}k+1∗
‖Av −A
′
v‖1
(25)
We can thus approximate φ in the following way. Fix ǫ > 0. By Lusin’s theorem
[Rud06, Theorem 2.24], there exist continuous functions Hv,ǫ : C
k+1
G (X) → C
with ‖Hv,ǫ‖∞ ≤ 1 such that
‖Hv,ǫ(c)− χ
(
(−1)|ν|+1(ρ(c) + β(g, cv))
)
‖L1(µ
C
k+1
G
(X)
) <
ǫ
2k+1‖F ′‖∞
.
By Lemma 3.30, (ψν)∗µ
x
Tk+1(X) = µCk+1G (X)
, and therefore:
‖Hv,ǫ(ψν(t)) − χ
(
(−1)|ν|+1(ρ(ψν(t)) + β(g, ψν(t)~0)
)
‖L1(µx
Tk+1(X)
) <
ǫ
2k+1‖F ′‖∞
.
(26)
Denote:
φǫ,x =
ˆ
Tk+1(X)
F ′(ω(t))χ(ρ(−ψ~0(t)) + a))
∏
ν∈{0,1}k+1∗
Hv,ǫ(ψν(t))dµ
x
Tk+1(X)(t)
Therefore by Equations (24),(25) and (26) for all x ∈ X ′:
|φ− φǫ,x| < ǫ (27)
We may now complete the proof. Recall that by assumption {−ρxn + an}n∈N
converges in L(Ck+1G (X)
p0−→ X, A). By Lemma 3.30, for any x ∈ X , (ψ~0)∗µ
x
Tk+1(X) =
µx
Ck+1
G
(X)
, so it follows that {−ρxn(ψ~0(t)) + an}n∈N converges in L(T
k+1(X)
πT→
X,A). As F ′(ω(t))
∏
ν∈{0,1}k+1∗
Hv(ψν(t)) is a continuous function on T
k+1(X),
φǫ,xn converges. Denote the limit by Cǫ. Denote φn = φF,χ,g,xn,a. By Equation
(27), |φn − φǫ,xn | < ǫ for all n. Thus for any ǫ, there exists Nǫ such that if
n > Nǫ, |φn − Cǫ| < 2ǫ. Thus φn is a Cauchy sequence as desired.
Suppose f ∈M . Assume −ρxn + an → f for −ρxn + an ∈M
′ and define
gf , lim
n→∞
g(−ρxn + an) (28)
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Lemma 4.13. The expression (28) is well defined and continuous.
Proof. Let {−ρxn + an}n∈N, {−ρx′n + a
′
n}n∈N be two convergent sequences such
that
f = lim
n→∞
−ρxn + an = lim
n→∞
−ρx′n + a
′
n.
By combining the two sequences into one converging sequence, Lemma 4.12
shows that the following limits exist and
lim
n→∞
g(−ρxn + an) = limn→∞
g(−ρx′n + a
′
n).
Now we prove the continuity of G: Suppose fm → f in M and lim
n→∞
− ρxm,n +
am,n = fm for m ∈ N. Let d be a compatible metric for M . There exists
{Nm}m∈N such that
d(−ρxm,n + am,n, fm) <
1
2m
, d(g(−ρxm,n + am,n), gfm) <
1
2m
(29)
for any n ≥ Nm and m ∈ N. Let Nǫ be the number such that d(fm, f) < ǫ for
any m > Nǫ. As for any m,m
′ > Nǫ
d(−ρxm,Nm + am,Nm ,−ρxm′,N
m′
+ am′,Nm′ )
≤ d(−ρxm,Nm + am,Nm , fm) + d(−ρxm′,N
m′
+ am′,Nm′ , fm′) + d(fm, fm′)
< 2ǫ+ 12m +
1
2m′
,
thus {−ρxm,Nm + am,Nm}m∈N is a Cauchy sequence. By Equation (29), one has
that lim
m→∞
− ρxm,Nm + am,Nm = f . By the definition of gf , limm→∞
g(−ρxm,Nm +
am,Nm) = gf . Equation (29) shows that lim
m→∞
d(g(−ρxm,Nm +am,Nm), gfm) = 0.
Thus we know that
lim
m→∞
gfm = gf,
i.e. g is continuous.
4.2.2 The extension M → X is a topological group extension.
Lemma 4.14. Let f, g ∈ M such that pˆ0(f) = pˆ0(g) = x. Then there exists
a ∈ A such that g = f + a.
Proof. Let {−ρxn + an}n∈N, {−ρx′n + a
′
n}n∈N be two sequences in M
′ such
that limn→∞−ρxn + an = f and limn→∞−ρx′n + a
′
n = g. From Lemma 4.9,
limn→∞ ρxn(·)− ρxn(··) = limn→∞ ρx′n(·)− ρx′n(··). From Lemma 4.4,
lim
n→∞
(−ρxn(·) + an)− (−ρxn(··) + an) = lim
n→∞
(−ρx′n(·) + a
′
n)− (−ρx′n(··) + a
′
n),
therefore f(·)− f(··) = g(·)− g(··) in L(Ck+1G (X)×X C
k+1
G (X)
π′
−→ X,A). That
is, for µx
Ck+1G (X)
× µx
Ck+1G (X)
-a.e. (c1, c2), f(c1) − f(c2) = g(c1) − g(c2). By the
definition of function bundles, there exists c2 such that for µ
x
Ck+1
G
(X)
-a.e. c1,
g(c1)− f(c1) = g(c2)− f(c2).
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Let a = f(c2)− g(c2), therefore g = f + a.
Proposition 4.15. The extension pˆ0 : (M,G) → (X,G) is a topological group
extension by the group A.
Proof. Recall the definition of topological group extension inSubsection 2.1. By
the definition of function bundle, pˆ0 : M → X is continuous (see Section 3.4)
and thus it is easy to see that pˆ0 : (M,G) → (X,G) is factor map. By Lemma
4.14 for all x ∈ X , pˆ−10 (x) = f +A for some f ∈M . To see that the action of A
on M : A×M →M : (a, f)→ f + a is continuous and free, recall that fn → f
in M if:
lim
n→∞
´
pˆ
−1
0 (pˆ0(fn))
F1(fn(v))F2(v)dµ
pˆ0(fn)
Ck+1G (X)
(v)
=
´
pˆ
−1
0 (pˆ0(f))
F1(f(v))F2(v)dµ
pˆ0(f)
Ck+1G (X)
(v),
for every character F1 : A→ S1 and continuous function F2 : X → C. As F1 is
a character, it holds that
´
p
−1
0 (pˆ0(f))
F1(f(v) + a)F2(v)dµ
pˆ0(f)
Ck+1
G
(X)
(v)
= F1(a)
´
p
−1
0 (pˆ0(f))
F1(f(v))F2(v)dµ
pˆ0(f)
Ck+1
G
(X)
(v),
which gives the continuity of the map: (a, f)→ f+a. The freeness of the action
is trivial. Finally by the definition of the action of G on M ′ (Equation (6)), for
any m ∈ M ′, gam = agm for any a ∈ A, g ∈ G. As M =M ′, one has that the
actions A and G commute.
4.2.3 The t.d.s. (M,G) is a strictly ergodic model.
Note that X ′ × A is a G-invariant subset of Y of full µ × mHaar(A) measure.
The set M ′ is a copy of X ′×A in a natural way25. Moreover the action of G on
M ′ defined by (23) agrees with the action of G on X ′ ×A ⊂ Y , and the action
of A on X ×A with the action of A on M ′. Thus the measure µ×mHaar(A) is
well defined on M and is G-invariant. Thus (M,G) is a topological model for
(Y, µ×mHaar(A), G).
Lemma 4.16. Assume that π : (Y,G)→ (X,G) is a topological group extension
by a compact abelian group A, such that (X,G) is uniquely ergodic with invariant
measure µ. Let ν be the associated measure on Y w.r.t. the Haar measure of
A26. If (Y, ν,G) is ergodic, then (Y,G) is uniquely ergodic.
Proof. Let ν′ be an ergodic measure of (Y,G). One has that a∗ν
′ is ergodic
for any a ∈ A. Let νˆ =
´
A a∗ν
′dmHaar(A)(a). By considering the measure
disintegration of νˆ above X , it is easy to see that νˆ is the associated measure
on Y w.r.t. the Haar measure of A, i.e. νˆ = ν. As ν is ergodic, it holds that
ν′ = ν, i.e. (Y,G) is uniquely ergodic.
25M ′ ↔ X′ × A : −ρx + a↔ (x, a).
26i.e. for a measure disintegration ν =
´
X
νxdµ w.r.t. pi, νx = mA for µ-a.e. x, where mA
is the Haar measure of A.
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Theorem 4.17. (M,G) is a strictly ergodic distal model of (Y, µ×mHaar(A), G).
Proof. By assumption µ ×mHaar(A) is ergodic. Thus by Lemma 4.16, (M,G)
is uniquely ergodic. By Proposition 4.15, pˆ0 : (M,G)→ (X,G) is a topological
group extension. As a group extension of a distal system is distal ([dV93,
Chapter V, Proposition 4.5]), (M,G) is distal. By Remark 2.1, a distal uniquely
ergodic system is strictly ergodic.
4.2.4 The extension M → X is a fibration of order at most k.
Proposition 4.18. Let f ,g ∈ Ck+1G (M) such that fv = gv for v ∈ {0, 1}
k+1
∗
and pˆ0(fw) = pˆ0(gw) for w ∈ {0, 1}k+1. Then f0 = g0.
Before proving Proposition 4.18, we need some preparation. From Lemma
3.31 for any x ∈ X ′, µx
Ck+1
G
(X)
-a.e. c ∈ Ck+1G (X),
ˆ
ω−1(c)
dA

 ∑
ν∈{0,1}k+1
(−1)|ν|ρ(ψν(t)), ρ(ω(t))

 dηc(t) = 0. (30)
Notice that in Equation (30), ω(t) = c for t ∈ ω(c). There exists a full µCk+1
G
(X)-
measure set V ⊂ Ck+1G (X), such that for c ∈ V , Equation (30) holds. Also notice
that pv : C
k+1
G (X)→ X are measure preserving for all v ∈ {0, 1}
k+1. Therefore
by replacing V by V ∩
⋂
v∈{0,1}k+1(pv)
−1(X ′) we may assume that:
• For every c ∈ V and v ∈ {0, 1}k+1, it holds that cv ∈ X ′.
Definition 4.19. From Lemma 3.11, there exists U ⊂ V such that µ[k+1](U) =
1 and for any c ∈ U , ρ(gc) = ρ(c) +
∑
v∈{0,1}k+1(−1)
|v|β(gv, cv) for any g ∈
HKk+1(G). In particular, we can assume that U is HKk+1(G)-invariant and
σ-invariant for any cube isomorphism σ. Define
Qk+1(MU ) = {f : ν 7→ −ρcν + aν | c ∈ U
and
∑
ν∈{0,1}k+1(−1)
|ν|aν = ρ(c)}.
Lemma 4.20. Let f ,g ∈ Qk+1(MU ) such that fv = gv for v ∈ {0, 1}k+1∗ and
pˆ0(f~0) = pˆ0(g~0). Then f~0 = g~0.
Proof. We suppose
lim
n→∞
(−ρ
(n)
b(n,f)v
+ a
(n)
v,f )v∈{0,1}k+1 = f , limn→∞
(−ρ
(n)
b(n,g)v
+ a(n)v,g)v∈{0,1}k+1 = g
such that (−ρ
(n)
b(n,f)v
+ a
(n)
v,f )v∈{0,1}k+1 , (−ρ
(n)
b(n,g)v
+ a
(n)
v,g)v∈{0,1}k+1 ∈ Q
k+1(MU ).
Therefore lim b(n, f) = lim b(n,g) ∈ Ck+1G (X). By Definition 4.19, one has that
ρ(b(n, f)) =
∑
ν∈{0,1}k+1(−1)
|ν|a
(n)
v,f ;
ρ(b(n,g)) =
∑
ν∈{0,1}k+1(−1)
|ν|a
(n)
v,g.
(31)
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To prove the lemma, we need to show that
f~0 = limn→∞
−ρ
(n)
b(n,f)~0
+ a
(n)
~0,f
= lim
n→∞
−ρ
(n)
b(n,g)~0
+ a
(n)
~0,g
= g~0. (32)
By the construction of U , as U ⊂ V , Equation (30) holds for every b ∈ U :
ρ(b) =
∑
ν∈{0,1}k+1
(−1)|ν|ρ(ψν(t)) for η
b-a.e. t.
By Equation (31) , for • = f or g,∑
ν∈{0,1}k+1
(−1)|ν|ρ(ψν(t)) =
∑
ν∈{0,1}k+1
(−1)|ν|a
(n)
v,• for η
b(v,n,•)(t)-a.e. t. (33)
By assumption,
lim
n→∞
−ρ
(n)
b(n,f)v
+ a
(n)
v,f = fv = gv = limn→∞
−ρ
(n)
b(n,g)v
+ a(n)v,g
for v ∈ {0, 1}k+1∗ . Thus for any character χ and any continuous function F ,
lim
n→∞
(
´
p
−1
0 (b(n,f)v)
χ(−ρb(n,f)v (c) + a
(n)
v,f )Fdµ
b(n,f)v
Ck+1
G
(X)
(c)
= lim
n→∞
´
p
−1
0 (b(n,g)v)
χ(−ρb(n,g)v(c) + a
(n)
v,g)Fdµ
b(n,g)v
Ck+1
G
(X)
(c))
From Lemma 3.30, (ψv)∗η
b(n,•) = µ
b(n,•)v
Ck+1
G
(X)
, therefore for v ∈ {0, 1}k+1∗
lim
n→∞
´
ω−1(b(n,f)) χ(−ρ(ψv(t)) + a
(n)
v,f )F ◦ ψvdη
b(n,f)(t)
= lim
n→∞
´
ω−1(b(n,g)) χ(−(ρ(ψv(t)) + a
(n)
v,g)F ◦ ψvdηb(n,g)(t)).
(34)
We claim that for any character χ and continuous function H : T k+1(X)→ C,
the following limits exist and equal:
limn→∞
´
ω−1(b(n,f)) χ(−ρ(ψv(t)) + a
(n)
v,f )H(t)dη
b(n,f)(t)
= limn→∞
´
ω−1(b(n,g))
χ(−ρ(ψv(t)) + a
(n)
v,g)H(t)dηb(n,g)(t).
(35)
To prove the claim, notice that by Proposition 3.27, π˜v = (ω, ψv), πL : (c1, c2)→
c1 and ω = πL ◦ π˜v are CMD factor maps. Therefore there exist continuous
systems of measures γ
(c1,c2)
1 w.r.t. π˜v and γ
(c1)
2 w.r.t. πL. By Lemma 3.21,
ηc1 =
´
γ
(c1,c2)
1 dγ
c1
2 . For • = f or g, one has that
´
ω−1(b(n,•))
χ(−ρ(ψv(t)) + a
(n)
v,•)H(t)dη
b(n,•)(t)
=
´
π−1L (b(n,•))
´
π˜−1(b(n,•),c)
χ(−ρ(c) + a
(n)
v,•)H(t)dγ
(b(n,•),c)
1 (t)dγ
b(n,•)
2 (c)
=
´
π−1
L
(b(n,•)) χ(−ρ(c) + a
(n)
v,•)
(´
π˜−1(b(n,•),c)H(t)dγ
(b(n,•),c)
1 (t)
)
dγ
b(n,•)
2 (c)
=
´
π−1
L
(b(n,•))
χ(−ρ(c) + a
(n)
v,•)FH(b(n, •), c)dγ
b(n,•)
2 (c)
c=ψv(t)
=
´
ω−1(b(n,•)) χ(−ρ(ψv(t)) + a
(n)
v,•)FH(b(n, •), ψv(t))dη
b(n,•)(t),
(36)
34
where FH(c
′, c) =
´
π˜−1(c′,c)
H(t)dγ
(c′,c)
1 (t) is a continuous function forC
k+1
G (X)×
v
X
Ck+1G (X)→ C as γ
(c′,c)
1 is a continuous system of measures. For any continuous
functions F ′, F : Ck+1G (X)→ C, one uses the crucial fact that limn→∞ b(n, f) =
limn→∞ b(n,g) to conclude limn→∞ F
′(b(n, f)) = limn→∞ F
′(b(n,g)). Notice
the fact that for any (bounded) convergent sequences en, fn ∈ C, limn→∞ enfn =
(limn→∞ en)(limn→∞ fn). Therefore the following two limits equal by Equation
(34)
lim
n→∞
F ′(b(n, f))
´
ω−1(b(n,f)))
χ(−ρ(ψv(t)) + a
(n)
v,f )F (ψv(t))dη
b(n,f)(t)
= lim
n→∞
F ′(b(n,g))
´
ω−1(b(n,g)))
χ(−ρ(ψv(t)) + a
(n)
v,g)F (ψv(t))dη
b(n,g)(t).
As the continuous function FH(c
′, c) can be uniformly approximated by a finite
sum of continuous functions of the form F ′(c′)F (c), one has that
lim
n→∞
´
ω−1(b(n,f)))
χ(−ρ(ψv(t)) + a
(n)
v,f )FH(b(n, f), ψv(t))dη
b(n,f)(t)
= lim
n→∞
´
ω−1(b(n,g))) χ(−ρ(ψv(t)) + a
(n)
v,g)FH(b(n,g), ψv(t))dη
b(n,g)(t).
By Equation (36), Equation (35) holds for v ∈ {0, 1}k+1∗ .
As for arbitrary two convergent sequences {h
(n)
1 }n∈N, {h
(n)
2 }n∈N in L(T
k+1(X)
ω
→
Ck+1G (X), A), {h
(n)
1 + h
(n)
2 }n∈N converges (see [Can17a, Lemma 2.3.9, Lemma
2.3.15] for more details), we have
lim
n→∞
(
´
ω−1(b(n,f)) χ(
∑
ν∈{0,1}k+1∗
(−1)|v|(−ρ(ψv(t)) + a
(n)
v,f ))Fdη
b(n,f)(t)
= lim
n→∞
´
ω−1(b(n,g))
χ(
∑
ν∈{0,1}k+1∗
(−1)|v|(−ρ(ψv(t)) + a
(n)
v,g))Fdηb(n,g)(t)).
By Equation (33) and Equation (34), one has that
lim
n→∞
´
ω−1(b(n,f))
χ(−(ρ(ψ~0(t)) − a
(n)
~0,f
))Fdηb(n,g)(t)
= lim
n→∞
´
ω−1(b(n,g))
χ(−((ρ(ψ~0(t)) − a
(n)
~0,g
))Fdηb(n,g)(t)).
From Lemma 3.30, ψ~0 : ω
−1(b(n, •)) → p−10 (b(n, •)~0) is measure preserving. It
holds that
lim
n→∞
´
p
−1
0 (b(n,f)~0)
χ(−(ρb(n,f)~0(c) + a
(n)
~0,f
))Fdµ
b(n,f)~0
Ck+1
G
(X)
(c)
= lim
n→∞
´
p
−1
0 (b(n,g)~0)
χ(−(ρb(n,g)~0(c) + a
(n)
~0,g
))Fdµ
b(n,g)~0
Ck+1G (X)
(c)),
then Equation (32) holds.
Lemma 4.21. For any g ∈ HKk+1(G), g(Qk+1(MU )) ⊂ Q
k+1(MU ).
Proof. For any f = (−ρcv + av)v∈{0,1}k+1 ∈ Q
k+1(MU ), by Lemma 3.11,
ρ(gc) = ρ(c) +
∑
v∈{0,1}k+1
(−1)|v|β(gv, cv) =
∑
v∈{0,1}k+1
(−1)|v|(av + β(g, cv)).
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By the definition of action of G (see Section 4.2.1),
gf = (−ρgvcv + av + β(gv, cv))v∈{0,1}k+1
for any g ∈ HKk+1(G), therefore gf ∈ Qk+1(MU ).
Now we can prove Proposition 4.18.
Proof of Proposition 4.18. We claim that Ck+1G (M) ⊂ Q
k+1(MU ). Then from
Lemma 4.20, the desired result follows. To prove the claim, notice that for any
cube isomorphism σ, σ(U) = U and for any a ∈ A[k+1],∑
v∈{0,1}k+1
(−1)|v|av =
∑
v∈{0,1}k+1
sgn(σ)(−1)|v|aσ(v).
Therefore σ(Qk+1(MU )) = Q
k+1(MU ). As σ is a continuous map, one has that
σ(Qk+1(MU )) = Qk+1(MU ). Suppose x ∈ X ′ then pˆ
−1
0 (x) = −ρx + A. As
(Ck+1G (M),HK
k+1(G)) is minimal,
Ck+1G (M) = {g−ρx
[k+1] : g ∈ HK+1(G)},
where −ρx[k+1] = (−ρx, . . . ,−ρx). As (pˆ0)[k+1](Qk+1(MU )) = C
k+1
G (X), there
exists a ∈ A[k+1] such that
(−ρx + av)v∈{0,1}k+1 ∈ Qk+1(MU ).
Notice that for any f ∈ σ(Qk+1(MU )) and b ∈ A[k+1], if
∑
v∈{0,1}k+1(−1)
|v|bv =
0, then
(fv + bv)v∈{0,1}k+1 ∈ Qk+1(MU ). (37)
Therefore we can assume that (−ρx, . . . ,−ρx,−ρx + e) ∈ Qk+1(MU ) for some
e ∈ A. Let b = (0, . . . , 0,−e,−e), i.e. b(1,...,1,0) = −e, b(1,...,1,1) = −e, bv = 0
for other v. Then
∑
v∈{0,1}k+1(−1)
|v|bv = 0 and
(−ρx, . . . ,−ρx,−ρx − e,−ρx) = (−ρx, . . . ,−ρx,−ρx + e) + b ∈ Qk+1(MU ).
As there exists cube isomorphism σ such that σ(−ρx, . . . ,−ρx,−ρx− e,−ρx) =
(−ρx, . . . ,−ρx,−ρx − e), one has that (−ρx, . . . ,−ρx,−ρx − e) ∈ Qk+1(MU ).
From Lemma 4.20, e = 0. Therefore (−ρx, . . . ,−ρx) ∈ Qk+1(MU ). From
Lemma 4.21 and the definition of Ck+1G (M), C
k+1
G (M) ⊂ Q
k+1(MU ).
Theorem 4.22. The map M → X is a fibration of order at most k, In partic-
ular NRP kG(M → X) = △.
Proof. By Theorem 2.11, as (M,G) is distal and minimal, (M,CnG(M)) is a
fibrant cubespace. Moreover (CnG(M),HK
n(G)) is minimal for any n ∈ N, being
the closure of a unique orbit in a distal space. By [GL19b] a factor map between
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minimal distal systems is a fibration. Thus pˆ0 : (M,C
•
G(M)) → (X,C
•
G(X)) is
a fibration.
From [GGY18] and [GMV18a], x ∼k y if and only if there is c, c′ ∈ C
k+1
G (M)
such that cv = c
′
v for v ∈ {0, 1}
k+1
∗ and c~0 = x, c
′
~0
= y. If π(x) = π(y) and x ∼k
y for x, y ∈ M , then π[k](c) = π[k](c′) ∈ Ck+1G (X). From Proposition 4.18,
x = y. Thus NRP kG(M → X) = △.
Remark 4.23. If we assume for the nilcycle ρ : Ck+1(X)→ A in Theorem 1.1
that it holds for the group L in its definition (Definition 3.8)
L = {a ∈ A[k+1] : θk+1(a) = 0},
then it is easy to prove that M → X is a k-ergodic fibration.
5 A new proof of the Host-Kra structure theo-
rem.
In this section, we assume that G is a finitely generated abelian group and that
(X,B, µ,G) is an ergodic m.p.s.. All cited lemmas generalize effortlessly to this
setting.
5.1 Overview of the proof.
Theorem 1.1 allows us to present a new approach to the Host-Kra structure
theorem [HK05, Theorem 10.1] in the generality of finitely generated abelian
groups. In this section, we will prove the following theorem.
Theorem 5.1. Let G be a finitely generated abelian group. An ergodic system
(Y, ν,G) of order k is isomorphic to an inverse limit of minimal nilsystems of
degree at most k as m.p.s..
We need some facts about nilsystems:
Fact 5.2. For finitely generated abelian group G, by using [Lei05, Theorem B]
and the proof of [Lei05, Theorem 2.19], one has:
1. Every subsystem of a nilsystem is a nilsystem.
2. A nilsystem (X,G) is uniquely ergodic iff it is ergodic w.r.t. its (general-
ized) Haar measure. As a corollary, a nilsystem (X,G) is uniquely ergodic
iff it is minimal.
From [HK05, Section 6.2] and [HK18, Chapter 9, Section 2.3], one has that
Zk(X)→ Zk−1(X) is an abelian group extension if G = Z. When G is finitely
generated and abelian, it is easy to generalize the proof.
Proposition 5.3. Let (X,µ,G) be an ergodic system. Then Zk = Zk(X) is an
abelian group extension of Zk−1 = Zk−1(X), i.e., Zk = Zk−1×U , where U is a
compact abelian group.
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Proof of Theorem 5.1. We will prove the statement by induction on k. For
k = 1, the statement follows as Y = Z1(Y ) is a Kronecker system ([HK18,
Proposition 8, Chapter 9]).
Denote X = Zk−1(Y ), then Zk−1(X) = X ([HK18, Chapter 9, Corollary
9]). Thus by the inductive assumption X has a topological model which is
an inverse limit of minimal nilsystems of degree at most (k − 1). Abusing
notation we still denote by (X,G) the topological model of (X,µ,G) such that
(X,G) = lim←−(Xm = Hm/Γm, G), where (Xm, G) are minimal nilsystems of
degree at most (k − 1). It is not hard to represent the nilsystems (Xm, G) as
finite towers of distal extensions. Thus (Xm, G) are distal and so is their inverse
limit (X,G).
For any ℓ ∈ N, it is easy to see that (CℓG(X),HK
ℓ(G)) = lim←−(C
ℓ
G(Xm),HK
ℓ(G)).
Indeed, note that CℓG(Xm) ⊂ H
[ℓ]
m /Γ[ℓ] are closed and HK
ℓ(G)-invariant subsets
and therefore by Fact 5.2-1, (CℓG(Xm),HK
ℓ(G)) are minimal27 nilsystems of de-
gree at most (k−1). As HKℓ(G) is a finitely generated abelian group, from Fact
5.2-2, (CℓG(Xm),HK
ℓ(G)) are uniquely ergodic. As an inverse limit of uniquely
ergodic systems is uniquely ergodic ([Leh87, Proposition 3.5]), (CℓG(X),HK
ℓ(G))
is uniquely ergodic. Setting l = 2k + 2 we have that (X,G) is a (2k + 1)-cube
uniquely ergodic system.
In Section 5.2 we show that there exists a nilcycle of degreee k for (Y, ν,G).
Combining this with Proposition 5.3 we have the prerequisites to use Theorem
1.1. Thus (Y, ν,G) has a strictly ergodic topological model (M,G) such that
(M,G) → (X,G) is a fibration of order at most k. Let (x, y) ∈ NRP kG(M).
Let r : M → X be this extension. By Theorem 2.14, NRP k+1G (X) = △. As
(r × r)(NRP kG(M)) ⊂ NRP
k
G(X), one has that r(x) = r(y). As (M,G) is an
extension of order k of (X,G), x = y. Thus NRP kG(M) = △. By Theorem 2.14,
(M,G) is an inverse limit of nilsystems of degree at most k.
5.2 Construction of a nilcycle for Host-Kra factors.
Let πk : Y → X be the (measurable) factor map induced by the identification
X = Zk−1(Y ). Let µ = νk−1 be the uniquely ergodic measure of (X,G).
Lemma 5.4. Let γ be a measure on a metrizable compact abelian group A
which is invariant and ergodic under the action of a closed subgroup H ⊂ A,
then γ = mHaar(H)+a for some a ∈ A, where mHaar(H) is the Haar measure on
H and mHaar(H)+a is defined by (mHaar(H)+a)(B) = mHaar(H) ((B + a) ∩H)
for any B ⊂ A.
Proof. Let γ′ be the push forward of γ by the canonical projection, i.e. for any
measurable set B ⊂ A/H , γ′(B) = γ({a ∈ A : a + H ∈ B}). If γ′ is not an
atomic measure, as A/H is a Polish space, there exists B0 ∈ B(A/H) such that
0 < γ′(B0) < 1 [RR81, page 14]. But {a ∈ A : a + H ∈ B} is H-invariant,
then by ergodicity, γ′(B0) = γ({a ∈ A : a + H ∈ B0}) = 0 or 1, which is a
contradiction. Therefore γ′ is an atomic measure, i.e. supp(γ) = −a + H for
27Note that Cl
G
(Xm) is the orbit closure of one element and therefore by distality is minimal.
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some a ∈ A. Since mHaar(H) is the unique H-invariant measure supported on
H , mHaar(H)+a is the unique H-invariant measure supported on −a+H . Thus
γ = mHaar(H) + a for some a ∈ A.
Let
L˜ = {u ∈ A[k+1] : θk+1(u) =
∑
v∈{0,1}k+1
(−1)|v|uv = 0}.
Identify (Y [k+1], ν[k+1]) = (X [k+1]×A[k+1], ν[k+1]) and let ν[k+1](c) be the mea-
sure disintegration w.r.t. the projection π
[k+1]
k : X
[k+1] × A[k+1] → X [k+1],
where c ∈ X [k+1]. The measures ν[k+1](c) can be seen as measures of A[k+1].
Lemma 5.5. [HK18, Chapater 9, Proposition 3] The measure ν[k+1] is invari-
ant under aα for all edges α and all a ∈ A.
Lemma 5.6. ν[k+1] is invariant under L˜, ν[k+1]∗ is invariant under A[k+1]∗ for
any k ≥ 1.
Proof. We claim that for any u ∈ L˜, there exist finite collections of edges {αs}s
and group elements {gs}s ⊂ A such that u =
∑
s g
αs
s . From Lemma 5.5, ν
[k+1]
is invariant under gα. If the claim holds, then ν[k+1] is invariant under u.
We proceed to prove the claim. For k = 1, let α1 = {(0, 0), (0, 1)}, α2 =
{(0, 1), (1, 1)}, α3 = {(1, 1), (1, 0)}. For any u ∈ L, let g1 = u(0, 0), g2 =
u(0, 1)− g1, g3 = u(1, 1)− g2, then u = g
α1
1 + g
α2
2 + g
α3
3 .
Inductively, we assume that the claim for k holds. Now we prove the claim
for k + 1. For u ∈ L˜,
∑
v∈[k+1](−1)
|v|u(v) = 0. Let α0 = {(~0, 0), (~0, 1)}
g0 =
∑
v∈[k]×{0}(−1)
|v|u(v), then u′ = u− gα00 ∈ L˜ satisfies∑
v∈[k]×{0}
(−1)|v|u(v) = 0 and
∑
v∈[k]×{1}
(−1)|v|u(v) = 0.
By the inductive assumption, we know that there exist a finite collections of
edges {αs}s such that u′ =
∑
s g
αs
s . Then u = g
α0
0 +
∑
s g
αs
s , which proves the
claim.
The measure ν[k+1]∗ is induced by the projection p∗ : Y [k+1] → Y [k+1]∗ : c→
C∗G. For any a
∗ ∈ A[k+1]∗, let a0 =
∑
v∈[k+1]∗(−1)
|v|+1a∗(v), then (a0, a
∗) ∈ L˜.
As ν[k+1] is invariant under L˜, ν[k+1] is invariant under (a0, a). One has that
for any ν[k+1]∗-measurable set B:
ν[k+1]∗(a∗B) = ν[k+1](Y×a∗B) = ν[k+1]((a0, a
∗)(Y×B)) = ν[k+1](Y×B) = ν[k+1]∗(B).
Lemma 5.7. [HK18, Chapter 9, Theorem 15-(iii)] Let (Y, ν,G) be a system
of order k. Then the map p2 : Y
[k+1] → Y [k+1]∗ : (c, a) → (c∗, a∗) is a Borel
isomorphism.
Let p1 = π
[k+1]
k : Y
[k+1] = X [k+1] × A[k+1] → X [k+1] : (c, a) 7→ c. Let
ν[k+1](c) be the measure disintegration of ν[k+1] w.r.t p1.
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Lemma 5.8. For µ[k+1]-a.e. c ∈ X [k+1], (p−11 (c), ν
[k+1](c), L˜) is ergodic.
Proof. From Lemma 5.7, p2 is a Borel isomorphism. As (C
k+1
G (X),HK
k+1(G), µ[k+1])
is uniquely ergodic, one has that p1 is measure preserving. Thus for µ
[k+1]-a.e.
c ∈ X [k+1], p2 : (p
−1
1 (c), ν
[k+1](c)) → (p2(p
−1
1 (c)), (p2)∗ν
[k+1](c)) is a Borel iso-
morphism. As by Lemma 5.6 ν[k+1] is L˜-invariant and p−11 (c) is L˜-invariant, it
holds that ν[k+1](c) is L˜-invariant for µ[k+1]-a.e. c ∈ X [k+1]. Consider the m.p.s.
(p−11 (c), ν
[k+1](c), L˜). Notice that L˜→ A[k+1]∗ : a′ → a′∗ is a group isomorphism.
One has that p2(p
−1
1 (c)) = {c
∗} ×A[k+1]∗ and for any a ∈ A[k+1], a′ ∈ L˜,
p2(a
′(c, a)) = p2(c, a+ a
′) = (c∗, a∗ + a′
∗
) = a′
∗
(c∗, a∗).
Therefore for µ[k+1]-a.e. c
p2 : (p
−1
1 (c), ν
[k+1](c), L)→ (p2(p
−1
1 (c)), (p2)∗ν
[k+1](c), A[k+1]∗)
is a Borel isomorphism and (p2)∗ν
[k+1](c) is A[k+1]∗-invariant. As p2(p
−1
1 (c)) =
{C∗G} ×A
[k+1]∗, for the Haar measure mHaar(A[k+1]∗) for A
[k+1]∗, it holds that
(p2)∗ν
[k+1](c) = δC∗
G
×mHaar(A[k+1]∗).
In particular, (p2(p
−1
1 (c)) = {c}×A
[k+1]∗, (p2)∗ν
[k+1](c), A[k+1]∗) is ergodic. We
conclude that µ[k+1]-a.e. c ∈ X [k+1], (p−11 (c), ν
[k+1](c), L˜) is ergodic.
By Proposition 2.12, as G is amenable, µ[k+1] is supported on Ck+1G (X).
From Lemma 5.8, there is a subset V ⊂ Ck+1G (X) such that µ
[k+1](V ) = 1
and for c ∈ V , ν[k+1](c) is ergodic under the action of L. From Lemma 5.4,
ν[k+1](c) = δc×(mHaar(L)+ac) (i.e. ν
[k+1](c)(B) = mHaar(L)(B+ac) ) for some
ac ∈ A[k+1] , where δc is the Dirac measure. Let ρ : C
k+1
G (X) → A be defined
by
ρ(c) = θk+1(ac)
for c ∈ V . It is easy to establish the following fact:
Fact 5.9. ρ : Ck+1G (X)→ A is a Borel map.
Now we will show that ρ is a nilcycle. First we need several auxiliary lemmas:
Lemma 5.10. Let πL, πU : Y
[k+1] = Y [k] × Y [k] → Y [k] given by πL(d1, d2) =
d1 and πU (d1, d2) = d2. There exists a joining of (Y
[k+1], ν[k+1]) with itself
(Y [k+1] × Y [k+1], λ) so that
1. For πE : Y
[k+1] × Y [k+1] → Y [k] × Y [k] = Y [k+1] given by πE(c1, c2) =
(πL(c1), πU (c2)) it holds πE∗λ = ν
[k+1].
2. For S := {(c1, c2) ∈ (Y [k+1])2|πU (c1) = πL(c2)}, it holds λ(S) = 1.
3. For π
[k+1]
k ×π
[k+1]
k : C
k+1
G (X)×A
[k+1]×Ck+1G (X)×A
[k+1] → Ck+1G (X)×
Ck+1G (X) it holds (π
[k+1]
k × π
[k+1]
k )∗λ = µPk+1(X).
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Proof. Similarly to πL, πU , we define π˜L, π˜U : HK
k+1(G) → HKk(G). These
maps are onto by [GGY18, Proposition 3.3 and Lemma 4.3]. By Definition 2.7,
ν[k+1] is defined for bounded measurable functions F1, F2 by
ˆ
F1(c1)F2(c2)dν
[k+1](c1, c2) =
ˆ
E(F1|I
[k]
G )(c)E(F2|I
[k]
G )(c)dν
[k](c). (38)
Notice that for any bounded measurable function F : Y [k] → C, F (πU (c1, c2)) =
F (c2), therefore
ˆ
Fd(πU )∗ν
[k+1] =
ˆ
F (c2)dν
[k+1](c1, c2) =
ˆ
E(F |I
[k]
G )dν
[k] =
ˆ
Fdν[k].
Thus one has that (πU )∗ν
[k+1] = ν[k]. Therefore (πU , π˜U ), (πL, π˜L) are factor
maps. Consider the conditional product joining28 λ of two copies of (Y [k+1], ν[k+1],HKk+1(G))
over (Y [k], ν[k],HKk(G)) through the maps (πU , π˜U ) and (πL, π˜L). Thus λ(S) =
1, which is Property 2.
As Pk+1(G) = {(g1,g2) ∈ HK
k+1(G) × HKk+1(G)|π˜U (g1) = π˜L(g2)}, it
holds that λ is Pk+1(G)-invariant. By Theorem 2.12, µ[k+1](Ck+1G (X)) = 1. As
(π
[k+1]
k )∗ν
[k+1] = µ[k+1],
ν[k+1](Ck+1G (X)×A
[k+1]) = µ[k+1](Ck+1G (X)) = 1.
As λ is a joining, λ((Ck+1G (X)×A
[k+1])2) = 1. Property (3) holds as µPk+1(X)
is the uniquely ergodic measure on (Pk+1(X),Pk+1(G)) since (X,G) is (k+1)-
cube uniquely ergodic (Proposition 3.6).
For Property (1) , let U = {Y [k] × D′| D′ ∈ B(Y [k])} = π−1U (B(Y
[k])) and
L = π−1L (B(Y
[k])) be sub σ-algebras of B(Y [k+1]). Fix D ∈ B(Y [k]). Let g =
E(1D×Y [k] |U). By Section 2.2, for any Y
[k]×D′ ∈ U , 1Y [k]×D′(c1, c2) = 1D′(c2).
Thus as g is U-measurable, there exists a function g′ : Y [k] → C such that for
ν[k+1]-a.e. (c1, c2), g(c1, c2) = g
′(c2). Notice that for any F ∈ B(Y [k]),
ν[k+1](D×F ) =
ˆ
Y [k+1]
1D×Y [k]1Y [k]×Fdν
[k+1] =
ˆ
Y [k+1]
E(1D×Y [k]1Y [k]×F |U)dν
[k+1].
As Y [k] × F ∈ U , 1Y [k]×F (c1, c2) = 1F (c2) and (πU )∗ν
[k+1] = ν[k], by Equation
(3),
ν[k+1](D × F ) =
´
Y [k+1]
g1Y [k]×Fdν
[k+1]
=
´
Y [k+1]
(g′1F )(c2)dν
[k+1](c1, c2) =
´
g′1Fdν
[k].
By the definition of ν[k+1] and Equation (2) and (3),
ν[k+1](D × F ) =
´
E(1D|I
[k]
G )E(1F |I
[k]
G )dν
[k]
=
´
E
(
E(1D|I
[k]
G )1F |I
[k]
G
)
dν[k] =
´
E(1D|I
[k]
G )1Fdν
[k].
28i.e. for any two functions H1,H2 : Y [k+1] → C,
´
H1(c1)H2(c2)λ(c1, c2) =´
E(H1|piU (Y
[k+1]))(c)E(H2|piL(Y
[k+1]))(c)dν[k]. See [Fur77, Definition 9.1].
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We conclude: ˆ
g′1Fdν
[k] =
ˆ
E(1D|I
[k]
G )1Fdν
[k].
As F is arbitrary, this implies
g′(c) = E(1D|I
[k]
G )(c) for ν
[k]-a.e. c.
One could replace this by two sentences as for g. Let f ′ = E(1Y [k]×F |L) ◦ πL
−1.
It holds that f ′(c) = E(1F |I
[k]
G )(c) for ν
[k]-a.e. c. Now we consider
πE∗λ(D × F ) =
´
1π−1
E
(D×F )dλ =
´
1D×Y [k](c1)1Y [k]×F (c2)dλ(c1, c2).
Recall that λ is a conditional product, therefore
´
1D×Y [k]1Y [k]×Fdλ =
´
g′(c)f ′(c)dν[k] =
´
E(1D|I
[k]
G )(c)E(1F |I
[k]
G )(c)dν
[k](c)
=
´
1D(c1)1F (c2)ν
[k+1](c1, c2) = ν
[k+1](D × F ),
which gives πE∗λ(D × F ) = ν[k+1](D × F ).
Theorem 5.11. ρ : Ck+1G (X)→ A is a nilcycle.
Proof. Let
D = {(c, a) ∈ X [k+1] ×A[k+1] : ρ(c) = θk+1(a) =
∑
v∈{0,1}k+1
(−1)|v|av}.
We claim that ν[k+1](D) = 1. Indeed, we notice that ν[k+1](D) =
´
c∈X[k+1]
ν[k+1](c)(D)dµ[k+1].
Since ν[k+1](c)(L˜ + ac) = 1 and (c, L˜ + ac) ⊂ D for µ[k+1] a.e. c ∈ X [k+1],
ν[k+1](D) = 1.
Let σ : {0, 1}k+1 → {0, 1}k+1 be a discrete cube isomorphism. The map σ
acts on X [k+1] and A[k+1] by σ(c) = (cσ(v))v∈{0,1}k+1 , σ(a) = (aσ(v))v∈{0,1}k+1
and σ(c, a) = (σ(c), σ(a)). First we show that ρ ◦σ(c) = sgn(σ) · ρ(c) µCk+1G (X)
-
a.s. Let Dσ = D ∩ σ−1(D). From Lemma 2.16 Dσ has full ν[k+1] measure. For
(c, a) ∈ Dσ one has ωk+1(a) = ρ(c). Thus
ρ(σ(c))
(σ(c),σ(a))∈D
= ωk+1(σ(a)) = sgn(σ)ωk+1(a) = sgn(σ) · ρ(c).
Define F ⊂ Ck+1G (X) by Fσ = {c ∈ C
k+1
G (X)| ρ ◦ σ(c) = sgn(σ) · ρ(c)}. By
Proposition 3.2, µCk+1
G
(X) = µ
[k+1] = (π
[k+1]
k )∗ν
[k+1]. By the previous calcula-
tion, Dσ ⊂ π
−1
k (Fσ) therefore µCk+1
G
(X)(Fσ) = 1 as desired. Let S be the set of
discrete cube isomorphisms of {0, 1}k+1. Let F =
⋂
σ∈S Fσ. As S is finite, for
any c ∈ F and discrete cube isomorphism σ one has
ρ(σ(c)) = sgn(σ) · ρ(c) and µCk+1
G
(X)(F ) = 1. (39)
We now show that ρ satisfies the glueing property, i.e. for a.e. µPk+1(X)
(c1, c2), one has ρ(c1
f
c2) = ρ(c1) + ρ(c2). We will be using freely notation
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from Lemma 5.10 and define π˜L, π˜U : (Y
k+1 × Y k+1, λ) → (Y k+1, µ[k+1]) by
π˜L(d1, d2) = d1, π˜U (d1, d2) = d2.
Let D′ = π˜−1L (D) ∩ π˜
−1
U (D) ∩ π
−1
E (D) ∩ S. By the properties of λ, one has
λ(D′) = 1. Notice that for any ((c1, a1), (c2, a2)) ∈ S,
πE((c1, a1), (c2, a2)) = (c1
n
c2, a1
n
a2).
As (πE)∗λ = µ
[k+1], ρ(c1
f
c2) = θk+1(a1
f
a2) for λ-a.e. ((c1, a1), (c2, a2)).
Since the factor map π sends glueable pairs to glueable pairs, (c1, c2) ∈
Pk+1(X) for ((c1, a1), (c2, a2)) ∈ D′. For any ((c1, a1), (c2, a2)) ∈ π
−1
L (D) ∩
π−1U (D), ρ(c1) + ρ(c2) = θk+1(a1) + θk+1(a2); For any ((c1, a1), (c2, a2)) ∈
π−1E (D) ∩ S, ρ(c1
f
c2) = θk+1(a1
f
a2). For ((c1, a1), (c2, a2)) ∈ S, one has
πU ((c1, a1)) = πL((c2, a2)). Therefore∑
v∈{0,1}k
(−1)|v|(a1)(v,1) =
∑
v∈{0,1}k
(−1)|v|(a2)(v,0).
Notice that for i = 1, 2,
θk+1(ai) =
∑
v∈{0,1}k
(−1)|v|(ai)(v,0) +
∑
v∈{0,1}k
(−1)|v|+1(ai)(v,1).
Therefore one has that
θk+1(a1) + θk+1(a2)
=
∑
v∈{0,1}k(−1)
|v|(a1)(v,0) +
∑
v∈{0,1}k(−1)
|v|+1(a2)(v,1)
= θk+1(a1
f
a2).
Thus for arbitrary ((c1, a1), (c2, a2)) ∈ D′, ρ(c1
f
c2) = ρ(c1) + ρ(c2). From
Lemma 5.10, (π
[k+1]
k × π
[k+1]
k )∗λ = µPk+1(X). Let U = {(c1, c2) ∈ P
k+1(X) :
ρ(c1
f
c2) = ρ(c1) + ρ(c2)}. One has that U is µPk+1(X)-measurable and D
′ ⊂
(π
[k+1]
k ×π
[k+1]
k )
−1U . Therefore µPk+1(X)(U) = 1 and for µPk+1(X)-a.e. (c1, c2),
ρ(c1
f
c2) = ρ(c1) + ρ(c2).
Glossary
Spaces and sets.
(X,G) Topological dynamical system.
G Countable discrete group.
Zk(X) Definition 2.17, Page 11.
[k] = {0, 1}k.
X [k] = X{0,1}
k
.
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B[k] The Borel σ-algebra of X [k].
[k]∗ = {0, 1}k∗ = {0, 1}
k \ {~0}.
X [k]∗ = X{0,1}
k\{~0}.
HKn(G) The Host-Kra cube group, Section 2.6, Page 9.
Fn(G) The face group, Section 2.6, Page 9.
CkG(X) = {gx : x = (x, . . . , x) ∈ X
[k],g ∈ HKk(G)}, Definition 2.10, Page 10.
Hom(V,X) The set of maps α : V → X such that for all v ∈ V , α|{v′: v′⊂v} is
a cube of X . Section 2.5, Page 8.
(X,C•(X)) Cubespace, Section 2.5, Page 8.
Ck+1G (X)×X C
k+1
G (X) = {(c1, c2) ∈ C
k+1
G (X)× C
k+1
G (X) : (c1)~0 = (c2)~0}.
Ck+1G (X)×
v
X C
k+1
G (X) = {(c1, c2) ∈ C
k+1
G (X)× C
k+1
G (X) : (c1)v = (c2)~0}.
X ′ Definition 4.1, Page 21.
Pk(X),Pk(G) Space of glueable pairs, Definition 3.5, Page 13.
T n(G), T n(X) Tricube, Section 2.9, Page 12.
L Definition 3.8, Page 14.
L˜ = {a ∈ A[k+1] :
∑
v∈{0,1}k+1(−1)
|v|av = 0}.
I
[k]
G The △
[k]
G -invariant σ-algebra.
J k∗ (X) The σ-algebra of sets invariant under F
k(G) on X
[k]
∗ .
L(X
π
−→ Y,A) Function bundle, Section 3.4, Page 21.
Sk The group of k-discrete cube isomorphisms spanned by digit permu-
tations and reflections ([HK18, Chapter 6, Section 1.4]).
M ′ = {−ρx + a : x ∈ X ′, a ∈ A} ρx = ρ|p0−1(x), Definition 4.2, Page 22.
M =M ′. Definition 4.2, Page 22.
M(X) The collection of probability measures of X , Section 2.1, Page 6.
NRP kG(X), NRP
k
G(M → X) Definition 2.13, Page 11.
B∗ = {x∗ : (x0,x∗) ∈ B for some x0 ∈ X}, where B ⊂ X [k].
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Symbols.
αj = {v ∈ {0, 1}k : vj = 1} The j-th upper face of {0, 1}k.
αj = {v ∈ {0, 1}
k : vj = 0} The j-th lower face of {0, 1}k.
x[k] = (x, . . . , x) ∈ X [k] The diagonal element inX [k]. Similarly one defines g[k].
△(X) = △ = {(x, x)|x ∈ X}.
△
[k]
G = {g
[k] : g ∈ G}.
tαj (v) =
{
t v ∈ αj
Id v /∈ αj
.
vj for v ∈ {0, 1}k The j-th coordinate of v.
xv for x ∈ Ck(X) The v-coordinate of x ∈ Ck(X). Similarly, tv is the v-
coordinate of t ∈ T k(X).
|v| for v ∈ {0, 1}k |v| = #{j : vj = 1}.
f
Glueing; Definition 3.5, Page 13.
[f ] The equivalence class in function bundle, Definition 3.4, Page 21.
dA A compatible metric on A.
∼k Definition 2.10, Page 10.
~1 = (1, . . . , 1).
Maps.
sgn(σ) Section 2.5, Page 8.
ρ Nilcycle, Definition 3.8, Page 14.
β Cocycle, Section 2.1, Page 6.
πk : Y → X Section 5.2, Page 38.
f [k] : Y [k] → X [k] Product map for f : Y → X .
p∗ The projection from X [k] to X [k]∗.
θn, θ : A
[n] → A for abelian group A θn(a) =
∑
v∈{0,1}n(−1)
|v|av, Definition 3.8,
Page 14. Sometimes we use θ(a) if there is no confusion.
p0, p0,n : C
n
G(X)→ X : x→ x~0 The projection from C
n
G(X) to the first coor-
dinate. Definition 4.2, Page 22. This projection also gives a natural
map:
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pˆ0, pˆ0,n : L(CnG(X)
p0,n
−−−→ X,A)→ X , Section 3.4, Page 21.
pv, p
[n]
v : CnG(X)→ X p
[n]
v (c) = cv. Definition 4.2, Page 22.
π′ : Ck+1G (X)×X C
k+1
G (X)→ X π
′((c1, c2)) = p0(c1) = p0(c2).
π˜ : T k+1(X)→ Ck+1G (X)×X C
k+1
G (X) π˜(t) = (ω(t), ψ~0(t)).
π˜v : t→ (ω(t), ψv(t)) Proposition 3.27, Page 18.
qv : C
k+1
G (M)→M The projection from C
k+1
G (M) to the v coordinate for v ∈
{0, 1}k+1.
πL, πU : X
{0,1}k+1 → X{0,1}
k
πL(c1, c2) = c1, πU (c1, c2) = c2, Definition 3.5,
Page 13.
Ψv,Ω Section 2.9, Page 12.
ψv, ω Section 2.9, Page 12.
πT : T
n(X)→ X πT (t) = t~1.
φF1,F2 : f →
´
π−1(πˆ(f))
F1(f(v))F2(v)dµ
πˆ(f)
π (v) Section 3.4, Page 21.
D, i, g, g′ Lemma 4.9, Page 27.
p1, p2 Lemma 5.8, Page 40.
Measures.
δz The delta measure of z ∈ Z for some space Z.
µ The G-uniquely ergodic measure on X .
mHaar(A) The Haar measure of a (compact) group A. If H ⊂ A is a closed
subgroup and a ∈ A, then we define the measure mHaar(H) + a by
(mHaar(H) + a)(B) = mHaar(H)((B + a) ∩H) for B ⊂ A.
µk The measure on Zk.
µ[k] The k-th Host-Kra cube measure, Page 9.
µCk
G
(X) The uniquely ergodic measure for (C
k
G(X),HK
k(G)), Definition 3.1,
Page 13.
µPk(X) The uniquely ergodic measure for (P
k(X),Pk(G)), Definition 3.7,
Page 14.
{µx
Ck
G
(X)
}x∈X The measure disintegration of µCk
G
(X) w.r.t. p0 (Definition 3.20,
Page 17).
µCk
G
(X)×XCkG(X)
=
´
µx
Ck
G
(X)
× µx
Ck
G
(X)
dµ , Definition 3.25, Page 18.
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µTk(X) The measure on T
k(X) given by Definition 3.25, Page 18.
{µxTk(X)}x∈X The measure disintegration of µTk(X) w.r.t. πT , Definition 3.28,
Page 19.
{ηc} The measure disintegration of µTk(X) w.r.t. ω, Definition 3.28, Page
19.
{µ[k+1](c)} The measure disintegration of µ[k+1] w.r.t. π
[k+1]
k .
{µf
Ck+1
G
(M)
} The measure disintegration of µCk+1
G
(M) w.r.t. q0.
References
[ACS12] Omar Antol´ın Camarena and Balazs Szegedy.
Nilspaces, nilmanifolds and their morphisms. Preprint.
http://arxiv.org/abs/1009.3825, 2012.
[ASKL14] Omer Angel, Alexander S. Kechris, and Russell Lyons. Random
orderings and unique ergodicity of automorphism groups. J. Eur.
Math. Soc., 16, 2014.
[Can17a] Pablo Candela. Notes on compact nilspaces. Discrete Analysis, 16,
2017.
[Can17b] Pablo Candela. Notes on nilspaces: algebraic aspects. Discrete
Analysis, 15, 2017.
[CG14] Aviv Censor and Daniele Grandini. Borel and continuous systems
of measures. Rocky Mountain Journal of Mathematics, 44(4), 2014.
[CL88] Jean-Pierre Conze and Emmanuel Lesigne. Sur un the´ore`me er-
godique pour des mesures diagonales. In Probabilite´s, volume 1987 of
Publ. Inst. Rech. Math. Rennes, pages 1–31. Univ. Rennes I, Rennes,
1988.
[CS18] Pablo Candela and Bala´zs Szegedy. Nilspace factors for general uni-
formity seminorms, cubic exchangeability and limits. arXiv preprint
arXiv:1803.08758, 2018.
[dV93] J. de Vries. Elements of topological dynamics, volume 257 of Math-
ematics and its Applications. Kluwer Academic Publishers Group,
Dordrecht, 1993.
[Fel77] J.M.G. Fell. Induced Representations and Banach *-Algebraic bun-
dles. Springer-Verlag, 1977.
[Fur63] Hillel Furstenberg. The structure of distal flows. American Journal
of Mathematics, 85(3):477–515, 1963.
47
[Fur77] Harry Furstenberg. Ergodic behavior of diagonal measures and a
theorem of Szemere´di on arithmetic progressions. J. Analyse Math.,
31:204–256, 1977.
[FW96] Hillel Furstenberg and Benjamin Weiss. A mean ergodic theorem
for (1/N)
∑N
n=1 f(T
nx)g(T n
2
x). In Convergence in ergodic theory
and probability (Columbus, OH, 1993), volume 5 of Ohio State Univ.
Math. Res. Inst. Publ., pages 193–227. de Gruyter, Berlin, 1996.
[GGY18] Eli Glasner, Yonatan Gutman, and XiangDong Ye. Higher order
regionally proximal equivalence relations for general minimal group
actions. Advances in Mathematics, 333(6), 2018.
[GHSY18] Yonatan Gutman, Wen Huang, Song Shao, and Xiang Dong Ye.
Almost sure convergence of the multiple ergodic average for certain
weakly mixing systems. Acta Mathematica Sinica, English Series,
34(1):79–90, 2018.
[GL19a] Yonatan Gutman and Zhengxing Lian. On a topological charac-
terization of Host-Kra factors for strictly ergodic distal systems.
preprint, 2019.
[GL19b] Yonatan Gutman and Bingbing Liang. On the structure theory of
cubespace fibrations. preprint, 2019.
[Gla75] Shmuel Glasner. Relative invariant measures. Pacific Journal of
Mathematics, 58(2), 1975.
[Gla03] Eli Glasner. Ergodic theory via joinings, volume 101 ofMathematical
Surveys and Monographs. American Mathematical Society, Provi-
dence, RI, 2003.
[Gla07] Eli Glasner. Enveloping semigroups in topological dynamics. Topol-
ogy application, 154:2344–2363, 2007.
[GMV16] Yonatan Gutman, Freddie Manners, and Pe´ter P. Varju´. The struc-
ture theory of nilspaces III: Inverse limit representations and topo-
logical dynamics. Preprint. arxiv.org/abs/1605.08950, 2016.
[GMV18a] Yonatan Gutman, Freddie Manners, and Pe´ter P. Varju´. The
structure theory of nilspaces I. To appear in Journal d’Analyse
Mathe`matique, 2018.
[GMV18b] Yonatan Gutman, Freddie Manners, and Pe´ter P. Varju´. The struc-
ture theory of nilspaces II: Representation as nilmanifolds. Trans-
actions of the American Mathematical Society, 371(6), 2018.
[Gut15] Yonatan Gutman. Banff International Research Station video:
Characterization of Host-Kra factors through a structural theorem
48
for dynamical nilspaces. http://www.birs.ca/events/2015/5-
day-workshops/15w5013/videos/watch/201507211030-
Gutman.html?jwsource=cl, 2015.
[GW06] E. Glasner and B. Weiss. On the interplay between measurable and
topological dynamics. In Handbook of dynamical systems. Vol. 1B,
pages 597–648. Elsevier B. V., Amsterdam, 2006.
[HK05] Bernard Host and Bryna Kra. Nonconventional ergodic averages
and nilmanifolds. Ann. of Math. (2), 161(1):397–488, 2005.
[HK08] Bernard Host and Bryna Kra. Parallelepipeds, nilpotent groups and
Gowers norms. Bull. Soc. Math. France, 136(3):405–437, 2008.
[HK18] Bernard Host and Bryna Kra. Nilpotent Structures in Ergodic The-
ory. American Mathematical Society, 2018.
[HKM10] Bernard Host, Bryna Kra, and Alejandro Maass. Nilsequences and
a structure theorem for topological dynamical systems. Adv. Math.,
224(1):103–129, 2010.
[Jew70] Robert I Jewett. Prevalence of uniquely ergodic systems. Journal
of Mathematics and Mechanics, 19(8):717, 1970.
[Leh87] Ehud Lehrer. Topological mixing and uniquely ergodic systems.
Israel Journal of Mathematics, 57(2):239–255, 1987.
[Lei05] Alexander Leibman. Pointwise convergence of ergodic avearges for
polynomial sequences of translations on a nilmanifold. Ergodic The-
ory Dynamical Systems, 25(1), 2005.
[Lin99] Elon Lindenstrauss. Measurable distal and topological distal sys-
tems. Ergodic Theory Dynam. Systems, 19(4):1063–1076, 1999.
[RR81] K. P. S. Bhaskara Rao and V. Rao. Borel spaces. Rozprawy Matem-
atyczne, 190, 1981.
[Rud06] Walter Rudin. Real and complex analysis. Tata McGraw-Hill edu-
cation, 2006.
[Sal91] Ebrahim Salehi. Distal functions and unique ergodicity. Transac-
tions of the American mathematical society, 323(2), 1991.
[Sze75] Endre Szemere´di. On sets of integers containing no k elements in
arithmetic progression. Acta Arith, 27(199-245):2, 1975.
[Zie07] Tamar Ziegler. Universal characteristic factors and Furstenberg av-
erages. J. Amer. Math. Soc., 20(1):53–97 (electronic), 2007.
[Zim76] Robert J. Zimmer. Extensions of ergodic group actions. Illinois
Journal of Mathematics, 20(3):373–409, 1976.
49
Institute of Mathematics, Polish Academy of Sciences, ul. S´niadeckich 8, 00-656
Warszawa, Poland.
Yonatan Gutman: y.gutman@impan.pl
Zhengxing Lian: lianzx@mail.ustc.edu.cn; zlian@impan.pl
50
