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6Linear Logic Without Units:
Abstract
Robin Houston, University of Manchester
For the degree of Doctor of Philosophy, 30 September 2007
We study categorical models for the unitless fragment of multiplicative
linear logic. We find that the appropriate notion of model is a special kind
of promonoidal category. Since the theory of promonoidal categories has not
been developed very thoroughly, at least in the published literature, we need
to develop it here. The most natural way to do this – and the simplest, once
the (substantial) groundwork has been laid – is to consider promonoidal cat-
egories as an instance of the general theory of pseudomonoids in a monoidal
bicategory. Accordingly, we describe and explain the notions of monoidal
bicategory and pseudomonoid therein.
The higher-dimensional nature of monoidal bicategories presents serious
notational difficulties, since to use the natural analogue of the commutative
diagrams used in ordinary category theory would require the use of three-di-
mensional diagrams. We therefore introduce a novel technical device, which
we dub the calculus of components , that dramatically simplifies the business
of reasoning about a certain class of algebraic structure internal to a monoidal
bicategory. When viewed through this simplifying lens, the theory of pseudo-
monoids turns out to be essentially formally identical to the ordinary theory
of monoidal categories – at least in the absence of permutative structure such
as braiding or symmetry. We indicate how the calculus of components may
be extended to cover structures that make use of the braiding in a braided
monoidal bicategory, and use this to study braided pseudomonoids.
A higher-dimensional analogue of Cayley’s theorem is proved, and used to
deduce a novel characterisation of the unit of a promonoidal category. This,
and the other preceding work, is then used to give two characterisations of
the categories that model the unitless fragment of intuitionistic multiplicative
linear logic. Finally we consider the non-intuitionistic case, where the second
characterisation in particular takes a surprisingly simple form.
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Chapter 1
Introduction
1.1 Linear logic without units
The starting point of this work is the question: what is a categorical model
of the unitless fragment of multiplicative linear logic? The question has at
least some intrinsic interest, and we shall see that a proper understanding of
the natural answer demands some unexpectedly sophisticated mathematics.
Also the category of proof nets (Girard, 1987) is an important part of the
proof theory of linear logic, and proof nets do not give a natural interpreta-
tion of the units. (Several authors have considered extended notions of proof
net that include units – see Trimble (1994); Blute et al. (1996); Straßburger
and Lamarche (2004); Hughes (2005) – but it must be admitted that these
extended proof nets are substantially more complicated, and none succeeds
in giving a purely geometric normal form for proofs. As a symptom of this
complication, it is an open question whether equivalence of MLL proofs can
be decided in polynomial time; whereas Girard’s proof nets immediately sug-
gest a polynomial time algorithm to decide proof equivalence in the unitless
fragment.)
On a more pragmatic note, linear logic and related systems have a number
of applications to computer programming. One example is the linear logic
programming developed by Miller (2004). Systems of linear types, and the
closely related ‘uniqueness types’, are also increasingly important; the func-
tional programming language Clean (Plasmeijer and van Eekelen, 2001) uses
a system of uniqueness types to facilitate integration of effects such as input
and output with purely-functional code. For many practical purposes, the
unit objects (or unit types, in a type system) do not play an important role.
What is more, they can create significant complication, illustrated by the
remarkable fact that the provability problem for the unit-only fragment of
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multiplicative linear logic is NP-complete (Lincoln and Winkler, 1994). So it
is reasonable to imagine that the unitless fragment of multiplicative linear
logic will prove to be of practical importance.
The answer may appear at first glance to be trivial. After all it is well
known, following Seely (1989), that the star-autonomous categories of Barr
(1979) are the appropriate structures to model multiplicative linear logic,
so surely one may simply describe some obvious notion of ‘unitless star-
autonomous category’? This superficially reasonable idea turns out to be
too simple-minded to work. Consider the following proof:
Ax
p ⊢ p
Ax
q ⊢ q R⊢ q &q ⊗R
p ⊢ p⊗ (q &q)
Although this proof does not involve any units, it makes essential use of a
sequent with an empty left-hand side, and so its interpretation in a star-
autonomous category does necessarily involve the unit object. (A sequent of
type ⊢ q &q would be interpreted as an arrow I → Q &Q, where Q is the
object that interprets the propositional variable q.)
So it is clear that the units cannot be dispensed with altogether: we need
at least to have some way to interpret sequents that have an empty left- or
right-hand side. Having thus isolated the difficulty, we begin by concentrating
on the intuitionistic fragment. An intuitionistic sequent always has precisely
one formula on the right, so only the left-hand side may be empty. Thus we
need some analogue of ‘arrow I → X ’, without there actually being a unit
object I. In other words, we need some functor C→ Set (where C is the cat-
egory in question) to play the role of the hom functor C(I,−). It turns out
that structures of this sort have previously been studied, for a very different
reason: Day (1970) considered what he at the time called ‘premonoidal’ cat-
egories, while studying monoidal structure on presheaf categories. Nowadays
these structures are known as promonoidal instead,1 which is the term we
shall use.
A promonoidal category is something more general than a monoidal cat-
egory: instead of having a tensor functor ⊗ ∶ C × C → C and a unit object
I ∈ C, it has a tensor profunctor P ∶ C × C +✲ C and a unit profunctor
J ∶ 1 +✲ C. A profunctor 1 +✲ C is precisely a functor C → Set, which
is what we are looking for. So we are interested in particular in the special
1Indeed, the term premonoidal has since been reused to mean something altogether
different (Power and Robinson, 1997).
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case of those promonoidal categories whose tensor is an honest functor, but
whose unit is a general profunctor.
1.2 The multicategory approach
It is worth briefly contemplating the road not taken (particularly since it
looks more attractive at first, but turns out on examination to lead to the
same destination). One might take the view that any sequent system – or at
least any sequent system in which the cut rule is admissible, which is to say
any sequent system that might reasonably be considered to describe a logic
– may be interpreted in a multicategory. The presence of such rules as the
left-tensor and left-unit rules of linear logic allows us to restrict our attention
to representable multicategories (Hermida, 2000), which are essentially the
same as monoidal categories. On this view, in order to model the unitless
fragment we should be looking at multicategories in which only non-empty
sequences of objects admit a representation. Such multicategories are prima
facie more general than the promonoidal categories considered here, for the
following reason. Although a multicategory does have, for example, a natural
transformation of the form
∫
A
C(;A) ×C(A,B;C) → C(B;C) (1.2.1)
given by composition, this is not necessarily invertible (as it must be in a
promonoidal category). Since there seems to be no intrinsic reason that we
should demand invertibility here, the multicategory formulation looks like an
improvement over the promonoidal one. But this is an illusion: in the cases
that we are considering, there is also an implication connective, so we may
suppose that for every object A there is a functor A⊸− and an isomorphism
C(X⃗,A;B) ≅ C(X⃗ ;A⊸B)
natural in the sequence X⃗ and the object B. This does force the transforma-
tion (1.2.1) to be invertible, since we now have a sequence of isomorphisms
∫ AC(;A) ×C(A,B;C) ≅ ∫ AC(;A) ×C(A;B⊸C)
≅ C(;B⊸C)
≅ C(B;C).
So we have arrived at the same destination by a different, and arguably more
natural, route.
14 CHAPTER 1. INTRODUCTION
1.3 The study of pseudomonoids
Having established that we are engaged in the study of promonoidal cate-
gories, there is the immediate problem that not much has been written about
them – certainly when compared with monoidal categories, which have been
very well-studied. It seems clear that most of the known results about mon-
oidal categories have analogies in the promonoidal setting, but it would be
unaccountably tedious merely to ‘translate’ huge portions of the monoidal
categories literature into the promonoidal setting. Better would be to find a
general argument to the effect that such a translation is possible.
In fact there is nothing particularly special about promonoidal categories
in an abstract sense. They are but one example of the general notion of pseu-
domonoid in a monoidal bicategory, and we expect (and shall prove) that
much of what is known about monoidal categories in particular is actually
true of pseudomonoids in general, when formulated appropriately. Further-
more, when considering structures internal to a monoidal bicategory there is
nothing particularly special about pseudomonoids! The translation procedure
can in fact be carried through for a substantial class of structures internal to
a monoidal bicategory. So we arrive at a general translation result that has
potential applications that go far beyond those we consider here.
The thesis may be approximately divided into three parts. The first part
(Chapters 2 and 3) consists of background material: we review the basics of
bicategories and monoidal bicategories, before going on to define pseudomon-
oids. The second part (Chapters 4–6) establishes the ‘translation’ mentioned
above. Only in the third part (Chapters 8 and 9) do we finally return to the
original question, and use all this machinery to study the models of unitless
linear logic.
1.4 Prerequisites
We assume the basics of linear logic, category theory, and categorical proof
theory. As far as linear logic and its categorical interpretation is concerned,
these prerequisites are essentially contained in Girard (1987) and Seely (1989).
Of category theory we assume a little more: say the contents of Mac Lane
(1978). Some familiarity with the theory of profunctors (Lawvere, 1973;
Be´nabou, 2000) and promonoidal categories (Day, 1970) would be useful,
but is not strictly assumed.
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1.5 Other approaches
Others have recently considered the question of defining categorical models
for the unitless fragment of multiplicative linear logic. A preprint of Lamarche
and Straßburger (2005) gave a definition that, on examination, appeared
weaker than the one developed in this work. Correspondence with the au-
thors established that this difference was not intended, and the final version
includes an additional axiom that makes the definition equivalent to ours.
Dosˇen and Petric´ (2005) give a very different-looking definition just for the
star-autonomous case, which is nevertheless again equivalent to ours.
16 CHAPTER 1. INTRODUCTION
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Chapter 2
Bicategories
Monoidal and promonoidal categories are both instances of the general no-
tion of a pseudomonoid in a monoidal bicategory. We shall need some results
about promonoidal categories that are in fact generally true of pseudomon-
oids in any monoidal bicategory, and which we should therefore like to prove
as such.
Unfortunately the literature on monoidal bicategories is still fairly sparse.
The relevant definitions may be obtained by specialising to the one-object
case those given for tricategories by Gordon et al. (1995), and this has been
done explicitly in the unpublished dissertation of Carmody (1995). Also Day
and Street (1997) and Baez and Neuchl (1996) have given explicit definitions
for the important special case of Gray-categories. However there is no explicit,
published account of the general notion.
Even the literature on plain bicategories is rather scanty, and although
the situation is improving (see Lack, 2007, for example) many fundamental
results have no published proof, and there is still a substantial gap between
what is known to the experts and what has been written down. Neither is
notation yet standardised. For these reasons, we give in this chapter a rapid
but reasonably thorough account of the bicategory theory that we need, with
the occasional digression.
2.1 Bicategories: basic definitions
Definition 2.1. A bicategory B consists of:
• a set1 ∣B∣ of objects,
1Possibly quite a large set: whereas most of ordinary category theory can be formalised
in a “one universe” foundation, it’s convenient to assume at least two Grothendieck uni-
verses for the purposes of bicategory theory. (We want to permit e.g. the bicategory of
large categories.) We shall leave these considerations implicit, on the whole.
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• for every pair A, B of objects, a hom-category B(A,B), whose objects
are called 1-cells or arrows, and whose morphisms are called 2-cells
• for every object A, a selected ‘identity’ 1-cell 1A ∈ B(A,A),
• for every triple A,B,C of objects, a ‘horizontal composition’ functor
○ ∶ B(B,C) × B(A,B) → B(A,C),
• for every pair A, B of objects, natural isomorphisms
λ ∶ 1B ○ − ⇒ − ∶ B(A,B) → B(A,B),
ρ ∶ − ○ 1A ⇒ − ∶ B(A,B) → B(A,B),
• for every four objects A,B,C,D, a natural isomorphism
α ∶ − ○ (− ○ −)⇒ (− ○ −) ○ − ∶ B(C,D) × B(B,C) × B(A,B) → B(A,D)
subject to two coherence conditions: for all f ∈ B(A,B) and h ∈ B(B,C), the
diagram
h ○ (1B ○ f) αh,1B,f✲ (h ○ 1B) ○ f
(λρ)
h ○ f,
ρh ○ f
✛
h ○ λf
✲
commutes in B(A,C), and for all e ∈ B(A,B), f ∈ B(B,C), g ∈ B(C,D),
h ∈ B(D,E), the diagram
h ○ (g ○ (f ○ e)) αh,g,f○e✲ (h ○ g) ○ (f ○ e) αh○g,f,e✲ ((h ○ g) ○ f)○e
(α)
h ○ ((g ○ f) ○ e)
αh,g○f,e
✲
h ○ αg,f,e
✲
(h ○ (g ○ f)) ○ e
αh,g,f ○ e
✲
commutes in B(A,E).
We shall often omit the subscript on identity 1-cells, writing just 1 rather
than 1A, when the object can be easily determined from the context. We also
omit the 1-cell subscripts of α, λ and ρ from time to time.
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Remark 2.2. A bicategory with just one object may be regarded as a mon-
oidal category: the definition simply reduces to the usual definition of mon-
oidal category, in that case. Furthermore, Mac Lane’s coherence theorem for
monoidal categories (Mac Lane, 1963) equally well applies to bicategories in
general: the proof goes through essentially unchanged. Kelly (1964) shows –
again for monoidal categories – that just two axioms, corresponding to our
(α) and (λρ), suffice for coherence; and that proof, too, applies equally well
to bicategories in general.
This shows that, between any pair of functors built up from identities and
composition, there is at most one natural transformation built from α, λ, ρ
and their inverses. Therefore we shall not usually give names to the ‘structural
isomorphisms’ α, λ, ρ, their inverses, and composites thereof. We shall instead
use the symbol ‘≅’ as a generic label for a structural isomorphism. Since by
coherence there is a unique such isomorphism of each type, this practice
introduces no ambiguity.
Remark 2.3. There is another version of the coherence theorem, proven for
the case of monoidal categories by Joyal and Street (1993, section 1), and
explicitly for bicategories by Gurski (2006, chapter 2)2. Anticipating some
definitions we have yet to make, this version says that the canonical functor
from a free bicategory to the corresponding free 2-category is a biequivalence.
This is a powerful result, which gives an honest justification for neglecting
the structural isomorphisms in many circumstances.
Remark 2.4. We shall often describe 2-cells, and equations between them, us-
ing pasting diagrams. It’s important to be clear about how such diagrams are
to be interpreted, which we’ll explain by reference to the following example.
Let σ and τ be 2-cells that fit into the diagram
A
f ✲ B
g ✲ C
⇙σ ⇙τ
X
h
❄
m
✲ Y
k
❄
n
✲ Z
l
❄
Firstly, notice that this diagram does not uniquely define a 2-cell. Instead it
defines a family of 2-cells, one for each bracketing of the source and target
2 Gurski’s account is exceptionally thorough and largely self-contained. He does use the
bicategorical Yoneda lemma without proof, and indeed that proof does not appear ever to
have been published – presumably because the idea is straightforward, even if the details
verge on overwhelming. We provide a proof as Prop. 2.22 below.
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edges, e.g. for the bracketings l ○ (g ○ f) and (h ○m) ○n, the pasting diagram
describes the 2-cell
l ○ (g ○ f) αl,g,f✲ (l ○ g) ○ f τ○f✲ (n ○ k) ○ f α
−1
n,k,f✲ n ○ (k ○ f) n○σ✲ (h ○m) ○ n.
This also demonstrates the second subtlety: the associativity (n○k)○f α
−1
n,k,f✲ n○
(k ○ f) must be implicitly inserted between τ and σ.
Observe also that an equation between pasting diagrams may be regarded
as a family of equations, one for each bracketing of the source and target
1-cells. These equations are all equivalent, in the sense that each implies the
others, so to prove such a family of equations it suffices to prove one of them.
These remarks are intended only to help the reader to understand what
we mean when we draw a pasting diagram or an equation involving them. A
rigorous treatment of bicategorical pasting is given by Verity (1992).
Remark 2.5. As well as pasting diagrams, one can also use string diagrams
(Joyal and Street, 1991; Street, 1995) to represent and calculate with 2-cells
in a bicategory. In a string diagram, an object is represented by a region of
the plane, a 1-cell by a line, and a 2-cell by a node. For example, the 2-cell
γ ∶ f ⇒ g ∶ A→ B is drawn as
A
f γ g
B
and a 2-cell δ ∶ g ○ f ⇒ h would be drawn as
f
A
B δ h
C
g
for f ∶ A → B, g ∶ B → C and h ∶ A → C. Identity 1-cells are not drawn, so a
2-cell ζ ∶ 1A ⇒ f ∶ A→ A is drawn
A
A ζ f
A
2.1. BICATEGORIES: BASIC DEFINITIONS 21
Composition of 2-cells corresponds to the pasting together of string diagrams
along the appropriate edge: the orientation we have chosen for our diagrams
has the unfortunate effect that horizontal composition is represented by ver-
tical pasting, and vice versa. However it has the psychological advantage that
the diagrams read from left to right.
The object labels may usually be omitted, since they can be inferred from
the types of the 1-cells.
It is the case that geometric manipulations of string diagrams always cor-
respond to allowable operations. For example, given 2-cells γ ∶ f ⇒ 1 ∶ A→ A
and δ ∶ 1⇒ g ∶ A→ A, the diagram
f γ
δ g
can be deformed to
f γ δ g
and then to
δ g
f γ
The corresponding sequence of pasting diagrams is
≅
A ⇓γ A ⇓ δ A
≅
f
1
1
g
f
g ⇓γ
A
1
✲ A
⇓ δ
f
g
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≅
A ⇓ δ A ⇓γ A
≅
1
g
f
1
f
g
which is clearly much harder to follow. This example illustrates the way that
string diagrams leave the unit constraints λ and ρ implicit, making powerful
use of coherence. (Of course the string diagram formalism – in common with
pasting diagrams – also leaves implicit the associator α, though that is not
shown in this particular example. But the real power of string diagrams comes
from the ease with which they handle the identities.)
Definition 2.6. For any bicategory B there is a bicategory Bop obtained
from B by reversing the direction of the 1-cells, so Bop(A,B) = B(B,A); and
also a bicategory Bco obtained by reversing the direction of the 2-cells, so
Bco(A,B) = B(A,B)op.
Definition 2.7. Bicategories B and C have a product formed in the obvious
way: the set of objects is ∣B × C∣ = ∣B∣ × ∣C∣, the hom-categories are (B ×
C)(⟨A,B⟩, ⟨X,Y ⟩) = B(A,X)×C(B,Y ), and horizontal composition is defined
pointwise. This also extends in the obvious way to the product of three of
more bicategories.
Definition 2.8. Given bicategories B and C, a pseudo-functor F ∶ B → C
consists of:
• for every object A ∈ B, an object FA ∈ C,
• for every pair A, B of objects of B, a functor
FA,B ∶ B(A,B)→ B(FA,FB),
• for every A ∈ B, an invertible 2-cell FA ∶ 1FA ⇒ F (1A) ∶ FA→ FA,
• for every A and B ∈ B, a natural isomorphism with components
Fg,f ∶ F (g) ○ F (f)⇒ F (g ○ f),
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such that for every f ∶ A → B in B, the diagrams below commute in the
category C(FA,FB),
1FB ○ F (f) FB ○ F (f)✲ F (1B) ○ F (f)
[λ]
F (f)
λF (f)
❄
✛
F (λf) F (1B ○ f)
F1B ,f
❄
F (f) ○ 1FA F (f) ○FA✲ F (f) ○ F (1A)
[ρ]
F (f)
ρF (f)
❄
✛
F (ρf) F (f ○ 1A)
Ff,1A
❄
and for every A
f✲ B
g✲ C
h✲ D in B, the diagram
F (h) ○ (F (g) ○ F (f)) αFh,Fg,Ff✲ (F (h) ○ F (g)) ○ F (f)
F (h) ○ F (g ○ f)
F (h) ○Fg,f
❄
[α] F (h ○ g) ○ F (f)
Fh,g ○ F (f)
❄
F (h ○ (g ○ f))
Fh,(g○f)
❄
F (αh,g,f)
✲ F ((h ○ g) ○ f)
F(h○g),f
❄
commutes in the category C(FA,FD). A pseudo-functor is also known as a
homomorphism of bicategories .
Remark 2.9. There is also a notion of lax functor between bicategories, de-
fined as above, except that the 2-cells that appear in the definition need not
be invertible. Lax functors have their uses – for example, a lax functor 1→ B
is the same as a monad in B – but we have no need of them.
Definition 2.10. Given pseudo-functors F , G ∶ B → C, a pseudo-natural
transformation γ ∶ F ⇒ G consists of:
• for every A ∈ B, a 1-cell γA ∶ FA→ GA,
• for every f ∶ A → B in B, an invertible 2-cell
FA
γA ✲ GA
⇗ γf
FB
Ff
❄
γB
✲ GB
Gf
❄
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such that this assignment is natural in f . Naturality amounts to asking
that, for every 2-cell τ ∶ f ⇒ g ∶ A→ B, we have
FA
γA ✲ GA
⇗ γf ⇒
G(τ)
FB
Ff
❄
γB
✲ GB
GgGf =
FA
γA ✲ GA
⇒
F (τ) ⇗ γg
FB
γB
✲ GB
FgFf Gg
❄
• These data must satisfy the unit condition: for every A ∈ B we have
FA
γA ✲ GA
⇒
FA
⇗ γ1A
FA
γA
✲ GA
F (1A)1FA G(1A)
❄
=
FA
γA ✲ GA
≅
⇒
GA
FA
1FA
❄
γA
✲ GA
G(1A)1GA
• and the composition condition: for all A
f✲ B
g✲ C in B, we have
FA
Ff ✲ FB
Fg ✲ FC
⇓ Fg,f
⇙ γg○f
GA
γA
❄
G(g ○ f) ✲ GC
F (g ○ f) γC
❄
=
FA
Ff ✲ FB
Fg ✲ FC
⇙ γf ⇙ γg
GB
γB
❄
⇓ Gg,f
GA
γA
❄
G(g ○ f) ✲
Gf
✲
GC
γC
❄
Gg
✲
Remark 2.11. Of course there is such a thing as a lax natural transformation,
where the 2-cells γf need not be invertible. (In Be´nabou’s original terminol-
ogy, this would actually be an oplax transformation – his 2-cells point the
other way – but the direction we use seems to be a more natural and use-
ful choice: see Lack (2007, Section 5.7) for one piece of technical evidence for
this assertion.) However, it should be noted that the collection of lax functors
B → C, lax transformations between them, and modifications (for which see
below) between those does not form a bicategory, which shows that one must
be careful what one laxifies. In any case, pseudo-functors and pseudo-natural
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transformations are all that we shall need.
Definition 2.12. Given pseudo-natural transformations γ, δ ∶ F ⇒ G ∶ B →
C, a modification m ∶ γ⇛ δ consists of: for every A ∈ B, a 2-cell mA ∶ γA ⇒ δA
such that for every f ∶ A→ B in B, we have
FA ⇑mA GA
⇗ γf
FB
Ff
❄
γB
✲ GB
δA
γA
Gf
❄
=
FA
δA ✲ GA
⇗ δf
FB
Ff
❄ ⇑mB GB
δB
γB
Gf
❄
Remark 2.13. Recall that, given a commutative diagram in an ordinary cat-
egory, if one of the arrows is invertible, and is replaced by its inverse in
such a way that the resulting diagram still has a single source and a single
target object, then this resulting diagram also commutes. This fact has a
two-dimensional analogue, as follows: a pasting equation may be viewed as a
polyhedron, by gluing the two pasting diagrams together along their (com-
mon) boundary. If, in this polyhedron, one of the cells (faces) is invertible
and is replaced by its inverse in such a way that there is still a unique way to
decompose the resulting polyhedron as a pair of pasting diagrams, then this
resulting pasting equation also holds. We shall sometimes use this implicitly,
when it is more convenient to use such a variant of some equation.
The usual 2-categorical notions of adjunction, equivalence, monad, etc.
may also be defined in a bicategory in the obvious way: a little of the theory
of adjunctions is developed below. Since it will be useful almost immediately,
we give here the definition of equivalence:
Definition 2.14. An equivalence from A to B in a bicategory consists of
a pair of 1-cells f ∶ A → B and g ∶ B → A, and a pair of invertible 2-cells
e ∶ 1A ⇒ g ○ f and e′ ∶ 1B ⇒ f ○ g. We also say that the arrow f is an
equivalence just when there exist g, e, e′ as above.
In particular, every identity arrow 1A is an equivalence, as is any 1-cell iso-
morphic to an identity. There is also an obvious notion of isomorphism, but
it is not very useful in general. In particular, identity arrows in a bicategory
are generally only equivalences and not isomorphisms, and an object of a
bicategory need not even be isomorphic to itself.
Pseudo-natural transformations compose in the obvious way, as do modi-
fications. Given any two bicategories B and C, there is a pseudo-functor bi-
category Bicat(B,C) whose objects are pseudo-functors B → C, whose 1-cells
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are pseudo-natural transformations and whose 2-cells are modifications.3 We
omit the routine verification that this is indeed a bicategory, but remark that
coherence lifts from C. It is significant that if C is in fact a 2-category (i.e.
its associativity and unit isomorphisms are all identities) then Bicat(B,C)
is also a 2-category.
A pseudo-functor F ∶ B → C is said to be a biequivalence if it is a local
equivalence and biessentially surjective – i.e. every object of C is equivalent
to one of the form FA. If there is such a biequivalence then we say that B is
biequivalent to C. (There is a lot more that could be said about biequivalence,
of course. . . )
For any bicategories A, B, C, there is a biequivalence
Bicat(A×B,C) ≈Bicat(A,Bicat(B,C))
defined in the natural way.
2.2 On the identities
It is a trivial observation that, say, a semigroup may have at most one unit:
if i and j are both units then ij = i – because j is a unit – and also ij = j
because i is a unit. So i = j. Thus the existence of a unit is a property of a
semigroup, rather than being real additional structure. In higher dimensions,
this phenomenon persists: for example, let A be an object of the bicategory
B, and let 1● ∶ A → A be equipped with natural isomorphisms λ● and ρ●
making 1● act as an identity. Then there is an isomorphism
1●
(ρ●
1A
)−1
✲ 1A ○ 1● λ1●✲ 1A,
so identities in a bicategory are unique up to isomorphism, which is as much
as one could reasonably expect in the circumstances.
An important, if partially-submerged, theme of the present work is that
the property-likeness of units has some interesting consequences. One conse-
quence of this has been studied in detail by Kock (2006a); Joyal and Kock
(2005); Kock (2006b); a different aspect is visible in the present work, espe-
cially in Section 8.3, where we find that a braided promonoidal category has
a canonical unit, and identify a simple property that holds just when this
unit exists.
3 Note that this notation is inconsistent with that of Street (1980), which uses
Bicat(B,C) to denote the bicategory whose objects are lax functors from B to C.
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In the immediate context, we can illustrate some of the phenomena as
follows: the unit conditions in the definitions of pseudo-functor and pseudo-
natural transformation are, in a sense, redundant. (This is not the case where
lax functors or lax natural transformations are concerned – the invertibility of
our 2-cells is essential to the argument.) Although there is, to my knowledge,
no written account available of the material of this section, in view of its
elementary nature it is reasonable to suppose that it is known to experts in
the field. (The expert whom I asked declined to comment on the question of
how well-known these results are: make of that what you will.)
It will be convenient to introduce some temporary notation, that we use
only in this section. Let F ∶ B → C be a pseudo-functor. Then given a 1-cell
f ∶ FA→ FB in C, let us write ρFf for the composite
f ○ F (1A) f○F
−1
A✲ f ○ 1FA ρf✲ f,
and λFf for
F (1A) ○ f F
−1
A ○f✲ 1FA ○ f λf✲ f.
Observe that ρF and λF inherit the coherence of ρ and λ, so that in particular
the diagrams
h ○ (k ○ F1) α✲ (h ○ k) ○ F1
h ○ k
ρFh○k
✛
h ○ ρF
k
✲
and
h ○ (F1 ○ k) α✲ (h ○ F1) ○ k
h ○ k
ρFh ○ k
✛
h ○ λFk
✲
commute for all suitably-typed 1-cells h and k.
Now we can demonstrate the promised redundancy. We shall start with
the pseudo-natural transformations, since the situation there is very simple:
the unit condition is quite redundant:
Proposition 2.15. Given pseudo-functors F , G ∶ B → C and the data of
Definition 2.10, the composition condition implies the unit condition.
Proof. Let γ be given as in Definition 2.10, and suppose it to satisfy the
composition condition. Now, for every f ∶ A→ B in B, we have the following
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diagram of 1-cells and 2-cells (with associativities left implicit):
γB ○Ff ○ F1 γf ○ F1✲ Gf ○ γA ○ F1
γB ○ [ρ]
♮
γB ○ F (f ○ 1)
γB ○ F (ρf)
✲
γB ○Ff,1
✛
γB ○ Ff
ρF
❄
γf
✲ Gf ○ γA
ρF
❄
✛
ρG ○ γA Gf ○G1 ○ γA
Gf ○ γ1
✲
♮ [ρ] ○ γA
G(f ○ 1) ○ γAγf○1 Gf,1 ○ γA
G(ρf) ○ γA
✲
The marked cells commute for the reasons shown, and the outside commutes
by the composition condition. Since γf ○ F1 is invertible, it follows that the
unlabelled triangle commutes. By the observation above, about coherence of
rF and λF , this triangle is equivalent to
Gf ○ γA ○ F1Gf ○ γ1✲ Gf ○G1 ○ γA
Gf ○ γA
Gf ○ λFγA✛Gf ○ ρFγA ✲
so, by letting f = 1, we conclude that
γA ○ F1 γ1 ✲ G1 ○ γA
γA
λFγA
✛
ρFγA ✲
commutes, which is equivalent to the unit condition.
For pseudo-functors, the situation is a little more subtle. The following notion
will be useful, both here and later in Chapter 7.
Definition 2.16. A 1-cell f ∶ A → B is (representably) fully-faithful if, for
every object X , the functor B(X,f) ∶ B(X,A) → B(X,B) is fully faithful.
Concretely, this means that, for every pair of arrows h, k ∶ X → A, every
2-cell
A
X
h ✲
⇓ B
f
✲
A f
✲
k
✲
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is equal to
X ⇓ γ A f ✲ B
h
k
for some unique γ.
Dually, f is co-fully-faithful if, for every object X , the functor B(f,X) ∶
B(B,X)→ B(A,X) is fully faithful.
Remark 2.17. Some remarks on the definition:
• It’s easy to check that the fully-faithful 1-cells in Cat are precisely
the full and faithful functors. On the other hand, the analogous prop-
erty does not generally hold for enriched categories: the V-fully-faithful
functors do not always coincide with those 1-cells of V-Cat that are
representably fully-faithful.
• The co-fully-faithful 1-cells of Cat are characterised by Ada´mek et al.
(2001), who call them ‘lax epimorphisms’.
• Every equivalence is both fully-faithful and co-fully-faithful.
Lemma 2.18. The conditions [λ] and [ρ] of Definition 2.8 are redundant,
in the sense that each implies the other.
Proof. Let F ∶ B → C be a pseudo-functor, and let
A
f✲ B
g✲ C
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be 1-cells in B. Consider the following diagram in C(FA,FC):
Fg ○ (F1 ○ Ff) α ✲ (Fg ○ F1) ○ Ff
Fg ○ [λ] Fg ○ Ff
✛ ρ
F ○ Ff
Fg ○ λ F ✲
[ρ] ○ Ff
Fg ○ F (1 ○ f)
Fg ○ F1,f
❄
Fg
○ F (λ
)✲
F (g ○ 1) ○Ff
Fg,1 ○ Ff
❄
✛
F (ρ) ○ Ff
♮ ♮
F (g ○ f)
Fg,f
❄
F (g ○ (1 ○ f))
Fg,1○f
❄
F (α) ✲
F (g ○
λ) ✲
F ((g ○ 1) ○ f)
Fg○1,f
❄
✛ F (ρ ○ f)
The upper and lower triangles commute, as does the outside edge. Since all
the 2-cells in the diagram are invertible, if [λ] holds then so does [ρ] ○ Ff .
Taking f = 1 and using the fact that F1 is co-fully-faithful, we conclude that
[ρ] holds. In the other direction, if [ρ] holds then so does Fg ○ [λ], whence
taking g = 1 and using the fact that F1 is fully-faithful, we conclude that [λ]
holds.
Lemma 2.19. The invertible 2-cells FA ∶ 1FA → F (1A) of Definition 2.8 are
uniquely determined by the other data.
Proof. Let F ∶ B → C be a pseudo-functor. Condition [λ] implies that, for
every object A ∈ B, the 2-cell FA ○F (1A) is equal to
1FA ○F (1A) λF (f)✲ F (1A) F (λ
−1
1A
)
✲ F (1A ○ 1A) F
−1
1A,1A✲ F (1A) ○ F (1A)
(just by taking f = 1A). Since F (1A) is fully-faithful, this equation uniquely
determines FA.
Proposition 2.20. Let F ∶ B → C be as in the definition of pseudo-functor,
though without the 2-cells FA. These data may be augmented to give a pseudo-
functor F , in a unique way, if and only if F (1A) is both fully-faithful and
co-fully-faithful for each object A ∈ B, if and only if F (1A) is either fully-
faithful or co-fully-faithful for each object A ∈ B.
Proof. If we have invertible 2-cells FA, then each F (1A) is isomorphic to the
identity, hence an equivalence, so in particular is fully-faithful and co-fully-
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faithful. For the converse, take an object A ∈ B, and suppose that F (1A)
is co-fully-faithful. Let FA ∶ 1FA ⇒ F (1A) be the unique 2-cell for which
FA ○ F (1A) is equal to the composite
1FA ○ F (1A) λ✲ F (1A) F (λ−1)✲ F (1A ○ 1A) F
−1
1A,1A✲ F (1A) ○ F (1A).
Since this FA is invertible, F (1A) is isomorphic to the identity, hence also
fully-faithful. For any f ∶ A → B, we have the following diagram in B(FA,FB)
(with associativities left implicit):
Ff ○ 1 ○ F1 Ff ○ λ✲ Ff ○ F1 Ff ○ F (λ−1)✲ Ff ○ F (1 ○ 1) Ff ○ F
−1
1,1✲ Ff ○ F1 ○ F1
[α]
♮
F (f ○ 1 ○ 1)
Ff,f○1
❄
F −1f○1,1
✲ F (f ○ 1) ○ F1
Ff,1 ○ F1
❄
♮
F (f ○ 1)
F (f ○ λ)
= F (ρ ○ 1)
❄
F −1f,1
✲ Ff ○ F1
Ff,1
F (ρ) ○ F1
❄
The top row is equal to Ff ○ FA ○ F1 by definition, hence this diagram is
equivalent to
Ff ○ 1 ○ F1 Ff ○ FA ○ F1✲ Ff ○ F1 ○ F1
Ff ○ F1
Ff ○ λF1
❄
✛
F (ρf) ○ F1 F (f ○ 1) ○ F1
Ff,1 ○ F1
❄
and since F1 is co-fully-faithful, it follows that [λ] holds. By Lemma 2.18,
it follows that condition [ρ] holds too.
If we start instead with the assumption that F (1A) is fully-faithful, the
dual argument applies. Finally, the uniqueness is a consequence of Lemma 2.19.
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2.3 The bicategorical Yoneda lemma
The Yoneda lemma for bicategories was first stated by Street (1980), in a
long paper that states many basic results without proof. Since the proof, even
if it is in some sense routine, is rather intricate, we give a detailed account
here.
Definition 2.21. Let A be an object of the bicategory B. The covariant
representable pseudo-functor determined by A,
B(A,−) ∶ B → Cat,
is defined as follows. On an object X ∈ B, the category B(A,X) is just the
the hom-category of the same name. The action
B(A,−)X,Y ∶ B(X,Y )→ [B(A,X),B(A,Y )]
is defined to be the currying of the composition functor
○ ∶ B(X,Y ) × B(A,X)→ B(A,Y ).
For an object X ∈ B, the unit isomorphism B(A,−)X ∶ 1B(A,X) ⇒ 1X ○ − is
defined to be λ−1, and for a composable pair
X
f✲ Y
g✲ Z
in B, the isomorphism B(A,−)g,f ∶ B(A,g) ○ B(A,f)⇒B(A,g ○ f) is defined
to be αg,f,−. I.e. for x ∈ B(A,X), the component (B(A,−)g,f )x ∶ g ○ (f ○ x) →
(g ○ f) ○ x is just αg,f,x.
By duality there is also a contravariant representable pseudo-functor , B(−,A) =
Bop(A,−) ∶ Bop → Cat.
Proposition 2.22. For any bicategory B, pseudo-functor F ∶ B → Cat and
object A ∈ B, there is an equivalence of categories
ψ ∶ FA ≃Bicat(B,Cat)(B(A,−), F ).
Proof. Fix F and A. We shall define a functor
ψ ∶ FA→Bicat(B,Cat)(B(A,−), F ),
and show that it is an equivalence. (This gets rather dizzying, so take a deep
2.3. THE BICATEGORICAL YONEDA LEMMA 33
breath.) First we shall define ψ on objects: for any a ∈ FA, we need a pseudo-
natural transformation ψ(a) ∶ B(A,−)⇒ F . Thus for every object X ∈ B, we
must give a functor
ψ(a)X ∶ B(A,X)→ FX.
This functor is defined as follows. On objects: for f ∈ B(A,X), let ψ(a)X(f) =
F (f)(a). On morphisms: for β ∶ f ⇒ g ∶ A → X , let ψ(a)X(β) = F (β)a.
(Note that F (β) is a natural transformation F (f)⇒ F (g), whose component
F (β)a is therefore indeed a map F (f)(a)→ F (g)(a).)
Also, for every 1-cell k ∶ X → Y in B, we must give a natural isomorphism
ψ(a)k ∶ ψ(a)Y ⋅ B(A,k)⇒ F (k) ⋅ ψ(a)X .
For x ∈ B(A,X), we define the component
(ψ(a)k)x ∶ F (k ○ x)(a)→ F (k)(F (x)(a))
to be (F −1k,x)a. The naturality of Fk,x ensures that ψ(a)k is natural.
This completes the definition of ψ on objects, though we must check
that ψ(a) is indeed a pseudo-natural transformation. That follows from the
pseudo-functoriality of F , as the reader may verify: for ψ(a) to satisfy the
unit condition is precisely for F to satisfy condition [λ], and for ψ(a) to
satisfy the composition condition is precisely for F to satisfy [α].
Next we define ψ on morphisms. For each morphism h ∶ a → b in FA, we
must define a modification ψ(h) ∶ ψ(a)⇛ ψ(b), so for each X ∈ B we need a
natural transformation ψ(h)X ∶ ψ(a)X ⇒ ψ(b)X , which means that for every
f ∶ A → X in B we require a map (ψ(h)X)f ∶ F (f)(a) → F (f)(b) in the
category FX . So we define (ψ(h)X)f to be the map F (f)(h). It’s easy to
check that this makes ψ(h)X into a natural transformation. To complete the
definition of ψ, we must confirm that ψ(h) is indeed a modification. This
amounts to checking that, for every f ∶ A→X and k ∶ X → Y in B, and every
h ∶ a → b in FA, the square
F (kf)(a) (F
−1
k,f)a✲ (Fk ⋅ Ff)(a)
F (kf)(b)
F (kf)(h)
❄
(F −1k,f)b
✲ (Fk ⋅ Ff)(b)
(Fk ⋅ Ff)(h)
❄
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commutes, which is of course precisely the naturality of F −1
k,f
.
We have defined ψ, and need to check that it is indeed a functor. Consider
the modification ψ(1a) ∶ ψ(a) ⇛ ψ(a): for f ∶ A → X we have (ψ(h)X)f =
F (f)(1a), and since F (f) is a functor, this is equal to 1F (f)(a) as required.
For composition, a similar argument applies: given arrows h ∶ a → b and
j ∶ b → c in FA, we have (ψ(jh)X)f = F (f)(jh); and since F (f) is a functor,
this is equal to F (f)(j) ⋅ F (f)(h) as required.
It remains to show that ψ is an equivalence. We begin by exhibiting a local
inverse, showing that ψ is full and faithful. Fix objects a and b ∈ FA. We
shall define a function ψ−1a,b from the set of modifications ψ(a)⇛ ψ(b) to the
set FA(a, b), and show that it is inverse to ψa,b. The definition is as follows.
For a modification µ ∶ ψ(a)⇛ ψ(b), let ψ−1a,b(µ) be the composite
a = 1FA(a) (FA)a✲ F (1A)(a) (µA)1A✲ F (1A)(b) (F
−1
A )b✲ 1FA(b) = b.
It is easy to check that, for any h ∶ a → b, we have ψ−1a,b(ψ(h)) = h: indeed it
is immediate from the definition of ψ, and the naturality of FA. The other
direction is more interesting. Fix some µ ∶ ψ(a)⇛ ψ(b), and take X ∈ B and
f ∶ A→X . We wish to show that (ψ(ψ−1a,b(µ))X)f is equal to (µX)f . Consider
the diagram
(Ff.1FA)(a)
F (f)(a)
= ✲
[ρ] (Ff.F1A)(a)
Ff((FA)a)
✲
F (f.1A)(a)
(Ff,1A)a ✲F (ρ−1f )(a)
✲
♮µX §µ
F (f.1A)(b)
(µX)f.1A
❄
F (f)(b)
(µX)f
❄
F (ρf)(b)
✛ [ρ] (Ff.F1A)(b)
(Ff)((µA)1A)
❄
(Ff,1A)b✛
(Ff.1FA)(b) Ff((F
−1
A )b)✛=
✛
whose regions commute for the reasons marked: ♮µX means that the square
commutes because µX is natural, and §µ means that the square commutes
because µ is a modification.
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The composite around the upper, right, and bottom edges is equal to
(ψ(ψ−1a,b(µ))X)f by definition, which is therefore equal to (µX)f as required.
Thus ψ is indeed full and faithful. It remains only to show that ψ is essentially
surjective on objects. Consider an arbitrary pseudo-natural transformation
γ ∶ B(A,−)⇒ F. We intend to show that ψ(γA(1A)) is isomorphic to γ. For
any X ∈ B and f ∶ A→X , we have an invertible 2-cell
B(A,A) γA✲ FA
⇗ γf
B(A,X)
B(A,f)
❄
γX
✲ FX
Ff
❄
thus an isomorphism
γX(f) γX(ρ
−1
f
)
✲ γX(f.1A) (γf )1A✲ F (f)(γA(1A)) = ψ(γA(1A))X(f).
This isomorphism is natural in f , since ρf and γf both are. So, for everyX ∈ B
we have defined a natural isomorphism γX ⇒ ψ(γA(1A))X . Finally it remains
to check that this collection constitutes a modification. Take k ∶ X → Y : we
need to check the commutativity of the diagram
γY (kf) (γk)f ✲ F (k)(γX(f))
γY ((kf)1)
γY (ρ−1kf)
❄
Fk(γX(f1))
Fk(γX(ρ−1f ))
❄
F (kf)(γA(1))
(γkf)1
❄
(F −1k,f)γA(1)
✲ (Fk ⋅Ff)(γA(1))
Fk((γf)1)
❄
(2.3.1)
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Since γ is pseudo-natural, we know that
B(A,A) γA✲ FA
⇗ γf
B(A,X)
B(A,f)
❄
γX
✲ FX
Ff
❄
⇗ γk
B(A,Y )
B(A,k)
❄
γY
✲ FY
F (kf)
Fk
❄
=
B(A,A) γA ✲ FA
B(A,X)
B(A,f)
✛ ⇒
αk,f,−
⇗ γkf
B(A,Y )
B(A,kf)
❄
γY
✲
B(A,k) ✲
FY
F (kf)
❄
hence in particular that the diagram
γY (k(f1)) γk)f1✲ Fk(γX(f1))
(Fk ⋅ Ff)(γA(1))
Fk((γf)1)
❄
γY ((kf)1)
γY (k)
❄
(γkf)1
✲ F (kf)(γA(1))
(Fk,f)γA(1)
❄
(2.3.2)
commutes. Now we have
γY (kf) (γk)f ✲ F (k)(γX(f))
γY ((kf)1)
γY (ρ−1kf)
❄
γY (α−1k,f,1)
✲ γY (k(f1)) (γk)f1
✲
γY (kρ−1f )
✲
Fk(γX(f1))
Fk(γX(ρ−1f ))
❄
F (kf)(γA(1))
(γkf)1
❄
(F −1k,f)γA(1)
✲ (Fk ⋅ Ff)(γA(1))
Fk((γf)1)
❄
where the triangle commutes by coherence, the upper-right quadrilateral by
naturality of γk and the lower region by (2.3.2). Thus diagram (2.3.1) does
indeed commute, and we are done.
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Definition 2.23. For any bicategory B, the bicategorical Yoneda embedding
Y ∶ Bop → Bicat(B,Cat)
is defined as follows. On objects A ∈ B, we define Y A = B(A,−); and on
hom-categories B(A,B) we define the component
YB,A ∶ Bop(A,B) = B(B,A) →Bicat(B,Cat)(B(A,−),B(B,−))
to be ψ
B(B,−)
A .
Corollary 2.24. The Yoneda embedding is locally an equivalence.
Proof. Immediate from the definition, by Prop. 2.22.
Remark 2.25. Since Cat is a 2-category, so is Bicat(Bop,Cat). And since the
Yoneda embedding Y is locally an equivalence, any bicategory B is biequiva-
lent to the full sub-bicategory of Bicat(Bop,Cat) determined by the objects
Y A for A ∈ B, which is of course still a 2-category. Thus any bicategory is
biequivalent to a 2-category. This is a simple coherence result, which can
serve as a stepping-stone to more sophisticated coherence theorems (Gurski,
2006, Chapter 2).
2.4 Adjunctions
Definition 2.26. An adjunction in a bicategory B consists of 1-cells f ∶ A→
B and g ∶ B → A, and 2-cells η ∶ 1A ⇒ gf and ε ∶ fg ⇒ 1B with the property
that
A
f ✲ B
A
1A
⇒
η
❄
f
✲
g
✛
B
⇒
ε
1B
❄
=
A
f ✲ B
≅
A
1A
❄
f
✲ B
1B
❄
and
B
g ✲ A
B
1B
⇐
ε
❄
g
✲
f
✛
A
⇐
η
1A
❄
=
B
g ✲ A
≅
B
1B
❄
g
✲ A
1A
❄
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We write f ⊣ g to indicate that there is such an adjunction, and say that f
is left adjoint to g, and g is right adjoint to f . We also write f ⊣ g ∶ A → B
to mean that f ⊣ g for f ∶ A→ B and g ∶ B → A.
Remark 2.27. There is an identity adjunction on every object A, which is
just 1A ⊣ 1A, with the unit and counit being structural isomorphisms.
Also, adjunctions may be composed: given adjunctions f ⊣ g ∶ A → B and
f ′ ⊣ g′ ∶ B → C, there is a composite adjunction f ′ ○ f ⊣ g ○ g′ with unit
A
f ✲ B
f ′ ✲ C
⇒
η
≅
⇒
η
A
1
❄
✛
g
g
✛
B
1
❄
g′
✛
and counit
A
f ✲ B
f ′ ✲ C
⇐
ε
⇐
ε′
≅
B
1
❄
✛
g′
g
✛
B
1
❄
g′
✛
Indeed, every bicategory B has a bicategory of adjunctions , whose objects are
the objects of B and whose 1-cells are adjunctions.
Remark 2.28. Pseudofunctors preserve adjunctions, in the following sense. If
F ∶ B → C is a pseudo-functor, and f ⊣ g ∶ A→ B is an adjunction in B, then
there is an adjunction Ff ⊣ Fg in C with the following unit and counit:
FA
Ff ✲ FB
⇒
FA
⇒
Fη
FA
1 F1
❄
Fg
✛
FA ✛
Fg
FB
⇒
Fε
⇒
F−1
B
FB
1F1
❄
Ff
✲
2.4.1 Mates
The theory of mates (Kelly and Street, 1974, §2) is a useful tool for dealing
with adjunctions in a bicategory. We shall give a brief overview here.
Definition 2.29. Let f ⊣ g ∶ A→ B and f ′ ⊣ g′ ∶ A′ → B′. Given a 2-cell
A
f ✲ B
⇗σ
A′
h
❄
f ′
✲ B′
k
❄
2.4. ADJUNCTIONS 39
we may form a 2-cell
A ✛
g
B
⇘τ
A′
h
❄
✛
g′
B′
k
❄
as the pasting
A ✛
g
B
A′
h
❄ ⇒
σ
B
1
❄
⇒
ε
f
✲
A′
1
❄
✛
g′
B′.
h ≅ k≅
k
❄
f ′
⇒
η′ ✲
We say that τ is the right mate of σ. Conversely, given a 2-cell τ as above,
we may form its left mate as
A
f
✲ B
A
1
❄
⇒
η
g
✛ ⇒
τ
B′
k
❄
A′
h
❄
f ′
✲
g′
⇒
ε′✛
B′
h ≅ k≅
1
❄
Proposition 2.30. The ‘left mate’ and ‘right mate’ operations are mutually
inverse, i.e. σ is the left mate of τ if and only if τ is the right mate of σ.
In this case we say that σ and τ are mates (with respect to the adjunctions
f ⊣ g and f ′ ⊣ g′).
Proof. This follows easily from the definition of adjunction and the coherence
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of structural isomorphisms.
Matehood can be characterised in terms of either the units or counits of the
adjunctions.
Proposition 2.31. The 2-cells σ and τ are mates if and only if
A
A′
h
❄ ⇒
σ
B
f
✲
A′
1
❄
✛
g′
B′
h ≅
k
❄
f ′
⇒
η′ ✲
=
A
f ✲ B
A
1
❄
⇒
η
g
✛ ⇒
τ
B′
k
❄
A′
h ≅
h
❄
g′
✛
(2.4.1)
if and only if
A ✛
g
B
A′
h
❄ ⇒
σ
B
1
❄
⇒
ε
f
✲
B′
k
❄
f
✲
k≅ =
B
A
g
✛ ⇒
τ
B′
k
❄
A′
h
❄
f ′
✲
g′
⇒
ε′✛
B′
k≅
1
❄
(2.4.2)
Proof. By definition we have
A
f
✲ B
⇗σ
A′
h
❄
f ′
✲ B′
k
❄
=
A
f ✲ B
A
1
❄
⇒
η
g
✛ ⇒
τ
B′
k
❄
A′
h
❄
f ′
✲
g′
⇒
ε′✛
B′
h ≅ k≅
1
❄
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Onto both sides, we paste the 2-cell
A
h ✲ A′
≅
⇒
η′
A′
1
❄
✛
g′
h ✲
B′
f ′
✲
along the edge A
h✲ A′
f ′✲ B′, then use coherence (on the right) to
deduce (2.4.1).
Similarly we can deduce (2.4.2) by taking the equation displayed above
and pasting the 2-cell
A
f
✲ B⇒
η
≅
B
1
❄
k
✲
g
✛
B′
k
✲
onto both sides along the edge A
f✲ B
k✲ B′.
Next we list some useful elementary properties of mates.
Proposition 2.32. Mates have the following properties:
1. Mating is natural in h and k, i.e. if σ and τ are mates then so are
A
f
✲ B
⇒
γ
⇗σ ⇒
δ
A′
h
❄
f ′
✲ B′
h′ k′k
❄
and
A ✛
g
B
⇒
γ
⇘τ ⇒
δ
A′
h
❄
✛
g′
B′
h′ k′k
❄
for all appropriately-typed 2-cells γ and δ.
2. Mating preserves horizontal pasting: if σ1 and τ1 are mates with respect
to the adjunctions f1 ⊣ g1 and f ′1 ⊣ g′1, and σ2 and τ2 are mates with
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respect to f2 ⊣ g2 and f ′2 ⊣ g′2, then
A
f1 ✲ B
f2 ✲ C
⇗σ1 ⇗σ2
A′
h
❄
f ′1
✲ B′
k
❄
f ′2
✲ C ′
n
❄
and
A ✛
g1
B ✛
g2
C
⇘τ1 ⇘τ2
A′
h
❄
✛
g′1
B′
k
❄
✛
g′2
C ′
n
❄
are mates, with respect to the adjunctions f2 ○ f1 ⊣ g1 ○ g2 and f ′2 ○ f ′1 ⊣
g′1 ○ g′2.
3. Mating preserves vertical pasting: if σ and τ are mates with respect to
f ⊣ g and f ′ ⊣ g′, and σ′ and τ ′ are mates with respect to f ′ ⊣ g′ and
f ′′ ⊣ g′′, then
A
f
✲ B
⇗σ
A′
h
❄
f ′
✲ B′
k
❄
⇗σ′
A′′
h′
❄
f ′′
✲ B′′
k′
❄
and
A ✛
g
B
⇘τ
A′
h
❄
✛
g′
B′
k
❄
⇘τ ′
A′′
h′
❄
✛
g′′
B′′
k′
❄
are mates with respect to f ⊣ g and f ′′ ⊣ g′′.
2.4. ADJUNCTIONS 43
4. For every adjunction f ⊣ g ∶ A→ B, the structural isomorphisms
A
f
✲ B
≅
A
1
❄
f
✲ B
1
❄
and
A ✛
g
B
≅
A
1
❄
✛
g
B
1
❄
are mates.
We omit the (routine) verification of this proposition, which requires noth-
ing more than the definitions of mate and adjunction, and the coherence
of the unit isomorphisms. The next proposition is essential for some of our
applications of mates in later chapters.
Proposition 2.33. Let γ ∶ F ⇒ G ∶ B → C be a pseudo-natural transforma-
tion, and let f ⊣ g ∶ A→ B be an adjunction in B. Then
FA
Ff
✲ FB
⇗γ−1f
GA
γA
❄
Gf
✲ GB
γB
❄
and
FA ✛
Fg
FB
⇘γg
GA
γA
❄
✛
Gg
GB
γB
❄
are mates with respect to the adjunctions Ff ⊣ Fg and Gf ⊣ Gg.
Proof. Consider the 2-cell
FA
γA ✲ GA
⇑γf
⇒
Fη
FB
γB ✲
Ff
✲
GB
Gf
✲
⇗γg
FA
F1
❄
γA
✲
Fg✛
GA
1
Gg✛
Since γ is pseudo-natural, by the naturality condition in Definition 2.10 this
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is equal to
FA
γA ✲ GA
⇗γ1A ⇒
Gη
GB
Gf
✲
FA
F1
❄
γA
✲ GA
1
⇒
FA G1
❄ Gg✛
which, by the unit condition, is equal to
FA
γA ✲ GA
≅ ⇒
Gη
GB
Gf
✲
FA
1
❄
γA
✲ GA
1
⇒
GA G
❄
1
Gg✛
If we paste γ−1f onto the top of this equation, and ρ
−1
γA
onto the bottom, then
we get
FA
⇒
FA
⇒
Fη
FB
Ff
✲
FA
F1
❄ Fg✛
≅ ⇙γg
GB
γB
❄
GA
γA
❄ Gg✛
1
γA =
FA
≅ FB
Ff
✲
GA
γA
❄
⇗γ−1f
⇒
GA
⇒
Gη
FB
γB
❄
Gf
✲
GA
G1
❄ Fg✛
1
γA
Thus, by equation (2.4.1) and Remark 2.28, γ−1f and γg are indeed mates.
A special case of mating that is sometimes useful occurs when the vertical
1-cells h and k are identities. In this case we may omit them entirely, and
speak of the left mate, or right mate, of a 2-cell f ′ ⇒ f , for adjunctions f ⊣ g,
f ′ ⊣ g′ ∶ A → B. It should be clear what is meant by this: for example, to
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take the right mate of a 2-cell γ ∶ f ′ ⇒ f , one forms the composite
A
f ✲ B
⇗
γ
A
1
❄
f ′
✲ B
f
f ′
1
❄
(where the triangular cells contain unit isomorphisms), and takes its right
mate, say
A ✛
g
B
⇘ τ
A
1
❄
✛
g′
B
1
❄
and then forms the composite
A ✛
g
B
⇘τ
A
1
❄
✛
g′
B
g
≅
g′
≅
1
❄
In general it is necessary to distinguish between left mate and right mate
in this situation, because one cannot tell from the context which is intended.
However, see Prop. 2.42 below for a case where they coincide.
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2.4.2 Adjunctions and mates in terms of string dia-
grams
Adjunctions and mates have a particularly elegant string diagram represen-
tation. Let f ⊣ g ∶ A → B be an adjunction with unit η and counit ε. Then
the unit and counit are drawn as
η
f
g and
ε
f
g
The adjunction axioms say precisely that
η
g
g
f ε
and
η
f
f
g
ε
are both identities. Given a 2-cell σ:
σ
f
f '
h
k
its right mate is
σf '
f
h
k
ε
g
g'
η'
and given a 2-cell τ :
τ
h
g k
g'
its left mate is
f
k
ε
h
f'
g'
η
τ
g
2.4.3 Adjoint pseudo-natural transformations
Now we turn our attention to adjoint pseudo-natural transformations, i.e.
adjunctions in a pseudo-functor bicategory.
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Proposition 2.34. Let there be given an adjoint pair of pseudo-natural
transformations
φ ⊣ γ ∶ F ⇒ G ∶ B → C
with unit η ∶ 1⇛ γφ and counit ε ∶ φγ⇛ 1. Then
1. For every object A ∈ B, there is an adjunction
φA ⊣ γA
with unit ηA and counit εA.
2. For every 1-cell f ∶ A→ B in B, the 2-cells
FA
φA ✲ GA
⇗φf
FB
F (f)
❄
φB
✲ GB
G(f)
❄
and
FA ✛
γA
GA
⇘γ−1f
FB
F (f)
❄
✛
γB
GB
G(f)
❄
are mates with respect to the adjunctions φA ⊣ γA and φB ⊣ γB.
Proof. The first part is immediate by definition, so let’s consider the second.
Since η is a modification, we know that for every f ∶ A→ B,
FA
φA ✲ GA
γA ✲ FA
⇗ φf ⇗ γf
FB
Ff
❄
φB
✲ GB
Gf
❄
γB
✲ FB
Ff
❄
1
⇑ ηB
=
GA
⇑ ηA
FA
1
✲
φA
✲
FA
γA
✲
≅
FB
Ff
❄
1
✲ FB
Ff
❄
Onto both sides of the equation, we paste the 2-cells γ−1f and λ
−1 ∶ Ff → 1○Ff ,
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yielding the equation
FA
φA ✲ GA
⇗ φf
FB
Ff
❄ φB ✲ GB
Gf
❄
FB
Ff ≅
1
⇒
ηB
❄
γB
✛
=
FA
FA
1 ⇒
ηA
❄
✛
γA
GA
φA
✲
⇘ γ−1f
FB
Ff
❄
✛
γB
GB
Ff ≅
Gf
❄
which, by (2.4.1), is what we require.
Proposition 2.35. Let there be given a pseudo-natural transformation
φ ∶ F ⇒ G ∶ B → C.
To give a right adjoint γ ∶ G⇒ F for φ is to give
• for each A ∈ B, a 1-cell γA ∶ GA→ FA and an adjunction φA ⊣ γA,
• such that for every f ∶ A → B in B, the mate of φf with respect to the
adjunctions φA ⊣ γA and φB ⊣ γB is invertible.
Proof. We have already shown (Prop. 2.34) that every right-adjoint pseudo-
natural transformation γ has these properties, so suppose that we have a
collection of adjunctions φA ⊣ γA as in the statement, each with unit ηA and
counit εA, say. For each 1-cell f ∶ A→ B in B, define the 2-cell
GA
γA ✲ FA
⇗γf
GB
Gf
❄
γB
✲ FB
Ff
❄
to be the inverse of the mate of φf . We shall show that these data constitute
a pseudo-natural transformation γ, checking the naturality and composition
conditions of Definition 2.10. This is essentially a matter of writing down the
corresponding conditions for φ and taking mates.
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• The naturality condition for φ states that
FA
φA ✲ GA
⇗ φf ⇒
G(τ)
FB
Ff
❄
φB
✲ GB
GgGf =
FA
φA ✲ GA
⇒
F (τ) ⇗ φg
FB
φB
✲ GB
FgFf Gg
❄
Taking mates of both sides, by Prop. 2.32(1) we have
FA ✛
γA
GA
⇗ γ−1f ⇒
G(τ)
FB
Ff
❄
✛
γB
GB
GgGf =
FA ✛
γA
GA
⇒
F (τ) ⇗ γ
−1
g
FB ✛
γB
GB
FgFf Gg
❄
which may be rearranged into the naturality condition for γ.
• The composition condition for φ states that
FA
Ff
✲ FB
Fg
✲ FC
⇓ Fg,f
⇙ φg○f
GA
φA
❄
G(g ○ f) ✲ GC
F (g ○ f) φC
❄
=
FA
Ff
✲ FB
Fg
✲ FC
⇙ φf ⇙ φg
GB
φB
❄
⇓ Gg,f
GA
φA
❄
G(g ○ f) ✲
Gf
✲
GC
φC
❄
Gg
✲
Taking mates, and using Prop. 2.32(1, 3), gives
FA
Ff ✲ FB
Fg ✲ FC
⇓ Fg,f
⇘ γ−1g○f
GA
γA
✻
G(g ○ f) ✲ GC
F (g ○ f) γC
✻
=
FA
Ff ✲ FB
Fg ✲ FC
⇘ γ−1f ⇘ γ−1g
GB
γB
❄
⇓ Gg,f
GA
γA
✻
G(g ○ f) ✲
Gf
✲
GC
γC
✻
Gg
✲
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which may be rearranged into the composition condition for γ.
It remains to show that each of the collections ηA and εA constitutes a mod-
ification. By equation (2.4.1), we know that
FA
FB
Ff
❄ ⇒
φf
GA
φA
✲
FB
1
❄
✛
γB
GB
Ff ≅
Gf
❄
φB
⇒
ηB
✲
=
FA
φA ✲ GA
FA
1
❄
⇒
ηA
γA
✛ ⇒
γ−1f
GB
G
❄
f
FB
Ff ≅
Ff
❄
γB
✛
This can be rearranged to give
FB
Ff
✲ FA
⇙φf
⇒
ηB
GB
Gf
✲
φB
✲
GA
φA
✲
⇘γf
FB
1
❄
✛
Ff
γA
✛
FA
γA
✛
=
FB ✛
Ff
FA
≅ ⇒
ηA
GA
φA
✲
FB
1
❄
✛
Ff
FA
1
❄
γA
✛
which shows that η is a modification. Similarly, we may use equation (2.4.2)
to show that ε is a modification.
In the bicategory Cat, adjunctions F ⊣ G ∶ C→ D are characterised by the
existence of a natural isomorphism
D(FA,B) ≅ C(A,GB),
natural in A and B. It is interesting to observe that a similar characterisation
exists for adjunctions in an arbitrary bicategory, as the next proposition
shows.
Proposition 2.36. Let there be given 1-cells f ∶ A → B and g ∶ B →
A in a bicategory B. To give an adjunction f ⊣ g is to give, for every
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A ✛
a
X
b✲ B, an isomorphism
φa,b ∶ B(X,B)(f ○ a, b) ≅ B(X,A)(a, g ○ b),
natural in the sense that:
• for every σ ∶ a⇒ a′, τ ∶ b⇒ b′, and ζ ∶ f ○ a′ ⇒ b, we have
X
⇒
φa′,b(ζ)
A ✛
g
a′
✛
B
a ⇘ σ b
′
⇗ τb
✲
=
X
⇒
φa,b′(τ ⋅ ζ ⋅ (f ○ σ))
A ✛
g
B
a b′
• for every k ∶ Y →X and ζ ∶ fa⇒ b, we have
Y
X
k
❄
⇒
φa,b(ζ)
A ✛
g
a
✛
B
b
✲
=
Y
X
k
✛
X
k
✲
⇒
φak,bk(ζ ○ k)
A
a
❄
✛
g
B
b
❄
Proof. By Yoneda, we know that to give an adjunction f ⊣ g is to give an
adjunction B(−, f) ⊣ B(−, g). By Prop. 2.35, we know that to give such an
adjunction is to give, for every X ∈ B, an adjunction B(X,f) ⊣ B(X,g),
collectively subject to condition (2.4.1). This is just an ordinary adjunction,
which can therefore be given as a natural isomorphism
B(X,B)(B(X,f)(a), b) ≅ B(X,A)(a,B(X,g)(b))
natural in a ∈ B(X,A) and b ∈ B(X,B), i.e. a natural isomorphism
B(X,B)(f ○ a, b) ≅ B(X,A)(a, g ○ b).
This corresponds to the data in the statement of this Proposition, subject to
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our first naturality condition. We shall write the unit of this adjunction as
ηa ∶ a⇒ g ○ (f ○ a)
for a ∶X → A.
It remains to show that the second naturality condition is satisfied just
when (2.4.1) is. Writing down the concrete interpretation of (2.4.1) in our
setting, we find that it holds when, for every a ∶ X → A and k ∶ Y → X , the
diagram
a ○ k ηa○k ✲ g ○ (f ○ (a ○ k))
(g ○ (f ○ a)) ○ k
ηa ○ k
❄
αg,f○a,k
✲ g ○ ((f ○ a) ○ k)
g ○ αf,a,k
❄
commutes in B(Y,B). In pictures, this says that
Y
X
k
❄
⇒
ηa
A
a✲
A ✛
g
a
✛
B
b⇗ ζ
f✲
=
Y
X
k
✛
X
k
✲
⇒
ηa○k
A
a
❄
A
a
❄
✛
g
B
b
⇒
ζ
f❄
And since ηa = φa,fa(1fa) by definition, this is equivalent to the particular
case of our second naturality condition with b = f ○ a and ζ = 1f○a.
But this special case implies the general case, by the first naturality con-
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dition: for we have
Y
X
k
❄
⇒
φa,b(ζ)
A ✛
g
a
✛
B
b
✲
=
Y
X
k
❄
⇒
ηa
A
a✲
A ✛
g
a
✛
B
b⇗ ζ
f✲
=
Y
X
k
✛
X
k
✲
⇒
ηa○k
A
b
❄
A
a
❄
✛
g
B
b
⇒
ζ
f❄
=
Y
X
k
✛
X
k
✲
⇒
φa○k,b○k(ζ ○ k)
A
a
❄
✛
g
B
b
❄
as required.
Remark 2.37. In this section we have considered adjunctions in a bicategory.
It is also possible to consider pseudo-adjunctions between bicategories : to
exhibit G ∶ C → B as right pseudo-adjoint to F ∶ B → C is to give an equivalence
C(FA,X) ≃ B(A,GX) pseudo-natural in A andX . We do not pursue pseudo-
adjunctions further here.
2.5 On equivalence
Recall the definition of equivalence (Definition2.14).
Definition 2.38. An adjoint equivalence is an adjunction whose unit and
counit are invertible.
Remark 2.39. If f ⊣ g is an adjoint equivalence with unit η and counit ε,
then g ⊣ f is an adjoint equivalence with unit ε−1 and counit η−1.
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In later chapters, particularly Chapter 6, we will often consider mates with
respect to adjoint equivalences. Such mating has some special properties
which are crucial for our applications.
Lemma 2.40. If we have mates
A
f
✲ B
⇗σ
A′
h
❄
f ′
✲ B′
k
❄
and
A ✛
g
B
⇘τ
A′
h
❄
✛
g′
B′
k
❄
with respect to adjoint equivalences f ⊣ g and f ′ ⊣ g′, then σ is invertible if
and only if τ is.
Proof. Immediate from the definition of mate.
Lemma 2.41. Given adjoint equivalences f ⊣ g ∶ A → B and f ′ ⊣ g′ ∶ A′ →
B′, and an invertible 2-cell
A
f
✲ B
⇗σ
A′
h
❄
f ′
✲ B′,
k
❄
the inverse of the right mate of σ is equal to the left mate of its inverse.
Proof. The right mate of σ is
A ✛
g
B
A′
h
❄ ⇒
σ
B
1
❄
⇒
ε
f
✲
A′
1
❄
✛
g′
B′,
h ≅ k≅
k
❄
f ′
⇒
η′ ✲
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whose inverse is
A ✛
g
B
A′
h
❄ ⇐
σ−1
B
1
❄
⇐
ε−1
f
✲
A′
1
❄
✛
g′
B′,
h ≅ k≅
k
❄
f ′
⇐
η′−1 ✲
which is the left mate of σ−1.
Proposition 2.42. Given adjoint equivalences f ⊣ g ∶ A → B and f ′ ⊣ g′ ∶
A→ B, and an invertible 2-cell
A ⇓γ B
f
f ′
the left mate of γ is equal to its right mate.
Proof. The proof is surprisingly intricate, and rather difficult to follow unless
string diagrams are used. (In fact, this proof is the reason that we have
introduced string diagrams into this chapter.) In string diagram terms, what
we have to prove is that
(η')-1
g'
g
ε-1 f 'f γ =
ε'
g'
g
η
γ f 'f
The proof is as follows:
(η')-1
g'
g
ε-1 f 'f γ
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=
(η')-1
g' g
ε-1 f 'f γ
ε
η
f
g
=
(η')-1
g'
g
ε-1 f 'f
f
γ
ε
η
g
=
(η')-1
g'
g
ε-1 f 'f
f ff '
γ
ε
η
g
γ γ-1
=
(η')-1
g'
g
ε-1 f '
g'
f ' f '
f
ff
γ
ε
ε'
η
g
γ γ-1
(ε')-1
= g'
g
ε-1 f '
f '
f f
f
γ
ε
ε'
η
g
γ
γ-1
=
ε'
g'
g
η
γ f 'f
Proposition 2.43. If there is an equivalence (f, g, e, e′) from A to B, then
there is an adjoint equivalence f ⊣ g with unit e.
Proof. It is well known4 that this is true in Cat. We shall use Yoneda to infer
that it is therefore true in an arbitrary bicategory. Let there be given an equiv-
4And easy to prove using the ordinary Yoneda lemma.
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alence (f, g, e, e′) from A to B. This induces an equivalence from B(−,A) to
B(−,B) in Bicat(Bop,Cat). Thus for every X ∈ B we have an adjoint equiv-
alence in Cat from B(X,A) to B(X,B), with unit B(X,e). By Prop. 2.35
and Lemma 2.40 this induces an adjoint equivalence in Bicat(Bop,Cat), and
Yoneda therefore yields the desired adjoint equivalence in B.
Remark 2.44. It is possible to give a more elementary proof of the preceding
Proposition, by directly constructing a counit for the adjoint equivalence.
This parallels the situation that one frequently encounters in ordinary cate-
gory theory, where there is a choice between a concise, perspicuous Yoneda
proof and an obscure but elementary equational one.
Remark 2.45. An adjunction in B is an adjunction in Bcoop, with the unit and
counit reversed. Thus in the situation of Prop. 2.43 there is also a (generally
different) adjoint equivalence with counit e′.
Just as an ordinary natural transformation is invertible just when all its
components are, so a modification is invertible just when all its compo-
nents are. Furthermore a pseudo-natural transformation is an equivalence
in Bicat(B,C) just when all its components are equivalences in their respec-
tive hom-categories. This latter fact, though unsurprising, is not altogether
trivial to prove – though we have done the hard work already.
Proposition 2.46. Let there be given a pseudo-natural transformation
γ ∶ F ⇒ G ∶ B → C.
This γ is an equivalence in Bicat(B,C) just when for every A ∈ B the 1-cell
γA ∶ FA→ GA is an equivalence.
Proof. Suppose that for every A, the component γA ∶ FA→ GA is an equiv-
alence. By Prop. 2.43 we may suppose that there is an arrow δA ∶ and an
adjoint equivalence γA ⊣ δA. Now the claim follows from Lemma 2.40 and
Prop. 2.35.
2.6 Normal pseudo-functors
Here we prove a useful coherence-type result about pseudo-functors. It is
certainly well-known, but I am not aware of a published proof.
Definition 2.47. A pseudo-functor F ∶ B → C is normal if FA ∶ 1FA → F (1A)
is an identity map for every A ∈ B.
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Lemma 2.48. Let F ∶ B → C be a pseudo-functor, and let there be given,
for all A, B ∈ B, a functor GA,B ∶ B(A,B) → C(FA,FB) and a natural
isomorphism φA,B ∶ FA,B ⇒ GA,B.
Then G may be extended to a pseudo-functor that coincides with F on
objects, such that φ becomes a pseudo-natural equivalence between F and G.
Proof. Define G like F on objects, and let its action on the hom-category
B(A,B) be the functor GA,B. For an object A, let GA be the composite
1GA = 1FA
FA✲ F (1A) (φA,A)1A✲ G(1A),
and for a composable pair A
f✲ B
g✲ C let Gg,f be the composite
G(g) ○G(f) (φ
−1
B,C)g○(φ
−1
A,B)f✲ F (g) ○ F (f) Fg,f✲ F (g ○ f) (φA,C)g○f✲ G(g ○ f).
It is necessary to check that G is indeed a pseudo-functor. For example, for
condition [λ] take an arrow f ∶ A→ B. We have the diagram
1 ○Gf FB ○Gf ✲ F1 ○Gf φ1 ○Gf ✲ G1 ○Gf
1 ○ Ff
FB ○ Ff
✲
1 ○ φ−1f
✲
F1 ○ Ff
φ−11 ○ φ−1f
✛
F1 ○ φ−1f ✲
♮λ [λ]
Ff
λFf
❄
F (λf)
✲ F (1 ○ f)
F1,f
❄
♮φ
Gf
G(λf)
✲
λGf
✲ φf
✛
G(1 ○ f)
G1,f
✲φ1○f ✲
where we have omitted the object subscripts of φ. The regions commute for
the marked reasons, or functoriality of composition, except for the rightmost
region which commutes by definition of G1,f . Thus the outside commutes, and
G satisfies condition [λ]. The other conditions may be checked similarly.
We make φ into a pseudo-natural transformation by defining φA to be the
identity at FA = GA, for every object A. For an arrow f ∶ A → B, φf is
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defined to be the pasting
FA
φA = 1 ✲ GA
⇗ (φA,B)f
FA
Ff
❄
φB = 1
✲ GB
Gf
Ff
Gf
❄
It is easy to check that this constitutes a pseudo-natural transformation, and
its components are identities (hence equivalences), so by Prop. 2.46 it is a
pseudo-natural equivalence, as required.
Proposition 2.49. Every pseudo-functor F is equivalent to a normal pseudo-
functor that agrees with F on objects, as well as on non-identity 1-cells and
the 2-cells between them.
Proof. Let there be given a pseudofunctor F ∶ B → C. We shall construct an
equivalent normal pseudofunctor G. By Lemma 2.48 it suffices to do so for
each hom-category separately. The definition of GA,B and φA,B is by cases,
as follows.
• Given objects A ≠ B, let GA,B = FA,B and let φA,B be the identity.
• For each object A, let GA,A(1) = 1, and let GA,A(f) = FA,A(f) for f ≠ 1.
• Given a 2-cell β ∶ f ⇒ g ∶ A → A with f ≠ 1 ≠ g, let GA,A(β) = β.
• Given a 2-cell β ∶ 1⇒ f ∶ A→ A with f ≠ 1, let GA,A(β) = F (β) ⋅ FA.
• Given a 2-cell γ ∶ f ⇒ 1 ∶ A → A with f ≠ 1, let GA,A(γ) = F −1A ⋅ F (γ).
• Given a 2-cell δ ∶ 1⇒ 1 ∶ A → A, let GA,A(δ) = F −1A ⋅ F (δ) ⋅ FA.
• Let (φA,A)1 ∶ F (1A)→ G(1A) = 1GA = 1FA be F −1A ,
• and let (φA,A)f = 1.
It is straightforward to check (four cases) that this makes φA,A a natural
transformation.
Now we may extend G to a pseudo-functor using Lemma 2.48, in which
GA is defined to be (φA,A)1 ⋅FA. Since (φA,A)1 = F −1A by definition, GA is the
identity and so G is normal, as required.
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Chapter 3
Monoidal Bicategories
Definition 3.1. A monoidal bicategory B is a bicategory equipped with a
unit object I ∈ B, a pseudo-functor
⊗ ∶ B × B → B,
pseudo-natural equivalences a, l and r with components
aA,B,C ∶ A⊗ (B ⊗C)→ (A⊗B)⊗C,
lA ∶ I⊗A→ A,
rA ∶ A⊗ I→ A,
and invertible modifications π, µ, L and R with components
A⊗ (B ⊗ (C ⊗D)) aA,B,C⊗D✲ (A⊗B)⊗ (C ⊗D) aA⊗B,C,D✲ ((A⊗B)⊗C)⊗D
⇓ πA,B,C,D
A⊗ ((B ⊗C)⊗D)
aA,B⊗C,D
✲
A⊗ aB,C,D
✲
(A⊗ (B ⊗C))⊗D
aA,B,C ⊗D
✲
A⊗ (I⊗C) aA,I,C✲ (A⊗ I)⊗C
⇒
µA,C
A⊗C
rA ⊗C
✛
A⊗ lC
✲
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I⊗ (B ⊗C) aI,B,C✲ (I⊗B)⊗C
⇒
LB,C
B ⊗C
lB ⊗C
✛
lB⊗C
✲
A⊗ (B ⊗ I) aA,B,I✲ (A⊗B)⊗ I
⇒
RA,B
A⊗B
rA⊗B
✛
A⊗ rB
✲
such that for all A, B, C, D and E in B, the condition shown in Fig. 3.1
holds, and for all A, B and C, the following two conditions hold:
A⊗ (B ⊗C) aA,B,C ✲ (A⊗B)⊗C
A⊗ (I⊗ (B ⊗C)) aA,I,B⊗C✲
A⊗ lB⊗C
⇘ µA,B⊗C
✲
(A⊗ I)⊗ (B ⊗C)
rA ⊗ (B ⊗C)
✻
aA⊗I,B,C ✲ ((A⊗ I)⊗B)⊗C
⇘ arA,B,C (rA ⊗B)⊗C
✻
⇓ πA,I,B,C
A⊗ ((I⊗B)⊗C)
aA,I⊗B,C
✲
A⊗ aI,B,C
✲
(A⊗ (I⊗B))⊗C
aA,I,B ⊗C
✲
is equal to
A⊗ (B ⊗C) aA,B,C ✲ (A⊗B)⊗C
A⊗ (I⊗ (B ⊗C))
A⊗ lB⊗C
✲
⇘ A⊗LB,C ⇘ aA,lB ,C ⇒µA,B ⊗C ((A⊗ I)⊗B)⊗C
(rA ⊗B)⊗C
✛
A⊗ ((I⊗B)⊗C)
A⊗ (lB ⊗C)
✻
aA,I⊗B,C
✲
A⊗ aI,B,C ✲
(A⊗ (I⊗B))⊗C
(A⊗ lB)⊗C
✻
aA,I,B ⊗C
✲
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(A⊗B)⊗ (C ⊗ (D ⊗E)) a ✲((A⊗B)⊗C)⊗ (D ⊗E) a ✲ (((A ⊗B)⊗C)⊗D)⊗E
⇓ π(A⊗B),C,D,E ((A⊗ (B ⊗C))⊗D)⊗E
(a⊗D)⊗E✛
A⊗ (B ⊗ (C ⊗ (D ⊗E)))
a
✲
⇓ a−1 (A⊗B)⊗ ((C ⊗D)⊗E)
a
✲
(A⊗B)⊗ a
✲
((A⊗B)⊗ (C ⊗D))⊗E
a⊗E
✲
⇒
πA,B,C,D ⊗E
⇘ πA,B,(C⊗D),E (A⊗ ((B ⊗C)⊗D))⊗E
a⊗E
✻
A⊗ (B ⊗ ((C ⊗D)⊗E))
A⊗ a
✲
a
✲
A⊗ (B ⊗ a)
✲
A⊗ ((B ⊗ (C ⊗D))⊗E)
a
✲ (A⊗ (B ⊗ (C ⊗D)))⊗E
a⊗E
✛
(A⊗ a)⊗E
✲
must be equal to
(A⊗B)⊗ (C ⊗ (D ⊗E)) a✲ ((A⊗B)⊗C)⊗ (D ⊗E) a ✲ (((A ⊗B)⊗C)⊗D)⊗E
⇘ πA,B,C,(D⊗E)
⇘ a
(A⊗ (B ⊗C))⊗ (D ⊗E)
a⊗ (D ⊗E)
✻
a
✲ ((A⊗ (B ⊗C))⊗D)⊗E
(a⊗D)⊗E
✻
A⊗ (B ⊗ (C ⊗ (D ⊗E))) A⊗ a ✲
a
✲
A⊗ ((B ⊗C)⊗ (D ⊗E))
a
✲
⇘ πA,(B⊗C),D,E
A⊗ (((B ⊗C)⊗D)⊗E)
a
✲
A⊗ a ✲
(A⊗ ((B ⊗C)⊗D))⊗E
a⊗E
✻
⇓ A⊗ πB,C,D,E
⇘ a
A⊗ (B ⊗ ((C ⊗D)⊗E))
A⊗ a
✲
A⊗ (B ⊗ a)
✲
A⊗ ((B ⊗ (C ⊗D)⊗E)
A⊗ (a⊗E)
✻
a
✲ (A⊗ (B ⊗ (C ⊗D)))⊗E
(A⊗ a)⊗E
✻
Figure 3.1: The associativity axiom used in the definition of monoidal bicategory (sometimes called the non-abelian 4-cocycle condition).
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and
A⊗ (B ⊗C) aA,B,C ✲ (A⊗B)⊗C
A⊗ (B ⊗ (I⊗C))
A⊗ (B ⊗ lC) ⇘ aA,B,lC
✻
aA,B,I⊗C ✲ (A⊗B)⊗ (I⊗C)
(A⊗B)⊗ lC ⇒
µ(A⊗B),C
✻
a(A⊗B),I,C
✲ ((A⊗B)⊗ I)⊗C
rA⊗B ⊗C
✛
⇓ πA,I,B,C
A⊗ ((B ⊗ I)⊗C)
aA,B⊗I,C
✲
A⊗ aB,I,C
✲
(A⊗ (B ⊗ I))⊗C
aA,I,B ⊗C
✲
is equal to
A⊗ (B ⊗C) aA,B,C ✲ (A⊗B)⊗C
A⊗ (B ⊗ (I⊗C))
A⊗ (B ⊗ lC) ✲
⇘ A⊗ µB,C ⇘ aA,rB,C ⇒RA,B ⊗C ((A⊗B)⊗ I)⊗C
rA⊗B ⊗C
✛
A⊗ ((B ⊗ I)⊗C)
A⊗ (rB ⊗C)
✻
aA,B⊗I,C
✲
A⊗ aB,I,C ✲
(A⊗ (B ⊗ I))⊗C
(A⊗ rB)⊗C
✻
aA,B,I ⊗C
✲
This is not quite the most general possible definition, since we have merely
specified an object I rather than a pseudo-functor 1 → B. But since every
pseudo-functor is equivalent to a normal one, there is no essential loss of
generality.
When we have occasion to refer explicitly to the equivalence-inverse of a,
l or r, we shall denote it as a′, l′ or r′. Furthermore, we shall assume where
necessary that we have adjoint equivalences a ⊣ a′, l ⊣ l′ etc.
When working in a monoidal bicategory, we extend our convention of not
explicitly naming structural isomorphisms to the isomorphisms representing
the pseudo-functoriality of tensor. Instead we mark them with the symbol ∼.
Note that there will usually be some implicit structural isomorphisms too:
for example, given 1-cells f ∶ A→ B and g ∶ C →D, the diagram
A⊗B A⊗ g✲ A⊗D
∼
C ⊗B
f ⊗B
❄
C ⊗ g
✲ C ⊗D
f ⊗D
❄
indicates the 2-cell
(f ⊗D) ○ (A⊗ g) ⊗(f,1),(1,g)✲ (f ○ 1)⊗ (1 ○ g) ρf⊗λg✲ f.g
λ−1
f
⊗ρ−1g✲ (1.f)⊗ (g.1) ⊗
−1
(1,f),(g,1)✲ (C ⊗ g) ○ (f ⊗B).
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Remark 3.2. Notice that the first unit equation – since all its cells are invert-
ible – allows A⊗ LB,C to be expressed in terms of π, µ and a. In particular
I⊗ LB,C may be so expressed which, since the pseudofunctor I⊗ − is equiv-
alent, via l, to the identity, allows LB,C to be expressed in terms of π, µ,
a and the implicit data that make l an equivalence. Furthermore it is not
hard to see that the components LA,B thus defined constitute a modification.
Therefore the modification L may be defined in terms of the other data. It
is perhaps tempting to conclude that L is redundant, but there is a subtlety:
the modification L so defined does not necessarily – at least as far as I can
tell – satisfy the necessary equation. Thus we could suppress L (and R too,
since its definition is symmetrical to that of L) from our definition, but only
at the expense of introducing a new and complicated equation involving the
other data.
3.1 Monoidal pseudo-functors and transfor-
mations
Definition 3.3. A monoidal pseudofunctor F ∶ B → C, between monoidal
bicategories B and C, consists of a pseudofunctor equipped with:
• a 1-cell F⊗
I
∶ I→ F I,
• a pseudo-natural transformation F⊗ with components
F⊗A,B ∶ FA⊗ FB → F (A⊗B)
• an invertible modification F a with components
FA⊗ (FB ⊗FC) aFA,FB,FC✲ (FA⊗ FB)⊗ FC
FA⊗ F (B ⊗C)
FA⊗ F⊗B,C
❄
⇗ F aA,B,C F (A⊗B)⊗FC
F⊗A,B ⊗ FC
❄
F (A⊗ (B ⊗C))
F⊗A,B⊗C
❄
F (aA,B,C)
✲ F ((A⊗B)⊗C)
F⊗A⊗B,C
❄
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invertible modifications F l and F r with components
I⊗FA F
⊗
I
⊗ FA
✲ F I⊗FA
⇒
F lA
FA
lFA
❄
✛
F (lA) F (I⊗A)
F⊗
I,A
❄
FA⊗ I FA⊗ F
⊗
I✲ FA⊗ F I
⇒
F rA
FA
rFA
❄
✛
F (rA) F (A⊗ I)
F⊗A,I
❄
satisfying the equation shown in Figs. 3.2 and 3.3, and also such that for all
A, B ∈ B the pasting
FA⊗ (I⊗ FB) aFA,I,FB ✲ (FA⊗ I)⊗FB
⇗ aFA,F⊗
I
,FB
FA⊗ (F I⊗FB)
FA⊗ (F⊗
I
⊗ FB)
❄
aFA,F I,FB
✲ (FA⊗ F I)⊗FB
(FA⊗ F⊗
I
)⊗FB
❄ F⊗A,I ⊗ FB✲ F (A⊗ I)⊗ FB
⇒
FA⊗F lB
⇗ F aA,I,B
FA⊗F (I⊗B)
FA⊗ F⊗
I,B
❄ F⊗A,I,B ✲ F (A⊗ (I⊗B)) F (aA,I,B)✲ F ((A⊗ I)⊗B)
F⊗A⊗I,B
❄
⇗ F⊗A,lB
FA⊗FB
FA⊗FB
❄
F⊗A,B
✲ F (A⊗B)
FA⊗ lFB
F (A⊗ lB) ⇒
F (µA,B)
❄
F (rA ⊗B)
✛
is equal to
FA⊗ (I⊗ FB) aFA,I,FB✲ (FA⊗ I)⊗FB (FA⊗F
⊗
I
)⊗FB
✲ (FA⊗F I)⊗ FB
⇒
µFA,FB
⇒
F rA ⊗ FB
FA⊗ FB ✛
F (rA)⊗ FB
rFA ⊗ FB
✛
FA⊗ lFB ✲
F (A⊗ I)⊗FB
F⊗A,I ⊗ FB
❄
⇘ F⊗rA,B
F (A⊗B)
F⊗A,B
❄
✛
F (rA ⊗B) F ((A⊗ I)⊗B)
F⊗A⊗I,B
❄
Definition 3.4. A strong monoidal pseudofunctor is a monoidal pseudo-
functor F for which the 1-cell F⊗
I
is an equivalence, and the pseudo-natural
transformation F⊗ is a pseudo-natural equivalence.
Remark 3.5. One might try to define a strict map of monoidal bicategories to
be a monoidal strict functor F such that F⊗I and F⊗ are identities. However
it’s easy to see that, with this definition, the composite of two strict maps
is not necessarily strict (because the composite of two identities is not nec-
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FA⊗ (FB ⊗ (FC ⊗FD)) FA⊗ (FB ⊗F
⊗
C,D)✲ FA⊗ (FB ⊗F (C ⊗D)) FA⊗ F
⊗
B,C⊗D✲ FA⊗ F (B ⊗ (C ⊗D)) F
⊗
A,B⊗(C⊗D)✲ F (A⊗ (B ⊗ (C ⊗D)))
⇙ FA⊗ F aB,C,D ⇙ (F⊗A,aB,C,D)−1
FA⊗ ((FB ⊗ FC)⊗FD)
FA⊗ aFB,FC,FD
❄ FA⊗ (F⊗B,C ⊗FD)✲ FA⊗ (F (B ⊗C)⊗ FD) FA⊗ F
⊗
B⊗C,D✲ FA⊗ F ((B ⊗C)⊗D)
FA⊗F (aB,C,D)
❄ F⊗
A,(B⊗C)⊗D✲ F (A⊗ ((B ⊗C)⊗D)
F (A⊗ aB,C,D)
❄
⇙ αFA,F⊗
B,C
,FD ⇙ F aA,B⊗C,D ⇐F (πA,B,C,D) F ((A⊗B)⊗ (C ⊗D))
(FA⊗ (FB ⊗ FC))⊗ FD
aFA,FB⊗FC,FD
❄
(FA⊗ F⊗B,C)⊗FD
✲ (FA⊗ F (B ⊗C))⊗FD
aFA,F (B⊗C),FD
❄
F⊗A,B⊗C ⊗ FD
✲ F (A⊗ (B ⊗C))⊗ FD
F⊗
A⊗(B⊗C),D
✲ F ((A⊗ (B ⊗C))⊗D)
F (aA,B⊗C,D)
❄
⇙ F aA,B,C ⊗ FD ⇙ (F⊗aA,B,C ,D)−1
((FA⊗ FB)⊗ FC)⊗ FD
aFA,FB,FC ⊗FD
❄
(F⊗A,B ⊗ FC)⊗FD
✲ (F (A⊗B)⊗FC)⊗FD
F⊗A⊗B,C ⊗ FD
✲ F ((A⊗B)⊗C)⊗ FD
F (aA,B,C)⊗FD
❄
F⊗
(A⊗B)⊗C,D
✲ F (((A⊗B)⊗C)⊗D)
F (aA,B,C⊗D)
F (aA,B,C⊗D)
F (aA,B,C ⊗D)
❄
Figure 3.2: Left-hand side of an equation used in the definition of monoidal pseudo-functor: for all A, B, C, D ∈ B, this pasting must be
equal to the one shown in Fig. 3.3.
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FA⊗ (FB ⊗ (FC ⊗ FD)) FA⊗ (FB ⊗F
⊗
C,D)✲ FA⊗ (FB ⊗F (C ⊗D)) FA⊗ F
⊗
B,C⊗D✲ FA⊗ F (B ⊗ (C ⊗D)) F
⊗
A,B⊗(C⊗D)✲ F (A⊗ (B ⊗ (C ⊗D)))
⇙ aFA,FB,F (C⊗D)
FA⊗ ((FB ⊗ FC)⊗ FD) (FA⊗ FB)⊗ F (C ⊗D)
aFA,FB,F (C⊗D)
❄
⇙ F aA,B,C⊗D
⇐
πFA,FB,FC,FD
(FA⊗ FB)⊗ (FC ⊗ FD)
aFA,FB,FC⊗FD
❄
(FA⊗FB)⊗F⊗C,D
✲
≅ F (A⊗B)⊗F (C ⊗D) F
⊗
A⊗B,C⊗D✲
F⊗A,B ⊗ F (C ⊗D)
✲
F ((A⊗B)⊗ (C ⊗D))
F (aA,B,C⊗D)
❄
(FA⊗ (FB ⊗ FC))⊗FD
aFA,FB⊗FC,FD
❄
F (A⊗B)⊗ (FC ⊗ FD)
F (A⊗B)⊗ F⊗C,D
✲
F⊗A,B ⊗ (FC ⊗ FD) ✲
⇙ F aA⊗B,C,D
⇙ aF⊗
A,B
,FC,FD
((FA⊗ FB)⊗ FC)⊗ FD
aFA⊗FB,FC,FD
❄
(F⊗A,B ⊗FC)⊗FD
✲ (F (A⊗B)⊗FC)⊗ FD
aF (A⊗B),FC,FD
❄
F⊗A⊗B,C ⊗ FD
✲ F ((A⊗B)⊗C)⊗ FD
F⊗
(A⊗B)⊗C,D
✲ F (((A⊗B)⊗C)⊗D)
FA⊗ aFB,FC,FD
aFA,FB,FC ⊗FD
F (aA⊗B,C,D)
❄
Figure 3.3: Right-hand side of the equation: this pasting must be equal to the one shown in Fig. 3.2
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essarily an identity). On the other hand, there certainly is a category whose
objects are monoidal bicategories and whose arrows preserve all the structure
on the nose. Moreover, these strict maps are in one-one correspondence with
monoidal strict functors defined as above; but their composition is subtly
different.
The moral of the story is that we cannot, in general, expect to be able to
define strict maps merely as special pseudo-maps. That this is possible for
bicategories is merely a low-dimensional quirk.
In a similar way, composition of monoidal pseudofunctors is not associative
on the nose; again, the existence of a category (as opposed to a bi- or tricat-
egory) of bicategories and pseudofunctors is a low-dimensional phenomenon
that cannot be expected to persist at higher dimensions.
Definition 3.6. A monoidal pseudo-natural transformation γ ∶ F ⇒ G ∶ B →
C between monoidal pseudo-functors F and G is a pseudo-natural transfor-
mation equipped with an invertible 2-cell
γ⊗
I
∶ γI ○F⊗I ⇒ G⊗I
and an invertible modification with components
FA⊗FB F
⊗
A,B✲ F (A⊗B)
⇙ γ⊗A,B
GA⊗GB
γA ⊗ γB
❄
G⊗A,B
✲ G(A⊗B)
γA⊗B
❄
such that for all A, B, C ∈ B, the pasting
FA⊗ (FB ⊗FC) FA⊗F
⊗
B,C✲ FA⊗F (B ⊗C) F
⊗
A,B⊗C✲ F (A⊗ (B ⊗C))
⇙ F aA,B,C
(FA⊗FB)⊗FC
aFA,FB,FC
❄ F⊗A,B ⊗ FC✲ F (A⊗B)⊗ FC F
⊗
A⊗B,C✲ F ((A⊗B)⊗C)
F (aA,B,C)
❄
≅
(FA⊗FB)⊗GC
(FA⊗ FB)⊗ γC
❄
F⊗A,B ⊗GC
✲ F (A⊗B)⊗GC
F (A⊗B)⊗ γC ≅
❄
⇙ γ⊗A⊗B,C
⇙ γ⊗A,B ⊗GC
(GA⊗GB)⊗GC
(γA ⊗ γB)⊗GC
❄
G⊗A,B ⊗GC
✲ G(A⊗B)⊗GC
γA⊗B ⊗GC
❄
G⊗A⊗B,C
✲ G((A⊗B)⊗C)
γA ⊗ (γB ⊗ γC)
γA⊗B ⊗ γC
γA⊗B,C
❄
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is equal to
FA⊗ (FB ⊗ FC) FA⊗ F
⊗
B,C✲ FA⊗ F (B ⊗C) F
⊗
A,B⊗C✲ F (A⊗ (B ⊗C))
⇙ FA⊗ γ⊗B,C
FA⊗ (GB ⊗GC)
FA⊗ (γB ⊗ γC)
❄
FA⊗G⊗B,C
✲ FA⊗G(B ⊗C)
FA⊗ γB⊗C ≅
❄
≅ ⇙ γ⊗A,B⊗C ⇐γαA,B,C F ((A⊗B)⊗C)
F (aA,B,C)
✲
GA⊗ (GB ⊗GC)
γA ⊗ (GB ⊗GC)
❄
GA⊗G⊗B,C
✲ GA⊗G(B ⊗C)
γA ⊗G(B ⊗C)
❄
G⊗A,B⊗C
✲ G(A⊗ (B ⊗C))
γA⊗(B⊗C)
❄
⇙ aγA,γB ,γC ⇙ GaA,B,C
(FA⊗FB)⊗FC (γA ⊗ γB)⊗ γC
✲ (GA⊗GB)⊗GC
aGA,GB,GC
❄
G⊗A,B ⊗GC
✲ G(A⊗B)⊗GC
G⊗A⊗B,C
✲ G((A⊗B)⊗C)
γ
A
⊗(
γ
B
⊗γ
C
)
≅
aFA,FB,FC
γA ⊗ γB⊗C
G(aA,B,C)
❄
γ(A⊗B)⊗C
✛
and for all A ∈ B, the pasting
FA⊗ I FA⊗F
⊗
I✲ FA⊗ F I
⇒
F rA
GA⊗ I ⇒
rγA
FA
rFA
❄
✛
F (rA) F (A⊗ I)
F⊗A,I
❄ ⇒
γ⊗A,I
GA⊗GI
⇗ γrA
GA
γA
❄
✛
G(rA) G(A⊗ I)
γA ⊗ I
rGA
γA ⊗ γI
G⊗A,I
γA⊗I
❄
is equal to
FA⊗ I FA⊗ F
⊗
I✲ FA⊗F I
≅
GA⊗ I
γA ⊗ I
❄
GA⊗ F⊗
I
✲ GA⊗F I
γA ⊗F I ≅
❄
GA⊗ γI
✲ GA⊗GI
γA ⊗ γI
✲
⇑ GA⊗ γ⊗
I
⇒
GrA
GA
rGA
❄
✛
G(rA) G(A⊗ I)
GA⊗G⊗
I
G⊗A,I
❄
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and
I⊗ FA F
⊗
I
⊗ FA
✲ F I⊗FA
⇒
F lA
I⊗GA ⇒
lγA
FA
lFA
❄
✛
F (lA) F (I⊗A)
F⊗
I,A
❄ ⇒
γ⊗
I,A
GI⊗GA
⇗ γlA
GA
γA
❄
✛
G(lA) G(I⊗A)
I⊗ γA
lGA
γI ⊗ γA
G⊗
I,A
γI⊗A
❄
is equal to
I⊗FA F
⊗
I
⊗FA
✲ F I⊗ FA
≅
I⊗GA
I⊗ γA
❄
F⊗
I
⊗GA
✲ F I⊗GA
F I⊗ γA ≅
❄
γI ⊗GA
✲ GI⊗GA
γI ⊗ γA
✲
⇑ γ⊗
I
⊗GA
⇒
GlA
GA
lGA
❄
✛
G(lA) G(I⊗A)
G⊗
I
⊗GA
G⊗
I,A
❄
Definition 3.7. A monoidal modification m ∶ γ ⇛ δ ∶ F ⇒ G, between
monoidal pseudo-natural transformations F and G, is a modification with
the property that
F I
I
F⊗
I
✲
⇙ δ⊗
I
GI
γI
⇐
mI
δI
❄G
⊗
I
✲
= γ⊗
I
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and
FA⊗ FB F
⊗
A,B✲ F (A⊗B)
⇐
mA ⊗mB
⇙ γ⊗A,B
GA⊗GB
γA ⊗ γB
❄
G⊗A,B
✲ G(A⊗B)
δA ⊗ δB γA⊗B
❄
=
FA⊗FB F
⊗
A,B✲ F (A⊗B)
⇙ δ⊗A,B
⇐
mA⊗B
GA⊗GB
δA ⊗ δB
❄
G⊗A,B
✲ G(A⊗B)
γA⊗B
δA⊗B
❄
3.2 On coherence
This section aims to give a concise overview of the available coherence results
for monoidal bicategories. In a later chapter (4), we shall prove some further
coherence results, which are then used to develop a framework that allows us
to reason about pseudomonoids without becoming bogged down in coherence
conditions. First, we survey the coherence results that do (and do not) exist
in the literature. The existing coherence theorems apply to tricategories, of
which monoidal bicategories are a special case: a tricategory with one object
is essentially a monoidal bicategory, in just the same way that a bicategory
with one object is essentially a monoidal category. We shall state the results
as they apply to monoidal bicategories, since that is the situation of interest
here.
The original coherence theorem (Gordon et al., 1995) implies that every
monoidal bicategory is monoidally biequivalent to a Gray monoid:
Definition 3.8. A Gray monoid is a monoidal bicategory B in which:
• the underlying bicategory B is a 2-category,
• given composable pairs f , g and h, k of 1-cells, if either f or k is an
identity then the structural 2-cell
(f ⊗ h) ○ (g ⊗ k) ⇒ (f ○ g)⊗ (h ○ k)
is an identity,
• the structural equivalences a, l and r are identities.
The second condition here is the most mysterious. It means that for every
object A ∈ B, the pseudofunctors A ⊗ − and − ⊗A are 2-functors, and that
furthermore the tensor product f ⊗ g of 1-cells f ∶ A → C and g ∶ B → D is
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equal to the composite
A⊗B f⊗B✲ C ⊗B C⊗g✲ C ⊗D.
When working in a Gray monoid, it will often be convenient to decompose
tensor products of 1-cells in this way. Then the only structural 2-cells are of
the form
A⊗B f ⊗B✲ C ⊗B
∼
A⊗D
A⊗ g
❄
f ⊗D
✲ C ⊗D,
C ⊗ g
❄
or composites thereof. We shall label them merely with the symbol ∼ (as
above), since there is no possible ambiguity.
This line of work is extended by Gurski (2006), who shows that every free
monoidal bicategory is monoidally biequivalent to a free Gray monoid on the
same generators. In particular, Gurski shows that the canonical monoidal
pseudofunctor from the free monoidal bicategory to the free Gray monoid is
a monoidal biequivalence. For our purposes, this theorem is not as useful as it
sounds. For example, we should like to say that the free monoidal bicategory
on a pseudomonoid object is canonically monoidally biequivalent to the free
Gray monoid on a pseudomonoid object. I imagine this is true1, but it does
not follow from Gurski’s theorem. The reason is that the theorem applies only
to free constructions of a particular sort, in which the 1-cell generators are of
the form X → Y , where X and Y are 0-cell generators. A pseudomonoid can
not be described in this form, since it requires a ‘tensor’ 1-cell P ∶ C⊗C→ C.
Gurski also provides a strictification (Grayification?) construction, showing
explicitly how to construct, for any monoidal bicategory B, a Gray monoid
Gr(B) together with explicit monoidal biequivalences e ∶ Gr(B) → B and
f ∶ B → Gr(B). Furthermore, for any strong monoidal pseudofunctor F ∶ B →
C, Gurski constructs a strict functor GrF ∶ Gr(B) → Gr(C) such that the
1 Let me be bold: I conjecture that the free monoidal bicategory on a pseudomonoid
object is canonically monoidally biequivalent to the free strict 2-monoidal 2-category on
a pseudomonoid object, where ‘2-monoidal’ means that the tensor product is given by a
2-functor rather than a general pseudofunctor.
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diagrams
Gr(B) GrF✲ Gr(C)
B
e
❄
F
✲ C
e
❄
and
B F ✲ C
Gr(B)
f
❄
GrF
✲ Gr(C)
f
❄
commute up to monoidal equivalence. We make essential use of this construc-
tion in Chapter 5.
3.3 Braided monoidal bicategories
The history of attempts to define the concept of braided monoidal bicate-
gory highlights the difficulties inherent in even finding the correct definition.
The first definition was given by Kapranov and Voevodsky (1994), with some
errors and omissions. The errors and some omissions were pointed out by Car-
mody (1995) and Baez and Neuchl (1996) – presumably independently, since
neither cites the other – though Baez and Neuchl go further than Carmody
and give their own definition of braiding for a Gray monoid. This definition
includes an additional axiom (our third axiom below), which they attribute
to Breen (1994). Baez and Neuchl (1996) do not give any axioms relating
the unit object to the braiding. This is mentioned in their Section 5(1) as an
issue that remains to be resolved. Subsequently Crans (1998) noticed that
this omission causes an error in Baez and Neuchl’s ‘center’ construction, and
showed how it could be fixed by adding six axioms for the unit. Day and
Street (1997) also gave a definition of braiding with just one axiom for the
unit, and despite the superficial differences this axiomatisation is equivalent
to Crans’s. (It turns out that four of Crans’s six unit axioms are redundant.)
These definitions both take the unit to be strict – in terms of our defini-
tion below, they take the 1-cells sA,I and sI,A and the 2-cells UA∣I and UI∣A
to be identities . The justification for such a restriction is presumably the
reasonable expectation that a coherence theorem for tetracategories would
show every braided monoidal bicategory to be suitably equivalent to one with
such a strict unit. Since an expectation, however reasonable, is not a proof,
we have opted to eschew the modest simplification that such a restriction
brings. Thus the definition below is conceivably the first that includes all
the structure known to be necessary at its natural level of strictness, though
we do not claim that any new insight was needed to formulate it. (It is not
unimaginable that further axioms should yet be found wanting, though the
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results of Chapter 4 provide strong evidence that these axioms do suffice.)
Definition 3.9. A braiding for a monoidal bicategory B consists of a pseudo-
natural equivalence s with 1-cell components
sA,B ∶ A⊗B → B ⊗A,
invertible modifications S−∣−,− and S−,−∣− with components
A⊗ (B ⊗C) a✲ (A⊗B)⊗C sA⊗B,C✲ C ⊗ (A⊗B)
⇙SA,B∣C
A⊗ (C ⊗B)
A⊗ sB,C
❄
a
✲ (A⊗C)⊗B
sA,C ⊗B
✲ (C ⊗A)⊗B,
a
❄
(A⊗B)⊗C a′✲ A⊗ (B ⊗C) sA,B⊗C✲ (B ⊗C)⊗A
⇗SA∣B,C
(B ⊗A)⊗C
sA,B ⊗C
❄
a′
✲ B ⊗ (A⊗C)
B ⊗ sA,C
✲ B ⊗ (C ⊗A),
a′
❄
and invertible modifications UI∣− and U−∣I with components
I⊗A sI,A✲ A⊗ I⇐
UI∣A
A
rA✛
lA ✲
A⊗ I sA,I✲ I⊗A⇒
UA∣I
A,
lA✛
rA ✲
subject to various axioms. We have chosen to state these axioms in the Gray
monoid setting, since the general versions are horribly unwieldy. This can be
justified by the observation that the data above may be transported across a
monoidal biequivalence: given a monoidal biequivalence (preferably a mon-
oidal pseudo-adjoint biequivalence)
B F✲✛
G
C
between monoidal bicategories, braiding data for B, say, induces braiding
data for C in a canonical way. For example, the 1-cell sA,B ∶ A ⊗B → B ⊗A
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in C is defined as
A⊗B ≈ GFA⊗GFB ≈ G(FA⊗FB)
G(sFA,FB)
✲ G(FB⊗FA) ≈ GFB⊗GFA ≈ B⊗A.
It is easy, though tedious, to check that all the braiding data may be trans-
ported in this way. Given this, and the axioms below, we may define a braided
monoidal bicategory to be a monoidal bicategory B equipped with braiding
data, such that these data satisfy the axioms when transported to Gr(B).
This is unsatisfyingly indirect, and complicates the task of verifying these
axioms of any particular monoidal bicategory, but seems preferable to the
alternative. One should also verify that, given two Gray monoids B and C
and a monoidal biequivalence as above, the braiding data for B satisfy the
axioms if and only if the transported data satisfy the axioms in C. I confess
I have not explicitly done this, though it seems unlikely to be false.
In a more pragmatic (if less precise) vein, one could regard these axioms as
being mere abbreviations of the general versions. In practice it is clear how
to write down the equivalent axioms for a general monoidal bicategory, by
inserting structural 2-cells where necessary.
The axioms follow. There are four axioms that relate the S modifications
to each other:
A⊗B ⊗C ⊗D sA⊗B⊗C,D✲ D ⊗A⊗B ⊗C
⇓SA,B⊗C∣D
⇙A⊗SB,C∣D
A⊗B ⊗D ⊗C
A⊗B⊗sC,D
❄
A⊗sB,D⊗C
✲ A⊗D ⊗B ⊗C
sA,D⊗B⊗C
✻
A⊗s
B
⊗
C
,D
✲
=
A⊗B ⊗C ⊗D sA⊗B⊗C,D✲ D ⊗A⊗B ⊗C
⇓SA⊗B,C∣D
⇘SA,B∣D⊗C
A⊗B ⊗D ⊗C
A⊗B⊗sC,D
❄
A⊗sB,D⊗C
✲
sA
⊗B
,D
⊗C
✲
A⊗D ⊗B ⊗C
sA,D⊗B⊗C
✻
A⊗B ⊗C ⊗D sAB⊗C⊗D✲ B ⊗C ⊗D ⊗A
⇑SA∣B⊗C,D
⇗SA∣B,C⊗D
B ⊗A⊗C ⊗D
sA,B⊗C⊗D
❄
B⊗sA,C⊗D
✲ B ⊗C ⊗A⊗D
B⊗C⊗sA,D
✻
s
A
,B
⊗
C ⊗D
✲
=
A⊗B ⊗C ⊗D sAB⊗C⊗D✲ B ⊗C ⊗D ⊗A
⇑SA∣B,C⊗D
⇖B⊗SA∣C,D
B ⊗A⊗C ⊗D
sA,B⊗C⊗D
❄
B⊗sA,C⊗D
✲
B
⊗s
A
,C
⊗D
✲
B ⊗C ⊗A⊗D
B⊗C⊗sA,D
✻
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A⊗B ⊗C ⊗D A⊗ sB,C⊗D ✲ A⊗C ⊗D ⊗B
⇑ A⊗SB∣C,D
⇒
SA,B∣C⊗D
A⊗C ⊗B ⊗D
A⊗
C⊗
sB,D
✲
A⊗s
B
,C ⊗D
✲
∼ C ⊗A⊗D ⊗B✛
sA
,C
⊗B
⊗D
⇒
SA∣C,D⊗B
⇑ C⊗SA,B∣D
C ⊗A⊗B ⊗D
sA⊗B,C ⊗D
❄
C⊗sA⊗B,D
✲
C⊗
A⊗
sB,D
✲
✛
sA
,C
⊗B
⊗D
C ⊗D ⊗A⊗B
sA,C⊗D ⊗B
❄
C⊗s
A
,D⊗B
✲
=
A⊗B ⊗C ⊗D A⊗ sB,C⊗D✲ A⊗C ⊗D ⊗B
⇗SA,B∣C⊗D
⇗SA⊗B∣C,D
C ⊗A⊗B ⊗D
sA⊗B,C ⊗D
❄
C ⊗ sA⊗B,D
✲ C ⊗D ⊗A⊗B
sA,C⊗D ⊗B
❄
s
A⊗B,C⊗D
✲
A⊗B ⊗C sA⊗B,C✲ C ⊗A⊗B
⇓SA,B∣C
A⊗C ⊗Bs
A
,C
⊗B
✲
A⊗
s
B
,C
✲
⇙SA∣C,B
⇙sA,sB,C
B ⊗C ⊗A
sA,B⊗C
❄
sB,C ⊗A
✲ C ⊗B ⊗A
C ⊗ sA,B
❄
s
A
,C
⊗
B ✲
=
A⊗B ⊗C sA⊗B,C✲ C ⊗A⊗B
⇙ s−1sA,B ,C
⇐
SA∣B,C
B ⊗A⊗C
s
A
,B ⊗
C ✲
⇐
SB,A∣C
B ⊗C ⊗A
sA,B⊗C
❄
sB,C ⊗A
✲
✛
B
⊗ sA
,C
C ⊗B ⊗A
C ⊗ sA,B
❄
s
B
⊗
A
,C ✲
and two axioms that relate the U and S modifications: the 2-cells pictured
below should each be equal to the identity on sA,B:
A⊗ I⊗B sA⊗I,B ✲ B ⊗A⊗ I
⇓ SA,I∣B
⇐
A⊗UI∣B
A⊗B ⊗ Is
A
,B
⊗ I
✲
A⊗
s
I,B ✲
A⊗B
1
❄
sA,B
✲
✛
1
B ⊗A
1
❄
A⊗ I⊗B sA,I⊗B ✲ I⊗B ⊗A
⇑ SA∣I,B
⇒
UA∣I⊗B
I⊗A⊗BI
⊗ sA
,B
✲
s
A
,I ⊗
B ✲
A⊗B
1
❄
sA,B
✲
✛
1
B ⊗A
1
❄
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Definition 3.10. A braided monoidal bicategory is a monoidal bicategory
equipped with a braiding.
3.3.1 The duality of the definition
Since s is a pseudo-natural equivalence, it has an adjoint equivalence-inverse
s′. We shall assume that such an s′ has been chosen: by definition it has 1-cell
components
s′A,B ∶ B ⊗A → A⊗B,
and by Prop. 2.34 each 2-cell component s′f,g is the inverse of the mate of sf,g.
Now we may define a pseudo-natural equivalence s∗ with 1-cell components
s∗A,B = s
′
A,B and 2-cell components s
∗
f,g = s
′
g,f . The duality is expressed by the
following:
Proposition 3.11. The pseudo-natural transformation s∗ can be made into
a braiding in the following way.
• S∗
A∣B,C
is defined to be the mate of SB,C∣A with respect to the adjoint
equivalences (sA,C ⊗B) ○ a ○ (A⊗ sB,C) and a ○ (sA⊗B,C) ○ a,
• S∗
A,B∣C
is defined to be the mate of SC∣A,B with respect to the adjoint
equivalences a′ ○(sA,B⊗C)○a′ and (B⊗sA,C)○a′ ○(sA,B⊗C); Note that,
by Prop. 2.42, the left and right mates are equal in this case and the
previous one.
• U∗
I∣A
is defined to be the right mate of UA∣I with respect to the adjoint
equivalences sA,I and 1A,
• U∗
A∣I
is defined to be the left mate of UI∣A with respect to the adjoint
equivalences sI,A and 1A.
Proof. The first two axioms for S are duals of each other: taking mates in
one of them yields the other for S∗. The third axiom is self-dual, in that
taking mates gives the corresponding equation for S∗. The fourth axiom is
also self-dual, using the fact that the mate of sA,sB,C is the inverse of s
∗
s∗
C,B
,A
.
Finally, the two unit axioms are duals of each other.
This symmetry can sometimes spare us a certain amount of repetition, in
Section 6.5, for example.
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3.3.2 The unit axioms
The first thing to say about the unit axioms is that we have here another
instance of the phenomenon discussed in Remark 3.2: the unit axioms show
that the 2-cells UI∣A and UA,I are definable in terms of the other data. How-
ever, the U cells defined in this way do not themselves necessarily satisfy the
unit axioms! So these cells are redundant data in a sense, but if we were to
eliminate them, we should instead have to impose rather unnatural-looking
axioms involving SA,I∣B and SA∣I,B.
One could write down several other natural conditions on the unit cells.
These turn out to be derivable from the two conditions we have. In particular:
Proposition 3.12. In any braided Gray monoid, the 2-cells
I⊗A⊗B I⊗ sA,B✲ I⊗B ⊗A
⇒
SI,A∣B
⇒
UI∣B⊗A
B ⊗ I⊗A
sI⊗A,B
❄
1
✲
✛
s I,
B
⊗A
B ⊗A
1
❄
and
A⊗B ⊗ I sA,B ⊗ I✲ B ⊗A⊗ I
⇐
SA∣B,I
⇐
B⊗UA∣I
B ⊗ I⊗A
sA,B⊗I
❄
1
✲
✛
B
⊗ sA
,I
B ⊗A
1
❄
are both identities.
Proof. By duality, it suffices to prove one of the two: we’ll prove the second
one. If we set B = I in our first axiom for S, we obtain
A⊗ I⊗C ⊗D sA⊗I⊗C,D✲ D ⊗A⊗ I⊗C
⇓SA,I⊗C∣D
⇙A⊗SI,C∣D
A⊗ I⊗D ⊗C
A⊗I⊗sC,D
❄
A⊗sI,D⊗C
✲ A⊗D ⊗ I⊗C
sA,D⊗I⊗C
✻
A⊗s
I⊗
C
,D
✲
=
A⊗ I⊗C ⊗D sA⊗I⊗C,D✲ D ⊗A⊗ I⊗C
⇓SA⊗I,C∣D
⇘SA,I∣D⊗C
A⊗ I⊗D ⊗C
A⊗I⊗sC,D
❄
A⊗sI,D⊗C
✲
sA
⊗
I,
D
⊗C
✲
A⊗D ⊗ I⊗C
sA,D⊗I⊗C
✻
Cancelling the invertible 2-cell SA,I⊗C∣D = SA⊗I,C∣D, we have
A⊗ I⊗C ⊗D D ⊗A⊗ I⊗C
⇙A⊗SI,C∣D
A⊗ I⊗D ⊗C
A⊗I⊗sC,D
❄
A⊗sI,D⊗C
✲ A⊗D ⊗ I⊗C
sA,D⊗I⊗C
✻
A⊗s
I⊗C,D
✲
=
A⊗ I⊗C ⊗D D ⊗A⊗ I⊗C
⇘SA,I∣D⊗C
A⊗ I⊗D ⊗C
A⊗I⊗sC,D
❄
A⊗sI,D⊗C
✲
sA⊗
I,D
⊗C
✲
A⊗D ⊗ I⊗C
sA,D⊗I⊗C
✻
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Thus
A⊗ I⊗C ⊗D D ⊗A⊗ I⊗C
⇙A⊗SI,C∣D
A⊗ I⊗D ⊗C
A⊗I⊗sC,D
❄
A⊗sI,D⊗C
✲ A⊗D ⊗ I⊗C
sA,D⊗I⊗C
✻
A⊗s
I⊗C,D
✲
D ⊗A⊗C
1
✲
⇙A⊗UI∣D⊗C
A⊗D ⊗C
1
❄
sA,D⊗C
✲
1
✲
is equal to
A⊗ I⊗C ⊗D D ⊗A⊗ I⊗C
⇘SA,I∣D⊗C
A⊗ I⊗D ⊗C
A⊗I⊗sC,D
❄
A⊗sI,D⊗C
✲
sA⊗
I,D
⊗C
✲
A⊗D ⊗ I⊗C
sA,D⊗I⊗C
✻
D ⊗A⊗C
1
✲
⇙A⊗UI∣D⊗C
A⊗D ⊗C
1
❄
sA,D⊗C
✲
1
✲
which, by our first unit axiom, is the identity. Cancelling the equivalence
sA,D ⊗C, we find that
A⊗ I⊗C ⊗D
⇙A⊗SI,C∣D
A⊗ I⊗D ⊗C
A⊗I⊗sC,D
❄
A⊗sI,D⊗C
✲ A⊗D ⊗ I⊗C
A⊗s
I⊗C
,D
✲
⇙A⊗UI∣D⊗C
A⊗D ⊗C
1
❄
1
✲
is the identity, and setting A = I yields the claim.
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Proposition 3.13. In any braided Gray monoid, the equations
A⊗B ⊗ I A⊗ sB,I✲ A⊗ I⊗B
⇗SA,B∣I
⇒
UA⊗B∣I
A⊗B
1
❄
✛
1
I⊗A⊗B
sA,I ⊗B
❄
s
A
⊗
B
,I
✲
=
A⊗B ⊗ I A⊗ sB,I✲ A⊗ I⊗B
⇘UA∣I⊗B
⇒
A⊗UB∣I
A⊗B
1
❄
✛
1
✛
1
I⊗A⊗B
sA,I ⊗B
❄
I⊗A⊗B sI,A ⊗B✲ A⊗ I⊗B
⇙SI∣A,B
⇐
UI∣A⊗B
A⊗B
1
❄
✛
1
A⊗B ⊗ I
A⊗ sI,B
❄
s
A
⊗
B
,I
✲
=
I⊗A⊗B sI,A ⊗B✲ A⊗ I⊗B
⇖A⊗UI∣B
⇐
UI∣A⊗B
A⊗B
1
❄
✛
1
✛
1
A⊗B ⊗ I
A⊗ sI,B
❄
hold.
Proof sketch. This is proved in a similar way to the preceding proposition,
though the argument is lengthier. Start with the third axiom, setting C =
I.
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Chapter 4
Some Coherence Results
In this chapter, we prove some new coherence results for Gray monoids. These
results pave the way for the following chapter, which describes a simple but
apparently novel technique for stating definitions and performing calculations
in a monoidal bicategory.
At the time of writing, the sum of human knowledge about coherence for
monoidal bicategories – and, more generally, for tricategories – is contained
in the PhD dissertation of Gurski (2006), which builds on the pioneering
work of Gordon et al. (1995). Nothing has yet been written about coher-
ence for braided monoidal bicategories. It is gradually becoming clear that
tricategories, and other such higher-dimensional structures, enjoy more co-
herence than they are generally credited with. One manifestation of this is
that many diagrams of 2-cells commute in any Gray monoid. To be precise,
we shall prove:
Theorem 4.1. In the free Gray monoid generated by a multigraph, every
diagram of 2-cells commutes.
This strengthens Gurski’s Theorem 10.2.2, which (specialised to monoidal
bicategories) addresses the free Gray monoid generated by a mere graph,
rather than a multigraph. It is apparently possible to strengthen it still fur-
ther, but the statement here is adequate for our present purposes.
Our second result encompasses the braided case:
Theorem 4.2. In the free braided Gray monoid generated by a multigraph,
every diagram of 2-cells whose source and target are ‘positive’ 1-cells com-
mutes.
Here ‘positive’ means that the 1-cell is built without using s′, the equiva-
lence inverse of s. This restriction is made because it significantly simplifies
the proof, yet remains sufficient for our applications in this work. The result
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does appear in fact to hold for all 2-cells, and we conjecture that a more
complex application of the techniques of this chapter suffices to prove the
general version.
In both cases, the method of proof is essentially that used by Mac Lane
(1978) in his coherence theorem for monoidal categories, using term rewriting.
This syntactic technique seems to permit a finer analysis of coherence than
the powerful but blunt semantic methods employed by Gordon et al. (1995)
and refined by Gurski (2006).
4.1 Non-braided Case
A multigraph consists of the data for a multicategory, but without the iden-
tity arrows or the composition operation. More formally, a multigraph G
consists of:
• a set G0 of objects,
• for each finite ‘source’ sequence A1, . . . ,An of objects and ‘target’ object
B, a set G(A1, . . . ,An;B) of multiarrows.
A morphism of multigraphs f ∶ G → H consists of an object function f0 ∶
G0 →H0 together with a family of functions
fA1,...,An;B ∶ G(A1, . . . ,An;B)→ H(f0(A1), . . . , f0(An);f0(B)).
The category GrayMonstr of Gray monoids and strictly structure-preserving
maps has an obvious forgetful functor to the category of multigraphs, and
clearly this forgetful functor can be furnished with a left adjoint F by the
usual syntactic construction. Naively, then, the objects, 1-cells and 2-cells of
the Gray category F (G) are formal expressions built from the objects and
multiarrows of G, quotiented by the smallest equivalence relation that makes
the resulting structure into a Gray monoid, i.e. the equivalence relation gen-
erated by the axioms that define Gray monoid. But of course this description
can be simplified, as follows.
Since the objects of a Gray monoid form a monoid under tensor, an object
of F (G) can be represented by a finite sequence ⟨X1, . . . ,Xn⟩ of objects of
G; the tensor of two objects is their concatenation as sequences, and the
unit object is represented by the empty sequence. Turning next to the 1-
cells, notice that since the tensor of f ∶ A → B and g ∶ C → D is equal to
(B ⊗ g)(f ⊗C), the tensor of 1-cells can be expressed in terms of the tensor
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of a 1-cell with an object, and composition. Therefore we need not regard
the tensor of two 1-cells as a primitive operation, provided that we can take
the tensor of a 1-cell with an object. Furthermore, every 1-cell is equal to a
finite composite of multiarrow 1-cells , where a multiarrow 1-cell is obtained
by tensoring a multiarrow of G with objects, on either side. More formally,
a multiarrow 1-cell
⟨X1, . . . ,Xm⟩→ ⟨Y1, . . . , Yn⟩
consists of a natural number 1 ≤ j ≤ n and a multiarrow
f ∈ G(Xj , . . . ,Xj+m−n;Yj)
such that ⟨X1, . . . ,Xj−1⟩ = ⟨Y1, . . . , Yj−1⟩ and ⟨Xj+m−n+1, . . . ,Xm⟩ = ⟨Yj+1, . . . , Yn⟩.
This might be pictured as follows:
j − 1{ ⋮
m − n + 1{ ⋮ f
n − j { ⋮
Similarly, the tensor of 2-cells can be expressed in terms of the tensor of a
1-cell with an object, and horizontal composition. In turn, horizontal com-
position can be expressed in terms of whiskering and vertical composition.
Therefore our 2-cells may be built from interchange cells , where an inter-
change cell is either a positive interchange cell bX⃗,f,Y⃗ ,g,Z⃗ like this:
X⃗
A1 ⋮
Am
f B
Y⃗
C1 ⋮
Cn
g D
Z⃗
⇒
X⃗
A1 ⋮
Am
f B
Y⃗
C1 ⋮
Cn
g D
Z⃗
or a negative interchange cell b−1
X⃗,f,Y⃗ ,g,Z⃗
in the other direction. In case it is
not clear from the picture, a positive interchange cell is a 2-cell
bX⃗,f,Y⃗ ,g,Z⃗ ∶ (X⃗⊗B⊗Y⃗ ⊗g⊗Z⃗)⋅(X⃗⊗f⊗Y⃗ ⊗C⃗⊗Z⃗)⇒ (X⃗⊗f⊗Y⃗ ⊗D⊗Z⃗), ⋅(X⃗⊗A⃗⊗Y⃗ ⊗g⊗Z⃗)
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where f ∈ G(A⃗;B) and g ∈ G(C⃗;D). In context, we shall omit some of the
subscripts and write just bf,g. Now a basic 2-cell is the result of whiskering
an interchange cell on both sides, by arbitrary 1-cells, and every 2-cell is a
finite vertical composite of basic 2-cells.
To summarise, a 1-cell f may be canonically represented as a finite se-
quence of multiarrow cells. There is a basic 2-cell f ⇒ g whenever g can be
obtained from f by interchanging two adjacent (but non-interfering) mul-
tiarrows. (In particular, f and g contain the same number of multiarrow
cells.)
As explained above, we plan to use Mac Lane’s technique for proving co-
herence. So the next step is to define a rewriting system on 1-cells, where each
rewrite rule corresponds to a basic 2-cell. We shall show that this rewriting
system is strongly normalising and locally confluent, hence that every 1-cell
is isomorphic to one in normal form. Now, local confluence means that, for
every 1-cell f , if we have rewriting steps γ ∶ f ⇒ f1 and δ ∶ f ⇒ f2 then
there are sequences of rewrites γ∗ ∶ f1 ⇒ g and δ∗ ∶ f2 ⇒ g for some 1-cell g.
The final requirement is to show that the corresponding diagram of 2-cells
commutes:
f
γ
✲ f1
f2
δ
❄
δ∗
✲ g.
γ∗
❄
It will be convenient, of course, to prove this at the same time as we establish
local confluence. This extended confluence property does not seem to have
a standard name: we shall call it local coherent confluence. Notice that, in a
strongly normalising system, local coherent confluence implies (global) coher-
ent confluence: i.e. given any sequences of rewrites γ ∶ f ⇒ f1 and δ ∶ f ⇒ f2,
there are sequences of rewrites γ∗ ∶ f1 ⇒ g and δ∗ ∶ f2 ⇒ g for some 1-cell g
such that the corresponding diagram of 2-cells commutes.
In this, the non-braided case, the required rewriting system is very simple:
we treat every 1-cell as a composite of multiarrow 1-cells, and a rewriting
step simply corresponds to a positive interchange cell applied to a pair of
consecutive multiarrow 1-cells.
Lemma 4.3. This rewriting system is strongly normalising, i.e. every reduc-
tion path is finite.
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Proof. We shall define a weighting function that assigns a natural number
to each 1-cell, so that each rewriting step strictly decreases the weight. The
appropriate weighting function here is the total prefix weight , which is de-
fined as follows. Recall that a 1-cell is represented as a sequence f1, . . . , fn
of multiarrow 1-cells. If we imagine the 1-cell drawn as a diagram like those
above, then each output wire (at the far right of the diagram, according to
our convention above) is attached to a distinct tree of multiarrows. Define
the weight of an output wire to be the number of multiarrows in the tree.
So for each multiarrow, the weight of its output wire is 1+ the sum of the
weights of its input wires.
A multiarrow 1-cell consists of a single multiarrow with a number of bare
wires (objects) above and below it. Let us refer to the bare wires above as the
‘prefix’ of the multiarrow 1-cell. In the context of a 1-cell f1, . . . , fn, define
the prefix weight of a constituent multiarrow 1-cell fi to be the sum of the
weights of each wire in the prefix. For example, in the diagram below each
wire is annotated with its weight, and each multiarrow is annotated with its
prefix weight.
0
0
1
0
0 1
1
0
3
The total prefix weight of a 1-cell is simply the sum of the prefix weights
of the constituent multiarrow cells, so the example above has a total prefix
weight of 1. Clearly the target of a positive interchange cell must have a
strictly smaller total prefix weight than the source.
It remains to show confluence. Let f⃗ be a 1-cell, and suppose that we have
two different interchanges γ and δ applied to f⃗ . If γ and δ do not overlap,
then the result of applying γ followed by δ is the same as the result of
applying δ followed by γ, and the corresponding diagram of 2-cells commutes
by naturality. If γ and δ do overlap, then we essentially have the following
88 CHAPTER 4. SOME COHERENCE RESULTS
situation:
f
g
h
bf,g ✲ g
f
h
f
h
g
bg,h
❄
(where we have omitted from the diagram wires which are not connected
to one of the three multiarrows that participate in these interchanges.) This
may be completed as shown in the following diagram:
f
g
h
bf,g ✲ g
f
h
f
h
g
bg,h
❄
g
h
f
bf,h
❄
h
f
g
bf,h
❄
bf,g
✲
h
g
f
bg,h
❄
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To see why the corresponding diagram of 2-cells must commute, fill in diag-
onals as follows:
f
g
h
bf,g ✲ g
f
h
f
h
g
bg,h
❄
g
h
f
bf,h
❄
nf,hg
✲
h
f
g
bf,h
❄
bf,g
✲
h
g
f
bg,h
❄
nf,gh
✲
where nf,hg denotes the (non-basic) interchange of f with the composite of
g and h, and similarly nf,gh. The triangles commute by definition, and the
central quadrilateral is another instance of naturality of interchange.
Therefore for every 1-cell f , there is a (necessarily unique) corresponding
1-cell f ′ in normal form, together with an invertible 2-cell γf ∶ f ⇒ f ′ built
from interchange cells. Since the system is coherently confluent, and every
2-cell can be represented as a zig-zag of rewrites, γf is also unique. Hence
there is a 2-cell connecting 1-cells f and g just when f and g have the same
normal form, and this 2-cell is unique.
4.2 The braided case
In the braided case the form of the argument is the same, though the details
are a little more involved. The free braided Gray monoid Fβ(G) on a multi-
graph G can be described in a similar way to the free ordinary Gray monoid,
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with the addition of braiding data. Precisely:
• A 1-cell of Fβ(G) is the composite of a finite sequence of multiarrow
cells and crossing cells, which we collectively term basic 1-cells . The
multiarrow cells are as above and:
• A braid cell is either a positive crossing βX⃗(A⃗,B⃗)Y⃗ :
X⃗
A⃗
B⃗
Y⃗
or a negative crossing β′
X⃗(A⃗,B⃗)Y⃗
:
X⃗
B⃗
A⃗
Y⃗
As with the interchange cells, we shall typically omit the subscripts
corresponding to wires that do not participate in the crossing, writing
the above crossings as βA⃗,B⃗ and β
′
A⃗,B⃗
.
• A 2-cell is a finite vertical composite of basic 2-cells, where a basic 2-
cell is either a whiskered interchange cell as above, or else a whiskered
unit cell or braiding cell: the latter two are described below. Note that
crossings – as well as multiarrows – may participate in interchange; for
example, there is an interchange cell bf,βC,D as follows:
X⃗
A⃗ f
C
D
Y⃗
⇒
X⃗
A⃗
C
D
Y⃗
f
• A unit cell is either UX⃗(I∣A⃗)Y⃗ ∶ βX⃗(⟨⟩,A⃗)Y⃗ ⇒ 1 or UX⃗(A⃗∣I)Y⃗ ∶ βX⃗(A⃗,⟨⟩)Y⃗ ⇒ 1,
or the inverse of one of these. In terms of our representation of a 1-cell
as a finite sequence of basic 1-cells, the target of a unit cell is the empty
sequence. So the sequence representing the target (of a whiskered unit
cell) has one element fewer than the sequence representing the source.
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• There are two types of braiding cell, overbraiding and underbraiding
cells. An overbraiding cell has the form BX⃗(A⃗,B⃗∣C⃗)Y⃗ :
X⃗
A⃗
B⃗
C⃗
Y⃗
⇒
X⃗
A⃗
B⃗
C⃗
Y⃗
or the inverse B−1
X⃗(A⃗,B⃗∣C⃗)Y⃗
. An underbraiding cell has the formBX⃗(A⃗∣B⃗,C⃗)Y⃗ :
X⃗
A⃗
B⃗
C⃗
Y⃗
⇒
X⃗
A⃗
B⃗
C⃗
Y⃗
or the inverse. As with the other types of cell, in context we shall usually
write these simply as BA⃗,B⃗∣C⃗ and BA⃗∣B⃗,C⃗ .
• We also need unit cells UX⃗(I∣A⃗)Y⃗ ∶ βX⃗(⟨⟩,A⃗)Y⃗ ⇒ 1X⃗⊗A⃗⊗Y⃗ and UX⃗(A⃗∣I)Y⃗ ∶
βX⃗(A⃗,⟨⟩)Y⃗ ⇒ 1X⃗⊗A⃗⊗Y⃗ .
• Finally, there are the 2-cells that give the pseudonaturality of the cross-
ings. We shall take the following as basic:
NX⃗(f,B⃗)Y⃗ ∶
X⃗
A⃗
B⃗
Y⃗
f
⇒
X⃗
A⃗ f
B⃗
Y⃗
and
NX⃗(A⃗,f)Y⃗ ∶
X⃗
A⃗
B⃗
Y⃗
f ⇒
X⃗
A⃗
B⃗ f
Y⃗
where f is a basic 1-cell, i.e. a multiarrow or a crossing. These also have
inverses.
Recall that here we are considering only positive 1-cells, where all the cross-
ings are positive. (By duality we could equally well take the case where all
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crossings are negative; it is mixing the two that introduces additional com-
plexity.)
For rewriting rules, we shall essentially take the interchange, over- and
underbraiding, unit, and pseudonaturality cells in their natural (positive)
directions. There is a collection of restrictions related to trivial crossings,
where one of the ‘branches’ of the crossing is empty. In detail: for the braiding
cells BX⃗(A⃗,B⃗∣C⃗)Y⃗ and BX⃗(A⃗∣B⃗,C⃗)Y⃗ , we require all three sequences A⃗, B⃗ and C⃗
to be non-empty. Similarly, for the pseudonaturality cells NX⃗(f,B⃗)Y⃗ we require
B⃗ to be non-empty, and for NX⃗(A⃗,f)Y⃗ we require A⃗ to be non-empty. In both
types of pseudonaturality cell, if ‘f ’ denotes a crossing βA⃗,B⃗, we require A⃗
and B⃗ to be non-empty. These restrictions should give the reader pause, since
we must ensure that every structural 2-cell corresponds to some zig-zag of
rewrites. The reason they are admissible is that the excluded braiding and
pseudonaturality cells (where some sequence is empty) are all equal to some
unit cell or composite of unit cells, by the unit axioms and Propositions 3.12
and 3.13.
Lemma 4.4. This rewriting system is strongly normalising.
Proof. As in the non-braided case, we shall define a well-founded partially
ordered set of ‘weightings’, and associate a weighting with each (positive)
1-cell; then we shall show that for each rewrite rule the target has a strictly
smaller weight than the source.
In the non-braided case, the weightings were simply natural numbers. Here,
the set of weightings is taken to be N4 with its lexicographic ordering. Thus to
each positive 1-cell we associate four numbers, the total overbraid width,
the total crossing weight, the total prefix weight and the number of
trivial crossings. To define these, we need two auxiliary notions, the width
and the weight of a wire or sequence of wires in a 1-cell. Both these are
defined in an iterative way, proceeding (in terms of the diagrams) from left
to right; the width (weight) of a sequence of wires is simply the sum of the
individual widths (weights).
The width of each wire is initially 1, i.e. in the identity 1-cell (represented
by an empty sequence of basic 1-cells) each wire has a width of 1. For each
multiarrow cell, the width of the output wire is defined to be 1+ the width
of the sequence of input wires. For each crossing cell, the width of each
output wire is simply equal to the width of the corresponding input wire.
For example, the following diagram shows a 1-cell with every wire annotated
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with its width.
1
1
1
1
1
1
2
1
1
1
2
2
1
5
The weight of a wire is defined in a related way. Weights are initially zero;
for each multiarrow cell the weight of the output wire is 1+ the weight of
the sequence of input wires; for each crossing cell, the weight of each output
wire is the sum of the weight and the width of the corresponding input wire.
By way of illustration, here is the same 1-cell as above, now annotated with
weights:
0
0
0
1
1
1
2
1
1
2
4
2
2
7
We denote the width function wd(), and the weight function wt().
Our weighting functions are defined as follows:
• The overbraid width of a crossing βA⃗,B⃗ is 2wd(X⃗) − 1, and the total
overbraid width of a 1-cell is the sum of the overbraid widths of its
crossings.
• The crossing weight of a crossing βA⃗,B⃗ is wd(A⃗, B⃗) × wt(A⃗, B⃗). The
total crossing weight of a 1-cell is the sum of the crossing weights of its
crossings
• The prefix weight of a multiarrow or crossing cell is the weight of its
prefix. The total prefix weight of a 1-cell is the sum of the prefix weights
of all the basic 1-cells.
• A crossing βA⃗,B⃗ is trivial if either A⃗ or B⃗ is empty. The number of
trivial crossings is the number of trivial crossings.
We must verify that every rewrite rule reduces the aggregate weighting.
• The overbraiding rule BA⃗,B⃗∣C⃗ changes the overbraid width of the cells it
acts on from 4wd(C⃗)− 2 to 2wd(C⃗)− 1. The overbraid widths of other
crossings are unchanged. Since we are taking C⃗ to be non-empty, we
know that 2wd(C⃗) − 1 > 0, hence the total overbraid width is reduced.
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• The underbraiding rule BA⃗∣B⃗,C⃗ changes the overbraid width of the cells
it acts on from 2wd(B⃗, C⃗)−1 to 2wd(B⃗)+2wd(C⃗)−2 = 2wd(B⃗, C⃗)−2,
reducing it by 1. The overbraid width of other crossings is unaffected.
• The pseudonaturality cells do not increase the overbraid width of any
crossing. (If a multiarrow cell is being moved across the overbraid part
of a crossing, the overbraid width of that crossing is reduced by 1.
Otherwise overbraid widths are unaffected.) In the case of a pseudo-
naturality cell Nf,B⃗ or NA⃗,f where ‘f ’ represents a multiarrow cell, the
crossing weight of the affected crossing is clearly reduced (and other
crossings are unaffected). The more subtle case is that where ‘f ’ is
another crossing cell. For example, the general case of NV⃗ (β
W⃗(A⃗,B⃗)X⃗ ,Y⃗ )Z⃗
looks like this:
V⃗
W⃗
A⃗
B⃗
X⃗
Y⃗
Z⃗
⇒
V⃗
W⃗
A⃗
B⃗
X⃗
Y⃗
Z⃗
On the left-hand side, the total crossing weight is
wd(A⃗, B⃗)×wt(A⃗, B⃗)+wd(W⃗ , A⃗, B⃗, X⃗, Y⃗ )×(wt(W⃗ , A⃗, B⃗, X⃗, Y⃗ )+wd(A⃗, B⃗)),
and on the right-hand side the total crossing weight is
wd(W⃗ , A⃗, B⃗, X⃗, Y⃗ )×wt(W⃗ , A⃗, B⃗, X⃗, Y⃗ )+wd(A⃗, B⃗)×(wt(A⃗, B⃗)+wd(A⃗, B⃗)).
So the difference (left−right) is
wd(W⃗ , A⃗, B⃗, X⃗, Y⃗ ) ×wd(A⃗, B⃗) −wd(A⃗, B⃗)2,
which is equal to wd(W⃗ , X⃗, Y⃗ ) × wd(A⃗, B⃗). Since we are taking Y⃗ ,
A⃗ and B⃗ to be non-empty, this difference is > 0. The other type of
pseudonaturality cell is handled in a similar way.
• The interchange cells do not change the overbraid width nor the cross-
ing weight of any crossing, and (as in the non-braided case) they reduce
the total prefix weight.
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• The unit cells do not affect any of the other measures, but reduce the
number of trivial crossings.
Proposition 4.5. The system is coherently confluent.
Proof. We consider the possible ways that two rules could be applied to the
same 1-cell. In the case where two rules apply to non-overlapping portions of
a 1-cell, the rules can be applied in either order, and the resulting 2-cells are
equal. Thus we need to consider conflicts, i.e. situations where two rules can
apply to overlapping portions.
First, consider the interchange rule. There is a class of conflicts where some
basic 1-cell is moved past a point where some other 2-cell could apply. For
example, there is a conflict between interchange and underbraiding:
f
✲
f
f
❄
where f is either a multiarrow or a crossing. This diagram illustrates the
style in which we shall show the conflicts. We omit extraneous prefix and
suffix wires, and leave the arrows unlabelled (since it is always clear which
rule applies by looking at the source and target). This case can of course be
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completed as
f
✲
f
f
❄
f
❄
f
❄
✛
f
❄
and it is clear that a similar completion is possible for all conflicts of this sort.
Where, as in this case, there is an obvious reason below for some diagram
of 2-cells to commute, no comment will be made below. Where the commu-
tativity follows from the axioms in the definition of braiding for a monoidal
bicategory, we indicate which axiom(s) are used. Note that interchange can
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conflict with itself, as in
f
g
h
✲
f
h
g
g
f
h
❄
h
f
g
❄
g
h
f
❄
✲
h
g
f
❄
This is just another instance of the general situation described above, and
does not require a separate treatment. This does not quite exhaust the pos-
sible ways that interchange can participate in a conflict. One remaining pos-
sibility occurs with the underbraiding rule, as follows.
f
✲
f
f
❄
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which can be completed as
f
✲
f
f
❄
f
❄
f
❄
✲
f
❄
The other remaining case involving the interchange rule is where we have
g
f ✲ f
g
g f
❄
which can be completed as
g
f ✲ f
g
g f
❄
f g
❄
g
f
❄
✛
f
g
❄
4.2. THE BRAIDED CASE 99
The pseudonaturality rules permit another general class of conflicts, where
a sequence of basic 1-cells that could have some rule applied to it could
alternatively be moved over or under another bunch of strands using the
pseudonaturality rule. These conflicts can clearly be coherently completed in
a natural way, as seen in the following illustrative example, which uses the
underbraiding rule:
✲
❄
✲
❄
The pseudonaturality rules can also conflict with the over- and underbraiding
rules in an only slightly more interesting way. With the overbraiding rule,
there are two such basic possibilities, shown with their completions:
f
✲
f
f
❄
f
❄
f
❄ ✛
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and
f
✲
f
f
❄
f
❄
f
❄ ✛
With the underbraiding rule, there are three, which all follow fundamentally
the same pattern:
f
✲
f
f
❄
f
❄
✲
f
❄
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and the second:
f
✲
f
f
❄
f
❄
✲
f
❄
and the third:
f
✲
f
f
❄
f
❄
✲
f
❄
There is also a more interesting kind of conflict between the underbraiding
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and pseudonaturality rules, as follows:
✲
❄ ❄
❄
✛
❄
This diagram of 2-cells commutes by the Yang-Baxter axiom, i.e. the fourth
axiom in our definition of braiding. In fact the conflict shown above is not
the most general case of this situation; the general case looks like this:
✲
❄
and can be completed in a similar way, once the underbraiding rule has been
applied twice to both the resulting 1-cells. It is an easy exercise to show that
the resulting diagram of 2-cells commutes.
There is also a non-trivial way in which the overbraiding and underbraiding
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rules can conflict with each other:
✲
❄ ❄
❄ ❄
❄ ✛
This corresponds to the mysterious third axiom in the definition of braiding.
Of course the first two steps of the right-hand path could have been applied
in the other order.
The final case to consider is conflict between the overbraiding rule and
itself, or similarly between the underbraiding rule and itself. In the case of
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the overbraiding rule, the situation is this:
✲
❄
✲
❄
which corresponds to the second axiom. The obvious analogue for under-
braiding corresponds to the first axiom.
Notice that we have set things up in such a way that there are no non-
trivial conflicts with the unit rules. (The unit axioms were used to justify
the decision to exclude empty sequences from the domain of application of
the other rules.) Systematic consideration of the rules shows that we have
exhausted the possible conflicts, so the proof is complete.
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Chapter 5
A Calculus of Components
5.1 The problem
Even with the help of the coherence theorem, it can be extremely tedious
to prove even simple facts about pseudomonoids. The problem is essentially
notational rather than mathematical: in an ordinary category, we can use
commutative diagrams to establish equations between arrows. It is almost
always easier to understand a diagram than an explicit sequence of equalities
between expressions, because
• The types of the arrows are clear from the diagram.
• The diagram abstracts away from certain details of the proof: if two
equations could be applied in either order, the diagram does not have
to choose an order arbitrarily.
• The global structure of the whole argument can be seen at a glance.
In a bicategory, to prove an equation between 2-cells by similar means, we
should need three-dimensional diagrams. This poses practical problems –
paper is two-dimensional – and also requires the reader to visualise a three-
dimensional structure, something that most humans do not find easy. This
technique has sometimes been attempted nonetheless: by Lack (1995, Sec-
tion 3.4), for example. The more usual alternative is to use a sequence of
equations between string or pasting diagrams. As well as using a lot of pa-
per, such proofs are often difficult to follow.
Now, there is certainly one monoidal bicategory in which this problem does
not arise. Working in the monoidal bicategory Cat, one typically reasons
about natural transformations via their components. For example, instead of
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the pasting equation
C
G ✲ D
F
⇓ s
H
⇓ t
= C ⇓ u D
F
H
one would typically draw the commutative triangle
F (C) uC✲ H(C)
G(C)
tC
✲
sC
✲
for an arbitrary object C ∈ C, considering the components of the natural
transformations rather than the natural transformations as a whole. It turns
out that this ‘calculus of components’ is in fact a valid mode of reasoning
in any monoidal bicategory. We prove this by formalising the component-
based reasoning, and showing how the resulting formal language may be
interpreted in a monoidal bicategory. As a corollary, we show that certain
types of theorem hold in any monoidal bicategory just when they hold in Cat.
For example, the famous coherence theorem for monoidal categories implies
a coherence theorem for general pseudomonoids.
The calculus of components may be used in situations of the following
form: suppose we have a collection of 1-cells of the form
A1 ⊗⋯⊗An → B.
(In a general monoidal bicategory, some particular bracketing needs to be
chosen for the tensor.) These can be combined by tensor and composition
to create composite 1-cells of the same shape (i.e. where the target is a
single object rather than a tensor of objects), as in a multicategory. For
example, if we have 1-cells F ∶ A ⊗ B → C and G ∶ X ⊗ Y → B, there
is a natural composite A ⊗ X ⊗ Y → C. In Cat, we could say that this
composite takes the value F (a,G(x, y)) on objects a ∈ A, x ∈ X and y ∈ Y .
Such an expression can be used to describe the composite in any monoidal
bicategory, where we regard the elements a, x and y in a purely formal way.
Now suppose that we have another 1-cell H ∶ X ⊗ Y → B, and a 2-cell
t ∶ G ⇒ H . There is a composite with components F (a,H(x, y)) (with a, x
and y again being formal elements of A, X and Y ), and there is clearly a 2-
cell from ‘F (a,G(x, y))’ to ‘F (a,H(x, y))’, built from t and F . If we were in
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Cat, this 2-cell would have components ta,x,y ∶ F (a,G(x, y)) → F (a,H(x, y));
and again, this description is adequate to describe the equivalent 2-cell in any
monoidal bicategory, provided that we treat the ‘elements’ and ‘components’
in a purely formal fashion. Furthermore, as we shall see, one can perform
equational reasoning (or equivalently and more importantly diagrammatic
reasoning) with these components precisely as if they were components of
ordinary natural transformations.
So the purpose of this chapter is to show how the notational difficulties
associated with monoidal bicategories may, in some cases, be overcome by
using a formal language to specify 1-cells, 2-cells, and equations between 2-
cells in a monoidal bicategory. The syntax of the language is designed in such
a way that a proof using the language closely resembles – typically, is formally
identical to – a proof using categories, functors and natural transformations
in the usual way. In other words, provided that one uses only admissible
techniques, a proof in the 2-monoidal 2-category Cat may be reinterpreted
as a general proof that applies to any monoidal bicategory. In particular, we
shall be able to prove various general facts about pseudomonoids simply by
reusing the usual proof of the corresponding fact for monoidal categories. The
language could be regarded as a higher-dimensional analogue of the formal
language developed Jay (1989) for monoidal categories.
This formal language is not completely general. The fundamental restric-
tion (mentioned above) is that it may only be used to talk about theories
whose 1-cells are of the form
A1 ⊗⋯⊗An → B.
In particular, the braiding on a braided Gray monoid is not of this form, and
we will need an extension of the language to prove facts about structures that
interact with the braiding, such as the braiding of a braided pseudomonoid.
This extended language is developed in the next chapter.
Most of the formal development is fairly routine. The interpretation of
a theory is defined first for Gray monoids, and then extended to arbitrary
monoidal bicategories using coherence. The only potentially difficult part is
to account for the non-strictness of the interchange law in a Gray monoid.
In an earlier version of this chapter, some rather notationally-intimidating
proofs were needed to account for that; however the coherence results of
Chapter 4 now save us the trouble.1
1In particular, they save you, the reader the trouble, the author being unable to spare
himself retroactively.
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5.2 The language
The language is used to prove equations between 2-cells that hold in every
model of a given theory. We require the theory to be presented as a collection
of objects, (multi-)1-cells, 2-cells and equations between 2-cells.
A theory T consists of:
• A set T0 of objects ,
• For every non-empty sequence A1, . . . ,An,B of elements of T0, a set
T (A1, . . . ,An;B) of 1-cells (A1, . . . ,An)→ B. We suppose that the dif-
ferent sets of 1-cells are pairwise disjoint.
• Sets of 2-cells and equations, as described below.
Before we attempt a formal description of the 2-cells and equations, we shall
introduce the part of the language that describes 1-cells.
5.2.1 1-cells
A 1-cell will be described by a 1-cell sequent : suppose we are considering a
theory with objects A,B,C and 1-cells f ∶ (A,B) → C and g ∶ C → C. Then
the arrow
f
A
B
C g D
might be represented by the sequent
A ∈ A,B ∈ B ⊢ g(f(A,B)) ∈ D.
The names in the context – to the left of the turnstile – should be regarded
as bound, so for example the sequent
X ∈ A, Y ∈ B ⊢ g(f(X,Y )) ∈ D
is equivalent to the one above, modulo the renaming of bound variables, and
represents the same 1-cell. (We assume throughout that we have some infinite
set of names on which to draw. Names here will be represented by upper-case
italic letters.) Formally, the derivation rules for 1-cell sequents are as follows:
• The axiom rule: for every C ∈ T0,
(C)
A ∈ C ⊢ A ∈ C
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• The application rule: for every f ∈ T (A1, . . . ,An;B),
Γ1 ⊢ α1 ∈ A1 ⋯ Γn ⊢ αn ∈ An
f(●)
Γ1, . . . ,Γn ⊢ f(α1, . . . , αn) ∈ B
where the sets of names in the Γi are assumed pairwise disjoint.
(Whenever several contexts are mentioned together, we shall always assume
that their sets of names are pairwise disjoint, usually without explicitly men-
tioning this assumption.) So a 1-cell sequent is simply a formal composite of
formal 1-cells. It is clear (and easily proved by induction) that every derivable
1-cell sequent has a unique derivation. Also:
Definition 5.1. Let A1 ∈ A1,⋯,An ∈ An ⊢ β ∈ B be a derivable 1-cell sequent;
and for every 1 ≤ i ≤ n, let Γi ⊢ αi ∈ Ai be a derivable 1-cell sequent. Then
we write [Ai ∶= αi]ni=1 to denote the multiple substitution
[A1 ∶= α1,⋯,An ∶= αn].
On occasion this is abbreviated to [Ai ∶= αi]i, where the value of n is apparent
from the context.
Later, we sometimes need to use nested sequences: if
(A11,⋯,A1ni), . . . , (An1 ,⋯,Annn)
is a nested sequence of objects, with αij being a similarly-numbered nested
sequence of 1-cell expressions, then
[[Aij ∶= αij]nij=1]ni=1
denotes the substitution
[A11 ∶= α11,⋯,A1n1 ∶= α1n1, ⋯, An1 ∶= αn1 ,⋯,Annn ∶= αnnn].
Lemma 5.2 (1-cell substitution). If A1 ∈ A1,⋯,An ∈ An ⊢ β ∈ B is a deriv-
able 1-cell sequent, and for every 1 ≤ i ≤ n, Γi ⊢ αi ∈ Ai is a derivable 1-cell
sequent, with the names in the Γi pairwise disjoint, then
Γi,⋯,Γn ⊢ β[Ai ∶= αi]ni=1
is a derivable 1-cell sequent,
110 CHAPTER 5. A CALCULUS OF COMPONENTS
Proof. Consider a derivation of β, and make the substitution throughout the
derivation, as follows. For each sequent Γ ⊢ γ ∈ C in the derivation, replace γ
by γ[Ai ∶= αi]i, and replace each name Ai ∈ Ai of Γ by the contents of Γi. Each
application rule is thus transformed into another instance of that application
rule, and each axiom Ai ∈ Ai ⊢ Ai ∈ Ai is transformed into Γi ⊢ αi ∈ Ai, which
is derivable by assumption.
5.2.2 2-cells
Now we can define the 2-cells of T . In addition to the objects and 1-cells, we
have: for every pair Γ ⊢ α ∈ B, Γ ⊢ β ∈ B of derivable 1-cell sequents, a set
T Γ
B
[α,β] of 2-cells. Of course, we take these to be invariant under renaming,
so if σ is a permutation of the set of names then we require
T Γσ
B
[ασ, βσ] = T Γ
B
[α,β].
Any two different sets of 2-cells (i.e. sets that are not presumed equal by the
above) are taken to be disjoint. A 2-cell sequent is of the form Γ ⊢ φ ∶ α →
β ∈ B. The derivation rules for 2-cell sequents are:
• The identity rule:
Γ ⊢ α ∈ A
1
Γ ⊢ 1α ∶ α → α ∈ A
• The axiom rule: for every t ∈ T Γ
B
[α,β], with Γ = (A1 ∈ A1, . . . ,An ∈ An),
Γ1 ⊢ γ1 ∈ A1 ⋯ Γn ⊢ γn ∈ An
t●
Γ1⋯Γn ⊢ tγ1,...,γn ∶ α[Ai ∶= γi]i → β[Ai ∶= γi]i ∈ B
where the sets of names in the Γi are pairwise disjoint.
• The composition rule:
Γ ⊢ φ ∶ β → γ ∈ A Γ ⊢ ψ ∶ α → β ∈ A
comp
Γ ⊢ φ ⋅ ψ ∶ α → γ ∈ A
• The 1-cell application rule: for every f ∈ T (A1, . . . ,An;B),
Γ1 ⊢ φ1 ∶ α1 → β1 ∈ A1 ⋯ Γn ⊢ φn ∶ αn → βn ∈ An
f(→)
Γ1,⋯,Γn ⊢ f(φ1, . . . , φn) ∶ f(α1, . . . , αn)→ f(β1, . . . , βn) ∈ B
The names in the Γi are again required to be pairwise disjoint.
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Since the conclusion of each rule has a distinct syntactic form, each derivable
2-cell sequent has a unique derivation. Notice that, if Γ ⊢ φ ∶ α → β ∈ B is
a derivable 2-cell sequent, then Γ ⊢ α ∈ B and Γ ⊢ β ∈ B are derivable 1-cell
sequents. We also observe that substituting a 1-cell expression in a 2-cell
expression, or vice versa, results in a derivable 2-cell sequent:
Lemma 5.3 (1-in-2 substitution). Let ∆ ⊢ φ ∶ α → β ∈ C be a derivable 2-cell
sequent, with
∆ = B1 ∈ B1,⋯,Bn ∈ Bn.
For each 1 ≤ i ≤ n, let
Γi ⊢ γi ∈ Bi
be a derivable 1-cell sequent. Then the 2-cell sequent
Γ1,⋯,Γn ⊢ φ[Bi ∶= γi]i ∶ α[Bi ∶= γi]i → β[Bi ∶= γi]i ∈ C,
is also derivable, assuming that the sets of names in the Γi and ∆ are pairwise
disjoint.
Proof. Consider a derivation of ∆ ⊢ φ ∶ α → β ∈ C, and make the substitution
throughout the derivation. In detail: for every sequent in the derivation, in
the context replace each Bi ∈ Bi by Γi and in the expression replace each Bi
by γi. For each derivation rule, this substitution results in another instance
of the same rule, and the 1-cell substitution lemma ensures that every 1-
cell sequent in the derivation remains derivable. The conclusion of this new
derivation is
Γ1,⋯,Γn ⊢ φ[Bi ∶= γi]i ∶ α[Bi ∶= γi]i → β[Bi ∶= γi]i ∈ C,
which is therefore derivable.
Lemma 5.4 (2-in-1 substitution). Let Γ ⊢ γ ∈ C be a derivable 1-cell sequent,
for some
Γ = (A1 ∈ A1, . . . ,An ∈ An).
If the 2-cell sequents
∆1 ⊢ φ1 ∶ α1 → β1 ∈ A1 ⋯ ∆n ⊢ φn ∶ αn → βn ∈ An
are all derivable, then so is
∆1,⋯,∆n ⊢ γ[Ai ∶= φi]i ∶ γ[Ai ∶= αi]i → γ[Ai ∶= βi]i ∈ B.
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The names in the ∆i must be pairwise disjoint, of course.
Proof. This is simply a matter of repeatedly applying the 1-cell application
rule. Formally, the proof is by induction on γ. If γ is a constant, i.e. Γ is
the singleton C ∈ C and γ is just C, then the conclusion is equal to the
hypothesis and the claim is trivial. Suppose, then, that γ = f(γ1, . . . , γm) for
some m ∈ N, 1-cell symbol f ∈ T (B1, . . . ,Bm;C) and 1-cell expressions γi.
Clearly the context Γ must be equal to (Γ1,⋯,Γm), where each Γi contains
the names used in γi. We want to reindex the names so that it is clear to
which γi each belongs, for which we introduce a simple technical device that
is also used in several other proofs below. For each 1 ≤ i ≤ m, let mi be the
number of names in Γi. Then, given 1 ≤ i ≤m and 1 ≤ j ≤mi, define ⟨i, j⟩ to
be j +∑r<imr. The effect of this definition is that
Γi = (A⟨i,1⟩ ∈ A⟨i,1⟩,⋯,A⟨i,mi⟩ ∈ A⟨i,mi⟩)
or, in abbreviated notation, that
Γi = (A⟨i,j⟩ ∈ A⟨i,j⟩)mij=1
The inductive hypothesis implies that, for each 1 ≤ i ≤m, the 2-cell sequent
Γi ⊢ γi[A⟨i,j⟩ ∶= φ⟨i,j⟩]mij=1 ∶ γi[A⟨i,j⟩ ∶= α⟨i,j⟩]mij=1 → γj[A⟨i,j⟩ ∶= β⟨i,j⟩]mij=1 ∈ Bi.
is derivable. Now apply the 1-cell application rule to these sequents and the
1-cell symbol f , and the conclusion follows.
5.2.3 Equations
The final ingredient that we need to complete our description of T is a
collection of equations between 2-cells. Formally, we declare that for each
pair Γ ⊢ α ∈ A and Γ ⊢ β ∈ A of 1-cell sequents, there is a set that we denote
T=(Γ ⊢ α → β ∈ A). This set consists of pairs (φ,ψ), where Γ ⊢ φ ∶ α → β ∈ A
and Γ ⊢ ψ ∶ α → β ∈ A are derivable 2-cell sequents. We also require the
collection of equations to be closed under renaming, so if σ is a permutation
of the set of names then
(φ,ψ) ∈ T=(Γ ⊢ α→ β ∈ A) ⇔ (φσ, ψσ) ∈ T=(Γσ ⊢ ασ → βσ ∈ A).
In fact this restriction is not strictly necessary, since the axiom rule for equa-
tions (below) permits any 1-in-2 substitution instance of an equation to be
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used, but we retain it for the sake of consistency.
The derivation rules for equations are as follows. There are three rules
expressing the fact that any equality worth the name should be reflexive,
symmetric, and transitive:
• For every derivable 2-cell sequent Γ ⊢ φ ∶ α → β ∈ A, we have reflexivity:
=r
Γ ⊢ φ = φ ∶ α → β ∈ A
• symmetry:
Γ ⊢ φ = ψ ∶ α→ β ∈ A
=s
Γ ⊢ ψ = φ ∶ α→ β ∈ A
• and transitivity:
Γ ⊢ ψ = χ ∶ α → β ∈ A Γ ⊢ φ = ψ ∶ α → β ∈ A
=t
Γ ⊢ φ = χ ∶ α → β ∈ A
There is an axiom rule for equations, which allows us to use any 1-in-2 sub-
stitution instance of an equation axiom:
• For every (∆,A, α, β,φ,ψ) ∈ T=, with ∆ = (B1 ∈ B1,⋯,Bn ∈ Bn),
Γ1 ⊢ γ1 ∈ B1 ⋯ Γn ⊢ γn ∈ Bn (φ = ψ)
Γ1⋯Γn ⊢ φ[Bi ∶= γi]i = ψ[Bi ∶= γi]i ∶ α[Bi ∶= γi]i → β[Bi ∶= γi]i ∈ A
The next two rules express the idea that the 2-cell construction rules should
preserve equality:
• The composition rule preserves equality:
Γ ⊢ φ = φ′ ∶ β → γ ∈ A Γ ⊢ ψ = ψ′ ∶ α → β ∈ A
comp
Γ ⊢ φ ⋅ ψ = φ′ ⋅ ψ′ ∶ α → γ ∈ A
• The 1-cell application rule preserves equality: for every f ∈ T (A1, . . . ,An;B),
Γ1 ⊢ φ1 = φ′1 ∶ α1 → β1 ∈ A1 ⋯ Γn ⊢ φn = φ′n ∶ αn → βn ∈ An
f(→)
Γ1,⋯,Γn ⊢ f(φ1, . . . , φn) = f(φ′1, . . . , φ′n) ∶ f(α1, . . . , αn)→ f(β1, . . . , βn) ∈ B
Next, there are equations expressing the fact that 1-cell application preserves
identities and composition:
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• 1-cell application preserves identities: for every f ∈ T (A1, . . . ,An;B),
Γ1 ⊢ α1 ∈ A1 ⋯ Γn ⊢ αn ∈ An
f(1)
Γ1,⋯,Γn ⊢ f(1α1 , . . . ,1αn) = 1f(α1,...,αn) ∈ B
• 1-cell application preserves composition: for every f ∈ T (A1, . . . ,An;B),
Γ1 ⊢ φ1 ∶ β1 → γ1 ∈ A1 Γ1 ⊢ ψ1 ∶ α1 → β1 ∈ An . . . Γn ⊢ φn ∶ βn → γn ∈ An Γn ⊢ ψn ∶ αn → βn ∈ An
f(⋅)
Γ1,⋯,Γn ⊢ f(φ1, . . . , φn) ⋅ f(ψ1, . . . , ψn) = f(φ1 ⋅ ψ1, . . . , φn ⋅ψn) ∶ f(α1, . . . , αn)→ f(γ1, . . . , γn) ∈ B
The identity 2-cells should be units for composition:
• Left identity:
Γ ⊢ φ ∶ α → β ∈ B
lβ
Γ ⊢ 1β ⋅ φ = φ ∶ α → β ∈ B
• Right identity:
Γ ⊢ φ ∶ α → β ∈ B
rβ
Γ ⊢ φ ⋅ 1α = φ ∶ α → β ∈ B
Finally, we have:
• The naturality rule: for every t ∈ T Γ
B
[α,β], with Γ = (A1 ∈ A1, . . . ,An ∈
An),
Γ1 ⊢ φ1 ∶ γ1 → δ1 ∈ A1 ⋯ Γn ⊢ φn ∶ γn → δn ∈ An
t♮
Γ1⋯Γn ⊢ β[Ai ∶= φi]i ⋅ tγ1,...,γn = tδ1,...,δn ⋅ α[Ai ∶= φi]i ∶ α[Ai ∶= γi]i → β[Ai ∶= δi]i ∈ B
where the sets of names in the Γi are pairwise disjoint.
The following proposition is just a sanity check of the equation rules.
Proposition 5.5. If
Γ ⊢ φ = ψ ∶ α → β ∈ B
is a derivable equation sequent, then Γ ⊢ φ ∶ α → β ∈ B and Γ ⊢ ψ ∶ α → β ∈ B
are derivable 2-cell sequents.
Proof. An easy induction over the derivation, using Lemma 5.3 for the axiom
rule and Lemmas 5.3 and 5.4 for the naturality rule.
5.3 Interpretation in a Gray monoid
To interpret these sequents in a target monoidal bicategory B, we need an
interpretation, or model, of T . This section defines the interpretation in a
Gray monoid, so suppose for now that B is a Gray monoid. A model v ∶ T → B
consists of:
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• for every A ∈ T0, an object v(A) in B;
• for every f ∈ T (A1, . . . ,An;B), a 1-cell
v(f) ∶ v(A1)⊗⋯⊗ v(An)→ v(B);
in B.
• for every t ∈ T Γ
B
[α,β], a 2-cell
v(t) ∶ JΓ ⊢ α ∈ BKv ⇒ JΓ ⊢ β ∈ BKv
where the function J−Kv is as defined for 1-cell sequents below,
• such that for every (Γ, α, β,φ,ψ) ∈ T= we have
JΓ ⊢ φ ∶ α → βKv = JΓ ⊢ ψ ∶ α → βKv
where the function J−Kv is as defined for 2-cell sequents below.
If Γ = (A1 ∈ A1,⋯,An ∈ An) is a context, we write v(Γ) as an abbreviation
for v(A1)⊗⋯⊗ v(An).
5.3.1 Interpretation of 1-cells
The semantic interpretation J−Kv of a 1-cell derivation is defined by induction:
•
r (C)
A ∈ C ⊢ A ∈ C
z
v
= 1v(C),
•
uwv [π1]Γ1 ⊢ α1 ∈ A1 ⋯
[πn]
Γn ⊢ αn ∈ An
f(●)
Γ1, . . . ,Γn ⊢ f(α1, . . . , αn) ∈ B
}~
v
= v(f) ○ (
s [π1]
Γ1 ⊢ α1 ∈ A1
{
v
⊗⋯⊗
s [πn]
Γn ⊢ αn ∈ An
{
v
).
Since a derivable 1-cell sequent has a unique derivation, we may regard the
input to the interpretation function as a sequent rather than a derivation.
Clearly JΓ ⊢ α ∈ BKv is always a 1-cell v(Γ) → v(B). Where Γ and B are
evident from the context, we shall abbreviate JΓ ⊢ α ∈ BKv to JγKv.
5.3.2 Semantics of substitution
In order to define the interpretation of 2-cells (and, later, to show soundness)
we shall need a careful analysis of the semantics of 1-cell substitution. The
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reason this is non-trivial is that the interchange law of a Gray monoid does
not hold on the nose: there is some work to be done to account for this.
Definition 5.6. Given arrows f1, . . . , fn of a Gray monoid, we write ⊗ni=1 fi
to mean
f1 ⊗⋯⊗ fn.
Definition 5.7. Given arrows f1, . . . , fn and g1, . . . , gn of a Gray monoid, let
Ini=1(fi, gi) denote the interchange isomorphism
n
⊗
i=1
fi ○
n
⊗
i=1
gi →
n
⊗
i=1
(fi ○ gi).
If ((f ij)nij=1)ni=1 and ((gij)nij=1)ni=1 are nested sequences of 1-cells, then the inter-
change isomorphism
n
⊗
i=1
nij
⊗
j=1
f ij ○
n
⊗
i=1
nij
⊗
j=1
gij →
n
⊗
i=1
nij
⊗
j=1
(f ij ○ gij)
is denoted (Inij=1)ni=1(f ij , gij).
Definition 5.8. Now let Γ ⊢ β ∈ C be a derivable 1-cell sequent, where
Γ = (Bi ∈ Bi)ni=1,
and for each 1 ≤ i ≤ n let ∆i ⊢ αi ∈ Bi be a derivable 1-cell sequent. We shall
explicitly define a ‘normalisation’ isomorphism
normΓ
C
((αi)ni=1, β) ∶ JβKv ○ n⊗
i=i
JαiKv ≅✲ Jβ[Bi ∶= αi]ni=1Kv
The definition is by recursion over β. If β = B1, then we use the identity.
So suppose that β = f(β1, . . . , βm) for some natural number m and 1-cell
symbol f ∈ T (C1,⋯,Cm;D). For each 1 ≤ i ≤ m, let mi denote the number
of names that occur in βi. Let Bij denote Bj+∑r<imr and α
i
j denote αj+∑r<imr .
Thus (Bi)ni=1 is divided into the nested sequence ((Bij)mij=1)mi=1, where the inner
sequence (Bij)mij=1 contains just the names that occur in βi. In a similar way,
divide the context Γ into (Γ1,⋯,Γm) so that each Γi contains the names that
occur in βi, i.e.
Γi = (Bij ∈ Bij)mij=1,
where the nested sequence (Bij) is defined in the obvious way.
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Now, define normΓ
D
((αi)ni=1, β) to be the composite
v(f) ○ m⊗
i=1
JβiKv ○ m⊗
i=1
mi⊗
j=1
JαijKv
v(f) ○ m⊗
i=1
(JβiKv ○ mi⊗
j=1
JαijKv)
v(f) ○ Imi=1(JβiKv,⊗mjj=1JαijKv)
❄
v(f) ○ m⊗
i=1
Jβi[Bij ∶= αij]mij=1Kv
v(f) ○⊗mi=i normΓiCi((αij)mij=1, βi)
❄
This completes the recursive definition.
We shall need the fact that the norm operation has a kind of associativity
property, described in the following Proposition. This is absolutely funda-
mental, since it is used to show that Gray monoids have enough coherence
for our language to be soundly interpretable. Fortunately it follows immedi-
ately from the coherence theorem of Chapter 4.
Proposition 5.9 (Double norm). Let Γ ⊢ γ ∈ D be a derivable 1-cell sequent,
where Γ = (Ci ∈ Ci)ni=1. For each 1 ≤ i ≤ n, let ∆i ⊢ βi ∈ Ci be a derivable
1-cell sequent, where ∆i = (Bij ∈ Bij)nij=1. For each 1 ≤ i ≤ n and 1 ≤ j ≤ ni, let
Ξij ⊢ αij ∈ Bij be a derivable 1-cell sequent. Then the diagram
JγKv ○ n⊗
i=1
JβiKv ○ n⊗
i=1
ni⊗
j=1
JαijKv JγKv ○ Ini=1(JβiKv,⊗nij=1JαijKv) ✲ JγKv ○ n⊗
i=1
(JβiKv ○ ni⊗
j=1
JαijKv)
Jγ[Ci ∶= βi]ni=1Kv ○ n⊗
i=1
ni⊗
j=1
JαijKv
normΓ
D
((βi)ni=1, γ) ○⊗ni=1⊗nij=1JαijKv
❄ JγKv ○ n⊗
i=1
Jβi[Bij ∶= αij]nij=1Kv
JγKv ○⊗ni=1 norm∆iCi ((αij)nij=1, βi)✲
Jγ[Ci ∶= βi]ni=1[[Bij ∶= αij]nij=1]ni=1Kv
norm
(∆i)
n
i=1
D
(((αij)nij=1)ni=1, γ[Ci ∶= Bi]ni=1)
❄
=
✲ Jγ[Ci ∶= βi[Bij ∶= αij]nij=1]ni=1Kv
normΓ
D
((βi[Bij ∶= αij]nij=1)ni=1, γ)
✲
commutes.
Proof. Immediate from 4.1.
5.3.3 Interpretation of 2-cells
The semantic interpretation of a 2-cell derivation is also defined by induction.
As for 1-cells, we define the interpretation on derivations, but sinc
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derivable 2-cell sequent has a unique derivation the interpretation may be
applied directly to derivable sequents. Also, we sometimes omit the type
information when it is obvious from the context.
•
s
Γ ⊢ α ∈ A
1
Γ ⊢ 1α ∶ α→ α ∈ A
{
v
= 1JΓ⊢α∈AKv ,
•
s [π1]
Γ ⊢ φ ∶ β → γ ∈ A
[π2]
Γ ⊢ ψ ∶ α → β ∈ A
comp
Γ ⊢ φ ⋅ ψ ∶ α → γ ∈ A
{
v
= JφKv ⋅ JψKv.
•
t
Γ1 ⊢ γ1 ∈ A1 ⋯ Γn ⊢ γn ∈ An
t●
Γ1⋯Γn ⊢ tγ1,...,γn ∶ α[Ai ∶= γi]i → β[Ai ∶= γi]i ∈ B
|
v
is defined to be the composite
Jα[Ai ∶= γi]iKv Jβ[Ai ∶= γi]iKv.
JαKv ○ n⊗
i=1
JγiKv
norm−1
❄
v(t) ○⊗ni=1JγiKv✲ JβKv ○ n⊗
i=1
JγiKv
norm
✻
•
uwv [π1]Γ1 ⊢ φ1 ∶ α1 → β1 ∈ A1 ⋯
[πn]
Γn ⊢ φn ∶ αn → βn ∈ An
f(→)
Γ1,⋯,Γn ⊢ f(φ1, . . . , φn) ∶ f(α1, . . . , αn)→ f(β1, . . . , βn) ∈ B
}~
v
= v(f) ○⊗ni=1JφiKv.
Proposition 5.10 (Semantics of 1-in-2 substitution). Let
Γ1 ⊢ γ1 ∈ B1 ⋯ Γn ⊢ γn ∈ Bn
be derivable 1-cell sequents, and let
∆ ⊢ φ ∶ α → β ∈ C
be a derivable 2-cell sequent with ∆ = (B1 ∈ B1,⋯,Bn ∈ Bn). Then
JΓ1⋯Γn ⊢ φ[Bi ∶= γi]i ∶ α[Bi ∶= γi]i → β[Bi ∶= γi]i ∈ CKv
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is equal to the composite
Jα[Bi ∶= γi]iKv Jβ[Bi ∶= γi]iKv.
JαKv ○ n⊗
i=1
JγiKv
norm−1
❄ JφKv ○⊗ni=1JγiKv✲ JβKv ○ n⊗
i=1
JγiKv
norm
✻
Proof. The proof is by induction over the derivation of φ: the non-trivial
cases are 1-cell application and the axiom rule. For 1-cell application, let
φ = f(φ1, . . . , φm). As before, let mi be the number of names occurring in φi,
and let ⟨i, j⟩ = j +∑r<imi. Now consider the diagram
v(f) ○ m⊗
i=1
Jαi[B⟨i,j⟩ ∶= γ⟨i,j⟩]mij=1Kv v(f)○⊗mi=1Jφi[B⟨i,j⟩∶=γ⟨i,j⟩]mij=1Kv✲ v(f) ○ m⊗
i=1
Jβi[B⟨i,j⟩ ∶= γ⟨i,j⟩]mij=1Kv
v(f) ○ m⊗
i=1
(JαiKv ○ mi⊗
j=1
Jγ⟨i,j⟩Kv)
v(f)○⊗mi=1 norm
−1((γ⟨i,j⟩)j ,αi)
❄
v(f)○⊗mi=1(JφiKv○⊗mij=1Jγ⟨i,j⟩Kv)✲ v(f) ○ m⊗
i=1
(JβiKv ○ mi⊗
j=1
Jγ⟨i,j⟩Kv)
v(f)○⊗mi=1 norm((γ⟨i,j⟩)j ,βi)
✻
v(f) ○ m⊗
i=1
JαiKv ○ m⊗
i=1
mi⊗
j=1
Jγ⟨i,j⟩Kv
v(f)○Imi=1(JαiKv ,⊗
mi
j=1Jγ⟨i,j⟩Kv)
−1
❄
v(f)○⊗mi=1JφiKv○⊗
m
i=1 ⊗
mi
j=1Jγ⟨i,j⟩Kv
✲ v(f) ○ m⊗
i=1
JβiKv ○ m⊗
i=1
mi⊗
j=1
Jγ⟨i,j⟩Kv
v(f)○Imi=1(JβiKv ,⊗
mi
j=1Jγ⟨i,j⟩Kv)
✻
where the upper square commutes by definition, and the lower square com-
mutes by naturality of I. Thus the outside commutes: the left-hand vertical
edge is equal, by definition, to norm((γi)ni=1, α)−1, and similarly the right-hand
edge is equal to norm((γi)ni=1, β). The top edge is equal, again by definition,
to Jφ[Bi ∶= γi]ni=1Kv, and the lower edge to JφKv ○⊗ni=1Jγ⟨i,j⟩Kv.
For the axiom rule, let φ = tδ1,...,δm, where t ∈ T (Ai∈Ai)
m
i=1
C
[λ,µ]. Note that
α = λ[Ai ∶= δi]mi=1 and β = λ[Ai ∶= δi]li=1.
Let mi be the number of names occurring in δi, and let ⟨i, j⟩ = j +∑r<imi.
Note in particular that
n
⊗
i=1
JγiKv = m⊗
i=1
mi⊗
j=1
Jγ⟨i,j⟩Kv.
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Now consider the diagram
Jλ[Ai ∶= δi[B⟨i,j⟩ ∶= γ⟨i,j⟩]mij=1]mi=1Kv Jφ[Bi ∶= γi]ni=1Kv✲ Jµ[Ai ∶= δi[B⟨i,j⟩ ∶= γ⟨i,j⟩]mij=1]mi=1Kv
JλKv ○ m⊗
i=1
Jδi[B⟨i,j⟩ ∶= γ⟨i,j⟩]mij=1Kv
norm−1
❄
v(t) ○⊗mi=1(⋯)✲ JµKv ○ m⊗
i=1
Jδi[B⟨i,j⟩ ∶= γ⟨i,j⟩]mij=1Kv
norm
✻
JλKv ○ m⊗
i=1
(JδiKv ○ mi⊗
j=1
Jγ⟨i,j⟩Kv)
JλKv ○⊗i norm−1
❄
v(t) ○⊗mi=1(⋯) ✲ JµKv ○ m⊗
i=1
(JδiKv ○ mi⊗
j=1
Jγ⟨i,j⟩Kv)
JµKv ○⊗mi=1 norm✻
JλKv ○ m⊗
i=1
JδiKv ○ m⊗
i=1
mi⊗
j=1
Jγ⟨i,j⟩Kv
JλKv ○ I−1
❄
v(t) ○ (⋯) ✲ JµKv ○ m⊗i=1JδiKv ○
m
⊗
i=1
mi⊗
j=1
Jγ⟨i,j⟩Kv
JµKv ○ I✻
The upper square commutes by definition of Jφ[Bi ∶= γi]ni=1Kv, and the other
two squares commute by the 2-categorical interchange law, hence the outside
commutes. Now, applying the Double norm result (Proposition 5.9) to the
vertical sides gives that the outside of the following diagram commutes:
Jα[Bi ∶= γi]ni=1Kv Jφ[Bi ∶= γi]ni=1Kv ✲ Jβ[Bi ∶= γi]ni=1Kv
JαKv ○ n⊗
i=1
JγiKv
norm−1
❄ JφKv ○⊗ni=1JγiKv ✲ JβKv ○ n⊗
i=1
JγiKv
norm
✻
JλKv ○ m⊗
i=1
JδiKv ○ n⊗
i=1
JγiKv
norm−1 ○⊗ni=1JγiKv
❄
v(t) ○ ⋯ ✲ JµKv ○ m⊗i=1JδiKv ○
n
⊗
i=1
JγiKv
norm ○⊗ni=1JγiKv✻
The lower square also commutes, by definition of JφKv, hence the upper square
commutes as required.
Proposition 5.11 (Semantics of 2-in-1 substitution). Let Γ ⊢ γ ∈ C be a
derivable 1-cell sequent, for some
Γ = (A1 ∈ A1, . . . ,An ∈ An).
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Let
∆1 ⊢ φ1 ∶ α1 → β1 ∈ A1 ⋯ ∆n ⊢ φn ∶ αn → βn ∈ An
be derivable 2-cell sequents. Then
J∆1,⋯,∆n ⊢ γ[Ai ∶= φi]i ∶ γ[Ai ∶= αi]i → γ[Ai ∶= βi]i ∈ B.Kv
is equal to the composite
Jγ[Ai ∶= αi]iKv Jγ[Ai ∶= βi]iKv.
JγKv ○ n⊗
i=1
JαiKv
norm−1
❄ JγKv ○⊗ni=1JφiKv✲ JγKv ○ n⊗
i=1
JβiKv
norm
✻
Proof. Compared with the previous Proposition, this one is easy to prove!
The proof is by induction over γ. If γ is a constant then it is trivial, so let
γ = f(γ1, . . . , γm) for some f ∈ T (B1,⋯,Bm;C). For each 1 ≤ i ≤m, let mi be
the number of names in γi, and let ⟨i, j⟩ = j +∑r<imr. We have to show that
the outside of the diagram
v(f) ○ m⊗
i=1
Jγi[A⟨i,j⟩ ∶= α⟨i,j⟩]mij=1Kv v(f) ○⊗mi=1Jγi[A⟨i,j⟩ ∶= φ⟨i,j⟩]mij=1Kv✲ v(f) ○ m⊗
i=1
Jγi[A⟨i,j⟩ ∶= β⟨i,j⟩]mij=1Kv
v(f) ○ m⊗
i=1
(JγiKv ○ mi⊗
j=1
Jα⟨i,j⟩Kv)
v(f) ○⊗mi=1 norm−1
❄
v(f) ○⊗mi=1(JγiKv ○⊗mij=1Jφ⟨i,j⟩Kv) ✲ v(f) ○ m⊗
i=1
(JγiKv ○ mi⊗
j=1
Jβ⟨i,j⟩Kv)
v(f) ○⊗mi=1 norm
✻
v(f) ○ m⊗
i=1
JγiKv ○ m⊗
i=1
mi⊗
j=1
Jα⟨i,j⟩Kv
v(f) ○ I−1
❄
v(f) ○⊗mi=1JγiKv ○⊗mi=1⊗mij=1Jφ⟨i,j⟩Kv✲ v(f) ○
m
⊗
i=1
JγiKv ○ m⊗
i=1
mi⊗
j=1
Jβ⟨i,j⟩Kv
v(f) ○ I✻
commutes. The upper square commutes by the inductive hypothesis, and the
lower square by naturality of I, hence the outside commutes as required.
5.4 Soundness
To make use of the equation rules, we need to show that the derivable equa-
tions hold in every model.
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Proposition 5.12 (Soundness). If
Γ ⊢ φ = ψ ∶ α → β ∈ B
is a derivable equation sequent and v is an interpretation then
JΓ ⊢ φ ∶ α → β ∈ BKv = JΓ ⊢ ψ ∶ α → β ∈ BKv.
Proof. We consider in turn each of the derivation rules for equations.
• The reflexivity, symmetry and transitivity rules need no comment.
• For the axiom rule, let (φ,ψ) ∈ T=(∆ ⊢ α → β ∈ A) and let
Γ1 ⊢ γ1 ∈ B1 ⋯ Γn ⊢ γn ∈ Bn
be derivable 1-cell sequents. We must show that
JΓ1⋯Γn ⊢ φ[Bi ∶= γi]i ∶ α[Bi ∶= γi]i → β[Bi ∶= γi]iKv
= JΓ1⋯Γn ⊢ ψ[Bi ∶= γi]i ∶ α[Bi ∶= γi]i → β[Bi ∶= γi]iKv.
By definition of model, we already know that JφKv = JψKv, hence
JφKv ○ n⊗
i=1
JγiKv = JψKv ○ n⊗
i=1
JγiKv
which, by Proposition 5.10, implies that
Jφ[Bi ∶= γi]ni=1Kv = Jψ[Bi ∶= γi]ni=1Kv
as required.
• Since both horizontal and vertical composition preserve equality in a
2-category (or indeed in a bicategory), the rules expressing that com-
position and 1-cell application preserve equality are sound.
• Let f ∈ T (A1, . . . ,An;B) and let
Γ1 ⊢ α1 ∈ A1 ⋯ Γn ⊢ αn ∈ An
be derivable 1-cell sequents. Then
Jf(1α1 , . . . ,1αn)Kv
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= v(f) ○ (J1α1Kv ⊗⋯⊗ J1αnKv)
= v(f) ○ (1Jα1Kv ⊗⋯⊗ 1JαnKv)
= v(f) ○ 1Jα1Kv⊗⋯⊗JαnKv
= 1v(f)○(Jα1Kv⊗⋯⊗JαnKv)
= J1f(α1,...,αn)Kv
showing that 1-cell application preserves identities.
• Let f ∈ T (A1, . . . ,An;B) and let
Γ1 ⊢ φ1 ∶ β1 → γ1 ∈ A1 ⋯ Γn ⊢ φn ∶ βn → γn ∈ An
and
Γ1 ⊢ ψ1 ∶ α1 → β1 ∈ A1 ⋯ Γn ⊢ ψn ∶ αn → βn ∈ An
be derivable 2-cell sequents. Now, we have
JΓ1,⋯,Γn ⊢ f(φ1, . . . , φn) ⋅ f(ψ1, . . . , ψn) ∈ BKv
= JΓ1,⋯,Γn ⊢ f(φ1, . . . , φn) ∈ BKv ⋅ JΓ1,⋯,Γn ⊢ f(ψ1, . . . , ψn) ∈ BKv
= (v(f) ○ ( n⊗
i=1
JφiKv)) ⋅ (v(f) ○ ( n⊗
i=1
JψiKv))
= v(f) ○ ( n⊗
i=1
JφiKv ⋅ n⊗
i=1
JψiKv)
= v(f) ○ n⊗
i=1
(JφiKv ⋅ JψiKv)
= v(f) ○ n⊗
i=1
(Jφi ⋅ ψiKv)
= Jf(φ1 ⋅ψ1, . . . , φn ⋅ ψn)Kv
showing that 1-cell application does indeed preserve composition.
• The left and right identity rules are obviously sound, since J1αKv = 1JαKv
is a strict unit for vertical composition in a Gray monoid.
• For the naturality rule, let t ∈ T Γ
B
[α,β] where
Γ = (A1 ∈ A1,⋯,An ∈ An),
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and let
Γ1 ⊢ φ1 ∶ γ1 → δ1 ∈ A1 ⋯ Γn ⊢ φn ∶ γn → δn ∈ An
be derivable 2-cell sequents. We wish to show that
Jβ[Ai ∶= φi]i ⋅ tγ1,...,γnKv = Jtδ1,...,δn ⋅ α[Ai ∶= φi]iKv,
i.e. that the diagram
Jα[Ai ∶= γi]iKv Jtγ1,...,γnKv✲ Jβ[Ai ∶= γi]iKv
Jα[Ai ∶= δi]iKv
Jα[Ai ∶= φi]iKv
❄ Jtδ1,...,δnKv✲ Jβ[Ai ∶= δi]iKv
Jβ[Ai ∶= φi]iKv
❄
commutes. Expanding the definitions of these four arrows gives the
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diagram
JαKv ○ n⊗
i=1
JγiKv v(t) ○⊗ni=1JγiKv✲ JβKv ○ n⊗
i=1
JγiKv
Jα[Ai ∶= γi]iKv
norm−1
✻
Jβ[Ai ∶= γi]iKv
norm
❄
JαKv ○ n⊗
i=1
JγiKv
norm−1
❄ JβKv ○ n⊗
i=1
JγiKv
norm−1
❄
JαKv ○ n⊗
i=1
JδiKv
JαKv ○⊗ni=1JφiKv
❄ JβKv ○ n⊗
i=1
JδiKv
JβKv ○⊗ni=1JφiKv
❄
Jα[Ai ∶= δi]iKv
norm
❄ Jβ[Ai ∶= δi]iKv
norm
❄
JαKv ○ n⊗
i=1
JγiKv
norm−1
❄
v(t) ○⊗ni=1JδiKv✲ JβKv ○
n
⊗
i=1
JδiKv
norm
✻
Cancelling the norm arrows gives
JαKv ○ n⊗
i=1
JγiKv v(t) ○⊗ni=1JγiKv✲ JβKv ○ n⊗
i=1
JγiKv
JαKv ○ n⊗
i=1
JγiKv
JαKv ○⊗ni=1JφiKv
❄
v(t) ○⊗ni=1JδiKv✲ JβKv ○
n
⊗
i=1
JδiKv
JβKv ○⊗ni=1JφiKv
❄
which clearly commutes, by the interchange law for composition in a
2-category. Hence the naturality rule is sound.
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5.5 Interpretation in a general monoidal bi-
category
We have shown how the language may be soundly interpreted in a Gray
monoid. In this section, we use coherence to interpret the language soundly
in any monoidal bicategory.
Let B be a monoidal bicategory, and let Gr(B) be the corresponding Gray
monoid, as defined by Gurski (2006, Chapter 10), with monoidal biequiva-
lences
B f✲✛
e
Gr(B).
We briefly recall the definitions of Gr(B) and e:
• an object of Gr(B) is a finite sequence of objects of B, which we regard
as a formal tensor of those objects. So the tensor product of two objects
is just their concatenation as lists.
• a ‘basic 1-cell’ of Gr(B)
⟨f, x, y,α, β⟩ ∶ (Xi)xi=1(Ai)mi=1(Yi)yi=1 → (Xi)xi=1(Bi)ni=1(Yi)yi=1
consists of:
– a bracketing2 α of the subsequence (Ai)mi=1,
– a bracketing β of the subsequence (Bi)ni=1,
– a 1-cell f ∶ ⊗αAi → ⊗β Bi in B, where ⊗α denotes the iterated
tensor according to the bracketing α.
• Let us define the canonical tensor of a sequence of objects or 1-cells to
associate to the right, for example ⊗(A,B,C,D) = A⊗ (B ⊗ (C ⊗D)).
On basic 1-cells, e(⟨h,x, y,α, β⟩) is defined to be a composite of three
2 By bracketing we mean what Gurski calls a ‘choice of association’ (his Defini-
tion 10.3.1). This can include copies of the unit object: for example, ((I ⊗ A) ⊗ B) ⊗ I
is a bracketing of (A,B).
5.5. INTERPRETATION IN A GENERALMONOIDAL BICATEGORY127
1-cells:
⊗((Xi)xi=1(Ai)mi=1(Yi)yi=1)
( x⊗
i=1
Xi)⊗ ((⊗
α
Ai)⊗ (
y
⊗
i=1
Yi))
≅
❄
( x⊗
i=1
Xi)⊗ ((⊗
β
Bi)⊗ (
y
⊗
i=1
Yi))
(⊗xi=1Xi)⊗ h⊗ (⊗yi=1 Yi)
❄
⊗((Xi)xi=1(Bi)ni=1(Yi)yi=1)
≅
❄
where the first and third arrows are associator 1-cells.(Gurski assumes
that some associator has been chosen for each pair of bracketings. We
shall further assume that each chosen associator has minimal com-
plexity, where the complexity of an associator is the number of basic
structural 1-cells it is built from. In addition we assume that, if α and
β are bracketings, the chosen associator β → α is the inverse of the
chosen associator α → β. This is clearly consistent with the previous
requirement.)
• a 1-cell of Gr(B) is a composable finite sequence of basic 1-cells.
• On 1-cells, e(f1, . . . , fn) is defined to be
e(fn) ○ ⋯ ○ e(f1).
• a 2-cell f ⇒ g is a 2-cell e(f)⇒ e(g) in B.
• e is the identity on 2-cells.
• Horizontal composition of 2-cells in Gr(B) is non-trivial, and inserts
the structural isomorphisms necessary to make the types match.
Our primary interest in e is that it serves as a machine for inserting struc-
tural 1-cells and 2-cells where appropriate. Unfortunately for us, the very
simplicity of its definition means that it will often insert structural 1-cells un-
necessarily. This is no bar to defining an interpretation in a general monoidal
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bicategory, but it would make the resulting interpretation more complicated
than necessary. Therefore it is convenient to introduce a new operation e′ on
the 1-cells of Gr(B), which produces a 1-cell in B that is isomorphic to, but
generally simpler than, the one produced by e. We will also explicitly define
an invertible 2-cell ǫ(h) ∶ e(h)⇒ e′(h), for every 1-cell h of Gr(B).
The first difference between e′ and e is that we redefine the value of e′ on a
basic 1-cell ⟨h,x, y,α, β⟩. We suppress the first and/or third (associator) ar-
row when its source and target are equal. In this case our minimal-complexity
criterion ensures that these associators are identities, hence there is an obvi-
ous invertible 2-cell
ǫ(⟨h,x, y,α, β⟩) ∶ e(⟨h,x, y,α, β⟩)⇒ e′(⟨h,x, y,α, β⟩)
built from the unit 2-cells of the bicategory B. For example, let A and
B be objects of B, and consider the one-element sequences (A) and (B),
which are objects of Gr(B). Given h ∶ A → B in B, there is a basic 1-cell
⟨h,0,0, (−), (−)⟩ ∶ (A)→ (B) in Gr(B); in fact this is precisely f(h), accord-
ing to Gurski’s triequivalence f . Now, applying e to this basic 1-cell gives the
composite
A
1✲ A
h✲ B
1✲ B,
whereas applying e′ just gives h ∶ A→ B.
The second case in which e may introduce unnecessary 1-cells comes when
two basic 1-cells are juxtaposed within a 1-cell of Gr(B). Suppose, for exam-
ple, that we have a 1-cell containing ⟨h,x, y,α, β⟩ followed by ⟨h′, x′, y′, α′, β′⟩.
Applying e to this pair gives a composite of six 1-cells, the third and fourth
of which are:
( x⊗
i=1
Xi)⊗ ((⊗
β
Bi)⊗ (
n
⊗
i=1
Bi))
⊗((Xi)xi=1(Bi)ni=1(Yi)yi=1)
≅
❄
=⊗((X ′i)x′i=1(B′i)n′i=1(Y ′i )y′i=1)
( x
′
⊗
i=1
X ′i)⊗ ((⊗
α′
B′i)⊗ (
y′
⊗
i=1
Y ′i ))
≅
❄
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We define e′ so that:
• If these associators are mutually inverse, both are suppressed.
• Otherwise, this composite is replaced by the relevant chosen associator
of minimal complexity.
And we define ǫ in the obvious way.
Finally, we define e′ on the 2-cells of Gr(B). If ξ ∶ (hi)→ (ki) is a 2-cell in
Gr(B), let e′(ξ) be the composite
e′((hi)) ǫ−1((hi))✲ e((hi)) e(ξ)✲ e((ki)) ǫ((ki))✲ e′((ki)).
We shall say in stages what it means to give an interpretation v ∶ T → B,
and use v to simultaneously define:
• an interpretation vGr ∶ T → Gr(B), and
• the semantic function J−Kv.
The interpretation v is given as follows:
• To give the object part of v, one gives, for every object A of T , an
object v(A) of B. Using this, we define the object part of vGr by letting
vGr(A) = f(v(A)).
• To give the 1-cell part of v, one gives, for every h ∈ T (A1, . . . ,An;B),
a 1-cell v(h) ∶ e(⊗ni=1 vGr(Ai)) → v(B). Using this, we define vGr(h) to
be the basic 1-cell
(vGr(Ai))ni=1 → vGr(B)
for which e′(vGr(h)) = v(h).
• The interpretation JγKv of a 1-cell is defined to be e′(JγKvGr).
• To give the 2-cell part of v, one gives, for every t ∈ T Γ
B
(α,β), a 2-cell
v(t) ∶ JαKv → JβKv
in B. Since e is a bijection on 2-cells, so is e′, hence there is a unique
2-cell
vGr(t) ∶ JαKvGr → JβKvGr
for which e′(vGr(t)) = v(t).
• The interpretation JφKv of a 2-cell is defined to be e(JφKvGr).
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• Additionally we demand that, for every equation (φ,ψ) ∈ T=(Γ ⊢ α →
β ∈ B), JφKv = JψKv. Note that this is so if and only if JφKvGr = JψKvGr .
• Since the interpretation J−KvGr is known to be sound, the interpretationJ−Kv is also sound.
5.6 Towards a braided extension
Thanks to Theorem 4.2, there is no serious obstacle to defining a version of
the language applicable to braided monoidal bicategories. With each context
one could associate a positive braid on that context, and arrange matters so
that the associated expression (on the right of the turnstile) uses the variables
in the order that they ‘emerge’ from the braid. This could then be used to
treat braided structures, such as braided pseudomonoids, via components.
Only lack of time has prevented us from developing the braided extension
in full detail here.
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Chapter 6
Pseudomonoids
A monoid, in a monoidal category, consists of an object A equipped with a
unit u ∶ I → A and a multiplication m ∶ A ⊗ A → A, satisfying the obvious
unit and associativity axioms. In a monoidal bicategory , the corresponding
notion is that of a pseudomonoid, where the unit and associativity laws hold,
not on the nose, but up to coherent isomorphism. The primeval example is of
course that of monoidal categories, which are pseudomonoids in the monoidal
bicategory Cat; though for present purposes we are particularly interested in
promonoidal categories, which are pseudomonoids in Prof.
Little has been published about pseudomonoids per se, though the defi-
nition is given by Day and Street (1997). However, the equivalent notion of
pseudomonad (in a tricategory or Gray-category) has received more atten-
tion: from Marmolejo (1997, 1999, 2004); Lack (2000); Tanaka (2005), among
others.
Definition 6.1. A pseudomonoid C in a monoidal bicategory B is a normal
pseudofunctor 1→ B. More concretely, it consists of an object C, 1-cells
J ∶ I→ C,
P ∶ C⊗C→ C,
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and invertible 2-cells
C⊗ (C⊗C) aC,C,C ✲ (C⊗C)⊗C
⇒
a
C⊗C
C⊗ P
❄
P
✲ C ✛
P
C⊗C
P ⊗C
❄
I⊗C J ⊗C✲ C⊗C
⇒
l
C
P
✛
lC
✲
C⊗ I C⊗ J✲ C⊗C
⇒
r
C
P
✛
rC
✲
subject to the two equations below (stated in the Gray monoid setting). Since
the 2-cells are assumed to be invertible, we shall permit ourselves to omit
the arrow. Also, here and elsewhere, we write C2 for C⊗C.
C⊗ I⊗C
C⊗ l C⊗C⊗C
C⊗ J ⊗C
✲
C⊗C
1
❄
C⊗P✛
a
C⊗C
P ⊗C
❄
C
P
❄ P✛
=
C⊗ I⊗C
r⊗C C⊗C⊗C
C⊗ J ⊗C
✲
C⊗C
1
❄
P ⊗C✛
C
P
❄
(6.0.1)
and
C
3
C
4
C
2⊗P
✲
∼ C2
P⊗C
❄
⇐
a
C
2
C⊗P
✲
C
3
P⊗C2
❄ C⊗P
✲
⇓a C
P
❄
P ✲
C
2
P
✲
P⊗C ✲
=
C
3
C
4
C
2⊗P
✲
⇓C⊗ a C2
C⊗P
✲
C
3
P⊗C2
❄
⇐
a⊗C
C
3
C⊗P
✲
C⊗P⊗C
✲
⇙a C
P
❄
C
2
P⊗C
❄
P
✲
P⊗C ✲
(6.0.2)
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The first of these equations corresponds to the triangle axiom relating α, λ
and ρ, and the second to Mac Lane’s pentagon axiom.
6.1 Some facts about pseudomonoids
If we express the results of Kelly (1964) in the language of general pseudo-
monoids, we obtain the three equations below. In the following sections, we
shall prove that they hold in general, by showing how Kelly’s argument can
be applied, via the calculus of components, to any pseudomonoid C.
I⊗C2 J ⊗C
2
✲ C3
C⊗ P✲ C2
l⊗C
a
C
2
P ⊗C
❄
P
✲
1
✲
C
P
❄
=
I⊗C2 J ⊗C
2
✲ C3
∼
I⊗C
I⊗P
❄ J ⊗C✲ C2
C⊗ P
❄
l
C
P
❄
1
✲
(6.1.1)
C
2 ⊗ I C
2 ⊗ J
✲ C3
P ⊗C
✲ C2
C⊗ r
a
C
2
C⊗ P
❄
P
✲
1
✲
C
P
❄
=
C
2 ⊗ I C
2 ⊗ J✲ C3
∼
C⊗ I
P ⊗ I
❄ C⊗ J✲ C2
P ⊗C
❄
r
C
P
❄
1
✲
(6.1.2)
I⊗ I
I⊗C
I⊗ J
✲
C⊗ I
J ⊗ I
❄ ∼
r C⊗C
J ⊗C
❄
C⊗ J
✲
C
1
❄ P✛
=
I⊗ I
I⊗C
I⊗ J
✲
C⊗ I
J ⊗ I
❄
l
C⊗C
J ⊗C
❄
C
1
❄
1
✛ P✛
(6.1.3)
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Lack (1995, section 3.4) describes an interesting geometrical way to prove
these equations, using certain four-dimensional diagrams.1 Marmolejo (1997,
Proposition 8.1) gives a more down-to-earth version of the argument, using
pasting diagrams. Instead we will show how they follow from Kelly’s proof
for ordinary monoidal categories, by the calculus of components.
6.2 Pseudomonoids via the calculus of com-
ponents
Next we see how the language of components may be used to reason about
pseudomonoids. We will define the theory M of pseudomonoids, and show
that reasoning in the formal language corresponds precisely to the usual
modes of reasoning about monoidal categories, and that a model of M is
precisely a pseudomonoid. The theory concerns a single object C, so M0 =
{C}. There are two basic 1-cells, J ∶ I → C and P ∶ C ⊗C → C, so formally
we have M(;C) = {J} and M(C,C;C) ∶= {P}. There are six basic 2-cells,
corresponding to a, l, r and their inverses. The 2-cell a goes from
A ∈ C,B ∈ C,C ∈ C ⊢ P (A,P (B,C)) ∈ C
to
A ∈ C,B ∈ C,C ∈ C ⊢ P (P (A,B),C) ∈ C;
formally, for every three distinct names A, B and C we have
M(A∈C,B∈C,C∈C)
C
[P (A,P (B,C)), P (P (A,B),C)] = {a}.
To make the notation appear more familiar, we shall write A ∗ B to mean
P (A,B), and I to mean J(). Thus a is a 2-cell with components
aA,B,C ∶ A ∗ (B ∗C)→ (A ∗B) ∗C
for A, B, C ∈ C. In fact we want a to be an invertible 2-cell, which formally
means that there is another 2-cell a−1 with components
a
−1
A,B,C ∶ (A ∗B) ∗C → A ∗ (B ∗C)
1 Lack is working in the slightly more general context of enriched bicategories: a pseu-
domonoid is an enriched bicategory with one object.
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such that aA,B,C ⋅ a−1A,B,C and a−1A,B,C ⋅ aA,B,C are identities. In terms of the
formal definition of the theory M, this means
MΓ
C
[P (P (A,B),C), P (A,P (B,C))] = {a−1},
(Γ,C, P (P (A,B),C), P (P (A,B),C),a−1A,B,C ⋅ aA,B,C,1P (P (A,B),C)) ∈M=,
(Γ,C, P (A,P (B,C)), P (A,P (B,C)),aA,B,C ⋅ a−1A,B,C,1P (A,P (B,C))) ∈M=,
where Γ = (A ∈ C,B ∈ C,C ∈ C).
In the same way, we want l to be an invertible 2-cell with components
lA ∶ I ∗A→ A
for A ∈ C, and r to be an invertible 2-cell with components
rA ∶ A ∗ I → A
for A ∈ C. (Formally, the theory M contains 2-cells l, l−1, r and r−1, and four
equations expressing that l−1 is inverse to l and r−1 is inverse to r.)
Finally, we have the pentagon and triangle axioms. Consider the pentagon:
A ∗ (B ∗ (C ∗D)) aA,B,C∗D✲ (A ∗B) ∗ (C ∗D) aA∗B,C,D✲ (((A ∗B) ∗C) ∗D)
A ∗ ((B ∗C) ∗D)
aA,B∗C,D
✲
A ∗ aB,C,D
✲
(A ∗ (B ∗C)) ∗D
aA,B,C ∗D
✲
Of course, this diagram is just a convenient way of writing the equation
aA∗B,C,D ⋅ aA,B∗C,D = P (aA,B,C,D) ⋅ aA,B∗C,D ⋅ (A ∗ aB,C,D)
which we take as a formal equation ofM. Thus any model ofM must satisfy
JaA∗B,C,D ⋅ aA,B∗C,DKv = JP (aA,B,C ,D) ⋅ aA,B∗C,D ⋅ (A ∗ aB,C,D)Kv.
Similarly the triangle:
A ∗ (I ∗C) aA,I,C✲ (A ∗ I) ∗C
A ∗C
rA ∗C
✛
A ∗ lC
✲
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represents the equation
(rA ∗C) ⋅ aA,I,C = A ∗ lC ,
hence a model of M must also satisfy
J(rA ∗C) ⋅ aA,I,CKv = JA ∗ lCKv.
Now, let us consider an interpretation of M in a Gray monoid B. We shall
omit v(), writing just C instead of v(C), and P instead of v(P ), etc. So an
interpretation ofM consists of an object C, 1-cells J ∶ I→ C and P ∶ C⊗C →
C, and invertible 2-cells
C
2
C
3
C⊗ P ✲
⇓a C
P
✲
C
2
P
✲
P ⊗C ✲
C⊗C ✛J ⊗C I⊗C
⇒
l
C
1
✛
P
✲
C⊗C ✛C⊗ J C⊗ I
⇒
r
C
1
✛
P
✲
where we have written C2 as an abbreviation for C ⊗ C, etc., subject to
equations corresponding to the pentagon and triangle conditions. Let us first
consider the pentagon equation
JaA∗B,C,D ⋅ aA,B,C∗DKv = J(aA,B,C ∗D) ⋅ aA,B∗C,D ⋅ (A ∗ aB,C,D)Kv.
equivalently
JaA∗B,C,DKv ⋅ JaA,B,C∗DKv = J(aA,B,C ∗D)Kv ⋅ JaA,P (B,C),DKv ⋅ JP (A,aB,C,D)Kv.
6.2. PSEUDOMONOIDS VIA THE CALCULUS OF COMPONENTS 137
By definition, JaA,B,C∗DKv ∶ JA ∗ (B ∗ (C ∗D))Kv ⇒ J(A ∗B) ∗ (C ∗D)Kv is
JA ∗ (B ∗ (C ∗D))Kv J(A ∗B) ∗ (C ∗D)Kv
JA ∗ (B ∗X)Kv ○ (C⊗C⊗P )
norm−1
❄
a ○ (C⊗C⊗ P )✲ J(A ∗B) ∗XKv ○ (C⊗C⊗ P )
norm
✻
On the left we have
JA ∗ (B ∗ (C ∗D))Kv
= P ○ (C⊗ JB ∗ (C ∗D)Kv)
= P ○ (C⊗ (P ○ (C⊗ JC ∗DKv)))
= P ○ (C⊗ (P ○ (C⊗P )))
= P ○ (C⊗P ) ○ (C⊗C⊗ P )
and the norm−1 map is just the identity. The reason is essentially that every
occurrence of P has one argument equal to a constant. Thus the right-hand
side is more interesting: we have
J(A ∗B) ∗ (C ∗D)Kv = P ○ (P ⊗P )
and the norm map is the isomorphism
P ○ (P ⊗C) ○ (C⊗C⊗P )→ P ○ (P ⊗P ).
So this 2-cell is
C
2
C
4
C⊗C⊗ P
✲ C3
C⊗ P ✲
⇓a C
P
✲
C
2
P ⊗P
∼
P
✲
P ⊗
C ✲
In a similar way, one may calculate that
JaP (A,B),C,DKv
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is equal to
C
2
C
4
P ⊗C⊗C
✲ C3
C
⊗ P ✲
⇓a C
P
✲
C
2
P ⊗ P
∼
P
✲
P ⊗C ✲
Note that, according to the definition of Gray monoid, in fact
P ⊗ P = (C⊗ P ) ○ (P ⊗C⊗C),
and this interchange cell is the identity. Thus the composite
JaA∗B,C,D ⋅ aA,B,C∗DKv = JaA∗B,C,DKv ⋅ JaA,B,C∗DKv
is
C
3
C
4
C2⊗P
✲
∼ C2
P⊗C
❄
⇐
a
C
2
C⊗P
✲
C
3
P⊗C2
❄ C
⊗
P
✲
⇓a C
P
❄
P ✲
C
2
P
✲
P⊗C ✲
Calculating J(aA,B,C ∗D) ⋅ aA,B∗C,D ⋅ (A ∗ aB,C,D)Kv.
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is less interesting, since all the norm maps are identities, so it is just
C
3
C
4
C
2⊗P
✲
⇓C⊗ a C2
C⊗P
✲
C
3
P⊗C2
❄
⇐
a⊗C
C
3
C
⊗
P
✲C⊗
P
⊗
C
✲
⇙a C
P
❄
C
2
P⊗C
❄
P
✲
P⊗C ✲
Thus the pentagon axiom, in a Gray monoid, is precisely equation (6.0.2).
In a similar way, the triangle axiom corresponds to equation (6.0.1). The
interpretation in a general monoidal bicategory works in a similar way; the
monoidal biequivalence e′ causes structural 1-cells and 2-cells to be inserted
where necessary. Let us consider the 2-cell a: its interpretation needs to be a
2-cell JA ∗ (B ∗C)Kv → J(A ∗B) ∗CKv,
and JA ∗ (B ∗C)Kv is simply
C⊗ (C⊗C) C⊗P✲ C⊗C P✲ C
whereas J(A ∗B) ∗CKv is
C⊗ (C⊗C) aC,C,C✲ (C⊗C)⊗C P⊗C✲ C⊗C P✲ C,
hence a should be a 2-cell
C⊗ (C⊗C) C⊗P✲ C⊗C
⇙ a
(C⊗C)⊗C
aC,C,C
❄
P ⊗C
✲ C⊗C
P
✲ C
P
✲
The axioms also sport structural 2-cells. For example, the pentagon equation
becomes the requirement that
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C⊗ (C⊗ (C⊗C)) C⊗ (C⊗P )✲ C⊗ (C⊗C) C⊗ P✲ C⊗C
⇙ aC,C,P ⇙ a
(C⊗C)⊗C
aC,C,C
❄
(C⊗C)⊗ (C⊗C)
aC,C,C⊗C
❄
(C⊗C)⊗P ✲
≅ C⊗C
P
✲
P ⊗C
✲
C
P
✲
C⊗ (C⊗C) C⊗P
✲
P ⊗ (C⊗C) ✲
⇙ aP,C,C ⇙ a
((C⊗C)⊗C)⊗C
aC⊗C,C,C
❄
(P ⊗C)⊗C✲ (C⊗C)⊗C
aC,C,C
❄
P ⊗C
✲ C⊗C
P
✲
must be equal to
C⊗ (C⊗ (C⊗C)) C⊗ (C⊗ P )✲ C⊗ (C⊗C)
⇙ C⊗ a
C⊗ ((C⊗C)⊗C)
C⊗ aC,C,C
❄
C⊗ (P ⊗C)✲ C⊗ (C⊗C) C⊗P✲ C⊗C
C⊗P
✲
(C⊗C)⊗ (C⊗C) ⇐
π−1
A,B,C,D
⇙ aC,P,C ⇙ a
(C⊗ (C⊗C))⊗C
aC,C⊗C,C
❄
(C⊗P )⊗C✲ (C⊗C)⊗C
aC,C,C
❄
P ⊗C
✲ C⊗C
P
✲ C
P
✲
⇓ a⊗C
((C⊗C)⊗C)⊗C
aC,C,C ⊗C
❄
(P ⊗C)⊗C✲ (C⊗C)⊗C
aC,C,C⊗C
aC⊗C,C,C
P ⊗C
✲
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and the triangle equation becomes the requirement that
C⊗ (I⊗C) aC,I,C✲ (C⊗ I)⊗C
⇗aC,J,C
C⊗ (C⊗C)
C⊗ (J ⊗C)
❄
aC,C,C
✲ (C⊗C)⊗C
(C⊗ J)⊗C
❄
⇒
r⊗C
⇗a
C⊗C
C⊗ P
❄
P
✲ C ✛
P
C⊗C
rC ⊗C
P ⊗C
✲
be equal to
C⊗ (I⊗C)
C
3
C⊗ (J ⊗C)
✛ ⇒
r⊗C
⇒
µC,C
(C⊗ I)⊗C
aC,I,C
✲
C⊗C
C⊗ lC
❄ rC ⊗C✛C⊗ P ✲
C
P
❄
(In fact the ‘raw’ version of the equation, as it emerges from the interpre-
tation, has µ−1 on the left-hand side, rather than µ on the right as we have
written.)
6.3 Calculating in the theory of pseudomon-
oids
Now we may use the language to prove various facts about pseudomonoids,
essentially using the formal interpretation of the language as a translation
tool that allows us to transfer proofs from the familiar setting of monoidal
categories. As a first example, consider the simple fact that
lI∗A = I ∗ lA ∶ I ∗ (I ∗A)→ I ∗A.
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The usual proof runs as follows: since l is a natural transformation, we have
a naturality square
I ∗ (I ∗A) I ∗ lA✲ I ∗A
♮
I ∗A
lI∗A
❄
lA
✲ A
lA
❄
which, since lA is invertible, implies the claim. The formal proof in our lan-
guage is precisely the same: the naturality square is an instance of the nat-
urality axiom; we then compose with l−1A (using the axiom that composition
preserves equality), then use our axiom relating l and l−1 to derive
1A ⋅ lI∗A = 1A ⋅ I ∗ lA,
and finally use the identity axiom (and symmetry and transitivity) to con-
clude that
lI∗A = I ∗ lA ∶ I ∗ (I ∗A)→ I ∗A
as required. In a Gray monoid, this shows that
∼
C
J ⊗C
✲ C⊗C
P
✲ C
J ⊗C
✲ C⊗C
P
✲ C
⇓ l
J ⊗ (P ○ (J ⊗C))
1
is equal to
∼
C
J ⊗C
✲ C⊗C
P
✲ C
J ⊗C
✲ C⊗C
P
✲ C
⇓ l
J ⊗ (P ○ (J ⊗C))
1
Since we may cancel the common norm cell, this can equivalently be stated
as:
C
J ⊗C
✲ C⊗C
P
✲ C
J ⊗C
✲ C⊗C
P
✲ C
⇓ l
1
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is equal to
C
J ⊗C
✲ C⊗C
P
✲ C
J ⊗C
✲ C⊗C
P
✲ C
⇓ l
1
For a more substantial application, consider the triangle (6.1.1):
I ∗ (A ∗B) aI,A,B✲ (I ∗A) ∗B
A ∗B
lA ∗B
✛
lA∗B
✲
The proof of this, as given by Kelly (1964) for monoidal categories, runs as
follows. Consider the diagram
(A, (I, (C,D))) aA,I,(C∗D)✲ (A ∗ I) ∗ (C ∗D) a(A∗I),C,D✲ ((A ∗ I) ∗C) ∗D
♮
A ∗ (C ∗D)
aA,C,D
✲
✛ rA
∗ (C
,D
)
(A
, l(C
,D) )
✲
(A ∗C) ∗D✛
(rA
∗C
) ∗D
♮
A ∗ ((I ∗C) ∗D)
A ∗ aI,C,D ?
❄
aA,I∗C,D
✲A
∗ (lC
∗D
)✲
(A ∗ (I ∗C)) ∗D
aA,I,C ∗D
✻
✛
(A ∗
lC ) ∗
D
The outside commutes by the pentagon axiom. The quadrilaterals commute
by naturality, and the unmarked triangles by the triangle axiom. Since aA,C,D
is invertible, it follows that the triangle marked ‘?’ commutes. Now set A = I,
and use the naturality and invertibility of l to conclude that the required
triangle commutes. It’s easy to see that all this reasoning is formalisable in
the language, hence JaI,A,B ⋅ lA∗BKv = JlA ∗BKv
in any model. By a dual argument,
JrA∗B ⋅ aA,B,IKv = JA ∗ rBKv
as well. Also, we can show that JlIKv = JrIKv, as follows:
(lI ∗A) ⋅ aI,I,A = lI∗A
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by the triangle we proved above, which is equal to I ∗ lA by the naturality
argument at the start of this section, which in turn is equal to (rI ∗A) ⋅aI,I,A
by the triangle axiom. Since aI,I,A is invertible, we have that lJ()∗A = rJ()∗A.
Then use the invertibility and naturality of r to conclude lI = rI , as required.
Again, this reasoning may easily be formalised in the language, and as
promised the language allows us to transfer proofs from the setting of ordi-
nary monoidal categories to that of arbitrary pseudomonoids.
6.4 Braided pseudomonoids
In the context of a braided monoidal bicategory B, we can define what it
means to have a braiding on a pseudomonoid in B. Observe that it is not
possible to define symmetric pseudomonoids in this setting: there is simply no
way to express the desired equation. To define symmetric pseudomonoids in
general, one needs some additional structure on the braiding of the monoidal
bicategory: this additional structure is called a syllepsis , and consists of an
invertible modification between the identity transformation on the tensor
pseudofunctor and the transformation with components
A⊗B sA,B✲ B ⊗A sB,A✲ A⊗B,
subject to coherence conditions. However, all the general facts that we need
concerning symmetric promonoidal categories are true more generally in the
braided case, hence we have no need to consider symmetry explicitly in the
abstract setting.
Definition 6.2. Let C be a pseudomonoid in the braided monoidal bicate-
gory B. A braiding for C is a 2-cell s:
C⊗C sC,C✲ C⊗C
⇒
s
C
P
✛
P
✲
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subject to two equations, which (in a Gray monoid) are as follows:
C3 ✛
sC,C2
C3
sC,P
C
2
P ⊗C
❄
✛
sC,C
C
2
C⊗ P
❄
a
s
a
C2
P
✲ C ✛
P
P
✛
P
✲
C2
C⊗ P P ⊗C
=
C3 ✛
sC,C2
C3
SC∣C,C
C⊗ s C3
sC,C ⊗C
✛
C⊗ sC,C
✛
s⊗C
a
C2
P
✲
C⊗P
✛
C ✛
P
C2
C⊗P P ⊗C
P ⊗C
✲
(6.4.1)
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and
C3
sC2,C✲ C3
sP,C
C
2
P ⊗C
❄ sC,C ✲ C2
C⊗ P
❄
a
s
a
C2
P
✲ C ✛
P
P
✛
P
✲
C2
C⊗ P P ⊗C
=
C3
sC2,C✲ C3
SC,C∣C
C⊗ s C3
sC,C ⊗C
✲
C⊗ sC,C ✲
s⊗C
a
C2
P
✲
C⊗ P
✛
C ✛
P
C2
C⊗P P ⊗C
P ⊗C
✲
(6.4.2)
Definition 6.3. A braided pseudomonoid is a pseudomonoid equipped with
a braiding.
Observe that, if s is a braiding for C with respect to the monoidal bicategory
braiding s, then the inverse of the right mate of s, with respect to sC,C and
1C, is a braiding with respect to s∗. We shall denote this dual braiding as s∗.
(Note that, by Lemma 2.41, s∗ is also the right mate of the inverse of s.)
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6.5 Another approach to braided pseudomon-
oids
This section concerns the equation
I⊗C
C
2
J ⊗C
✛
l UC∣I C⊗ I
sC,I
✛
C
1
❄
1
✛
P ✲
=
C2 ✛
J ⊗C
I⊗C ✛sC,I C⊗ I
sC,J
C
2
C⊗ J
✛
sC,C
✛
s r
C
P 1
P
❄
(6.5.1)
We’ll first show that this equation holds in every braided pseudomonoid, and
then we’ll show that, in the presence of axioms (6.0.2), (6.4.1) and (6.4.2),
the equations (6.1.1) and (6.5.1) together imply (6.0.1). This gives a useful
alternative axiomatisation of braided pseudomonoids.
In the case of ordinary braided monoidal categories, this equation corre-
sponds to the triangle:
I ⊗A σI,A✲ A⊗ I
A
ρA✛λA
✲
and the alternative axiomatisation consists of the ordinary pentagon and
hexagon equations together with this triangle and the triangle
I ⊗ (A⊗B) α✲ (I ⊗A)⊗B
A⊗B
λA ⊗B✛λA⊗B ✲
The advantage of this axiomatisation, in the general case just as in the case
of ordinary monoidal categories, is that ρ appears just once; hence it may be
eliminated from the data and defined in terms of σ and λ.
In fact this can be proved quite easily using the braided extension of the
calculus of components that was mentioned briefly in Section 5.6. Sadly time
constraints have made it impossible to incorporate this improvement in ad-
equate detail, so instead we give a direct proof using pasting diagrams. This
may serve at least to indicate what a dramatic simplification is made possible
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by component-based reasoning.
Remark 6.4. Notice that, if we can prove that this equation holds of every
braided pseudomonoid, then in particular it holds of the dual braiding s∗, so
we have
I⊗C
C
2
J ⊗C
✛
l U∗
C∣I C⊗ I
s∗
C,I
✛
C
1
❄
1
✛
P ✲
=
C2 ✛
J ⊗C
I⊗C ✛s
∗
C,I
C⊗ I
s∗
C,J
C
2
C⊗ J
✛
s∗
C,C
✛
s∗ r
C
P 1
P
❄
Taking mates then gives
I⊗C
C
2
J ⊗C
✛
l UI∣C C⊗ I
sI,C
✲
C
1
❄
1
✛
P ✲
=
C2 ✛
J ⊗C
I⊗C sI,C✲ C⊗ I
sJ,C
C
2
C⊗ J
✛
sC,C ✲
s r
C
P 1
P
❄
(6.5.2)
So a proof of (6.5.1) will also establish (6.5.2). This is an example of how
the duality principle can be used to establish facts about the braiding s, not
only about the dual braiding s∗.
These equations generalise the one of Joyal and Street (1993, Prop. 2.1,
part 1), and indeed the essence of the lengthy argument here is contained in
the two-line sketch proof therein. The proof is originally due to Kelly (1964)
– that he considered a symmetry, rather than a braiding, does not affect the
proof.
At the end of the proof, we shall need to appeal to the following lemma. It
corresponds to the fact that, in a monoidal category, the functors I ⊗ − and
− ⊗ I are faithful.
Lemma 6.5. Let A be some object of B, let f , g ∶ A→ C and let γ, δ ∶ f ⇒ g.
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If
C ×A ⇓ C×γ C ×C P ✲ C
C × f
C × g
= C ×A ⇓ C×δ C ×C P ✲ C
C × f
C × g
then γ = δ. Dually, if
A ×C ⇓ γ×C C ×C P ✲ C
f ×C
g ×C
= A ×C ⇓ δ×C C ×C P ✲ C
f ×C
g ×C
then γ = δ.
Proof. Easy, via the calculus of components.
Proposition 6.6. Equation (6.5.1) holds in any braided pseudomonoid, hence
(by the discussion above) so does (6.5.2).
Proof. Consider the 2-cell
C⊗ I⊗C ✛ sC,C⊗I C2 ⊗ I
SC∣C,I
C
3
C⊗ J ⊗C
✛
C⊗ l C⊗UC∣I C2 ⊗ I
✛
s C
,C
⊗ I
✛
C⊗
s
C
,I
C
2
1
❄
✛
sC,C✛
1C⊗ P
✲
C
2
1
❄
s
C
P
✛
P
✲
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By Proposition 3.12, this is equal to
C⊗ I⊗C ✛sC,C⊗I C2 ⊗ I
C
3
C⊗ J ⊗C
✛
C⊗ l
C
2
1
❄
✛
sC,C
C⊗ P ✲
C
2
1
❄
s
C
P
✛
P ✲
which is equal, by equation (6.0.1), to
C⊗ I⊗C ✛sC,C⊗I C2 ⊗ I
C
3
C⊗ J ⊗C
✛
r⊗C
C
2
1
❄
✛
sC,C
P ⊗
C ✲
C
2
1
❄
a
s
C
2
C⊗ P
❄
P
✲ C
P
✛
P ✲
Since s is pseudo-natural, this is equal to
C⊗ I⊗C ✛sC,C⊗I C2 ⊗ I
sC,C⊗J
C
3 ✛
sC,C2✛
C
⊗ J
⊗C
C
3
✛
C
2 ⊗ J
C⊗ r
sC,P
C
2 ✛
sC,C
P ⊗
C
✲
C
2
1
❄
C⊗
P
✲
a
s
C
2
C⊗P
❄
P
✲ C
P
✛
P
✲
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which, by equation (6.1.2), equals
C⊗ I⊗C ✛sC,C⊗I C2 ⊗ I
sC,C⊗J
C3 ✛
sC,C2✛
C
⊗ J
⊗C
C3
✛
C
2 ⊗ J
∼
sC,P
C
2
P ⊗C
❄
✛
sC,C
C
2
C⊗ P
❄
C⊗ I
a
s
a
C2
P
✲ C ✛
P
P
✛
P
✲
C2
✛
C
⊗ J
r
C⊗P P ⊗C
P ⊗ I
1
By (6.4.1), this is equal to
C⊗ I⊗C ✛sC,C⊗I C2 ⊗ I
sC,C⊗J
C3 ✛
sC,C2✛
C
⊗ J
⊗C
C3
✛
C
2 ⊗ J
∼
SC∣C,C
C⊗ s C3
sC,C ⊗C
✛
C⊗ sC,C
✛
s⊗C C⊗ I
a
C2
P
✲
✛
C
⊗P
C ✛
P
C2
✛
C
⊗ JP ⊗C
✲
r
C⊗P P ⊗C
P ⊗ I
1
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which, since ⊗ is a pseudo-functor, is equal to
C⊗ I⊗C ✛sC,C⊗I C2 ⊗ I
sC,C⊗J
C3 ✛
sC,C2✛
C
⊗ J
⊗C
C3
✛
C
2 ⊗ J
∼ C2 ⊗ I
sC,C ⊗ I
❄
s⊗ I
SC∣C,C
C⊗ s C3 ✛
C
2 ⊗ J
✛ s
C
,C
⊗C
C⊗ sC,C
✛
∼ C⊗ I
P ⊗
I
✲
a
C2
P
✲
✛
C
⊗ P
C ✛
P
C2
✛
C
⊗ JP ⊗C
✲
r
C⊗ P
P ⊗ I
1
Since S is a modification, this in turn is equal to
C3 ✛
C⊗ J ⊗C
C⊗ I⊗C ✛sC,C⊗I C2 ⊗ I
C⊗ s
C⊗ sJ,C
SC∣C,I
C2 ✛
C⊗P C
3
C⊗ sC,C
✻
✛
C2 ⊗ J C
2 ⊗ I
C⊗ sC,I
✻
✛
s C
,C
⊗ I
s⊗ I
a ∼
C
P
❄
✛
P
C
2
P ⊗C
❄
✛
C⊗ J C⊗ I
P ⊗ I
❄
r
1
C⊗ P
P ⊗ I
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which by (6.1.2) is equal to
C3 ✛
C⊗ J ⊗C
C⊗ I⊗C ✛sC,C⊗I C2 ⊗ I
C⊗ s
C⊗ sJ,C
SC∣C,I
C2 ✛
C⊗P C
3
C⊗ sC,C
✻
✛
C2 ⊗ J C
2 ⊗ I
C⊗ sC,I
✻
✛
s C
,C
⊗ I
s⊗ I
C⊗ r
C
P
❄
✛
1
C⊗ I
P ⊗ I
❄
1
C⊗P
P ⊗ I
If we compare this with the diagram we began with, and cancel the invertible
2-cells SC∣C,I and s = s⊗ I, we have that
C⊗ I⊗C C2 ⊗ I
C
3
✛
C
⊗ J
⊗C
C⊗ l C⊗UC∣I C2 ⊗ I
sC,C ⊗ I
❄
✛
C⊗
s
C
,I
C
2
1
❄
1
✛
C⊗
P
✲
C
P
❄
=
C⊗ I⊗C C2 ⊗ I
C3
✛
C
⊗ J
⊗C
C⊗ sC,J C2 ⊗ I
sC,C ⊗ I
❄
✛
C⊗
s
C
,I
C
3
✛
C
2 ⊗ J
✛
C⊗
s
C
,C
C⊗ s C⊗ r
C2
C⊗ P
❄
C
C⊗ P C⊗ P
P
❄
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and since sC,C is an equivalence, it follows that
C⊗ I⊗C
C
3
✛
C
⊗ J
⊗C
C⊗ l C⊗UC∣I C2 ⊗ I
✛
C⊗
s
C
,I
C
2
1
❄
1
✛
C⊗
P
✲
C
P
❄
=
C3 ✛
C⊗ J ⊗C
C⊗ sC,J ✛C⊗ sC,I C2 ⊗ I
C⊗ sC,J
C
3
✛
C
2 ⊗ J
✛
C⊗
s
C,C
C⊗ s C⊗ r
C2
C⊗P
❄
C
C⊗P C⊗P
P
❄
Now Lemma 6.5 yields the claim.
Proposition 6.7. Let the object C, the 1-cells P and J , and the 2-cells a,
l, r and s be given, as in the definition of braided pseudomonoid. Suppose
that equations (6.0.2), (6.4.1), (6.4.2) and (6.1.1) are satisfied. If (6.5.1)
or (6.5.2) is satisfied then the structure is indeed a braided pseudomonoid.
It follows that a braided pseudomonoid may be defined using just the 2-
cells a, l, and s, subject to equations (6.0.2), (6.4.1), (6.4.2) and (6.1.1).
The 2-cell r can be defined, if necessary, using equation (6.5.1) or (6.5.2).
Proof. We shall assume equations (6.4.1), (6.1.1) and (6.5.1), and derive (6.0.1).
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Consider the 2-cell
I⊗C2 ✛sC,I⊗C C⊗ I⊗C
sC,J⊗C
C3
J ⊗C2
❄
✛
sC,C2
C3
C⊗ J ⊗C
❄
r⊗C
sC,P
C
2
P ⊗C
❄
✛
sC,C
C
2
C⊗ P
❄
a
s
a
C2
P
✲ C ✛
P
P
✛
P
✲
C2
C⊗P P ⊗C
1
By equation (6.4.1), this is equal to
I⊗C2 ✛sC,I⊗C C⊗ I⊗C
sC,J⊗C
C3
J ⊗C2
❄
✛
sC,C2
C3
C⊗ J ⊗C
❄
r⊗C
SC∣C,C
C⊗ s C3
sC,C ⊗C
✛
C⊗ sC,C
✛
s⊗C
a
C2
P
✲
C⊗ P
✛
C ✛
P
C2
P ⊗C
✲
C⊗ P P ⊗C
1
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which, since S is a modification, is equal to
I⊗C2 ✛ sC,I⊗C C⊗ I⊗C
SC∣I,C
C
3
J ⊗C2
❄
∼ I⊗C2
✛
sC
,I
⊗C
✛
I ×
s
C
,C
sC,J ⊗C C2
C⊗ J ⊗C
❄
r⊗C
C⊗ s C3
J ⊗C2
❄✛
sC
,C
⊗C
✛
C⊗
s
C
,C
s⊗C
a
C
2
C⊗P
❄
P
✲
✛
C
⊗ P
C ✛
P
C2
P ⊗C
❄
P ⊗
C
✲
1
By equation (6.5.1), this is
I⊗C2
SC∣I,C
✛
sC,I⊗C
C⊗ I⊗C
I⊗C2 ✛ sC,I
⊗C
✛
I⊗ s
C,C
UC∣I ⊗C
∼
l⊗C
C
3
J ⊗C2
❄
✛
C⊗ sC,C
C
3
J ⊗C2
❄
P ⊗C
✲ C2
1
❄
1
✲
C⊗ s
a
C
2
C⊗P
❄
P
✲
C⊗P
✲
C
P
❄
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which, by (6.1.1), is equal to
I⊗C2
SC∣I,C
✛
sC,I⊗C
C⊗ I⊗C
I⊗C2
✛
sC,I
⊗C
✛
I⊗ s
C,C
UC∣I ⊗C
∼
C
3 ✛
C⊗ sC,C✛
J
⊗C
2
C
3
✛
J
⊗C
2
∼ I⊗C
I⊗P
❄
C
2
1
❄
1
✲
C⊗ s
l
C
2
C⊗P
❄
P
✲
✛
J
⊗CC⊗ P
✲
C
P
❄
1
✲
which, since the ∼ cells are natural, is equal to
I⊗C2
SC∣I,C
✛
sC,I⊗C
C⊗ I⊗C
I⊗ s
I⊗C2
✛
sC,I
⊗C
✛
I⊗ s
C,C
UC∣I ⊗C
C
3
✛
J
⊗C
2
∼ I⊗C
I⊗P
❄
C
2
1
❄
1
✲
l
C
2
P
✲
✛
J
⊗CC⊗P ✲
C
I⊗P
P
❄
1
✲
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By (6.1.1), this is equal to
I⊗C2
SC∣I,C
✛
sC,I⊗C
C⊗ I⊗C
I⊗ s
I⊗C2
✛
sC,I
⊗C
✛
I⊗ s
C,C
UC∣I ⊗C
l⊗C I⊗C
I⊗P
❄
C
2
1
❄
1
✲
C3
P ⊗C
✲ C2
1
❄
P
✲ C
P
❄
1
✲
a
C
2
I⊗
P
J ⊗C2
P
✲
C⊗ P
✲
which equals
C⊗ I⊗C
I⊗C2 ✛I⊗ sC,C I⊗C2
✛s
C,I
⊗C
UC∣I ⊗C
l⊗C
C
3
J ⊗C2
❄
P ⊗C
✲ C2 ✛
sC,C
1
✲
C
2
1
❄
1
✲
a
s
C
2
C⊗ P
❄
P
✲ C
sC,I⊗C
SC∣I,C
P
❄
P
✲
By one of the unit axioms in the definition of braiding for a monoidal bicat-
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egory, this is
I⊗C2 ✛ sC,I⊗C C⊗ I⊗C
l⊗C
C
3
J ⊗C2
❄
P ⊗C
✲ C2 ✛
sC,C
1
✲
C
2
1
❄
a
s
C
2
C⊗ P
❄
P
✲ C
P
❄
P
✲
which, since s is pseudo-natural, is equal to
I⊗C2 ✛ sC,I⊗C C⊗ I⊗C
sC,J⊗C
C
3
✛
C
⊗ J
⊗C
C⊗ l
sC,P
C
3
J ⊗C2
❄
P ⊗C
✲
✛
s C
,C
2
C
2 ✛
sC,C
C
2
1
❄
C⊗
P
✲
a
s
C
2
C⊗ P
❄
P
✲ C
P
❄
P
✲
If we now compare this with the 2-cell we began with, and cancel the common
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invertible 2-cell
I⊗C2 ✛sC,I⊗C C⊗ I⊗C
sC,J⊗C
C3
J ⊗C2
❄
✛
sC,C2
C3
C⊗ J ⊗C
❄
sC,P
C
2
P ⊗C
❄
✛
sC,C
C
2
C⊗P
❄
a
s
C2
P
✲ C
P
✛
P
✲
C⊗ P
we obtain equation (6.0.1), as claimed.
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Chapter 7
Cayley’s Theorem for
Pseudomonoids
In its traditional form, Cayley’s theorem says that every finite group is (iso-
morphic to) a subgroup of one of the symmetric groups. What the proof
actually shows is that every monoid M is a submonoid of the monoid of
endofunctions ∣M ∣ → ∣M ∣, via the function that maps the element x ∈ M to
the function x ○ −.
A ‘Cayley Theorem for monoidal categories’ has been used by Joyal and
Street (1993, Proposition 1.3) to show that every monoidal category is monoidally
equivalent to a strict monoidal category. It turns out that we need the cor-
responding theorem for promonoidal categories; and rather than just prove
another special case, it seems wise to generalise. So the purpose of this chap-
ter is to state and prove a Cayley Theorem for pseudomonoids.
As motivation, we begin by reviewing the one-dimensional case, of monoids
in a monoidal category.
7.1 Cayley’s theorem for monoids
I’m not aware of any literature that specifically addresses the question of
giving an analogue of Cayley’s theorem for monoids in a monoidal category,
but it is a special case of a standard construction. A monoid in the monoidal
category V can be regarded as a one-object V-enriched category.1 Then we
can apply the enriched Yoneda Lemmas of Kelly (1982, sections 1.9 and 2.4)
to this V-category. Since it requires some effort to extract the specifics of the
one-object case from Kelly’s constructions, we give an overview here.
1This operation – reimagining a monoid as a one-object category – is often called
suspension.
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Let V be a monoidal category, and let M be a monoid in V, with unit
e ∶ I →M and multiplication m ∶M ⊗M →M .
The Cayley-Yoneda theorems are best stated in terms of modules:
Definition 7.1. A right M-module consists of an object X ∈ V and a map
x ∶ X ⊗M →X
such that the diagrams
X ⊗M ⊗M x⊗M✲ X ⊗M
X ⊗M
X ⊗m
❄
x
✲ X
x
❄
and
X
≅
✲ X ⊗ I
X
1
❄
✛
x
X ⊗M
X ⊗ e
❄
commute.
Remark 7.2. Note that (M,m) is a right M-module.
Definition 7.3. Let (X,x) and (Y, y) be right M-modules. A morphism of
modules from X to Y is a map f ∶ X → Y for which the diagram
X ⊗M x ✲ X
Y ⊗M
f ⊗M
❄
y
✲ Y
f
❄
commutes. The set of such maps will be denoted ModM(X,Y ).
Kelly proves two versions of his Yoneda Lemma, which he refers to as ‘weak’
and ‘strong’. We shall call our corresponding theorems the ‘external’ and
‘internal’ Cayley Theorem, respectively. The internal theorem requires some
additional properties of V, but the external one is perfectly general.
7.1.1 The external Cayley Theorem
Theorem 7.4 (External Cayley). For every right M-module X, the natural
transformation
φX ∶ModM(M,X) → V(I,X),
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defined as φX(f) = f ⋅ e, is invertible with φ−1X (z) equal to the composite
M
≅✲ I ⊗M z⊗M✲ X ⊗M x✲ X.
Proof. Let f ∶M → X be a map of modules. We’ll first show that φ−1X (φX(f)) =
f : consider the diagram
M
≅
✲ I ⊗M e⊗M✲ M ⊗M f ⊗M✲ X ⊗M
M
m
❄
f
✲
≅
✲
X
x
❄
The triangle commutes by the left-unit law for the monoidM , and the square
because f is a map of modules. The upper edge is φ−1X (φX(f)) by definition,
and the lower edge is equal to f .
Now let z ∶ I →X , and consider the diagram
X
I
≅
✲
z
✲
I ⊗ I
z ⊗ I
✲ X ⊗ I
≅
✲
M
e
❄
≅
✲ I ⊗M
I ⊗ e
❄
z ⊗M
✲ X ⊗M
X ⊗ e
❄
x
✲ X
The cells commute by naturality and functoriality of tensor, and by the
unit condition in the definition of module the upper edge is equal to z. The
lower edge is φX(φ−1X (z)) by definition. Thus φX and φ−1X are indeed mutually
inverse.
We must also show that φ−1X (z) is a map of modules, so let z ∶ I → X and
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consider the diagram
M ⊗M ≅✲ I ⊗M ⊗M z ⊗M ⊗M✲ X ⊗M ⊗M x⊗M✲ X ⊗M
M
m
❄
≅
✲ I ⊗M
I ⊗m
❄
z ⊗M
✲ X ⊗M
X ⊗m
❄
x
✲ X
m
❄
The squares commute, from left to right, by the naturality of the left-unit
isomorphism, the functoriality of tensor, and the fact that X is a module.
Thus the outer edge commutes, showing that φ−1X (z) is a map of modules.
Remark 7.5. More can be said about φX , as follows. Each of the sets ModM(M,X)
and V(I,X) is a right V(I,M)-module in a natural way, using theM-module
structure of X . Then φX is a map of modules with respect to these module
structures. We omit2 the details of this, but they are quite routine.
Remark 7.6. The set V(I,M) inherits the monoid structure from M : its unit
is u ∶ I →M , and the product of a, b ∶ I →M is the composite
I
≅✲ I ⊗ I a⊗b✲ M ⊗M m✲ M.
This is the underlying ordinary monoid of the abstract monoid M .
To relate Theorem 7.4 to the ordinary Cayley Theorem, take the module X
to be M itself. Then we have that V(I,M), the underlying ordinary monoid
of M , is isomorphic to ModM(M,M), which is a submonoid of V(M,M).
We should like to be able to say that this φM is an isomorphism of monoids,
i.e. that it preserves the monoid structure.
Proposition 7.7. The isomorphism
φM ∶ModM(M,M) → V(I,M)
is a map of monoids.
Proof. For the unit, φM(1M) = 1M ⋅ e = e. For the multiplication, let f ,
g ∶M →M be right module morphisms: we must show that φM(f ⋅ g):
I
e✲ M
g✲ M
f✲ M
2An earlier version of this chapter included these details: I removed them, as an un-
needed distraction.
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is equal to φM(f)⊗ φM(g):
I
≅✲ I ⊗ I (f ⋅e)⊗(g⋅e)✲ M ⊗M m✲ M.
Consider the diagram
I ⊗ I I ⊗ (g ⋅ e)✲ I ⊗M e⊗M✲ M ⊗M f ⊗M✲ M ⊗M
I
≅
✻
g ⋅ e
✲ M
≅
✻
1
✲ M
m
❄
f
✲
≅
✲
M
m
❄
in which the right-hand square commutes because f is a map of right M-
modules, and the upper triangle by the right-unit law for M . By the functo-
riality of tensor, the top edge is equal to (f ⋅ e)⊗ (g ⋅ e), so the upper outer
edge is φM(f)⊗ φM(g) and the lower edge is φM(f ⋅ g), which are therefore
equal as required.
7.1.2 The internal Cayley Theorem
The theorem above is external in the sense that it essentially concerns the
set V(I,X) rather than the module X itself. If the monoidal category V is
closed, then we can state an internal version, purely in terms of arrows in V
itself. So let V be biclosed, i.e. suppose we are given functors
⊸ ∶ Vop ×V→ V
⊸∶ V ×Vop → V,
and natural isomorphisms with components
curryA,B,C ∶ V(A⊗B,C) ≅ V(A,B⊸C),
curry′A,B,C ∶ V(A⊗B,C) ≅ V(B,C ⊸A).
Then the theorem is:
Theorem 7.8 (Internal Cayley). Let (X,x) be a right M-module. Then the
diagram
X
curryX,M,X(x)✲ M ⊸X h✲
k
✲ (M ⊗M)⊸X
is a coequaliser diagram, where the maps h and k are defined as follows. The
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map h is obtained by currying
(M ⊸X)⊗M ⊗M evMX ⊗M✲ X ⊗M x✲ X,
and k is obtained by currying
(M ⊸X)⊗M ⊗M (M⊸X)⊗m✲ (M ⊸X)⊗M evMX✲ X,
where the map evMX is the result of uncurrying the identity on M ⊸X.
Although the statement of the theorem uses only the right-closed structure
⊸, the left-closed structure ⊸plays a crucial role in the proof. We will not
give a detailed proof here3, since this is something of a digression, but explain
the outline. The preliminary observations are that:
1. For every object X ∈ C, the object X ⊸X is a monoid in a canonical
way, via the definable ‘internal unit’ and ‘internal composition’ maps:
u ∶ I →X ⊸X,
m ∶ (X ⊸X)⊗ (X ⊸X)→X ⊸X.
2. A right M-module is precisely a map of monoids M → X ⊸X for some
X .
3. It follows from this that a right M-module structure on X induces a
canonical right M-module structure on A ⊗X for each object A ∈ V,
because there is an ‘internal tensor’ map
X ⊸X ✲ (A⊗X) ⊸(A⊗X),
which is compatible with the internal unit and compositions.
4. In a similar way, a right M-module structure on X induces a canonical
right M-module structure on X ⊸A, for each object A.
Our second observation is trivial to prove: simply curry the diagrams in
Definition 7.1. The others are proved in Kelly (1982, Section 1.6). Now for the
proof itself: suppose we are given an object A ∈ V and a map g ∶ A→M⊸X
such that hg = kg. We can curry g to get a map
g′ ∶ A⊗M →X,
3Again, I did type out a detailed proof. So this is not just an excuse for laziness!
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and it is not hard to check that, since hg = kg, this g′ is a map of modules
from A⊗M to X ; where the module structure on A⊗M is obtained from that
of M by point (3) above. Then we curry g′ with respect to the left-closure,
to obtain a map
g′′ ∶M →X ⊸A,
which is a map of modules with respect to the module structure on X ⊸A
obtained from (4). By the external Cayley Theorem, g′′ is thus equal to
M
≅✲ I ⊗M f⊗M✲ (X ⊸A)⊗M ✲ X ⊸A
for some unique f ∶ I → X ⊸A, where the unlabelled arrow above comes
from the M-module structure on X ⊸A. From this it can be deduced that
g′ is equal to
A⊗M f ′⊗M✲ X ⊗M x✲ X
for some unique f ′ ∶ A→ X (obtained by uncurrying f). Thus g is equal to
A
f ′✲ X
curryX,M,X(x)✲ M ⊸X
for this unique f ′, which is precisely the universal property of the equaliser
diagram.
Remark 7.9. Above we have deduced the internal theorem from the exter-
nal one. Conversely, the external theorem can be obtained as a corollary of
the internal one, under an additional assumption on V. The additional as-
sumption is that the functor V(I,−) ∶ V → Set should preserve equalisers. In
particular, this is always so if V has small coproducts, because in that case
V is tensored (in the sense of Kelly, 1982, Section 2.7) as a Set-category, and
so the functor V(I,−) has a left adjoint. Then we can obtain the external
theorem simply by applying the functor V(I,−) to the equaliser diagram of
the internal theorem.
7.2 Cayley’s Theorem for Pseudomonoids
Both these theorems, internal and external, admit generalisation to the higher-
dimensional setting. But since it is sufficient for our applications, we shall
confine ourselves to the external version.
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7.2.1 Modules for pseudomonoids
First we must give a suitable definition of C-module, where C is a pseu-
domonoid. In fact, we want to define a bicategory ModC of right C-modules.
Definition 7.10. A right C-module (X,x) for the pseudomonoid C consists
of a 1-cell x ∶ X ⊗C→ X together with invertible 2-cells
X ⊗C
X ⊗ I
X ⊗ J ✲
⇗χJX
X
x
❄rX ✲
and
X ⊗ (C⊗C) aX,C,C✲ (X ⊗C)⊗C x⊗C✲ X ⊗C
⇗ χPX
X ⊗C
X ⊗ P
❄
x
✲ X
x
❄
such that the following two equations hold:
X ⊗C3 x⊗C2✲ X ⊗C2
⇗χPX⊗C
X ⊗C2
X⊗C⊗P
✛
⇒
X ⊗ a X ⊗C
2 x⊗C✲
X⊗P⊗C
✲
X ⊗C
x⊗C
✲
⇗χPX
X ⊗C
x
✲
X⊗P
✛
X⊗P
✲
X
x
✛
=
X ⊗C3 x⊗C2✲ X ⊗C2
∼
X ⊗C2 x⊗C✲
X⊗C⊗P
✛
X ⊗C
X⊗P
✛ ⇒
χPX
X ⊗C
x⊗C
✲
⇗χPX
X ⊗C
x
✲
X⊗P
✲
X
x
✛
x
✲
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and
X ⊗ I⊗C X ⊗ J ⊗C✲ X ⊗C2 x⊗C✲ X ⊗C
⇗X ⊗ l ⇗χPX
X ⊗C
X ⊗P
❄
x
✲
1
✲
X
x
❄
=
X ⊗ I⊗C X ⊗ J ⊗C✲ X ⊗C2
⇗χJX ⊗C
X ⊗C
x⊗C
❄
1
✲
X
x
❄
Definition 7.11. Given right C-modules (X,x) and (Y, y), a map of C-
modules fromX to Y consists of a 1-cell f ∶X → Y together with an invertible
2-cell
X ⊗C f ⊗C✲ Y ⊗C
⇗φf
X
x
❄
f
✲ Y
y
❄
such that
X ⊗C2 f⊗C2✲ Y ⊗C2
⇗φf⊗C
X ⊗C
X⊗P
✛ ⇒
χPX
X ⊗C f⊗C✲
X⊗C
✲
Y ⊗C
y⊗C
✲
⇗φf
X
f
✲
x
✛
x
✲
X
y
✛
=
X ⊗C2 f⊗C2✲ Y ⊗C2
∼
X ⊗C f⊗C✲
X⊗P
✛
Y ⊗C
Y ⊗P
✛ ⇒
χPY
X ⊗C
y⊗C
✲
⇗φf
X
f
✲
x
✲
Y
y
✛
y
✲
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and
X ⊗ I f ⊗ I✲ Y ⊗ I
∼
⇒
χJ
X
X ⊗C
X ⊗ J
❄ f ⊗C✲ Y ⊗C
Y ⊗ J
❄
⇗φf
X
x
❄
f
✲ Y
1
y
❄
=
X ⊗ I f ⊗ I✲ Y ⊗ I
⇒
χJ
Y
Y ⊗C
Y ⊗ J
✲
X
1
❄
f
✲ Y
1
❄ y✛
Definition 7.12. The bicategory ModC of right C-modules is defined as
follows. An object is a right C-module, a 1-cell is a map of right C-modules,
and a 2-cell γ ∶ f ⇒ g ∶ X → Y is a 2-cell f ⇒ g in B such that
⇑γ ⊗C
X ⊗C
f ⊗C
✲ Y ⊗C
⇗φf
X
x
❄
f
✲ Y
y
❄
g ⊗C
=
X ⊗C g ⊗C ✲ Y ⊗C
⇗φg
X
x
❄ g
✲ Y
y
❄
⇑γ
f ⊗C
Composition is defined as in B, and given f ∶ X → Y and g ∶ Y → Z, the
2-cell φgf is the pasting
X ⊗C f ⊗C✲ Y ⊗C g ⊗C✲ Z ⊗C
⇗φf ⇗φg
X
x
❄
f
✲ Y
y
❄
g
✲ Z
z
❄
which is easily verified to satisfy the necessary equations.
7.2.2 Modules via Components
The calculus of components is very useful here. We shall consider what the
definitions mean in terms of components, which in practice is essentially the
same thing as considering what they imply in the case B = Cat.
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A right C-module consists of an object X together with a functor
x ∶ X⊗C→ X;
we shall write this functor in infix form as ●. There are also invertible 2-cells
with components
α●X,A,B ∶ X ● (A⊗B)→ (X ●A) ●B
and
ρ●X ∶ X ● I →X
where we take X to be a (generic) element of X, and A, B to be elements
of C. These are just the 2-cells that were denoted χP and χJ above. The
coherence conditions say that the diagrams
X ● (A⊗ (B ⊗C)) α●✲ (X ●A) ● (B ⊗C) α●✲ ((X ●A) ●B) ●C
X ● ((A⊗B)⊗C)
X ● α
❄
α●
✲ (X ● (A⊗B)) ●C
α● ●C
✻
and
X ● (I ⊗A) α●✲ (X ● I) ●A
X ●A
ρ●X ●A
✛
X ● λA
✲
must commute, for all X ∈ X and A, B, C ∈ C. It is clear that, in particular,
C itself is a right C-module, when equipped in the obvious way.
Now, if we have two right C-modules X and Y, a map of modules F ∶ X→ Y
is a 1-cell F equipped with an invertible 2-cell with components
F ●X,A ∶ F (X ●A)→ FX ●A
172 CHAPTER 7. CAYLEY’S THEOREM FOR PSEUDOMONOIDS
such that the diagrams
F (X ● (A⊗B)) F
●
X,A⊗B ✲ FX ● (A⊗B)
F ((X ●A) ●B)
F (α●X,A,B)
❄
F ●X●A,B
✲ F (X ●A) ●B
F ●X,A ●B
✲ (FX ●A) ●B
α●FX,A,B
❄
and
F (X ● I) F
●
X,I✲ FX ● I
FX
ρ●FX
✛
F (ρ●X) ✲
commute.
Finally, given maps of modules F and G ∶ X→ Y, a module 2-cell is given
by a 2-cell γ ∶ F → G such that the diagram of components
F (X ●A) F
●
X,A✲ FX ●A
G(X ●A)
γX●A
❄
G●X,A
✲ GX ●A
γX ●A
❄
commutes for all X ∈ X and A ∈ C.
7.2.3 External Cayley for Pseudomonoids
We shall use the component presentation to prove the External Cayley the-
orem.
Proposition 7.13 (External Cayley for Pseudomonoids). For every right
C-module X, the functor
φX ∶ModC(C,X) → B(I,X)
defined by φX(F ) = F (I) (and in the obvious way on 2-cells) is an equivalence
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of categories, with equivalence-inverse φ′
X
∶ B(I,X)→ModC(C,X) defined as
φ′
X
(X()) = X() ● −
and made into a map of modules by the invertible 2-cell α●
X(),−,−.
Proof. Let F ∶ C → X be a map of C-modules; then φ′
X
(φX(F )) = F (I) ● −
which, by the natural isomorphism F ●I,−, is naturally isomorphic to F (I ⊗−)
which, by the right-unit isomorphism of C, is naturally isomorphic to F .
Let X() (in component notation) be a 1-cell I→ X. Then
φX(φ′X(X())) =X() ● I,
which is naturally isomorphic to X() by the natural isomorphism ρ●X .
Proposition 7.14. The functor φC ∶ModC(C,C)→ B(I,C) can be equipped
with the structure of a strong monoidal functor, with respect to the natural
monoidal structures on the categories ModC(C,C) and B(I,C).
Proof. The unit for the monoidal structure of ModC(C,C) is of course the
identity map, and φC(1) = 1(I) ≅ I. For the ‘tensor’ part of the monoidal
structure of φC, we take the composite
G(F (I)) G(λ−1FI)
≅
✲ G(I ⊗FI) G
●
I,FI
≅
✲ GI ⊗ FI.
The unit condition holds by the triangle in the definition of map of modules,
so it remains to show the associativity condition. Let F , G, and H be module
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maps C→ C, and consider the diagram
HGFI
HλGFI ✲ H(I ⊗GFI) H
●
I,GFI ✲ HI ⊗GFI
HG(I ⊗FI)
HGλFI
❄
HλG(I⊗FI)
✲ H(I ⊗G(I ⊗FI))
H(I ⊗GλFI)
❄
H●
I,G(I⊗FI)
✲ HI ⊗G(I ⊗ FI)
HI ⊗GλFI
❄
H(GI ⊗FI)
H(G●I,F I)
❄ HλGI⊗FI✲ H(I ⊗ (GI ⊗FI))
H(I ⊗G●I,F I)
❄
H●I,GI⊗FI
✲ HI ⊗ (GI ⊗ FI)
HI ⊗G●I,F I
❄
HGI ⊗FI
H●GI,F I
❄
H((I ⊗GI)⊗FI)
H(αI,GI,F I)
❄
H(λGI ⊗ FI) ✲
H(I ⊗GI)⊗FI
H●I⊗GI,F I
❄
H●I,GI ⊗ FI
✲
H(λGI)⊗FI ✲
(HI ⊗GI)⊗FI
αHI,GI,F I
❄
where the quadrilaterals commute by naturality, the triangle by definition of
pseudomonoid, and the pentagonal region by the definition of morphism of
modules.
So we have shown that, for any pseudomonoid C ∈ B, the monoidal cate-
gory B(I,C) is monoidally equivalent to ModC(C,C). In the case B = Cat,
this shows that every monoidal category is monoidally equivalent to a strict
monoidal category. However we are more interested in the case B = Prof, and
some of the implications in this case are explored in the next chapter.
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Chapter 8
Linear Logic without Units
In this, the title chapter, we at last address the question that we set out
to answer at the outset. We consider the notion of model described in the
introduction, and bring to bear all the machinery of earlier chapters to find
a simple formulation of it.
8.1 Promonoidal categories
As we have foreshadowed, we are mainly interested in the monoidal bicat-
egory Prof of categories and profunctors. Its objects are categories, and a
1-cell C +✲ D is a profunctor from C to D; which is to say, a functor
Cop ×D → Set. (Note that some authors use the converse direction, so what
we call a profunctor from C to D they would call a profunctor from D to
C. There are good arguments in favour of both choices, and we have simply
chosen the one that is easiest for our purposes.)
Profunctors are composed by a convolution operation, where the composite
B
F+✲ C G+✲ D
is defined by the coend formula
GF (B,D) = ∫
C
F (B,C) ×G(C,D).
The 2-cells of Prof are just ordinary natural transformations. It is easy
enough to check that Prof is a bicategory. The monoidal structure is more
subtle, and although it has long been assumed that Prof is a symmetric mon-
oidal bicategory, the first rigorous published proof was given very recently
by Carboni et al. (2007). The monoidal structure is given by the ordinary
cartesian product of categories.
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A promonoidal category is a pseudomonoid in Prof. More concretely, a
promonoidal category consists of a category C equipped with profunctors
P ∶ C ×C +✲ C
and
J ∶ 1 +✲ C
together with natural isomorphisms with components
aA,B,C,D ∶ ∫
X
P (A,X ;D) × P (B,C;X)→ ∫
X
P (A,B;X) × P (X,C;D),
lA,B ∶ ∫
X
J(X) × P (X,A;B)→ C(A,B),
and
rA,B ∶ ∫
X
J(X) ×P (A,X ;B) → C(A,B),
satisfying the pseudomonoid axioms.
A functor F ∶ C → D induces profunctors C(−, F =) ∶ C +✲ D and
C(F−,=) ∶ D +✲ C. These extend in an obvious way to bijective-on-objects
embeddings
Cat→ Prof
and
Catop → Prof,
which (by Yoneda) are locally full and faithful. In particular, the covariant
embedding gives every monoidal category the structure of a promonoidal
category in a natural way. Concretely, one takes P (A,B;C) = C(A ⊗B,C)
and J(A) = C(I,A).
8.1.1 Braiding and symmetry
Clearly a braided promonoidal category must be a braided pseudomonoid in
Prof: that is, a promonoidal category C additionally equipped with a natural
isomorphism with components
σA,B,C ∶ P (A,B;C)→ P (B,A;C)
satisfying the braiding axioms.
We have not given a general definition of symmetric pseudomonoid, be-
cause to do so would require venturing into the deep waters of sylleptic mon-
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oidal bicategories. However we can easily say what it means for a braided
promonoidal category to be symmetric; we simply demand that
σA,B,C = σ−1B,A,C .
It is clear that, in the symmetric case, each of the two braiding axioms implies
the other.
8.2 Modelling linear logic without units
As explained in the introduction, the appropriate structures for modelling the
unitless fragment of multiplicative intuitionistic linear logic are promonoidal
categories where the multiplication P is represented by a functor, but the
unit J generally is not.
Definition 8.1. A semi symmetric monoidal category (semi SMC) consists
of a category C equipped with functors
⊗ ∶ C ×C→ C
and
J ∶ C→ Set
and natural isomorphisms with components
αA,B,C ∶ A⊗ (B ⊗C),
σA,B ∶ A⊗B → B ⊗A,
and
λA,B ∶ ∫
X
J(X) ×C(X ⊗A,B)→ C(A,B)
satisfying the axioms for a symmetric promonoidal category. The associativ-
ity (pentagon) and symmetry (hexagon) axioms do not involve the unit, so
are the same as for an ordinary symmetric monoidal category. In detail, the
diagrams
A⊗ (B ⊗ (C ⊗D)) α✲ (A⊗B)⊗ (C ⊗D) α✲ ((A⊗B)⊗C)⊗D
A⊗ ((B ⊗C)⊗D)
A⊗ α
❄
α
✲ (A⊗ (B ⊗C))⊗D
α⊗D
✻
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and
A⊗ (B ⊗C) α✲ (A⊗B)⊗C σ✲ C ⊗ (A⊗B)
A⊗ (C ⊗B)
A⊗ σ
❄
α
✲ (A⊗C)⊗B
σ ⊗B
✲ (C ⊗A)⊗B
α
❄
must commute. The unit axiom says that the diagram
∫
X
J(X) ×C((X ⊗B)⊗C,Z) ∫
X
J(X) ×C(αX,B,C ,Z) ✲ ∫
X
J(X) ×C(X ⊗ (B ⊗C),Z)
∫
X,Y
J(X) ×C(X ⊗B,Y ) ×C(Y ⊗C,Z)
≅
❄
∫
Y
C(B,Y ) ×C(Y ⊗C,Z)
∫ Y λB,Y ×C(Y ⊗C,Z)
❄
≅
✲ C(B ⊗C,Z)
λB⊗C,Z
❄
must commute for all B,C,Z ∈ C.
Definition 8.2. A semi symmetric monoidal closed category (semi SMCC)
is a semi SMC C together with a functor
⊸ ∶ Cop ×C→ C
and a natural isomorphism with components
curryA,B,C ∶ C(A⊗B,C)→ C(A,B⊸C).
The purpose of this chapter is to find a simpler formulation of the notion
of semi SMCC. We should like to formulate the notion in a way that does
not involve coends, for one thing. In fact we give two such formulations,
which are superficially very different. Before delving into the details, we give
a summary of our two presentations.
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8.2.1 The presentation via linear elements
There is an obvious notion of unitless SMCC , essentially obtained taking the
ordinary definition of SMCC and erasing those parts that mention the unit
object. In the introduction, we saw that unitless SMCCs are not adequate
to model the unitless fragment of IMLL, because of the need to represent
sequents whose left-hand side is empty. However, it turns out that the gap
between unitless SMCCs and semi SMCCs is smaller than it seems: surpris-
ingly, no additional structure is actually required! In fact a semi SMCC can
be described as a unitless SMCC satisfying a certain property . Here we briefly
describe the property in question.
Given a unitless SMCC C, and an object A ∈ C, let us define a linear
element of A to be a natural transformation with components
γX ∶ X → A⊗X
such that, for all X and Y ∈ C, the diagram
X ⊗ Y
A⊗ (X ⊗ Y )
αA,X,Y
✲
γX⊗Y
✛ (A⊗X)⊗ Y
γX ⊗ Y
✲
commutes. It’s easy to see that, in an ordinary monoidal category, the linear
elements of A are in bijective correspondence with morphisms I → A. Now,
there is an obvious functor
Lin ∶ C→ Set
that takes each object A ∈ C to the set of linear elements on C. (In an
ordinary monoidal category, it is isomorphic to the hom functor C(I,−).)
Furthermore, there is a canonical natural transformation with components
ℓA,B ∶ Lin(A⊸B)→ C(A,B);
if γ is a linear element of A⊸B, then ℓA,B(γ) is just the composite
A
γA✲ (A⊸B)⊗A evAB✲ B
where evA is the counit of the adjunction − ⊗A ⊣ A⊸ −.
Our additional condition, then, is as follows: a unitless SMCC C can be
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regarded as a semi SMCC just when the natural transformation ℓ is invertible,
so that every arrow A→ B comes from a unique linear element of A⊸B. It
is easy to see that this condition is satisfied when C has a unit object, and
in Section 8.3 we shall prove that in fact it is satisfied if and only if C has a
promonoidal unit.
8.2.2 The ‘ψ’ presentation
Our second presentation is given in terms of structure rather than properties.
We show that to give a semi SMCC is to give a category C equipped with
an associative, symmetric1 functor ⊗ ∶ C ×C→ C, a functor ⊸ ∶ Cop ×C→ C
through which hom factors up to isomorphism,
C
op ×C ⊸ ✲ C
≅
Set
∃J
❄
.................
hom
✲
and a natural isomorphism
ψA,B,C ∶ (A⊗B)⊸C → A⊸ (B⊸C)
such that the diagram
(A⊗ (B ⊗C))⊸D αA,B,C ⊸D✲ ((A⊗B)⊗C)⊸D
(A⊗B)⊸ (C⊸D)
ψA⊗B,C,D❄
A⊸ ((B ⊗C)⊸D)
ψA,B⊗C,D
❄
A⊸ ψB,C,D
✲ A⊸ (B⊸ (C⊸D))
ψA,B,C⊸D❄
commutes.
8.3 The promonoidal unit
Although we are primarily interested in semi SMCCs, the basic argument
here works in any braided promonoidal category, so we shall work at that
level of generality and specialise to our intended application at the end.
1 I.e., equipped with the standard associativity and symmetry isomorphisms and co-
herence laws of a symmetric monoidal category.
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The essential tool here is the Cayley Theorem for pseudomonoids: in the
case B =Cat, it shows that every monoidal category is monoidally equivalent
to a strict monoidal category. In the case B = Prof , which is the case we’re
interested in here, it allows us to construct a canonical representation for the
promonoidal unit. (This turns out to be particularly powerful in the braided,
or symmetric, case.)
In summary, the story goes as follows. It is a familiar fact that, in a semi-
group, all units must be equal: if i and j are both units, then i = ij = j. The
existence or otherwise of a unit is really a property of a semigroup; there is no
choice of how to define the unit. By a similar argument, in a pseudomonoid
(or ‘pseudosemigroup’, a pseudomonoid without the unit structure) all units
are isomorphic. Being good category theorists, we don’t care about the dif-
ference between isomorphic structures; so we have no real choice in how to
define the unit of a pseudomonoid: given the tensor structure (P and a),
either it is possible to define a unit, or it isn’t. We might say that the unit
is ‘essentially property-like’ (cf. Kelly and Lack, 1997). This point may seem
rather irrelevant, since the easiest way to demonstrate the existence of a unit
is often to exhibit one. However, it turns out that in the case of promonoidal
categories that is not necessarily true. There is a canonical representative
for the unit – the functor here denoted Lin – defined solely in terms of the
tensor structure (P and α) that is isomorphic to the unit whenever there is
a unit to be isomorphic to. Furthermore, in the case of braided or symmetric
promonoidal categories, we can define a simple test of whether or not there
is a unit. So we may define a braided promonoidal category purely in terms
of the tensor, associator and braiding, subject to a condition that determines
the existence of a unit. Should an actual unit be required, we are free to use
the canonical unit Lin.
Now for the details. Let C be a promonoidal category. The monoidal cat-
egory Prof(1,C) is [C,Set], equipped with Day’s convolution tensor. The
monoidal category ModC(C,C) does not really have a simpler description
than the general one given above: an object is a profunctor C +✲ C to-
gether with a natural transformation
C ×C P+ ✲ C
⇙φF
C ×C
F ×C +
❄
+
P
✲ C
F
❄
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satisfying the conditions of Definition 7.3. So φF is a natural isomorphism
with components
φFA,B,C ∶ ∫
X
P (A,B;X) × F (X ;C)→ ∫
X
F (A;X) × P (X,B;C).
Now let us write E as an abbreviation for the monoidal category ModC(C,C),
and let A ∈ C. We have a sequence of natural isomorphisms
JA ≅ [C,Set](C(A,−), J) by Yoneda
≅ E(φ′
C
(C(A,−)), φ′
C
(J)) since iC is full and faithful
≅ E(φ′
C
(C(A,−)), I) applying mI
where φ′
C
is the monoidal equivalence [C,Set] → E described by Proposi-
tion 7.13. If we define the functor Lin ∶ C→ Set as Lin(A) ∶= E(φ′
C
(C(A,−)), I),
then we have exhibited a natural isomorphism θ ∶ J ⇒ Lin. An element of
the set Lin(A) is a natural transformation γ with components
γX,Y ∶ P (A,X ;Y )→ C(X,Y )
such that the diagram
∫
X
P (L,M ;X) × P (A,X ;N) ∫
X
P (L,M ;X) × γX,N✲ ∫
X
P (L,M ;X) ×C(X,N)
P (L,M ;N)
≅
❄
∫
X
P (A,L;X) × P (X,M ;N)
αA,L,M
❄
∫ X γL,X ×P (X,M ;N)
✲ ∫
X
C(L,X) × P (X,M ;N)
≅
✻
(8.3.1)
commutes for all L, M and N in C. We shall refer to the elements of this set
as the linear elements of A.
For the purposes of this thesis, of course, we’re particularly interested in
the case where the profunctor P is represented by a functor ⊗ ∶ C ×C → C.
In this case, a linear element is a natural transformation with components
γX,Y ∶ C(A⊗X,Y )→ C(X,Y )
which, by Yoneda, can be represented by a natural transformation with com-
ponents
γX ∶ X → A⊗X.
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With this representation, the condition boils down to the requirement that
the diagram
X ⊗ Y
A⊗ (X ⊗ Y )
αA,X,Y
✲
γX⊗Y
✛ (A⊗X)⊗ Y
γX ⊗ Y
✲
should commute, for all X , Y ∈ C.
Since an element of Lin(A) is a natural transformation
γX,Y ∶ P (A,X ;Y )→ C(X,Y ),
for every A there is an obvious natural transformation λ′A with components
λ′AX,Y ∶ Lin(A) × P (A,X ;Y )→ C(X,Y ),
dinatural in A.
Proposition 8.3. The diagram
JA × P (A,X ;Y )
C(X,Y )
λAX,Y
✲
LinA ×P (A,X ;Y )
θA ×P (A,X ;Y )
❄ λ′AX,Y
✲
commutes, for all A, X and Y ∈ C.
Proof. This is a direct consequence of the definition of θ: any apparent com-
plexity here is notational rather than mathematical. First we shall calculate
the effect of θA ∶ JA → LinA on an element e ∈ JA. We’ll consider in se-
quence the three isomorphisms that define θ. The first takes e to the natural
transformation with X-component
(f ∶ A→X)↦ J(f)(e);
this must then be mapped by the second to a natural transformation
P (A,X ;Y )→ ∫
Z
JZ × P (Z,X ;Y )
184 CHAPTER 8. LINEAR LOGIC WITHOUT UNITS
natural in X and Y . The elements of ∫ Z JZ × P (Z,X ;Y ) are equivalence
classes of pairs ⟨j, p⟩, with j ∈ JZ and p ∈ P (Z,X ;Y ) for some Z ∈ C. Our
element is mapped to the A-indexed natural family of functions
(p ∈ P (A,X ;Y ))↦ [⟨e, p⟩].
where [⟨e, p⟩] denotes the equivalence class containing ⟨e, p⟩. The final natural
isomorphism takes this element to the A-indexed natural family of functions
(p ∈ P (A,X ;Y ))↦ λX,Y ([⟨e, p⟩]).
Now it’s easy to show that the diagram commutes: let ⟨e, p⟩ be an element
of JA × P (A,X ;Y ). The vertical arrow maps it to the pair ⟨f, p⟩, where f
is the linear element displayed above. λ′ then maps this to λAX,Y (e, p), as
required.
There is an apparent asymmetry here: although it was easy to define λ′,
there is no obvious way to define a corresponding ρ′ – unless of course our
promonoidal category is braided, of which more below. This asymmetry de-
rives from the fact that E is defined using right C-modules, and of course it
would be possible to define a dual version using left modules, which would
also be monoidally isomorphic to Prof(1,C), hence to E. Using this, we could
define a ‘co-linear elements’ functor Lin′ ∶ C → Set, with a canonical natural
isomorphism
ρ′AX,Y ∶ Lin′A ×P (X,A;Y )→ C(X,Y ).
However, in general there is no canonical natural isomorphism between Lin
and Lin′. In the braided case, there is. So in that case we may simply take
Lin (or equivalently Lin′) to be the unit, which role it is able to fulfil if and
only if λ′ (equivalently ρ′) is invertible. More formally we have:
Proposition 8.4. Let C be a category, and P ∶ C×C +✲ C a profunctor. Let
α be an associator satisfying the pentagon condition, and let σ be a braiding
satisfying the hexagon conditions. There exists a unit J ∶ 1 +✲ C (with
coherent unit isomorphisms λ and ρ) if and only if the natural transformation
λ′ ∶ ∫
A
LinA × P (A,X ;Y )→ C(X,Y ),
defined above, is invertible.
Proof. We have already established the ‘only if’ direction, so let C, P , α and
σ be given, and define Lin ∶ C→ Set and λ′. Suppose that λ′ is invertible.
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By the presentation of braided pseudomonoids given in Section 6.5, it
suffices to show that
1 ×C2 Lin ×C
2
+ ✲ C3
∼
1 ×C
1 × P +
❄ Lin ×C+ ✲ C2
+ C × P
❄
λ′
C
1
+ P
❄
=
1 ×C2 Lin ×C
2
+ ✲ C3 C × P+ ✲ C2
λ′ ×C α
C2
+ P ×C
❄
+
P
✲ C
1
+ P
❄
Concretely, this amounts to showing that the diagram
∫
A,X
P (A,X ;N) × LinA ×P (L,M ;X) ∫
X
λ′X,N×P (L,M ;X)✲ ∫
X
C(X,N) ×P (L,M ;X)
P (L,M ;N)
≅
❄
∫
A,X
LinA ×P (A,L;X) × P (X,M ;N)
∫
A
LinA×αA,L,M,N
❄
∫
X
λ′L,X×P (X,M ;N)
✲ ∫
X
C(L,X) × P (X,M ;N)
≅
✻
commutes, which is an immediate consequence of (8.3.1).
8.3.1 Application to semi SMCCs
In the case where C is a semi SMCC, we have the isomorphism
∫
A
LinA × P (A,X ;Y ) ≅ ∫
A
Lin(A) ×C(A,X⊸ Y ) ≅ Lin(X⊸ Y ),
and the natural transformation λ′X,Y ∶ Lin(X⊸Y )→ C(X,Y ) is precisely the
natural transformation that we called ℓ in Section 8.2.1. Therefore Proposi-
tion 8.4 does indeed justify the presentation described in Section 8.2.1.
8.4 The ψ presentation
In the closed case we have a functor ⊸ such that
P (A,B;C) ≅ C(A,B⊸C),
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The left-unit isomorphism of a promonoidal category has components
λA,B ∶ ∫
X
J(X) × P (X,A;B) → C(A,B),
the left-hand side of which is isomorphic to
∫
X
J(X) ×C(X,A⊸B)
which in turn is isomorphic to J(A⊸B). So we can take λ to be an isomor-
phism
λA,B ∶ J(A⊸B)→ C(A,B),
thereby eliminating the need to mention coends. The problem (if we want
a fully coherent presentation) is to reconcile the fact that the associativ-
ity and symmetry are defined using ⊗, whereas the unit is defined using
⊸. Abstractly, we may consider that we have two isomorphic multiplication
profunctors, say P and Q where
P (A,B;C) = C(A⊗B,C)
and
Q(A,B;C) = C(A,B⊸C),
with the associativity and symmetry isomorphisms defined on P , and the unit
isomorphism defined on Q. Of course a unit isomorphism may be defined on
P by using the isomorphism with Q, and the coherence condition for the
unit expressed in terms of this composite. Here it simplifies matters to back
up and address the question at the level of structure internal to a general
monoidal bicategory. (The symmetry does not play an essential role in this
part of the argument, so there is no need to assume a braiding here.) We shall
use the language of components, and to make the notation more familiar we
shall write A⊗B to mean P (A,B) and A⊙B to mean Q(A,B). Also we’ll
write I to mean J(). So (symmetry aside) we have invertible 2-cells with
components
αA,B,C ∶ A⊗ (B ⊗C)→ (A⊗B)⊗C,
λA ∶ I ⊙A→ A,
and
χA,B ∶ A⊗B → A⊙B,
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this last corresponding to the currying isomorphism. We assume that α sat-
isfies the pentagon condition, and that the diagram of components
I ⊗ (A⊗B) αI,A,B ✲ (I ⊗A)⊗B
(λαχ)
I ⊙ (A⊗B)
χI,A⊗B
❄
λA⊗B
✲ A⊗B ✛
λA ⊗B (I ⊙A)⊗B
χI,A ⊗B
❄
commutes. Now, define ψ to be the unique invertible 2-cell with components
ψA,B,C ∶ A⊙ (B ⊗C)→ (A⊙B)⊙C,
such that the diagram
A⊗ (B ⊗C) αA,B,C ✲ (A⊗B)⊗C
(αχψ)
A⊙ (B ⊗C)
χA,B⊗C
❄
ψA,B,C
✲ (A⊙B)⊙C ✛
χA⊙B,C
(A⊙B)⊗C
χA,B ⊗C
❄
commutes. In the abstract this seems a rather odd thing to construct, but in
our concrete example it corresponds (via Yoneda) to a natural isomorphism
(X ⊗ Y )⊸ Z ≅ X ⊸ (Y ⊸ Z), an internal analogue of currying. We shall
consider the relationship between χ and ψ, with the aim of replacing the
former by the latter.
Lemma 8.5. If diagram (αχψ) commutes, then diagram (λαχ) commutes
if and only if the following does.
I ⊙ (A⊗B) ψI,A,B✲ (I ⊙A)⊙B
(λχψ)
A⊗B
λA⊗B
❄
χA,B
✲ A⊙B
λA ⊙B
❄
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Proof. Consider the diagram
I ⊗ (A⊗B) αI,A,B ✲ (I ⊗A)⊗B
(I ⊙A)⊙B
I ⊙ (A⊗B)
χI,A⊗B
❄
ψI,A,B ✲
A⊙B
λA⊙B❄ (I ⊙A)⊗B
χI,A ⊗B
❄
χI⊙A,B✛
A⊗B
χA,B
✻
λA ⊗B✛λA⊗B ✲
The upper region is an instance of (αχψ), and the quadrilateral at lower-
right commutes by naturality. Since all the components are invertible, it
follows that the outside (λαχ) commutes if and only if the left-hand quadri-
lateral (λχψ) does.
Lemma 8.6. If diagram (αχψ) commutes, then so does
A⊙ (B ⊗ (C ⊗D)) ψ✲ (A⊙B)⊙ (C ⊗D) ψ✲ ((A⊙B)⊙C)⊙D
(αψ)
A⊙ ((B ⊗C)⊗D)
A⊗α
❄
ψ
✲ (A⊙ (B ⊗C))⊙D
ψ ⊙D
✻
Proof. We can use (αχψ) to show that (αψ) is equivalent to the pentagon
condition. Consider the diagram shown in Figure 8.1. The unlabelled arrows
are constructed using repeated instances of χ: for example the vertical arrow
(A⊗B)⊗ (C ⊗D)→ (A⊙B)⊙ (C ⊗D)
is equal to the diagonal of the commutative square
(A⊗B)⊗ (C ⊗D) χA,B ⊗ (C ⊗D)✲ (A⊙B)⊗ (C ⊗D)
(A⊗B)⊙ (C ⊗D)
χA⊗B,C⊗D
❄
χA,B ⊙ (C ⊗D)
✲ (A⊙B)⊙ (C ⊗D)
χA⊙B,C⊗D
❄
The cells that involve these arrows thus commute by a combination of natu-
rality and condition (αχψ). So the central pentagon commutes if and only
if the outside does.
8
.4
.
T
H
E
ψ
P
R
E
S
E
N
T
A
T
IO
N
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9
A⊙ (B ⊗ (C ⊗D)) ψ ✲ (A⊙B)⊙ (C ⊗D) ψ ✲ ((A⊙B)⊙C)⊙D
A⊗ (B ⊗ (C ⊗D)) α✲
✛
(A⊗B)⊗ (C ⊗D)
✻
α✲ ((A⊗B)⊗C)⊗D
✲
A⊗ ((B ⊗C)⊗D)
A⊗α
❄
α
✲ (A⊗ (B ⊗C))⊗D
α⊗D
✻
A⊙ ((B ⊗C)⊗D)
A⊙ α
❄
ψ
✲
✛
(A⊙ (B ⊗C))⊙D
ψ ⊙D
✻
✲
Figure 8.1: Diagram used in the proof of Lemma 8.6
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Lemma 8.7. If (λχψ) and (αψ) commute, then so does (αχψ).
Proof. Consider the diagram shown in Figure 8.2. The regions marked with
the symbol ♮ commute by naturality, the other three quadrilaterals commute
by (λχψ), and the outside is an instance of (αψ). Thus the inner pentagonal
region commutes, which is precisely (αχψ).
So χ and ψ are interdefinable: given χ, we can define ψ using diagram (αχψ),
and alternatively given ψ we can define χ using diagram (λχψ). If we take ψ
rather than χ to be part of our defining data, then it suffices to take (αψ) as
an additional axiom (in addition to the pentagon condition). Diagram (λχψ)
commutes by construction so, by Lemma 8.7, condition (αχψ) holds; then
by Lemma 8.5 condition (λαχ) holds too.
In the concrete case we’re considering, this justifies the presentation of
Section 8.2.2.
8.5 The star-autonomous Case
Finally, we consider full (non-intuitionistic) multiplicative linear logic. The
appropriate notion of model (for the unitless fragment) is easy to find:
Definition 8.8. A semi star-autonomous category is a semi SMC C equipped
with an equivalence −∗ ∶ C → Cop and a natural isomorphism with compo-
nents C(A⊗B,C) ≅ C(A, (B ⊗C∗)∗).
We shall write B⊸C as an abbreviation for (B ⊗C∗)∗. The ψ presentation
becomes remarkably simple in the star-autonomous case:
Proposition 8.9. To give a semi star-autonomous category is to give a cat-
egory C equipped with an associative, symmetric functor ⊗ ∶ C ×C → C, an
equivalence −∗ ∶ C → Cop, and a functor J ∶ C → Set with a natural isomor-
phism
J((A⊗B∗)∗) ≅ C(A,B).
Proof. Define ψA,B,C to be the composite
((A⊗B)⊗C∗)∗ (αA,B,C∗ )∗✲ (A⊗ (B ⊗C∗))∗ (A⊗nB⊗C∗)∗✲ (A⊗ ((B ⊗C∗)∗)∗)∗.
With this definition, the diagram (αψ) commutes as a consequence of the
pentagon condition.
8
.5
.
T
H
E
S
T
A
R
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1
I ⊙ (B ⊗ (C ⊗D)) ψI,B,C⊗D ✲ (I ⊙B)⊙ (C ⊗D) ψI⊙B,C,D ✲ ((I ⊙B)⊙C)⊙D
♮ψ
B ⊗ (C ⊗D) χB,C⊗D✲
λ
B
⊗(C
⊗D)
✲
B ⊙ (C ⊗D)
λB ⊙ (C ⊗D)
❄ ψB,C,D✲ (B ⊙C)⊙D✛
(λB
⊙C
)⊙D
♮λ
(B ⊗C)⊗D
α
❄
χB⊗C,D
✲ (B ⊗C)⊙D
χB,C ⊙D
✻
I ⊙ ((B ⊗C)⊗D)
I ⊙ αB,C,D
❄
ψI,B⊗C,D
✲
λ (B
⊗
C
)⊗
D
✲
(I ⊙ (B ⊗C))⊙D
ψ ⊙D
✻
✛
λ
B
⊗
C ⊙
D
Figure 8.2: Diagram used in the proof of Lemma 8.7
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Chapter 9
Compact Closed Categories
without Units
It is, of course, a routine matter to specialise this definition of semi star-
autonomous category to the compact closed case. This chapter gives an ele-
mentary axiomatisation of semi compact closure, and shows its equivalence
to the ‘abstract’ notion. The present definition is completely algebraic, and
is perhaps easier to understand and use. The definition itself is not really
new: Hines (1999, §3.5) has a similar-looking definition, which seems to be
strictly weaker than the present one, and Dosˇen and Petric´ (2005) give a
more general version.1
Definition 9.1. A category with tensor C is a category equipped with a
tensor product
⊗ ∶ C ×C→ C,
together with natural isomorphisms having components
αA,B,C ∶ A⊗ (B ⊗C)→ (A⊗B)⊗C,
σA,B ∶ A⊗B → B ⊗A
such that σ−1B,A = σA,B, and subject to the pentagon and hexagon conditions
found in the usual definition of symmetric monoidal category.
Although the development is stated in terms of a symmetric tensor, it is
perfectly possible – with only a little more work – to carry it through when
the tensor is merely braided. The string diagrams, in particular, should make
1 The Dosˇen-Petric´ axioms are intended to define a semi star-autonomous category,
therefore assume two tensors ⊗ and
&
, related by a linear distributivity. If one takes the
two tensors to be equal, and the linear distributivity to be the ordinary associativity, then
one recovers the present definition with some redundancy.
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X ⊗ Y X ⊗ η
A
Y✲ X ⊗ (Y ⊗ (A∗ ⊗A))
(X ⊗ Y )⊗ (A∗ ⊗A)
αX,Y,A∗⊗A
❄
ηAX⊗Y ✲
(A⊗A∗)⊗ (X ⊗ Y )
((A∗ ⊗A)⊗X)⊗ Y
αA∗⊗A,X,Y
❄
εAX ⊗ Y
✲ X ⊗ Y
εAX⊗Y
✲
A
1
✲ A
A⊗ (A∗ ⊗A)
ηAA
❄
αA,A∗,A
✲ (A⊗A∗)⊗A
εAA
✻
A∗
1
✲ A∗
A∗ ⊗ (A∗ ⊗A)
ηAA∗
❄
θA∗,A∗,A
✲ (A⊗A∗)⊗A∗
εAA∗
✻
Figure 9.1: Coherence conditions for a semi compact closed category
it clear which direction of braiding is required in any particular definition.
Note that an additional axiom is needed in the braided case, specifically the
braid dual of the second cancellation condition, and braid-dual versions of
the lemmas need to be proved. We also introduce an abbreviation that will
be useful in the next definition: let θ denote the unique canonical natural
isomorphism with components
θA,B,C ∶ A⊗ (B ⊗C)→ (C ⊗A)⊗B.
(This may be defined as either αC,A,B.σA⊗B,C .αA,B,C or (σA,C⊗B)αA,C,B(A⊗
σB,C); the hexagon condition says precisely that these must be equal.)
Definition 9.2. A semi compact closed category is a category C with ten-
sor, equipped with: for every object A ∈ C, a dual object A∗, and natural
transformations ηA and εA with components
ηAX ∶X → X ⊗ (A∗ ⊗A)
εAX ∶ (A⊗A∗)⊗X → A
These natural transformations are called the unit and counit of A, and are
required to satisfy the four axioms shown in Fig. 9.1.
The plan for the rest of this chapter is as follows. In §9.1 we develop the
theory of semi compact closed categories directly from the axioms, since it
is instructive to see how readily this may be done, and how similar it is
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Figure 9.2: Diagrammatic notation for η and ε
Figure 9.3: Diagrammatic form of the naturality conditions
to the ordinary theory of compact closure. (But see later for an alternative,
indirect, approach.) §9.2 then shows that every semi compact closed category
is (degenerately) semi star-autonomous in the sense of Chapter 8.
§9.3 is independent of the previous sections, and shows how an arbitrary
semi compact closed category may be fully and faithfully embedded in an
ordinary compact closed category (which has one additional object playing
the role of the unit). This embedding preserves the tensor and duality on the
nose, which makes it possible to transfer most of our knowledge about com-
pact closed categories to the unitless situation, and in particular to deduce
the main results of §9.1.
9.1 Direct development
We shall use string diagrams (Joyal and Street, 1991), to make the calcula-
tions easier to follow. Our diagrams are to be read from left to right, and we
notate η and ε as in Fig. 9.2. Diagrammatic forms of the axioms are shown
in Figs. 9.3–9.5. The first task is to show how the duality operation can be
extended to a contravariant functor, in such a way that η and ε are both
dinatural in A. Given an arrow f ∶ A → B, we define f∗ ∶ B∗ → A∗ as shown
in Fig. 9.6. Note that, directly from the second cancellation axiom, we have
Figure 9.4: Diagrammatic form of the associativity conditions
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Figure 9.5: Diagrammatic form of the cancellation conditions
Figure 9.6: Given f ∶ A→ B, we define f∗ ∶ B∗ → A∗ using this diagram
1∗A = 1A∗ for all A ∈ C, thus our putative functor preserves identities (which
is a good start). It is surprisingly complicated to prove directly that it also
preserves composition, but it will be easy once we have the right lemmas.
Lemma 9.3. For all X, A and Y ∈ C, the following diagrams commute.
(X ⊗ (A⊗A∗))⊗ Y α
−1
X,A⊗A∗,Y✲ X ⊗ ((A ⊗A∗)⊗ Y )
((A⊗A∗)⊗X)⊗ Y
σA⊗A∗,X ⊗ Y
❄
εAX ⊗ Y
✲ X ⊗ Y
X ⊗ εAY
❄
X ⊗ Y X ⊗ η
A
Y ✲ X ⊗ (Y ⊗ (A∗ ⊗A))
(X ⊗ (A∗ ⊗A))⊗ Y
ηAX ⊗ Y
❄
α−1X,A∗⊗A,Y
✲ X ⊗ ((A∗ ⊗A)⊗ Y )
X ⊗ σA∗⊗A,Y
❄
Proof. The proof of the first diagram, by string diagram manipulation, is
shown in Fig. 9.7. (Perhaps the least obvious step is the penultimate one,
which uses the naturality of σ.) The second is proved by a symmetrical
argument: Fig. 9.8 shows the diagrammatic form of its statement.
Lemma 9.4. For any objects X,A,B,Y , and arrow f ∶ A → B, the following
diagram commutes. (The associativities have been suppressed to make it more
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=
= =
= =
=
Figure 9.7: A diagrammatic proof of Lemma 9.3
=
Figure 9.8: The second part of Lemma 9.3
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=
= =
= =
=
Figure 9.9: A diagrammatic proof of Lemma 9.4
comprehensible.)
X ⊗B∗ ⊗ Y X ⊗ f
∗ ⊗ Y
✲ X ⊗A∗ ⊗ Y
X ⊗A∗ ⊗A⊗B∗ ⊗ Y
ηAX ⊗B∗ ⊗ Y
❄
X ⊗A∗ ⊗ f ⊗B∗ ⊗ Y
✲ X ⊗A∗ ⊗B ⊗B∗ ⊗ Y
X ⊗A∗ ⊗ εBY
✻
In string diagram terms, this says
=
Proof. The proof is again by string diagram manipulation, shown in Fig. 9.9.
Both parts of Lemma 9.3 are used.
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=
= =
Figure 9.10: Proof of Lemma 9.5
Lemma 9.5. For all X, A, Y ∈ C, the following diagram commutes.
X ⊗A⊗ Y 1 ✲ X ⊗A⊗ Y
X ⊗A∗ ⊗A⊗A⊗ Y
ηAX ⊗A⊗ Y
❄
X ⊗ σA∗,A⊗A,Y
✲ X ⊗A⊗A⊗A∗ ⊗ Y
X ⊗A⊗ εAY
✻
(The associativities have again been suppressed.)
Proof. s See Fig. 9.10. The first step uses both parts of Lemma 9.3.2
All the hard work was in the lemmas: everything else is comparatively straight-
forward.
Proposition 9.6. The natural transformations η and ε are also dinatural in
the superscript variable.
Proof. See Fig. 9.11 for a proof that ε is dinatural. The proof for η may be
obtained by turning the string diagrams upside down.
Proposition 9.7. The duality preserves composition, i.e. given f ∶ A → B
and g ∶ B → C, we have (gf)∗ = f∗g∗.
Proof. See Fig. 9.12. The third equality uses the dinaturality of η.
2In the braided case, it uses the braid-dual analogue of that lemma.
200CHAPTER 9. COMPACT CLOSED CATEGORIESWITHOUT UNITS
=
= =
=
Figure 9.11: Proof that ε is dinatural (Prop. 9.6)
=
= =
=
Figure 9.12: Proof of Prop. 9.7
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Figure 9.13: How to construct a natural isomorphism A ≅ A∗∗
=
= =
Figure 9.14: The maps from Fig. 9.13 compose to give the identity on A
Proposition 9.8. There is a natural isomorphism A ≅ A∗∗.
Proof. Fig. 9.13 shows how to construct a natural isomorphism A ≅ A∗∗.
Naturality is immediate from the naturality and dinaturality of η and ε, and
the naturality of σ. Figs. 9.14 and 9.15 show that these maps are indeed
mutually inverse, hence determine an isomorphism. Notice that the second
step in Fig. 9.14 uses Lemma 9.5.
Proposition 9.9. For each object A, there is an adjunction A⊗− ⊣ A∗ ⊗−,
which determines a natural isomorphism
C(B ⊗A,C) ≅ C(A,B∗ ⊗C)
Proof. There are obvious natural transformations
γA,B,C ∶ C(A⊗B∗,C)→ C(A,C ⊗B),
δA,B,C ∶ C(A,B∗ ⊗C)→ C(B ⊗A,C)
illustrated in Figs. 9.16–9.17. We need to show that one of these natural
transformations is invertible, which we shall do by showing that they are in
some sense mutually inverse. We begin by showing that the composite
C(A⊗B∗,C) γ✲ C(A,C ⊗B) ≅✲ C(A,C ⊗B∗∗)
≅✲ C(A,B∗∗ ⊗C) δ✲ C(B∗ ⊗A,C) ≅✲ C(A⊗B∗,C)
is the identity (where the unlabelled isomorphisms are symmetry or invo-
lution maps). Consider some f ∶ A ⊗ B∗ → C: the result of applying this
composite to f is shown in Fig. 9.18. Fig. 9.19 shows that this is equal to f .
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=
= =
= =
Figure 9.15: The maps from Fig. 9.13 compose to give the identity on A∗∗
⇒
Figure 9.16: The natural transformation γ
⇒
Figure 9.17: The natural transformation δ
Figure 9.18: The result of applying γ and then δ to some f ∶ A⊗B∗ → C
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= =
= =
=
Figure 9.19: The map shown in Fig. 9.18 is equal to f
Figure 9.20: The result of applying δ and then γ to some g ∶ A → B∗ ⊗C,
(The first step combines several uses of naturality and associativity condi-
tions.) Therefore γ has a post-inverse and δ a pre-inverse.
Similarly one may take a map g ∶ A→ B∗⊗C, and apply to it the composite
C(A,B∗ ⊗C) δ✲ C(B ⊗A,C) ≅✲ C(B∗∗ ⊗A,C)
≅✲ C(A⊗B∗∗,C) γ✲ C(A,C ⊗B∗) ≅✲ C(A,B∗ ⊗C)
as shown in Fig. 9.20. This is equal to g – the proof is obtained by turning
all the diagrams in Fig. 9.19 upside down – hence γ also has a pre-inverse
and δ a post-inverse. Therefore both are invertible, as claimed.
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Figure 9.21: The diagrammatic representation of a linear element x ∈
Lin(A∗ ⊗B)
Figure 9.22: The diagrammatic representation of ℓA,B(x)
9.2 The promonoidal structure
This section shows that a semi compact closed category is semi star-autonomous
in the sense of Chapter 8. The proof relies on the characterisation of semi
SMC categories via linear elements, as given in Section 8.2.1. With this ma-
chinery available it is easy to prove the main result of this section:
Proposition 9.10. A semi compact closed category is semi star-autonomous.
Proof. Let C be a semi compact closed category. By assumption it is equipped
with a symmetric tensor, and if we define
A⊸B ∶= A∗ ⊗B
then Prop.9.9 shows that we have a natural isomorphism
δA,B,C ∶ C(B ⊗A,C) ✛≅ C(A,B⊸C).
It remains only to construct an inverse to the function ℓA,B ∶ Lin(A∗ ⊗B)→
C(A,B).
If we represent a linear element x ∈ Lin(A∗ ⊗ B) as shown in Fig. 9.21,
note that, by the definition of δ, the arrow ℓA,B(x) is as shown in Fig. 9.22.
Given a map f ∶ A → B, define ℓ−1A,B(f) to be the natural transformation
whose component at X is
X
ηAX✲ X ⊗ (A∗ ⊗A) X⊗(A∗⊗f)✲ X ⊗ (A∗ ⊗B).
For any f ∶ A→ B, the arrow ℓA,B(l−1A,B(f)) is the composite
A
ηAA✲ A⊗ (A∗ ⊗A) A⊗(A∗⊗f)✲ A⊗ (A∗ ⊗B) αA,A∗,B✲ (A⊗A∗)⊗B εAB✲ B.
By the naturality of α and ǫ, and the first cancellation condition, this is
indeed equal to f . Conversely suppose we have a linear element x ∈ Lin(A∗⊗
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=
= =
Figure 9.23: Proof that ℓ−1A,B(ℓA,B(x)) = x. (See Prop. 9.10)
B). Since it will be convenient to use a string diagram calculation here, we
introduce a diagrammatic notation for this linear element, shown in Fig. 9.21.
Now Fig. 9.23 shows a proof that ℓ−1A,B(lA,B(x)) is equal to x.
9.3 Embedding theorem
If we wanted to add a unit object I to a semi star-autonomous category C, we
would also have to add an infinite family of other objects such as I∗, I∗ ⊗A
for A ∈ C, and so on. In the compact closed case, there is no such obstacle,
since I∗ is always isomorphic to I, and we may take I∗ = I without essential
loss of generality. This raises the hope that it may always be possible to fully
embed any semi compact closed category C into a compact closed category
C′, in such a way the objects of C′ are essentially just the objects of C plus a
unit object. It turns out that such an embedding is possible, as this section
shows.
Recall the ‘e’ construction of Joyal and Street (1993), there used to prove
the case B = Cat of the Cayley Theorem (our Proposition 7.13). Given a
monoidal category C, the category e(C) is defined as follows. An object of
e(C) is a pair (F,γF ) of a functor F ∶ C → C and a natural isomorphism
with components
γFA,B ∶ F (A⊗B)→ F (A)⊗B.
A morphism δ ∶ (F,γF ) → (G,γG) is a natural transformation F ⇒ G such
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that the diagram
F (A⊗B) γ
F
A,B✲ F (A)⊗B
G(A⊗B)
δA⊗B
❄ γGA,B✲ G(A)⊗B
δA ⊗B
❄
commutes for all A and B ∈ C.
The tensor product (F,γF ) ⊗ (G,γG) is defined to be (FG,γFG), where
γFGA,B is the composite
FG(A⊗B) Fγ
G
A,B✲ F (GA⊗B) γ
F
GA,B✲ FGA⊗B.
The tensor product of two arrows is their horizontal composite as natural
transformations. The tensor unit I is simply the identity functor, with the
identity natural transformation.
There is an functor L ∶ C→ e(C), where L(A) ∶= (A⊗−, αA,−,−) for objects
A ∈ C, and L(f) ∶= f ⊗ − for arrows f . Note that the unit object of C
plays no part in the construction of the category e(C) or the functor L,
so that everything so far makes sense for a semi compact closed category.
Furthermore:
Proposition 9.11. When C is a semi compact closed category, thr functor
L is full and faithful.
Proof. Joyal and Street’s proof of this claim (for C a monoidal category)
uses the tensor unit in an essential way, so we need to find a new proof that
uses semi compact closure instead. The functor L induces, for every X and
Y ∈ C, a function C(X,Y )→ e(C)(LX,LY ). We’ll describe an inverse to this
function, showing that it is invertible and hence that L is full and faithful.
Let δ be a natural transformation LX ⇒ LY . Thus δ consists of compo-
nents δA ∶X ⊗A→ Y ⊗A, natural in A and such that the diagram
X ⊗ (A⊗B) αX,A,B✲ (X ⊗A)⊗B
Y ⊗ (A⊗B)
δA⊗B
❄ αY,A,B✲ (Y ⊗A)⊗B
δA ⊗B
❄
commutes for all A, B ∈ C.
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It will be convenient to use string diagrams in the proof: we’ll picture δA
as
.
In string diagram terms, the commutative square above is a rewiring condi-
tion of the sort we have seen above:
= .
The naturality of δ means that functions can pass through the loop:
= .
Now we can define our inverse to the action of L, to take δ to the following
arrow f ∶ X → Y :
We must show that f ⊗ A = δA, for any A ∈ C. The proof is a routine
string diagram manipulation, shown in Fig. 9.24. This shows that the passage
e(C)(LX,LY ) → C(X,Y ) → e(C)(LX,LY ) is the identity. For the other
direction, we need to show that
=
which is immediate.
Now define E to be the full subcategory of e(C) determined by the objects
that have adjoints. This is clearly a compact closed category.
Proposition 9.12. The image of L is contained in E. Specifically, for every
X ∈ C, the object L(X) is adjoint to L(X∗) in e(C).
Proof. Define ηLX ∶ I → L(X∗)L(X) to have components
and εLX ∶ L(X)L(X∗)→ I to have components
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=
=
=
=
=
=
=
=
=
Figure 9.24: Proof that f ⊗A = δA, used in Prop. 9.11.
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These are clearly natural in A, and it’s easy to verify that they satisfy the
condition making them maps of e(C). To show that they really do define an
adjunction between L(X) and L(X∗), we need to show that
and
are both equal to the identity. This is an easy exercise in manipulations of
the sort that are by now routine.
Finally, let C′ be the full subcategory of E determined by those objects
that are either isomorphic to L(X) for some X , or isomorphic to I. This
subcategory is closed under the tensor and adjoint operations, so it’s compact
closed. The image of the (full and faithful) functor L is contained in C′
by definition. Thus C is embedded, in a structure-preserving fashion, in a
compact closed category that has essentially only one extra object, the unit
object. (If in fact C had a unit object all along, this functor will be an
equivalence.)
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