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1 Einleitung 
 
1.1 Motivation der Arbeit 
 
Ziel jedes Unternehmens, das auf lange Sicht am Markt bestehen will, ist der Aufbau 
von Wettbewerbsvorteilen gegenüber Konkurrenten. Daraus resultieren Innovati-
onskraft und Wandel als unternehmerische Notwendigkeit. „Das fordert den Unter-
nehmen die Fähigkeit ab, komplexe Fragestellungen in kürzester Zeit mit einem 
Höchstmaß an Flexibilität und Effektivität zu beantworten.“1 Auf diese Anforderung 
ist es zurückzuführen, dass Projektarbeit zunehmend an Bedeutung gewinnt.2 Gerade 
in der IT-Branche sind die Entwicklungszyklen sehr kurz. „Unter einem Entwick-
lungszyklus wird in der Softwareentwicklung der Zeitraum zwischen aufeinanderfol-
genden Softwareversionen (Releases) verstanden, die dem Kunden verfügbar ge-
macht werden.“3 Die Dauer eines Entwicklungszyklus schwankt gewöhnlich zwi-
schen einigen Monaten und einem Jahr. Projektdauern über einem Jahr sind in der 
Regel nicht üblich.4 Daher stehen Projekte gerade in dieser Branche meist unter ei-
nem besonders hohen Druck bzgl. ihrer Zeit- und Kostenvorgaben. Der Anteil von 
gescheiterten IT-Projekten wird zum Teil mit mehr als 50% angegeben.5 Kosten- und 
Zeitüberschreitungen von 100%-200% gelten bei Softwareprojekten durchaus als üb-
lich.6  
 
Aufgrund dieser Zahlen stellt sich die Frage, wie lange ein bereits begonnenes Soft-
wareentwicklungsprojekt in Hinblick auf seine Weiterführung als wirtschaftlich7 ein-
                                                 
1 Gröger (2004), S.6 
2 Vgl. GPM/PA CONSULTING GROUP (2004), S.1-2; vgl. auch Kapitel 3.5 und 6.2.1.2 
3 GfK/IESE/ISI (2000), S.138 
4 vgl. GfK/IESE/ISI (2000), S.138 für die letzten beiden Sätze 
5 Diese Zahlen weichen zum Teil stark voneinander ab. Die Ursache dafür liegt u.a. in der Defini-
tion des „Misserfolg-Begriffs“; siehe Kapitel 6.2.1.3 The Standish Group (1995) S.2 „On the suc-
cess side, the average ist only 16.2% for software projects that are completed on-time and on-
budget.“ DeMarco/Lister (2003), S.117f. „Ungefähr ein Siebtel der Projekte in unserer Datenbank 
wurden beendet, ohne dass etwas fertig gestellt worden war. Andere Studien ermittelten andere 
Zahlen über den Anteil der eingestellten Projekte, die meisten bewegen sich wie unsere in einem 
Bereich von 10 bis 15 Prozent.“ 
6 DeMarco (2004), S.30 
7 Eine ausführliche Begriffsabgrenzung von „Wirtschaftlichkeit“ findet sich in Kapitel 8.1 
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gestuft werden kann, oder ob ein Abbruch und damit eine Freisetzung der im Projekt 
gebundenen Ressourcen als sinnvoll erachtet werden muss.  
 
1.2 Zielsetzung der Arbeit 
 
Die Frage nach der Notwendigkeit einer Abbruchentscheidung für ein bereits be-
gonnenes Softwareentwicklungsprojekt begründet die Zielsetzung dieser Arbeit.  
 
Eine Entscheidung für die Durchführung eines Projektes kann als Investitionsent-
scheidung aufgefasst werden. In der Regel sollen nur solche Projekte durchgeführt 
werden, die für das Unternehmen in ihrer betriebswirtschaftlichen oder strategischen 
Bedeutung zielführend sind.8  
 
Würden auf Grundlage vollkommener Information stets richtige Entscheidungen 
über die Initiierung eines Projektes getroffen und diese Projekte fehlerfrei durchge-
führt werden, gäbe es nur erfolgreiche Projekte.9 Da jedoch sowohl die Prämisse der 
vollkommenen Information bei der Projektauswahlentscheidung und während des 
Projektverlaufs als auch die der fehlerfreien Durchführung in der Praxis aufgegeben 
werden müssen, kann eine nachträgliche Entscheidung für eine Modifikation oder 
einen Abbruch des Projektes notwendig werden. Auch diese Entscheidung für die 
Weiterführung oder den Abbruch eines bereits laufenden Softwareentwicklungspro-
jektes hat den Charakter einer Investitionsentscheidung. Trotz ihrer hohen Relevanz 
findet die Frage nach einer geeigneten Entscheidungsgrundlage über Abbruch oder 
Weiterführung eines laufenden Projektes – vor allem in Hinblick auf einen konkreten 
Anwendungsgegenstand – derzeit in der Literatur vergleichsweise geringe Beach-
tung.10  
                                                 
8 Vgl. Gröger (2004); laut seinen Untersuchungen, inwieweit Projekte vor ihrer Durchführung auf 
ihren strategischen Nutzen hin untersucht werden, werden jedoch nur 43% aller durchgeführten 
Projekte als Problemlösungsprojekte eingestuft. 
9 Der Äußerung von Cooper/Kleinschmidt (1990) S.58 „If managers had made no mistakes at all – 
that is they used appropriate screening criteria, had perfect information, selected the right projects, 
and executed these chosen projects well – we would have only successful and killed projects, … 
There would be no failure projects – they would have been correctly screened out.“ (zitiert nach 
Hubner (1996) S.85) ist zu widersprechen. Vgl. Hubner (1996) S. 85f. „Bei vollkommener Infor-
mation zum Zeitpunkt der Auswahl eines Projektes und „fehlerfreier“ Entscheidung gäbe es viel-
mehr nur erfolgreiche Projekte.“ 
10 Eigene Recherchen und vgl. auch Hubner (1996), S.60  
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Ziel der vorliegenden Arbeit ist die Entwicklung eines mehrstufigen Entscheidungs-
modells zur Fundierung von Entscheidungen über die Fortführung oder den vorzei-
tigen Abbruch eines bereits laufenden Softwareentwicklungsprojektes. Die Mehrstu-
figkeit11 des Modells trägt der - je nach durchführendem Unternehmen - unterschied-
lichen Verfügbarkeit an Projektdaten Rechnung. 
 
Zur Beurteilung der Wirtschaftlichkeit finden Verfahren der Investitionsrechnung 
Verwendung. Die für die Ermittlung der Vorteilhaftigkeit relevanten Größen werden 
aus einer Analyse verschiedener Aufwandsschätzverfahren, Verfahren zur Ertragsab-
schätzung bzw. -zurechnung, verschiedener Softwareentwicklungsprozesse und dar-
aus abgeleiteter Kennzahlen gewonnen.  
 
Das Modell verdichtet alle einfließenden Informationen zu einer komplex zusam-
mengesetzten Spitzenkennzahl. Deren Ausprägung ist als Indikator für oder gegen 
einen Projektabbruch zu interpretieren. Diese Eindeutigkeit soll eine Entscheidungs-
findung vereinfachen und eine Entscheidungsdurchsetzung fördern, indem sie psy-
chologischen Barrieren wie beispielsweise dem „escalating commitment“ entgegen-
wirkt.12 
 
Diese Zielsetzung wird rein aus Sicht des softwareentwickelnden Unternehmens ver-
folgt. Wird die zu entwickelnde Software für einen vorab bekannten Auftraggeber 
implementiert, liegt der Investitionsentscheidung auf Einzahlungsseite die vereinbar-
te Bezahlung durch den Auftraggeber zu Grunde; wird hingegen für die Software ei-
ne freie Vermarktung angestrebt, gilt es, Erlöse am Markt abzuschätzen. Besonder-
heiten stellen Softwarekategorien wie freie Software, in andere Absatzgüter integrier-
te Software und Software zur unternehmensinternen Verwendung dar. Die der In-
vestitionsentscheidung zugrunde liegende Ertragsprognose gestaltet sich in diesen 
Kategorien besonders komplex. Da die vorliegende Arbeit jedoch Softwareentwick-
lungsprojekte in ihrer Gesamtheit betrachtet – somit eine generalistische Zielsetzung 
                                                 
11 Mehrstufigkeit ist dabei nicht im Sinne eines mehrstufigen Entscheidungsproblems in der Investi-
tionstheorie (vgl. hierzu Kapitel 12.2.1) zu sehen, sondern als zunehmende Detaillierung zu inter-
pretieren. 
12 Vgl. Kapitel 8.2 
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verfolgt – soll auch für diese Kategorien die Sinnhaftigkeit einer Projektbetrachtung 
nach wirtschaftlichen Kriterien analysiert werden.13 
 
Die hier angestrebte investitionstheoretische Grundlage zur Entscheidung über einen 
Projektabbruch oder eine Projektweiterführung soll lediglich zukunftsbezogene Da-
ten berücksichtigen. Der Schwerpunkt der Betrachtung liegt somit auf der Abschät-
zung von Restaufwänden bis zum Zeitpunkt einer Ertragsgenerierung durch das er-
stellte Softwareprodukt sowie auf einer Prognose dieser Erträge ab Fertigstellungs-
zeitpunkt.14  
 
vor dem Entscheidungs-
zeitpunkt entstandene
Aufwände/Erträge
für die Zukunft prognostizierte
Aufwände/Erträge
Zeit
Entscheidungs-
zeitpunkt
Erkenntnisobjekt
 
Abbildung 1: Erkenntnisziel der Arbeit 
 
Die Erkenntnisperspektive ist somit ausschließlich auf die Zukunft gerichtet. Vor 
dem  Entscheidungszeitpunkt entstandene Aufwände und Erträge bleiben hiervon 
weitgehend unberührt.15  
 
Somit wird ein Projekt nur dann als „abzubrechen“ eingestuft, wenn die geschätzten 
Restaufwände bis zu einer Fertigstellung größer sind als die (abgezinsten) prognosti-
zierten Erträge. Ein Projekt kann demnach auch dann als „weiterzuführen“ einge-
stuft werden, wenn bei Betrachtung des Gesamtprojektes ein Verlust zu erwarten ist, 
                                                 
13 Beispielsweise muss im Bereich kostenlos zur Verfügung gestellter Software eine Projektbewer-
tung aus rein wirtschaftlicher Sicht in Frage gestellt werden. Vergleiche hierzu Kapitel 5.3.1.2 und 
Kapitel 10.1.2 
14 Auf die begriffliche Abgrenzung Auszahlung/Kosten/Aufwand bzw. Einzahlung/Erlös/Ertrag 
sowie deren Verwendung in dieser Arbeit wird in Kapitel 5.1 detaillierter eingegangen 
15 Zur Wortwahl „weitgehend“: In Einzelfällen können bereits entstandene Aufwände oder Erträge 
Auswirkungen auf die Prognosen haben; diese Sonderfälle werden im Verlauf der Arbeit ange-
führt. Beispiel hierfür ist die Problematik der Meilensteinfaktura. 
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jedoch durch die Weiterführung der bereits vor dem Entscheidungszeitpunkt reali-
sierte Verlust gemindert wird.  
 
Zusammenfassend gestaltet sich das Ziel dieser Arbeit somit wie folgt: 
 
Erkenntnisziel: Ist ein bereits laufendes Softwareentwicklungsprojekt 
unter Wirtschaftlichkeitsaspekten abzubrechen oder 
weiterzuführen? 
Erkenntnisobjekt: Zu prognostizierende (Rest-)Aufwände/Erträge durch 
das Projekt 
Entscheidungssicht: Sicht des softwareentwickelnden (projektdurchführen-
den) Unternehmens 
Entscheidungskriterium: Ergebniswert eines zu entwickelnden Mehrstufen-
Modells 
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1.3 Aufbau der Arbeit 
 
Dieser Zielsetzung folgend betrachtet vorliegende Arbeit diejenigen Teilbereiche der 
Softwareentwicklung und des Projektmanagements, die als wesentliche Einflussfak-
toren auf die Abschätzung von Restaufwänden und Resterträgen erachtet werden 
können. Insbesondere soll eine analytische Auswahl hinsichtlich Verfahren der Wirt-
schaftlichkeitsbewertung, der berücksichtigten Vorgehensmodelle zur Softwareent-
wicklung und Methoden zur Aufwands- und Ertragsprognose getroffen werden. 
Ferner werden Projektkernrisiken identifiziert, konkretisiert und über geeignete 
Kennzahlen in die Modellbildung integriert.  
 
Folgende Graphik veranschaulicht den Aufbau der vorliegenden Arbeit: 
Basisdisziplinen der Modellbildung
Grundlagen der Modellbildung
Softwareentwicklung Projektmanagement
Entwicklung
einer Klassifikation
für Software-
entwicklungsprojekte
Analyse von 
Prozessmodellen
der Software-
entwicklung
Identifikation und 
Klassifikation
von Misserfolgsfaktoren
Definition von 
Anforderungen an
verwendete Kennzahlen
Auswahl von 
Methoden
zur
Wirtschaftlichkeits-
bewertung
Identifikation von Kennzahlen
zur Restaufwandsermittlung
Analyse von Modellen 
zur Ertragsschätzung
Entwicklung eines mehrstufigen Entscheidungsmodells
Analyse der Eignung mathematischer Modelle
 
Abbildung 2: Aufbau der Arbeit 
 
Aufbauend auf eine Darstellung der Motivation, Zielsetzung und des Aufbaus der 
Arbeit sowie einer Abgrenzung von bestehenden Arbeiten aus den relevanten For-
schungsfeldern, werden in Kapitel 3 Basisdisziplinen der Modellbildung dargestellt 
und analysiert. Hierbei stehen die Gebiete der Softwareentwicklung und des Pro-
jektmanagements sowie deren Zusammenführung im Fokus der Betrachtung. Diese 
Arbeit legt ihren Schwerpunkt auf Softwareentwicklung auf dem deutschen Markt; 
jedoch fließen erweiternd internationale Erkenntnisse in die Modellbildung ein. Aus 
diesem Grund wird in Kapitel 3 ein kurzer Marktüberblick bzgl. Schwerpunkte, Ver-
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teilung und mögliche Potentiale der Softwareentwicklung in Deutschland gegeben. 
Zusammen mit einer Analyse neuer Entwicklungen in der Softwareentwicklung und 
deren Auswirkungen auf die Organisation von Softwareentwicklungsprojekten wer-
den zum Ende dieses Kapitels Grundlagen des Projektmanagements - insbesondere 
die Untergliederung des Projektablaufs in Projektphasen - eingeführt. 
 
Darauf folgend beschäftigen sich Kapitel 4 bis 10 mit der Schaffung der Grundlagen 
für die in Kapitel 11 vorgenommene Modellbildung. 
 
Aufbauend auf den vorangegangenen Betrachtungen zu Softwareentwicklung und 
Projektmanagement wird in Kapitel 4 eine Analyse verschiedener Softwareentwick-
lungsprozesse16 vorgenommen. Schwerpunkte bei der Auswahl der analysierten Mo-
delle werden hier in Hinblick auf Bekanntheitsgrad, Verbreitung und Modellstruktur 
gelegt. Dieser Schwerpunktbildung folgend fließen vornehmlich der Rational Unified 
Process (RUP) - als derzeit weit verbreitetes Modell - und das Wasserfallmodell - als 
bekanntestes und ursprüngliches Vorgehensmodell der Softwareentwicklung - in die 
Analyse ein. Kapitel 4 endet mit einer Verknüpfung der in Kapitel 3 eingeführten 
Projektphasen mit den Phasen der dargestellten Vorgehensmodelle und daraus abzu-
leitenden Erkenntnissen über geeignete Entscheidungspunkte im Projektverlauf. 
 
In Kapitel 5 wird anschließend eine Klassifikation für Softwareentwicklungsprojekte 
nach Maßgabe einer differenzierten Betrachtung der Zurechenbarkeit von Aufwän-
den und Erträgen entwickelt. An dieser Klassifikation orientieren sich die in Kapitel 
10 getroffene Analyse von Verfahren der Ertragszurechnung sowie die Modellbil-
dung auf Stufe V des Entscheidungsmodells in Kapitel 11.2.5.   
 
Kapitel 6 widmet sich vertieft der Risikosituation in Softwareentwicklungsprojekten. 
In mehreren Schritten wird eine Modulstruktur zur Klassifizierung von Misserfolgs-
faktoren im Projektmanagement im Allgemeinen und im Management von Softwa-
reentwicklungsprojeken im Besonderen entwickelt. Ausgehend von Konzepten der 
Erfolgsfaktorenforschung wird der Begriff des Misserfolgsfaktors als bestimmender 
Faktor für das Misslingen von Projekten eingeführt. Aufbauend auf einer definitori-
schen Abgrenzung werden zahlreiche empirische und statistische Studien zu Misser-
                                                 
16 auch als Vorgehensmodelle bezeichnet 
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folgsfaktoren verglichen. Die Ergebnisse dieses Vergleichs werden im Rahmen der 
Risikoanalyse zu Modulen verdichtet. Basierend auf den gebildeten Misserfolgsmo-
dulen in Kapitel 6 werden in Kapitel 7.1 Leitfragen zur Konkretisierung von Kernri-
siken gebildet. Dabei wird für jede Leitfrage die quantitative Abbildbarkeit im zu 
entwickelnden Entscheidungsmodell geprüft. 
 
Darauf aufbauend liegt der Schwerpunkt in Kapitel 7 auf der Definition von Anfor-
derungen, die an die in der Modellbildung verwendeten Kennzahlen zu stellen sind. 
Aufbauend auf einer definitorischen Abgrenzung der im Projektcontrolling relevan-
ten Begriffe, werden zu Beginn dieses Kapitels Kennzahlen im Allgemeinen auf ihre 
Eignung als Entscheidungsgrundlage hin untersucht. Basierend auf den ermittelten 
Voraussetzungen für Kennzahlen als Hilfe zur Entscheidungsfindung werden nach-
folgend Anforderungen an Kennzahlen und Kennzahlensysteme definiert. In Kapitel 
7.2.3.3 wird die Kennzahlennutzung in der Praxis des Projektmanagements anhand 
empirischer Studien dargestellt. 
 
Während in den vorangegangenen Kapiteln der Schwerpunkt der Betrachtung auf 
Einzelrisiken zur Abbildung der Problemantik der Projektabbruchentscheidung ge-
legt wurde, fokussiert Kapitel 8 das Entscheidungsmodell in seiner Gesamtheit. Es 
legt seinen Schwerpunkt auf die Analyse der Eignung verschiedener Verfahren zur 
Wirtschaftlichkeitsbewertung von Projekten als Entscheidungsgrundlage für das hier 
behandelte Entscheidungsproblem „Projektabbruch oder -weiterführung“. Neben 
der Bekanntheit der Verfahren, ihrer praktische Einsetzbarkeit und ihrer Eignung für 
die Bewertung von Softwareentwicklungsprojekten wird ein weiterer Schwerpunkt 
auf weiche Effekte17 bei der Projektbewertung gelegt. 
 
Aufbauend auf dieser Analyse wenden die nachfolgenden Kapitel 9 und 10 sich der 
Aufwands- bzw. Ertragsseite der in Kapitel 8 analysierten Verfahren der Wirtschaft-
lichkeitsbewertung zu. Kapitel 9 gibt hierbei zu Beginn einen Überblick über ver-
schiedene Aufwandschätzverfahren im Bereich der Softwareentwicklung. Der 
Schwerpunkt wird auf metrikbasierte Verfahren gelegt, wobei Function Points als 
Softwaremaß und Basis der Aufwandsschätzung detailliert analysiert werden. Es wer-
den sowohl Konstrukte der Function-Point-Analyse als auch der COCOMO-
                                                 
17 z.B. psychologische und soziale Effekte  
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Modelle betrachtet. Zudem wird ein besonderer Fokus auf die Abbildbarkeit der in 
Kapitel 6 identifizierten Kernrisiken gelegt, wobei vor allem Risiken in Bezug auf die 
Projektgröße, Produktivität und Ressourcensituation über Kennzahlen in die Auf-
wandsschätzung integriert werden sollen. 
 
Kapitel 10 legt seinen Fokus auf eine Abschätzung der Erträge für das betrachtete 
Softwareentwicklungsprojekt. Hierbei werden auch Besonderheiten wie zwischen-
zeitliche Projektabrechnungen und eine Ermittlung zurechenbarer Erträge berück-
sichtigt. Kapitel 10 orientiert sich an der in Kapitel 5 vorgenommenen Klassifikation 
von Softwareentwicklungsprojekten. Entsprechend dieser Klassifikation werden in 
diesem Kapitel Ertragsschätzungen für Softwareentwicklungsprojekte mit direkten 
oder indirekten Erträgen und die Entwicklung von Individual- bzw. Standardsoft-
ware in all ihren Kombinationen getrennt betrachtet. Ergebnis von Kapitel 10 ist eine 
Analyse und ggf. Auswahl eines Verfahrens der Ertragszurechnung je Softwarekate-
gorie. Diese ausgewählten Verfahren werden in die Modellbildung in Kapitel 11 in-
tegriert.  
 
Aufbauend auf allen bisherigen Ergebnissen, insbesondere denen in den beiden vo-
rangegangen Kapiteln wird in Kapitel 11 die Modellbildung vorgenommen. Das ent-
wickelte Entscheidungsmodell verdichtet alle gewonnenen Erkenntnisse in einer 
Spitzenkennzahl, deren Ergebniswert eine Entscheidungshilfe für oder wider einen 
Projektabbruch gibt. Die Modellbildung wird stufenweise vorgenommen, um der in 
Unternehmen sehr divergierenden Datenverfügbarkeit und Kennzahlenerhebung 
Rechnung zu tragen. Dabei steigt der Detaillierungsgrad der Berechnung mit den Er-
fordernissen an die verfügbaren Daten von Stufe zu Stufe an. Nachgeordnete Stufen 
erweitern die jeweils vorangehende Stufe um weitere Erkenntnisse. Die dadurch ge-
schaffene Möglichkeit einer – nach individuellen Bedürfnissen - differenzierten Mo-
dellanwendung, trägt dem in Kapitel 1.2 postulierten generalistischen Ansatz Rech-
nung. Auf jeder Stufe werden zur Verdeutlichung der Ergebnisse Beispielrechnungen 
auf Basis von Standardwerten für Softwareentwicklungsprojekte durchgeführt.  
 
Auf eine praktische Erprobung des Modells wird verzichtet, da die dafür erforderli-
chen Projekt-Daten naturgemäß schwer zu erhalten sind. Bei reinen Ex-Post-
Betrachtungen könnte der Informationsstand zum Entscheidungszeitpunkt nicht  
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adäquat berücksichtigt werden, bei Ex-Ante-Betrachtungen und daraus resultieren-
dem Projektabbruch könnte hingegen die tatsächliche Weiterentwicklung des Projek-
tes nicht mehr bestimmt werden. Jedoch fließen in die vorgenommenen Beispiel-
rechnungen neben Expertenmeinungen und empirischen Daten auch zahlreiche ei-
gene Erfahrungen aus Tätigkeiten im Bereich des Projektmanagments ein. 
 
Kapitel 12 rundet die Ergebnisse der in Kapitel 11 vorgenommenen Modellbildung 
ab, indem darstellungstechnische und investitionstheoretische Erweiterungspotenzia-
le hinsichtlich ihrer Eignung diskutiert werden. Hierbei wird auf verschiedene Theo-
rien aus dem weiteren Umfeld von Projektabbruchentscheidungen überblickhaft ein-
gegangen. Schwerpunktmäßig werden die Stopp-Problematik in mehrstufigen Ent-
scheidungsproblemen unter Unsicherheit und der Realoptionen-Ansatz dargestellt. 
Auch die Möglichkeit einer mehrdimensionalen Visualisierung der im Modell vor-
handenen Informationen wird dargestellt. Die Arbeit endet mit einem Fazit und 
Ausblick auf zukünftige Entwicklungen. 
  
Abgrenzung der Arbeit von bestehenden Forschungsfeldern 
 
 
11 
2 Abgrenzung der Arbeit von bestehenden For-
schungsfeldern 
 
2.1 Wissenschaftliche Einordnung des Themas 
 
Gemäß der in Kapitel 1.2 beschriebenen Zielsetzung, dient diese Arbeit der Gewin-
nung neuer Erkenntnisse im Bereich von Projektabbruchentscheidungen in Soft-
wareentwicklungsprojekten. Um dem wissenschaftlichen Anspruch der Arbeit ge-
recht zu werden, sollen hierzu empirische Untersuchungen, Erkenntnisse aus der Li-
teratur, praktische Erfahrungsberichte und Expertenmeinungen sowie mathemati-
sche Modelle in Hinblick auf das Erkenntnisziel analysiert, ausgewählt und kombi-
niert werden. 
 
Im Folgenden wird die vorliegende Arbeit in die Forschung im Allgemeinen einge-
ordnet. Hierbei wird der in der Literatur weit verbreiteten Untergliederung in Grund-
lagenforschung und angewandte Forschung gefolgt.  
 
Grundlagenforschung im engeren Sinn wird ohne konkrete Absicht der Anwendung 
der erzielten Ergebnisse - vorwiegend Hypothesen, Theorien und allgemeine Gesetze 
-  in der Praxis durchgeführt.18 Sie „ist auf den Erwerb neuer Erkenntnisse durch eine 
theoretische Durchdringung von Ursache-Wirkungszusammenhängen gerichtet.“19 
Eine Erweiterung dieses sehr restriktiven Forschungsbegriffs findet sich in der Defi-
nition der „orientierten Grundlagenforschung“, die in einem absehbaren und für die 
Unternehmung tragbaren Zeitraum zu wirtschaftlich verwertbaren Ergebnissen füh-
ren kann“.20  
 
Eine klare Abgrenzung zum Begriff der „angewandten Forschung“ ist dabei schwie-
rig. Angewandte Forschung legt den Fokus auf die Lösung konkreter Problemstel-
lungen in Bezug auf Produkte, Verfahren, Systeme, usw.21 Sie „umfaßt alle Anstren-
gungen die auf die Gewinnung neuer wissenschaftlicher oder technischer Erkennt-
                                                 
18 Vgl. Hubner (1996) S. 13 basierend auf Hinterhuber (1975), S.5 
19 Hubner (1996), S. 13 basierend auf Pfeiffer/Staudt (1974) S.1522  
20 Hubner (1996), S.13 basierend auf Hinterhuber (1975), S.6f. 
21 Vgl. Hubner (1996), S.13 basierend auf die dort angegebene Literatur 
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nisse […] gerichtet sind.“22 Man versteht darunter die „theoretische, experimentelle 
oder empirische Analyse von bestimmten Technologien und ihren Anwendungsmög-
lichkeiten“23.  
 
Diesen Definitionen folgend ist der Bezug zu einer Anwendungsdomäne24 ausschlag-
gebend für die begriffliche Einordnung der Arbeit: 
 
Diese Arbeit hat das Ziel, ein theoretisch fundiertes, jedoch praktisch umfassend an-
wendbares Modell zur Entscheidungsunterstützung bei Entscheidungen über Pro-
jektabbruch oder -weiterführung zu entwickeln. Der Schwerpunkt liegt auf einer 
konkreten Problemlösung im Bereich der Abbruchproblematik bei Softwareentwick-
lungsprojekten. Vornehmliches Ziel ist den durch das jeweilige Projekt zu erwartende 
Gewinn bzw. Verlust zu prognostizieren und darauf aufbauend eine Entscheidung 
abzuleiten. Das Modell ist dabei auf eine praktische Anwendbarkeit für verschiedene 
Arten von Softwareentwicklungsprojekten ausgelegt. Somit soll die Arbeit der ange-
wandten Forschung zugeordnet werden.  
 
 
2.2 Zusammenhang mit und Abgrenzung von beste-
henden Forschungsfeldern 
 
Wie in Kapitel 1.2 ausgeführt, wird im Zuge der Arbeit ein mehrstufiges Modell ent-
wickelt, das eine Entscheidungsunterstützung für Projektabbruch- bzw. -weiterführ-
ungsentscheidungen bietet. Dabei soll eine verdichtete Spitzenkennzahl als Indikator 
dienen.  
 
Diese Zielsetzungen wurden bislang in der wissenschaftlichen Literatur noch nicht 
verfolgt. Dies ist insofern verwunderlich, als in zahlreicher Literatur zu Projektmana-
gement im Allgemeinen und dem Management von Softwareentwicklungsprojekten 
im Besonderen, an vielen Stellen auf eine möglicherweise notwendige Abbruchent-
                                                 
22 Hinterhuber, (1975) S. 8 zitiert nach Hubner (1996), S.13; Die Definition bezieht sich hierbei vor-
nehmlich auf den Innovationsprozess in Unternehmen. Sie kann jedoch als allgemein gültig erach-
tet werden.  
23 Brun/Engler/Nyffenegger (o.J.), S.1 
24 Der Begriff wurde hier in Anlehnung an den Begriff der „Anwendungsdomäne“ in der Informatik 
gebraucht. 
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scheidung hingewiesen wird. Ausführungen zu möglichen Entscheidungsgrundlagen 
bleiben jedoch zu sehr an der Oberfläche und gehen meist nicht über einige unver-
bindlich gehaltene Sätze hinaus. Konkrete Modelle, Kennzahlen oder detailliertere 
Vorgehensleitfäden zur Entscheidungsfindung im Bereich von Softwareentwick-
lungsprojekten fehlen gänzlich.25 Lediglich einzelne Arbeiten beleuchten die Prob-
lemstellung aus rein investitionstheoretischer Sicht – ohne dabei auf ein konkretes 
Anwendungsfeld und dessen Besonderheiten einzugehen.26 Da jedoch Projekte per 
definitionem durch Einmaligkeit ihrer Vorgaben und besondere Bedingungen ge-
kennzeichnet sind, greifen auch diese Ausführungen rein investitionstheoretischer 
Art für die praktische Anwendung zu kurz, da sie die Besonderheiten von Software-
entwicklungsprojekten in verschiedenen Ausgestaltungen nicht berücksichtigen. Die 
Modellbildung dieser Arbeit soll diese Lücke schließen. 
 
Ausgehend von dieser Problemstellung wird im Zuge der Arbeit auf Forschungsar-
beiten zahlreicher Gebiete zurückgegriffen, die mit ihren Ergebnissen als Basis für 
die Generierung neuer Erkenntnisse dienen. Schwerpunktmäßig werden hierbei wis-
senschaftliche Arbeiten aus folgenden Bereichen herangezogen: 
 
(1) dem Umfeld von Vorgehensmodellen im Bereich der Softwareentwicklung 
insbesondere deren Vor- und Nachteile in Bezug auf die Risikosituation im 
Projekt 
(2) dem Bereich der Erfolgs- bzw. Misserfolgsfaktorenforschung zu Projekten 
im Allgemeinen und IT- bzw. Softwareentwicklungsprojekten im Besonderen  
(3) der Forschung zu Kennzahlen und Kennzahlensystemen im Besonderen zu 
deren zugrunde liegenden Anforderungen, Klassifikationen und Verbrei-
tungsgraden 
(4) dem Bereich der Ertrags- und Aufwandsschätzung in Projekten im Allgemei-
nen und IT- bzw. Softwareentwicklungsprojekten im Besonderen  
(5) dem Bereich mathematischer Theorien, insbesondere investitionstheoretische 
Modelle und Theorien zur Projektbewertung 
                                                 
25 Hubner (1996), S.60: „Die Frage, wie es in spezifischen Situationen zu einem Entscheidungsmo-
dell kommt, findet demgegenüber in der Literatur vergleichsweise geringe Beachtung.“ Vgl. auch 
die dort angegebene Literatur  
26 Vgl. hierzu Kapitel 12.2 und die dort angegebene Literatur 
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Im Weiteren wird erläutert, inwiefern die Arbeit mit den genannten Forschungsfel-
dern zusammenhängt, an welchen Stellen Erkenntnisse dieser Forschungsfelder ein-
fließen und sie auf diesen aufbaut. Dabei wird diese Abgrenzung zum Ende jedes 
Kapitels durch zwei Boxen graphisch veranschaulicht, wobei die dunklere Box die 
bereits existierenden Forschungsfelder und die hellere Box den darauf aufbauenden 
Erkenntnisgewinn dieser Arbeit darstellt. Einzelne Arbeiten in diesen Forschungsfel-
dern werden aus Gründen der Übersichtlichkeit in diesem Kapitel noch nicht detail-
liert dargestellt. Hierfür sei auf die entsprechenden Kapitel im Fortgang der Arbeit 
verwiesen. 
 
2.2.1 Vorgehensmodelle zur Softwareentwicklung 
 
Im Bereich der Vorgehensmodelle zur Softwareentwicklung finden sich derzeit in der 
wissenschaftlichen Literatur nur sehr wenige disziplinübergreifende27 Ausführungen. 
Der weitaus größte Teil der in diesem Bereich veröffentlichten Arbeiten beschäftigt 
sich ausschließlich mit der Darstellung einzelner Prozessmodelle, ohne jedoch an-
grenzende Forschungsfelder, wie zum Beispiel eine Integration in das klassische Pro-
jektmanagement oder detaillierte Risikobetrachtungen, zu berücksichtigen. Jedoch 
kann ein klarer Trend weg von der klassischen Phasenaufteilung des Wasserfallmo-
dells hin zu iterativen Vorgehensmodellen verzeichnet werden. Dieser Trend ist mit 
weitgehender Übereinstimmung der Veröffentlichungen in diesem Bereich zu einem 
wesentlichen Teil auf die verbesserte Risikosituation bei der Anwendung iterativer 
Vorgehensmodelle zurückzuführen. Daher werden im Zuge dieser Arbeit, basierend 
auf den Ausführungen zu verschiedenen Vorgehensmodellen, das Wasserfall-Modell 
als klassisches Prozessmodell der Softwareentwicklung sowie der RUP28 als Vertreter 
der iterativen Prozessmodelle ausgewählt und mit klassischen Projektmanagement-
Disziplinen verknüpft. Der Schwerpunkt liegt dabei jedoch auf iterativen Betrach-
tungen. Im Zuge dieser disziplinübergreifenden Integration werden vorrangig die 
Prozessmodelle im Teilbereich der Projektrestaufwandsschätzung integriert, wobei 
die jeweilige Risikosituation in den Ausführungen Berücksichtigung findet. 
 
                                                 
27 Als Disziplinen werden hier Risikomanagement, Projektmanagement, Prozessmanagement usw. 
aufgefasst. Diese Auffassung des Disziplin-Begriffs ist ähnlich der beim RUP (vgl. Kapitel 4.3.2.)  
28 RUP = „Rational Unified Process“ 
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Prozessmodelle in der Softwareentwicklung
Definition von Entscheidungspunkten
Eignungsanalyse bestehender Prozessmodelle
in Hinblick auf die Zielsetzung
 
Abbildung 3: Abgrenzung vom Forschungsfeld „Vorgehensmodelle in der Softwareentwick-
lung“ 
 
2.2.2 Erfolgs- und Misserfolgsfaktorenforschung 
 
Im Gegensatz zu vergleichsweise wenigen Veröffentlichungen im Bereich von Vor-
gehensmodellen und deren Integration in das klassische Projektmanagement, stellt 
das Gebiet der Erfolgsfaktorenforschung bereits seit 1961 ein weites Forschungsfeld 
dar, in dem zahlreiche, meist empirische Arbeiten veröffentlicht wurden. Dieses For-
schungsfeld existiert sowohl für Projekte als auch für andere Organisationsformen. 
In Analogie zur Erfolgsfaktorenforschung wird vermehrt auch nach Misserfolgsfak-
toren in verschiedenen Bereichen gesucht. Diese Arbeit nutzt hierbei vornehmlich 
Erkenntnisse aus dem Bereich der Misserfolgsfaktorenforschung im Projektmana-
gement im Allgemeinen und im Management von IT- bzw. Softwareentwicklungs-
projekten im Besonderen. Hierbei sollen sowohl Erkenntnisse aus der Softwareent-
wicklung im deutschsprachigen Raum als auch internationale Forschungsergebnisse 
ausgewertet werden. Da zum Bereich der Misserfolgsfaktoren zahlreiche empirische 
Untersuchungen mit unterschiedlichem Fokus – in Hinblick auf Gründe für Projekt-
abbrüche, in Hinblick auf Ressourcenverschwendung usw. – existieren, nutzt diese 
Arbeit die darin gewonnenen Erkenntnisse für die Ermittlung von Kernrisiken in 
Softwareentwicklungsprojekten. Die facettenreichen Erkenntnisse dieser Untersu-
chungen werden dazu zunächst klassifiziert. Die identifizierten Misserfolgsfaktoren 
werden in diese Klassifikation eingeordnet und dadurch vergleichbar gemacht. Diese 
Vorgehensweise ermöglicht eine Bewertung der identifizierten Faktoren im Hinblick 
auf ihre quantitative Abbildbarkeit und eine Konkretisierung durch die Auswahl ge-
eigneter Kennzahlen. 
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Erfolgs- und Misserfolgsfaktorenforschung
Sammlung, Kategorisierung und
Analyse der identifizierten Misserfolgsfaktoren
 
Abbildung 4: Abgrenzung von der Erfolgsfaktorenforschung 
 
 
2.2.3 Forschungsarbeiten zu Kennzahlen 
 
Für die Identifikation geeigneter Kennzahlen zur quantitativen Abbildung der ermit-
telten Kernrisiken, greift die Arbeit auf bestehende Kennzahlen und Kennzahlensys-
teme aus dem Projektumfeld im weiteren Sinne zurück.29  Da in der wissenschaftli-
chen Literatur nur wenige Studien über Anwendungsgebiete und Verbreitung einzel-
ner Kennzahlen im Projektkontext existieren, stützt sich vorliegende Arbeit in die-
sem Bereich vornehmlich auf die Arbeit von GEORGE30. Die an geeignete Kenn-
zahlen gerichteten Anforderungen werden aus unterschiedlichen Anforderungskata-
logen der wissenschaftlichen Literatur zu Kennzahlen und Kennzahlensystemen 
kombiniert und an die Anforderungen des hier gesetzten Erkenntnisziels angepasst.  
 
Aufbauend auf den Erkenntnissen aus dem Vergleich verschiedener Kennzah-
len(systeme) hinsichtlich Bekanntheit und Verbreitung im Projektumfeld, nimmt die 
Arbeit einen Abgleich geeigneter Kennzahlen mit den zur Projektbewertung not-
wendigen Daten vor, wobei ein wesentlicher Fokus auf die Risikoabbildung gelegt 
wird. 
 
Studien zur 
Kennzahlenverwendung
Auswahl geeigneter Kennzahlen
Anforderungskataloge für
Kennzahlen(systeme)
Kombination und Auswahl von
Anforderungen in Hinblick auf die Zielsetzung 
 
Abbildung 5: Abgrenzung von der Kennzahlenforschung 
 
 
                                                 
29 „im weiteren Sinne“ beinhaltet dabei je nach Informationsbedarf auch Kennzahlen aus den pro-
jektdurchführenden Abteilungen oder des gesamten Unternehmens 
30 George (1999) 
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2.2.4 Aufwandschätzung in Projekten 
 
Im Bereich der Aufwandsschätzung setzt die Arbeit den Schwerpunkt auf eine Auf-
wandsprognose auf Basis einer Softwaremetrik. Diese Auswahl basiert auf der Aus-
wertung zahlreicher Publikationen zu Aufwandschätzungen in Softwareentwick-
lungsprojekten. Wichtigstes Auswahlkriterium ist die Berücksichtigung der Projekt-
größe und Komplexität als Einflussfaktoren und Eignung des Verfahrens für eine 
Ex-Ante-Analyse31. Dabei baut die Arbeit hauptsächlich auf den Ausführungen von 
BUNDSCHUH, langjähriger Vorstandsvorsitzender der DASMA32 und HÜRTEN, 
Gründungsmitglieder der DASMA33, sowie BOEHM, als Entwickler des COCOMO-
Modells, in Bezug auf die Schätzung von Softwarekosten auf.  
 
Bestehende Verfahren zur Aufwandsprognose auf Basis von Funktionspunkten wer-
den im Folgenden hinsichtlich ihrer Eignung für Abbruchentscheidungen analysiert 
und hinsichtlich der identifizierten Kernrisiken erweitert. 
 
Forschung zur Aufwandsschätzung in 
Softwareentwicklungsprojekten
Analyse, Anpassung und Erweiterung der  
Verfahren in Hinblick auf 
Projektabbruchentscheidungen
 
Abbildung 6: Abgrenzung von Forschungsarbeiten aus dem Bereich der Aufwandsschätzung 
 
                                                 
31 Im Gegensatz zur Ex-Post-Betrachtung eines Projektes, beispielsweise auf Basis der realisierten 
Codezeilen. 
32 DASMA = Deutschsprachiger Anwenderverband für Software-Metriken und Aufwandsschätzung; 
entnommen aus http://www.pmaktuell.org/Autoren/Bundschuh1 
33 Vgl. www.dasma.org 
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2.2.5 Ertragsschätzung in Projekten 
 
Die Zurechnung von Erträgen zum jeweils betrachteten Projekt - somit eine Wertbe-
stimmung für das Projektergebnis - gestaltet sich sehr komplex. Derzeit sind in die-
sem Umfeld nur wenige Forschungsarbeiten veröffentlicht, die mehrheitlich in ihren 
Ausführungen für diese Arbeit nicht ausreichend in die Tiefe gehen. Gerade im Be-
reich der Softwareentwicklung existieren nahezu keine verwertbaren Veröffentli-
chungen diese Problematik betreffend; lediglich auf einzelne Veröffentlichungen vor-
nehmlich aus dem Bereich des Marketings kann hierbei aufgebaut werden. Es kommt 
erschwerend hinzu, dass je nach Art der im Projekt erstellten Software grundsätzlich 
unterschiedliche Modelle der Ertragszurechnung ausgewählt und angewendet werden 
müssen. 
 
Da in einigen Softwarekategorien keine geeigneten Arbeiten aus dem Umfeld der 
Softwareentwicklung vorliegen, werden für diese Modelle der Ertragsprognose aus 
dem Bereich des Marketings entsprechend den Besonderheiten der jeweiligen Soft-
warekategorie ausgewählt, angepasst und in das Modell integriert. Hierbei findet vor-
nehmlich die Arbeit von HEINRICHSMEIER34 Beachtung. Für individuelle Pro-
duktentwicklung werden verschiedene Ansätze der Projektabrechnung analysiert und 
in das Modell integriert. Im Bereich firmenintern genutzter Software wird schwer-
punktmäßig auf das Ebenenmodell nach BRANDT35 zurückgegriffen, wobei auch 
Ansätze einer marktorientierten Bewertung diskutiert werden.  
 
Einzelmodelle der Nutzen- und Ertragsermittlung
Analyse, Auswahl und Anpassung 
für Softwareentwicklungsprojekte
differenziert nach Projektkategorien
Integration in das Mehrstufenmodell
 
Abbildung 7: Abgrenzung von bestehenden Modellen der Ertragsermittlung 
 
                                                 
34 Heinrichsmeier (1997) 
35 Brandt (2004) 
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2.2.6 Investitionstheoretische Modelle zur Projektabbruch-
problematik 
 
Die Modellbildung in ihrer Gesamtheit basiert auf bestehenden Modellen der Investi-
tionsrechnung, die nach Maßgabe der Anforderungen dieser Arbeit auf ihre Eignung 
analysiert werden. Das nach Auswertungen verschiedener Aspekte ausgewählte in-
vestitionstheoretische Modell bildet dabei den Rahmen für die Integration der ein-
fließenden Modelle und Kennzahlen.36 
 
In Kapitel 12.2 werden zudem mathematisch komplexe, investitionstheoretische 
Modelle zur Projektbewertung und optimalen Stopp-Problematik für Projekte darge-
stellt und hinsichtlich ihrer Eignung für die Anwendungsdomäne „Softwareentwick-
lung“ bewertet. Hierbei wird auf entsprechende Forschungsarbeiten zurückgegriffen. 
Im Fokus der Betrachtung liegen der Realoptionenansatz (mit möglicher Integration 
der Optimal Stopping Theorie), und Modelle zu mehrstufigen Entscheidungsprob-
lemen unter Unsicherheit, wie beispielsweise das Projekt-Stopp-Modell nach Henke. 
   
 
Investitionstheoretische Modelle
Analyse, Bewertung und Auswahl
in Hinblick auf die Zielsetzung
 
Abbildung 8: Abgrenzung von investitionstheoretischen Modellen 
                                                 
36 Siehe zur Auswahlentscheidung Kapitel 8.3 
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3 Darstellung und Analyse von Basisdisziplinen 
der Modellbildung 
 
Im Folgenden werden die Basisdisziplinen der Modellbildung – „Projektmanage-
ment“ und „Softwareentwicklung“ - sowie deren Schnittstellen dargestellt. Im Be-
reich der Softwareentwicklung wird dabei vor allem auf die Besonderheiten des deut-
schen Marktes und aktuelle Entwicklungstrends eingegangen, wobei eine Übertrag-
barkeit der Ergebnisse auch auf andere Märkte angenommen werden kann. Ausge-
hend davon wird die Erfordernis, Softwareentwicklungsaktivitäten in Projekten zu 
organisieren, näher analysiert. Das Kapitel endet mit einer Darstellung der Grundla-
gen des Projektmanagements. Diese werden in nachfolgenden Abschnitten immer 
wieder aufgegriffen. 
 
3.1 Definitorische Abgrenzung: Software und Soft-
wareentwicklung 
 
In der Literatur finden sich zahlreiche Definitionen des Softwarebegriffs, die den un-
terschiedlichen Erscheinungsformen und Anwendungsgebieten Rechnung tragen. 
Eine gute Zusammenfassung der Begriffsabgrenzungen wird bei von ENGEL-
HARDT angegeben: 
 
 „Streng genommen bezeichnet der Begriff Software in Abgrenzung zur Hardware 
alle nichtphysischen Funktionsbestandteile eines Computers, also neben den Compu-
terprogrammen auch die zur Verwendung mit den Programmen bestimmten Daten. 
Häufig wird Software jedoch in Abgrenzung zum Begriff der Daten mit Programmen 
gleichgesetzt und so zum Beispiel als eine Liste von Anweisungen zur Verarbeitung 
von Daten definiert.“37  
 
MÜLLER unterscheidet zwischen Software im engeren Sinn als eine „Kombination 
von EDV-Programmen, die erforderlich sind, damit ein Computer bestimmte An-
weisungen ausführt“, und Software im weiteren Sinn als „nicht nur das fertige (Com-
puter-)Programm, sondern […] auch ergänzende materielle und immaterielle Zusatz-
                                                 
37  Engelhardt (2006), S.1 basierend auf Küchlin/Weber (2005), S 15 f. 
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leistungen, die zusammen ein marktfähiges Produkt bilden.38 Unter dem Begriff 
„Software“ werden hierbei also auch Dienstleistungen, wie z.B. Dokumentation, Be-
ratung und Schulung subsumiert.39 
 
Der Begriff der Softwareentwicklung berücksichtigt diese weite Definition nur zum 
Teil. Der umfassenden Untersuchung der GfK und des Fraunhofer Instituts zur  
„Analyse und Evaluation der Softwareentwicklung in Deutschland“ wird beispiels-
weise ein Softwareentwicklungsbegriff zugrunde gelegt, der zwar Maßnahmen der 
Projektleitung, Qualitätssicherung und Wartung beinhaltet, Beratung und Schulung 
jedoch außen vor lässt.  
 
Softwareentwicklung wird hierbei als „die Neu- oder Weiterentwicklung und Anpas-
sung von Softwareprodukten mit Hilfe einer Programmiersprache (inkl. Maßnahmen 
wie Projektleitung, Qualitätssicherung und Wartung)“ 40 definiert. 
 
Unternehmen, die sich ausschließlich mit der Beschaffung und/oder Benutzung von 
Software (z.B. Erstellung von MS-EXCEL-Sheets o.Ä.) beschäftigen, werden damit 
nicht der Softwareentwicklung zugerechnet.41 Diese relativ eng gefasste Definition 
der Softwareentwicklung soll auch in dieser Arbeit zugrunde gelegt werden, wobei 
auf die Modellierung von Wartungsaktivitäten im Softwarelebenszyklus jedoch weit-
gehend42 verzichtet wird. Es wird davon ausgegangen, dass – wie in der Praxis weit 
verbreitet – alle Wartungsaktivitäten gesondert vergütet werden und nicht mehr dem 
ursprünglichen Softwareentwicklungsprojekt zuzuordnen sind. Insbesondere weiter-
entwickelnde Wartung muss in der Regel als eigenständiges Projekt aufgefasst wer-
den. Garantie-Verträge, die korrigierende Wartung kostenfrei beinhalten, sollen hier 
nicht explizit betrachtet werden. Jedoch können die Ausführungen zur Wartung im 
Softwarelebenszyklus für intern genutzte Software – bei entsprechenden Vertragsbe-
stimmungen – auch auf andere Softwarekategorien angewendet werden. 
 
                                                 
38 Müller (1999) S. 10f. 
39 Schmitz (2007), S.7 in einer Auswertung der dort angegebene Literatur 
40 GfK/IESE/ISI (2000), S.36 
41 Vgl. GfK/IESE/ISI (2000), S.36 
42 Lediglich in der Kategorie „Individuelle Softwarelösungen zur unternehmensinternen Verwen-
dung“ werden Wartungsaufwendungen thematisiert, da hier eine Eigennutzung über den gesamten 
Lebenszyklus modelliert wird. 
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Der hier verwendete Begriff „Softwareentwicklungsprojekt“ soll nicht – wie in der 
Literatur zum Teil gebräuchlich – mit dem Begriff „IT-Projekt“ gleichgesetzt wer-
den. Diese begriffliche Trennung liegt darin begründet, dass ein „IT-Projekt“ neben 
Softwareentwicklungsprojekten im engeren Sinne alle Projekte, deren Erfolg „maß-
geblich von der Auswahl, Analyse, Entwicklung, Wartung, Weiterentwicklung oder 
Einführung mindestens eines Informations- oder Kommunikationssystems ab-
hängt“43, umfasst. Eine Abgrenzung eines IT-Projekts von einem Softwareentwick-
lungsprojekt im Sinne dieser Arbeit ergibt sich aus oben definiertem Softwareent-
wicklungsbegriff. Es steht somit die Tätigkeit der Neu- oder Weiterentwicklung im 
Vordergrund. Trotz dieser begrifflichen Einschränkung sollen jedoch auch Ergebnis-
se aus der Forschung zu IT-Projekten im Allgemeinen Anhaltspunkte zur Identifika-
tion von Kernrisiken liefern. 
 
3.2 Softwareentwicklung in Deutschland – ein Markt-
überblick 
 
Es existiert derzeit keine Datenquelle, die die genaue Anzahl und Art der software-
entwickelnden Unternehmen in Deutschland angibt. „Wie das Statistische Bundes-
amt mitteilt, waren im Jahr 2005 in Deutschland insgesamt 47 100 Unternehmen im 
Wirtschaftsbereich der Datenverarbeitung und Datenbanken tätig. Fast zwei Drittel 
dieser Unternehmen waren Softwarehäuser (30 000). Diese beschäftigten mit 248 000 
Personen 63% der in der IT-Branche insgesamt tätigen Personen und erwirtschafte-
ten mit 38,2 Milliarden Euro 62% des dort erzielten Gesamtumsatzes.“44  
 
In der Studie „Analyse und Evaluation der Softwareentwicklung in Deutschland“ 
werden softwareentwickelnde Unternehmen detaillierter betrachtet. Es wird unter-
schieden in Unternehmen der Primärbranche, mit dem Zweck der Entwicklung von 
Software als eigenständiges Produkt im Gegensatz zu Unternehmen der Sekundär-
branchen, in denen Software in andere Produkte oder Dienstleistungen eingebettet 
wird.45 Dies zeigt die zunehmende Bedeutung eingebetteter Software46. Auffallend ist, 
                                                 
43 Vgl. Gaulke (2004), S. 2 
44 Statistisches Bundesamt Deutschland (2007) 
45 vgl. GfK/IESE/ISI (2000), S.7 
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dass „von den ursprünglich zugrundegelegten 35797 Unternehmen der Primärbran-
che lediglich ein knappes Drittel tatsächlich Software entwickelt. Diese auf den ersten 
Blick geringe Anzahl ist insbesondere im sehr hohen Anteil der Datenverarbeitungs-
dienste [...] begründet.“47  
 
In den Sekundärbranchen48 ergab sich eine Anzahl von 8660 Unternehmen mit der-
zeitiger oder geplanter Softwareentwicklung über alle untersuchten Branchen hin-
weg.49  
 
In einer in Zusammenarbeit mit der Unternehmensberatung Accenture durchgeführ-
ten Studie des Lehrstuhls für Wirtschaftsinformatik I der Universität Passau – an der 
auch die Autorin beteiligt war – wurde ermittelt, dass 78% der befragten Fertigungs-
unternehmen Software als wichtigen Bestandteil zur Produktdifferenzierung anse-
hen.50 Es kann demnach davon ausgegangen werden, dass die Anzahl softwareentwi-
ckelnder Unternehmen in den Sekundärbranchen seit Veröffentlichung der 
GfK/IESE/ISI-Studie weiter angestiegen ist.   
 
                                                                                                                                     
46 Der Begriff „Eingebettete Software“ soll an dieser Stelle stellvertretend für alle Arten von Soft-
ware als integrierter Bestandteil anderer Produkte stehen. Eine genau Begriffsabgrenzung wird erst 
in Kapitel 5.3.2.3 vorgenommen 
47  GfK/IESE/ISI (2000), S.59;  
48 Hierbei wurden Maschinenbau, Elektrotechnik, Fahrzeugbau, Telekommunikation und Finanz-
dienstleister genannt 
49 vgl. hierzu und zu den genauen Prozentwerten aufgeteilt nach Branchen und Mitarbeiterzahlen 
GfK/IESE/ISI (2000), S.59  
50 Vgl. Kleinschmidt/Pfeifer (2007), S.20 
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Gemäß der Studie der GfK/IESE/ISI ergibt sich folgende Gegenüberstellung soft-
wareentwickelnder Unternehmen der Primär- und Sekundärbranchen: 
 
55%45% 55%45%
Anteil der softwareentwickelnden
Unternehmen nach Primär- und 
Sekundärbranchen
Software-
entwicklung
in der 
Sekundärbranche
8660
Software-
entwicklung
in der
Primärbranche
10568
 
Abbildung 9: Anteil der softwareentwickelnden Unternehmen nach Primär- und Sekundär-
branchen51  
 
„Es gibt demnach in Deutschland fast gleich viele Unternehmen in der Primär- und 
in den fünf untersuchten Sekundärbranchen, die Software entwickeln.“52 In der Lite-
ratur zu Softwareengineering und Softwareentwicklungsprojektmanagement finden 
jedoch die Besonderheiten der Sekundärbranchen bisher sehr wenig Beachtung. In 
der Arbeit sollen aber aufgrund der hier dargestellten Bedeutung von Softwareent-
wicklung in den Sekundärbranchen diese ebenfalls Berücksichtigung finden. 
 
Die Studie der GfK/IESE/ISI bietet keine detaillierten Informationen darüber, in-
wieweit Softwareentwicklung in Primär- und Sekundärbranchen auch der Schaffung 
unternehmensintern genutzer Software dient. Diese Kategorie von „Organisations-
Software“ sowie deren Bewertung bleibt in der Fachliteratur auch noch weitgehend 
unberücksichtigt. DUTTA stellt in einer Studie von INSEAD in Zusammenarbeit 
mit Micro Focus jedoch ausführlich dar, dass diese Kategorie entwickelter Software 
aufgrund der damit generierten Unternehmenswerte Berücksichtigung finden muss. 
 
 „The organisation`s core software assets are an important source of value creation 
for companies.”53  
 
                                                 
51 eigene Darstellung nach GfK/IESE/ISI (2000), S.60 
52 GfK/IESE/ISI (2000), S.60 
53 Dutta (2007), S.2 
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Die Studie enthält dabei internationale Forschungsergebnisse, von denen jedoch an-
genommen werden darf, dass sie auf den deutschen Markt übertragbar sind. Die vor-
liegende Arbeit berücksichtigt daher auch diese Kategorie. 
 
Diese Übersicht über Marktgegebenheiten und Marktentwicklungen im Bereich der 
Softwareentwicklung wird im Folgenden durch die aktuellen Entwicklungstendenzen 
in der Softwareentwicklung ergänzt. Die aus den gewonnenen Erkenntnissen resul-
tierende marktbestimmte und technische Sicht auf Softwareentwicklung legt die Basis 
für eine Bewertung der Organisation von Softwareentwicklung in Projekten sowie 
deren Kategorisierung in Hinblick auf die Modellbildung. 
 
3.3 Analyse aktueller Entwicklungen in der Software-
entwicklung 
 
Die IT-Branche unterliegt einem raschen Anstieg der Anforderungen an Hardware 
und Software, was sich in immer kürzer werdenden Innovationszyklen niederschlägt. 
Daher zeichnet sie sich im Allgemeinen durch einen kontinuierlichen Technologie-
wechsel aus.54  
 
In diesem Kapitel sollen vor allem technische Entwicklungen im Bereich der Pro-
grammierung im engeren Sinne sowie methodische Trends im Bereich der Vorge-
hensmodelle näher betrachtet werden. Darüber hinausgehende Tendenzen, bei-
spielsweise hin zu neuen Softwarearchitekturen (z.B. SOA55), Komponentenwieder-
verwendbarkeit oder Entwicklungstools sollen hierbei nicht detailliert dargestellt 
werden, da sie auf die Methodenauswahl im Sinne der Modellbildung keinen oder 
nur geringen Einfluss haben. Es sei hierbei auf entsprechende Literatur verwiesen. 
 
Während sich im Bereich der Hardware eine inkrementelle Entwicklung, die vor al-
lem Kostenreduzierung und Hardwareoptimierung zum Ziel hat, vollzieht, kamen 
hingegen „bei der Software-Entwicklung […] in den letzten Jahren revolutionäre 
Technologien auf den Markt. Weg von der strukturierten Entwicklung – hin zur ob-
                                                 
54 Vgl. Versteegen (2000), S.5 
55 SOA = Serviceorientierte Architektur 
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jektorientierten, komponentenbasierten Entwicklung.“56 Dabei werden mehrere Ziele 
verfolgt: 
 
 Wiederverwendbarkeit einzelner Codebestandteile und deren Sammlung in 
Bibliotheken  
 Verringerung der Fehleranfälligkeit der erstellten Software durch Kapselung 
und Geheimnisprinzip  
 Vermeidung von Abhängigkeiten bei paralleler Programmierung durch meh-
rere Entwickler  
 Steigerung der Produktivität  
 
Aus der großen Anzahl gescheiterter Projekte wurde zudem in der gesamten Soft-
warebranche ein Lernprozess angestoßen, der seinen Niederschlag in organisatori-
schen Verlagerungen und Erweiterungen findet. So ist eine zunehmende Etablierung 
von Methoden-, Qualitätssicherungs- und Testabteilungen zu beobachten.57  
 
Dabei geht der Trend zu einer Modellierung der zu entwickelnden Software mittels 
Unified Modeling Language (UML). „Die UML unterstützt als Modellierungssprache 
die objektorientierte Softwareentwicklung.“58 Vor allem das „Use-Case-Diagramm“ 
das zu den Verhaltensdiagrammen der UML zählt, beschreibt hierbei die Interaktion 
der Software mit dem späteren User59. Diese Diagramme „werden eingesetzt, um 
Anforderungen an eine zu entwickelnde Software zu beschreiben“60. Für diese Arbeit 
ist dieser Entwicklungstrend vor allem für die Eignungsanalyse der Vorgehensmodel-
le und der Verfahren zur Aufwandsschätzung wichtig. Hierauf wird in Kapitel 4 und 
9 detailliert eingegangen. 
 
Die dargestellten Entwicklungen schlagen sich auch in der Ablauforganisation von 
Softwareentwicklungsprojekten nieder. „Generell kann dabei ein Trend zu risikomi-
nimierenden Entwicklungsprozessen (z.B. inkrementelle Prozesse) festgestellt wer-
                                                 
56 Versteegen (2000), S.5 
57 Vgl. Versteegen (2000), S.18 für die letzten beiden Sätze 
58 Schäling (2009) 
59 Vgl. Schäling (2009) 
60 Schäling (2009) 
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den.“61 Bekanntester Vertreter dieser inkrementellen Prozessmodelle ist der Rational 
Unified Process (RUP).  
 
“The idea of RUP arose from the realization that a unified system for delivering ar-
tifacts using UML notation was needed. It was essential that the new process be itera-
tive, architecture-centric, and requirements-driven.”62  
 
Auch in diesem Zitat wird die derzeit hohe Anforderungsorientierung in der Soft-
wareentwicklung deutlich. 
 
Aufgrund der in diesem Abschnitt beschriebenen Entwicklungen, fließen der Trend 
- zur objektorientierten und komponentenbasierten Programmierung sowie 
- zur iterativen, risikominimierenden Prozessgestaltung 
in die weiteren Analysen ein. 
 
3.4 Definitorische Abgrenzung: Projekt 
 
Als Organisationsform für Softwareentwicklungsvorhaben wird in der Fachliteratur 
und Praxis nahezu einheitlich das „Projekt“ als geeignet erachtet63. Nach DIN 69901 
ist ein Projekt ein „Vorhaben, das im Wesentlichen durch die Einmaligkeit seiner 
Bedingungen in ihrer Gesamtheit gekennzeichnet ist, z.B. Zielvorgabe, zeitliche, fi-
nanzielle, personelle oder andere Begrenzungen, Abgrenzung gegenüber anderen 
Vorhaben und projektspezifische Organisation.“64 
Zusammengefasst bedeutet dies: 
 Projekte sind meist komplexe Aufgaben. 
 Sie sind zeitlich begrenzt. 
 Man bearbeitet die Projektaufgabe meist im Team. 
                                                 
61 Vgl. Friedewald et.al. (2001), S.81; Detaillierte Ausführungen hierzu finden sich in Kapitel 4 Für 
diese Arbeit wird eine sehr weite Definition des Risiko-Begriffs nach DeMarco/Lister (2003), S.11 
zu Grunde gelegt: Ein Risiko ist dabei „ein mögliches künftiges Ereignis, das zu unerwünschten 
Folgen führt;“ Detailliertere Ausführungen zur Begriffsabgrenzung und zum Risikomanagement 
finden sich in Kapitel 6.1 
62 Temnenco (2006) 
63 Der Organisation in Projekten steht der Begriff der „Software-Factory“ entgegen. Dieser wird in 
der Regel mit Outsourcing und Offshoring in Verbindung gebracht. Inwiefern die Organisations-
form als Projekt für Softwareentwicklung in Deutschland weiterhin geeignet erscheint, wird in Ka-
pitel 3.5 detailliert erläutert. 
64 DIN 69901 zitiert nach Bühner (2004a), S.22 
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 Ihr Lösungsweg ist häufig nicht vollständig klar und planbar und der Aus-
gang oft ungewiss. 
 Projekte sind häufig kostenintensiv.65 
 
Kennzeichnend für Projektaufgaben ist das Auftreten von spezifischen Risiken und 
in der Regel eine Zusammenarbeit mehrerer Spezialisten aus zum Teil unterschiedli-
chen Bereichen.66 Die Merkmale von Projekten entsprechen in besonderem Maße 
den typischen Eigenschaften von Innovationen.67 „Insbesondere über die Merkmale 
der Einmaligkeit und Komplexität unterscheiden sich Projekte von Routineaktivitä-
ten, die zwar ebenfalls zielgerichtet erfolgen, jedoch ständig wiederkehren und im 
Wesentlichen bereits früher gelösten Problemstellungen entsprechen.“68 Bereits an 
dieser Stelle zeichnet sich ab, dass vor allem Softwareentwicklungsprojekte, die der 
Entwicklung von Individualsoftware dienen, den Charakteristika eines Projektes ent-
sprechen – dem Begriff der „Software Factory“ somit entgegenstehen.  
 
3.5 Erfüllung der Projektmerkmale durch die Software-
entwicklung 
 
Wie oben bereits beschrieben werden in der Literatur IT-Projekte und Softwareent-
wicklungsprojekte häufig gleichgesetzt. Jedoch haben sich die Inhalte von IT-
Projekten in den letzten Jahren stark verändert.69 „Der Schwerpunkt der IT-Projekte 
bei Anwendern hat sich vom Software Engineering zu Montage, Roll-Out und Pro-
duktivsetzung von komplexen IT-Systemen verlagert.“70 In diesem Bereich lassen 
sich möglicherweise Tendenzen zu Routineaufgaben ermitteln, die dem Projekt-
begriff entgegenstehen. Diese Entwicklungen, die IT-Projekte im Allgemeinen 
betreffen, werden in der Arbeit jedoch nicht aufgegriffen, da hier ausschließlich auf 
Softwareentwicklungsprojekte im Sinne des in Kapitel 3.1 abgegrenzten Entwick-
                                                 
65 Vgl. Bühner (2004a) S. 22 für die Aufzählung. Eine ähnliche Auflistung finden sich bei Gaulke 
(2004), S. 1f.  
66 Vgl. Bühner (2004b), S.215 
67 Vgl. Hubner (1996), S.20; aufgrund dieser Analogie werden auch Erkenntnisse aus der Forschung 
zu Innovationen im Allgemeinen berücksichtigt. 
68 Hubner (1996), S.20 
69 Vgl. Kütz (2003), S. 9 für die letzten beiden Sätze 
70 Kütz (2003), S. 9 
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lungsbegriffs eingegangen wird. Dabei werden verschiedene Arten entwickelter Soft-
ware hinsichtlich der Erfüllung der Projektmerkmale untersucht. Schwerpunktmäßig 
erfolgt eine Unterscheidung in Standard- und Individualsoftware.  
 
Softwareentwicklung in Deutschland wird auch nach wie vor vorwiegend in der Or-
ganisationsform des Projektes durchgeführt. In der Literatur zu Softwareentwick-
lungsprojektmanagement wird die Erfüllung der Projektmerkmale durch die Soft-
wareentwicklung mehrheitlich als Datum betrachtet. In dieser Arbeit soll jedoch ge-
nauer analysiert werden, ob in Anbetracht aktueller Entwicklungen die Erfüllung der 
Projektmerkmale durch die Softwareentwicklung weiterhin gegeben ist.71 Zu diesem 
Zweck werden die Bestandteile der Projektdefinition nach DIN 69901 aufgegriffen 
und in Hinblick auf ihre Erfüllung näher analysiert.72  
 
„[…]Einmaligkeit seiner Bedingungen in ihrer Gesamtheit […], z.B. Zielvorga-
be, zeitliche, finanzielle, personelle oder andere Begrenzungen […]“73 
 
In deutschen softwareentwickelnden Unternehmen wird sowohl Standard- als auch 
Individualsoftware74 entwickelt. Es liegen jedoch keine genau abgegrenzten, aktuellen 
Daten zum Umfang der Erstellung von Individualsoftware vor. Allerdings lässt die 
hohe Zahl kleiner und mittlerer softwareentwickelnder Unternehmen auf vermehrte 
Erstellung von Individualsoftware schließen75. Auch wird Standardsoftware fast aus-
schließlich in der Primärbranche entwickelt. In den Sekundärbranchen geht somit die 
Tendenz zur Erstellung individueller Softwarelösungen.76  
 
                                                 
71 Vgl. zu den aktuellen Entwicklungen Kapitel 3.3 
72 Vgl Kapitel 3.4 
73 DIN 69901 zitiert nach Bühner (2004a), S.22 
74 Eine Auflistung der TOP 25 Standardsoftwareunternehmen in Deutschland findet sich bei Lü-
nendonk (2009a); eine Auflistung der TO 25 IT-Beratungs- und Systemintegratonsunternehmen 
bei Lündendonk (2009b). Hierbei ist in Lündedonk(2009b) die Erstellung von Individualsoftware 
in die Marktdaten eingeschlossen. Leider unterbleibt eine genaue Aufschlüsselung der Marktdaten. 
75 Vgl. hierzu die Ausführungen in Kapitel 3.2 sowie GfK/IESE/ISI (2000), S.72 „Insbesondere Un-
ternehmen mit 200 und mehr Mitarbeitern sind auf die Entwicklung von Standardsoftware spezia-
lisiert.“ 
76 GfK/IESE/ISI(2000), S.72 „Standardsoftware wird dagegen fast ausschließlich in der Primär-
branche entwickelt. 4050 der insgesamt 4300 Unternehmen, die Standardsoftware anbieten, sind 
der Primärbranche zuzuordnen. Dies entspricht einem Anteil von 94%.“  
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Generell lässt sich keine klare Tendenz zur einen oder anderen Kategorie feststel-
len.77  
 
„Begünstigt durch eine zunehmende Standardisierung der Rechnerarchitekturen und 
einen wachsenden Markt gibt es mittlerweile für viele Anwendungsbereiche auch 
Standardsoftware, die Individualsoftware ersetzt […]. Demgegenüber wachsen jedoch 
zugleich die Einsatzmöglichkeiten für Software in Anwendungsbereichen, welche 
von Standardsoftware noch nicht abgedeckt werden. Somit besteht zugleich ein 
Trend zur Individualisierung.“78 
 
Da im Bereich der individuellen Produktgestaltung die zu erstellende Software an die 
spezifischen Anforderungen einer kleinen Benutzergruppe angepasst werden muss, 
ist hier die Zielvorgabe strikt kundenabhängig und somit für jedes Projekt einmalig. 
Auf der anderen Seite ist in diesem Bereich ein gewisser Trend zur Standardisierung 
zu beobachten. Die entscheidenste Entwicklung auf diesem Gebiet ist der Einsatz 
standardisierter Vorgehensmodelle. Gerade bei der Anwendung dieser Prozessmo-
delle zeigt sich jedoch dass der sorgfältigen Erfassung und Definition der spezifi-
schen Anforderungen des Softwareentwicklungsvorhabens eine besonders kritische 
Bedeutung zukommt. Insofern bleibt auch in Anbetracht eines gewissen Trends zur 
Standardisierung das Merkmal der „Einmaligkeit der Aufgabenstellung“ im Grunde 
unberührt. 
 
Auch die Entwicklung von Standardsoftware – die überwiegend im US-amerika-
nischen Markt angesiedelt ist – folgt spezifischen Nutzeranforderungen; Im Gegen-
satz zur Individualsoftware jedoch der von größeren Gruppen. Hierbei ist der Ein-
maligkeitsaspekt gegenüber der Individualentwicklung sogar noch verstärkt gegeben, 
da Standardsoftware vor allem dann entwickelt wird, wenn sich am Markt neue An-
forderungen entwickeln, die in dem jeweiligen Softwareprodukt umgesetzt werden 
müssen. 
 
Neben der Einmaligkeit ihrer Zielvorgabe unterliegen Softwareentwicklungsprojekte 
spezifischen Bedingungen bzgl. ihrer Ausstattung mit Personalressourcen, ihrem 
Endtermin und/oder ihres Budgets. Softwareentwicklung wird oftmals im Team 
                                                 
77 Vgl. Buxmann (2009) und GfK/IESE/ISI(2000), S.91 
78 Buxmann (2009) 
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durchgeführt. Somit werden bestimmte Mitarbeiterressourcen dem jeweiligen Projekt 
zugeordnet.79 Diese begrenzten personellen Bedingungen haben vorrangig Einfluss 
auf Dauer bzw. Qualität der Projektdurchführung.80  
 
Der Fokus zahlreicher Softwareentwicklungsprojekte liegt in ihrer zeitlichen Begren-
zung, somit dem angestrebten Lieferzeitpunkt der im Projekt erstellten Leistungen. 
Gerade bei der Entwicklung von Software, die in andere Absatzgüter integriert wer-
den soll („Embedded Software“), ist die Fertigstellung zu einem bestimmten Termin 
kritischer Faktor des Projekterfolges. Auch bei der Vermarktung eigenständiger 
Softwarelösungen ist der Zeitpunkt der Marktreife häufig für die Generierung von 
Marktanteilen und somit den erzielten Umsatz ausschlaggebend. Im Bereich organi-
satorischer Software können durch eine verspätete Fertigstellung hohe Mehrkosten 
entstehen. Hier sei als bekanntes Beispiel auf die Gepäckabfertigungssoftware des 
Denver International Airport verwiesen, deren verspätete Lieferung die Eröffnung 
des Flughafens verzögerte und dadurch Mehrkosten von ca. 33 Millionen Dollar pro 
Monat verursachte.81  
 
Eine finanzielle Begrenzung in Form eines zugewiesenen Budgets ist in der Regel bei 
jedem Projekt gegeben. Jedoch gelten in der Praxis Budgetüberschreitungen von 100-
200 Prozent bei Softwareentwicklungsprojekten als durchaus üblich.82 Somit wird als 
Kerngedanke dieser Arbeit einer starren Budgetzuweisung ihre Berechtigung abge-
sprochen. Vielmehr muss in der Durchführung von Softwareentwicklungsprojekten 
ein Umdenken hin zu variablen, nutzenbasierten Budgetüberlegungen stattfinden. 
Die Kosten der Software dürfen hierbei genauso wenig als Datum gesehen werden83 
                                                 
79 Auf unterschiedliche Organisationsformen für eine Integration von Projekten in das durchführen-
de Unternehmen sei an dieser Stelle nicht eingegangen. Es wird für diese Arbeit vereinfachend von 
einer tatsächlichen Zuordnung bestimmter Mitarbeiter zu dem Projekt ausgegangen. Für andere 
Formen der Organisation und dem Zusammenspiel von Linie und Projekt in Hinblick auf Projekt-
teammitglieder sei auf entsprechende Literatur verweisen, beispielsweise Bühner (2004b) 
80 Zwischen der Projektdauer und Qualität der Produkterstellung bei gegebenen Mitarbeiterressour-
cen besteht ein Zielkonflikt. Genauer Ausführen zum „Magischen Dreieck“ bzw. „Teufelsquad-
rat“ des Projektmanagements finden sich in Kapitel 3.6.1 
81 Vgl. DeMarco/Lister (2003), S.24 
82 DeMarco (2004), S.30 
83 Vgl. Hürten (2005), S.127 „Der Softwarebereich muß in die allgemeinen betriebswirtschaftlichen 
Strukturen eingebunden werden. Das muß vor allem im Hinblick auf ein detailliertes Kostenmana-
gement erfolgen. Es sind Produktivitäskennzahlen zu fordern und zu nutzen.“ Auch durch diese 
Expertenaussage wird die Berechtigung der Arbeit gestützt. 
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wie die erzielten Erträge durch das Projektergebnis. Inwieweit ein Projektbudget un-
ter Wirtschaftlichkeitsgesichtspunkten ausgedehnt werden kann, um eine Weiterfüh-
rung eines Projektes zu rechtfertigen ist indirekt Gegenstand dieser Arbeit. Somit 
wird eine Budgetbeschränkung für Softwareentwicklungsprojekte nur im Sinne von 
Wirtschaftlichkeitsüberlegungen als Rahmenbedingung für ein Softwareentwick-
lungsprojekt angesehen.  
 
„Abgrenzung gegenüber anderen Vorhaben“84 
Grundlage dieser Arbeit ist die Prämisse, dass Softwareentwicklungsprojekte als ab-
geschlossenes System betrachtet werden können und von anderen Vorhaben klar ab-
grenzbar sind. Dies ist gerade im Bereich der Softwareentwicklung sehr deutlich ge-
geben. Ein Projekt beginnt mit der Projektinitiierung durch einen Kundenauftrag  
oder marktbestimmten Bedarf und eine Definition des Projektinhalts durch eine 
Groberfassung der Anforderungen. Dies betrifft Neuentwicklung oder Anpassung 
von Software in gleichem Maße. Das Projekt endet – im Erfolgsfall – jeweils mit der 
Produktivsetzung der implementierten Lösung. 
 
In einigen Arbeiten zu Softwareentwicklungsprojekten wird das Projekt um die Phase 
der Softwarewartung ergänzt. Diese „künstliche“ Ausdehnung des Projektbegriffs 
widerspricht jedoch der Projektdefinition im engeren Sinne, da es der zeitlichen Ab-
geschlossenheit des Projektes widerspricht und den Projektbegriff auf den gesamten 
Lebenszyklus der erstellten Software ausweitet. Für diese Arbeit wird somit ein Pro-
jekt mit der Phase der Produktivsetzung/Marktreife als abgeschlossen betrachtet. 
Wartungsaktivitäten werden als separat abzurechnen angenommen und haben somit 
den Charakter eigenständiger Projekte. Bei davon abweichender Interpretation des 
Wartungsbegriffs muss das hier entwickelte Modell entsprechend angepasst werden. 
Nur bei unternehmensintern genutzter Software werden in dieser Arbeit Wartungs-
aufwendungen im Zeitablauf getrennt betrachtet, da eine Nutzenbewertung über den 
gesamten Softwarelebenszyklus vorgenommen wird.  
 
Der Vollständigkeit halber sei der Begriff ‚Projekt-Programm-Management’ an dieser 
Stelle aufgeführt. Dieser bezeichnet das Bestreben, ein übergeordnetes Ziel mit einer 
Gruppe von Projekten zu realisieren, bei dem jedes Projekt ein Teilergebnis liefert 
                                                 
84 DIN 69901 zitiert nach Bühner (2004a), S.22 
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und Abhängigkeiten zwischen den einzelnen Projekten bestehen können.85 „Projekt-
programme innerhalb der IT in dem hier definierten Sinne sind eher selten.“86 Daher 
sollen sie für diese Arbeit nicht weiter betrachtet werden. 
 
„und projektspezifische Organisation“87 
„Die Projektorganisation ist als ein System anzusehen, das die Personen und Sach-
mittel umfaßt, die die zur Abwicklung eines Projektes erforderlichen Leistungen 
erbringen.“88 Projekte sind in der Regel intern hierarchisch organisiert.89 Diese inter-
ne Hierarchie ist bei Softwareentwicklungsprojekten in unterschiedlichem Ausmaß 
gegeben. Während einige Konzepte auf sehr strikter, detaillierter Planung basieren 
und somit einen strengeren hierarchischen Aufbau des Teams erfordern, setzen an-
dere Ansätze auf weitgehend gleichberechtigte Teammitglieder. Als Beispiel für letz-
tere Kategorie kann der Ansatz des ‚Extreme Programming’  betrachtet werden.90 
Auf detailliertere Ausführungen zur organisatorischen Einbettung projektspezifischer 
Organisationen in die Gesamtunternehmensorganisation wird in dieser Arbeit ver-
zichtet. Diese können lediglich Auswirkungen auf bestimmte einfließende Parameter 
– beispielsweise die Produktivität – haben; die Struktur des Modells bleibt davon je-
doch unberührt, da das Projekt als gekapseltes Problem gesehen werden muss.91 
 
3.6 Das Management von Projekten  
 
3.6.1 Definitorische Abgrenzung: Projektmanagement 
 
Während der Begriff „Projekt“ sehr eng gefasst und weitgehend übereinstimmend 
gebraucht wird, finden sich für den Begriff ‚Projektmanagement’ in der Literatur un-
terschiedliche Definitionen. DIN 69901 definiert Projektmanagement sehr knapp als 
„die Gesamtheit der Führungsaufgaben, -organisation, -technik und -mittel für die 
                                                 
85 Vgl. Brabandt (2000) zitiert nach Kütz (2003), S. 9 
86 Kütz (2003), S.10 
87 DIN 69901 zitiert nach Bühner (2004a), S.22 
88 George (1999), S. 21 in einer Auswertung der dort angegebenen Literatur und DIN 69901 
89 Vgl. Bühner (2004b), S.216 
90 „XP kennt [nur] drei wesentliche Rollen: den Projektleiter, den Kunden und den Entwickler.“ 
RUMPE (o.J.) S.3 
91 Ausführungen hierzu finden sich auch bei George (1999), S.21-25 
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Abwicklung eines Projektes.92 Eine ähnlich knappe Definition wurde von GEORGE 
(1999) entwickelt: 
 
 „Projektmanagement wird als ganzheitliche Führungskonzeption verstanden, des-
sen Ziel die erfolgreiche Abwicklung von Projekten ist.“93  
 
Aufgrund der zunehmenden Erweiterung von Inhalt und Umfang des Projektmana-
gements wird auch der Begriff „Projektwirtschaft“ als erweitertes Synonym vorge-
schlagen.94 Projektwirtschaft wird hierbei verstanden als  
 
„die Gesamtheit aller strategischen, dispositiven und operativen Einrichtungen und 
Maßnahmen einer projektorientierten Organisation zur erfolgreichen Realisierung 
einer Vielzahl gleichzeitig laufender Projekte, Programme und Portfolios unter-
schiedlichster Art und Komplexität mit einem Gesamtoptimum an wirtschaftlicher 
Effektivität und Effizienz unter Beachtung der sozialen Verantwortung.“95  
 
Diese sehr umfassende Definition des Projektmanagement-Begriffs wird oftmals 
auch aufgeteilt in den Begriff des „operativen Projektmanagements“ und des „strate-
gischen Projektmanagements“. Das strategische Projektmanagement betrachtet hier-
bei die Gesamtheit aller durchgeführten oder geplanten Projekte eines Unternehmens 
und kann mit dem Begriff des Multiprojektmanagements gleichgesetzt werden.96 
„Das operative Projektmanagement arbeitet hingegen auf (Einzel-)Projektebene.“97 
Nachfolgend wird der Begriff Projektmanagement im Sinne des operativen Projekt-
managements gebraucht. 
 
Weitgehender Konsens besteht über die Aufgabengebiete des Projektmanagements. 
Diese bewegen sich innerhalb des Dreiecks „Zeit“, „Aufwand“ und „Projektergeb-
nis“. Die Kanten zwischen den Eckpunkten sollen die gegenseitigen Abhängigkeiten 
verdeutlichen.98 
 
                                                 
92 DIN 69901 zitiert nach Koreimann (2002), S.11 
93 George (1999), S. 17 
94 Vgl. Motzel (2006), S.6f 
95 Motzel (2006), S.7 
96 Vgl. Bundschuh/Fabry (2004) S.63 für die letzten beiden Sätze 
97 Bundschuh/Fabry (2004) S.63 
98 Vgl. Gaulke (2004), S. 5 
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Abbildung 10: Magisches Dreieck des Projektmanagements99 
 
 
In zahlreichen Arbeiten wird das ursprüngliche Dreiecksmodell um eine vierte Di-
mension erweitert. Hierbei handelt es sich um eine thematische Aufspaltung des Beg-
riffs „Ergebnis“ in die Komponenten „Umfang“ und „Qualität“. Das so entstandene 
Zielviereck wird als „Teufelsquadrat“ bezeichnet. Dieser Begriff soll die konkurrie-
renden Primärziele eines IT-Projektes zum Ausdruck bringen.100 Unabhängig vom 
zugrunde gelegten Modell, muss das Projektmanagement eine Abstimmung  zwi-
schen den Termin-, Kosten-, Leistungs- und Qualitätszielen finden. Übergeordnetes 
Ziel des Projektmanagements muss jedoch eine Integration der Projektziele in das 
Zielsystem des ausführenden Unternehmens sein.101 Dieses Zielsystem wird in der 
Regel in hohem Maße von Wirtschaftlichkeitsaspekten bestimmt. Dies steht im Ein-
klang mit der Zielsetzung dieser Arbeit. 
 
Da der Fokus der Modellbildung auf einer Wirtschaftlichkeitsbetrachtung in Hinblick 
auf zu erzielende Erträge und dafür aufgewendete Mittel liegt, ist eine Aufspaltung 
des Leistungsbegriffs hier irrelevant. Leistung soll hier lediglich als monetäre Größe 
betrachtet werden, die den Projektertrag für einen gegebenen Leistungsumfang bei 
                                                 
99 Vgl. Motzel (2006), S.7 
100 Vgl. Bundschuh/Fabry (2004), S.68 für die letzten drei Sätze 
101 in Anlehnung an George (1999) S. 21 
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gegebener Qualität widerspiegelt. Substituierbarkeit dieser beiden Teilaspekte des 
Leistungsbegriffs wird nicht detailliert betrachtet. Somit folgt die Arbeit dem Ziel-
Dreiecks-Modell. Aus obiger Graphik werden die Aufgabengebiete des Risikomana-
gements und Projektcontrollings schwerpunktmäßig betrachtet. Das Anforderungs-
management wird v.a. durch die Wahl des zugrunde gelegten Vorgehensmodells in-
tegriert. 
 
3.6.2 Untergliederung von Projekten in Projektphasen 
 
Um die Ziele eines Projektes strukturiert verfolgen zu können, werden Projekte in 
Projektphasen unterteilt. Nach DIN 69901 ist eine Projektphase ein „zeitlicher Ab-
schnitt eines Projektablaufs, der sachlich gegenüber anderen Abschnitten getrennt 
ist.“102 Die Untergliederung in Projektphasen wird in der Literatur unterschiedlich tief 
vorgenommen. Ein Konsens besteht bzgl. der Grobstrukturierung in die Phasen 
„Planung“, „Abwicklung“ und „Abschluss“.103 Die „Projektdefinition“ wird hierbei 
manchmal als Teil der Planungsphase, manchmal auch als eigenständige Projektphase 
gesehen.  
 
Zahlreiche Arbeiten zum Thema Projektmanagement orientieren sich bei der Unter-
teilung von Projekten in Projektphasen bereits an Softwareentwicklungsprojekten im 
weiteren Sinne.104 In dieser Arbeit soll jedoch eine genaue Unterscheidung zwischen 
Projektphasen im Sinne des Projektmanagements und Phasen der Vorgehensmodelle 
der Softwareentwicklung sowie deren Zusammenspiel in der praktischen Projektar-
beit vorgenommen werden.105 Diese Integration der Konzepte bleibt in der Literatur 
bisher weitgehend unbeachtet, ist jedoch für ein zielgerichtetes Projektcontrolling 
unerlässlich.  
 
Um die Projektphasenmodelle und Vorgehensmodelle vorerst getrennt zu halten, 
werden im Folgenden projektartunspezifische Definitionen herangezogen. Im We-
sentlichen wird dabei den Normen DIN 69901 und DIN 69905 gefolgt. Diese Pha-
sendefinition bildet die Grundlage einer Integration von Vorgehensmodellen und 
Projektphasen in Kapitel 4.5. 
                                                 
102 DIN 69901 zitiert nach Gruber/Süß (2003), S.105 
103 Projektmagazin - Glossar (2007a) 
104 beispielsweise Litke (1991) S. 21 und Kessler/Winkelhofer (2002), S.105 
105 vgl. hierzu Kapitel 4.5 
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 Projektdefinition 
Die Projektdefinition umfasst die „Festlegung der Aufgabenstellung und des 
Durchführungsrahmens eines Projektes.“106  
 Projektplanung 
Der Begriff der Projektplanung wurde bisher in den deutschen Normen nicht 
berücksichtigt.107 Allgemein wird in der Literatur unter Projektplanung die 
Erstellung eines Projektplans verstanden, der „als Handlungsanleitung und 
Richtschnur für die Projektdurchführung und –steuerung durch eine syste-
matische Gliederung des Projektes in klare und übersichtliche Strukturen“108, 
dient. Ziel der Projektplanung ist somit die Ermittlung realistischer Sollvor-
gaben hinsichtlich Arbeitsleistung, Terminen, Ressourcen- und Kostenvorga-
ben.109  
 Projektabwicklung 
Die Begriffe „Projektabwicklung“ und „Projektdurchführung“ werden häufig 
synonym verwendet. Nach DIN 69905 bezeichnet „Projektabwicklung“ die 
„Aufgabendurchführung von Anfang bis zum Ende eines Projektes.“110 Die 
Phase der Projektdurchführung umfasst die komplette Umsetzung der Pro-
jektplanung bis hin zum Projektergebnis.111  
 Projektabschluss 
Entsprechend zum Begriff der Projektabwicklung definiert DIN 69905 „Pro-
jektabschluss“ als das „formale Ende eines Projektes.“ Darunter wird die 
„Beendigung aller Tätigkeiten, die mit dem Projekt in Zusammenhang ste-
hen.“ subsumiert.112 Die Phase beinhaltet schwerpunktmäßig die Abnahm des 
Projektes durch den Auftraggeber, die Erfahrungssicherung und die Auflö-
sung des Projektes.113 
                                                 
106 DIN 69901 zitiert nach Gruber/Süß (2003), S.100 
107 Projektmagazin - Glossar (2007b) 
108 Gruber/Süß (2003), S.106 
109 vgl. Litke (1991), S.57 
110 DIN 69905 zitiert nach Projektmagazin - Glossar (2007c) 
111 vgl. Gruber/Süß (2003), S.100 
112 DIN 69905 zitiert nach Projektmagazin - Glossar (2007d) 
113 vgl. Gruber/Süß (2003), S.97 
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4 Analyse von Vorgehensmodellen in der Soft-
wareentwicklung  
 
Neben der zeitlichen Strukturierung von Projekten in Projektphasen werden für 
Softwareentwicklungsprojekte zudem Prozesse definiert, die den Ablauf der Projekt-
durchführung aus Sicht der Softwareentwicklung regeln. Beide orientieren sich am 
Zeitablauf – bestimmen somit gemeinsam die zeitliche Dimension des Softwareent-
wicklungsprojektes. In der Literatur werden dabei die Phasen im Sinne des Projekt-
managements häufig nicht klar von den Phasen des Softwareentwicklungsprozesses 
abgegrenzt. Jedoch ist für ein zielführendes Projektcontrolling eine getrennte Be-
trachtung und anschließende Zusammenführung der beiden Phasenkonstrukte uner-
lässlich. Aufbauend auf der Darstellung der Projektphasen in Kapitel 3.6.2 ist die be-
wertende Analyse von Vorgehensmodellen der Softwareentwicklung sowie die Integ-
ration des ausgewählten Modells in das Projektmanagement Analyseschwerpunkt in 
diesem Kapitel. 
 
4.1 Definitorische Abgrenzung 
 
„When projects are late, over budget or considered failures, it`s often a process issue. 
[…] Without standard processes, development and management become ad hoc.“114  
 
Dieses Zitat steht für eine Vielzahl von Veröffentlichungen, in denen das Fehlen ge-
eigneter Vorgehensmodelle unter anderem als ein Grund für das Scheitern von Soft-
wareentwicklungsprojekten angesehen wird.115 Vorgehensmodelle werden dabei auch 
als  Softwareentwicklungsprozesse oder Prozessmodelle bezeichnet.116 „Sie regeln 
den gesamten Prozess der Softwareentwicklung.“117 Insbesondere werden dabei Ak-
tivitäten, Ergebnisse dieser Aktivitäten und die Reihenfolge der Abarbeitung festge-
legt.118 
                                                 
114 IBM/RATIONAL SOFTWARE (2007), S.1 
115 Vgl. auch Versteegen(2000), S.21 und die Risikoauswertung in Kapitel 6.2.2  
116 Es existiert für diese Begriffe derzeit keine einheitliche Begriffsdefinition. Jedoch werden sie in der 
Literatur häufig synonym gebraucht. Auch für diese Arbeit soll daher keine Begriffsabgrenzung 
vorgenommen werden. 
117 Versteegen (2000), S.21 
118 Vgl. Versteegen (2000), S.21 
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Eine knappe Definition des Begriffs „Prozessmodell“ findet sich bei Versteegen: 
 
„Ein Prozeßmodell ist eine Beschreibung einer koordinierten Vorgehensweise bei der 
Abwicklung eines Vorhabens. Es definiert sowohl den Input, der zur Abwicklung 
der Aktivität notwendig ist, als auch den Output, der als Ergebnis der Aktivität 
produziert wird.“119 
 
Ein Prozessmodell im Bereich der Softwareentwicklung wird i.d.R. in Verbindung 
mit einem abzuwickelnden Projekt gesehen. Der im Prozessmodell definierte Soft-
wareentwicklungsprozess endet dabei mit der Fertigstellung des Projektes.  
 
Anders wird der Begriff vor dem Hintergrund des gesamten Projektlebenszyklus bei 
der GfK/IESE/ISI definiert:  
 
„In der Softwaretechnik beschreibt ein „Vorgehensmodell“ die Aktivitäten (Tätigkei-
ten) und Produkte (Ergebnisse), die während des gesamten Lebenszyklus von Soft-
ware durchzuführen bzw. zu erstellen sind. Sie definieren systematische Wege zum 
gewünschten Anwendungssystem. Ziel ist es durch eine einheitliche Entwicklungs-
methode die Kooperation innerhalb von Teams zu vereinfachen, die Einhaltung von 
Terminen und Kosten zu gewährleisten, die Nachvollziehbarkeit von Entwicklungs-
entscheidungen herzustellen und langfristige Pflege zu ermöglichen.“120 
 
Jedoch liegt auch in dieser Definition der Schwerpunkt auf einer „einheitlichen Ent-
wicklungsmethode“ zur Erstellung des „gewünschten Anwendungssystems“. Die Be-
schreibung der Tätigkeiten, die nach dessen Inbetriebnahme zur Wartung und Pflege 
anfallen, kann auch dieser Definition folgend als zweitrangig angesehen werden.  
 
Für diese Arbeit werden die Prozessmodelle analog zur Definition eines Projektes – 
als in sich geschlossenes Vorhaben – interpretiert. Eine Ausweitung auf den gesam-
ten Lebenszyklus soll dabei nicht erfolgen. Das Prozessmodell endet somit mit einer 
Phase der Softwareauslieferung und Installation des fertigen Softwaresystems, bzw. 
mit dessen Marktreife.121   
                                                 
119 Versteegen (2000), S.23 
120 GFK/IESE/ISI (2000), S.131 
121 Diese Phase wird häufig als „Deployment“ bezeichnet. 
  
Analyse von Vorgehensmodellen in der Softwareentwicklung 
 
 
40 
4.2 Überblick über bestehende Vorgehensmodelle in 
der Softwareentwicklung 
 
Wie bereits eingangs erwähnt, werden fehlende oder schlechte Prozessmodelle häufig 
als Grund genannt, warum Softwareentwicklungsprojekte scheitern. Allerdings ist der 
Beweis, dass ein fehlendes Prozessmodell die eigentliche Ursache für das Scheitern 
eines Projektes war, nicht oder nur sehr schwierig zu erbringen.122  
 
Laut der Studie „Analyse und Evaluation der Softwareentwicklung in Deutschland“, 
folgt ungefähr die Hälfte aller softwareproduzierenden Unternehmen in Deutschland 
einem definierten Vorgehensmodell.123 „Überwiegend handelt es sich dabei um un-
ternehmenseigene Vorgehensmodelle.“124 Trotz deren Variabilität lehnen sich diese 
in ihren Grundzügen an klassische Modelle der sequentiellen oder iterativen Ent-
wicklung an.125 Diese Basismodelle sind Untersuchungsgegenstand dieses Kapitels. 
 
Es gibt derzeit keine aktuellen Zahlen zur Verbreitung einzelner Softwareentwick-
lungsprozesse in Deutschland. Jedoch werden vor allem der RUP126 und das V-
Modell als wichtigste Prozessmodelle genannt.127  
 
                                                 
122 Vgl. Versteegen (2000), S.11 für die letzten beiden Sätze 
123 vgl. GfK/IESE/ISI (2000), S.131; 2750 Unternehmen für die Primärbranche und 1350 Unter-
nehmen für die Sekundärbranche 
124 GfK/IESE/ISI (2000), S.131 und Essigkrug/Mey (2003), S.3; Bei Essigkrug/Mey (2003) werden 
hierbei beispielhaft „Catalysis“ von Desmond D`Souza, „Feature Driven Development“ von Peter 
Coad und Iconix Process von Doug Rosenberg genannt. 
125 vgl. GfK/IESE/ISI (2000), S.133 und Essigkrug/Mey (2003) S.3; der Begriff der „sequentiellen 
Entwicklung“ wird in der Literatur wenig gebraucht; meist wird statt dessen das Wasserfallmodell 
als deren wichtigster Vertreter der iterativen Entwicklung gegenüber gestellt. 
126 Rational Unified Process 
127 Vgl. Kollischan (2006), S.16 und die dort angegebene Literatur. Einige Autoren ergänzen diese um 
Extreme Programming (XP) und Scrum, z.B. Essigkrug/Mey (2007) 
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Softwareentwicklungsprozesse können dabei allgemein nach folgendem Schema klas-
sifiziert werden:128 
 
Softwareentwicklungsprozesse
Softwareentwicklungsprozesse
mit bedeutender Verbreitung in
Deutschland
Wasserfallprozesse
Methodiken und Prozesse, die
von einzelnen Personen oder
Firmen geprägt wurden und
sich nicht entscheidend
durchsetzen konnten
 
Abbildung 11: Überblick über Softwareentwicklungsprozesse129  
   
Auch werden in der Literatur häufig nur die beiden Kategorien „Wasserfallmodell“ 
und „iterative Entwicklung“130 gebildet. 
 
Trotz ihrer zahlreichen Ausprägungen, werden Prozessmodelle in Hinblick auf ihre 
Zielsetzung weitgehend einheitlich interpretiert: 
- Verbesserung der Kommunikation 
- Klare Verantwortungszuweisung 
- Zeitliche Ablaufplanung 
- Ermittlung des Projektfortschrittes 
- Erfassung und Bewertung der Risikosituation 
 
Neben großen Unterschieden im Bereich der Risikosituation131 wirken nahezu alle  
Prozessmodelle einer mangelnden Kommunikation zwischen einzelnen Mitarbeitern 
oder Teilprojektteams entgegen. Dies liegt darin begründet, dass Prozessmodelle den 
Softwareentwicklungsprozess in seiner Gesamtheit betrachten und nicht zwischen 
den einzelnen Disziplinen unterscheiden.132 Allerdings gibt es auch hier Unterschiede 
in der Unterstützung der Kommunikation zwischen den verschiedenen Prozessmo-
                                                 
128 Hierbei wird die Klassifikation nach Essigkrug/Mey (2003) S.2 gewählt, da diese auch weniger 
verbreitete Prozessmodelle überblickhaft darstellt. Häufig wird in der Literatur nur zwischen weni-
gen, bekannten Modellen unterschieden; beispielsweise in Wasserfallmodell, V-Modell und RUP;  
129 eigene Darstellung nach Essigkrug/Mey (2003), S. 2-3 
130 Auf die Besonderheiten iterativer Prozessmodelle wird in Kapitel 4.3.2 eingegangen. 
131 Detaillierte Ausführungen hierzu erfolgen in den Kapiteln 4.3.1 und 4.3.2 
132 Vgl. Versteegen (2000), S.25 für die letzten beiden Sätze 
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dellen, die vor allem durch die unterschiedliche Integration einzelner Disziplinen be-
gründet werden. Darauf wird in den folgenden Kapiteln detailliert eingegangen. 
 
Es werden dabei in dieser Arbeit – wie oben ausgeführt - das Wasserfall-Modell, das 
V-Modell und der RUP analysiert. Diese Modellauswahl liegt darin begründet, dass 
das Wasserfall-Modell als ursprüngliche Basis für zahlreiche weiterentwickelte Vor-
gehensmodelle gesehen werden kann und der Rational Unified Process sich mittler-
weile als DeFacto-Standard für die iterative Entwicklung vor allem in einer internati-
onalen Sicht durchgesetzt hat.133 
 
Das V-Modell liegt konzeptionell „zwischen“ einer sequentiellen und iterativen Vor-
gehensweise und wird „häufig als Wasserfallprozess gelebt.“134 Allerdings wird es zu-
nehmend in Richtung iterative Entwicklung angepasst. Es muss somit als Vermi-
schung der beiden grundsätzlichen Paradigmen angesehen werden. Da dieses Modell 
seit 1997 für Bundesbehörden und denen nachgeordnete Bereiche verpflichtend vor-
geschrieben ist und damit v.a. im öffentlichen Bereich weit verbreitet ist, wird es hier 
gesondert aufgeführt.135  
 
Jedoch stellt die in Kapitel 9 vorgenommene Schätzung von Restaufwänden nur die 
beiden grundsätzlichen Prozessparadigmen „sequentielle Entwicklung“ und „iterative 
Entwicklung“ gegenüber, wobei der Schwerpunkt auf die iterative Entwicklung ge-
legt wird. Da das V-Modell – wie oben erwähnt, in beiden Ausgestaltungen existiert - 
muss bei einer Anwendung dieses Prozessmodells eine Restaufwandsermittlung ent-
sprechend der individuellen Ausgestaltungen erfolgen.136  
 
                                                 
133 vgl. Essigkrug/Mey (2007), S.4; hier wird der RUP aufgrund seiner großen Verbreitung als „Quasi-
Standard“ betrachtet; er ist in 11 Sprachen erhältlich 
134 Essigkrug/Mey (2007), S.3 
135 Vgl. Versteegen (2000), S.32 
136 Hinweise zur individuellen Anpassbarkeit des V-Modells finden sich in Kapitel 4.3.3 
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4.3 Analyse ausgewählter Einzelmodelle 
 
4.3.1 Das Wasserfallmodell 
 
Das Wasserfallmodell war das erste Modell, das zur koordinierten Beschreibung des 
Softwareentwicklungsprozesses entwickelt wurde.137 Es dient als Basis für zahlreiche 
später entwickelte Modelle, die die Elemente des Wasserfallmodells in oftmals abge-
wandelter Form wieder aufgreifen.138  
 
Das Wasserfallmodell ist in seiner ursprünglichen Form ein Vorgehensmodell, das 
sich ausschließlich an dem Faktor „Zeit“ orientiert. Basis des Modells ist die Überle-
gung, dass der Entwicklung sämtlicher Computerprogramme unabhängig von Kom-
plexität und Größe zwei wesentliche, sequentiell ablaufende, Schritte gemein sind:  
 
„There is first an analysis step, followed second by a coding step[…].“139  
 
Dieses sehr einfache Implementierungskonzept wird von ROYCE hauptsächlich für 
kleine Softwareprojekte zur internen Verwendung vorgeschlagen.140 
 
ANALYSIS
CODING
 
Abbildung 12: Grundschritte der Softwareentwicklung141 
 
Die oben dargestellten beiden Schritte wurden im klassischen Wasserfallmodell wei-
ter detailliert: 
 
                                                 
137 Vgl. Versteegen (2000), S.28 
138 So kann jede Iteration des Rational Unified Process als kleines Wasserfallmodell gesehen werden; 
vgl. Versteegen (2000), S.70 
139 Royce (1987), S.328 
140 Vgl. Royce (1987), S.328 
141 Vgl. Royce (1987), S.328 
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„The analysis and coding steps are still in the picture, but they are preceded by two 
levels of requirements analysis, are separated by a program design step, and followed 
by a testing step.”142 
 
SYSTEM-
REQUIREMENTS
SOFTWARE-
REQUIREMENTS
ANALYSIS
PROGRAM-
DESIGN
CODING
TESTING
OPERATIONS
 
Abbildung 13: Implementation steps nach Royce143 
 
Ausgehend von diesem Standardablauf, werden die Phasen des Wasserfallmodells in 
der aktuellen deutschsprachigen Literatur meist entsprechend folgender Prozessdar-
stellung benannt. 
 
Geschäfts-
prozess-
modellierung
Anforderungen
Analyse
& 
Design
Implement-
ierung Test Verteilung
 
Abbildung 14: Das Wasserfallmodell144 
 
Das Wasserfallmodell entspricht dabei am ehesten einem ingenieurmäßigen Vorge-
hen bei der Projektabwicklung. Allerdings ist es für den Erfolg des nach Wasserfall-
modell durchgeführten Projektes entscheidend, dass von Anfang an alle Anforderun-
                                                 
142 Royce (1987), S.328 
143 Vgl. Royce (1987), S.329 
144 Eigene Darstellung in Anlehnung an Versteegen (2000), S.29; über die genaue Bezeichnung und 
Anzahl der Phasen herrscht dabei ein der Literatur keine Einigkeit. Lediglich der sequentielle Ab-
lauf ist einheitliches Kennzeichen des Wasserfallmodells.  
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gen feststehen und keine Änderungen mehr zugelassen werden.145 Jedoch werden 
Anforderungsänderungen oder -zunahmen häufig als Kernrisiko und Grund für das 
Scheitern von Softwareentwicklungsprojekten angegeben146 Daher können aktuell 
immer weniger Projekte nach dem Wasserfallmodell abgewickelt werden, da sich 
während eines laufenden Projektes immer häufiger Kundenanforderungen147 ändern 
oder Technologiewechsel stattfinden.148  
 
Da das Wasserfallmodell in seiner ursprünglichen Form somit den Anforderungen 
aktueller Softwareentwicklungsprojekte nicht ausreichend gerecht wird, wurde es 
nach und nach um Schleifenlösungen erweitert um die Projektrisiken zu senken und 
ein Scheitern von Projekten zu verhindern. Hierbei wird vom rein sequentiellen Vor-
gehen abgewichen, indem Rückschritte im Prozess zugelassen werden. Für die ge-
naue Entwicklung sei dabei beispielsweise auf ROYCE(1987) verwiesen.149  
 
Folgender Prozess zeigt eine mögliche Abwandlung:  
SYSTEM-
REQUIREMENTS
SOFTWARE-
REQUIREMENTS
ANALYSIS
PROGRAM-
DESIGN
CODING
TESTING
OPERATIONS
 
Abbildung 15: erweiterter Prozessablauf nach Royce150 
                                                 
145 Vgl. Versteegen (2000), S.28f. für die letzten beiden Sätze 
146 Vgl. hierzu eine detaillierte Analyse in Kapitel 6.2.2 
147 Kundenanforderungen wird in diesem Kontext sowohl in Hinblick auf einen einzelnen Kunden 
bei der Erstellung von Individualsoftware als auch für eine Vielzahl potenzieller Kunden am Markt 
gebraucht. 
148 Vgl. Versteegen (2000), S.29 
149 Vgl. Royce (1987), S.328-335 
150 Vgl. Royce (1987), S.330 
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Jedoch wird von ROYCE auch hier bemängelt dass „ The testing phase which oc-
curs at the end of the development cycle is the first event for which timing, storage, 
input/output transfers, etc., are experienced as distinguished from analyzed.”151 Bei 
einem Rückschritt in die Phase der Erhebung der Softwareanforderungen entspre-
chend obiger Abbildung, wäre der Prozess effektiv wieder an seinem Ursprungs-
punkt angelangt „and one can expect up to a 100% overrun in schedule and/or 
costs.“152  
 
Aus dieser Tendenz hin zu Schleifenbildungen und Rückkopplungen zusammen mit 
der Notwendigkeit diese zu optimieren, entwickelte sich das Konzept der iterativen 
Entwicklung. Bekanntestes iteratives Prozessmodell ist dabei der RUP, welcher im 
nachfolgenden Kapitel 4.3.2 detailliert dargestellt wird. 
 
4.3.2 Der Rational Unified Process  
 
Risikoreduktion durch iterative Entwicklung ist jedoch nicht die einzige Anforde-
rung, die ein praktikables Vorgehensmodell aktuell erfüllen muss. Die Praxis zeigt, 
dass „nicht die Unternehmen erfolgreich sind, die langwierige und ausgefeilte (aber 
zertifizierte) Prozesse zur Softwarentwicklung benutzen sondern diejenigen, die einen 
praktikablen und zugleich qualitätsbewußten Ansatz wählen.“153 Dabei ist eine Orien-
tierung an den in Kapitel 3.3 dargestellten Trends in der Softwareentwicklung – vor 
allem hin zur objektorientierten Programmierung - unerlässlich. Auch sollten neue 
Formen der Modellierung - derzeit meist durch UML – in der Prozessgestaltung be-
rücksichtigt werden. 
 
Der Rational Unified Process ist ein rein objektorientiertes Prozessmodell.154 Dies 
stellt einen Vorteil gegenüber dem V-Modell dar, das für die Verwendung struktu-
rierter Methoden entwickelt und nur in Richtung Objektorientierung erweitert wur-
                                                 
151 Royce (1987), S.329 
152 Royce (1987), S.329 
153 Versteegen (2000), S.15 
154 Vgl. Versteegen (2000), S.39 
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de.155 Dadurch ist der Umfang des RUP „auch nicht so ‚erschlagend’ wie der des […] 
V-Modells.“156  
 
Zudem ist der RUP ein Prozess, der bereits in seiner Entstehung auf eine Modellie-
rung mit UML ausgelegt wurde. Dies liegt vor allem darin begründet, dass UML im 
Wesentlichen von den gleichen Spezialisten entwickelt wurde, die später auch an der 
Definition des RUP maßgeblich beteiligt waren. Namentlich sind dieses Ivar  
JACOBSON, Jim RUMBAUGH und Grady BOOCH.157 Der Schwerpunkt liegt 
hierbei auf einer  Orientierung an den in Kapitel 3.3 bereits angesprochenen Use-
Cases in UML. Daher wird der RUP auch als „Use-Case-getrieben“ bezeichnet.158 
 
Ein weiterer Vorteil ist die hohe Anpassungsfähigkeit des Prozesses an die spezifi-
schen Erfordernisse des jeweiligen Projektes, für das er eingesetzt wird. „For smaller 
projects with colocated teams and known technology, the processes can be simple 
and informal. For larger, distributed projects that use more technologies and must 
comply with stringent standards, the processes become more complex and disci-
plined.”159  
 
Wie bereits angesprochen, ist der RUP ein Vertreter der iterativen Entwicklung. In 
dieser Form der Softwareentwicklung werden alle einzelnen Prozessschritte des Was-
serfallmodells mehrere Male durchlaufen. Ein Durchlauf wird als Iteration bezeich-
net. Das Entwicklungsergebnis entsteht somit inkrementell.160 Graphisch lässt sich 
eine Iteration des RUP folgendermaßen darstellen: 
 
                                                 
155 Vgl. Versteegen (2000), S.51; Versteegen bezieht dabei diesen Satz auf das V-Modell 97. Da es hier 
jedoch um die Grundform des Modells und dessen Entwicklung im Zeitablauf geht, ist er entspre-
chend auch für die aktuelle Version gültig. 
156 Versteegen (2000), S.39 
157 Vgl. Versteegen (2000), S.47-49 für die letzten beiden Sätze 
158 Vgl Essigkrug/Mey (2007), S.16 
159 IBM/Rational Software (2007), S.2 
160 Vgl. Essigkrug/Mey (2007), S.12 für die letzten vier Sätze 
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Initiale Planung
Planung
Geschäftsprozess-
modellierung
Anforderungen
Analyse und Design
Implementierung
Test
Deployment
 
Abbildung 16: Eine Iteration im RUP161 
 
Das klassische Wasserfallmodell ist somit (vereinfachend dargestellt) folgendermaßen 
in den RUP integriert: 
 
Anforderungen
Design
Implementierung
Test
A
D
I
T
A
D
I
T
A
D
I
T
 
Abbildung 17: Vom Wasserfallmodell zum RUP162 
 
Dabei zeichnet der Rational Unified Process sich dadurch aus, dass nach jeder Itera-
tion eine Integration der entwickelten Teilergebnisse erfolgt.163 In den frühen Iterati-
onen werden vor allem diejenigen Teile des Systems erstellt, „die entweder ein hohes 
Risiko beinhalten oder für die Architektur signifikant sind.“164 So wird das Risiko er-
heblich reduziert und das Restprojekt planbarer165 da bereits ein „initial set of risk has 
been identified and evaluated“166, was dem Grundgedanken dieser Arbeit entspricht. 
Auf Basis dieses Prozesses „they`re are able to make informed decisions that helps 
save time and money while gaining greater control over the project outcome.”167  
 
                                                 
161 Vgl. Essigkrug/Mey (2007), S.13 
162 In Anlehnung an Essigkrug/Mey (2007), S.11 
163 Vgl. Versteegen (2000), S.61 
164 Essigkrug/Mey (2007), S.12 
165 Vgl. Essigkrug/Mey (2007), S.12 und Versteegen (2000), S.61 
166 IBM/Rational Software (2006), S.22 
167 IBM/Rational Software (2007), S.3 
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Der RUP gestaltet sich über verschiedene Disziplinen168, die jedoch nicht nacheinan-
der, sondern parallel über die folgende vier Phasen ablaufen: 
 
 Konzeptualisierungsphase 
 Entwurfsphase 
 Konstruktionsphase 
 Übergangsphase169 
 
Die Phasen selbst werden als zeitlich aufeinanderfolgend definiert. Sie enthalten je-
weils eine oder mehrere Iterationen.170 Phasen und Iterationen sowie dazu definierte 
Meilensteine bestimmen somit die zeitliche Dimension des Prozesses.171  
 
Da in jeder Iterationen die verschiedenen Disziplinen durchlaufen werden, entstehen 
in jeder Phase Aufwände für die verschiedenen Tätigkeitsfelder. Diese Aufwandsver-
teilung entlang der Phasen des RUP veranschaulicht folgende Graphik: 
 
Disciplines
Business Modelling
Requirements
Analysis & Design
Implementation
Test
Configuration & Change Mgmt
Deployment
Project Management
Environment
Phases
Iterations
Inception Elaboration Construction Transition
Inception Elab #1 Elab #2 Const#1
Const
#2
Const
#N
Tran
#1
Tran
#2
 
Abbildung 18: Aufwandsverteilung im RUP über die Phasen172 
 
                                                 
168 Vgl. Versteegen (2000), S.39; Bei Versteegen wird dabei noch von Workflows gesprochen. Neuere 
Versionen des RUP jedoch verwenden die Bezeichnung „Disziplin“ 
169 Vgl. Versteegen (2000), S.39 für die Aufzählung 
170 Zur Bestimmung der Verteilung der Iterationen auf Phasen vgl. z.B. Versteegen (2000), S.133 
171 Vgl. IBM/Rational Software (2006), S.21 
172 Eigene Darstellung nach IBM/Rational Software (2006), S.21 
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Wie obige Graphik verdeutlicht, verschieben sich die Tätigkeitsschwerpunkte und die 
damit verbundenen Aufwände über die vier Phasen. „Während in frühen Iterationen 
Anforderungen, Architektur und Design im Vordergrund stehen, sind dies im späte-
ren Verlauf Implementierung und Test.“173  
 
4.3.3 Das V-Modell 
 
Neben dem Rational Unified Process ist das V-Modell ein im deutschen Raum weit 
verbreitetes Prozessmodell.174 Wie das Wasserfallmodell und der RUP, ist auch das 
V-Modell „ein Vorgehensmodell zum Planen und Durchführen von Projekten.“175 
Auch hier soll durch die Festlegung von Vorgehensweisen, Ergebnissen und Verant-
wortlichkeiten die Projekttransparenz gefördert und die Erfolgswahrscheinlichkeit 
erhöht werden. 
 
Das V-Modell „existiert in seiner ersten Version seit 1992 und wird seitdem im öf-
fentlichen Bereich als Standard für die Softwareentwicklung eingesetzt.“176 Die wei-
terentwickelte Version V-Modell 97 wurde 1997 „mit der Veröffentlichung des 
‚Entwicklungsstandards für IT-Systeme des Bundes’ […] als Vorgabe für den Einsatz 
im gesamten zivilen und militärischen Bundesbereich gültig.“177  
 
Seit 2006 existiert eine überarbeitete und ergänzte Fassung als V-Modell XT, da die 
Vorgängerversion durch die Weiterentwicklung von Methoden und Technologien 
den aktuellen Anforderungen nicht mehr in geeigneter Weise Rechnung trug. Dies 
führte dazu, dass das V-Modell im Jahr 2004 nicht mehr im gewünschten Umfang 
genutzt wurde.178 Das V-Modell XT geht dabei von Inhalt und Umfang der Vorgän-
gerversion V-Modell 97 aus und erweitert dieses v.a. um verbesserte Möglichkeiten in 
der Anpassung.179 Dabei findet es im Vergleich zu seiner Vorgängerversion in der Li-
teratur noch relativ geringe Beachtung. Da das V-Modell 97 weitestgehend im V-
                                                 
173 Essigkrug/Mey (2007), S.18 für die letzten beiden Sätze 
174 Vgl. Kollischan (2006), S.16 und die dort angegebene Literatur 
175 V-Modell XT, Version 1.3(2006), S.1-4 
176 Versteegen (2000), S.32 
177 V-Modell XT, Version 1.3 (2006), S.1-6 
178 V-Modell XT, Version 1.3 (2006), S.1-7 
179 V-Modell XT, Version 1.3 (2006), S.1-7 
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Modell  XT enthalten ist, werden somit im Folgenden auch Veröffentlichungen zum 
V-Modell 97 in der Argumentation berücksichtigt. 
 
„Das V-Modell an sich wirkt auf den ersten Blick vom Volumen her erschlagend.“180 
Die hier zugrunde gelegte Version V-Modell XT 1.3 umfasst in ihrer deutschen Fas-
sung 842 Seiten. Sie soll eine umfangreiche Anpassbarkeit an verschiedene Projektty-
pen und Projekttypvarianten sicherstellen.181 „So steht beispielsweise zu Beginn eines 
Projektes für die Projektleitung die projektspezifische Anpassung des V-Modells im 
Vordergrund.“182 Diese Anpassungsaktivitäten werden als „Tailoring“ bezeichnet.183 
Kernelement des Tailorings sind dabei die Vorgehensbausteine, die „entsprechend 
den Vorgaben des Projekttyps ausgewählt und festgelegt“184 werden. Die verfügbaren 
Bausteine werden in Form einer „Landkarte“ kategorisiert. 185  
 
Im Bereich der Projektdurchführung werden für unterschiedliche Projekttypen un-
terschiedliche Projekttypvarianten beschrieben.186 Jedoch ist für alle Projekttypvarian-
ten eine starke Orientierung an den Anforderungen des öffentlichen Sektors – bei-
spielsweise durch den Prozessabschnitt „Projekt ausgeschrieben“ und die darauf fol-
gende Beauftragung eines Auftragnehmers - erkennbar.  
 
Die Ablaufgestaltung im V-Modell soll im Folgenden beispielhaft für den Projekttyp 
„Systementwicklungsprojekt (AG)“ in der Variante „AG-Projekt mit einem Auftrag-
nehmer“ dargestellt werden. Die Projektdurchführungsstrategie stellt sich dabei wie 
folgt dar: 
 
                                                 
180 Versteegen (2000), S.32 
181 Vgl. V-Modell XT, Version 1.3 (2006), S.1-12 und S.1-16 
182 V-Modell XT, Version 1.3 (2006), S.1-12 
183 Vgl. V-Modell XT, Version 1.3 (2006), S.1-12 bis S.1-18 
184 V-Modell XT, Version 1.3 (2006), S.1-16 
185 Vgl. zur Landkartendarstellung V-Modell Version 1.3 (2006), S.1-18; 
186 Vgl. V-Modell XT, Version 1.3 (2006), S.3-28 
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Projekt
genehmigt
Projekt
definiert
Anforderungen
festgelegt
Projekt
ausgeschrieben
Projekt
beauftragt
Iteration
geplant
Projekt-
fortschritt
überprüft
Abnahme
erfolgt
Projekt 
abgeschlossen
 
Abbildung 19: Projektdurchführungsstrategie "AG-Projekt mit einem Auftragenehmer"187 
 
Wie aus der Graphik hervorgeht, wird dabei das V-Modell in seiner aktuellen Fas-
sung auch in Iterationen ausgestaltet. Diese sind explizit in der Implementierung dar-
gestellt, werden jedoch auch bereits in der Anforderungsdefinition gefordert. Fol-
gende Passage aus der V-Modell-Referenz „Tailoring“ beschreibt dies: 
 
„Die Anforderungen sind in einem iterativen Prozess durch Prüfen auf Vollständig-
keit und Korrektheit, Analysieren, Setzen von Prioritäten und Bewerten ständig zu 
verfeinern und zu verbessern.“188 
 
Diese Anforderungsdefinition stellt die Basis für Ausschreibung und Vergabe des 
Auftrags dar. Innerhalb der Auftragserfüllung orientiert der Prozess sich wiederum 
an einer iterativen Vorgehensweise, wobei verschiedene Verzweigungen möglich 
sind.189  
 
                                                 
187 V-Modell XT, Version 1.3 (2006), S.3-29 
188 V-Modell XT, Version 1.3 (2006), S.3-30 
189 Vgl. Abbildung 19 
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4.4 Auswahl eines Vorgehensmodells  
 
Ausgehend von der Darstellung der Einzelmodelle in Kapitel 4.3 wird in diesem Ab-
schnitt ein Vorgehensmodell ausgewählt. Dieses bildet die methodische Basis für die 
weiteren Ausführungen zur Modellbildung und dient der Identifikation geeigneter 
Entscheidungspunkte. 
 
Ein Vorgehensmodell kann nach einer Vielzahl von Kriterien bewertet werden. 
KOLLISCHAN nennt hierbei Punkte wie Vollständigkeit und Widerspruchsfreiheit 
der Prozessbeschreibung, die Verständlichkeit und Zugänglichkeit der Dokumente 
sowie Möglichkeiten der Toolunterstützung.190 Für diese Arbeit sind zudem folgende 
Punkte von wesentlicher Bedeutung: 
 
- Risikominimierung durch iterative Vorgehensweise 
- Möglichkeit der Kennzahlenerhebung schon in frühen Phasen der 
Produktentwicklung 
- Ausrichtung auf objektorientierte Programmierung 
- Akzeptanz des Vorgehensmodells in der Praxis 
- Möglichkeit einer Anwendung für internationale Projekte 
 
Im Folgenden werden hierzu lediglich der RUP und das V-Modell auf Basis dieser 
Anforderungen verglichen. Das klassische Wasserfallmodell wird in Kapitel 9.2 zu 
einer vereinfachten Bestimmung von Restaufwänden unabhängig von dieser Aus-
wahlentscheidung herangezogen. Da es veraltet ist, eignet es sich jedoch nicht als al-
leinige Basis für die hier angestrebte Modellbildung.  
 
Wie in Kapitel 4.3.2 und 4.3.3 beschrieben ist sowohl der Rational Unified Process 
als auch das V-Modell in seiner aktuellen Fassung auf eine risikominimierende Ent-
wicklungsstrategie in Iterationen191 ausgelegt. Während jedoch beim RUP standard-
mäßig alle Disziplinen in einer Iteration durchlaufen werden, wird im V-Modell eine 
Anforderungserhebung vor der Auftragsvergabe weitgehend losgelöst von einer An-
                                                 
190 Vgl. Kollischan (2006), S.17 
191 Auch der Begriff „Iteration“ selbst, wird in den beiden Modellen unterschiedlich gebraucht. Hier-
auf soll an dieser Stelle nicht explizit eingegangen werden. Es wird hierzu auf die Ausführungen 
von Reinhold (2001), S.115-116 verwiesen. 
  
Analyse von Vorgehensmodellen in der Softwareentwicklung 
 
 
54 
forderungsverfeinerung nach Auftragsvergabe betrachtet.192 Diese Zweiteilung wird 
durch die Notwendigkeit einer Ausschreibung begründet. Hier wird bereits eine star-
ke Orientierung an den Erfordernissen eines Auftraggebers, v.a. aus dem öffentli-
chen Bereich, deutlich. Eine Übertragung des Modells auf die hier gewählte Perspek-
tive des softwareentwickelnden Unternehmens ist möglich. Es muss hier jedoch mit 
Anpassungsaufwand gerechnet werden. „Hingegen kommt der Rational Unified Pro-
cess aus der Praxis – also von Seiten der Auftragnehmer“193 und zeichnet sich durch 
hohe Flexibilität und Anpassbarkeit auf nahezu alle unternehmensspezifischen Ge-
gebenheiten aus.194 Somit entspricht der RUP in diesem Punkt eher der Sichtweise 
dieser Arbeit. 
 
Ein weiteres Problem stellt die hohe Flexibilität bei der Durchführung einer Iteration 
im V-Modell dar. Im oben ausgeführten Beispiel einer Systementwicklung mit einem 
Auftragnehmer bieten sich im Punkt „Abnahme erfolgt“ drei Verzweigungsmöglich-
keiten. Hingegen werden im RUP standardmäßig in jeder Iteration immer alle Dis-
ziplinen von der Modellierung über die Anforderungserhebung bis hin zum Test und 
Deployment durchlaufen, wobei sich lediglich die für die einzelnen Disziplinen anfal-
lenden Aufwände in ihrer Höhe verändern. Durch diese Regelmäßigkeit lassen sich 
bereits zu einem frühen Zeitpunkt Kennzahlen über die verschiedenen Disziplinen 
erheben, die im Prozessverlauf sukzessive verfeinert werden können.  
 
Sowohl in Hinblick auf Entscheidungspunkte als auch auf die quantitative Erfassung 
von Einzelkennzahlen bietet der RUP Vorteile für das Management des Projektes. 
„Aufgrund der Flexibilität des V-Modells im Bereich „Entwicklungsszenario (z.B. 
Wasserfall oder iterativ inkrementell) fällt die Unterstützung im Bereich des Projekt-
management entsprechend allgemein aus. Ein Wasserfallansatz ist eben sehr ver-
schieden von einem iterativ inkrementellen Ansatz. Da der RUP speziell auf das ite-
rativ inkrementelle Vorgehen ausgelegt ist, sind die dort enthaltenen Hilfestellungen 
natürlich für diesen Fall erheblich präziser […].“195 Der RUP wird somit aus Sicht 
                                                 
192 Auch Versteegen (2000) führt aus, dass das V-Modell ein Vorgehensmodell ist, das von Auftrag-
geberseite entwickelt wurde. Der RUP hingegen von Auftragnehmerseite. 
193 Versteegen (2000), S.42 
194 Vgl. Versteegen (2000), S.42 
195 Reinhold (2001), S.117; die Aussage bezieht sich auf das V-Modell 97, kann jedoch so auf das V-
Modell XT übernommen werden, da auch hier die hohe Flexibilität beibehalten wurde. 
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des Projektcontrollings für die hier vorgenommene Modellbildung als geeigneter an-
gesehen. 
 
Auch in Bezug auf eine Berücksichtigung aktueller Standards in der Softwareentwick-
lung muss dem RUP dadurch eine vorrangige Stellung eingeräumt werden, dass er 
ein „reinrassiges objektorientiertes Prozessmodell“196 darstellt. Zwar wurden auch im 
V-Modell XT neue Ansätze, wie Objektorientierung und komponentenbasierte Ent-
wicklung berücksichtigt, „doch das V-Modell wurde [ursprünglich] für die Verwen-
dung strukturierter Methoden entwickelt und nur in Richtung Objektorientierung 
erweitert.“197 Eine Visualisierung mittels UML wird in beiden Modellen gefordert. 
Während sie jedoch – wie in Kapitel 4.3.2 dargestellt – beim RUP bereits auf Grund 
seiner historischen Entwicklung „integraler Bestandteil“198 ist, wird im V-Modell 
zwar ihre Bedeutung hervorgehoben199, erfährt jedoch aufgrund der breiten Einsetz-
barkeit des Modells wiederum Grenzen.200 
 
Es gibt derzeit keine aktuellen Zahlen zur Anwendung und Akzeptanz des V-Modells 
in der Praxis. Einem Tagungsbeitrag von DITTLER zur Folge, schätzten 2005 Mit-
glieder der öffentlichen Verwaltung sowohl das Know-How über das V-Modell als 
auch dessen Anwendung als relativ gering ein, wie folgendes Schaubild verdeut-
licht:201 
 
                                                 
196 Versteegen (2000), S.39 
197 Versteegen (2000), S.51 
198 Reinhold (2001), S.121 
199 V-Modell XT Version 1.3 (2006), S.2-39 „Die Architektur des Systems soll soweit möglich mit der 
Unified Modeling Language (UML) dokumentiert werden.“ 
200 Vgl. Reinhold (2001), S.121; die Aussage beziehen sich auf das V-Modell 97, kann jedoch auch für 
das V-Modell XT in Grenzen übernommen werden. 
201 Vgl. Dittler (2006), S.24 
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Abbildung 20: Einschätzung zum V-Modell XT202 
 
Auch wird trotz hohem Interesse an dem Modell außerhalb Deutschlands203 eine 
Anwendung für internationale Projekte als schwierig erachtet. Dies wird beispielswei-
se bei einem Vortrag von WIRTZ204 deutlich indem es heißt: „Kaum formale 
Einsatzmöglichkeiten bei EADS MAS aufgrund der internationalen Programmsitua-
tion.“205 Auch gibt es derzeit keine genauen Zahlen zum nationalen und internationa-
len Einsatz des RUP. Jedoch wird ihm in der Literatur fast durchgängig eine Vorrei-
terstellung bescheinigt.  
 
Auf Basis der Ausführungen zu den definierten Anforderungspunkten wird der Rati-
onal Unified Process als geeignete methodische Grundlage der Modellbildung in die-
ser Arbeit erachtet. Alle folgenden Ausführungen legen den RUP als Prozessmodell 
implizit zu Grunde. 
 
Jedoch bestehen aufgrund der hohen Flexibilität und generischen Gestaltung des V-
Modells umfangreiche Integrationsmöglichkeiten des RUPs in das V-Modell. Somit 
ist das hier entwickelte Modell auch für Anwender des V-Modells mit entsprechen-
den Anpassungen geeignet. V-Modell und RUP dürfen folglich nicht als sich aus-
schließende Alternativen betrachtet werden. Eine genaue Analyse der Integrationspo-
tenziale findet sich bei REINHOLD(2001).206  
                                                 
202 Dittler (2006), S.24; Punkte im Minus-Bereich bedeuten, dass Know-How oder Anwendung als 
gering eingeschätzt wurden, Punkte im Plus-Bereich entsprechend, dass Know-How oder Anwen-
dung als hoch eingeschätzt wurden 
203 Vgl. IABG (2009) 
204 Senior Vice President – Operations, Military Air Systems EADS Deutschland GmbH 
205 Wirtz (2006), S.21 
206 Reinhold (2001), Kapitel 5, 7, 9, 11 und 13 
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4.5 Projektmanagement mit dem RUP 
 
Der Begriff Softwaretechnik oder auch software engineering wird sowohl in der Li-
teratur als auch in der Praxis häufig nicht exakt vom Begriff des Projektmanage-
ments abgegrenzt. Allerdings soll in dieser Arbeit der bei GEORGE (1999) vorge-
schlagenen konzeptionellen Trennung zwischen fachlicher Umsetzung eines Projek-
tes und dessen Management gefolgt werden.207 Die Aktivitäten des Projektmanage-
ments sind somit von der Problemlösung selbst klar abzugrenzen. Das Projektmana-
gement beschäftigt sich vornehmlich mit dem Management der Problemlösung.208 In 
den Vorgehensmodellen zur Softwareentwicklung liegt hingegen der Schwerpunkt 
auf der technischen Umsetzung. Um eine ganzheitliche Sicht auf ein Projekt zu erhal-
ten, muss somit eine integrative Zusammenführung der beiden Disziplinen erfolgen. 
 
Diese Zusammenführung gestaltet sich bei der Anwendung iterativer Vorgehensmo-
delle komplexer als bei sequentiellen Modellen, da eine reine Orientierung an den de-
finierten Softwareentwicklungs-Phasen hier zu kurz greift. Vielmehr müssen auch die 
durchgeführten Iterationen und ständig erweiterten Anforderungen im Projektmana-
gement Berücksichtigung finden.209 
 
Für den RUP werden – wie oben beschrieben – vier Phasen definiert, die sich an der 
Zeit orientieren. Über diese vier Phasen hinweg werden Disziplinen festgelegt, die 
sich an den auszuführenden Tätigkeiten orientieren. Die Disziplin Projektmanage-
ment zählt dabei zu den unterstützenden Prozessen.210 Wie untenstehende Abbildung 
zeigt fallen für das Projektmanagement über alle Phasen und Iterationen hinweg 
Aufwände an. 
 
                                                 
207 vgl. George (1999), S. 14f. 
208 vgl. Haberfellner et al. (1992), S.242f. 
209 vgl. Essigkrug/Mey (2007), S.57 
210 vgl. Versteegen (2000), S.53 für die letzten drei Sätze; Bei Versteegen wird noch von Workflows 
gesprochen. Der Begriff „Workflow“ wurde der aktuellen Version entsprechend durch „Disziplin“ 
ersetzt. 
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Abbildung 21: Der Workflow Projektmanagement im RUP211 
 
Risikomanagement ist dabei eines der Kernstücke dieser Disziplin. Der RUP stellt 
„Risikomanagement ganz an den Anfang des Projektmanagements und schreibt bei 
jeder Iteration ein Update vor.“212 Dabei können nachgelagerte Risikoanalysen bereits 
von den Ergebnissen früher Risikoanalysen profitieren. 
 
Wesentliche Aufgabe des Projektleiters ist die Planung der RUP-Phasen und Iterati-
onen, nach Anzahl und Phasenzuordnung.213 Die genaue Unterteilung in Iterationen 
kann auch erst im Projektverlauf überarbeitet oder ergänzt werden.214 Der Phasen-
plan wird dabei zu Beginn der Konzeptionalisierungsphase (Inception) erstellt.215  
 
Durch diese Übernahme von Planungsaktivitäten in das Vorgehensmodell ergibt sich 
eine Phasenüberlagerung zwischen den Projektphasen im klassischen Projektmana-
gement und den Phasen des RUP. Die Phasen der Projektplanung und Projektdurch-
führung lassen sich nicht mehr exakt abgrenzen und werden von der Planung im 
Rahmen des Vorgehensmodells überlagert. Die Phase des Projektabschlusses im 
klassischen Sinne, mit einer Erfassung der „Lessons Learned“ und abschließender 
                                                 
211 Basierend auf der Graphik aus IBM/Rational Software (2006), S.21 mit Abwandlungen 
212 Versteegen (2000), S.118 
213 Versteegen (2000), S.130 
214 Essigkrug/Mey (2007), S.61 
215 Vgl. Versteegen (2000), S.132 
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Projektdokumentation muss i.d.R. als über die Phase Transition des RUP hinausge-
hend gesehen werden.  
 
Die eben dargestellte Phasenüberlagerung soll zur Verdeutlichung graphisch veran-
schaulicht werden. Wie oben beschrieben, überlagern sich – nach Abschluss einer 
Projekt-Definitions-Phase – die Phase der Projektplanung im klassischen Projekt-
Phasen-Modell und die Inception-Phase des RUP. Die Aufgaben des Projektab-
schlusses gehen i.d.R. über die Aufgaben der Transition-Phase hinaus.  
 
Projektdefinition Projektplanung Projektabwicklung Projektabschluss
Inception Elaboration Construction Transition
Zeit
Business Modeling
Requirements
Analysis & Design
Implementation
Test
Deployment
 
Abbildung 22: Phasenintegration klassisches Projektmanagement und RUP 
 
Diese Aspekte der Phasenüberlagerung bleiben in der Literatur derzeit weitgehend 
unbeachtet; jedoch greift eine Interpretation des Projektmanagements rein als Dis-
ziplin des RUP zu kurz und wird dem Umfang des Projektbegriffs nicht gerecht.  
 
Ziel dieser Arbeit ist die bereits mehrfach angesprochene Entwicklung eines Modells 
zur Entscheidungsunterstützung bei Entscheidungen über Projektabbruch oder Pro-
jektweiterführung. Diese Entscheidung muss zu bestimmten Entscheidungszeitpunk-
ten getroffen werden, in denen das Modell angewendet wird. Dies harmoniert mit 
dem Konzept des Rational Unified Process. „The phases of RUP were chosen such 
that phase boundaries correspond to significant decision point in the life of a project. 
[…] Milestones help you to assess the progress of a project at key points.”216 
 
Somit kann sowohl das grob strukturierende Phasenkonzept als auch die Einteilung 
der Phasen in Iterationen als zeitliche Grundlage zur Identifikation geeigneter Ent-
                                                 
216 IBM/Rational Software (2006), S.22 
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scheidungspunkte herangezogen werden. Auch Versteegen sieht einen Meilenstein 
„für das Ende der Iteration gleichzeitig [als] Prüfstein für den Fortschritt des Projek-
tes. Im Worst Case kann dieser Meilenstein auch als Projektabbruchkriterium die-
nen.“217  
 
Graphisch lassen sich die im RUP als sinnvoll identifizierten Entscheidungszeitpunk-
te für eine Anwendung des Modells in einer Erweiterung obiger Graphik wie folgt 
darstellen (Schnittpunkt der rot-gestrichelten Linie mit der Zeitachse). Die in der 
Graphik gewählte Aufteilung in Iterationen darf dabei nur als Beispiel gesehen wer-
den. Bei davon abweichend geplanten Iterationen verschieben sich auch die Ent-
scheidungspunkte entsprechend. 
 
Projektdefinition Projektplanung Projektabwicklung Projektabschluss
Inception Elaboration Construction Transition
Zeit
Business Modeling
Requirements
Analysis & Design
Implementation
Test
Deployment
Iteration 1 It. 2 It.3 It.4 It.5 It.6 It. 7 It.8
 
Abbildung 23: Entscheidungszeitpunkte im RUP 
 
 
 
                                                 
217 Vgl. Versteegen(2000), S.143; Versteegen drückt sich hierbei nicht ganz präzise aus – denn nicht 
der Meilenstein selbst dient als Projektabbruchkriterium sondern lediglich kann der Entschei-
dungszeitpunkt einem Meilenstein gleichgesetzt werden. 
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5 Entwicklung einer Klassifikation für Software-
entwicklungsprojekte 
 
In Kapitel 4 wurden die unterschiedlichen Phasenmodelle für Softwareentwicklungs-
projekte zusammengeführt. Dies endete in einer Bestimmung von geeigneten Ent-
scheidungspunkten entlang des Projektverlaufs. Gemäß der Zielsetzung dieser Arbeit 
soll an diesen Punkten die Wirtschaftlichkeit der Projektweiterführung überprüft 
werden. Diese Wirtschaftlichkeitsüberprüfung ist Gegenstand aller nachfolgenden 
Kapitel bis hin zur Bildung des Entscheidungsmodells. 
 
Die in Kapitel 4 betrachteten Vorgehensmodelle sind sehr generisch gehalten und 
somit auf unterschiedliche Arten von Softwareentwicklungsprojekte anwendbar. Da-
her war bei der Analyse der zeitlichen Dimension keine Unterscheidung nach Pro-
jektart, -umfang oder Zielgruppe notwendig. In Kapitel 5 wird jedoch der Untersu-
chungsgegenstand weg von einer zeitlichen hin zu einer wirtschaftlichen Perspektive 
verlagert. Dies erfordert differenziertere Betrachtungen: Anders als beim „Wann?“ 
einer Wirtschaftlichkeitsbewertung, muss beim „Wie?“ nach Art der zu erstellenden 
Software unterschieden werden. Dementsprechend wird im Folgenden eine Klassifi-
kation für Softwareentwicklungsprojekte nach Maßgabe der Zielsetzung entwickelt. 
 
5.1 Begriffliche Abgrenzung 
 
In der Literatur wird Software nach verschiedenen Kriterien eingeteilt.218 Analog da-
zu werden auch Softwareentwicklungsprojekte unterschieden. Vor allem Klassifikati-
onen nach Anwendungsgebiet, Zielgruppe, Standardisierungs- und Integrationsgrad 
sind verbreitet.219  
 
Für diese Arbeit ist – wie in Kapitel 1.2 beschrieben - der Untersuchungsgegenstand 
eine Bewertung der wirtschaftlichen220 Vorteilhaftigkeit der Weiterführung eines be-
reits laufenden Softwareentwicklungsprojektes. Wirtschaftlichkeit als Auswahlkriteri-
                                                 
218 Vgl. Schmitz (2007), S.8 und die dort angegebene Literatur 
219 Vgl. Schmitz (2007), S.8 und Gerhardt (1991), S.55 
220 Für eine ausführliche Diskussion des Wirtschaftlichkeitsbegriffs im Projektkontext wird auf die 
Methodenauswahl in Kapitel 8 verwiesen. 
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um in den Wirtschaftswissenschaften wird allgemein als eine Beziehung zwischen 
Gütereinsatz und Güterausbringung definiert221 „Wirtschaftlichkeit liegt vor, wenn 
das Einsatz-Ausbringungs-Verhältnis günstig ausfällt.“ 222 Eine Bewertung dieses Gü-
tereinsatzes bzw. dieser Güterausbringung wird häufig durch die Größen Aufwand 
und Ertrag ausgedrückt. Somit ist für die angestrebte Projektbewertung eine Diffe-
renzierung nach Art der Aufwands- und Ertragsgenerierung notwendig. In der Fach-
literatur existiert derzeit keine entsprechende Einteilung, die dem generalistischen 
Anspruch dieser Arbeit genügt. Somit wird in diesem Kapitel eine eigene Klassifika-
tion gemäß der hier angestrebten Zielsetzung entwickelt. In einem ersten Schritt 
werden im Folgenden die begrifflichen Grundlagen für eine Wirtschaftlichkeitsbe-
wertung gemäß obiger Definition gebildet. Es werden hierbei die Begriffe von einem 
konkreten Bewertungsverfahren abstrahiert betrachtet, um die in Kapitel 8 getroffe-
ne Methodenauswahl nicht einzuschränken.  
 
In der Literatur zu Projektmanagement im Allgemeinen und Softwareentwicklungs-
projekten im Besonderen, werden die hierfür relevanten Begriffe Auszahlung, Aus-
gabe, Aufwand und Kosten – analog dazu Einzahlung, Einnahme, Ertrag und Leis-
tung nicht klar voneinander abgegrenzt und zum Teil unterschiedlich gebraucht.  
 
Die klassische Investitionsrechnung223 in einer strengen Form basiert auf Aus- und 
Einzahlungen als reale Zahlungsströme.224 Jedoch greift diese Bewertungsgrundlage 
für aktuelle Investitionsvorhaben häufig zu kurz225, wodurch auch die Begriffe Aus-
gaben/Einnahmen, Kosten/Leistungen vor allem jedoch Aufwände/Erträge im Zu-
ge von Wirtschaftlichkeitsbewertungen verwendet werden.226 Daher sollen diese Be-
griffe im Folgenden voneinander abgegrenzt werden: 
 
                                                 
221 Vgl. Eichhorn (2000), S.15 
222 Eichhorn (2000), S.15 
223 Die klassische Investitionsrechnung kann als allgemeingültiges Instrument zur Beurteilung der 
Vorteilhaftigkeit von Investitionsvorhaben aufgefasst werden. Detailliertere Ausführungen zur 
Methodenauswahl für Projektabbruchentscheidungen finden sich in Kapitel 8.3 
224 Däumler (2000), S.18 
225 Beispielsweise weil auch Kreditvorgänge abgebildet werden müssen 
226 Vgl. Däumler (2000), S.22; „Der Rechnungszweck bestimmt die Rechnungselemente. Rechnungs-
elemente sind also nicht richtig oder falsch, sondern zweckmäßig oder unzweckmäßig, gemessen 
an der Aufgabe der jeweiligen Rechnung.“; Zu empirischen Untersuchungen zur Verbreitung von 
Rechnungselementen vgl. Däumler (2000), S.22f. und die dort angegebene Literatur. 
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Es herrscht in der gesamten wirtschaftswissenschaftlichen Literatur und in der Praxis 
über die Inhalte der Begriffe Ausgaben und Einnahmen keine Einigkeit.227 „Die eine 
Richtung setzt […] Ausgaben mit Auszahlungen und Einnahmen mit Einzahlungen 
gleich. In den letzten Jahren findet allerdings eine zweite Richtung zunehmend An-
klang, die im Rahmen von Finanzierungsrechnungen durch Ausgaben und Einnah-
men außer dem Zahlungsverkehr auch Kreditvorgänge abbildet.“228 In dieser Arbeit 
werden die Begriffe „Ausgabe“ und „Einnahme“ dieser zweiten Sicht entsprechend 
verwendet. 
 
Der Aufwands- und Ertragsbegriff wird im Projektkontext zum Teil anders ge-
braucht als in der betrieblichen Kosten- und Leistungsrechnung:  
 
In dieser sollen „Aufwendungen und Erträge […] pro Periode den gesamten bewer-
teten Verzehr bzw. die gesamte bewertete Erstellung von Gütern in einem Unter-
nehmen abbilden.“229 Hierbei sind bestimmte Regeln beispielsweise aus HGB, EStG, 
IAS/IFRS, US-GAAP oder je nach Zielsetzung andere Vorschriften bindend.230 
 
Die Wirtschaftlichkeitsbewertung für Projekte richtet sich jedoch i.d.R. an unter-
nehmensinterne Adressaten. Somit fallen hier die Begrenzungen durch gesetzliche 
oder anderweitige Regelungen weg.231 Auch wird die Wirtschaftlichkeitsbetrachtung 
häufig nicht periodenbezogen vorgenommen sondern betrachtet das gesamte Projekt 
als Einheit. Dies kann im Ergebnis auch einer periodenbezogene Bewertung entspre-
chen, da für Softwareentwicklungsprojekte Projektdauern von einem Jahr oder weni-
ger üblich sind. Für diese Arbeit wird in Stufe I und II der Modellbildung jeweils das 
gesamte Projekt statisch bewertet. Ab Stufe III erfolgt eine Dynamisierung durch die 
Berücksichtigung des Zeitpunkts der Aufwands- und Ertragsentstehung. 
 
In der wirtschaftswissenschaftlichen Literatur wird zudem gefordert, „dass sich Auf-
wendungen bzw. Erträge bei der Bewertung der heterogenen Güterverbräuche bzw. 
Güterentstehungen an effektiv anfallenden Beschaffungspreisen (Ausgaben) bzw. ef-
                                                 
227 Vgl. Kloock/Sieben/Schildbach/Homburg (2005), S.24 
228 Kloock/Sieben/Schildbach/Homburg (2005), S.24 
229 Kloock/Sieben/Schildbach/Homburg (2005), S.27 
230 Vgl. Kloock/Sieben/Schildbach/Homburg (2005), S.27 
231 Auf Integrationsmöglichkeiten des Modells in das interne oder externe Rechnungswesen des pro-
jektdurchführenden Unternehmens soll hier nicht Bezug genommen werden.  
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fektiv anfallenden Absatzpreisen (Einnahmen) orientieren.“232 Dieser Orientierungs-
richtlinie soll auch in der Arbeit weitgehend233 gefolgt werden.  
 
Jedoch muss dabei berücksichtigt werden, dass der Begriff des Aufwands in der Lite-
ratur und Praxis des Projektmanagements ambivalent gebraucht wird. Einerseits als 
monetäre Größe im Sinne oben dargestellter Abgrenzung; andererseits als zeitliche 
Größe, häufig gemessen in Personenstunden oder Personenmonaten234.  
 
Dieser begrifflichen Zweiteilung wird analog zur Projektmanagement-Literatur auch 
in dieser Arbeit gefolgt. In einem ersten Schritt werden Aufwände dabei in ihrer zeit-
lichen Dimension erfasst. Erst in einem zweiten Schritt wird eine monetäre Bewer-
tung vorgenommen, die sich an dem Aufwands-Begriff der betrieblichen Kosten- 
und Leistungsrechnung orientiert.   
 
Eine Abgrenzung des Begriffs Aufwand zum Begriff Kosten unterbleibt im Projekt-
umfeld häufig vollkommen oder wird völlig anders als in der übrigen wirtschaftswis-
senschaftlichen Literatur vorgenommen. Als einzige klare Abgrenzungstendenz der 
beiden Begriffe im Projektmanagement lässt sich dahingehend erkennen, dass Auf-
wände häufig als rein zeitliche Größen angegeben werden und Kosten als darauf ba-
sierende monetäre Größen. Diese Begriffsabgrenzung widerspricht jedoch der Litera-
tur außerhalb des Projektmanagement-Kontexts. Zwar herrscht auch in dieser keine 
einheitliche Auffassung des Kostenbegriffs235, jedoch werden Kosten vornehmlich als 
„bewerteter, sachzielbezogener Güterverzehr einer Periode definiert“236. Eine Ab-
grenzung zum Begriff des Aufwands - ebenfalls als monetäre Größe - gestaltet sich 
komplex: nur der Güterverzehr der sachzielbezogen, periodenbezogen und ordent-
lich ist, führt von Aufwand zu Kosten.237 „Ordentlich“ definiert sich durch die Tatsa-
che, dass der Aufwand „im Rahmen des üblichen Betriebsablaufs“238 zu erwarten ist. 
                                                 
232 Kloock/Sieben/Schildbach/Homburg (2005), S.27 
233 Die Bewertungsgrundlage wird entsprechend der in Kapitel 5.3 gebildeten Kategorisierung diffe-
renziert ausgewählt. Mehrheitlich wird dieser Richtlinie gefolgt. 
234 Beispielsweise schwerpunktmäßig bei Bundschuh/Fabry (2004) 
235 Vgl. Kloock/Sieben/Schildbach/Homburg (2005), S.30 
236 Kloock/Sieben/Schildbach/Homburg (2005), S.30; die verschiedenen Kostenbegriffe unterschei-
den sich vornehmlich über die Bewertung. 
237 Vgl. Kloock/Sieben/Schildbach/Homburg (2005), S.36 
238 Kloock/Sieben/Schildbach/Homburg (2005), S.31 
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Eine Abgrenzung des Ertrags- und Leistungsbegriffs erfolgt in der Literatur ana-
log.239  
 
Für diese Arbeit soll keine explizite Begriffsabgrenzung zwischen Aufwand und Kos-
ten bzw. Ertrag und Leistung vorgenommen werden, da diese im Projektumfeld so-
wohl in der Praxis als auch in der Literatur durchgängig unterbleibt. Somit würde 
sich gerade an zitierten Stellen eine Vermischung der Begrifflichkeiten nicht vermei-
den lassen. Zudem kann davon ausgegangen werden, dass im Projektumfeld der 
Aufwands240- und Kostenbegriff bzw. Ertrags- und Leistungsbegriff weitgehend de-
ckungsgleich gebraucht werden können. „Sachzielbezug“ – in obigem Zitat – kann 
hierbei analog in Bezug auf das Projektziel gesehen werden; „ordentlich“ als im 
Rahmen der Projektdurchführung üblich.  
 
Das Postulat des „ordentlichen“ Verzehrs ist auch vor dem Hintergrund der Risiko-
orientierung der Arbeit zu rechtfertigen. In der hier vorgenommen Restaufwands-
prognose werden häufig auftretende Kernrisiken identifiziert und über verbreitete, 
betriebliche Kennzahlen berücksichtigt. Kerngedanke dabei ist, dass diese Risiken in 
einer Vielzahl von Projekten und zum Teil auch im betrieblichen Ablauf generell auf-
treten und somit als prognostizierbar erachtet werden können. Der Eintritt dieser ist 
folglich „im Rahmen des üblichen Betriebsablauf zu erwarten“241 – kann somit als 
„ordentlich“ bezeichnet werden. Analog soll diese Argumentation für den Leistungs- 
und Ertragsbegriff gelten. Auch hier wird in dieser Arbeit keine explizite Abgrenzung 
vorgenommen. 
 
Obigen Ausführungen folgend wird in der Arbeit generell nur von Aufwänden und 
Erträgen gesprochen. Diese werden als Rechnungselemente ausgewählt. 
 
                                                 
239 Vgl. Kloock/Sieben/Schildbach/Homburg (2005), S.42 
240 In seiner monetären Bewertung 
241 Kloock/Sieben/Schildbach/Homburg (2005), S.31 für den letzten Teilsatz 
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5.2 Die Einheitlichkeit der Aufwandsstruktur 
 
Unabhängig von Art, Umfang oder Zielgruppe der zu entwickelnden Software wird 
der Aufwand für ein Softwareentwicklungsprojekt überwiegend durch Aufwendun-
gen für Personal bestimmt.242 Dieser Aufwand wird in seiner zeitlichen Dimension 
meist durch die Größe Personenmonate gemessen. Genauere Rechnungen, vor allem 
im Bereich der Produktivitätsmessung, beziehen sich auf die Einheit Personenstun-
den. Aufwendungen für benötigte Hardware oder Entwicklungssoftware werden in 
Relation zu den Personalaufwendungen häufig als vernachlässigbar angesehen. 
 
Für diese Arbeit wird die Basisausstattung des Projektes mit Hardware und Entwick-
lungssoftware als gegeben betrachtet. Es werden in der Aufwandsprognose für das 
Restprojekt in diesem Bereich keine zusätzlichen Aufwendungen veranschlagt. Der 
Prognoseschwerpunkt liegt somit auch in dem hier entwickelten Modell auf personell 
bedingtem Aufwand. 
 
Die Ermittlung des Aufwands für ein Softwareentwicklungsprojekt bestimmt sich 
hauptsächlich durch Größe und Komplexität des Projektes und wird ausgehend von 
der Produktivität der Mitarbeiter anhand verschiedener Schätzverfahren ermittelt. 243 
Diese unterscheiden sind v.a. hinsichtlich der zugrunde liegenden Metrik.  
 
Auf diese Schätzungen soll an dieser Stelle nicht detailliert eingegangen werden. Es 
wird dabei auf die Ausführungen in Kapitel 9 verwiesen. Jedoch sei bereits an dieser 
Stelle darauf hingewiesen, dass auch bei der Auswahl einer Aufwandschätzmethode 
eine umfassende Anwendbarkeit auf verschiedene Arten von Softwareentwicklungs-
projekte angestrebt wird. Somit soll auch methodisch die hier dargestellte Einheit-
lichkeit bei der Aufwandsprognose über alle Projektarten gewahrt bleiben. 
 
Zusammenfassend kann festgestellt werden, dass bei der Produktion jeder Art von 
Software meist hohe Entwicklungsaufwände auftreten, vornehmlich in Form von 
                                                 
242 Vgl. Jugel (2003), S.129 
243 Vgl. Elzer (1994), S.14;  
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Personalaufwänden. Diese werden auch als „First Copy Costs“244 bezeichnet. Eine 
Untergliederung hinsichtlich verschiedener Aufwandsmerkmale ist nicht notwendig. 
„Demgegenüber sind die Kosten der Reproduktion der fertigen, in digitaler Form 
vorliegenden, Software eher gering.“245 Sie entfallen lediglich auf das verwendete 
Trägermaterial sowie den Verschleiß der physikalischen Kopiertechnologie.246 Ent-
scheidend für die Wirtschaftlichkeitsbewertung eines Projektes sind somit in den 
meisten Fällen247 ausschließlich einmalig anfallenden Entwicklungskosten. Das er-
möglicht eine Beschränkung der Aufwandsberechnung auf die Laufzeit des Entwick-
lungsprojektes. In Zukunft auftretende Reproduktionskosten während der Phase der 
Ertragsgenerierung können vernachlässigt werden.248 Dies wird in der Literatur als 
„unbeschränkte Reproduzierbarkeit“ bezeichnet.249 
 
5.3 Die Differenziertheit der Ertragsstruktur 
 
Wie in Kapitel 2.2.5 dargestellt, existiert zur Prognose des Ertrags von Softwareent-
wicklungsprojekten vergleichsweise wenig Literatur. Jedoch ist eine detaillierte Be-
trachtung von Ertragsgesichtspunkten für eine Wirtschaftlichkeitsbewertung und 
darauf aufbauend eine Entscheidung über Fortführung oder Abbruch eines bereits 
bestehenden Projektes unerlässlich.  
 
Die für diese Arbeit entwickelte Klassifikation trägt diesem Erfordernis vor dem 
Hintergrund der Verschiedenartigkeit erstellter Softwarelösungen Rechnung. Dabei 
wird eine Unterscheidung entlang der Dimensionen „Standardisierungsgrad bei der 
Produkterstellung“ und „Art der Ertragszurechnung“ vorgenommen. Diese zweidi-
mensionale Betrachtung führt zu einer Matrix-Darstellung. Analog zu dieser Klassifi-
kation von Software werden auch die korrespondierenden Softwareentwicklungspro-
jekte kategorisiert.  
                                                 
244 vgl. v. Engelhardt (2006), S. 9 
245 v. Engelhardt (2006), S. 9 
246 vgl. v. Engelhardt (2006), S.16 
247 Bei der Entwicklung selbstgenutzer Software werden von dieser Aussage abweichend in Kapitel 
10.2.5.3 Wartungsaufwendungen thematisiert. 
248 auch bei v. Engelhardt (2006), S. 9 werden die Reproduktionskosten als vernachlässigbar betrach-
tet. 
249 Quah (2003), S. 13 zitiert nach v. Engelhardt (2006), S.16  
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Abbildung 24: Kategorisierung von in Projekten entwickelter Software  
 
 
Dimension I: Standardisierungsgrad der Produkterstellung 
 
Eine gängige Unterscheidung differenziert zwischen Individual- und Standardsoft-
ware. Entsprechend erfolgt hier die Klassifizierung in Standardprodukterstellung und 
individuelle Produktgestaltung. 
 
 „Standardsoftware ist auf eine hohe Anzahl von Nutzern und Systemen ausge-
legt.“250 Sie kann ohne oder nur mit geringen Anpassungen auf verschiedenen Rech-
nersystemen eingesetzt werden und wird als fertige Softwarelösung an den Kunden 
übergeben.251 Standardprodukterstellung wird somit nicht für einen speziellen Kun-
den, sondern für einen vermuteten oder tatsächlichen Marktbedarf geleistet,252 den es 
abzuschätzen gilt. „Zentrale Aufgaben [von Standardsoftware], wie z.B. Büroanwen-
dungen in der Form von Textverarbeitung, Tabellenkalkulation, Datenbankverwal-
tung und der Korrespondenz via Email beruhen auf einem einheitlichen Schema, 
welches in der Praxis ohne weiteres in vielfältiger Weise eingesetzt werden kann.“253 
Die hohe Anzahl potentieller Kunden rechtfertigt hierbei aufwendige Entwicklun-
gen.254  
                                                 
250 Schmitz (2007), S. 9 
251 Vgl. Schmitz (2007), S.9  
252 Vgl. Schmitz (2007), S.9 
253 Schmitz (2007), S.10 
254 Vgl. Gerhardt (1991), S.55-58 und vgl. Müller (1999), S. 13-16 
  
Entwicklung einer Klassifikation für Softwareentwicklungsprojekte 
 
 
69 
Individualsoftware hingegen wird für die spezifischen Bedürfnisse des Kunden ent-
wickelt oder an diese erheblich angepasst.255 Eine individuelle Lösung versucht somit 
den Kundenanforderungen und situationsbedingten Vorgaben möglichst weitgehend 
Rechnung zu tragen.256 Individualsoftware kann durch ihre hohe Individualität und 
spezifischen Anpassungen an einen bestimmten Kunden meist nicht auf andere An-
wendungsbereiche übertragen werden. Daher müssen die Entwicklungsaufwendun-
gen bei individuellen Produktentwicklungen oder Softwareanpassungen (Customi-
zing) durch den Auftraggeber vollständig abgedeckt werden. 
 
Dimension II: Art der Ertragszurechnung 
 
Aufgrund der vielfältigen Möglichkeiten der Vermarktung von Softwareprodukten ist 
eine Unterscheidung nach Art der Zurechenbarkeit von Erträgen für eine Wirtschaft-
lichkeitsbewertung unerlässlich. Hierbei soll zwischen direkt zurechenbaren Erträgen 
und indirekten Erträgen unterschieden werden. 
 
Direkte Erträge können einem bestimmten Softwareprodukt unmittelbar zugeordnet 
werden. Sie werden durch Erlöse am Absatzmarkt oder bei einem bestimmten Kun-
den erzielt. Indirekte Erträge können einem Softwareprodukt hingegen nur mittelbar 
zugerechnet werden. Hierbei werden für diese Arbeit zwei Fälle unterschieden:  
 
(1) Es handelt sich bei dem betrachteten Softwareprodukt um ein eigenständiges 
Gut, dem jedoch keine unmittelbar zurechenbaren Erlöse gegenüberstehen, 
da es am Markt257 nicht, oder nicht entgeltlich veräußert wird258 
(2) die Softwarelösung ist integrierter Bestandteil eines anderen Absatzgutes, 
wodurch eine Zurechnung von Erträgen nur mittels geeigneter Kennzahlen 
und Modelle erfolgen kann259 
 
Im Folgenden sollen die einzelnen Kategorien näher betrachtet werden. Hierbei wird 
darauf hingewiesen, dass in diesem Kapitel nur auf die generelle Klassifikation, je-
                                                 
255 Vgl. Otto (2006), S.17 
256 Schmitz (2007), S.9 
257 Auch ein einzelner Kunde oder ein kleiner Kundenkreis wird hier unter den Begriff „Markt“ sub-
sumiert 
258 Vgl. die Kategorien „Freie Software“ und „Individuelle Softwarelösungen zur unternehmensinter-
nen Verwendung“ 
259 Vgl. die Kategorie „Software als Teil eines Absatzgutes“ 
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doch noch nicht auf die quantitative Bewertung eingegangen wird. Diese wird in Ka-
pitel 10 detailliert erläutert. Dabei wird auf die hier eingeführte Klassifikation zurück-
gegriffen. 
 
5.3.1 Standardprodukterstellung 
 
Bei der Erstellung standardisierter Softwarelösungen ist entsprechend dieser Matrix-
darstellung die Art der Ertragszurechnung für die Kategorisierung ausschlaggebend.  
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Abbildung 25: Standardprodukterstellung 
 
Es werden für diese Arbeit im Bereich der Standardprodukterstellung die Kategorien 
- kommerzielle260 Software, für über Lizenzen vermarktet Software 
und  
- Freie Software, für eigenständige261 Software-Produkte, die kostenlos 
zur Verfügung gestellt werden262,  
festgelegt.  
 
                                                 
260 Der Begriff „kommerziell“ wurde hier vor dem Hintergrund eines großen Nutzerkreises bei stan-
dardisierten Softwarelösungen gewählt.  
261 In andere Produkte eingebettete Software, die in Verbindung mit diesen Produkten zur Verfügung 
gestellt wird, soll in dieser Klassifikation nicht der Kategorie ‚Freie Software’ zugeordnet werden, 
sondern wird gesondert in der Kategorie ‚Software als Teil eines Absatzgutes’ behandelt. 
262 Auch bei kostenlos zur Verfügung gestellter Software findet sich der Lizenzbegriff (vgl. Kapitel 
5.3.1.2) In der Kategorie „Kommerzielle Software“ soll jedoch „Lizenz“ nur im Sinne einer prop-
rietären Nutzung in Verbindung mit einer entgeltlichen Vermarktung der Softwarelösung ge-
braucht werden. 
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5.3.1.1 Kommerzielle Software 
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Abbildung 26: Kategorie „Kommerzielle Software“ 
 
Wesentliches Unterscheidungsmerkmal ist, dass kommerzielle Software propritär ist 
und in der Regel ihre Vervielfältigung und Verbreitung lizenzvertraglich untersagt 
ist.263 Sie generiert im Zuge ihrer Vermarktung reale Erlöse, die dem Softwareent-
wicklungsprojekt unmittelbar als Ertrag zugewiesen werden können. 
 
Der Begriff der Lizenzierung wird dabei in Literatur und Praxis sehr weitläufig ge-
braucht. Es haben sich eine Vielzahl von Lizenz- und Preismodellen entwickelt, „die 
von einem pauschalen Festpreis bis zu Modulpreisen und nutzungsabhängigen Ge-
bühren reichen.“264 Unter dem hier gewählten Begriff der kommerziell vermarkteten 
Software sollen in dieser Arbeit nur Lizenzmodelle und darauf aufbauende Marktana-
lysen berücksichtigt werden die auf eine Weitergabe des Gesamtproduktes in Form 
von Einzellizenzen mit direkter monetärer Gegenleistung (Lizenzpreis) abzielen. Be-
sonderheiten wie Modelle zur Vermietung von Software, Modulpreise, nutzungsab-
hängige Preise, inkludierte Wartungsverträge u.a. in ihren verschiedenen Ausprägun-
gen können dabei aufgrund ihrer Variantenvielfalt nicht einzeln in die Modellbildung 
aufgenommen werden. Das Modell kann jedoch in Hinblick auf diese erweitert und 
angepasst werden. 
 
                                                 
263 Becker/Winkelmann/Philipp (o.J.) S.7 
264 Becker/Winkelmann/Philipp (o.J.), S.6 
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5.3.1.2 Freie Software 
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Abbildung 27: Kategorie „Freie Software“ 
 
Unter dem Begriff Freie Software werden Softwareprodukte subsumiert, die unent-
geltlich genutzt und weiterverbreitet werden dürfen.265 Freie Software findet sich in 
obiger Matrixdarstellung im Fadenkreuz Standardprodukterstellung – indirekter Er-
trag eingeordnet. 
 
Der Begriff Freie Software wird in der Literatur sehr unterschiedlich gebraucht. In 
einer sehr engen Begriffsabgrenzung nach GRASSMUCK wird der Begriff „Freie 
Software“ ausschließlich für die Software gewählt, die ohne Einschränkungen be-
nutzt, kopiert, verändert und weitergegeben werden darf. Dem liegt zu Grunde, dass 
der Quellcode freier Software verfügbar ist.266 Softwareprodukte, die zwar kostenlos 
heruntergeladen werden können, deren Quellcode jedoch nicht verfügbar bzw. ver-
änderbar ist, fallen somit nicht in seine Begriffsdefinition.   
 
Freie Software wird jedoch – in einer weiteren Begriffsdefinition - in technischer 
Hinsicht hinsichtlich der Kriterien Open Source Software (OSS) und Closed Source 
Software (CSS) differenziert. „Bei OSS erfolgt eine Offenlegung des Source Codes 
und damit der zugrunde liegenden programmiertechnischen Leistung. [...] CSS dage-
                                                 
265 Grob/Reepmeyer/Bensberg (2004), S.278 zitiert nach Becker/Winkelmann/Philipp (o.J.), S.7  
266 Vgl. Grassmuck (2002), S.233 
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gen betont die Ausschließbarkeit der Nutzung von Software. D.h. im Gegensatz zur 
OSS wird hier der vom Menschen lesbare Quellcode nicht offengelegt.“267  
 
Nach den Prinzipien der Free Software Foundation (FSF) jedoch, beinhaltet der Beg-
riff der freien Software – analog zu Grassmuck widerum - neben der freien Nutzung 
der Software u.a. die Kriterien „freier Zugang zum Quellcode, beliebige Modifikation 
und freie Rechte zur Verteilung der Software ohne Nutzungseinschränkungen.“268  
 
Im Sinne dieser Arbeit soll der Begriff „frei“ davon unabhängig rein wirtschaftlich 
abgegrenzt werden. „Frei“ meint hierbei im Folgenden, dass die Nutzung der Soft-
ware ohne unmittelbare monetäre Gegenleistung erfolgt. Somit sollen sowohl Closed 
Source Software-Projekte als auch Open Source Software-Projekte unter diesem 
Begriff zusammengefasst werden.  
 
Auch in der Verbreitung freier Software wird der Lizenzbegriff gebraucht. Es sind 
hierfür verschiedene Lizenzmodelle gebräuchlich. Am häufigsten wird die General 
Public License (GNU-Lizenz) mit freier Software in Verbindung gebracht.269 
 
Eine direkte Ertragszurechnung ist dabei jedoch nicht möglich, da die Weitergabe 
der Software in erster Linie kostenlos erfolgt. In der Ertragssicht des Softwareent-
wicklungsprojektes können somit höchstens theoretische Ertragskonstrukte verwen-
det werden, auf welche in Kapitel 10.1.2.2 eingegangen wird. Ob eine monetäre Er-
fassung und Zurechnung mit dem Ziel einer Wirtschaftlichkeitsbewertung für diese 
Kategorie als sinnvoll erachtet werden kann, wird ausführlich in Kapitel 10.1.2.1 dis-
kutiert.  
 
                                                 
267 FSF zitiert nach v. Engelhardt (2006), S. 2 
268 FSF zitiert nach Becker/Winkelmann/Philipp (o.J.) S.7 
269 Die verschiedenen Arten und Auslegungen der Lizenzbegriffe für Freie Software werden in dieser 
Arbeit nicht weiter dargestellt. Es wird hierzu auf entsprechende Literatur verwiesen. Beispielswei-
se Grassmuck (2002) und Schulz (2005)   
  
Entwicklung einer Klassifikation für Softwareentwicklungsprojekte 
 
 
74 
5.3.2 Individuelle Produktgestaltung 
 
Neben der Erstellung von Standardsoftware sind Projekte zur Erstellung individuel-
ler Softwarelösungen oder eine individuelle Anpassung bestehender Softwarelösun-
gen ein großer Sektor der Softwareentwicklungsbranche. Die Modellbildung dieser 
Arbeit orientiert sich dabei schwerpunktmäßig an Neuentwicklungsprojekten. Das 
Modell lässt sich jedoch an die Besonderheiten von Weiterentwicklungsprojekten an-
passen. 
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Abbildung 28: Individuelle Produktgestaltung 
 
Im Bereich individueller Produkterstellung wurden für diese Arbeit entsprechend der 
Unterschiede in der Ertragsgenerierung folgende Kategorien gebildet: 
- Entwicklung von Individualsoftware für einen externen Kunden 
- Software als Teil eines Absatzgutes 
- Individuelle Softwarelösungen zur unternehmensinternen Verwen-
dung 
 
Die Entwicklung für einen externen Kunden wurde weiterhin hinsichtlich der 
Bepreisung in  
- Individualsoftware zum Festpreis 
- Individualsoftware mit aufwandsbezogener Bepreisung 
untergliedert. 
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5.3.2.1 Individuelle Produktgestaltung zum Festpreis 
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Abbildung 29: Kategorie „Individualsoftware zum Festpreis“ 
 
 „In der Gesamtbetrachtung liegt der Schwerpunkt der Softwareentwicklung in 
Deutschland eindeutig im Bereich der Individualsoftware."270 Hierbei sind Festpreis-
angebote gerade im Bereich kleinerer Projekte, beispielsweise der Erstellung von In-
ternetauftritten,  weit verbreitet. Der Kunde genießt dabei die Sicherheit eines vorab 
vereinbarten Festpreises – zahlbar meist zum Projektende - für eine vorab bestimmte 
Leistung. Es kann somit ein direkter Einzahlungsstrom der Projektbewertung zu 
Grunde gelegt werden. Diese Sicherheit für den Projektkunden geht mit einer Unsi-
cherheit auf Seiten des Auftragnehmers einher. Er trägt das Risiko, dass die tatsächli-
chen Aufwände für das Projekt die vorab prognostizierten Aufwände übersteigen. 
 
 
                                                 
270 GfK/IESE/ISI(2000), S.72 
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5.3.2.2 Individuelle Produktgestaltung mit aufwandsbezogener Be-
preisung 
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Abbildung 30: Kategorie „Individualsoftware mit aufwandsbezogener Bepreisung“ 
 
Eine Alternative zu dieser Festpreisvereinbarung ist die Erstellung von Individual-
software zu einem aufwandsbezogenen Preis. Dieser wird auch direkt als „Auf-
wandspreis“ bezeichnet.271 Hierbei werden die entstehenden Projektaufwände i.d.R. 
nach Tagessätzen (bzw. Stundensätzen) abgerechnet. Somit ist analog zur Individual-
software zum Festpreis auch hier eine klare Ertragsperspektive gegeben.  
 
In dieser Ausgestaltung findet eine Risikoverschiebung zu Gunsten des projekt-
durchführenden Softwareentwicklungsunternehmens statt. Das projektbeauftragende 
Unternehmen trägt hierbei das Risiko nicht zutreffender Aufwandschätzungen.272 
Das projektdurchführende Unternehmen lediglich das Risiko zu gering kalkulierter 
Abrechnungssätze. 
 
Auf Mischformen zwischen Aufwandspreisen und Festpreisen soll an dieser Stelle 
nicht eingegangen werden. Eine Betrachtung dieser Mischformen und einer mögli-
chen Berücksichtigung in der Modellbildung wird in Kapitel 10.2.3 vorgenommen. 
                                                 
271 Vgl. Oestereich (2006), S.2 
272 Vgl. Oestereich (2006), S.2 für die letzten beiden Sätze 
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5.3.2.3 Software als Teil eines Absatzgutes 
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Abbildung 31: Kategorie „Software als Teil eines Absatzgutes“ 
 
In der Klassifikation folgt die Bezeichnung „Software als Teil eines Absatzgutes“ der 
Definition der GfK/IESE/ISI bei der diese Art von Software ganz allgemein als  
 
„Software, die in Produkte oder Dienstleistungen eingebettet wird“ 273 
 
verstanden wird.  
 
Dem zufolge wird nicht das Softwareprodukt an sich vermarktet, sondern ein ‚über-
geordnetes’ Produkt. Die im Projekt entwickelte Software stellt dabei lediglich einen 
Bestandteil dieses Produktes dar. Dabei sollen für diese Arbeit zwei Aspekte Beach-
tung finden: 
1. Software als integrierter Teil in Software 
2. Software als integrierter Teil in technischen Produkten  
 
Für beide Kategorien wird unterstellt, dass eine Vermarktung des ‚übergeordneten’ 
Produktes angestrebt wird. Dabei wird der Betrachtungsschwerpunkt auf den zwei-
ten Punkt gelegt, da dieser – gerade in der deutschen Softwareentwicklung – eine 
herausragende Stellung einnimmt.274 Software die in engem Zusammenhang zur ver-
wendeten Hardware in technische Produkte – beispielweise Consumer Electronics – 
eingebettet wird, wird auch als ‚embedded Software’ bezeichnet. Die Abgrenzung 
                                                 
273 GfK/IESE/ISI (2000), S.7 
274 Vgl. Kapitel 3.2 und Kapitel 10.2.4 
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zum Begriff ‚embedded system’ wird dabei nur unscharf vorgenommen. Zum Teil 
wird embedded System deckungsgleich mit embedded Software verwendet, zum Teil 
umfasst embedded System aber auch die relevanten Hardwarekomponenten275, wird 
somit etwas weiter gebraucht. 
 
Eine engere Definition findet sich bei v. Wallhoffen: 
 
„Unter eingebetteter Software wird die Software verstanden, die in mechatronischen 
Produkten die intelligenten Aufgaben, d. h. die Automatisierungsaufgaben erfüllt, 
und dabei den Restriktionen ihrer Umgebung, dem eingebetteten System, unterwor-
fen ist. Dabei besteht die eigentliche Aufgabe der Software darin, mit ihrer physi-
schen Umwelt zu interagieren.“276 
 
Jedoch soll für diese Arbeit der Definition nach GfK/IESE/ISI gefolgt werden, die 
explizit von Software spricht277 und lediglich eine Einbettung in andere Produkte  
oder Dienstleistungen verlangt. 278 Diese Definition soll dabei auch den in der Praxis 
häufig auftretenden Fall abdecken, dass Software in wiederum andere Softwarepro-
dukte integriert wird. Eine mögliche Integration in Dienstleistungen wird in dieser 
Arbeit nicht behandelt. 
 
Wie in Kapitel 3.2 ausgeführt, stellt die Softwareentwicklung der Sekundärbranche 
mit 45% der softwareproduzierenden Unternehmen in Deutschland einen wichtigen 
Teilbereich der Softwareentwicklung dar. Dieser wird in der Literatur noch weitge-
hend vernachlässigt. Beispielsweise klammert von Engelhardt in seiner Arbeit “Die 
ökonomischen Eigenschaften von Software”279 „the software embedded in electronic 
systems“ vollständig aus, „because a market does not exist for this.“280  
 
                                                 
275 Z.B. BITKOM (2010), S.4: „Eingebettete Systeme stellen eine Kombination aus Hard- und Soft-
warekomponenten dar, die in einem technischen Kontext eingebunden sind und die Aufgabe ha-
ben, ein System zu steuern, zu regeln und zu überwachen. Ein eingebettetes (embedded) System 
verrichtet vordefinierte Aufgaben, oftmals mit Echtzeitberechnungsanforderungen.“ 
276 v. Wallhoffen (2007), S.6 
277 ohne expliziten Bezug zu Hardwarekomponenten 
278 GfK/IESE/ISI (2000), S.7 
279 v. Engelhardt (2006), S. 1 
280 Bitzer (1997), S, 5 zitiert nach v. Engelhardt (2006), S. 1 
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Für diese Arbeit wird eine derartige Vernachlässigung ökonomischer Eigenschaften 
von integrierter Software als nicht sinnvoll erachtet. Zwar wird nicht in Abrede ge-
stellt, dass kein direkter Markt für diese Softwareprodukte existiert; dennoch sollen 
auch für diese Kategorie nutzentheoretische Betrachtungen mit Ziel einer Ertragszu-
rechnung angestellt werden, um dem generalistischen Anspruch der Arbeit Rechnung 
zu tragen.281  
 
5.3.2.4 Individuelle Softwarelösungen zur unternehmensinternen 
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Abbildung 32: Kategorie „Individuelle Softwarelösungen zur unternehmensinternen Verwen-
dung“ 
 
Ein großer Teil individueller Softwareentwicklung findet in den software-
nachfragenden Unternehmen selbst statt. Der Begriff „selbstgestrickt“282 hat sich 
hierbei für Eigenentwicklungen zur unternehmensinternen Verwendung durchgesetzt 
und findet sich in zahlreichen Fachartikeln, Erfahrungsberichten, Internetpräsenzen 
und Ähnlichem. Diese von unternehmensinternen IT-Abteilungen „selbstgestrick-
ten“ Tools können hierbei sowohl Interimslösungen darstellen, bis eine geeignete 
Standardlösung am Markt zu erwerben ist. Sie können jedoch auch bereits zum Zeit-
punkt ihrer Implementierung als Dauerlösungen angedacht sein. Da hierbei das pro-
jektbeauftragende Unternehmen zugleich projektdurchführendes Unternehmen ist, 
stellt sich in diesem Fall die besondere Problematik der Nutzenermittlung über das 
                                                 
281 Vgl. Kapitel 10.2.4 
282 „selbstgestrickt“ ist dabei rein in Richtung „Eigenentwicklung zur eigenen Verwendung“ zu inter-
pretieren. Es handelt sich dabei i.d.R. auch um Softwareentwicklung auf professionellem Niveau. 
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gesamte beauftragende Unternehmen hinweg. Es gilt hierbei ein geeignetes Modell 
zur  monetären Nutzenbewertung auszuwählen und die dadurch ermittelten indirek-
ten Erträge in das hier zu entwickelnde Modell zu integrieren. Je nach Ausgestaltung 
der betroffenen Prozesse können dem Projekt Erträge durch Produktivitäts- und 
Qualitätssteigerungen oder Kosteneinsparungen zugerechnet werden. Ein geeignetes 
Modell zur Identifikation und Bewertung derartiger Wirkungen wird in Kapitel 
10.2.5.2.3 dargestellt. 
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6 Identifikation und Analyse von Projektrisiken 
 
In Kapitel 4.5 wurden geeignete Entscheidungspunkte entlang des Projektverlaufs 
vorgeschlagen. An diesen muss die einmal getroffene Projektauswahlentscheidung 
regelmäßig überprüft werden, da Wirtschaftlichkeitsprognosen vor oder zu Beginn 
des Projektes sich möglicherweise im Zeitablauf nicht bewahrheiten.  
 
Entsprechend den Ausführungen in Kapitel 5.1 soll für diese Arbeit die Wirtschaft-
lichkeit des Projektes auf Basis der Größen Aufwand und Ertrag ermittelt werden. 
Abweichungen von der ursprünglich vermuteten Wirtschaftlichkeit können somit aus 
Abweichungen in den Aufwänden und/oder den Erträgen des Projektes resultieren. 
Entsprechend den Betrachtungen in Kapitel 5.2 und 5.3 zur Aufwands- und Ertrags-
struktur kann davon ausgegangen werden, dass Abweichungen in den Aufwänden 
wiederum projektartübergreifend betrachtet werden können, Ertragsprognosen je-
doch projektartspezifisch behandelt werden müssen. 
 
Kapitel 6 widmet sich darauf aufbauend den Kernfragen:  
 
- Welche Probleme können im Projektverlauf auftreten, die den erwar-
teten Erfolg eines bereits initiierten Projektes gefährden könnten?  
- In welchen Bereichen treten diese auf? 
- Wie können diese in geeigneter Weise abgebildet werden? 
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6.1 Darstellung der Ansatzpunkte entlang des Risiko-
Management-Kreislaufs 
 
Umstände, die bei ihrem Eintritt negative Auswirkungen haben und die Wirtschaft-
lichkeit der Projektweiterführung in Frage stellen können, werden im Folgenden mit 
dem Begriff  „Projektrisiko“ belegt.  
 
Diese Auslegung des Risikobegriffs entspricht im Wesentlichen der Definition nach 
DeMARCO/LISTER: 
 
Ein Risiko ist dabei „ein mögliches künftiges Ereignis, das zu unerwünschten Folgen 
führt;“283 
 
Risikobehaftung wird als grundsätzliches Merkmal von Projekten gesehen.284 Dies 
wird dadurch bedingt, dass durch Komplexität, Umfang und Innovationsgehalt des 
Projektvorhabens auf Risiken bei dessen Durchführung geschlossen werden darf.285 
Dabei enthält ein Risiko gemäß obiger Definition einen Bestandteil der Unsicherheit 
und den Bestandteil der unerwünschten Auswirkungen.286 Unerwünschte Auswir-
kungen im Sinne dieser Arbeit sind in der Projektauswahlentscheidung nicht prog-
nostizierte Aufwände und/oder zu hoch angesetzte Erträge. 
 
Der strukturierte Umgang mit Risiken wird als Risikomanagement bezeichnet. All-
gemein wird Risikomanagement in DIN 62198 definiert als  
 
 „systematische Anwendung von Managementgrundsätzen, -verfahren und  
-praktiken zwecks Ermittlung des Kontexts sowie Identifikation, Anaylse, Bewer-
tung, Steuerung/Bewältigung, Überwachung und Kommunikation von Risiken.“287 
 
                                                 
283 DeMarco/Lister (2003), S.11 Der Begriff des Risikos wird hierbei aufgrund mangelnden inhaltli-
chen Abgrenzung der Definitionen mit dem manchmal gebrauchten Begriff des “Projektrisiko” 
gleichgesetzt. Der Begriff des Projektrisikos wird dabei lediglich auf die spezifischen Gegebenhei-
ten des Projektes angepasst. Beispielsweise findet sich hierbei die Klassifikation in “Fachliche, qua-
litative oder leistungsbezogene Risiken”, “Projektmanagementrisiken”, “Organisatorische Risi-
ken”, “Externe Risiken” bei Gaulke (2004), S. 5.  
284 Vgl. Gaulke (2004), S.2 
285 Vgl. Gaulke (2004), S. 2 
286 Vgl. Gaulke (2004), S. 3 
287 DIN 62198 zitiert nach Gaulke (2004), S. 7 
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Auf Projektebene wird Risikomanagement in DIN 69905 auf die 
 
„Ausschaltung, Vermeidung oder Verringerung von Projektrisiken“288 
 
reduziert, „da die Identifizierung und Analyse Bestandteil der Risikoanalyse sind.“289  
 
Dabei wird kritisiert, dass DIN 69905 Risikoanalyse als „Teil der Projektanalyse, der 
sich auf das Projektrisiko bezieht“290 definiert. Damit werde vernachlässigt, dass Risi-
komanagement am Besten bereits vor Projektbeginn, jedenfalls aber zu einem mög-
lichst frühen Zeitpunkt im Projekt statt finden sollte. Es wird bemängelt, dass eine 
Risikoanalyse nicht erst Teil einer Projektanalyse sein darf, in der nach Problemursa-
chen und Lösungsmöglichkeiten gesucht wird.291 Diese Arbeit trägt dieser Kritik da-
hingehend Rechnung, dass unabhängig von einem konkreten Projekt allgemeingülti-
ge Risiken für Softwareentwicklungsprojekte ermittelt und in das Modell integriert 
werden. Im Zuge dessen entsteht eine Liste von Kernrisiken, die für jedes neue Pro-
jekt bereits von Beginn an verwendet werden kann. 
 
GAULKE292 definiert Risikomanagement ausführlicher. Diese allgemein gehaltene 
Definition lässt sich dabei leicht auf Projekte übertragen:  
 
 „Aus betrieblicher Sicht umfasst Risikomanagement alle systematischen Maßnah-
men zur rechtzeitigen Erkennung, Bewertung und Bewältigung von potentiellen Ri-
siken. Risikomanagement soll die Unternehmensführung unterstützen, wesentliche 
Risiken, die den Unternehmenserfolg oder –bestand gefährden können, rechtzeitig 
zu erkennen und zu bewältigen.“293  
 
Bei BRANDT heißt es hingegen kürzer: 
 
„Risikomanagement als Teil des Projektmanagements bedeutet, dafür zu sorgen, dass 
Projektrisiken mit Maßnahmen begegnet werden.“294  
                                                 
288 DIN 69905 zitiert nach Projektmagazin - Glossar (2007e) 
289 Projektmagazin - Glossar (2007e) 
290 DIN 69905 zitiert nach Bundesministerium des Inneren (2007) 
291 Bundesministerium des Inneren (2007) 
292 Gaulke (2004), S. 6 
293 Gaulke (2004), S. 6 
294 Brandt (2004), S. 22 
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In Zusammenfassung dieser Begriffsdefinitionen stellt eine Identifikation und Bewäl-
tigung von Projektrisiken per definitionem eine wesentliche Funktion des Risikoma-
nagements dar. Somit wird dem Begriff des Risikomanagements in seiner ursprüngli-
chen Bedeutung in dieser Arbeit nur zum Teil entsprochen. Ziel der Arbeit ist es 
nicht, Risiken in Hinblick auf eine Verringerung ihrer Eintrittswahrscheinlichkeit, ei-
ne Begrenzung ihrer Folgen, eine Streuung der Risiken, oder Anstrengungen in Hin-
blick darauf einen Zustand vor Eintritt eines Risikos wiederherzustellen295 zu identi-
fizieren und analysieren. Eine Risikoidentifikation, -analyse und quantitative Erfas-
sung in dieser Arbeit dient lediglich der Bewertung der Wirtschaftlichkeit des Rest-
projektes.  Es soll dabei keine Risikovermeidungs- oder Verminderungsstrategie aus-
gearbeitet werden; vielmehr werden die bestehenden Risiken als gegeben betrachtet. 
Auf dieser Basis soll eine Empfehlung für eine Entscheidung über Projektabbruch 
oder Weiterführung gegeben werden. 
 
Dem Begriff „Risikovermeidung“ wird somit nur in dem Sinne entsprochen, als 
sämtliche identifizierte Risiken durch einen Abbruch des Projektes „bewältigt“ wer-
den. Dies wird bei Gaulke als „vollständige Risikovermeidung“ bezeichnet.296  
 
Obwohl nicht eigentliche Zielsetzung der Arbeit, kann das entwickelte Entschei-
dungsmodell jedoch in alternativer Verwendung auch Hilfestellung für Risikover-
minderungsmaßnahmen anderer Art geben. Bei GAULKE wird gefordert, dass 
übergeordnete Risikobereiche weiter untergliedert werden sollen, um überschaubare 
Einzelrisiken zu erhalten, über die permanente Informationen erhoben werden kön-
nen. Diese können als Frühwarnindikatoren eingesetzt werden.297 Diesem Anspruch 
trägt vorliegende Arbeit in der Weise Rechnung, dass die in das Modell einfließenden 
Kennzahlen der Abbildung der ermittelten Einzelrisiken dienen. Somit können diese 
Kennzahlen nicht nur als Einflussgrößen auf die zu errechnende Wirtschaftlichkeits-
kennzahl, sondern auch als Hinweis auf Problembereiche des Projektes herangezo-
gen werden. In dieser Verwendung ließe sich auf Basis des hier entwickelten Modells 
ein Frühwarnsystem etablieren. Möglichkeiten einer graphischen Aufbereitung der in 
das Modell einfließenden Kennzahlen werden in Kapitel 12.1 dargestellt. Da dies je-
                                                 
295 Aufzählung in Anlehnung an Gaulke (2004), S.31 
296 vgl. Gaulke (2004), S. 30f. 
297 vgl. Gaulke (2004), S. 8 für die letzten beiden Sätze 
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doch nicht der Zielsetzung dieser Arbeit entspricht, unterbleiben weitere Ausführun-
gen zu einer weiterführenden Verwendung des Modells als Projektwarnsystem. Die 
Möglichkeit einer derartigen Nutzung sei hier nur der Vollständigkeit halber ange-
merkt. 
 
Entsprechend obigen Ausführungen lehnt vorliegende Arbeit sich somit in Teilberei-
chen an Konstrukte und Modelle des Risikomanagements an. Der Risikomanage-
ment-Kreislauf stellt dabei die wesentlichen Disziplinen des Risikomanagements als 
Prozess dar. Diesem Prozess wird auch in der Arbeit weitgehend gefolgt. Im Wesent-
lichen wird dabei auf den bei GAULKE(2004) beschriebenen Kreislauf zurückgegrif-
fen. Jedoch wird der Prozessverlauf nach Schwerpunktsetzung dieser Arbeit modifi-
ziert, woraus folgender, angepasster Kreislauf resultiert:298 
 
Risikoüberwachung/
Risikokommunikation
Risikoidentifikation
Risikoanalyse
Risikobewertung
 
Abbildung 33: Angepasster Risikomanagement-Kreislauf299 
 
                                                 
298 vgl. Gaulke (2004), S. 9, in Abwandlung zur Orginaldarstellung wurde der Pfeil zwischen Risiko-
überwachung und Risikoidentifikation entfernt und zwischen Risikoüberwachung gestrichelt ein-
gefügt, da eine Risikoidentifikation nur im Vorfeld der Modellanwendung erfolgt. Risiken werden 
somit nicht iterativ identifiziert, sondern ggf. nur neu bewertet, wenn sich Projektdaten im Zeit-
verlauf verändern. Darüber hinaus wurden die Punkte Risikoanalyse und Risikobewertung gra-
phisch in zwei Felder aufgeteilt, da diese Punkte in der Arbeit nicht simultan sondern sequentiell 
abgearbeitet werden. Risikoüberwachung und Risikokommunikation hingegen werden zusammen-
gefasst, da bei jeder Anwendung des Modells sowohl die Wirtschaftlichkeit es Projektes unter Be-
rücksichtigung der identifizierten Risiken überprüft und gleichzeitig kommuniziert wird. 
299 Eigene Darstellung basierend auf die Darstellung bei Gaulke (2004), S.9 (mit Abwandlungen) 
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Im Folgenden wird die Vorgehensweise der Arbeit für die einzelnen Aufgabengebiete 
kurz erläutert. 
 
Risikoidentifikation 
 
Aus zahlreichen Studien werden in den Kapiteln 6.2.2.1 und 6.2.2.2 auf Basis der 
empirischen Erfolgs- und Misserfolgsfaktorenforschung Kernrisiken für Software-
entwicklungsprojekte ermittelt. Diese werden in Kapitel 6.2.2.3 in einer Modulstruk-
tur kategorisiert. 
 
Risikoanalyse  
 
Auf Basis der in Kapitel 6.2.2.3 gebildeten Module werden die identifizierten Risiken 
in Kapitel 6.3 hinsichtlich möglicher Kenngrößen analysiert. 
 
Risikobewertung  
 
Eine Bewertung der quantifizierbaren Risiken erfolgt durch Auswahl geeigneter 
Kennzahlen und deren Zusammenführung im hier entwickelten Modell. Diese 
Kennzahlen spiegeln dabei Erfahrungswerte wieder, die als Erwartungswert des Risi-
kos angenommen werden können. Dies ist zweckmäßig, da in der Regel keine Er-
kenntnisse über genaue Wahrscheinlichkeitsverteilungen vorliegen.300  
 
Risikoüberwachung und –kommunikation 
 
Im Bereich der Risikokommunikation wird nach Gaulke folgende Forderung erho-
ben: „Die Einzelrisiken sind von einer kompetenten Stelle entsprechend der Risiko-
strukturierung jeweils bottom-up Ebene für Ebene zu einer Gesamtrisikolage zu-
sammenzuführen [...]“301 Dies muss sicherstellen, „dass für die Unternehmensleitung 
zu jedem Zeitpunkt Transparenz über die Art und das Ausmaß der Risiken als Opti-
                                                 
300 „Die zuverlässige Wahrscheinlichkeitsberechnung bedarf einer umfangreichen Anzahl von Beo-
bachtungen, die in der Regel nur schwierig durchzuführen sein werden. Einen Ausweg aus diesem 
Dilemma bietet die subjektive Auffassung der Wahrscheinlichkeit. Dabei werden Wahrscheinlich-
keitsaussagen als subjektiver Überzeugtheitsgrad oder anschaulicher als Wettbereitschaft einer 
(sachkundigen) Person im Hinblick auf das Eintreten eines Ereignisses betrachtet.“ Gaulke (2004), 
S. 3f. 
301 Gaulke (2004), S. 8 
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on für strategische Entscheidungen besteht.“302 Nur das kann eine erfolgreiche Risi-
koüberwachung sicherstellen. 
 
Durch eine geeignete Verknüpfung von Kennzahlen, die die Ausprägungen der iden-
tifizierten Risiken wiedergeben, wird in dieser Arbeit eine Kennzahl zur Abbildung 
der Wirtschaftlichkeit einer Projektweiterführung ermittelt. Diese soll als eindeutige, 
numerische Entscheidungsgrundlage den Entscheidungsträgern Hilfestellung geben. 
Transparenz wird dabei sichergestellt, indem die Spitzenkennzahl auf klar definierte 
Einzelkennzahlen herunter gebrochen werden kann. Diese können – bei veränderter 
Datenlage – bei jeder Modellanwendung neu bewertet werden. 
 
6.2 Identifikation von Kernrisiken für Softwareentwick-
lungsprojekte 
 
Risikoüberwachung/
Risikokommunikation
Risikoidentifikation
Risikoanalyse
Risikobewertung
 
Abbildung 34: Detailbetrachtung „Risikoidentifikation“303 
 
Im Folgenden werden für Softwareentwicklungsprojekte relevante Risiken identifi-
ziert und kategorisiert. Dabei wird auf die Ergebnisse der empirischen Forschung zu 
Erfolgs- vor allem jedoch Misserfolgsfaktoren im Projektkontext aufgebaut.  
 
                                                 
302 Gaulke (2004), S. 8 
303 Eigene Darstellung basierend auf der Darstellung bei Gaulke (2004), S.9 (mit Abwandlungen) 
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6.2.1 Erfolgs- und Misserfolgsfaktorenforschung im Projekt-
kontext 
 
6.2.1.1 Die Entwicklung der Erfolgsfaktorenforschung 
 
Erstmals wurde das Konzept der Erfolgsfaktorenforschung durch D. R. DANIEL 
1961 im Harvard Business Review erwähnt. Der damalige McKinsey Berater stellte 
dabei in seinem Artikel „Management Information Crisis“ drei Beispiele großer Un-
ternehmen dar.304 Deren Informationssysteme produzierten große Mengen an Daten 
und Informationen, die sich jedoch durch falsche Aufbereitung als ungeeignet für die 
strategische Entscheidungsfindung erwiesen.305 Um diesem Problem in geeigneter 
Weise zu begegnen, sollte auf Daniels Vorschlag hin ein Management-Infor-
mationssystem eingerichtet werden, das Auskunft über Erfolgsfaktoren geben soll-
te.306 „In most industries there are usually three to six factors that determine success; 
these key-jobs must be done exceedingly well for a company to be successful.“307 
 
Daniels Idee der Erfolgsfaktorenforschung wurde daraufhin von zahlreichen Wirt-
schaftswissenschaftlern aufgegriffen und fortgeführt.308 Heute werden unter dem 
Konzept strategischer Erfolgsfaktoren „allgemein die zentralen Einflussgrößen des 
Erfolgs von Unternehmen oder untergeordneten Planungseinheiten verstanden.“309 
Wie in Kapitel 2.2.2 angeführt, existieren aktuell in der Betriebswirtschaftslehre zahl-
reiche wissenschaftliche Arbeiten zur Untersuchung des Erfolgs von Unternehmen 
in ihrer Gesamtheit und einzelnen Unternehmensaktivitäten.310  
 
Unabhängig vom konkreten Untersuchungsgegenstand ist es das allgemeine Ziel der 
Erfolgsfaktorenforschung „Elemente, Bedingungen oder Determinanten zu finden, 
                                                 
304 Vgl. Schmitz (2007), S.18 für die letzten beiden Sätze  
305 Vgl. Daniel (1961), S.113 
306 Vgl. Daniel (1961), S. 115 
307 Vgl. Daniel (1961), S. 116 
308 Vgl. Schmitz (2007), S.18 und die dort angegebene Literatur 
309 Annacker (2001), S.7 
310 Vgl. Wiedemann (1998), S.8 
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die den Unternehmenserfolg beeinflussen und auf der Basis der gefundenen Erfolgs-
faktoren Handlungsempfehlungen für das Management abzuleiten.“311 
 
Wurden dabei zunächst vor allem einzelne Unternehmen untersucht, um für diese 
individuelle Erfolgsfaktoren zu ermitteln, wurde das Konzept im Folgenden auf ge-
samte Branchen ausgeweitet. Auch versuchten einige empirische Studien allgemein-
gültige, unternehmens- und branchenübergreifende Erfolgsfaktoren zu identifizie-
ren.312  
 
Aktuell geht der Trend hin zu detaillierten und hauptsächlich empirisch gestützten 
Untersuchungen von Erfolgsfaktoren einzelner Unternehmensaktivitäten. Unter dem 
Begriff „Unternehmensaktivität“ kann auch das Tätigkeitsfeld „Projekt“ sowie die 
Erfüllung damit verbundener Managementaufgaben subsumiert werden.  
 
 
6.2.1.2 Die Relevanz der Erfolgsfaktorenforschung für das Projekt-
management 
 
Über alle Branchen hinweg kann eine Zunahme der Bedeutung der Organisations-
form „Projekt“ – gemessen an durchgeführten Projekten pro Jahr, Größe und Gel-
tung dieser Projekte sowie Anzahl der an Projekten beteiligen Mitarbeiter – beobach-
tet werden.313 Diese Bedeutungszunahme wurde unter anderem in einer Studie der 
GPM und PA Consulting Group untersucht. Betrachtet man den Anteil der Projekt-
kosten an den Gesamtkosten, wird die existenzielle Bedeutung der Projektarbeit in 
vielen Unternehmen deutlich.314 Wie in nachfolgender Graphik ersichtlich, übersteigt 
bei 22% der befragten Unternehmen der Anteil der Projektkosten an den jährlichen 
Gesamtkosten die 50%-Marke. Bei 34% der Unternehmen lag der Anteil zwischen 11 
und 50 Prozent. Diese Zahlen unterstreichen die Bedeutung einer Identifizierung 
von erfolgskritischen Faktoren für diese Organisationsform. 
 
                                                 
311 Preiss (1992), S.37, zu umfangreicheren Betrachtungen der Ziele der Erfolgsfaktorenforschung 
vergleiche Lingenfelder (1990), S.55 
312 Vgl. Schmitz (2007) für die letzten beiden Sätze. Für die angesprochenen Studien sei auf die PIMS-
Studie (Profit Impact of Market Strategies) in Neubauer (1997) und die Untersuchungen von  Pe-
ters/Waterman (1982) verwiesen 
313 Vgl. GPM / PA Consulting Group (2004), S.2  
314 Vgl. GPM / PA Consulting Group (2004), S.2  
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44%
34%
22% Weniger als 10%
11% bis 50%
Mehr als 50%
 
Abbildung 35: Anteil kumulierter Projektkosten an den jährlichen Gesamtkosten im Unter-
nehmen315  
 
Die Erfolgsfaktorenforschung im Projektmanagement stützt sich auf zahlreiche em-
pirische Untersuchungen, aus denen Erfolgsfaktoren unspezifisch für alle Projekte 
oder nur für bestimmte Projektarten abgeleitet werden. Im Fokus der Betrachtung 
liegt hierbei der Sektor der Informationstechnologie im Allgemeinen und der Soft-
wareentwicklung im Speziellen. Hierbei erfolgt die Untersuchung auf verschiedenen 
Detaillierungsebenen. Wird „sorgfältiges Projektmanagement“ an sich als Erfolgsfak-
tor für Unternehmen der Softwarebranche gesehen316, haben es sich einige Arbeiten 
zum Ziel gesetzt, für die Disziplin „Projektmanagement“ selbst wiederum Erfolgs-
faktoren und Best Practices zu ermitteln317.  
 
Für diese Arbeit wird jedoch der Betrachtungsschwerpunkt auf Erfolgsfaktoren für 
Projekte in ihrer Gesamtheit gelegt, wobei die Ergebnisse einzelner Studien über 
Teildisziplinen des Projektmanagements wie Risikomanagement und Projektcontrol-
ling einfließen. Somit ergibt sich bei der Auswertung der verschiedenen Untersu-
chungen eine ebenenübergreifende Betrachtung. 
 
                                                 
315  vgl. GPM/PA Consulting Group(2004), S.2 
316 vgl. Schmitz(2007) S.87 
317 Untersuchungsergebnisse zu Erfolgsfaktoren im Projektmanagement finden sich in unter anderem 
in Etzel/Heilmann/Richter (2000) und Keplinger(1991) 
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6.2.1.3 Der Zusammenhang zwischen Erfolgs- und Misserfolgsfakto-
renforschung  
 
In nahezu allen relevanten Studien wird ein enger inhaltlicher Zusammenhang zwi-
schen einer Erforschung der Erfolgsfaktoren wie auch der Misserfolgsfaktoren im 
Projektkontext gesehen. Wurde beispielsweise in einer Studie der GPM318 im An-
schluss an die Erfolgsfaktorenermittlung eine zusätzliche offene Befragung zu Ursa-
chen, an denen Projekte scheitern, durchgeführt, wurden in der bekannten Chaos-
Studie der Standish Group in Verbindung mit den Abbruchgründen für Projekte 
auch Erfolgsfaktoren ermittelt.319  
 
Während jedoch der Erfolgsbegriff weitgehend übereinstimmend gebraucht wird,  
wird der Begriff „Misserfolg“ und darauf aufbauend auch „Misserfolgsfaktor“320 sehr 
unterschiedlich verwendet. Dies liegt darin begründet, dass die Wertung eines Projek-
tes als Misserfolg oft nur unzureichend gegenüber einer Wertung als Erfolg abge-
grenzt wird.  
 
Wie in Kapitel 3.6.1 erläutert, muss der Erfolgsbegriff eines Projektes sich innerhalb 
der Ziele „Qualität“, „Zeit“ und „Budget“ bewegen.321 Die GPM ermittelt beispiels-
weise in ihrer Studie322 einen „Erfolgswert“. „100% bedeutet, dass alle Projekte eines 
Unternehmens in einer Kategorie die gesetzten Ziele erreichten. Diese drei Werte 
wurden gleichmäßig gewichtet […].“323 Auch die Studie SUCCESS324 definiert mit ei-
nem am Zieldreieck orientierten Punktesystem einen ähnlichen Erfolgsbegriff auf 
                                                 
318 vgl. GPM/PA Consulting Group (2004), S.6 
319 vgl. The Standish Group (2006) 
320 Der Begriff „Misserfolgsfaktor“ wird häufig auch durch andere Begriffe umschrieben wie z.B. 
„Gründe für Projektabbrüche“, „Abbruchursachen“ und „Ursachen für Misserfolg“ und „Ab-
bruchkriterien“; Versteegen (2000), S.3 verwendet anstatt der genannten Begriffe verschiedene 
„Symptome“, an Hand derer erkennbar ist, wenn ein Projekt gescheitert ist oder zu scheitern 
droht  
321 Der Begriff „Projekterfolg“ wird überwiegend anhand des Zieldreiecks bestimmt. Bestimmungen 
anhand des erweiterten Zielvierecks unterbleiben in der Literatur fast vollständig 
322 GPM / PA Consulting Group (2004) 
323 Vgl. GPM / PA CONSULTING GROUP (2004), S.4 die Begrifflichkeiten sind leicht abgewan-
delt: „Budget, Zeit, Ziele“ 
324 Buschermöhle/Eekhoff/Josko (2006) 
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Einzelprojektebene.325 Hingegen wird bei den Studien der Standish Group ein enge-
rer Erfolgsbegriff bzw. damit einhergehend ein weiterer Misserfolgsbegriff zugrunde 
gelegt. „On the success side, the average is only 16.2% for software projects that are 
completed on-time and on-budget.“326 Kritisch wird hierbei gesehen, dass ein so en-
ger Erfolgsbegriff sachwidrig gewählt wurde, da jede Abweichung hinsichtlich 
Zeit/Kosten/Qualität dazu führe, dass ein Projekt als schwierig (“challenged”) kate-
gorisiert werde und das zur Veröffentlichung übermäßig hoher Misserfolgsraten füh-
re.327  
 
Die in zahlreichen Untersuchungen ermittelten Quoten für scheiternde Projekte dür-
fen daher aufgrund der uneinheitlichen Begriffabgrenzung nicht unmittelbar mitein-
ander verglichen werden.328 Vielmehr müssen für eine Identifizierung projektgefähr-
dender Kernrisiken Gründe, die zu Projektabbrüchen, Zeitüberschreitungen, Kos-
tenüberschreitungen und anderweitig nicht erreichten Projektzielen führen, gemein-
sam betrachtet werden. Somit finden im Folgenden sowohl Studien, die sich gezielt 
mit der Problematik von Projektabbruchursachen im engeren Sinne, wie auch mit 
Misserfolgsfaktoren in einer weiteren Begriffsauffassung befassen, für die Ermittlung 
von Kernrisiken Berücksichtigung.  
 
6.2.2 Kategorisierung der Ergebnisse der empirischen For-
schung  
 
In den letzten Jahren wurden zahlreiche Untersuchungen zu Ursachen von Projekt-
abbrüchen im engeren Sinne und „Scheitern“ im weiteren Sinne durchgeführt. Dabei 
wird sowohl Projektmanagement im Allgemeinen, als auch IT-Projektmanagement 
bzw. Softwareentwicklungsprojektmanagement im Besonderen untersucht.  
 
                                                 
325 Buschermöhle/Eekhoff/Josko (2006), S.229-231 
326 The Standish Group (1995), S.2; auch bei Waldbauer/Kütz (2003), S.10 findet sich der hier ge-
wählte Erfolgsbegriff: „Ein Projekt ist nur dann erfolgreich, wenn das geplante Ergebnis im ge-
planten Termin- und Kostenrahmen erstellt werden konnte.“ 
327 Zahrnt (2004), S.10 
328 Die quantitative Ermittlung dieser Quoten wird für den Fortgang der Arbeit als irrelevant betrach-
tet. Lediglich die Gründe für Zeit- oder Budgetüberschreitungen sowie Projektabbrüche sollen als 
Misserfolgsfaktoren klassifiziert werden um daraus Kernrisiken der Projektabwicklung abzuleiten. 
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HUBNER unterscheidet bei Studien zu Projektabbrüchen im engeren Sinne grundle-
gend zwei Gruppen von Arbeiten: „Eine Gruppe versucht jene Abbruchkriterien zu 
ermitteln, die in der Praxis vom Management explizit als Entscheidungskriterien für 
Abbruchentscheidungen herangezogen werden.“329 Diese Ansätze werden im Fol-
genden als deskriptive Ansätze bezeichnet.330 In einer zweiten Gruppe wird der Ab-
bruch von Projekten als Folge einer Reihe von Ursachen aufgefasst, um auf Basis sta-
tistischer Analysen die relative Stärke ihres Einflusses auf den Abbruch zu bestim-
men.331 „Sie werden dementsprechend als statistische Ansätze bezeichnet.“332  
 
Empirische Ansätze
Deskriptive Ansätze Statistische Ansätze
Welche Kriterien werden den 
Abbruchentscheidungen vom 
Management explizit zu Grunde
gelegt
Welche Faktoren bestimmen den 
Erfolg, Misserfolg bzw. Abbruch 
von F&E-Projekten
 
Abbildung 36: Kategorisierung empirischer Ansätze333 
 
Diese Arbeit folgt im Wesentlichen der Begriffsabgrenzung nach Hubner. Sie weitet 
jedoch den Begriff der „deskriptiven Ansätze“ dahingehend aus, dass nicht nur Kri-
                                                 
329 Hubner (1996), S.26 
330 Vgl. Lange (1993) S.44 und Hubner (1996) S.26;  
331 Vgl. Hubner (1996), S.26 
332 Hubner (1996), S. 26 
 Im Gegensatz zu Hubner (1996) untergliedert Lange (1993) in präskriptive und deskriptive Ansät-
ze wobei präsikriptive Ansätze im Wesentlichen mit den „statistischen Ansätzen“ bei HUBNER 
gleichzusetzen sind. Entsprechend definiert Lange (1993) S.26 „Präskriptive Ansätze beabsichtigen 
die Bereitstellung von Kriterien und Entscheidungsregeln, die unter dem Postulat rationalen Ver-
haltens die Auswahl subjektiver optimaler Handlungsalternativen ermöglichen […] Deskriptive 
Forschungsarbeiten bezwecken dagegen eine Beschreibung, Erklärung und Prognose der tatsächli-
chen, nicht unbedingt rationalen Entscheidungen. Dabei wird neben dem Zustandekommen der 
wertenden und faktischen Entscheidungsprämissen der Entscheidungsprozess selbst beobachtet.“  
 Es wird im Folgenden der Begriffsabgrenzung nach Hubner gefolgt. Der Begriff „statistisch“ ist 
dabei nicht ganz unmissverständlich gewählt, da auch Auswertungen der hier als „deskriptive An-
sätze“ bezeichneten Untersuchungen statistische Verfahren verwenden. „Statistisch“ bezieht sich 
in dieser Begriffsbestimmung im Wesentlichen auf die Bestimmung des Einflussgrades eines 
Merkmals auf eine Abbruchentscheidung. 
333 Vgl. Hubner (1996), S.26 
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terien für durchgeführte Abbruchentscheidungen in die Analyse einfließen, sondern 
auch Misserfolgsfaktoren im Allgemeinen Berücksichtigung finden. Eine ausschließ-
liche Betrachtung tatsächlich durchgeführter Abbruchentscheidungen greift für die 
Identifizierung von Kernrisiken zu kurz, da davon auszugehen ist, dass auch zahlrei-
che Projekte aus wirtschaftlicher Sicht hätten abgebrochen werden müssen, für die 
keine Abbruchentscheidung getroffen wurde.334 Analog dazu wird auch der Begriff 
der „statistischen Ansätze“ ausgeweitet, so dass auch ohne konkreten Bezug zu einer 
Abbruchentscheidung statistisch ermittelte erfolgs- bzw. misserfolgsbeeinflussende 
Faktoren berücksichtigt werden.  
 
6.2.2.1 Darstellung verschiedener statistischer Arbeiten 
6.2.2.1.1 Die Kategorisierung nach LANGE 
 
Verschiedene statistische Arbeiten und deren Ergebnisse wurden bei LANGE kate-
gorisiert. Jedoch wurden diese Erkenntnisse nicht für Softwareentwicklungsprojekte 
im Speziellen erzielt, sondern umfassen verschiedene Projektarten im Bereich von 
Forschung und Entwicklung über mehrere Branchen. Auch liegen sie zum Teil be-
reits zeitlich weiter zurück. Gerade im Bereich der Softwareentwicklung existieren je-
doch zahlreiche Besonderheiten in der Projektdurchführung – beispielsweise durch 
die Anwendung iterativer Vorgehensmodelle und schnelle technische Entwicklungen 
– die eine zügige Anpassung des Projektmanagements erfordern. Daher können die 
Ergebnisse dieser bei LANGE ausgewerteten „statistischen Ansätze“ nur bedingt in 
die hier durchgeführte Ermittlung von Kernrisiken einfließen.  
 
Jedoch liefern sie interessante Erkenntnisse hinsichtlich einer Berücksichtigung von  
Strategie-, Markt- und Wirtschaftlichkeitsentwicklungen. Diese Punkte finden in 
zahlreichen anderen Studien zu wenig Berücksichtigung, da häufig der Analyse-
schwerpunkt nur auf den Microkosmos „Projekt“ gelegt wird, was für eine ganzheit-
liche Betrachtung zu kurz greift.  Daher sollen auch die Ergebnisse dieser „statisti-
schen“ Arbeiten zu F&E-Projekten ergänzend in die Ermittlung der Projektrisiken 
eingehen.  
                                                 
334 Psychologische Effekte, die zur Weiterführung abzubrechender Projekte führen, werden in Kapitel 
8.2 dargestellt 
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Die Stichproben, auf Basis derer die Auswertungen durchgeführt wurden, konzent-
rieren sich auf Forschungs- und Entwicklungsprojekte in den USA. Während BA-
LACHANDRA/RAELIN überwiegend mittelständische Unternehmen der Branche 
Elektronik/Elektrotechnik in ihrer Stichprobe aus 114 industriellen F&E-Projekten 
berücksichtigen, verfügt die Studie von BAKER/GREEN/BEAN mit 211 indus-
triellen F&E-Projekten aus 21 Unternehmen in vier Branchen über die umfang-
reichste Datenbasis.335 „Den Ergebnissen von Pinto/Slevin liegen 159 industrielle 
und staatliche Vorhaben nicht näher spezifizierter Unternehmen und Branchen 
zugrunde […] Tadisina informiert den Leser bedauerlicherweise nicht über die Grö-
ße seiner Stichprobe, die zwischen 10 und 168 Produktentwicklungen enthalten 
muss.“336  
 
Dabei wurden in der Auswertung und Kategorisierung nach LANGE folgende Ab-
bruchkriterien ermittelt: 337 
 
 
                                                 
335 Vgl. Lange (1993), S. 29, Hubner (1996), S.31 basierend auf Balachandra/Raelin (1983), S.68ff, 
Baker/Green/Bean (1986), S. 30f. 
336 Lange (1993), S.29f. basierend auf Pinto/Slevin (1989), S.33 und Tadisina (1986), S.100 
337 Ausführliche Informationen zur Erstellung der Zusammenfassung und Kritik der verwendeten 
Studien finden sich in Lange (1993), S. 29-35 
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Abbruchkriterien Baker/ 
Green/ 
Bean 
Ba-
lach./ 
Raelin 
Pinto/ 
Slevin 
Tadi-
sina 
Strategie 
    
Strategische Übereinstimmung mit den Unternehmenszielen 
  x  
Kontinuität der Projektziele x   x 
Markt     
Unsicherheit über den Markt x x  x 
Phase des Marktlebenszyklus 
 x   
Dringlichkeit der Projektdurchführung 
 x x  
Kundenintegration 
  x  
Rentabilität/Wirtschaftlichkeit     
Wirtschaftliche Erfolgswahrscheinlichkeit 
 x   
Nutzen für das Unternehmen x    
Profitabilität des Unternehmens 
 x   
Technologie     
Unsicherheit über die technische Vorgehensweise x    
Technologieimmanter Ressoucenbedarf x    
Technologisches Weiterentwicklungspotetial 
   x 
Stärken der internen technischen Wissensbasis 
  x x 
Interne Verfügbarkeit technischen Wissens 
  x  
Externe Verfügbarkeit technischen Wissens 
   x 
Aufbau technischer Wissensbarrieren durch Patente 
   x 
Management     
Unterstützung durch das Top-Management 
 x x  
Unterstützung durch das F&E-Management 
 x   
Unterstützung durch Macht-/Fachpromotoren 
 x   
Engagement der Projektmitarbeiter 
 x   
Leistungsdruck 
 x   
Interner Wettbewerb um Ressourcen 
 x   
Anzahl der F&E-Projekte 
 x   
Zeit-, Kosten- und Fortschrittsabweichung 
 x x  
Projektumfeld     
Auftreten unerwarteter Ereignisse 
 x x  
Tabelle 1: Kategorisierung von Abbruchkriterien nach Lange338 
                                                 
338 Lange (1993), S.34; Basierend auf Baker/Green/Bean (1984), S. 11 ff., Balachandra/Raelin (1983) 
S. 122ff., Pinto/Slevin (1989), S.33, Tadisina (1986), S.103; Bei Lange sind alle Abbruchkriterien 
positiv formuliert. Das Fehlen dieses Faktors muss somit als Abbruchkriterium interpretiert wer-
den.  
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6.2.2.1.2 Die Studie SUCCESS 
 
Neben diesen bei LANGE kategorisierten Forschungsergebnissen zu F&E-Projekten 
kann aus den aktuellen Studien zu Projektmanagement im Allgemeinen und IT-
Projekten im Besonderen nur eine Studie dem statistischen Schwerpunkt zugeordnet 
werden –  die Studie SUCCESS. 
 
Die 2006 von BUSCHERMÖHLE/EEKHOFF/JOSKO durchgeführte Studie dien-
te der Ermittlung von Erfolgs- und Misserfolgsfaktoren bei der Durchführung von 
Hard- und Softwareentwicklungsprojekten in Deutschland. Dabei wurden zahlreiche 
Hypothesen zu verschiedenen Basisgrößen und Teildisziplinen bei der Entwicklung 
von Software aufgestellt. Diese wurden im weiteren Verlauf der Studie in Hinblick 
auf ihren Einfluss auf den Projekterfolg verifiziert oder verworfen. 
 
Die Studie SUCCESS zeichnet sie sich durch ein sehr umfassendes Studiendesign 
aus, das sowohl die Zielsetzung verfolgt,  
 
- vergleichbare Studien zu bewerten,339 
- eine hohe Transparenz340 der Ergebnisse zu sichern,  
- wie auch alle relevanten Teildisziplinen341 des Managements von Soft-
wareentwicklungsprojekten zu untersuchen. 
 
Für die Untersuchung wurden von Ende 2005 bis Anfang 2006 insgesamt rund 400 
Interviews und Onlinebefragungen mit Projektleitern und Entwicklern aus IT-
Unternehmen in Deutschland durchgeführt. Im Folgenden werden die Ergebnisse 
zusammenfassend dargestellt. Die Studie wird dabei aufgrund ihres Detaillierungs-
                                                 
339 Eine Bewertung erfolgt hierbei hinsichtlich der Kriterien Aktualität, Nachvollziehbarkeit, repräsen-
tative Erfolgsaussagen und Anschaffungspreis 
340 es sind sowohl die Analyse vergleichbarer Studien wie auch das komplette Studiendesign bis hin 
zur Ergebnisanalyse in Buschermöhle/Eekhoff/Josko (2006) veröffentlicht 
341 Im einzelnen sind dies: Unternehmensgröße, Projektgröße, Branche, Komplexität, Artefaktverifi-
kation, Änderungsaufwand, Änderungsprozess, Kundeneinbindungsintensität, Managementunter-
stützung, Motivation, Kompetenz, Kommunikation, Projektleitung, Projektkontrolle, Reifegrad-
modell, Risikomanagement, Vorgehensmodell, Werkzeugunterstützung; die Ergebnisse der Unter-
suchungen werden nur in – für diese Arbeit relevanten – Ausschnitten dargestellt. Eine Umfassen-
de Darstellung findet sich in Buschermöhle/Eekhoff/Josko (2006), S.229-286 
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grades und ihrer Fokussierung auf den deutschen Markt für diese Arbeit als sehr re-
levant erachtet, obgleich sie in der Literatur bislang wenig Beachtung findet. 
 
Im Rahmen der Studie wurde ermittelt, dass 50,7% der Projekte komplett erfolgreich 
abgeschlossen wurden, 27,9% ein „gutes“ bis „befriedigendes“ Ergebnis erzielten, 
10,3% noch als „ausreichend“ eingestuft werden konnten und 11,1% ein nur „man-
gelhaftes“ Projektergebnis erzielten.342 Die Bewertung erfolgte anhand eines Erfolgs-
punkte-Systems343 und orientierte sich in ihrem Ergebnis an Schulnoten. Dies erlaubt 
detailliertere Aussagen über Erfolgs- bzw. Misserfolgsraten als beispielsweise die 
Dreiteilung in den CHAOS-Studien.344  
 
Bestätigt wurden dabei folgende Hypothesen: 
 
Hypthese 
 
Das Projektergebnis ist abhängig… 
IW345 
…von der Anzahl der Mitarbeiter im Unternehmen  0,007 
…von der Anzahl der Mitarbeiter im Projekt 0,049 
…von der Projektlaufzeit 0,000 
…vom Komplexitätsgrad der zu entwickelnden Hard- und/oder Software 0,020 
…vom Grad der jeweiligen Kundeneinbindung  0,010 
…vom Grad der Managementunterstützung 0,000 
…von der Motivation des Projektteams 0,000 
…von der Kompetenz des Projektteams 0,008 
…von der Qualität der Kommunikation im Team 0,000 
…vom Einsatz einer Schätzmethode während der Projektplanung 0,003 
…von der Projektkontrolle 0,000 
Tabelle 2: Hypothesenverifikation in SUCCESS346 
 
 
                                                 
342 Vgl. Buschermöhle/Eekhoff/Josko (2006), S.289 
343 Vgl. Buschermöhle/Eekhoff/Josko (2006), Kapitel 7 
344 Vgl. Kapitel 6.2.2.2.3 
345 IW = Irrtumswahrscheinlichkeit der Hypothesenannahme 
346 Tabellarische Darstellung der Ergebnisse von Buschermöhle/Eekhoff/Josko (2006), S.291f. 
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6.2.2.2 Darstellung deskriptiver Studien 
 
Im Bereich der deskriptiven Studien, finden sich zahlreiche Befragungen und Unter-
suchungen – sowohl im deutschsprachigen Raum als auch international. Wie bereits 
ausgeführt, werden für diese Arbeit nicht nur Studien betrachtet, die explizite Pro-
jektabbruchgründe ermitteln, sondern auch Studien zu Misserfolgsfaktoren und inef-
fizienter Projektdurchführung im Allgemeinen. Im Folgenden werden drei ausge-
wählte Studien detaillierter dargestellt:  
 
(1) Studie zur Effizienz von Projekten in Unternehmen 
     Auswahlkritierium: Relevanz für den deutschsprachigen Raum 
 
(2) Studie „Projektmanagement – Abenteuer Wertvernichtung“ 
     Auswahlkritierium: Untersuchungsgegenstand „Zeitverschwendung im Projekt“ 
 
(3) CHAOS-Studie 
     Auswahlkritierium: Bekanntheitsgrad und Fokusierung auf IT-Projekte 
 
Die Auswahl basiert dabei vornehmlich auf der Relevanz der Studie hinsichtlich Be-
kanntheit und IT-Fokussierung und der Ausgestaltung des Untersuchungsgegens-
tands.347 Weitere Studien werden in Kapitel 6.2.2.2.4 überblickhaft aufgeführt348 und 
fließen mit ihren Erkenntnissen in die Auswertung in Kapitel 6.2.2.3 ein. 
 
 
 
 
                                                 
347 Das Auswahlkriterium wird in der Einzeldarstellung detailliert dargestellt; auf eine ausführliche 
Erklärung der Auswahlentscheidung wird somit an dieser Stelle verzichtet. 
348 Die Auswertung erhebt dabei nicht den Anspruch von Vollständigkeit hinsichtlich der Erfassung 
aller aktueller Studien aus diesem Bereich. Die Auswahl erfolgte schwerpunktmäßig nach Be-
kanntheitsgrad, Untersuchungsgegenstand und -design , Qualität der Durchführung usw.  
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6.2.2.2.1 Studie zur Effizienz von Projekten in Unternehmen 
 
Die „Studie zur Effizienz von Projekten in Unternehmen“ wurde von der Deutschen 
Gesellschaft für Projektmanagement und der PA Consulting Group 2004 erstellt. Sie 
legt den Fokus auf die Effizienz der Projektdurchführung in Unternehmen „und ver-
sucht durch Vergleiche über Branchen, Projekttypen und -größen hinweg die Krite-
rien der Verbesserung zu identifizieren“349.  
 
„Die GPM ist der führende Fachverband für Projektmanagement in Deutschland. 
Mit derzeit über 5.000 Mitgliedern und 250 Firmenmitgliedern aus allen Bereichen 
der Wirtschaft, der Hochschulen und der öffentlichen Institutionen bildet die GPM 
das größte Netzwerk von Projektmanagement-Experten auf dem Europäischen Kon-
tinent.“350 Aufgrund dieser herausragenden Stellung der GPM im deutschen und 
deutschsprachigen Projektmanagement-Umfeld darf angenommen werden, dass so-
wohl das Studiendesign als auch deren Ergebnisse auf einer umfangreichen Erfah-
rungsbasis zahlreicher Experten basieren. Zudem kann eine hohe Bekanntheit der 
Studie und ein starker Einfluss der Untersuchungsergebnisse auf deutsche Unter-
nehmen vermutet werden.   
 
An der Untersuchung nahmen 76 Vertreter führender Unternehmen mit den 
Schwerpunkten Finanz-, Fertigungs- und IT/Telekommunikationsindustrie teil, wo-
bei sowohl große Konzerne als auch kleinerer Unternehmen351 miteinbezogen wur-
den.352 „Daher beziehen sich die Ergebnisse insgesamt auf eine ausgewogene Mei-
nungs- und Erfahrungsbasis“353, über verschiedene Projektarten hinweg.  
 
                                                 
349 GPM/PA Consulting Group (2004), S.3 
350 GPM (2009) 
351 weniger als 100 Mio. € Umsatz/Jahr 
352 GPM/PA Consulting Group (2004), S.3 
353 GPM/PA Consulting Group (2004), S.2 
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 Dennoch ist ein starker Bezug zu IT-Projekten gegeben, da über alle betrachteten 
Branchen hinweg ersichtlich ist, dass IT-Projekte die derzeit häufigste Projektart dar-
stellen.354 „Nahezu alle [befragten] Unternehmen führen pro Jahr mehrere IT-
Projekte unterschiedlicher Größe durch.“355 Die Erfolgsquote lag bei kleinen und 
mittleren Projekten im Durchschnitt bei ca. 75%, bei großen Projekten bei 70%.356 
 
Als Ursachen für das Scheitern von Projekten – somit Misserfolgsfaktoren im Sinne 
dieser Arbeit - wurden folgende Gründe genannt: 
 
38
20
15
15
14
11
11
8
7
Unklare Ziele, unklare Anforderungen
Fehlende Management-Unterstützung
Mangelnde Projekt Management Methode und Technik
Ressourcenmangel
Mangelnde Qualifikation, Flexibilität und Engagement
Politik, Bereichsegoismen, Kompetenzstreitigkeiten
Kein Projektcontrolling oder -monitoring
Ungenügende Kommunikation / fehlendes CM
Fehlendes Management der Veränderung
Weitere Gründe:
- Aufwand unterschätzt, Marktveränderungen
- mangelnde Erfahrung des Projektleiters / des Projektteams
- zu viele Vorhaben parallel
 
Abbildung 37: Gründe für das Scheitern von Projekten357  
 
                                                 
354 Vgl. GPM/PA CONSULTING GROUP (2004), S.4. die vorliegende Arbeit beschränkt sich auf 
die Ergebnisse der Studie, die IT-Projekte betreffen. Weitergehend wurden in der Studie auch Pro-
jekterfolg bei Produktentwicklungen, Organisationsveränderungen und Standortwechselprojekten 
untersucht. 
355 GPM/PA Consulting Group (2004), S.4 
356 Vgl. GPM/PA CONSULTING GROUP(2004), S. 4. Zugrunde liegende Klassifikation: klein (<1 
Mio. €), mittel (>1 Mio. €), groß (>10 Mio. €) 
 Zum Erfolgsbegriff: ”Der Erfolg von den betrachteten Projekten wurde nach dem bekannten 
„Dreieck“ (Budget, Zeit, Ziele) bewertet: "100%" bedeutet, dass alle Projekte eines Unternehmens 
in einer Kategorie die gesetzten Ziele erreichten. Diese drei Werte wurden gleichmäßig gewichtet 
und ergaben dann den "Erfolgswert".” 
357 GPM/PA Consulting Group (2004), S.14 
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6.2.2.2.2 Studie „Projektmanagement: Abenteuer Wertvernichtung“ 
 
In der Studie „Projektmanagement: Abenteuer Wertvernichtung – Eine Wirtschaft-
lichkeitsstudie zum Projektmanagement in deutschen Organisationen“ wurde die 
Projektkompetenz deutscher Unternehmen untersucht. Ziel der Studie war es „eine 
Grundlage für die monetäre Quantifizierung der Verbesserungspotenziale zu lie-
fern.“358 Diese Quantifizierung erfolgte auf einer gesamtwirtschaftlichen Ebene. Es 
wurden zu diesem Zweck „über einen Zeitraum von fast 4 Jahren 962 Führungskräf-
te zu ihren Erfahrungen mit dem Projektmanagement in den deutschen Unterneh-
men und der öffentlichen Verwaltung befragt.“359  
 
Für die vorliegende Arbeit ist weniger die monetäre Quantifizierung von Ineffizienz 
und Verbesserungspotenzialen in einer volkswirtschaftlichen Betrachtung interessant, 
sondern vielmehr die dahinter liegenden Misserfolgsfaktoren und deren Auswirkun-
gen auf die Projektlaufzeit. Außergewöhnlich ist dabei, dass in dieser Studie nicht die 
Bewertung des Projekterfolgs nach einem abstrakten Erfolgsbegriff Untersuchungs-
gegenstand ist, sondern Faktoren, die die Projektlaufzeit „unnötig“ verlängern kön-
nen. Dies entspricht einer Interpretation der identifizierten Misserfolgsfaktoren als 
„ineffiziente Projektzeit“  bzw. Zeitverschwendung im Projekt und wird in Prozent 
gemessen an der gesamten Projektarbeitszeit quantitativ erfasst. Da eine ineffiziente 
Zeitgestaltung im Projekt zwangsläufig Auswirkungen auf Fertigstellungstermin und 
Projektaufwand hat, sind die hier ermittelten Faktoren von hoher Relevanz für diese 
Arbeit. 
 
Im Ergebnis der Studie zeigt sich, dass nur 30,7% der Projektarbeitszeit produkiv 
genutzt werden, wohingegen 69,3% aufgrund verschiedener Misserfolgsfaktoren 
nicht wertschöpfend eingesetzt werden.360 Eine genaue Aufteilung der ermittelten 
„Zeitverschwendung“ ist in nachfolgender Graphik dargestellt: 
 
                                                 
358 Gröger (2004), S.8 
359 Gröger (2004), S.8 
360 Vgl. Gröger (2004), S.30 
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Abbildung 38: Effizienz im Projektmanagement361  
6.2.2.2.3 Die CHAOS-Studien 
 
Die in der Literatur am häufigsten zitierten Studien zu Projektabbrüchen und deren 
Ursachen werden seit 1994 im Zwei-Jahres-Rhythmus von der Standish Group 
durchgeführt. Der Fokus der Studien liegt auf: 
- der Ermittlung des Umfangs erfolgloser Softwareprojekte 
- der Ermittlung der Faktoren, die zum Scheitern von Softwareprojek-
ten führen  
- der Ermittlung von Schlüsselfaktoren zur Erfolgssteigerung von 
Softwareprojekten362 
 
Die Studien nehmen dabei eine Untergliederung von überwiegend US-
amerikanischen, softwareentwickelnden Unternehmen nach Unternehmensgrößen 
vor.363 Diese stammen aus den Branchen „banking“, „securities“, „manufacturing“, 
                                                 
361 eigene Darstellung nach Gröger (2004), S.30f. 
362 vgl. The Standish Group (1995), S.1 für die Aufzählung 
363 „A large company is any company with greater than $500 million dollars in revenue per year, a 
medium company is defined as having $200 million to $500 million in yearly revenue, and a small 
company is from $100 million to $200 million.” aus The Standish Group (1995), S.3 
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„retail“, „wholesale“, „health care“, „insurance“, „services“ und „local, state, and fed-
eral organizations“.364 
 
Für eine Kategorisierung der Projekte nach Erfolg bzw. Misserfolg wurden drei Stu-
fen entwickelt: 
- Typ 1: „project success“365 
Das Projekt wird „on-time“ und „on-budget“ mit allen zu Beginn 
spezifizierten Features und Funktionalitäten fertig gestellt 
- Typ 2: „project challenged“366 
Das Projekt wird fertig gestellt und ist betriebsbereit, hat aber das 
Budget überschritten, wurde nach dem prognostizierten Endtermin 
fertig gestellt und bietet weniger Features und Funktionalitäten als an-
fangs spezifiziert.367 
- Typ 3: „project impaired“368 
Das Projekt wird während des Entwicklungsprozesses abgebro-
chen.369 
 
Die Zahlen der meist-zitierten Studie von 1995 geben als Erfolgsrate (Typ 1) ledig-
lich 16,2%, für „challenged projects“ (Typ2) 52,7% und für abgebrochene Projekte 
(Typ 3) 31,1% an.370 Die durchschnittliche Kostenüberschreitung über alle Unter-
nehmen lag bei 189% der ursprünglichen Kostenschätzung, die durchschnittliche 
Zeitüberschreitung bei 222% der ursprünglichen Zeitschätzung. Im Durchschnitt 
wurden nur 61% der anfangs spezifizierten Features und Funktionen realisiert.371  
 
 
                                                 
364 The Standish Group (1995), S.2 
365 The Standish Group (1995), S.2 
366 The Standish Group (1995), S.2 
367 In der Studie wird von „and“ gesprochen. Dabei wird nicht deutlich gemacht, ob auch Projekte in 
diese Klasse fallen, bei denen nur eine der angesprochenen Über- bzw. Unterschreitungen festge-
stellt wurde. 
368 The Standish Group (1995), S.2 
369 vgl. The Standish Group (1995), S.2 für die Aufzählung 
370 vgl. The Standish Group (1995), S.2 
371 vgl. The Standish Group (1995), S. 3f. für die letzten beiden Sätze 
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Als wesentliche Gründe für den Misserfolg von Projekten wurden genannt: 
 
projekt impaired factors % of response 
1. Incomplete Requirements 13,1% 
2. Lack of User Involvement 12.4% 
3. Lack of Resources 10.6% 
4. Unrealistic Expectations 9.9% 
5. Lack of Executive Support 9.3% 
6. Changing Requirements & Specifications 8.7% 
7. Lack of Planning 8.1% 
8. Didn`t Need It Any Longer 7.5% 
9. Lack of IT Management 6.2% 
10. Technology Illiteracy 4.3% 
Other 9.9% 
Tabelle 3: Projekt Impaired Factors372 
 
Der Studie von 2007 entnommene Zahlen zeigen eine deutliche Verbesserung. 35% 
der in 2006 begonnenen Softwareprojekte werden als „successful“ kategorisiert. 
„Challenged Projects“ werden mit 46%, gescheiterte Projekte mit nur noch 19% an-
gegeben.373 Jim Johnson374 sagte hierzu:  
 
„we`ve seen consistently better software projects. [...] There is better project manage-
ment expertise and technique [...] Managers have better understanding of the dynam-
ics of a project.“375  
 
Hierbei wird iterative Entwicklung als geeigneter Weg gesehen, die Anforderungen 
der Kunden zu erfüllen.376 Der RUP, der in Kapitel 4.4 als Vorgehensmodell ausge-
wählt wurde, trägt diesem Anspruch nach iterativer Projektdurchführung Rechnung. 
Das bessere Verständnis der Projektsituation wird in dieser Arbeit zudem durch die 
Kennzahlenauswahl, -kombination und -visualisierung gefördert. 
                                                 
372   The Standish Group (1995), S.5 
373 vgl. Rubinstein (2007) 
374 Chairman der Standish Group 
375 Jim Johnson zitiert nach Rubinstein (2007) 
376 Rubinstein (2007); detaillierte Ausführungen zur iterativen Entwicklung finden sich in Kapitel 
4.3.2 
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6.2.2.2.4 Weitere Studien im Überblick 
 
Aufgrund der Vielzahl der darüber hinaus veröffentlichten Studien zu Erfolgs- und 
Misserfolgsfaktoren im Projektmanagement im Allgemeinen und für die Durchfüh-
rung von Softwareentwicklungsprojekten im Besonderen, werden die für relevant er-
achteten Untersuchungen im Folgenden nur im Überblick aufgelistet. Ihre Ergebnis-
se fließen in die Modulbildung in Kapitel 6.2.2.3 ein.  
 
- Erfolg und Scheitern im Projektmanagement377 
Erscheinungsjahr: 2008 
GPM/PA Consulting Group 
 
- The State of IT Project Management in the UK 2002-2003378 
Erscheinungsjahr: 2003 
Universität Oxford 
 
- IT-Kosten und IT-Performance 2002379 
Erscheinungsjahr: 2002 
Ernst&Young 
 
- Störfaktoren380  
Erscheinungsjahr: 2008 
Zahrnt 
 
- IT-Runaway-Systems381 
Erscheinungsjahr: 1994 
KPMG Management Consulting 
 
 
 
                                                 
377 GPM/PA Consulting Group (2008) 
378 Universität Oxford (2003) zitiert nach einer Auswertung von Buschermöhle/Eekhoff/Josko 
(2006) S.22f.; Die Studie wurde von Sauer/Cuthbertson durchgeführt. 
379 Ernst&Young (2002) 
380 Untersuchungen im Rahmen von Zahrnt (2008) 
381 KPMG (1994) zitiert nach Gaulke (2004), S.49f. 
  
Identifikation und Analyse von Projektrisiken 
 
 
107 
6.2.2.3 Entwicklung der Modulstruktur  
 
Im weiteren Verlauf von Kapitel 6 werden die Ergebnisse der Studien in einer Risi-
koliste zusammengefasst und ausgewertet. Nachfolgende Tabelle 4 stellt dabei eine 
Kategorisierung der ermittelten Misserfolgsfaktoren in Modulen dar. Sie repräsentie-
ren die Bereiche von Softwareentwicklungsprojekten, die als Gefahrenquellen für In-
effizienzen in der Projektdurchführung oder für projektgefährdende externe Ent-
wicklungen identifiziert werden können. Diese werden im Folgenden als „Kernrisi-
kofelder“ des Projektes bezeichnet.  
 
Es wurden dabei die Module „Unternehmensstrategie“, „Markt/Kunde“, „Ressour-
cen“, „Technologie“, „Projektmanagement“, und „Weiche Faktoren“ gebildet. Die 
ersten beiden Module beziehen sich dabei schwerpunktmäßig auf projektexterne 
Faktoren, die Module drei bis sechs auf projektimmanente Risikofelder. Für detail-
liertere Betrachtungen werden die gebildeten Risikofelder in untergeordneten Risiko-
bereichen konkretisiert. 
 
In den verschiedenen Studien wurden zum Teil bedeutungsgleiche Misserfolgsfakto-
ren unterschiedlich benannt oder umschrieben. Nachfolgende Tabelle verdichtet die 
Begrifflichkeiten über alle analysierten Studien hinweg zu Oberbegriffen, die jeweils 
den Projektteilbereich bezeichnen, in dem die entsprechenden Risiken auftreten.  
 
Beispielsweise wurden die Punkte  
- „Inadequate software development methodology“382  
- „Mangelnde Projektmanagement-Methode und Technik“383 
- „Fehlende Projektmanagement-Methodik“384 
- „Fehlende Prozeduren“385 
- „Inadequate project management methodology“386 
- „Einsatz einer Schätzmethode während der Projektplanung“387 
 
                                                 
382 KPMG (1994) zitiert nach Gaulke (2004), S.49f. 
383 GPM/PA Consulting Group (2004) 
384 GPM/PA Consulting Group (2008) 
385 Gröger (2004) 
386 KPMG (1994) zitiert nach Gaulke (2004), S.49f. 
387 Universität Oxford (2003) zitiert nach einer Auswertung von Buschermöhle/Eekhoff/Josko 
(2006) S.22f.; Die Studie wurde von Sauer/Cuthbertson durchgeführt. 
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zum Risikobereich „Methodenkenntnis“ im Modul „Projektmanagement“ zusam-
mengefasst. Analog wurde mit allen anderen Punkten über die verschiedenen Studien 
hinweg verfahren. Durch dieses Vorgehen lassen sich Unterschiede im Detaillie-
rungsgrad der Ergebnisse der Einzelstudien vereinheitlichen.  
 
Die in zwei Studien genannten Risiken „Lieferant fällt aus“388 bzw. „Poor perfor-
mance by suppliers of software/hardware“389 werden in diese Arbeit nicht weiter be-
trachtet. Eine adäquate Berücksichtigung von möglichen Termin-, Aufwands- 
und/oder Kostenabweichungen bei einem oder mehreren Projektzulieferern würde 
eine entsprechende Erfassung der Risikosituation beim jeweiligen Lieferanten bedin-
gen. Da die dafür erforderlichen Daten beim Kunden in der Regel nicht vorliegen 
und somit nur auf vage Schätzwerte zurückgegriffen werden könnte, soll dieses Risi-
ko in dem hier gebildeten Modell nicht abgebildet werden. Beim Vorliegen geeigneter 
Daten kann das Modell jedoch entsprechend erweitert werden. 
 
                                                 
388 Zahrnt (2008) 
389 KPMG (1994) zitiert nach Gaulke (2004), S.49f. 
  
Identifikation und Analyse von Projektrisiken 
 
 
109 
Folgende Tabelle stellt die ermittelte Modulstruktur über alle Studien hinweg dar: 
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Modul 1: Unternehmensstrategie
Anzahl der Mitarbeiter im Unternehmen x
parallele Vorhaben x x
Basisschätzungen (Aufwand/Termine) x x x x
Erwartungen an das Projekt x x x
Unterstützung durch das Management x x x x x x
Modul 2: Markt / Kunden
Kundeneinbindung x x x x
Mitwirkung des Kunden x
Anforderungen / Ziele x x x x x x x
Modul 3: Ressourcen
Ressourcenausstattung (allgemein) x x x x x x x
Auswahl des Projektleiters x x x x
Zusammenstellung des Projektteams x x x x x x
Modul 4: Technolgie
Fachwissen x x x
Komplexität des Projektes x x x x
Qualität der technischen Durchführung x
Modul 5: Projektmanagement
(Aufbau)organisation x x
Projektplanung x x x
Methodenkenntnis x x x x x
Projektcontrolling x x x
Change Management x x
Modul 5: Weiche Faktoren
Kommunikation x x x x x
Bereichsegoismen / Kompetenzstreitigkeiten x x x
Motivation x  
Tabelle 4: Risikomodule390 
                                                 
390 Es konnte hierbei nicht auf die in Kapitel 6.2.2.1 dargestellte Klassifikation nach LANGE zurück-
gegriffen werden, da in ihr die Besonderheiten des Managements von Softwareentwicklungspro-
jekten zu wenig enthalten sind und aktuelle Entwicklungen nicht einfließen. Beispielsweise fehlte 
die Disziplin  „Projektmanagement“ gänzlich.  
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6.3 Risikoanalyse 
 
Risikoüberwachung/
Risikokommunikation
Risikoidentifikation
Risikoanalyse
Risikobewertung
 
Abbildung 39: Detailbetrachtung „Risikoanalyse“391 
 
Aufbauend auf den Ergebnissen der Risikoidentifikation werden die ermittelten Risi-
kobereiche im Folgenden nach Modulen analysiert. Im Fokus steht dabei die Suche 
nach Möglichkeiten die Risiken durch Methoden- und Kennzahlenauswahl in der 
Modellbildung zu berücksichtigen.  
 
6.3.1 Analyse der gebildeten Risikomodule 
 
Die definierten Risikomodule bilden die Grundlage für die in Kapitel 7.1 vorge-
nommene Ableitung von Projektvoraussetzungen und Risikoleitfragen. Letztere sol-
len im weiteren Verlauf der Arbeit durch geeignete Kennzahlen beantwortet und in 
die Modellbildung integriert werden. Risikobereiche können dabei neben einer Ab-
bildung durch geeignete Kennzahlen auch durch die Auswahl geeigneter Methoden 
(z.B. Vorgehensmodell, Schätzmethode, usw.) bzw. die Modellbildung in ihrer Ge-
samtheit Berücksichtigung finden.  
 
 
 
 
                                                 
391 Eigene Darstellung basierend auf der Darstellung bei Gaulke (2004), S.9 (mit Abwandlungen) 
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6.3.1.1 Risikomodul 1: Unternehmensstrategie 
 
Modul 2: Markt / Kunde
Modul 1: Unternehmensstrategie
Modul 3: Ressourcen
Modul 4: Technologie
Modul 5: Projektmanagement
Modul 6: Weiche Faktoren
 
Abbildung 40: Modul Unternehmensstrategie 
 
Das Modul „Unternehmensstrategie“ umfasst die 5 Punkte 
 
- Anzahl der Mitarbeiter im Unternehmen 
- Parallele Vorhaben 
- Basisschätzungen (Aufwand/Termine) 
- Erwartungen an das Projekt 
- Unterstützung durch das Management 
 
Sie stellen den unternehmensinternen jedoch projektexternen Rahmen des betrachte-
ten Projektes dar. Dieser kann in der Regel durch das bereits laufende Projekt nicht 
beeinflusst werden.   
 
Die Anzahl der Mitarbeiter im betrachteten Unternehmen – die nur von der Studie 
SUCCESS als Einflussfaktor identifiziert wurde – sowie die parallel durchgeführten 
Projekte bilden dabei rein projektexterne Rahmenbedingungen. Bei entsprechender 
Datenerhebung können sie sich in Erfahrungswerten des Unternehmens zu einzel-
nen Kennzahlen, z.B. Fluktuation, Krankenquote, Produktivität oder Ähnlichem wi-
derspiegeln. Sie können über derartige Erfahrungswerte in der Modellbildung be-
rücksichtigt werden. Darüber hinaus finden diese Risiken keine explizite Berücksich-
tigung im Modell da ihr Einfluss – falls tatsächlich vorhanden - nicht adäquat quanti-
fiziert werden kann.  
 
Die begrenzte Anzahl von Mitarbeitern im Unternehmen kann jedoch zusammen mit 
mehreren durchführbaren Projekten die Notwendigkeit einer Projektauswahl bedin-
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gen. Durch eine getroffene Projektabbruchentscheidung werden Ressourcen freige-
setzt, die einem Projekt mit höherer erwarteter Rendite zugeführt werden können. 
Das hier entwickelte Modell kann durch seine Wirtschaftlichkeitsbetrachtung der 
Projektweiterführung eine derartige Auswahlentscheidung unterstützen. Da derartige 
Entscheidungen jedoch nicht Gegenstand dieser Arbeit sind, wird darauf jedoch an 
dieser Stelle nicht weiter eingegangen. 
 
Als wesentlich gravierender als diese nur vereinzelt genannten Punkte, müssen die 
Risikoquellen „Basisschätzungen (Aufwand/Termine)“, „Erwartungen an das Pro-
jekt“ und „Unterstützung durch das Management“ gesehen werden. Diese bilden ei-
ne inhaltliche Einheit. Bereits bei der Projektauswahlentscheidung wird in der Regel 
die Übereinstimmung eines Projektes mit den gesamtunternehmerischen Zielen un-
tersucht. Diese Übereinstimmung sichert die Unterstützung durch das Management. 
Die gesamtunternehmerischen Ziele zeichnen sich dabei nach Annahme dieser Ar-
beit durch Wirtschaftlichkeitserwägungen und Gewinnerzielungsabsicht aus.392 Diese 
strategischen Ziele spiegeln sich quantitativ beispielsweise in einer geforderten Min-
destrendite wider. Sie müssen im Zeitablauf als variabel angesehen werden, d.h. einer 
Entscheidung zur Projektweiterführung kann ggf. eine andere Mindestrendite 
zugrunde gelegt werden als der ursprünglichen Projektauswahlentscheidung.  
 
Auch müssen, um eine zielkonforme Projektauswahlentscheidung zu treffen, bereits 
vor der Projektinitiierung Aufwands- und Ertragsabschätzungen vorgenommen wer-
den. Naturgemäß basieren diese Schätzungen auf sehr viel weniger Information und 
beinhalten folglich ein höheres Abweichungsrisiko als Schätzungen in einem bereits 
laufenden Projekt.393 Wird der Aufwand des Projektes bei der Projektauswahlent-
scheidung unterschätzt, bzw. die Ertragserwartung zu hoch angesetzt, muss das Pro-
jekt zu einem späteren Zeitpunkt in Frage gestellt werden. Die Punkte drei bis fünf 
des Risikomoduls „Unternehmensstrategie“ spiegeln folglich den Kerngedanken die-
ser Arbeit wieder. Eine Quantifizierung erfolgt durch die Abschätzung des Restauf-
wands und (Rest-)ertrags sowie der Integration dieser Größen ins Entscheidungsmo-
dell.  
                                                 
392 Sonderfälle wie Gemeinnützigkeit und/oder die Durchführung unwirtschaftlicher Projekte aus 
verschiedensten Gründen sollen in dieser Arbeit nicht berücksichtigt werden. 
393 Vgl. hierzu auch die Ausführungen in Kapitel 7.2.1 
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Die wirtschaftlich-strategische Zielsetzung des Unternehmens soll durch eine gefor-
derte Projekt-Mindestrendite erfasst werden, welche ab Entscheidungszeitpunkt für 
den restlichen Projektverlauf konstant angenommen wird. Somit geht die quantita-
tive, strategische Zielsetzung als relevante Größe in das Entscheidungsmodell 
ein. 
 
6.3.1.2 Risikomodul 2: Markt / Kunde 
 
Modul 2: Markt / Kunde
Modul 1: Unternehmensstrategie
Modul 3: Ressourcen
Modul 4: Technologie
Modul 5: Projektmanagement
Modul 6: Weiche Faktoren
 
Abbildung 41: Modul „Markt/Kunde“ 
 
Im betrachteten Modul „Markt“ wurden die Punkte  
- Kundeneinbindung 
- Mitwirkung des Kunden 
- Anforderungen / Ziele 
als Risikobereiche identifiziert. 
 
Der Punkt „Markt / Kunde“ ist der wohl wichtigste Einflussfaktor auf den Erfolg 
eines Projektes.  In der Regel führt erst ein tatsächlicher oder vermuteter kundensei-
tiger Bedarf zu dessen Initiierung. Wie in Kapitel 5.3 dargestellt, kann sich bei Soft-
wareentwicklungsprojekten die „Kundenseite“ aus einer sehr hohen Anzahl poten-
zieller Kunden oder aus nur einem oder sehr wenigen Individualkunden zusammen-
setzen. Dementsprechend werden die Anforderungen vom Absatzmarkt oder von 
den spezifischen Bedürfnissen des Einzelkunden bestimmt.  
 
Vor diesem Hintergrund ist es erstaunlich, dass der Bereich „Markt“ in den identifi-
zierten Misserfolgsfaktoren der deskriptiven Untersuchungen fast vollständig ausge-
klammert wird. Er wird daher nicht als eigener Risi
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nommen. Lediglich findet bei GPM/PA Consulting Group (2004) der Punkt 
„Marktveränderungen“ zumindest zum Ende der Auflistung explizit Erwähnung. Die 
übrigen Studien beschränken sich auf die Einbindung bzw. Mitwirkung von „Kun-
den“, was eine Tendenz zur Erstellung von Individualsoftware in den untersuchten 
Projekten vermuten lässt. 
 
Im starken Gegensatz dazu berücksichtigen alle nach LANGE klassifizierten statisti-
schen Ansätze den Bereich „Markt“ als Einflussfaktor auf Projektabbruchentschei-
dungen. Da auch im Bereich von Standardsoftware eine Veräußerung auf agilen Ab-
satzmärkten angestrebt wird, muss hier eine ähnliche Risikosituation wie bei F&E-
Projekten im Allgemeinen angenommen werden. Eine Marktveränderung im Zeit-
raum zwischen Projektauswahlentscheidung und Entscheidungszeitpunkt über Pro-
jektabbruch oder -weiterführung wie auch zwischen Entscheidungszeitpunkt und 
Marktreife muss als möglich erachtet werden. An dieser Stelle besteht somit eine 
Diskrepanz zwischen tatsächlicher Relevanz für eine Projektbeurteilung und den Er-
gebnissen der deskriptiven Studien. Die Arbeit folgt somit in diesem Punkt den bei 
LANGE klassifizierten statistischen Ansätzen. Im hier entwickelten Entscheidungs-
modell soll dies dahingehend berücksichtigt werden, dass zum Zeitpunkt der Modell-
anwendung eine erneute Ertragsprognose gefordert wird. Geeignete Modelle für die 
jeweilige Softwarekategorie werden in Kapitel 10 dargestellt. Die aktuelle Ertrags-
prognose soll als relevante Größe in das Entscheidungsmodell aufgenommen 
werden.  
 
Die Punkte Kundeneinbindung (von Auftragnehmerseite) und Mitwirkung des 
Kunden (von Auftraggeberseite)  wirken bei der Erstellung von Individualsoftware 
unmittelbar auf die Veränderung von Anforderungen und beugen Fehlentwicklungen 
vor. Software wird vielfach auf Seiten der Auftraggeber und späteren Anwender im 
Stadium der Projektidee, der Projektdefinition und der erstmaligen Festlegung von 
Anforderungen als etwas sehr Abstraktes verstanden. Diese „Abstraktheit der Soft-
ware auf der Anwenderseite [führt] regelmäßig zu Änderungen der Anforderungen 
während der Projektlaufzeit.“394 Dies spiegelt sich in der Nennung des Punktes „An-
forderungen/Ziele“ als Risikoquelle in fast allen Untersuchungen wider: Die Zu-
                                                 
394 Gaulke (2004), S.12 
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nahme von Anforderungen an das Projektergebnis – somit eine Zunahme der 
Projektgröße – ist folglich quantitativ abzubilden und in das Modell zu integ-
rieren.395  
 
6.3.1.3 Risikomodul 3: Ressourcen 
 
Modul 2: Markt / Kunde
Modul 1: Unternehmensstrategie
Modul 3: Ressourcen
Modul 4: Technologie
Modul 5: Projektmanagement
Modul 6: Weiche Faktoren
 
Abbildung 42: Modul "Ressourcen" 
 
Das Modul „Ressourcen“ untergliedert sich in die Risikobereiche 
- Ressourcenausstattung (allgemein) 
- Auswahl des Projektleiters 
- Zusammensetzung des Projektteams 
 
In nahezu allen Studien wird die personelle Besetzung eines Projektes nach Art und 
Umfang als Risikofeld betrachtet. Im Modul „Ressourcen“ werden somit in dieser 
Arbeit alle identifizierten Risiken, die sich auf die personelle Ressourcenausstattung 
eines Projektes beziehen, zusammengefasst.  
 
Der Punkt „Ressourcenausstattung (allgemein)“ umfasst dabei die Zuweisung von 
Mitarbeitern zum Projekt in quantitativer Hinsicht – sprich die Anzahl der dem Pro-
jekt zugewiesenen Mitarbeiter. Dabei wird „Ressourcenmangel“ in verschiedenen 
Formulierungen in fast allen Studien als Grund für das Scheitern von Projekten ge-
nannt. 
 
Jedoch muss im Punkt „Ressourcenausstattung“ auch eine Überbesetzung des Pro-
jektteams als Risikofaktor festgehalten werden, wie beispielsweise in der Studie 
                                                 
395 v.a. im Bereich individueller Produkterstellung 
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SUCCESS thematisiert wird: „Je mehr Mitarbeiter an einem Projekt beteiligt sind, 
desto mehr Koordinations- und Kommunikationsaufwand muss betrieben werden 
und desto häufiger entstehen Fehler.“396 Der Grenznutzen jedes zusätzlichen Projekt-
teammitglieds nimmt somit ab. Ab einem bestimmten Punkt kann die Zuweisung 
weiterer Mitarbeiter zum Projekt die Produktivität durch gestiegenen Abstimmungs-
aufwand so weit verringern, dass die Projektlaufzeit im Ganzen dadurch verlängert 
wird. 
 
Für diese Arbeit wird die Teamgröße des bereits laufenden Projektes, für das eine 
Projektabbruch- oder Weiterführungsentscheidung getroffen werden soll, als Datum 
angesehen. Sie beeinflusst – wie oben beschrieben - die Produktivität der Projekt-
teammitglieder und wird über eine geeignete Produktivitätskennzahl in die 
Modellbildung integriert.   
 
In den Punkten „Auswahl des Projektleiters“ und „Zusammenstellung des Projekt-
teams“ werden qualitative Aspekte der Teambildung zusammengefasst. Diese Quali-
tative Sicht umfasst schwerpunktmäßig die fachliche Kompetenz und Erfahrung der 
Projektleitung und der Projektmitarbeiter. Auch ihnen wird ein Einfluss auf die Pro-
duktivität im Projekt zugesprochen, die es über eine geeignete Kennzahl zu messen 
gilt. Erfahrung wird dabei als langfristiges Qualitätsmerkmal gesehen, wohingegen 
Fachwissen in dieser Arbeit als kurzfristig veränderbar betrachtet wird. Während die 
Teamgröße in der Modellbildung als konstant angenommen wird, werden qualitative 
Aspekte – beispielsweise Produktivitätssteigerung durch Schulungsmaßnahmen – im 
Modell berücksichtigt. Diese qualitativen Veränderungen werden jedoch nur zum 
Entscheidungszeitpunkt abgeschätzt und ab diesem Zeitpunkt konstant berücksich-
tigt. Veränderungen im Zeitablauf – beispielsweise Lernkurveneffekte –  werden auf-
grund der schlechten Prognostizierbarkeit nicht modelliert.  
 
                                                 
396 Buschermöhle/Eekhoff/Josko (2006), S.38 
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6.3.1.4 Risikomodul 4: Technologie 
 
Modul 2: Markt / Kunde
Modul 1: Unternehmensstrategie
Modul 3: Ressourcen
Modul 4: Technologie
Modul 5: Projektmanagement
Modul 6: Weiche Faktoren
 
Abbildung 43: Modul "Technologie" 
 
Das Modul „Technologie“ umfasst die drei Risikoquellen 
 
- Fachwissen 
- Komplexität des Projektes 
- Qualität der technischen Durchführung 
 
Wie bereits erwähnt wird für diese Arbeit die technische Basisausstattung an Hard- 
und Software für das Restprojekt als unveränderlich betrachtet. Jedoch kann die ver-
wendete Technologie sowie das Auftreten technischer Schwierigkeiten Einfluss auf 
die Produktivität der Projektdurchführung haben. 
 
Wie in Modul 3 angesprochen, soll das technische und methodische Fachwissen im 
Projektteam nicht als Datum behandelt werden. Anders als Erfahrung, die sich erst 
über einen längeren Zeitraum entwickelt, kann Fachwissen durch punktuelle Schu-
lungen oder Literaturstudium auch kurzfristig hinsichtlich eines auftretenden Prob-
lems erweitert werden. Dies hat jedoch Auswirkungen auf die ursprüngliche Zeit- 
und Aufwandsschätzung. Diese muss ggf. nach oben abgeändert werden, wenn 
durch mangelndes Fachwissen sowohl zeitlicher als auch monetärer Schulungsauf-
wand entsteht. Somit müssen erforderliche Weiterbildungsaktivitäten, die in un-
mittelbarem Zusammenhang mit der Projektaufgabe stehen, über geeignete Kenn-
zahlen in das Modell integriert werden. 
 
Auch die Komplexität eines Projektes gilt es bei der Aufwandsprognose zu berück-
sichtigen. Neben der Projektgröße ist sie der größte Einflussfaktor auf den entste-
  
Identifikation und Analyse von Projektrisiken 
 
 
118 
henden Aufwand. Kapitel 9.3.2.1 stellt Möglichkeiten zur Abbildung dieser Komple-
xität dar. Die Projektkomplexität wird in dieser Arbeit für das gesamte Projekt als 
Datum betrachtet. Veränderungen sollen nicht modelliert werden. 
 
Anders als in Forschungs- und Entwicklungsprojekten anderer Branchen, gibt es im 
Bereich der Softwareentwicklung nur noch vereinzelt Probleme, die man mit dem 
derzeitigen Entwicklungsstand nicht lösen kann. Dass Softwareentwicklungsprojekte 
aufgrund unlösbarer technischer Schwierigkeiten nicht durchgeführt werden können 
und daher abzubrechen sind, ist somit eher selten. Die aktuellen Programmierspra-
chen und Entwicklungstools decken heute ein sehr umfassendes Spektrum an Funk-
tionalität ab. Diese Funktionalität gilt es in Hinblick auf die jeweilige Projektaufgabe 
zu nutzen, zu kombinieren und ggf. weiterzuentwickeln. Somit beziehen sich bei 
Softwareentwicklungsprojekten technische Probleme fast ausschließlich auf man-
gelnde interne Verfügbarkeit und Akzeptanz von technischem Wissen im Projekt-
team.  
 
Dennoch soll die Möglichkeit, dass weder intern noch extern das für die Fertigstel-
lung des Projektes notwendige Wissen vorhanden ist, in der Arbeit nicht außer Acht 
gelassen werden. Diese Entscheidung liegt darin begründet, dass – wenn auch nur in 
Ausnahmefällen gegeben – eine Unmöglichkeit der technischen Umsetzung ganz 
entscheidenden Einfluss auf eine Projektabbruchentscheidung nehmen muss. Gene-
relle Nichtverfügbarkeit der technischen Grundlagen soll folglich in Kapitel 7.1 bei 
der Definition von „Projektvoraussetzungen“397 Berücksichtigung finden. 
 
Die „Qualität der technischen Durchführung“ wird lediglich in den Untersuchungen 
bei ZAHRNT (2008) thematisiert und umfasst vor allem Defizite beim Testen und 
somit Fehler im ausgelieferten Programm. Dieses Risiko kann durch die Anwendung 
eines iterativen Vorgehensmodells – wie in Kapitel 4 ausführlich dargestellt – durch 
regelmäßiges Testen bereits in frühen Phasen der Produkterstellung minimiert wer-
den. Es findet somit durch die Auswahl des RUP als Vorgehensmodell in der Mo-
dellbildung Berücksichtigung. Zudem wird es in der vereinfachten Bestimmung von 
                                                 
397 Der Begriff „Projektvoraussetzungen“ wird bei DeMarco/Lister (2003) eingeführt. Eine genaue 
Begriffsdefinition findet sich in Kapitel 7.1 
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Restaufwänden auf Basis des Wasserfallmodells durch die Berücksichtigung umfang-
reicher Testaufwände in Kapitel 9.2 integriert. 
 
6.3.1.5 Risikomodul 5: Projektmanagement 
 
Modul 2: Markt / Kunde
Modul 1: Unternehmensstrategie
Modul 3: Ressourcen
Modul 4: Technologie
Modul 5: Projektmanagement
Modul 6: Weiche Faktoren
 
Abbildung 44: Modul "Projektmanagement" 
 
Das Modul „Projektmanagement“ identifiziert die Risikofelder : 
- (Aufbau-)organisation 
- Projektplanung 
- Methodenkenntnis 
- Projektcontrolling 
- Change Management 
 
In Kapitel 3.7 wurde Projektmanagement als „die Gesamtheit der Führungsaufgaben, 
-organisation, -technik und –mittel für die Abwicklung eines Projektes.“398 definiert. 
In dieser sehr weit gefassten Definition sind alle Bereiche des Moduls „Projektmana-
gement“ inbegriffen. Projektmanagement hat somit sowohl seiner Definition folgend 
als auch entsprechend der im Risikomodul genannten Punkte eine unterstützende 
Funktion bei der Projektausführung. Es regelt die Organisation, Überwachung, Pla-
nung, Kosten- und Zeitschätzung im Projekt. Diese rein unterstützenden Funktionen 
müssen jedoch vom eigentlichen Projektinhalt getrennt betrachtet werden. Dieser 
Projektinhalt bestimmt in erster Linie die Entscheidung für oder gegen ein Projekt. 
Bei unzureichender Projektplanung oder mangelnder Projektmanagement-Methode 
handelt es sich lediglich um Defizite in der Organisation des Projektes, die mögli-
                                                 
398 DIN 69901 zitiert nach Koreimann (2002), S.11 
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cherweise Auswirkungen auf die im Projekt erzielbare Produktivität, die Kontinuität 
der Projektziele, oder weiche Faktoren wie z.B. „Motivation“ habe. Sie können nur 
über ihre Auswirkungen in das Modell quantitativ integriert werden.  
 
Methodisch werden diese Risiken in der Arbeit durch die Diskussion und Auswahl 
geeigneter Vorgehensmodelle im Bereich der Softwareentwicklung (vgl. Kapitel 4.4) 
und ihre Integration in das Projektmanagement (vgl. Kapitel 4.5) berücksichtigt. Zu-
dem wird in dieser Arbeit der Teilbereich Risikomanagement stark fokussiert, wel-
cher in obiger Aufzählung der Risikofelder gänzlich fehlt, was auf aktuelle Defizite in 
diesem Bereich hinweist.  
 
6.3.1.6 Risikomodul 6: weiche Faktoren 
 
Modul 2: Markt / Kunde
Modul 1: Unternehmensstrategie
Modul 3: Ressourcen
Modul 4: Technologie
Modul 5: Projektmanagement
Modul 6: Weiche Faktoren
 
Abbildung 45: Modul "Weiche Faktoren" 
 
Risikomodul 6 umfasst in den Punkten  
- Kommunikation 
- Bereichsegoismen/Kompetenzstreitigkeiten 
- Motivation  
 
sogenannte Soft Facts im Projektmanagement. 
 
Es gibt zahlreiche Veröffentlichungen, die sich schwerpunktmäßig mit weichen Fak-
toren im Projektkontext beschäftigen. Beispielsweise sei hier die Studie „Konsequen-
te Berücksichtigung weicher Faktoren“ der GPM und PA Consulting Group ge-
nannt. Diese Faktoren lassen sich jedoch nicht, oder nur über umschreibende Kon-
strukte und Indikatoren quantifizieren. Da die hier vorgenommene Wirtschaftlich-
keitsbewertung jedoch auf quantitativ messbaren Kennzahlen beruht, müssen auf 
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Basis einer Wirkungsanalyse aus diesen weichen Risikofaktoren greifbare Kenngrö-
ßen abgeleitet werden.  
 
Die weichen Faktoren in einem Projekt – Kommunikation, Harmonie, respektvoller 
Umgang, Vertrauen zum Vorgesetzten usw. – bestimmen unter anderem die Motiva-
tion und Arbeitszufriedenheit im Unternehmen bzw. Projekt399. Nach einer Studie 
des GALLUP-INSTITUTS ist bei „etwa zwei Dritteln der Beschäftigten in Deutsch-
land […] eine geringe Arbeitszufriedenheit festzustellen. Sie finden das Betriebsklima 
schlecht, können sich mit ihrer Arbeit nicht identifizieren und gehen gegenüber ih-
rem Unternehmen auf Distanz.“400 „Grundsätzlich  […] vermissen  die  Mitarbeiter  
eine  offene  Kommunikation  und  ein  ehrliches  Interesse  an  ihren  persönlichen  
Problemen.“401 Die Studie entwickelte dabei einen Engagement-Index in dem ermit-
telt wurde, dass 2008 67% der Mitarbeiter eine geringe und 20% gar keine emotiona-
le Bindung an ihr Unternehmen haben.402 Dies äußert sich unter anderem in über-
durchschnittlich vielen Fehltagen sowie einer erhöhten Fluktuation403. „Mitarbeiter-
fluktuation betrachtet das Institut als einen für die Unternehmen erheblichen Kos-
tenfaktor.“404  
 
WELLER405 führte eine empirische Untersuchung zur Fluktuationsneigung bei F&E-
Mitarbeitern durch. Auch er kommt dabei zu dem Ergebnis dass im F&E Bereich die 
Fluktuation meist hoch spezialisierter Mitarbeiter ein ernstes Problem darstellt.406  
 
                                                 
399 Auf verschiedene Motivationstheorien und deren Einflussfaktoren soll an dieser Stelle nicht detail-
liert eingegangen werden, da dies nicht Gegenstand dieser Arbeit ist. Es wird im Folgenden ledig-
lich erläutert, über welche quantifizierbaren Konstrukte „Soft-Facts“ in das hier entwickelte Mo-
dell aufgenommen werden sollen. 
400 Berkemeyer (2009) in einer Zusammenfassung der Gallup-Studie, S.1 
401 Berkemeyer (2009) in einer Zusammenfassung der Gallup-Studie, S.3 
402 Vgl. Berkemeyer (2009) in einer Zusammenfassung der Gallup-Studie, S.1 
403 Vgl. Berkemeyer (2009) in einer Zusammenfassung der Gallup-Studie, S.2 
404 Vgl. Berkemeyer (2009) in einer Zusammenfassung der Gallup-Studie, S.2 
405 Vgl. Weller (2001) 
406 Weller (2001), S.15 
  
Identifikation und Analyse von Projektrisiken 
 
 
122 
Das organisationale Commitment407  stellte dabei den stärksten direkten Prädiktor da-
für dar.  
 
Ob und inwieweit die intuitive Korrelation zwischen Arbeitszufriedenheit und Pro-
duktivität wissenschaftlich bestätigt werden kann, wird in der Literatur sehr unein-
heitlich gesehen. SIX/ECKES (1991) stellen hierzu fest: „Seitdem im ersten umfang-
reicheren Sammelreferat über den Zusammenhang von Arbeitszufriedenheit und Ar-
beitsleistung von BRAYFIELD & CROCKETT (1955) festgestellt wurde, daß es 
zwischen diesen beiden Maßen –  kontraintuitiv – so gut wie keine Beziehung gibt 
[…], hat es nicht an Versuchen gefehlt, dieses wenig wünschenswerte Ergebnis zu 
korrigieren.“408 Eine Bewertung der zahlreichen Forschungsarbeiten zu diesem Ge-
biet soll an dieser Stelle nicht vorgenommen werden.409 Es wird lediglich dem Kern-
gedanken der Auseinandersetzung dahingehend gefolgt, dass ein Einfluss der Mitar-
beiterzufriedenheit auf die Produktivität für möglich, aber nicht zwingend erachtet 
werden kann. 
 
Basierend auf diesen Ausführungen, muss angenommen werden, dass die drei Kenn-
größen   
- Anzahl der Fehltage 
- Fluktuationsquote und 
- Produktivität 
 
durch weiche Projektfaktoren mitbestimmt werden können. Neben der ohnehin 
für die Restaufwandsermittlung bereits als notwenig erachtete Produktivi-
tätsmessung, werden somit auch Fehlzeiten und Fluktuation in der Modell-
bildung berücksichtigt.  
 
                                                 
407 Als wichtige Definitionsbestandteile von Commitment wurden dabei „Die Bereitschaft große An-
strengungen für die Organisation zu erbringen, das starke Verlangen danach, weiterhin Mitglieder 
der Organisation zu bleiben, das empfinden eines Gefühls der Zugehörigkeit bzw. Loyalität der 
Organisation gegenüber, die Akzeptanz von Zielen und Werten der Organisation sowie die positi-
ve Gesamteinschätzung der Organisation an sich“ bei Weller(2001), S.6 in einer Zusammenfas-
sung der dort angegebenen Literatur aufgelistet. 
408 Six/Eckes (1991), S.22 
409 Eine bewertende Auflistung der Arbeiten findet sich bei Six/Eckes (1991), S.22f. 
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6.3.2 Zusammenfassung der Ergebnisse der Modulanalyse 
 
Nachdem bereits in Kapitel 4.4 ein geeigneter Softwareentwicklungsprozess ausge-
wählt und in Kapitel 4.5 hinsichtlich geeigneter Entscheidungspunkte analysiert wur-
de, wird in den nachfolgenden Kapiteln der Schwerpunkt auf die konkrete Umset-
zung eines kennzahlenbasierten Projektcontrollings410 im Sinne dieser Arbeit gelegt. 
Dies umfasst die Auswahl geeigneter Methoden zur Wirtschaftlichkeitsbewertung, 
Aufwandsprognose und Ertragsabschätzung sowie deren Kombination hinsichtlich 
der hier angestrebten Zielsetzung. 
 
Ausgehend von obiger Modulanalyse müssen gemäß den Ergebnissen der empiri-
schen Untersuchungen folgende Kenngrößen als risikobehaftet und für eine Wirt-
schaftlichkeitsbewertung relevant erachtet und im Folgenden näher analysiert wer-
den: 
 
- Wirtschaftliche Unternehmensziele 
- Projekt-Basis-Daten 
 Größe 
 Komplexität 
- Ressourcensituation 
 Größe des Projektteams 
 Produktivität 
 Zeitliche Ressourcenverfügbarkeit 
• Fluktuation 
• Fehlzeiten 
• Schulungsaufwand 
                                                 
410 Vgl. Kapitel 1 
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7 Grundlagen der kennzahlenbasierten Projekt-
bewertung und -überwachung 
 
Risikoüberwachung/
Risikokommunikation
Risikoidentifikation
Risikoanalyse
Risikobewertung
 
Abbildung 46: Detailbetrachtung „Risikobewertung“411 
 
 
Aufbauend auf der in Kapitel 6 vorgenommenen Risikoidentifikation und -analyse, 
steht im Folgenden die Frage nach der Bewertbarkeit dieser Risiken und darauf auf-
bauend die Bewertung des Restprojektes in seiner Gesamtheit im Fokus. In den fol-
genden Kapiteln gilt es, geeignete Methoden zur Wirtschaftlichkeitsbewertung, Auf-
wandsschätzung und Ertragsprognose auszuwählen, die relevanten Größen quantita-
tiv zu erfassen und die daraus resultierenden Kenngrößen zu integrieren. 
 
Jedoch muss auch berücksichtigt werden, dass diese relevanten Größen sich in einem 
Ausmaß verändern können, welches eine detaillierte Wirtschaftlichkeitsbewertung 
des Projektes überflüssig macht. Dieser Fall tritt ein, wenn durch deren Veränderung 
eine grundsätzliche Voraussetzung für das Projekt wegfällt – beispielsweise der Ab-
satzmarkt für das Projektergebnis nicht mehr existiert. Diese besonderen Ausprä-
gungen der Projektrisiken sollen im Folgenden näher betrachtet werden. 
 
                                                 
411 Eigene Darstellung basierend auf der Darstellung bei Gaulke (2004), S.9 (mit Abwandlungen) 
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7.1 Identifikation von Projektvoraussetzungen anhand 
von Risikoleitfragen 
 
Risikoausprägungen, die einem Projekt seine Grundlage entziehen, werden in der Li-
teratur oftmals gänzlich vernachlässigt. Dies resultiert aus der verbreiteten Praxis, 
dass häufig nur Risiken thematisiert werden, für die Lösungsmöglichkeiten existie-
ren.412 Der Auffassung von DeMARCO/LISTER folgend, sollen jedoch für diese 
Arbeit aus den bereits identifizierten Risiken derartige Ausprägungen abgeleitet wer-
den. 
 
DeMARCO/LISTER413 prägen für diese elementaren Risiken bzw. deren Ausprä-
gungen den Begriff „Projektvoraussetzungen“414. Projektvoraussetzungen sind De-
MARCO/LISTER zufolge Risiken, die zwar im Zuge der Risikoidentifikation thema-
tisiert werden müssen, sich „einer vernünftigen Quantifizierung [jedoch] entzie-
hen“.415 Er schlägt vor derartige Risiken zu identifizieren, als „Projektvoraussetzun-
gen“ zu kennzeichnen und zu überwachen.416  
 
Entsprechend wird in dieser Arbeit verfahren. Der Ausfall einer Projektvorausset-
zung bedingt dabei in der Regel einen Projektabbruch.  
 
Um diese Projektvoraussetzungen zu identifizieren, werden im Folgenden die ermit-
telten Risikogrößen über Leitfragen weiter konkretisiert. Dabei wird für jede Leitfra-
ge entschieden, ob sie über eine quantitative Kennzahl in das Entscheidungsmodell 
integriert werden kann, oder als Projektvoraussetzung definiert werden muss. 
 
Wird eine Frage mit „ja“ beantwortet, heißt dies, dass es sinnvoll ist, den durch das 
Risiko zu erwartenden monetären „Schaden“ für das Projekt zu erfassen. „Nein“ 
drückt aus, dass dieser bei Risikoeintritt so groß wäre, dass die durch das Projekt zu 
erzielenden Erträge gegen 0 oder die dafür zu kalkulierenden Aufwände gegen ∞ ge-
                                                 
412 vgl. DeMarco/Lister (2003), S.7  
413 DeMarco/Lister (2003), S.68f. 
414 DeMarco/Lister (2003), S.68; Gaulke (2004) verwendet für diese Risikokategorie weitgehend de-
ckungsgleich den Begriff „Risiko 1.Ordnung“ 
415 DeMarco/Lister (2003), S.68 
416 Vgl. DeMarco/Lister (2003), S.68f. 
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hen würden – somit eine quantitative Erfassung im Entscheidungsmodell nicht sinn-
voll ist.  
 
Die Leitfragen werden im Folgenden je Risikogröße aufgeführt und im Anschluss er-
läutert.  
 
Risiko Leitfrage Integration insEntscheidungsmodell
Unternehmensziele
Welche wirtschaftlichen Ziele verfolgt das Unter-
nehmen zum Entscheidungszeitpunkt?
Sind Projektziele und Unternehmensziele
weiterhin vereinbar?
ja nein
ja nein
 
 Tabelle 5: Risiko „Unternehmensziele“ 
 
Wie eingangs beschrieben, wird für diese Arbeit die Annahme getroffen, dass das 
projektdurchführende Unternehmen mit dem Projekt zumindest indirekt das Ziel der 
Gewinnerzielung verfolgt. Je nach Wahl des Bewertungsverfahrens417 können ver-
schiedene Kennzahlen dieses Ziel quantitativ abbilden: z.B. Amortisationsdauer, in-
terner Zinsfuß, Kalkulationszinssatz und Andere. Es ist üblich, für diese Größen un-
ternehmensweite Minimal- bzw. Maximalanforderungen zu definieren. Diese können 
sich im Zeitablauf verändern, was wesentlichen Einfluss auf die Wirtschaftlichkeits-
beurteilung des Restprojektes hat. Es müssen jeweils die zum Entscheidungszeit-
punkt geltenden Anforderungen im Modell berücksichtigt werden.  
 
Jedoch ist die Zieldefinition von Unternehmen i.d.R. nicht auf wirtschaftliche Kenn-
größen beschränkt, sondern spiegelt dessen gesamte strategische Ausrichtung wider. 
Verändert sich diese Ausrichtung im Zeitablauf, können zwischen den veränderten 
Unternehmenszielen und dem statischen Projektziel verschiedene Zielbeziehungen 
entstehen.418 Widerspricht das Projektziel den Unternehmenszielen – herrscht somit 
Zielantinomie419 – muss unabhängig von einer Wirtschaftlichkeitsbeurteilung ein Ab-
bruch des Projektes geprüft werden. Eine Projektbewertung im Sinne dieser Arbeit 
soll in diesem Fall nicht vorgenommen werden. 
 
 
                                                 
417 Vgl. Kapitel 8.3 
418 Vgl. Bühner (2004b), S.74 
419 Vgl. Bühner (2004b), S.74 
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Daher wird als Projektvoraussetzung 1 definiert: 
 
„Das Projektergebnis widerspricht nicht den strategischen Unternehmenszie-
len.“ 
 
Risiko Leitfrage Integration insEntscheidungsmodell
Projektgröße Sind zusätzliche Anforderungen an dasProjektergebnis im Zeitablauf zu erwarten? ja nein
 
 Tabelle 6: Risiko „Projektgröße“ 
 
Die Veränderung und/oder Zunahme von Anforderungen an das Projektergebnis 
wurden in fast allen ausgewerteten Studien als wesentlicher Faktor für den Misserfolg 
von Projekten genannt.420 Dies verdeutlicht, dass es für Softwareentwicklungsprojek-
te nahezu unmöglich ist, alle Anforderungen bereits zu Beginn vollständig zu erfas-
sen. Daher ist bei der Anwendung iterativer Vorgehensmodelle eine schrittweise Er-
mittlung von Anforderungen bereits fest in den Prozess integriert.421  
 
In der Fachliteratur finden sich zahlreiche Hinweise auf Erfahrungs- und Standard-
werte für dieses Risiko.422 Zudem können möglicherweise Daten aus dem bereits lau-
fenden Projekt dafür herangezogen werden. Der ermittelte Wert kann als Erwar-
tungswert des Risikos betrachtet und einer monetären Prognose des dadurch erhöh-
ten Entwicklungsaufwands zu Grunde gelegt werden.  
                                                 
420 Vgl. Kapitel 6.2.2 
421 Vgl. zum Beispiel den in Kapitel 4.3.2 dargestellten RUP 
422 Vgl. Kapitel 9.3.2.3.1 
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Risiko Leitfrage Integration insEntscheidungsmodell
Produktivität Ist mit abfallender Produktivität des Projekt-teams zu rechnen? ja nein
 
 Tabelle 7: Risiko „Produktivität“ 
 
Die Produktivität der Projektteammitglieder – als Verhältnis von Output zu Input423 
– bestimmt zusammen mit Größe und Komplexität der Projektaufgabe im Wesentli-
chen den Projektaufwand. Durch eine Zu- oder Abnahme der Produktivität kann 
sich die Aufwandsprognose für die Fertigstellung des Projektes gegenüber der ur-
sprünglichen Schätzung verändern. Es gilt, eine geeignete Kennzahl zur Abbildung 
der Mitarbeiterproduktivität speziell für Softwareentwicklungsprojekte zu identifizie-
ren.424 Da i.d.R. keine detaillierten Daten über die Produktivitätsentwicklung im Pro-
jektverlauf vorliegen, können erwartete Produktivitätsveränderungen vereinfachend 
über  prozentuale Zu- oder Abschläge erfasst werden.425 Es wird in dieser Arbeit da-
von ausgegangen, dass das Projektteam zu jedem Zeitpunkt eine Produktivität >0 
aufweist. Daher wird aus dieser Risikogröße keine Projektvoraussetzung abgeleitet. 
 
                                                 
423 „Produktivität“ wird in der Literatur unterschiedlich eng definiert: Bei Wöhe (2005), S.53 wird sie 
sehr allgemein als das Verhältnis von mengenmäßigem Output zu mengenmäßigem Input be-
schrieben und in partiellen Produktivitätskennziffern detailliert. Bei Schmalen (2002), S.54 findet 
sich hingegen eine sehr enge Definition als Produktionsergebnis je Arbeitsstunde. In ihrem 
Gebrauch werden die Begriffe „Produktivität“ und „Leistung“ z.T. gleichgesetzt. Der Begriff 
„Leistung“ wird dabei sehr unterschiedlich gebraucht: z.B. bei Barth/Hartmann/Schröder (2007), 
S.72: „Leistung soll als Arbeitsergebnis pro Zeiteinheit definiert werden. […] Leistungsmaße sind 
wiederum in Produktivitätsmaße überführbar indem die Leistung pro Zeiteinheit (Output) auf die 
zur Leistungserstellung notwendigen Leistungsfaktoren (Input) bezogen wird.“ Hingegen bei 
Schmalen (2002), S.642: „Leistung nennt man den – in Geld ausgedrückten – sachzielbezogenen 
Wertezugang im Rahmen der ordentlichen Geschäftstätigkeit in einer Periode.“ Für diese Arbeit 
wird Produktivität angelehnt an die softwarespezifischen Produktivitätskennzahlen (beispielsweise 
bei Bundschuh/Fabry (2004), S.197) als realisierte Software-Funktionalität je Zeiteinheit gesehen. 
Der Begriff der Leistung wird hier aufgrund seiner ambivalenten Verwendung nicht gebraucht. 
424 Vgl. Kapitel 9.3.2 
425 Liegen detailliertere Daten zum Produktivitätsabfall im Projektverlauf z.B. durch Burn-Out oder 
Produktivitätssteigerungen durch z.B. Lerneffekte vor, kann das Modell entsprechend angepasst 
werden. 
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Risiko Leitfrage Integration insEntscheidungsmodell
Ressourcen-
verfügbarkeit
Mit welcher Fluktuation muss für den restlichen 
Verlauf des Projektes gerechnet werden?
Wie hoch ist der Einarbeitungsaufwand für 
ein neues Teammitglied anzusetzen?
ja nein
ja nein
Mit welchem zeitlichen Weiterbildungsaufwand
muss für den restlichen Verlauf des Projektes 
gerechnet werden?
ja neinMit welchen Fehlzeiten muss für den restlichen
Verlauf des Projektes gerechnet werden?
ja nein
 
 Tabelle 8: Risiko „Ressourcenverfügbarkeit“ 
 
Fluktuation: 
Fluktuation – als der „zwischenbetriebliche Wechsel von Beschäftigten“426 – stellt für 
jegliche betriebliche Aufgabenerfüllung ein Risiko dar; schwerpunktmäßig in wissens-
intensiven Bereichen, zu denen auch Softwareentwicklungsprojekte gezählt werden 
können. In zahlreichen Fachbeiträgen, Vorträgen und Artikeln werden die durch 
Fluktuation entstehenden Aufwände thematisiert: diese resultieren aus dem Verlust 
von Experten- und Erfahrungswissen verbunden mit Such- und Einarbeitungsauf-
wand für eine geeignete Neubesetzung.427 Kosten für die Suche eines neuen Mitarbei-
ters müssen dabei auf Unternehmensebene gesehen werden und können i.d.R. nicht 
einem einzelnen Projekt zugeordnet werden, da der Mitarbeiter im Normalfall auch 
darüber hinaus dem Unternehmen zur Verfügung steht. Daher sollen diese nicht in 
das Modell integriert werden. Probleme des Wissens- und Erfahrungsverlustes durch 
Fluktuation müssen jedoch als Mehraufwand in dem betrachteten Projekt Berück-
sichtigung finden. Dabei muss der Begriff der Fluktuation über die Sicht als „zwi-
schenbetrieblicher Wechsel“ hinaus ausgeweitet werden, da Mehraufwand durch die 
Integration neuer Projektteammitglieder auch bei einem Wechsel zwischen Projekten 
oder Projekt und Unternehmen anfällt. Eine Quantifizierung dieses fluktuationsbe-
dingten Mehraufwands gestaltet sich schwierig: Er soll jedoch dennoch nicht ver-
                                                 
426 Graf (2007), S.113 
427 Beispielsweise bei Graf (2007), S.113: „[…]ungeplante Fluktuation führt zu zusätzlichen Kosten in 
Form von entgangenen Leistungen und Erträgen des Kapitals, das in Aus- und Weiterbildung, 
Fortbildung der Arbeitnehmer usw. investiert wurde. Daneben entstehen für den Betrieb unmit-
telbare Kosten durch die Einstellung neuer Mitarbeiter (Vorstellungsgespräche, Stellenausschrei-
bungen etc.).“ 
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nachlässigt werden, sondern über eine zeitliche Größe, die eine unproduktive Einar-
beitungszeit modelliert, abgebildet werden.  
 
Wie bereits erwähnt, wird die Ressourcenausstattung in dieser Arbeit für das gesamte 
Projekt nominal428 als Konstante gesehen. Es wird für die Modellbildung die An-
nahme getroffen, dass Projektmitarbeiter unmittelbar ersetzt werden und lediglich 
Einarbeitungszeit für neue Teammitglieder anfällt. Daher wird bezüglich der Fluktua-
tion keine Projektvoraussetzung abgeleitet. 
 
Fehlzeiten: 
Neben unproduktiven Zeiten die für Einarbeitung neuer Teammitglieder müssen zu-
sätzlich Fehlzeiten von Projektmitarbeitern kalkuliert werden. Diese werden schwer-
punktmäßig durch Krankheit und zustehenden Erholungsurlaub bedingt. Da diese 
Zeiten nicht produktiv genutzt werden, jedoch Aufwand verursachen, ist eine Integ-
ration dieser Größen in die Schätzung des Projektrestaufwands unerlässlich. Dabei 
kann auch hier auf Erfahrungswerte aus dem bereits laufenden Projekt, z.B. den 
durchschnittlichen Krankenstand, zurückgegriffen werden. 
 
Anders als beim Risiko „Fluktuation“ wird hier davon ausgegangen, dass erkrankte 
oder beurlaubte Teammitglieder nicht ersetzt werden, da ihr Wegfall i.d.R. zeitlich 
begrenzt ist. Um eine Ressourcenbasisausstattung des Projektes sicherzustellen wird 
folgende Projektvoraussetzung 2 definiert: 
 
Die produktiv nutzbare Projektarbeitszeit des Projektteams für das Restpro-
jekt ist unter Berücksichtigung aller Fehlzeiten > 0. 
 
Schulungsaufwand: 
Per definitionem werden in Projekten einmalige Aufgaben erfüllt. Dies bedingt, dass 
der Weg zum Projektergebnis i.d.R. komplex und nicht von Beginn an planbar ist.429 
Während des Projektverlaufs können Anforderungen oder Schwierigkeiten auftreten, 
die mit dem Wissen der Projektteammitglieder nicht gelöst werden können. Um das 
erforderliche Wissen im Projekt zu generieren, müssen ggf. während der Projektlauf-
                                                 
428 „nominal“ soll hierbei den Unterschied zwischen der theoretischen Verfügbarkeit und der effekti-
ven Verfügbarkeit ausdrücken. 
429 Vgl. Gaulke (2004), S.1f.  sowie die Ausführungen in Kapitel 3.4 
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zeit Recherchen getätigt, Vorträge oder Schulungen besucht und/oder externe Bera-
ter430 eingesetzt werden, um die Projektanforderungen zu bewältigen.  
 
Je weiter ein Projekt bereits fortgeschritten ist, desto besser können Wissenslücken 
und Aufwände für die erforderliche Wissensgenerierung abgeschätzt werden.  
 
Ist das erforderliche Wissen generell am Markt verfügbar und kann es dem Projekt-
team zugänglich gemacht werden, müssen i.d.R. eine zeitliche und eine monetäre 
Komponente berücksichtigt werden. Die zeitliche Größe bildet dabei den zeitlichen 
Aufwand für die Weiterbildungsmaßnahme ab, die montäre Komponente anfallende 
Kosten für Berater, Schulungsmaterial, Literatur und Ähnliches. 
 
Risiko Leitfrage Integration insEntscheidungsmodell
Komplexität Ist das erforderliche Wissen generell verfügbar ja nein
 
Tabelle 9: Risiko „Komplexität“ 
 
 
Als problematisch erweist es sich jedoch, wenn das angestrebte Projektergebnis zu 
komplex ist und die Grenzen des aktuell Machbaren überschreitet; somit das not-
wendige Wissen für eine Durchführung des Projektes bzw. Erreichung des ange-
strebten Projektergebnisses generell (noch) nicht zur Verfügung steht und im Pro-
jektverlauf auch nicht generiert werden kann. Daher soll als Projektvoraussetzung 
3 definiert werden.431 
 
Das fachliche Wissen zur Erbringung des angestrebten Projektergebnisses ist 
grundsätzlich verfügbar und kann dem Projektteam  (in vertretbarer Zeit) zu-
gänglich gemacht werden, oder kann durch dieses zur Projektlaufzeit gene-
riert werden. 
 
                                                 
430 Eine Abgrenzung zwischen den Begriffen „Coach“ und „Berater“, die in einigen Artikeln vorge-
nommen wird, soll hier nicht erfolgen, da in der Literatur darüber keine Übereinstimmung 
herrscht. 
431 Eventuell mögliche Modifikationen des Projektziels zur Umgehung dieser Wissenslücken sollen 
hier nicht thematisiert werden. Auch eine eventuell mögliche Einbindung von Lieferanten zur 
Erbringung dieser Teilleistungen soll hier nicht berücksichtigt werden. 
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 Darüber hinaus sollen zur Projektkomplexität keine Leitfragen definiert werden, da 
diese – wie in Kapitel 9.3.2.1.2 ausgeführt – als über den gesamten Projektverlauf 
konstant angenommen wird. 
 
Risiko Leitfrage Integration insEntscheidungsmodell
Markt
Kann der Absatzmarkt für das betreffende 
Projekt sich verändern? ja nein
Kann durch die Marktveränderung eine
Vermarktung unmöglich werden? ja nein
 
Tabelle 10: Risiko „Markt“ 
 
Das Risiko einer Veränderung des Absatzmarktes muss nach Standard- und Indivi-
dualsoftwareerstellung getrennt betrachtet werden. In der Modellauswahl in Kapitel 
10 wird entsprechend der Softwareklassifikation in Kapitel 5.3 diese Unterscheidung 
weiter detailliert. 
 
Im Bereich der individuellen Produkterstellung umfasst der Absatzmarkt für das Pro-
jektergebnis i.d.R. nur einen einzelnen Kunden. Veränderungen in diesem sehr einge-
schränkten Marktumfeld können beispielsweise durch Zahlungsunfähigkeit des pro-
jektbeauftragenden Unternehmens resultieren. Da die zu erstellende Individualsoft-
ware speziell auf die Bedürfnisse dieses Einzelkunden zugeschnitten ist, kann da-
durch eine Vermarktung des Projektergebnisses unmöglich werden.  
 
Der Absatzmarkt bei der Standardprodukterstellung umfasst hingegen zahlreiche po-
tentielle Abnehmer, mit denen in der Regel zum Zeitpunkt der Projektdurchführung 
noch keine vertraglichen Beziehungen bestehen. Daher muss dieser Markt als sehr 
viel agiler eingeschätzt werde. Es kann sich während der Projektlaufzeit sowohl das 
Marktvolumen verändern, als auch der erwartete Marktanteil, die Zahlungsbereit-
schaft der Kunden usw.432 Diese Veränderungen haben dabei Auswirkungen auf die 
Ertragsprognose des Projektes. Daher dürfen auch Ertragsprognosen nicht als sta-
tisch betrachtet werden, sondern müssen an jedem Entscheidungspunkt auf ihre Gül-
tigkeit hin überprüft werden. 
 
                                                 
432 Da Ertragsprognosen in der Regel für gesamte Jahre erstellt werden, sollen saisonale Schwankun-
gen, bspw. durch das Weihnachtsgeschäft, hier nicht thematisiert werden. 
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Auch im Bereich der Standardprodukte kann der Sonderfall eintreten, dass eine 
Vermarktung des Projektes durch eine Veränderung des Absatzmarktes gänzlich 
unmöglich wird – beispielsweise durch ein gesetzliches Verbot des erstellten Produk-
tes. 
 
Marktveränderungen, die zu erwartenden Erträgen von 0 führen würden, werden 
somit sowohl für den Bereich der individuellen Produkterstellung als auch der Stan-
dardprodukterstellung als Projektvoraussetzung 4 erfasst: 
 
Es besteht zum Zeitpunkt der Fertigstellung ein Absatzmarkt für das Projekt-
ergebnis. 
 
 
  
Grundlagen der kennzahlenbasierten Projektbewertung und -überwachung 
 
 
134 
Zusammenfassung der Projektvoraussetzungen  
 
Entsprechend obiger Ausführungen wurden somit folgende Projektvoraussetzungen 
definiert: 
 
Projektvoraussetzung 1: 
Das Projektergebnis widerspricht nicht den strategischen Unternehmenszielen. 
 
Projektvoraussetzung 2: 
Die produktiv nutzbare Arbeitszeit des Projektteams für das Restprojekt ist unter 
Berücksichtigung aller Fehlzeiten >0. 
 
Projektvoraussetzung 3: 
Das fachliche Wissen zur Erbringung des angestrebten Projektergebnisses ist 
grundsätzlich verfügbar und kann dem Projektteam zugänglich gemacht werden, 
oder kann durch dieses zur Projektlaufzeit generiert werden. 
 
Projektvoraussetzung 4: 
Es besteht zum Zeitpunkt der Fertigstellung ein Absatzmarkt für das Projektergeb-
nis. 
 
Tabelle 11: Zusammenfassung Projektvoraussetzungen 
 
Diese Auflistung kann als Checkliste gesehen werden; nur wenn alle definierten Pro-
jektvoraussetzungen als erfüllt angenommen werden, ist eine Wirtschaftlichkeitsbeur-
teilung im Sinne der Modellbildung dieser Arbeit für das Restprojekt sinnvoll. Wird 
mindestens eine der identifizierten Projektvoraussetzungen negiert, muss das Projekt 
daher unabhängig von der Ausprägung der hier entwickelten Spitzenkennzahl in Fra-
ge gestellt werden.  
 
Es ist somit notwendig, die hier aufgelisteten Projektvoraussetzungen bereits vor ei-
ner Anwendung des Entscheidungsmodells auf ihr Vorhandensein hin zu überprü-
fen.  
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Zusammenfassung der quantitativ einfließenden Leitfragen 
 
Nachfolgend werden die Leitfragen aufgelistet, die in einer Restaufwands- und  
(Rest-)Ertragsprognose quantitativ berücksichtigt werden sollen. Es gilt diese im wei-
teren Verlauf der Arbeit durch geeignete Kennzahlen und deren Kombinationen zu 
beantworten und in das Entscheidungsmodell zu integrieren. 
 
 
Welche wirtschaftlichen Ziele verfolgt das Unternehmen zum Entscheidungszeitpunkt? 
 
Sind zusätzliche Anforderungen an das Projektergebnis im Zeitablauf zu erwarten? 
 
 
Ist mit abfallender Produktivität des Projektteams zu rechnen? 
 
 
Mit welcher Fluktuation muss für den restlichen Verlauf des Projektes gerechnet werden? 
Wie hoch ist der Einarbeitungsaufwand für ein neues Teammitglied anzusetzen? 
 
 
Mit welchen Fehlzeiten muss für den restlichen Verlauf des Projektes gerechnet werden? 
 
 
Mit welchem zeitlichen Weiterbildungsaufwand muss für den restlichen Verlauf des Projek-
tes gerechnet werden? 
 
 
Kann der Absatzmarkt für das betreffende Projekt sich verändern? 
 
Tabelle 12: Quantitativ zu beantwortende Leitfragen 
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7.2 Risikoüberwachung im Projektcontrolling 
 
7.2.1 Der reduzierte Risikomanagement-Kreislauf der Modell-  
  anwendung 
 
In Kapitel 7.1 wurden die ermittelten Kernrisikobereiche durch die Formulierung 
von Leitfragen konkretisiert. Diese sollen zusammen mit allen weiteren relevanten 
Größen – Größe des Restprojektes, Anzahl der Teammitglieder usw. – über geeigne-
te Kennzahlen in die Modellbildung einfließen. 
 
Das Modell sollte dabei im Projektverlauf mindestens in jedem Entscheidungs-
punkt433 angewendet werden, um eine Entscheidung über Projektabbruch oder Pro-
jektweiterführung regelmäßig zu überprüfen. Dabei sind die identifizierten Größen 
bei jeder Modellanwendung mit aktuellen Erfahrungs- und Schätzwerten neu zu be-
werten und zu kommunizieren. Dies führt bei regelmäßiger Modellanwendung zu ei-
nem reduzierten Risikomanagement-Kreislauf im Projektverlauf.434  
 
Risikoüberwachung/
Risikokommunikation
Risikobewertung
 
Abbildung 47: Reduzierter Risikomanagement-Kreislauf der Modellanwendung435 
 
                                                 
433 Vgl. hierzu die in Kapitel 4.5 definierten Entscheidungspunkte 
434 Werden zusätzliche neue, bisher nicht bewertete Risiken berücksichtigt, muss unter Umständen 
der gesamte Risikomanagement-Kreislauf erneut durchlaufen werden (vlg. hierzu Kapitel 6.1). Es 
soll jedoch hier davon ausgegangen werden, dass sich die Art der identifizierten Risiken bei wie-
derholter Modellanwendung nicht verändert, sondern lediglich deren Bewertung. 
435 Eigene Darstellung in einer Weiterentwicklung und Anpassung des ursprünglichen Risikomana-
gement-Kreislaufs nach Gaulke (2004), S.9; der Pfeil zwischen Risikoüberwachung/Risikokom-
munikation zurück zur Risikobewertung wird dabei gestrichelt dargestellt, da die identifizierten Ri-
siken nur bei veränderten Erfahrungs- oder Schätzwerten neu bewertet werden müssen. 
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Die Unsicherheit bei der Schätzung des Projekt(rest)aufwands nimmt dabei im Pro-
jektverlauf immer weiter ab, da 
 
- die abzuschätzende Zeitspanne bis Projektende immer kürzer wird 
und 
- immer detailliertere Erfahrungswerte über die Projektrisiken vorlie-
gen. 
 
BUNDSCHUH/FABRY veranschaulichen diesen Sachverhalt –  mit Bezug zu den 
klassischen Phasen eines Softwareentwicklungsprojektes - in folgender Graphik: 
 
EinführungTestRealisierungDesignAnalyseStudie
+
-
35% 30% 25% 20% 10%
25% 40% 60% 80%
Wissen über das S
chätzobjekt
Schätzgenauigkeit
 
Abbildung 48: Schätzgenauigkeit im Projektfortschritt436 
 
Eine strukturierte Überwachung des komplexen Systems „Projekt“ – seiner Zielerrei-
chung, Termintreue und Risiken – wird der Disziplin des Projektcontrollings zuge-
ordnet. Diese soll im Folgenden inhaltlich erläutert und in Hinblick auf die hier ange-
strebte Zielsetzung abgegrenzt werden. 
 
                                                 
436 Vgl. Bundschuh/Fabry (2004), S.34 
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7.2.2 Definitorische Abgrenzung: Projektcontrolling 
 
Controlling im Allgemeinen dient der Steuerung komplexer Systeme in arbeitsteiligen 
Gesellschaften.437 Es soll dabei die Rationalität der Führung sichern.438 Da jede Ent-
scheidung in Projekten unter Unsicherheit getroffen wird, ist deren Identifikation 
und Eingrenzung eine zentrale Aufgabe des Projektcontrollings.439  
 
Der Begriff „Projektcontrolling“ wird in der Literatur häufig synonym zum Begriff 
„Projektmanagement“ verwendet. Tatsächlich ist jedoch das Projektcontrolling nur 
ein Teilbereich des Projektmanagements.440 
 
Eine Trennung in operatives und strategisches Projektmanagement441 wird hierbei 
auf Teilbereichsebene fortgeführt und prägt eine Unterscheidung in operatives und 
strategisches Controlling.442 Beim operativen Controlling443 wird davon ausgegangen, 
dass der Zielzustand, in den das System überführt werden soll, unverändert bleibt. 
Der Fokus liegt darauf, diesen Zielzustand in geplanter Weise zu erreichen.444 Strate-
gisches Controlling löst sich hingegen von einem statischen Zielbegriff und sieht den 
Zielzustand des zu steuernden Systems als variabel an.445 
 
Die in dieser Arbeit zu treffende Entscheidung über Abbruch oder Weiterführung 
eines Projektes kann keiner der beiden Ausrichtungen klar zugeordnet werden, ist je-
doch eher unter dem Begriff des strategischen Projektcontrollings zu sehen. Der 
Zielzustand ist insofern variabel, als eine Entscheidung für oder gegen eine Weiter-
führung des Projektes und somit für oder gegen das Erreichen dieses Zielzustandes 
getroffen wird. Dies muss als strategische Entscheidung gewertet werden. Jedoch 
wird das Postulat der Variabilität auf diese bivalente Entscheidung reduziert. Weitere 
Projektmodifikationen sollen dabei nicht berücksichtigt werden, was auch eine Ein-
                                                 
437 vgl. Kütz (2003), S.1 
438 vgl. Weber/Schäffer (2000), S.190 zitiert nach Kütz (2003), S.2; zur Rationalität von Abbruchent-
scheidungen und dafür relevanten psychologischen Effekten vgl. Kapitel 8.2 
439 vgl. Kütz (2003), S.1f. 
440 Vgl. Bundschuh/Fabry (2004), S.63 für die letzten beiden Sätze 
441 Vgl. Kapitel 3.6.1 
442 Vgl. Bundschuh/Fabry (2004), S.64 
443 es wird dabei auch vom „normalen“ Controlling gesprochen; vgl. Kütz (2003), S. 6 
444 vgl. Kütz (2003), S.6 für die letzten beiden Sätze 
445 vgl. Kütz (2003), S. 7 
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ordnung beim operativen Projektcontrolling rechtfertigen würde. Auch muss die Er-
hebung der in der Modellbildung verwendeten Kennzahlen dem operativen Projekt-
controlling zugeordnet werden.446  
 
Die Arbeit widerspricht dabei der von KÜTZ(2003) vertretenen Meinung, Nutzen-
bestimmung oder Wirtschaftlichkeitsrechnung für Projekte gehörten nicht zum IT-
Controlling, da die Darstellung und Rechtfertigung des Kapitaleinsatzes in einem IT-
Projekt dem Auftraggeber oblägen.447 Da die für eine periodische oder permanente 
Wirtschaftlichkeitsbeurteilung eines laufenden Softwareentwicklungsprojektes not-
wendigen Daten aus den vorhandenen Kennzahlen eines etablierten IT-Controllings 
abgeleitet werden sollen, muss auch eine kennzahlengestützte Bewertung der Weiter-
führung eines Projektes hier angesiedelt und von dort kommuniziert werden.448 Dass 
diese Entscheidung in letzter Konsequenz möglicherweise an übergeordneten Stellen 
getroffen wird, soll jedoch nicht in Abrede gestellt werden. 
 
7.2.3 Die Verwendung von Kennzahlen im Projektcontrolling 
 
7.2.3.1 Definitorische Abgrenzung: Kennzahlen und Kennzahlensys-
teme  
 
GEORGE hat in seiner Arbeit über Kennzahlen für das Projektmanagement aufge-
zeigt, dass Kennzahlen und Kennzahlensysteme gerade als Controlling-Instrumente 
im Bereich von Projekten sinnvoll eingesetzt werden können. Trotz der hohen Rele-
vanz existieren derzeit wenige Veröffentlichungen, die sich mit dem Einsatz von 
Kennzahlen im Projektmanagement systematisch befassen.449 Auch in der Literatur 
zu Softwareentwicklungsprojekten im Speziellen werden häufig nur einzelne Kenn-
zahlen beispielhaft herausgegriffen und erläutert, ohne in den übergeordneten Ge-
samtzusammenhang eines Kennzahlensystems eingeordnet zu werden. Speziell über 
                                                 
446 Auch in der Literatur werden die Grenzen zwischen strategischem und operativem Controlling als 
fließend betrachtet; vgl. Kütz (2003), S.7 
447 vgl. Kütz (2003), S.10 
448 Auch Bundschuh/Fabry (2004) sehen die Aufwandschätzung als Hauptinstrument des Projekt-
controllings und Basis für die Wirtschaftlichkeitsbetrachtung von IT-Projekten. Hier wird keine 
Trennung zwischen der Entscheidung über Wirtschaftlichkeit und der operativen Controllingauf-
gabe der Aufwandschätzung und Überwachung vorgenommen. 
449 Vgl. George (1999), S.4 für die letzten beiden Sätze 
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Kennzahlensysteme in Projekten existieren kaum umfassende Werke auf wissen-
schaftlichem Niveau.450 
 
Jedoch stimmt die Literatur über die Funktionen von Projektcontrolling weitgehend 
überein: 
- Planung (Festlegung von Kennzahlen) 
- Informationsbeschaffung 
- Kontrolle  
- Steuerung451 
 
Um diese Funktionen zu erfüllen, werden die Zustände eines Systems mit Hilfe von 
Kennzahlen messbar und damit beschreibbar gemacht.452 
 
 Kennzahlen453 sind 
 
 „Zahlen, die quantitativ erfassbare Sachverhalte in konzentrierter Form erfas-
sen.“454 
 
Hierbei wird einem weiten Kennzahlenbegriff gefolgt, der sowohl absolute Zahlen 
als auch Verhältniszahlen und mathematisch verknüpfte Zahlen als Kennzahlen zu-
lässt. 
 
Kennzahlen, die einzelne Faktoren – bspw. die Produktivität – abbilden, können nur 
einen engen Ausschnitt eines komplexen Systems darstellen. Die Verwendung von 
Kennzahlen gibt somit nur ein grobes Abbild der Realität wider.455 Um ein System, 
beispielsweise ein Projekt, in seiner Gesamtheit beschreiben zu können – wie in die-
ser Arbeit angestrebt – müssen mehrere Kennzahlen herangezogen werden. Diese 
sollen die relevanten Sachverhalte in verdichteter Form wiedergeben und werden als 
„Kennzahlensystem“ bezeichnet. Jedoch kann auch ein Kennzahlensystem nur als 
                                                 
450 Vgl. George (1999), S.27 
451 Vgl. Bundschuh/Fabry (2004) S. 64 für die Aufzählung 
452 vgl. Kütz (2003), S.4 
453 Synonym werden gebraucht: Kennziffer, Kontrollzahl, Kontrollziffer, Messzahl, Richtzahl, Stan-
dardzahl, Schlüsselzahl usw. In dieser Arbeit wird ausschließlich von Kennzahlen gesprochen. Sie 
folgt dabei dem Vorschlag von George (1999), S.29 
454 Kütz (2003), S.4 
455 vgl. Kütz (2003), S. 4 
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unvollständiges Abbild der Realität gewertet werden; es soll diese jedoch bestmöglich 
beschreiben. 
 
„Ein Kennzahlensystem ist eine geordnete Gesamtheit von Kennzahlen, die in einer 
Beziehung zueinander stehen und so als Gesamtheit über einen Sachverhalt voll-
ständig informieren.“456  
 
Die begriffliche Abgrenzung zwischen der Entwicklung einer Kennzahl und der 
Entwicklung eines Kennzahlensystems gestaltet sich für diese Arbeit komplex. Es 
werden mehrere Kennzahlen zur Abbildung der als relevant identifizierten Größen 
herangezogen, die durch die Modellanwendung zu einer Spitzenkennzahl verknüpft 
werden.457 Das Modell als Ganzes kann somit als Kennzahlensystem verstanden wer-
den, dessen Ergebnis eine verdichtete Einzelkennzahl darstellt.  
 
Es wird folglich für diese Arbeit die verdichtete Spitzenkennzahl als „Kennzahl“ be-
zeichnet, die darin mathematisch verknüpften Kennzahlen in ihrer Einzelbetrachtung 
wiederum als „Kennzahlen“ betitelt, die Gesamtheit des Modells jedoch als Kenn-
zahlensystem definiert.  
 
7.2.3.2 Definition von Anforderungen an die Kennzahlen des Ent-
scheidungsmodells 
 
Um bezeichnete Ausschnitte der Realität durch Kennzahlen geeignet abbilden zu 
können, müssen diese drei Merkmale erfüllen:458 
 
(1) „der Maßgrößencharakter, d.h. , daß Kennzahlen quantitative Begriffe sind, 
die numerische Aussagen über die betrachteten realen Tatbestände ermögli-
chen“ 459 
                                                 
456 Kütz (2003), S.5 
457 Detaillierte Ausführungen zur Bewertung der Wirtschaftlichkeit anhand einer verdichteten Kenn-
zahl, eine geeignete Methodenauswahl sowie psychologische Effekte finden sich in Kapitel 8. Da-
her soll an dieser Stelle dem nicht vorgegriffen werden. 
458 George (1999), S.30 verdichtet zahlreiche Literatur zu Merkmalen von Kennzahlen zu diesen drei 
wesentlichen Punkten. Eine Aufzählung der zugrunde liegenden Literatur findet sich bei  
George (1999), S. 30 
459 George (1999), S.30 
  
Grundlagen der kennzahlenbasierten Projektbewertung und -überwachung 
 
 
142 
(2) „der Entscheidungs- und Informationsbezug, d.h., daß Kennzahlen eine 
problemorientierte Bereitstellung entscheidungsrelevanter Daten für kompli-
zierte Entscheidungssituationen ermöglichen.“460 
(3) der Verdichtungscharakter, d.h. dass Kennzahlen über wichtige Sachverhalte 
und Zusammenhänge in konzentrierter Form informieren.461 
 
Diese Merkmale stellen die Grundlage einer Anforderungsdefinition für die hier ver-
wendeten Einzelkennzahlen sowie die aggregierte Spitzenkennzahl dar. Darauf auf-
bauend werden im Folgenden die bei GEORGE(1999) und KÜTZ(2003) gestellten 
Anforderungen an Kennzahlen- und Kennzahlensysteme der spezifischen Zielset-
zung der Arbeit angepasst und vor dem Hintergrund der hier vorgenommenen Mo-
dellbildung konkretisiert. 
 
Dabei werden als Anforderungen definiert:462 
 
(1) Zielkonformität 
Ziel der Arbeit ist es eine geeignete Entscheidungsgrundlage für eine Ent-
scheidung über Projektabbruch oder -weiterführung zu geben. Dies betont 
den „Entscheidungs- und Informationsbezug“463 der Spitzenkennzahl des 
entwickelten Modells. Die in ihr verdichteten Einzelkennzahlen müssen dabei 
der Problemstellung gemäß ausgewählt464 und geeignet verknüpft465 werden. 
(2) Zeitlich ganzheitliche Betrachtung 
Die Modellbildung basiert auf aktuellen Projektdaten und Unternehmenszie-
len, die zusammen mit vergangenheitsbezogenen Erfahrungswerten in die 
Projektbewertung eingehen. Zudem können rein zukunftsbezogene Schätz-
                                                 
460 George (1999), S.30 
461 vgl. George (1999), S.30 
462 Eine allgemeine, sehr ausführliche Auflistung von Anforderungen an Kennzahlensysteme findet 
sich bei George (1999), S. 53-61. In dieser Arbeit werden jedoch die Anforderungen spezifisch auf 
die hier zu entwickelnde Kennzahl definiert. Dabei lehnt vorliegende Arbeit sich an die von 
George (1999) ermittelten Anforderungen an, konkretisiert diese jedoch für die Zielsetzung der 
Arbeit. Auch die Erkenntnisse von Kütz (2003), S.5 und Jugel (2003), S.34 fließen dabei ergänzend 
in die Auflistung ein. 
463 George (1999), S.30 
464 Auswahl anhand der Risikoidentifikation und -analyse in Kapitel 6, der daraus abgeleiteten Leitfra-
gen in Kapitel 7.1, der in Kapitel 7.2.3.3 analysierten Kennzahlennutzung sowie der Verfah-
rensauswahl in Kapitel 8, 9 und 10. 
465 Basierend auf das in Kapitel 8 ausgewählte Bewertungsverfahren. 
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werte, beispielsweise über Marktentwicklungen, integriert werden. Das Mo-
dell umfasst somit das gesamte Zeitspektrum Vergangenheit – Gegenwart – 
Zukunft und kann flexibel an die jeweilige Datenlage angepasst werden. 
(3) Minimalität 
KÜTZ hebt die Minimalität als Anforderung an Kennzahlensysteme her-
vor.466 Demzufolge muss ein Kennzahlensystem das zu steuernde System 
hinreichend genau beschreiben um als aktive Entscheidungsgrundlage heran-
gezogen werden zu können. Jedoch gilt es, möglichst wenige, wirklich benö-
tigte Kennzahlen zu nutzen, um einerseits eine transparente Entscheidung zu 
ermöglichen und andererseits der Wirtschaftlichkeit der Kennzahlenerhebung 
Rechnung zu tragen.467 Dem folgend werden nur als relevant identifizierte 
Sachverhalte in das Modell integriert.468 Die Verdichtung zu einer einzelnen 
Spitzenkennzahl trägt durch ihre Signalwirkung zum einen der eingeschränk-
ten Verarbeitungskapazität der Entscheidungsträger Rechnung. Zum anderen 
soll sie psychologischen Effekten bei Projektabbruchentscheidungen entge-
genwirken.469 
(4) Nachvollziehbarkeit 
“Den einzelnen Kennzahlen eines Kennzahlensystems sind Erläuterungen 
beizufügen, die über die genauen Definitionen, Erhebungsmöglichkeiten, 
Einsatzrestriktionen sowie die jeweilige Aussagefähigkeit informieren […]“470 
Dem folgend werden in der Modellbildung alle einfließenden Kennzahlen de-
tailliert aufgelistet. Kapitel 12.1 stellt zudem die Möglichkeit einer mehrdi-
mensionalen graphischen Darstellung der im Modell verknüpften Größen  
dar. 
(5) Wirtschaftlichkeit 
Um zusätzliche Aufwände für die Datenermittlung zu minimieren, soll – so-
weit möglich – auf bereits verbreitete Kennzahlen im Bereich des Projektma-
                                                 
466 Kütz (2003), S.5 
467 Vgl. Kütz (2003), S.5 und S.34 für die letzten drei Sätze. Wirtschaftlichkeit bei der Kennzahlener-
hebung bedeutet dabei, dass der Nutzen der Kennzahlenermittlung deren Aufwand übersteigen 
muss.  
468 Vgl. auch die Anmerkungen zum Punkt „Zielkonformität“  
469 Vgl. Kapitel 8.2 
470 George (1999), S. 58 
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nagements aber auch anderer Unternehmensbereiche zurückgegriffen wer-
den. Zu diesem Zweck werden schwerpunktmäßig die Untersuchungen von 
GEORGE(1999) und VOLLAND(2005) ausgewertet, welche in Kapitel 
7.2.3.3 detailliert dargestellt werden. 
(6) Aktualität 
Gemäß den Untersuchungen von GEORGE stellen veraltete Kennzahlen-
werte eines der größten Probleme beim Einsatz von Kennzahlen im Pro-
jektmanagement dar.471 Von 22% der befragten Unternehmen wurden veral-
tete Kennzahlen beklagt.472 Daher soll für diese Arbeit auf eine laufende 
quantitative Erhebbarkeit der einfließenden Größen geachtet werden. Auch 
wird für einzelne Kennzahlen ein möglicher Rückgriff auf in wissenschaftli-
chen Veröffentlichungen angegebene Standardwerte angegeben. 
 
An diesen definierten Anforderungen werden im Folgenden sowohl die zu verknüp-
fenden Einzelkennzahlen als auch die zu entwickelnde Spitzenkennzahl ausgerichtet. 
 
7.2.3.3 Datenerfassung und Kennzahlennutzung in der Projektma-
nagement-Praxis 
 
Im vorausgegangenen Kapitel 7.2.3.2 wurden Anforderungen an Kennzahlen und 
Kennzahlensysteme definiert. Die Forderung nach Wirtschaftlichkeit und Aktualität 
der in das Modell zu integrierenden Kennzahlen legt einen Rückgriff auf allgemein 
bekannte und im Projektumfeld bereits verbreitete Kennzahlen nahe. Dies soll zu-
dem Akzeptanz- und Verständnisproblemen bei der Modellanwendung entgegenwir-
ken.473 
 
Jedoch existieren derzeit nur wenige Untersuchungen zur Datenerhebung und Kenn-
zahlenverwendung in der Projektmanagement-Praxis im deutschsprachigen Raum, 
auf welchem der Fokus dieser Arbeit liegt.  
                                                 
471 Vgl. George (1999), S.226, Frage 17 
472 Vgl. George (1999), S.110 
473 Nach George wurden auf die Frage „Welche Probleme sind in Ihrem Unternehmen beim Einsatz 
von Kennzahlen im Projektmanagement aufgetreten?“ von 19% „Ablehnung der Kennzahlen 
durch die Mitarbeiter“ und von 9% Verständnisschwierigkeiten angegeben. Vgl. George (1999), 
S.226f. 
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Lediglich die Untersuchung von GEORGE(1999) zum „Einsatz projektbezogener 
Kennzahlen“474 konnten als für diese Arbeit geeignet identifiziert werden. Ergänzend 
soll die Befragung von VOLLAND(2005) zur „Erfassung und Nutzung von histori-
schen Projektdaten“ als Sammlung von Expertenmeinungen herangezogen werden. 
Die Ergebnisse dieser Untersuchungen werden im Folgenden überblickhaft darge-
stellt und ausgewertet.  
 
Analyseschwerpunkt dieser Studien sind jedoch Projekte im Allgemeinen; somit sind 
sie nicht auf die Spezifika von Softwareentwicklungsprojekten zugeschnitten. Um de-
ren spezifischen Anforderungen bei der Kennzahlenidentifikation Rechnung zu tra-
gen, müssen ergänzend Kennzahlen aus verbreiteten Verfahren zur Aufwandsschä-
zung475 und Ertragsprognose abgeleitet werden, um die relevanten Größen geeignet 
abbilden zu können.476  
 
7.2.3.3.1 Untersuchung zur Erfassung und Nutzung historischer Projektda-
ten  
 
Die von VOLLAND 2005 durchgeführte Untersuchung beschäftigt sich mit der 
Frage, inwieweit in der Projektmanagement-Praxis Erfahrungswerte bereits abge-
schlossener Projekte ausgewertet, abgelegt und für nachfolgende Projekte genutzt 
werden.477 
 
An der Befragung nahmen mit 80% schwerpunktmäßig Unternehmen der IT-
Branche teil.478 Im Durchschnitt wurden in den von ihnen durchgeführten Projekten 
18 Mitarbeiter beschäftigt.479 Die durchschnittliche Projektdauer über alle untersuch-
ten Projekte betrug 17 Monate.480 
 
                                                 
474 George (1999), Kapitel 3.3 
475 Auch Volland (2005) S.4 vertritt die Auffassung, dass sich im Softwarebereich etablierte Kennzah-
len teilweise aus verwendeten Aufwandsschätzmethoden ergeben. Er nennt hier beispielhaft die 
Function Point Methode, die in dieser Arbeit in Kapitel 9.3 detailliert dargestellt wird. 
476 Vgl. hierzu die Ausführungen in Kapitel 9 und 10 
477 Vgl. Volland (2005), S.3 
478 Vgl. Volland (2005), S.3 
479 Vgl. Volland (2005), S.10 
480 Vgl. Volland (2005), S.10 
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Bei der Studie von VOLLAND handelt es sich nicht um eine repräsentative Umfra-
ge. Vielmehr soll ein Erfahrungs- und Meinungsbild verschiedener, leitender Rol-
len481 im Projektmanagement ermittelt werden. Da gerade die Sichtweise dieser 
Schlüsselrollen maßgeblich für die Akzeptanz von Kennzahlen im Projektmanage-
ment ist, werden die Ergebnisse der Untersuchung für diese Arbeit als relevant er-
achtet. Auch ist durch die Auswahl der befragten Personen davon auszugehen, dass 
der Untersuchungsgegenstand verstanden wurde und die Antworten sowohl prak-
tisch als auch theoretisch fundiert sind.482 
 
Die Befragung gliederte sich dabei in 5 Teilbereiche:483 
- Allgemeine Inhalte 
- Finanzdaten 
- Zugriff und Verwendung 
- Gewonnene Erkenntnisse 
- Demographische Daten. 
 
Die Ergebnisse werden hier nur soweit dargestellt, als sie für diese Arbeit als relevant 
erachtet werden  
 
Überraschendes Ergebnis der Studie ist, dass zwar von 67% der Befragten während 
oder zum Abschluss eines Projektes einen Lessons Learned Workshop, eine Projekt-
retrospektive484 oder andere Auswertungsformen durchgeführt werden;485 jedoch 
werden nur bei 24% deren Ergebnisse geordnet in einer Datenbank hinterlegt.486 Ei-
ne strukturierte Ablage der ermittelten Erfahrungswerte ist jedoch notwendige Be-
dingung, um diese für nachfolgende Projekte nutzen zu können. 
 
Auch beim Vorliegen strukturierter und zentral abgelegter Erfahrungswerte ist deren 
Verwendung in der Aufwandsschätzung insofern problematisch, als zahlreiche 
                                                 
481 Befragt wurden: Programm-Manager, Projektmanager/Projektleiter, Teilprojektleiter, QS-Mana-
ger; vgl. Volland (2005), S.5 
482 Vgl. Volland (2005), S.5 
483 Vgl. Volland (2005) für die Aufzählung 
484 Der Begriff Projektretrospektive wurde v.a. von Norman L. Kerth geprägt. Zum Vorgehen bei der 
Projektauswertung und Datenstrukturierung wird auf Kerth(2003) verwiesen. 
485 Vgl. Volland (2005), S.6 
486 Vgl. Volland (2005), S.6 
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Kenngrößen von spezifischen Projektbedingungen abhängen. Beispielsweise wird die 
Produktivität des Projektteams neben Erfahrung und Fachwissen auch von der Grö-
ße und Komplexität des Gesamtprojektes bestimmt.487 Gemäß der Befragung von 
VOLLAND wird dieser Tatsache nur von 41% der Befragten dahingehend Rech-
nung getragen, dass Projekte bei der Datenerfassung nach inhaltlichen Aspekten 
(bspw. Projektart, Größe oder Komplexität) kategorisiert werden.488 
 
Inhaltlich wurden von den Befragten im Bereich der Datenerfassung v.a. die Ver-
wendung von Metriken zur Kosten-/Aufwandsschätzung489, sowie Nachkalkulatio-
nen und Produktivitätsmessung der einzelnen Mitarbeiter angesprochen.490 Zudem 
werden Daten zu Risikomanagement (Risikolisten, Kategorien, Maßnahmen, Kosten) 
sowie alle Arten von Kennzahlen als wünschenswerte Informationen in einer histori-
schen Projektdatenbank gesehen.491 
 
Die Zugriffsmöglichkeiten auf die erfassten Projektdaten sowie deren Verwendung 
müssen durchwegs als zu gering bewertet werden. Bei lediglich 25% der Unterneh-
men verfügen die Projektmanager über Zugriff auf alle historischen Werte.492 Nur 
13% verwenden diese bei konkreten Schwierigkeiten während des Projektverlaufs.493  
 
Im Bereich des Risikomanagements ist jedoch der Rückgriff auf Auswertungen frü-
herer Projekte vermehrt gegeben: Hier geben 50% der Befragten an, auf historische 
Daten zurückzugreifen.494 Dies lässt darauf schließen, dass in vielen Unternehmen 
gut verwertbare Erfahrungswerte zu häufig auftretenden Risiken ermittelt und abge-
legt werden. Das stützt die Forderung dieser Arbeit nach einer Berücksichtigung die-
ser Risikogrößen in eine Entscheidung über Projektabbruch- oder Weiterführung. 
 
„Abschließend ist zu sagen, das die Nutzung historischer Projektdaten relativ weit 
verbreitet ist […] Das Nutzenpotential ist bei den meisten Unternehmen [jedoch] 
                                                 
487 Vgl. hierzu die Ausführungen in Kapitel 9.3.2.2 
488 Vgl. Volland (2005), S.6 
489 40% der Befragte nutzen bereits entsprechende Metriken. Vgl. Volland (2005), S.7 
490 Vgl. Volland (2005), S.7 
491 Vgl. Volland (2005), S.8 
492 Vgl. Volland (2005), S.8 
493 Vgl. Volland (2005), S.9 
494 Vgl. Volland (2005), S.8 
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nicht erreicht, so dass sich hier für fast alle Projektmanager noch Handlungsspiel-
raum ergibt.“495 Vorliegende Arbeit berücksichtigt die Ergebnisse der Befragung von 
VOLLAND dahingehend, dass dieses Potential v.a. in Bezug auf die Risikobewer-
tung des Restprojekts ausgeschöpft werden soll, um eine fundierte Entscheidungshil-
fe zu geben. Auch werden die Verwendung von Softwaremetriken und ein daraus 
abgeleitetes Produktivitätsmaß in Kapitel 9.3 ausführlich analysiert. Durch die Identi-
fikation und Verknüpfung relevanter Einzelkennzahlen sollen zudem Hinweise auf 
eine geeignete Datenerhebung und -auswertung gegeben werden. 
7.2.3.3.2 Verbreitung projektbezogener Kennzahlen  
 
Die Befragung von VOLLAND untersuchte die Datenerhebung und -nutzung im 
Projektmanagement weitgehend abstrakt. Analyseschwerpunkt waren dabei die struk-
turellen und methodischen Grundlagen; auf Detailbetrachtungen, wie z.B. die 
Verbreitung einzelner Kennzahlen, wurde weitgehend verzichtet.  
   
Die im Folgenden dargestellte empirische Untersuchung von GEORGE hingegen 
hat das Ziel festzustellen, ob und in welchem Umfang konkrete Kennzahlen und 
Kennzahlensysteme in der praktischen Projektarbeit eingesetzt werden. Anspruch 
dieser Studie ist – abstrahiert von der Projektart – allgemeingültige Kennzahlen für 
das Projektmanagement zu ermitteln. Branchen wie Energieerzeugung, Verkehrs-
technik, Anlagenbau, chemische Industrie, elektrotechnische Industrie, Telekommu-
nikation, Automobilindustrie sowie das Baugewerbe wurden darin berücksichtigt.496 
Aufgrund ihrer breiten Ausrichtung kann diese Studie für das Projektmanagement im 
Allgemeinen – somit auch für die Durchführung von Softwareentwicklungsprojekten 
–  hilfreiche Erkenntnisse liefern. Sie stellt eine gute Datenbasis für die Abschätzung 
der Bedeutung einzelner Kennzahlen und Kennzahlensysteme in der Praxis dar.  
 
Die Auswertung der Untersuchung ergab eine hohe Einsatzbreite von Kennzahlen 
im Bereich des Projektmanagements. Es zeigte sich, dass „in 84% der Unternehmen 
bei der Durchführung von Projekten Kennzahlen verwendet werden […] Der Groß-
                                                 
495 Volland (2005), S.11 
496 Vgl. George (1999), S. 107 für die letzten drei Sätze; detaillierte Informationen über Aufbau, Zeit-
raum und Umfang der Studie finden sich bei George (1999), S. 107f. 
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teil der Unternehmen, die projektbezogene Kennzahlen verwenden, setzen Kennzah-
len „regelmäßig“ (66%) oder sogar „häufig“ (28%) ein.“497  
 
GEORGES Untersuchungen bestätigen den für diese Arbeit angenommenen Bedeu-
tungsgewinn von Kennzahlen im Projektfortschritt. Neben der Phase der Konzept-
findung liegt der Schwerpunkt der Kennzahlenverwendung v.a. iin der Entwicklungs- 
und Realisierungsphase von Projekten. 
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Abbildung 49: Kennzahlenverwendung nach Projektphasen498 
 
Diese Tatsache stützt die hier vertretene Auffassung, dass eine Projektbewertung nur 
zum Zeitpunkt der Projektauswahlentscheidung nicht ausreicht. Vielmehr kann in 
späteren Phasen neben Erfahrungswerten auch auf Kennwerte aus dem betrachteten 
Projekt selbst zurückgegriffen werden, wodurch die Datenbasis für eine Projektbe-
wertung sich sukzessive verbessert.499 Das Untersuchungsergebnis, dass in der Praxis 
bereits heute auch in späteren Projektphasen Kennzahlen umfangreich erhoben und 
genutzt werden, erhöht die Akzeptanz eines kennzahlenbasierten Modells und mini-
miert zusätzlichen Erhebungsaufwand. 
                                                 
497 George (1999), S.108 
498 Eigene Darstellung basierend auf den Ergebnissen von George (1999), S.219, Frage 4; George legt 
dieser Frage ein Phasenmodell zu Grunde, das den gesamten Projektlebenszyklus inklusive der 
Nutzung des Projektergebnisses berücksichtigt. Dies entspricht nicht der in dieser Arbeit verwen-
deten Phaseneinteilung (vgl. hierzu die Ausführungen in Kapitel 3.6.2); die Ergebnisse zur Kenn-
zahlennutzung können jedoch davon unabhängig verwendet werden. 
499 Dadurch bedingt nimmt auch die Unsicherheit in der Projektbewertung sukzessive ab, wie die be-
reits in Kapitel 7.2.1 eingeführte Graphik nach Bundschuh/Fabry (2004), S.34 zeigt. 
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Auf die Frage nach den fünf wichtigsten Kennzahlen für die Planung, Steuerung und 
Kontrolle von Projekten erzielte George folgende Ergebnisse:500  
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Abbildung 50: Die 5 wichtigsten Kennzahlen nach George501  
 
Neben der Größe „Ist-Kosten vs. Plankosten“ erzielen der ROI502 und der Kapital-
wert führende Positionen (je ca.25%). Letztere beide stellen verdichtete Kenngrößen 
für eine Bewertung des Projektes in einer ganzheitlichen Betrachtung dar.503 Die 
Größe „Ist-Kosten vs. Plankosten“ hingegen deckt nur den Teilaspekt „Kos-
ten/Aufwand“ – ohne Bezug zur Leistungserbringung oder Ertragserwartung – ab. 
Trotz ihrer hohen Verbreitung muss diese Kennzahl daher für eine Wirtschaftlich-
keitsbewertung des (Rest-)Projektes in seiner Gesamtheit als unzweckmäßig einge-
stuft werden. Dem entsprechend legt die, im nachfolgendem Kapitel 8, vorgenom-
mene Methodenauswahl ihren Fokus auf ganzheitliche Bewertungsverfahren und be-
rücksichtigt dabei u.a. die hier ermittelte Priorisierung. 
 
 
                                                 
500 Vgl. George (1999), S.218, Frage 3: „Welches sind die 5 wichtigsten Kennzahlen, die in Ihrem Un-
ternehmen bei der Planung, Steuerung und Kontrolle von Projekten verwendet werden?“ 
501 eigene Darstellung nach George (1999), S.218 
502 „Der Return on Investment (ROI) wird als Quotient aus Gewinn und eingesetztem Kapital be-
rechnet.“ Bühner (2004b), S.151 
503 Vgl hierzu auch den Methodenüberblick in Kapitel 8.3 
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Im Folgenden werden die weiteren Ergebnisse der Befragung in Hinblick auf Be-
kanntheitsgrad und Verwendung zahlreicher Einzelkennzahlen überblickhaft darge-
stellt.504 Die farbig hinterlegten Felder signalisieren Kennzahlen mit hohem Be-
kanntheits- und/oder Verbreitungsgrad, die in einem engen, inhaltlichen Zusam-
menhang mit den in Kapitel 7.1 ermittelten Risikoleitfragen stehen. Jedoch muss – 
wie oben bereits erwähnt – berücksichtigt werden, dass diese Kennzahlen projektart-
übergreifend identifiziert wurden. Einige davon können dadurch nicht direkt in ein 
Modell, das auf die Besonderheiten von Softwareentwicklungsprojekten abgestimmt 
ist, übernommen werden. Beispielsweise muss eine Maßeinheit für die Kenngröße 
„Arbeitspakete“ in Softwareentwicklungsprojekten als unterschiedlich zu einer ent-
sprechenden Maßeinheit in bspw. Bauprojekten angenommen werden. Es gilt somit 
für diese Kennzahlen projektartspezifische Entsprechungen zu identifizieren.     
 
                                                 
504 Vgl George (1999) S. 224 Die entsprechende Frage lautet hierzu „Welche der folgenden projekt-
bezogenen Kennzahlen kennen Sie bzw. verwenden Sie?“  
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 Bekannt-
heitsgrad 
Verwen-
dungshäu-
figkeit 
Projektdauer (in Manntagen oder Monaten) 95% 76% 
Tatsächliche Projektdauer (Ist-Dauer ) im Verhältnis zur geplanten Projekt-
dauer 
84% 61% 
Projektgröße (in DM oder TDM) 95% 79% 
Durchschnittliche Anzahl der Projektmitarbeiter 79% 39% 
Fluktuationsquote 71% 16% 
Krankenstand 74% 26% 
Anzahl der Arbeitspakete 79% 29% 
Anzahl zeitkritischer Arbeitspakete im Verhältnis zur Anzahl aller Arbeits-
pakete 
45% 8% 
Anzahl innovativer Arbeitspakete im Verhältnis zur Anzahl aller Arbeitspa-
kete 
39% 11% 
Entwicklungszeit (z.B. in Manntagen) 76% 55% 
Entwicklungszeit im Verhältnis zur Bau-/ Konstruktionszeit 50% 24% 
Testzeit (z.B. in Manntagen) 63% 42% 
Testzeit im Verhältnis zur Bau-/Konstruktionszeit 39% 11% 
Verfügbarkeit 50% 26% 
Anzahl der Spezifikationsänderungen 53% 24% 
Durchschnittlich benötigte Zeit je Spezifikationsänderung 53% 24% 
Durchschnittlich anfallende Kosten je Spezifikationsänderung 37% 13% 
Ist-Kosten im Verhältnis zu den ursprünglich geplanten Kosten 89% 68% 
Kosten für von Unterauftragnehmern (Externen) erledigte Tätigkeiten im 
Verhältnis zu den gesamten Projektkosten 
63% 42% 
Projektbezogene Einnahmen im Verhältnis zu den projektbezogenen Aus-
gaben einer Berichtsperiode 
66% 50% 
Projektbezogener Cash Flow je Periode 74% 42% 
Projektbezogener RoI (Return on Investment) 79% 50% 
Projektbezogene Eigenkapitalrentabilität 63% 32% 
Projektbezogener Kapitalwert 63% 32% 
Geplante Amortisationszeit 74% 42% 
Geplante Amortisationszeit im Verhältnis zur tatsächlichen Amortisations-
zeit 
45% 13% 
Tabelle 13: Bekanntheit und Verbreitung projektbezogener Kennzahlen505  
  
                                                 
505 Tabelle entsprechend George (1999), S.224f.; die Größen Projektdauer, Entwicklungszeit bzw. 
Testzeit wurden hierbei trotz ihrer großen Bekanntheit nicht orange hervorgehoben, da sie für das 
Restprojekt zu errechnen sind, und sich somit wiederum aus anderen Kennzahlen ergeben. 
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7.2.3.3.3 Zusammenfassung der Studienergebnisse 
 
Führt man die Ergebnisse der beiden Studien nach VOLLAND und GEORGE in 
eine Gesamtbetrachtung zusammen und vergleicht diese mit den in Kapitel 7.1 iden-
tifizierten Risikoleitfragen, kann in vielen Bereichen auf bereits bekannte und/oder 
weit verbreitete Kennzahlen zurückgegriffen werden. Dies wird in folgender Über-
sichtstabelle dargestellt: 
 
  hohe Bekanntheit/Verbreitung bei VOLLAND ermittelt 
 hohe Bekanntheit/Verbreitung bei GEORGE ermittelt 
 hohe Bekanntheit/Verbreitung in beiden Studien ermittelt 
 
Größe Abbildung 
Unternehmensziele506  Cash-Flow, ROI, Eigenkapitalrentabilität, 
Kapitalwert, Amortisationsdauer und darin 
einfließende Größen (bspw. Kalkulations-
zinsfuß507) 
Anzahl der Arbeitspakete / Softwaremetriken Projektgröße 
Anzahl der Spezifikationsänderungen, 
Durchschnittlich benötigte Zeit je Spezifika-
tionsänderung 
Produktivität Produktivitätsmessungen einzelner Mitarbei-
ter 
Durchschnittliche Anzahl der Projektmitar-
beiter 
Fluktuationsquote 
Ressourcenverfügbarkeit 
Krankenstand 
Tabelle 14: Zusammenführung der Studienergebnisse 
 
Für die Risikogröße „Schulungsaufwand“ konnte keine Entsprechung identifiziert 
werden. Da jedoch in zahlreichen Studien nicht verfügbares Wissen als Misserfolgs-
faktor ermittelt werden konnte, soll diese Größe dennoch nicht vernachlässigt wer-
                                                 
506 Entsprechend der in Kapitel 7.1 vorgenommenen Konkretisierung 
507 vgl. Kapitel 8.3.3 
  
Grundlagen der kennzahlenbasierten Projektbewertung und -überwachung 
 
 
154 
den. In Kapitel 9.3.2.3 wird deren geeignete Abbildung und Integration in die Rest-
aufwandsermittlung diskutiert. 
 
Auch werden für sämtliche Marktgrößen – bspw. erwartete Absatzmenge und Mark-
tanteile – den beiden Studien zu Folge keine Kennwerte erhoben. Dies kann einer-
seits darin begründet liegen, dass laut GEORGE Kennzahlen der Projektumwelt we-
sentlich vernachlässigt werden.508 Jedoch werden in der Literatur derartige ertragsbe-
stimmende Kennzahlen zum Teil auch als nicht zum Projekt gehörig interpretiert. 
Ihre Erhebung wird auf übergeordneten Ebenen gesehen, wodurch sie möglicher-
weise in diesen beiden rein projektbezogenen Studien nicht erfasst werden konnten.  
 
WALDBAUER/KÜTZ stützen diese Annahme, indem sie verschiedene Control-
lingobjekte und damit korrespondierende Kennzahlensysteme509 in der IT hinsicht-
lich ihres Erkenntnisgewinns kategorisieren.  
 
 
Input Output Zeit Qualität Kosten Erlöse Verfügbarkeit
Projekte x x x x x
Produkte/Leistungen x x x
Prozesse x x x x x
Ressourcen x x
Organisation x x x x  
Tabelle 15: Kategorisierung von Kennzahlensystemen in der IT510 
 
Dabei wird deutlich, dass innerhalb des Controllingobjektes Projekt keine Erlös-
kennzahlen erhoben werden. Dies spricht dafür, dass innerhalb eines Projektes auch 
keine Daten zur Entwicklung des Absatzmarktes oder Ähnlichem erfasst werden. 
Wie bereits thematisiert, wird eine derartige Aufteilung bei der Entscheidungsfindung 
über Projektabbruch- oder Weiterführung in dieser Arbeit als nicht sinnvoll erachtet. 
Jedoch soll die organisatorische Gestaltung der Kennzahlenerhebung hier nicht wei-
ter thematisiert werden. Unabhängig von dem Wo? der Kennzahlenermittlung und 
Entscheidungsfindung im Organisationsgefüge des projektdurchführenden Unter-
nehmens, werden in Kapitel 10 geeignete Modelle und Kennzahlen für eine Ertrags-
prognose analysiert und in Kapitel 11.2.5 in die Modellbildung integriert. 
                                                 
508 Vgl. George (1999), S.111; nur 25% der Unternehmen erheben derartige Kennzahlen 
509 Vgl. Waldbauer/Kütz (2003), S.22 
510 entnommen aus Waldbauer/Kütz (2003), S.22 
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8 Methodenauswahl zur Bewertung der Wirt-
schaftlichkeit von Projekten  
 
8.1 Wirtschaftlichkeit und Projektbewertung 
 
Die dieser Arbeit zugrunde liegende, zentrale Fragestellung ist die, nach der Wirt-
schaftlichkeit der Weiterführung eines bereits begonnenen Softwareentwicklungspro-
jektes. Vor diesem Hintergrund gilt es, ein geeignetes Bewertungsverfahren auszu-
wählen. Dabei wird die Annahme getroffen, dass das projektdurchführende Unter-
nehmen dem erwerbswirtschaftlichen Prinzip folgt. 
 
Das erwerbswirtschaftliche Prinzip geht auf E. GUTENBERG zurück. Es „besagt, 
dass die Unternehmung im marktwirtschaftlichen System bestrebt ist, langfristig den 
größtmöglichen Gewinn auf das eingesetzte Kapital zu erreichen. […] Langfristig soll 
die Eigenkapitalrentabilität oder Unternehmerrentabilität maximiert werden.“511 
EICHHORN stellt dabei der modelltheoretischen Maxime die praktische Umsetzung 
des erwerbswirtschaftlichen Prinzips in der Ausgestaltung der Geldzielpriorität ge-
genüber. Ihm zufolge wird in der „Praxis eher eine angemessene, befriedigende, 
durchschnittliche bzw. marktübliche Rendite auf das eingesetzte Kapital ange-
strebt.“512 Als Gründe werden hierfür die zum Teil konkurrierenden Ziele eines 
höchstmöglichen „Return on Investment“, Liquidität und Sekurität angegeben.513 
Dies wird im Folgenden als Gewinnerzielungsabsicht im weiteren Sinne bezeichnet. 
Gewinnerzielungsabsicht ist somit nicht auf die Gewinnmaximierung beschränkt, 
sondern beinhaltet auch das von EICHHORN angeführten Ziel einer angemessen 
Rendite auf das eingesetzte Kapital. 
 
Einem Projekt – als organisatorische Einheit zur Leistungserbringung in einem Un-
ternehmen – wird in der folgenden Auswahl einer Bewertungsmethode diese Gewin-
nerzielungsabsicht unterstellt. Dabei werden, wie bereits in Kapitel 7.1 ausgeführt, 
bewusst andere Zielsetzungen nicht berücksichtigt. 
                                                 
511 Wirtschaftslexikon24.net (2008)  
512 Eichhorn (2000), S.148 
513 Vgl. Eichhorn (2000), S.148 
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Entsprechend dieser Ausrichtung der Arbeit wurde bereits in Kapitel 7.1 als erste 
Leitfrage zur Projektbewertung konkretisiert514: 
 
Leitfrage 1: 
 
Welche wirtschaftlichen Ziele verfolgt das Unternehmen zum Entscheidungs-
zeitpunkt? 
 
 
Eine Bewertung der Zielerreichung durch das Projekt und damit einhergehend eine 
Bewertung dessen wirtschaftlichen Nutzens erfolgt in der Regel bereits vor Projekt-
beginn.515 Da jedoch sowohl die zugrunde liegenden wirtschaftlichen Zielgrößen als 
veränderlich angenommen werden müssen, als auch Prognosen sich im Projektver-
lauf als nicht richtig herausstellen können, gilt es zu den definierten Entscheidungs-
punkten516 das Projekt jeweils neu zu bewerten.  
 
Wie der Studie von GEORGE zu entnehmen ist, werden zur Abbildung der Zieler-
reichung eines Projektes in der Projektmanagement-Praxis verschiedene Verfahren 
angewandt; als resultierende Größen wurden vor allem der ROI, die Eigenkapitalren-
tabilität, der Kapitalwert und die Amortisationsdauer genannt.517 Darüber hinaus  
existieren in der Literatur zahlreiche weitere Methoden zur Projektbewertung.518 
  
Dabei wird der Begriff „Projekt“ an zahlreichen Stellen synonym zum Begriff „In-
vestition“ gebraucht. Eine explizite Begriffsbestimmung und -abgrenzung unterbleibt 
in diesem Kontext häufig,519 da der Investitionscharakter von Projekten meist nicht 
in Frage gestellt wird. Analog dazu kann auch eine Entscheidung über Projektab-
bruch oder -weiterführung als Investitionsentscheidung aufgefasst werden.520  
                                                 
514 Die Gleichsetzung Unternehmensziele – Wirtschaftlichkeit wurde bereits an dieser Stelle antizi-
piert. 
515 Vgl. Jugel (2003), S. 34 
516 Vgl. Kapitel 4.5; auf psychologische Vorteile vorab festgelegter Entscheidungspunkte wird in Ka-
pitel 8.2.3 eingegangen. 
517 Vgl. hierzu die Ausführungen in Kapitel 7.2.3.3.2 sowie George(1999), S.224f. 
518 Für eine Auflistung und Klassifikation dieser Verfahren sei beispielsweise auf BRANDT(2004), 
S.40 verwiesen 
519 vlg. George (1999), S. 11 basierend auf die dort angegebene Literatur für die letzten beiden Sätze. 
520 Gestützt wird diese Anschauung u.A. durch die Ausführungen von Hubner (1996), S. 154 „Allge-
mein besteht über den Investitionscharakter industrieller F&E kein Zweifel. Es liegt daher nahe, 
auch die Abbruchentscheidung von F&E als Problem der Investitionsrechnung zu betrachten.“ 
  
Methodenauswahl zur Bewertung der Wirtschaftlichkeit von Projekten 
 
 
157 
Im Folgenden werden daher verschiedene Verfahrenskategorien und ausgewählte in-
vestitionstheoretische Einzelverfahren zur Projektbewertung dargestellt und in Hin-
blick auf die hier verfolgte Zielsetzung bewertet. Dabei sollen auch psychologische 
Besonderheiten in Zusammenhang mit der Projektabbruchproblematik Beachtung 
finden. Darauf aufbauend wird in Kapitel 8.5 ein Verfahren ausgewählt. Dieses bildet 
die methodische Grundlage für die Zusammenführung der identifizierten Einzel-
kennzahlen im Entscheidungsmodell. 
 
8.2 Grenzen der Rationalität bei Projektabbruchent-
scheidungen 
 
8.2.1 Psychologische Basiseffekte 
 
Wie einleitend in Kapitel 1.2 dargelegt, sollen in die hier vorgenommene Projektbe-
wertung nur durch die Weiteführungsentscheidung bedingte, zukünftig zu erwarten-
de Erträge und zukünftig zu erwartende Aufwände einfließen.521 Es kann auch dann 
sinnvoll sein, ein Projekt weiterzuführen, wenn das Gesamtprojekt damit einen Ver-
lust verursacht, jedoch die Weiterführung diesen Verlust gegenüber einem Projekt-
abbruch schmälert. Ebenso wird als sinnvoll erachtet, ein Projekt, das bis zum Ent-
scheidungszeitpunkt bereits hohe Verluste verursacht hat, abzubrechen, wenn zu er-
warten ist, dass diese Verluste durch eine Projektweiterführung weiter ansteigen. 
 
Die eben dargelegte Sichtweise in dieser Arbeit stimmt mit der neoklassischen Theo-
rie überein, die besagt, „dass bei ökonomischen Entscheidungen nur variable Kosten 
von Bedeutung sind und eventuell angefallene Sunk Costs keine Rolle spielen.522 Als 
Sunk Costs werden dabei die bereits vor dem Entscheidungszeitpunkt in das Projekt 
„versenkten“ Mittel bezeichnet. Im Widerspruch zur neoklassischen Theorie zeigt 
                                                 
521 Diese Auffassung wird u. a. auch von Zayer (2007), S.202 basierend auf Northcraft/Wolf (1984) 
vertreten. „Während bei der Ex-Post-Beurteilung eines Projekts alle angefallenen Zahlungsströme 
in die Rechnung einbezogen werden müssen, dürfen bei […] Abbruchentscheidungen nur die zu-
künftigen, marginalen Zahlungsströme berücksichtigt werden.“ 
522 Ebering(2005), S.60 
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sich jedoch in der Praxis, dass menschliche Entscheidungen stark von diesen Sunk 
Costs523 bestimmt werden.524  
 
Als grundlegende psychologische Theorien sind in diesem Bereich die auf  
KAHNEMAN und TVERSKY zurückgehende Prospect-Theorie zum menschlichen 
Entscheidungsverhalten unter Unsicherheit und der darauf aufbauende Sunk-Costs-
Effekt nach ARKES und BLUMER zu nennen. Deren wesentliche Ergebnisse sollen 
im Folgenden überblickhaft dargestellt werden.525 Darauf aufbauend soll der in der 
betriebswirtschaftlichen Literatur für die Problematik verzögerter Projektabbruch-
entscheidungen verbreitete Begriff „escalating commitment“ bzw. „escalating of 
commitment“ erläutert werden. Die Erkenntnisse dieser, im Folgenden dargestellten, 
Effekte fließen in die anschließende Auswahl einer Bewertungsmethode ein.    
 
8.2.1.1 Die Prospect-Theorie526 
 
In der Prospect-Theorie wurde experimentell eine Bewertungsfunktion für die sub-
jektive Bewertung von Gewinnen bzw. Verlusten ermittelt.527 Basiskonstrukt ist dabei 
ein Prospect. Ein Prospect entspricht einer Lotterie, die möglichen Auszahlungen ix  
entsprechende Wahrscheinlichkeit ip  zuordnet ),;...;,( 11 nn pxpx .528 Darauf folgend 
werden mehrere Operationen durchgeführt, von denen vor allem die Coding-
Operation als wesentlich erachtet werden muss: Durch das Coding werden die in ab-
soluten Größen formulierten Auszahlungen eines Prospects in relative Größen trans-
formiert.529 „Dabei werden die Auszahlungen relativ zu einem bestimmten Referenz-
punkt bewertet, wobei positive Abweichungen vom Referenzpunkt Gewinne und 
negative Abweichungen Verluste darstellen.“530 Diese Vorgehensweise basiert auf der 
                                                 
523 Sunk Costs sowohl als monetäre als auch als nicht monetäre Aufwendungen 
524 Vgl. Ebering (2005), S.60 
525 Es wird dabei v.a. auf eine Zusammenfassung von Ebering (2005) zurückgegriffen. Für detaillierte-
re Ausführungen sei auf Arkes/Blumer (1985) und Kahneman/Tversky (1979) verwiesen. 
526 Es wird hier an vielen Stellen auf die Zusammenfassung nach Ebering (2005) zurückgegriffen. Ur-
sprünglich geht die Theorie auf Kahneman/Tversky (1979) zurück. 
527 Vgl. Ebering (2005), S.10f. basierend auf Kahneman/Tversky (1979) 
528 Vgl. Kahneman/Tversky (1979), S.263 in einer Zusammenfassung nach Ebering (2005), S.10 für 
die letzten beiden Sätze 
529 Vgl. Kahneman/Tversky (1979), S.274f. in einer Zusammenfassung nach Ebering (2005) S.11f. 
530 Ebering (2005), S.11 basierend auf Kahneman/Tversky (1979), S.274f. 
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Erkenntnis, dass Menschen weniger absolute, sondern vielmehr relative Größen 
wahrnehmen.531  
 
Für eine Entscheidung zwischen verschiedenen Prospects wird darauf aufbauend ei-
ne Bewertungsfunktion gebildet.532 Entsprechend werden auch hier Auszahlungen als 
relative Größen ausgedrückt; positive Abweichungen vom Referenzpunkt stellen ei-
nen Gewinn, negative Abweichungen vom Referenzpunkt einen Verlust dar.  
 
Bei der experimentellen Ermittlung dieser Bewertungsfunktion wurden zwei wesent-
liche Erkenntnisse erzielt:533 
 
LOSSES GAINS
VALUE
 
Abbildung 51: Eine hypothetische Bewertungsfunktion nach Kahneman/Tversky534 
 
 
(1) Die Bewertungsfunktion weist im Verlustbereich eine etwa doppelt so große 
Steigung auf, wie im Gewinnbereich. 
Folgerung: 
 „Menschen nehmen Verluste sehr viel stärker wahr als Gewinne; nämlich 
etwa doppelt so stark“535 (Verlustaversion). Daraus folgt, dass ein Verlust in 
Höhe von –z erst durch einen Gewinn in Höhe von 2z kompensiert werden 
kann. 
                                                 
531 Vgl. Ebering (2005), S.12 
532 Vgl. Ebering (2005), S.13 basierend auf Kahneman/Tversky (1979), S.276ff. 
533 Vgl. Ebering (2005), S.13 basierend auf Kahneman/Tversky (1979), S.276ff. für die gesamte nach-
folgende Aufzählung inklusive Folgerungen 
534 Kahneman/Tversky (1979), S.279 
535 Ebering (2005), S.13 basierend auf Kahneman/Tversky (1979), S.276ff. 
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(2) Die Bewertungsfunktion verläuft im Verlustbereich konvex, im Gewinnbe-
reich hingegen konkav. 
Folgerung: 
„Die Sensitivität hinsichtlich Veränderungen nimmt mit zunehmender Dis-
tanz vom Referenzpunkt ab.“536 
 
In einer Erweiterung der eben dargestellten ursprünglichen Prospect-Theorie, wur-
den nicht nur die Auszahlungen, sondern auch die wahrgenommenen Wahrschein-
lichkeiten relativ bestimmt.537 Dabei wurde ermittelt, dass „sowohl der Übergang von 
Sicherheit zu hoher Wahrscheinlichkeit als auch der Übergang von Unmöglichkeit zu 
geringer Möglichkeit […] besonders stark wahrgenommen“538 werden. Auf eine ge-
naue Darstellung dieser erweiterten Prospect-Theorie wird an dieser Stelle verzichtet. 
Es sei dabei auf TVERSKY/KAHNEMANN (1992) verwiesen. 
 
8.2.1.2 Der Sunk-Costs-Effekt 
 
Aufbauend auf der Prospect-Theorie haben ARKES/BLUMER(1985) die oben be-
reits angesprochene Relevanz von Sunk-Costs für Abbruchentscheidungen nachge-
wiesen.  
 
Dieser Effekt wird als Sunk-Costs-Effekt bezeichnet539 und bei EBERING(2005) wie 
folgt beschrieben: 
 
„Je höher die angefallenen Sunk Costs eines Projektes sind, desto schwerer fällt es den 
Menschen, das Projekt aufzugeben. Dies führt häufig dazu, dass Entscheidungen dem 
ökonomischen Kalkül widersprechen, denn unter Umständen werden Projekte wei-
tergeführt, die bei ausschließlicher Betrachtung der variablen Kosten aufgegeben 
werden würden.“540 
                                                 
536 Ebering (2005), S.13 basierend auf Kahneman/Tversky (1979), S.276ff. 
537 Vgl. Ebering (2005), S.18 basierend auf Tversky/Kahneman (1992), S.302f und Tversky/ 
Fox (2000), S.95f. 
538 Ebering (2005), S.18 in einer Zusammenfassung von Kahneman/Tversky (1979), S.265ff. 
539 Thaler (1980), S.47 zitiert nach Ebering (2005), S.61 
540 Vgl. Ebering (2005), S.60f. Ebering spricht dabei von der „Betrachtung der variablen Kosten“. 
Diese Aussage greift zu kurz, da für eine Projektabbruchentscheidung sowohl die noch zu realisie-
renden Aufwände als auch die zu erwartenden Erträge berücksichtigt werden müssen. Jedoch kann 
davon ausgegangen werden, dass dies auch die beabsichtigte Aussage von EBERING ist.   
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Der Nachweis von ARKES/BLUMER (1985) basiert im Wesentlichen auf dem  
s-förmigen Verlauf – somit auf der abnehmende Sensitivität – bei der Bewertungs-
funktion der Prospect-Theorie. Dies führt dazu, dass mit zunehmender negativer 
Distanz vom Referenzpunkt – somit „gefühlten“ Verlusten – die Risikoneigung des 
Entscheiders zunimmt. Da Sunk-Costs als Verluste wahrgenommen werden, ist folg-
lich derjenige, der über Abbruch oder Fortführung eines Projektes entscheiden muss, 
mit steigenden Sunk-Costs zunehmend bereit, Risiken einzugehen. 541 „Deshalb wer-
den bei Sunk Costs sehr riskante und sogar nahezu aussichtslose Projekte weiterge-
führt[…]“.542 
 
LOSSES GAINS
VALUE
A
B
 
Abbildung 52: Der Sunk-Costs-Effekt nach ARKES/BLUMER543 
 
Formal lässt sich dies an der Funktion folgendermaßen darstellen. In einem Punkt A 
befindet sich der Entscheider, wenn bislang keine Sunk-Costs angefallen sind; an-
dernfalls in Punkt B. In B sind die „gefühlten“ negativen Auswirkungen aus einem 
weiteren Verlust deutlich geringer als in A.544 Zudem wird auch einem möglichen 
                                                 
541 Vgl. Ebering (2005), S.61f. basierend auf Thaler (1980), S.48f. und Arkes/Blumer (1985), S.130f. 
für den ganzen Absatz.  
542 Ebering (2005), S.62 basierend auf Thaler (1980), S.48f. und Arkes/Blumer (1985), S.130f. 
543 Graphik nach Arkes/Blumer (1985), S.131 aufbauend auf Kahneman/Tversky(1979), S.279 mit ei-
genen Erweiterungen (die rot markierte Verlustdarstellung in A und B wurde zur Veranschauli-
chung in dieser Arbeit hinzugefügt). 
544 Dieser Effekt wurde in obiger Graphik rot dargestellt. Die zusätzlichen Verluste sind dabei jeweils 
gleich groß, deren subjektive Bewertung in B jedoch deutlich geringer als in A. 
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Gewinn in B ein höherer Wert beigemessen als in A.545 „Deshalb ist der Entscheider 
in B eher bereit als in A, einen möglichen Verlust zu riskieren.“546 
 
Der in der erweiterten Prospect-Theorie ermittelte Sicherheitseffekt verstärkt dieses 
Verhalten. Ebering fasst dessen Auswirkungen auf Abbruchentscheidungen wie folgt 
zusammen: 
 
„Ein unsicherer Verlust wird selbst dann als weniger negativ bewertet als ein siche-
rer, wenn der Erwartungswert des unsicheren Verlustes größer ist als der sichere Ver-
lust. Wenn ein Projekt aufgegeben wird, das Sunk Costs verursacht hat, tritt ein si-
cherer Verlust in Höhe der Sunk Costs ein. Der Sicherheitseffekt hat zur Folge, dass 
ein Entscheider die Fortführung des Projektes präferiert, obwohl dies möglicherweise 
nur mit sehr geringer Wahrscheinlichkeit gewinnbringend ist, aber mit hoher Wahr-
scheinlichkeit noch größere Verluste verursacht, als es bei der Aufgabe des Projektes 
der Fall wäre, denn er möchte sich auf keinen Fall für den sicheren Verlust entschei-
den.“547 
 
8.2.2 Escalating Commitment 
 
Aufbauend auf dieser und weiteren psychologischen Untersuchungen hat sich im be-
triebswirtschaftlichen Umfeld für irrationales Beharren auf einer einmal oder wieder-
holt getroffenen Entscheidung v.a. der Begriff „Escalating Commitment“ etabliert.548  
 
„Commitment“ wird dabei als eine Bindung im weitesten Sinne verstanden und aus 
verschiedensten Disziplinen heraus untersucht. Bindungsgegenstand können sowohl 
einzelne Individuen, Gruppen von Individuen, Strukturen, Normen, Produkte oder 
                                                 
545 Vgl. Ebering (2005), S.62 basierend auf Thaler (1980), S.48f. und Arkes/Blumer (1985), S.130f. für 
den Absatz 
546 Ebering (2005), S.62 basierend auf Thaler (1980), S.48f. und Arkes/Blumer (1985), S.130f. 
547 Ebering (2005), S.62f. 
548 Vgl. Hertweck (2003), S.8, vor allem die beiden Forschergruppen Staw/Ross/Fox und 
Brockner/Rubin befassten sich mit dem Phänomen des Beharrens auf einer fehlgeschlagenen Ab-
folge von Handlungen. Erstere beizeichnete dieses Phänomen als „Escalating Commitment“, 
zweitere als „Entrapment Conflicts“. Im Folgenden wird der Begriffsbildung nach 
Staw/Ross/Fox gefolgt. 
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Ähnliches darstellen.549 Bereits in Kapitel 6.3.1.6 wurde in Zusammenhang mit der 
Fluktuationsneigung „Organisationales Commitment“ – als Bindung zu einer gesam-
ten Organisation – erwähnt. Bei verzögerten Projektabbruchentscheidungen wird a-
nalog der Begriff „Escalating Commitment“ gebraucht. Der Bindungsgegenstand 
muss hierbei im Bereich „Struktur“ auf Einzel-Projektebene gesehen werden. 
 
Zur Erklärung von Commitment werden eine Vielzahl von Modellen herangezo-
gen.550 Im Bereich der Wirtschaftswissenschaften wird vor allem das in Kapitel 
8.2.1.2 dargestellte „Sunk Costs“ Modell betont.551 Zudem baut die Forschung zu 
Escalating Commitment stark auf KIESELERs552 Untersuchungen aus dem Bereich 
der Sozialpsychologie auf.553 Ihm zu Folge wird Commitment verstärkt „durch einen 
Prozeß der Rechtfertigung von in Frage gestellten Verhaltensweisen. Diese Rechtfer-
tigungen haben zum Ziel das eigene Verhalten zu rationalisieren, insbesondere dann, 
wenn auf das eigene Verhalten ein negatives feedback erfolgte.“554 Als typische Reak-
tionen darauf werden bei KIESELER u.a.  
- eine positive Deutung negativer Ergebnisse 
- die Suche nach rational klingenden, entlastenden Erklärungen 
- und der Versuch, getätigte Investitionen zu retten 
aufgeführt.555 
 
Federführend in der Forschung zu Escalating Commitment sind die beiden For-
schergruppen STAW/ROSS/FOX sowie BROCKNER/RUBIN.  
 
Nach BROCKNER/RUBIN stellt sich die Situation beim Escalating Commitment556 
als Wartekonflikt dar:557 Es wird angenommen, dass die involvierten Personen bereits 
hohe Investitionen in das Projekt getätigt haben. Sie bekommen daraufhin negative 
                                                 
549 Vgl. Hertweck (2003), S.5-8 und die dort angegebene Literatur 
550 Vgl. Hertweck (2003), S.21 
551 Vgl. Hertweck (2003), S.21 
552 Kieseler (1971) 
553 Vgl. Hertweck (2003), S.8 
554 Hertweck (2003), S.7 in einer Zusammenfassung der Ergebnisse von Kieseler (1971) 
555 Vgl. Hertweck (2003), S.7 in einer Zusammenfassung der Ergebnisse von Kieseler (1971) für die 
Aufzählung 
556 Bei ihnen bezeichnet als „Entrapment Conflicts“ 
557 Vgl. Hertweck (2003), S.8f. basierend auf Brockner (1992) und Brockner/Bazerman/Rubin (1984) 
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Rückmeldung in Form eines Verlustes, ohne dass das propagierte Ziel bis dahin er-
reicht wurde. Somit bieten sich zwei Alternativen: 
(1) die bisherigen Investitionen als Verlust anzunehmen und abzubrechen. 
(2) weitere Investitionen in die bisherige Entscheidung zu tätigen, um sich die 
Möglichkeit der Zielerreichung zu erhalten. 
Zur Ermittlung des „Beharrens“ auf einer ursprünglichen Entscheidung experimen-
tierten sie dabei vor allem mit Zielen, die für die Probanden zunehmend unerreichbar 
wurden.558 
 
Entsprechend steht auch der Entscheider bei STAW/ROSS vor den Optionen „Wei-
terverfolgen der ursprünglichen Entscheidung“ oder „Inanspruchnahme von Alter-
nativen“ bzw. Abbruch.559 Auch bei ihnen „zeichnen sich Escalating Commitment 
Situationen dadurch aus, dass nach einer Erstentscheidung, die Geld, Zeit und Mühe 
gekostet hat, eine zweite und dritte zum selben Sachverhalt getroffen werden muss, 
ohne zu wissen, welche Konsequenzen die neuerliche Entscheidung hat.“560 Zur Er-
klärung der psychologischen Bindung an das Projekt wurde dabei ein Determinan-
tenmodell entwickelt. Dieses soll an dieser Stelle nicht detailliert dargestellt werden. 
Es wird dabei auf die Zusammenfassungen in HERTWECK(2003) sowie die dort 
angegebene Literatur verwiesen. Aus den dort aufgeführten zahlreichen Determina-
ten auf Mikro- und Makroebene, die zu Escalating Commitment führen, konnte in 
Feldstudien ein Schwerpunkt auf den Sunk Costs sowie auf den self-justification-
Effekten ermittelt werden.561  
 
Werden Entscheidungen – wie bei wesentlichen Projektentscheidungen üblich – in 
Gruppen getroffen,  kann dies den „escalating commitment“-Effekt weiter verstär-
ken. Die Untersuchungen hierzu bauen im Wesentlichen auf der „Group-Think-
                                                 
558 Vgl. Hertweck (2003), S.8f. basierend auf Brockner (1992) und Brockner/Bazerman/Rubin (1984) 
für den vorhergehenden Absatz 
559 Vgl. Staw/Ross (1987) in einer Zusammenfassung von Hertweck (2003), S.8 
560 Staw/Ross (1987) nach einer Zusammenfassung nach Hertweck (2003), S.8  
561 Vgl. Hertweck (2003), S.19 und die dort angegebenen Literatur; Vergleiche zu den sunk costs die 
Ausführungen in Kapitel 8.2.1.2 und zu den self-justification-Effekten die Untersuchungen von 
Kieseler (1971) 
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Forschung“ und dem „Risky-Shift-Ansatz“ auf.562 Erstere beschäftigt sich mit der  
Uniformitätsbildung von Gruppen unter äußerem Druck. Wesentliche Aussage ist 
dabei, dass die Mitglieder in dieser Situation zu übersteigertem Commitment mit der 
Gruppe und mit den von ihr getroffenen Entscheidungen neigen.563 Untersuchungs-
gegenstand des Risky-Shift Ansatzes ist die Risikoneigung in Gruppen. Im Ergebnis 
besagt er, „daß Gruppen dazu neigen riskantere Entscheidungen als Individuen zu 
treffen, da es immer Mitglieder in einer Gruppe gibt, die extremere Positionen bezie-
hen.“ Jedoch ist diese Neigung Risiken einzugehen abhängig vom Entscheidungsge-
genstand. „Es konnten [auch] Inhalte gefunden werden, über die Gruppen weitaus 
risikoärmer abstimmen als Individuen.“ 564 
 
DRUMMOND565 weitet aufbauend auf den dargestellten Erkenntnissen den Begriff 
des Escalating Commitment weiter aus. Seiner Auffassung nach können Situationen 
entstehen, in denen die getroffenen Entscheidungen von außen nicht mehr klar in ra-
tional und irrational unterschieden werden können, „da sie für die in ihnen handeln-
den Akteure eine eigene Wirklichkeit entwickeln, an die die Interpretation ihrer Fol-
gehandlungen anknüpft.“566 Möglicherweise trifft dabei ein Entscheider eine von au-
ßen betrachtet „irrationale“ Entscheidung über weitere Investitionen in ein schei-
terndes Projekt, da er diese auf objektiv falsche Statusinformationen stützt. Den  
Überbringern dieser „falschen“ Statusinformationen ist dies jedoch auch nicht be-
wusst, da sie „sich in der ausufernden Komplexität des Systems längst verloren hat-
ten.“ Er schlägt somit vor, den Begriff „escalating commitment“ um diesen Fall einer 
rationalen Entscheidung aufgrund einer falschen Projektwahrnehmung zu erweitern 
und von „escalating of commitment“ zu sprechen.567 
 
                                                 
562 Vgl. Hertweck (2003), S.16; auf eine ausführliche Darstellung der Ansätze wird hier verzichtet. Es 
sei dazu auf entsprechende Literatur verwiesen, beispielsweise Janis (1982) und Stoner (1961) 
563 Vgl. Hertweck (2003), S.17 für die letzten beiden Sätze 
564 Hertweck (2003), S.18 basierend auf Stoner (1961) für die letzten vier Sätze 
565 Drummond (1996) 
566 Hertweck (2003), S.20 basierend auf Drummond (1996) 
567 Drummond (1996) zitiert nach einer Zusammenfassung nach Hertweck (2003), S.20 für den Ab-
satz 
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Basierend auf diesen unterschiedlichen Begriffsabgrenzungen fasst HERTWECK es-
calating of commitment wie folgt zusammen: 
 
„Eine zu starke Bindung zu einer einmal getroffenen Entscheidung […], die in einer 
neuerlichen Entscheidungssituation in der Wahrnehmung der Entscheider keine 
weiteren Alternativen zulässt.“568 
 
8.2.3 Maßnahmen gegen psychologische Wahrnehmungs- 
und Bewertungseffekte bei Abbruchentscheidungen 
 
„Nothing of consequence can happen, until decision makers in positions of responsi-
bility and authority recognize that there is indeed a problem.“569 
 
Um diese Forderung nach “Problemwahrnehmung” zu erfüllen, müssen in der Aus-
wahl eines Bewertungsverfahrens die in Kapitel 8.2.1 und 8.2.2 dargestellten psycho-
logischen Effekte Berücksichtigung finden. Es ist ein Verfahren auszuwählen, das ei-
ne rationale Entscheidungsfindung bestmöglich unterstützt.  
 
In der Literatur werden zahlreiche Gegenmaßnahmen gegen die dargestellten Verhal-
tensweisen vorgeschlagen. Diese beziehen sich sowohl auf die Gestaltung der Kom-
munikation und der Organisationsstrukturen als auch auf die Aufbereitung von In-
formationen und geeignete Bewertungsverfahren. Für diese Arbeit sollen im Folgen-
den lediglich die Maßnahmen aufgeführt werden, die in unmittelbarem Zusammen-
hang mit der hier verfolgten Zielsetzung stehen. Auf die Gestaltung von Organisati-
onsstrukturen, Schulungsmaßnahmen, zwischenmenschlichen Kommunikationswe-
gen usw. soll nicht detailliert eingegangen werden. Es sei hierzu auf entsprechende 
Literatur – beispielsweise ZAYER(2007) –  verwiesen. 
 
In der Auswahlentscheidung für ein Bewertungsverfahren als Grundlage der Modell-
bildung sollen folgende Aspekte Berücksichtigung finden: 
 
 
 
                                                 
568 Hertweck (2003), S.21 
569 Montealegre/Keil (2000), S.432 
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Überwindung der Wahrnehmungsschwelle570 
Damit Informationen vom Entscheider aufgenommen und weiterverarbeitet werden 
können, müssen diese als Reiz wahrgenommen werden. Um dies zu erreichen muss 
eine Wahrnehmungsschwelle überschritten werden, die die relevante Information 
von anderen Informationen abhebt.571 Diese Wahrnehmungsschwelle kann durch die 
Gestaltung von Entscheidungssituationen beeinflusst werden:572 Bei expliziten Ent-
scheidungssituationen, in denen aktiv eine Entscheidung getroffen werden muss, ist 
die Wahrnehmungsschwelle signifikant niedriger als im normalen Projektfortgang.573 
Aktive Entscheidungssituationen für Projektabbruchentscheidungen zeichnen sich 
dadurch aus, „dass das Projekt nicht automatisch weiterläuft, sondern der Entschei-
der gezwungen ist, eine aktive Entscheidung zu treffen, wenn das Projekt fortgeführt 
werden soll.“574 Dieser Forderung soll in dieser Arbeit durch die in Kapitel 4.5 vor-
genommene Definition von Entscheidungspunkten entlang des Projektverlaufs 
Rechnung getragen werden. 
 
Steigerung der Wahrnehmung relevanter Informationen575  
Zahlreiche experimentelle Belege zeigen, dass Entscheider vor allem bei mehrdeuti-
gem Feedback Schwierigkeiten haben, die entscheidungsrelevanten Informationen zu 
filtern.576 Die Mehrdeutigkeit führt zum Teil dazu, dass vom Entscheider selektiv nur 
die positiven Aspekte des Feedbacks wahrgenommen werden.577 In einem Experi-
ment von GHOSH wurden beispielsweise zwei Gruppen gebildet. Die eine wurde 
dabei nur qualitativ über den Fortgang des Projektes informiert und erhielt kein kla-
res Beurteilungskriterium. Die andere hingegen verfügte über quantifizierte Informa-
tionen und Angaben über Zielvorgaben als Beurteilungsmaßstab. Dabei konnte ge-
zeigt werden, dass die Gruppe mit quantitativen Werten und klarem Beurteilungskri-
terium das Scheitern eines Projektes besser wahrnehmen konnte und signifikant häu-
                                                 
570 Vgl. Zayer (2007), S.176 
571 Vgl. Zayer (2007), S.105f. und die dort angegebene Literatur. 
572 Vgl. Zayer (2007), S.105-114 und S.176  
573 Vgl. Zayer (2007), S.176 
574 Zayer (2007), S.177 
575 Bei Zayer (2007) wird dies als „Steigerung der Informationssalience“ bezeichnet. 
576 Vgl. Zayer (2007), S.177 
577 Vgl. Zayer (2007), S.181 und die dort angegebene Literatur 
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figer abbrach.578 Um eine geeignete Entscheidungshilfe für Projektabbruchentschei-
dungen geben zu können, müssen somit Informationen komprimiert und quantifi-
ziert geliefert werden, um eine möglichst kompakte Darstellung des Projektstatus zu 
ermöglichen. Dabei müssen die relevanten Informationen für den Projektleiter „klar 
und einfach interpretierbar“ sein.579 Diesem Sachverhalt soll diese Arbeit durch ihren 
Schwerpunkt auf quantitativen Kennzahlen mit hohem Bekanntheitsgrad Rechnung 
tragen.  
 
Bereitstellung einer geeigneten Bewertungsmethode580 
Die Forderung nach einer weiteren Verdichtung dieser Werte im Entscheidungsmo-
dell soll in der Auswahl eines geeigneten Bewertungsverfahrens berücksichtigt wer-
den. Ziel ist es dabei eine kompakte, klar zu interpretierende Entscheidungshilfe zu 
geben. Dabei muss ein besonderes Augenmerk auf die Reduzierung des Sunk Cost-
Effekts gelegt werden. In der Praxis greifen Projektleiter zum Teil auf „vereinfa-
chende, aber unkorrekte Heuristiken wie z.B. den Rückschluss des Wertes eines Pro-
jektes aus dem Sunk Cost-Effekt zurück, statt eine Bewertung mit rationalen Bewer-
tungsinstrumenten durchzuführen, um ihren Entscheidungsaufwand zu reduzieren 
oder mit der hohen Unsicherheit umzugehen.“581 Somit darf eine geeignete Bewer-
tungsgrundlage –  wie bereits mehrfach ausgeführt – die Sunk Costs des Projektes 
nicht berücksichtigen, sondern muss vielmehr ausschließlich durch die Weiterfüh-
rung bedingte Aufwände und Erträge berücksichtigen.582 Jedoch konnte in verschie-
denen Experimenten nicht eindeutig nachgewiesen werden, dass die Erfüllung dieser 
Forderung alleine einen Effekt auf die Eskalationstendenz hat.583 GHOSH empfiehlt 
daher vom Entscheider nicht nur abstakt eine rationale Bewertung ohne Berücksich-
tigung der Sunk Costs zu fordern, sondern bereits im Vorferld ein geeignetes Bewer-
tungsverfahren auszuwählen und dieses für Projektbewertungen vorzugeben.584 Wäh-
rend bei GHOSH(1997) dabei die Kapitalwertmethode vorgeschlagen wird, empfeh-
                                                 
578 Vgl. Ghosh (1997) dargestellt nach einer Zusammenfassung bei Zayer (2007), S.178 für die letzten 
beiden Sätze. 
579 Vgl. Zayer (2007), S.178f. für die letzten beiden Sätze 
580 Vgl. Zayer (2007), S.201 
581 Zayer (2007), S.203 in einer Zusammenfassung von Payne/Bettman et al. (1988) 
582 Vgl. auch die Ausführungen und Literaturangaben in Kapitel 8.2.1 
583 Vgl. Zayer (2007), S.203 in einer Auswertung der dort angegebenen Literatur 
584 Vgl. Ghosh (1997), S.92 zitiert nach Zayer (2007), S.204 
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len NORTHCRAFT/ WOLF(1984) die Methode des internen Zinsfußes.585 Im Fol-
genden werden diese und zahlreiche weitere Verfahren zur Projektbewertung auf ihre 
Eignung als methodische Grundlage der hier vorgenommenen Modellbildung analy-
siert. 
 
8.3 Gegenüberstellung der Bewertungsverfahren 
 
Im Folgenden soll aus verschiedenen Verfahren zur Projektbewertung dasjenige aus-
gewählt werden, das den spezifischen Anforderungen von Projektabbruchentschei-
dungen am besten Rechnung trägt.  
 
Da derzeit in der Literatur und Praxis eine sehr große Zahl an unterschiedlichen Be-
wertungsverfahren existiert, soll in einem ersten Schritt eine geeignete Gruppe von 
Bewertungsverfahren identifiziert werden. In einem zweiten Schritt wird die Be-
trachtung auf Untergruppen weiter detailliert bis schließlich in einem dritten Schritt 
in Frage kommende Einzelverfahren auf ihre Eignung hin analysiert werden.  
 
Auf Grundlage der bisherigen Analyseergebnisse werden folgende Kriterien für die 
Auswahl einer geeigneten Verfahrensgruppe berücksichtigt. Diese werden im Fort-
gang der Auswahlentscheidung weiter detailliert bzw. ergänzt: 
 
 Eignung für eine Projektbewertung auf Basis quantitativer Kenngrößen 
 Vermeidung von Mehrdeutigkeiten 
 Signalwirkung durch kompaktes, leicht interpretierbares Bewertungsergebnis 
 
 
                                                 
585 Northcraft/Wolf (1984) zitiert nach Zayer (1007), S.204 
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8.3.1 Eindimensionale versus mehrdimensionale Verfahren 
 
Verfahren zur
Wirtschaftlichkeits-
bewertung
Eindimensionale Verfahren
Mehrdimensionale Verfahren
 
Abbildung 53: eindimensionale und mehrdimensionale Verfahren 
 
Auf oberster Betrachtungsebene ist die grundlegende Entscheidung zu treffen, ob 
eindimensionale oder mehrdimensionale Verfahren zur Beurteilung des betrachteten 
Projektes herangezogen werden sollen.586  
 
Eindimensionale Verfahren zeichnen sich dadurch aus, dass sie als Ergebnis nur 
einen Wert liefern. Dieser kann sowohl eine monetäre als auch eine nicht-monetäre 
Kennzahl darstellen.587 Die bekanntesten eindimensionalen Verfahren sind die inter-
ne Zinsfuß-Methode, die  Kapitalwertmethode und die Annuitätenmethode.588  
 
Mehrdimensionale Verfahren hingegen versuchen den Charakter von Entschei-
dungssituationen, dadurch zu berücksichtigen, dass sie „nicht nur quantitative Daten, 
sondern auch qualitative Effekte in die Bewertung miteinbeziehen.“589 Bekanntester 
Vertreter der mehrdimensionalen Verfahren ist die Nutzwertanalyse.590  
 
Erfüllung der Anforderungen 
 
 Eignung für eine Projektbewertung auf Basis quantitativer Kenngrößen 
 
In Kapitel 8.2.3 wurde ausgeführt, dass die Notwendigkeit zum Projektabbruch 
beim Vorliegen klar definierter, quantitativer Kenngrößen und eines messbaren 
Beurteilungsmaßstabs signifikant häufiger erkannt wurde, als beim Vorliegen 
qualitativer Größen.591 Dies legt eine Entscheidung für eine Bewertungsmethode 
                                                 
586 Diese Kategorisierung ist in der Literatur weit verbreitet.  
587 Vgl. Brandt (2004), S. 43 für die letzten beiden Sätze; beispielsweise stellt der errechnete interne 
Zinsfuß keine monetäre Größe dar. 
588 Vgl. Brandt (2004), S.42 für die Aufzählung 
589 Brandt (2004), S.43 
590 Vgl. Brandt (2004), S.44 
591 Vgl. Ghosh (1997) dargestellt nach einer Zusammenfassung bei Zayer (2007), S.178  
  
Methodenauswahl zur Bewertung der Wirtschaftlichkeit von Projekten 
 
 
171 
nahe, bei der vor allem oder ausschließlich quantitative Kenngrößen verwendet 
werden. Das spricht für die Verwendung eindimensionaler Verfahren zur Bewer-
tung der Projektweiterführung.  
 
Die Forderung, das Entscheidungsmodell auf Basis quantitativer Kenngrößen zu 
erstellen, wird in der Arbeit dahingehend weiter verschärft, als nur Projekte be-
trachtet werden, bei denen Gewinnerzielung im weiteren Sinne hauptsächliches 
Projektziel darstellt.592 Neben dem Kriterium „Quantifizierbarkeit der einfließen-
den Kenngrößen“ müssen diese zudem in unmittelbarem Zusammenhang mit 
der Entstehung von Zahlungsströmen stehen. Die Methode selbst muss die wirt-
schaftlichen Ziele des Unternehmens geeignet abbilden können. Adäquate Be-
rücksichtigung der Gewinnerzielungsabsicht kann sich auf verschiedene Kenn-
größen beziehen. Beispiele hierfür sind erwirtschaftete Rendite in Form von in-
ternem Zinsfuß oder Return on Investment, Kapitalwert, Barwert, oder Annui-
tät.593 Somit soll in dieser Arbeit allen verwendeten Kenngrößen ein monetärer 
Charakter oder enger Bezug zu monetären Größen zu Eigen sein. Dies kann 
durch die Verwendung eindimensionaler Verfahren erreicht werden. Bei den 
mehrdimensionalen Verfahren – vor allem der Nutzwertanalyse – sollen jedoch 
monetäre Größen explizit nicht berücksichtigt werden.594 Somit scheinen diese 
auch nach diesem Kriterium für die Zielsetzung dieser Arbeit nicht geeignet. Sie 
können jedoch ergänzend angewendet werden.  
 
 Vermeidung von Mehrdeutigkeiten 
 
Die Entscheidung über Projektabbruch oder Weiterführung zeichnet sich durch 
einen hohen Grad an Komplexität aus. Zahlreiche Risiken – sowohl die Auf-
wands- als auch die Ertragsseite betreffend – unbedingte Projektvoraussetzun-
gen, ohne die eine Weiterführung des Projektes nicht sinnvoll ist, und eine Viel-
zahl von Möglichkeiten Risiken in Prognosen einfließen zu lassen, bedingen diese 
Komplexität. Wie in Kapitel 8.2.2 ausgeführt, kann sich dadurch für die Ent-
scheidungsträger in einem Projekt eine eigene – aus interner Sicht rationale, aus 
                                                 
592 Vgl. hierzu die Ausführungen in Kapitel 8.1 
593 Vgl. auch Kapitel 7.1 
594 Vgl. Brandt (2004), S.44 
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externer Sicht – irrationale Wahrnehmung des Projektstatus ergeben, die eine 
notwendige Abbruchentscheidung verzögert oder nicht notwendig erscheinen 
läßt.  
 
Mehrdimensionale Bewertungsergebnisse fördern diese Komplexität, da aus ver-
schiedenen Größen die entscheidungsrelevanten Informationen ausgewählt wer-
den müssen. Je nach Auswahl und Gewichtung kann dies zu verschiedenen mög-
lichen Entscheidungen führen. Diese Problematik, wird durch die Verwendung 
qualitativer Kriterien verstärkt, deren Beurteilung in hohem Maße subjektiv ist, 
was zusätzlichen Interpretationsspielraum bietet. Somit sind auch vor dem Hin-
tergrund der Anforderung „Vermeidung von Mehrdeutigkeiten“ eindimensionale 
Verfahren auf Basis quantitativer Kenngrößen den mehrdimensionalen Verfah-
ren für Projektabbruchentscheidungen vorzuziehen. 
 
 Signalwirkung durch kompaktes, leicht interpretierbares Bewertungser-
gebnis 
 
In engem inhaltlichen Zusammenhang mit der Forderung nach Eindeutigkeit, 
steht das Streben nach einer Bewertungs-Kennzahl, die als permanentes „Warn-
signal“ fungieren kann. Diese Warnsignal-Funktionalität soll einerseits die not-
wendigen Informationen über das Projekt so verdichten, dass sie in eindeutiger 
Weise als Entscheidungsunterstützung fungieren kann. Somit wird die Anforde-
rung der Minimalität595 an Kennzahlensysteme hier ad extremum geführt.  
 
Auch dies führt zu dem Ergebnis, dass eindimensionale Bewertungsverfahren,  
die eine Einzelkennzahl als Ergebniswert liefern, für diese Arbeit besser geeignet 
sind. Um der Komplexität der Entscheidung weiterhin Rechnung zu tragen, und 
der Signalwirkung auch eine detailliertere Betrachtungsperspektive gegenüber zu 
stellen, müssen die darin einfließenden Einzelkennzahlen für den Entscheider 
klar erkennbar und interpretierbar sein. Dies wird durch eine ausführliche Do-
kumentation der in das Modell einfließenden Einzelkennzahlen erreicht. 
 
                                                 
595 Vgl. Kapitel 7.2.3 
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Basierend auf diesen drei, für Projektabbruchentscheidungen als relevant erachteten 
Kriterien, ergibt sich die besondere Eignung eindimensionaler Methoden zur Bewer-
tung der Wirtschaftlichkeit der Projektweiterführung im Sinne dieser Arbeit. Diese 
sollen somit im Folgenden näher betrachtet werden. 
 
8.3.2 Statische versus dynamische Verfahren 
 
Ausgehend von der Entscheidung für die Verwendung eines eindimensionalen Ver-
fahrens der Wirtschaftlichkeitsbewertung als Basis des entscheidungsunterstützenden 
Modells, ist im Folgenden eine Auswahl zwischen statischen und dynamischen Ver-
fahren zu treffen.596 Neben den oben bereits gestellten Forderungen sollen im Fol-
genden  
• die Eignung der Verfahren für Softwareentwicklungsprojekte  
und  
• der Trend der Verfahrensanwendung in der Praxis  
analysiert werden. 
 
Verfahren zur
Wirtschaftlichkeits-
bewertung
Eindimensionale Verfahren
Statische Verfahren
Dynamische Verfahren
 
Abbildung 54: Statische und dynamische Verfahren  
 
Statische und dynamische Verfahren zur Wirtschaftlichkeitsbeurteilung unterschei-
den sich durch die Berücksichtigung des zeitlichen Anfallens der Zahlungsströme.  
 
„Von statischen […] Rechenverfahren spricht man im Gegensatz zu den dynami-
schen Rechnungen, wenn das Zeitmoment ausgeklammert ist, also Wertunterschiede 
zu verschiedenen Zeitpunkten nicht durch Zinseszinsregeln berücksichtigt wer-
den.“597 Verbreitete statische Verfahren sind Kosten- oder Gewinnvergleichsrech-
                                                 
596 Diese Kategorisierung wird in der Literatur weitgehend einheitlich verwendet. Beispielsweise bei 
Brandt (2004), S.39-43 oder Däumler (2000), S.27 
597 Eichhorn (2000), S.244 
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nungen, einperiodige Kosten-Nutzen-Rechnungen, Amortisationsrechung und Ren-
tabilitätsrechnung.598  
 
„Von den dynamischen Rechenverfahren werden […] die zeitlich unterschiedlich 
anfallenden Ein- und Auszahlungen während der ganzen Nutzungsdauer eines Inves-
titionsobjektes explizit berücksichtigt.“599 Basis hierfür ist die Miteinbeziehung von 
Zinseffekten. Der Investitionsvorgang wird somit als mehrperiodiger Prozess ver-
standen.600 Die wichtigsten dynamischen Verfahren sind die Kapitalwertmethode, die 
Annuitätenmethode und die Methode des internen Zinsfußes.601  
 
Die Eignung der Verfahren für Softwareentwicklungsprojekte 
 
Wie eingangs erwähnt, sind Projekte im Bereich der Softwareentwicklung häufig von 
kurzer Dauer. Eine Entwicklungszeit von über einem Jahr ist oftmals nicht üblich.602 
Diese Tatsache lässt die Verwendung von statischen Verfahren zur Wirtschaftlich-
keitsbewertung sinnvoll erscheinen.  
 
Jedoch greift eine Ausrichtung der Verfahrensauswahl auf die Projektdauer – somit 
den reinen Entwicklungszeitraum –  zu kurz, da der Zeitpunkt bzw. die Zeitspanne 
der Ertragsgenerierung oftmals der Zeitspanne der Aufwandsentstehung nachgela-
gert ist. Somit muss eine Berücksichtigung des zeitlichen Anfalls von Zahlungsströ-
men in Erwägung gezogen werden. 
 
HUBNER spricht in diesem Zusammenhang für Innovationen von zwei Phasen: der 
Entstehungsphase, die typischerweise mit Nettoauszahlungen verbunden ist, und der 
Marktphase, in der in der Regel durch die Innovation Rückflüsse generiert werden.603 
HUBNERs Ausführungen, die Innovationen im Allgemeinen betreffen, können in 
diesem Bereich auch für Softwareentwicklungsprojekte als gültig erachtet werden. 
 
Die aus der Softwareerstellung resultierenden Zahlungsströme müssen somit zweige-
teilt betrachtet werden: Einerseits die durch das Projekt entstehenden Aufwände, die 
                                                 
598 Vgl. Däumler (2000), S.27 und Brandt (2004), S.39 
599 Eichhorn (2000), S. 250f. 
600 Vgl. Brandt (2004), S.42 
601 Vgl. Brandt (2004), S.42 für die Aufzählung 
602 vgl. GfK/IESE/ISI (2000), S.138  
603 Vgl. Hubner (1996), S.7 
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häufig nur in einem Jahr anfallen, andererseits die, durch die Vermarktung des abge-
schlossenen Projektes resultierenden, Erträge. Diese Erträge können je nach Art des 
Softwareentwicklungsprojektes604 bereits während der Projektdurchführung erzielt 
werden605, einmalig unmittelbar zum Fertigstellungszeitpunkt anfallen, oder auch  
über den gesamten Nutzungs- oder Vermarktungszeitraum des Produktes generiert 
werden.  
 
Entsprechend der in Kapitel 5.3 entwickelten Klassifizierung ist zu erwarten, dass 
sich bei den Kategorien Kommerzielle Software, Freie Software, Software als Teil 
eines Absatzgutes und Individuelle Softwarelösungen zur unternehmensinternen 
Verwendung die der Software zurechenbaren Erträge über einen längeren Zeitraum 
– den gesamten Produktlebenszyklus – einstellen. Um diese zeitlich verteilten Zah-
lungsströme der Nutzungs- bzw. Marktphase im Modell adäquat berücksichtigen zu 
können, empfiehlt sich vor allem für diese Kategorien die Verwendung dynamischer 
Verfahren zur Projektbewertung.  
 
Anders gestaltet sich die zeitliche Ertragsstruktur in der Regel bei individueller Pro-
duktgestaltung zum Festpreis oder zu aufwandsbezogener Bepreisung. Da hier eine 
Auftragsproduktion für einen konkreten Kunden vorgenommen wird, kann dieser 
Auftrag spätestens mit Projektfertigstellung und Übergabe an den Kunden fakturiert 
werden. Handelt es sich hierbei weiterhin um ein kleineres bis mittleres Softwareent-
wicklungsprojekt mit Laufzeit von nur einigen Monate, kann eine Vereinfachung des 
Modells hin zu einem statischen Verfahren sinnvoll sein. Je nach Vertragsvereinba-
rung sind auch Zwischen-Fakturierungen beispielsweise zu bestimmten Meilenstei-
nen möglich.606 Erträge werden dabei zur Projektlaufzeit erzielt; sie sind der Entste-
hung der Aufwände nur unwesentlich nachgelagert. Die Wahl zwischen statischen 
und dynamischen Verfahren hängt auch hier wesentlich von der Projektlaufzeit ab. 
 
                                                 
604 Vgl. die Klassifikation in Kapitel 5.3 
605 Vgl. die Ausführung zur Meilensteinfaktura in Kapitel 10.2.1.2 
606 Vgl. die Ausführung zur Meilensteinfaktura in Kapitel 10.2.1.2 sowie Frick et al. (2007) S.117 
 Meilensteinfaktura bedeutet dabei, Teilleistungen des Projektes bereits bei der Erreichung be-
stimmter Meilensteine zu fakturieren.   
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Der Trend der Verfahrensanwendung in der Praxis  
 
Die Anwendung dynamischer Verfahren erfordert weitaus detailliertere Daten als sta-
tische Berechnungen. Dies liegt darin begründet, dass neben der Höhe der einflie-
ßenden Größen auch deren Aufteilung im Zeitverlauf bekannt sein muss. Aufgrund 
der einfacheren Datenermittlung sind in der Praxis statische Verfahren – vor allem 
bei Klein- und Mittelbetrieben607 - weit verbreitet.608 Bei Großunternehmen hingegen 
verwendeten bereits 1974 ca. 60% dynamische Verfahren.609 DÄUMLER(2000) stellt 
die Entwicklung der Verwendung der einzelnen dynamischen Verfahren von 1974 
bis 1996 gemäß nachfolgender Tabelle dar.610 Es kann davon ausgegangen werden, 
dass der Einsatz der dynamischen Verfahren weiter zugenommen hat. 
 
1974 Rang 1985 Rang 1989 Rang 1996 Rang
Kapitalwertmethode 21% 5 48% 3 59% 1 73% 1
Interne Zinsfuß-Methode 43% 2 52% 1 59% 1 68% 2
Amortisationsrechnung 77% 1 50% 2 55% 53%
           dynamische 36% 5 49% 3
           statische 37% 4 19% 6
Kostenvergleichsrechnung 26% 4 43% 4 46% 2 46% 4
Rentabilitätsrechnung 31% 3 37% 5 39% 3 44% 5
Annuitätenmethode 7% 7 23% 6 25% 6 5% 8
Gewinnvergleichsrechnung 10% 6 15% 7 14% 7 14% 7
Anwendende Unternehmen
Methode
 
Tabelle 16: Anwendung der Investitionsrechenverfahren im Zeitverlauf611 
 
 
Verfahrensauswahl 
 
Entsprechend obigen Ausführungen sind dynamische Verfahren für die Bewertung 
von Projekten, bei denen Aufwände und/oder Erträge über einen längeren Zeitraum 
generiert werden, vorzuziehen, da sie den zeitlichen Anfall der Zahlungen und da-
durch bedingte Zinseffekte berücksichtigen. Trotz der erhöhten Anforderungen an 
die Datenermittlung und -haltung zeigt Tabelle 16, dass zahlreiche Unternehmen 
                                                 
607 Vgl. Däumler (2000), S.27 
608 Vgl. Brandt (2004), S.39 
609 Vgl. Däumler (2000), S.27 in einer Zusammenfassung der Ergebnisse von Grabbe (1976) 
610 Die von Däumler (2000) erstellte Tabelle wird hier nur in relevanten Auszügen wiedergegeben. 
Für die vollständige Tabelle sei auf Däumler (2000), S.28 verwiesen. Dort finden sich auch Hin-
weise auf die zugrunde liegende Literatur; die Prozentzahlen ergeben zum Teil in Summe mehr als 
100%, da von einige Unternehmen mehr als eine Methode angewandt wurde. 
611 Verkürzte Darstellung nach Däumler (2000), S.28 
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Verfahren dieser Kategorie bereits kennen und anwenden. Dies spricht für die Ver-
wendung dynamischer Verfahren als Basis des hier entwickelten Modells.  
 
Jedoch soll vor allem für Kleinprojekte mit konkretem Auftraggeber und kurzer 
Laufzeit oder bei nicht ausreichend vorhandener Datenlage das Modell die Möglich-
keit einer statischen Anwendung bieten. Dies wird durch die Strukturierung in ver-
schiedene Stufen realisiert, wobei eine Dynamisierung erst ab Stufe III vorgenom-
men wird. Somit soll zwar ein geeignetes dynamisches Verfahren als Basis der Mo-
dellbildung ausgewählt werden; jedoch muss die Möglichkeit einer vereinfachten sta-
tischen Anwendbarkeit erfüllt sein.    
 
Im Folgenden werden eindimensionale, dynamische Methoden der Wirtschaftlich-
keitsbewertung in Hinblick auf ihre Eignung untersucht. Hierbei stehen in einer 
Konkretisierung der Ausführungen aus diesem Kapitel 8.3.1 und Kapitel 8.3.2 fol-
gende Forderungen im Fokus der Auswahlentscheidung: 
 
(1) die Eignung als Warnsignal 
(2) die Eindeutigkeit des Bewertungsergebnisses  
(3) der Bekanntheits- und Verbreitungsgrad 
(4) die statische Anwendbarkeit 
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8.3.3 Bewertung ausgewählter Einzelmethoden 
 
Wie oben ausführlich erläutert tragen eindimensionale Methoden den – im Rahmen 
dieser Arbeit gestellten – Anforderungen an eine Wirtschaftlichkeitsbewertung am 
Besten Rechnung.612 Zudem werden dynamische Verfahren grundsätzlich dem Inves-
titionscharakter von Projekten eher gerecht, da sie die zeitliche Verteilung von Zah-
lungsströmen berücksichtigen.613 Diese Tatsache gilt auch bei Berücksichtigung der 
Eigenheiten von Softwareentwicklungsprojekten.614 
 
Die wichtigsten Vertreter eindimensionaler, dynamischer Verfahren in Literatur und 
Praxis sind615 
• die Kapitalwertmethode und  
• die Methode des internen Zinsfußes. 
 
Zum Teil wird in der Literatur die Annuitätenmethode als dritte große Rechenme-
thode der eindimensionalen, dynamischen Verfahren gesehen.616 Jedoch wird im Ge-
gensatz dazu bei GEORGE617 die Annuitätenmethode bei der Untersuchung pro-
jektbezogener Kennzahlen nicht berücksichtigt, was auf die geringe Einschätzung ih-
rer Verbreitung in der Praxis schließen lässt. Auch HUBNER618 schließt in seinen 
Ausführungen die Annuitätenmethode nicht mit ein. Dies wird damit begründet, dass 
nur Kapitalwertmethode und interne Zinsfußmethode als die am weitesten verbreite-
ten Verfahren angenommen werden.619 Daher soll der Fokus der Betrachtung auch in 
dieser Arbeit auf die Kapitalwertmethode und die Methode des internen Zinsfußes 
gelegt werden. 
 
                                                 
612 Vgl. Kapitel 8.3.1 
613 Vgl. Brandt (2004), S.42 
614 Vgl. Kapitel 8.3.2 
615 Vgl. beispielsweise die Tabelle bei Däumler (2000), S.27 
616 so beispielsweise bei Eichhorn (2000) und Brandt(2004) 
617 vgl. George(1999) S.225 
618 vgl. Hubner (1996), Kapitel 6.2 
619 vgl. Hubner (1996), S.160 
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8.3.3.1 Die Kapitalwertmethode 
 
Der projektbezogene Kapitalwert basiert auf der Annahme des vollkommenen Kapi-
talmarktes.620 Er wird definiert als „die Differenz zwischen den auf den Zeitpunkt 
unmittelbar vor Beginn der Projektdurchführung abgezinsten Ein- und Auszahlun-
gen, die durch das betreffende Projekt induziert werden.“621 Für diese Abzinsung 
muss ein geeigneter Kalkulationszinssatz gewählt werden. 
 
Der Kapitalwert eines Projektes wird wie folgt berechnet:622 
0
0
1( ) (1 )
T
t t t
t k
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=
= − ⋅
+
∑  
Formel 1: Berechnung des Kapitalwerts 
     
C0 Kapitalwert 
tE   induzierte Einzahlungen im Zeitpunkt t, 
tA   induzierte Auszahlungen im Zeitpunkt t, 
kp   Kalkulationszinssatz 
T Anzahl der Perioden 
 
Allgemein ist ein Projekt dann abzubrechen, „wenn der [Kapitalwert] der zukünfti-
gen Zahlungen bei einem Abbruch des Projektes den [Kapitalwert] der zukünftigen 
Zahlungen bei Weiterführung des Projektes übersteigt.“623  
 
In der Arbeit wird die Annahme getroffen, dass die Projektabbruchentscheidung mit 
keinen zusätzlichen Aufwänden – beispielsweise Vertragsstrafen – verbunden ist.624 
Auch soll die Problematik der Projektabbruchentscheidung für das betreffende Soft-
                                                 
620 Vgl. Hubner (1996), S.162 
621 Kern/Schröder (1977), S. 173 zitiert nach Hubner (1996), S.162  
622 Berechnung angegeben nach Hubner (1996), S.162 basierend auf  Kern/Schröder (1977), S. 173 
623 Vgl. Hubner (1996) S.163 basierend auf Seicht (1993), S.123; es wurde der Begriff „Barwert“ im 
ursprünglichen Zitat durch den Begriff „Kapitalwert“ ersetzt. Der Begriff des Barwerts wird näm-
lich in der Literatur unterschiedlich gebraucht, wohingegen der Begriff „Kapitalwert“ i.d.R. ein-
heitlich verwendet wird. Beispielsweise wird bei Schredelseker (2002), S.38 „unter dem Begriff 
Barwert jedwede auf t0 […] abgezinste Zahlung oder Zahlungsreihe verstanden; als ‚Kapitalwert’ 
wird ein Barwert nur dann bezeichnet, wenn er sämtliche Zahlungen eines Zahlungsstroms, mithin 
auch die Anfangsauszahlung umfasst […]“  
624  Bei davon abweichender Vertragsgestaltung ist das Modell geeignet anzupassen. 
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wareentwicklungsprojekt isoliert betrachtet werden – somit eine Programmplanungs-
problematik oder Ersatzproblematik bei der Auswahl aus mehreren Alternativen kei-
ne Berücksichtigung finden. Folglich kann die Referenzalternative „Projektabbruch“ 
mit einem Zahlungsstrom und daraus resultierenden Kapitalwert von 0 angesetzt 
werden, da durch einen Projektabbruch keinerlei weitere Zahlungen bedingt werden.  
 
In dieser Einzelbetrachtung ist eine Investition „bei dem gewählten Zinssatz vorteil-
haft, wenn der auf den Zeitpunkt Null bezogene Kapitalwert, […] nicht negativ 
ist.“625 Für den Fall einer Projektabbruchentscheidung ist dieser Zeitpunkt Null der 
Entscheidungszeitpunkt. Das betrachtete Projekt ist demnach dann abzubrechen, 
wenn für die Projektweiterführung C0 < 0 resultiert. Bei C0 > 0 soll das betrachtete 
Projekt weitergeführt werden. Für den Grenzfall C0 = 0 vertritt DÄUMLER die Auf-
fassung, dass die Investition nicht abzulehnen ist, da sie gerade eben als vorteilhaft 
bezeichnet werden kann und einer Geldanlage zum gewählten Kalkulationszinssatz 
gleichwertig ist.626 
 
Die Eignung als Warnsignal 
 
Die Entscheidung für oder gegen eine Investition – in dieser Arbeit für oder gegen 
eine Projektweiterführung – orientiert sich bei Anwendung der Kapitalwertmethode 
am Grenzwert 0. Die geforderte Mindestverzinsung der Projektweiterführung fließt 
bereits durch die Wahl des Kalkulationszinssatzes in das Modell ein – muss somit in 
der Entscheidungssituation (nach Anwendung des Modells) nicht mehr explizit be-
rücksichtigt werden. Dadurch gibt der Kapitalwert eine sehr klare, einfach zu inter-
pretierende Entscheidungsunterstützung in folgender Form: 
 
C0<0  Abbruch 
C0>0  Weiterführung
627 
 
                                                 
625 Däumler (2000), S.59 
626 Vgl. Däumler (2000), S.59 für die letzten drei Sätze 
627 Folgt man der Auffassung von Däumler würde der Grenzfall 0 mit in die Entscheidungsregel ein-
fließen in Form von „C0>=0  Weiterführung“ 
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Folglich wird dem geforderten Warnsignal-Charakter des hier entwickelten Entschei-
dungsmodells durch die klare Interpretierbarkeit der resultierenden Spitzenkennzahl 
(Kapitalwert) Rechnung getragen.  
 
Die Eindeutigkeit des Bewertungsergebnisses  
 
Bereits in Kapitel 8.3.1 wurde die Verwendung quantitativ erfassbarer Kennzahlen 
mit Bezug zu monetären Aufwänden oder Erträgen gefordert, um den subjektiven 
Interpretationsspielraum sowohl bei den einfließenden Größen als auch dem Ergeb-
niswert zu minimieren. Diese Anforderung wurde durch die Entscheidung für eindi-
mensionale Bewertungsverfahren berücksichtigt. Um eine Verteilung von Aufwän-
den und/oder Erträgen über mehrere Perioden geeignet abbilden zu können, wurde 
in Kapitel 8.3.2 die Anwendung dynamischer Verfahren empfohlen. 
 
Die wesentliche quantitative Maßzahl zur Berücksichtigung einer gewünschten jährli-
chen Mindestverzinsung als wirtschaftliches Ziel des Projektes, stellt in der Kapital-
wertmethode der Kalkulationszinssatz dar. Da das Bewertungsergebnis in hohem 
Maße vom gewählten Zinssatz abhängt, kommt diesem eine entscheidende Bedeu-
tung zu.628 Wie dieser zu wählen ist, muss – um die Objektivität des Verfahrens zu 
gewährleisten – somit bereits im Vorfeld einer Modellanwendung für das anwenden-
de Unternehmen im Ganzen entschieden werden. In der Regel erfolgt die Abzinsung 
„mit dem Wert des aktuellen Kapitalmarktzinses, der bei alternativer Kapitalanlage 
mittelfristig zu erzielen wäre.“629 Die Höhe des Zinssatzes kann sich jedoch alternativ 
auch „nach den mittelfristigen (Fremd-)Kapitalkosten, der Durchschnittsrendite von 
Unternehmen (derselben Branche), der Grenzrendite (i.e. Rentabilitätszuwachs eines 
zusätzlichen Kapitaleinsatzes) oder der subjektiv erwünschten Mindestrendite rich-
ten.“630 Wird der Kalkulationszinssatz nicht vorab projektübergreifend festgelegt, 
können hier subjektive Einflüsse – möglicherweise gar Manipulationen – bei der 
(Rest-)Projektbewertung nicht ausgeschlossen werden. Wird der Kalkulationszinssatz 
jedoch bereits im Vorfeld klar festgelegt, kann – bei zutreffender Prognose der ein-
                                                 
628 Vgl. Eichhorn (2000), S.251 
629 Brandt (2004), S.42 
630 Eichhorn (2000), S.251 
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fließenden Zahlungsströme – durch die Kapitalwertmethode eine eindeutige Ent-
scheidungsrichtline für oder gegen eine Projektweiterführung gegeben werden.  
 
Der Bekanntheits- und Verbreitungsgrad 
 
Der Kapitalwert nimmt in Hinblick auf die Wirtschaftlichkeitsbewertung von Projek-
ten eine dominierende Stellung ein.631 GEORGE ermittelte in seiner Untersuchung 
zur Verbreitung von Kennzahlen im Bereich des Projektmanagements für den pro-
jektbezogenen Kapitalwert einen Bekanntheitsgrad von 63% und einen Verwen-
dungsgrad von 32%.632 Die von DÄUMLER(2000) erstellte, zusammenfassende Ta-
belle zur Verfahrensanwendung zeigt den zunehmenden Gebrauch der Kapitalwert-
methode im Zeitablauf zwischen 1974 und 1996. Es zeigt sich dabei, dass sie bereits 
im Jahre 1996 mit 73% die am weitesten verbreitete Methode darstellte, gefolgt von 
der Methode des internen Zinsfußes mit 68%.633 Es kann davon ausgegangen wer-
den, dass dieser Trend sich in den letzten Jahren weiter fortgesetzt hat. 
 
Die statische Anwendbarkeit 
 
Eine rein statische Bewertung des Restprojektes, bei der keine Aussage über den zeit-
lichen Anfall von Auwänden und/oder Erträgen getroffen wird, lässt sich auf 
Grundlage der Kapitalwertmethode leicht realisieren. Formel 1 
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muss lediglich dahingehend abgewandelt werden, dass alle Zahlungen lediglich ku-
muliert, jedoch nicht abgezinst werden. Dies führt zu einer reinen Gegenüberstellung 
der in dieser Periode angefallenen Erträge im Vergleich zu den angefallenen Auf-
                                                 
631 Vgl. Hubner (1996) basierend auf Kern/Schröder (1977), S.173 und die dort verwendete Literatur 
632 Vgl. George (1999), S.225; der projektbezogene Kapitalwert wurde in vorliegenden Antwortmögli-
chen hierbei als einziges dynamisches Verfahren in die Untersuchung miteinbezogen. Als Grund 
hierfür kann die größere Verbreitung statischer Verfahren in der Praxis angesehen werden. Deren 
Verwendung wurde jedoch für diese Arbeit in Kapitel „statische vs. Dynamische Methoden“ im 
Sinne einer adäquaten Abbildung der Wirtschaftlichkeit der Projektweiterführung weitgehend aus-
geschlossen. 
633 Vgl. Däumler (2000), S.28 sowie die dort angegebene Literatur und auch die Ausführungen in Ka-
pitel 8.3.2 für die letzten beiden Sätze 
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wänden – entspricht somit einer klassischen einperiodigen Kosten-Nutzen-
Abwägung für das Restprojekt.634  
 
kumuliertkumuliert AEC −=0  
Formel 2: Statische Anwendung der Kapitalwertformel 
 
Das Entscheidungskriterium >0 oder <0 bleibt dabei identisch, die Wahl eines Kal-
kulationszinssatzes entfällt.   
 
Gesamtbewertung der Kapitalwertmethode 
In Hinblick auf die oben gestellten Anforderungen wird die Kapitalwertmethode 
somit folgendermaßen bewertet: 
 
Erfüllung der ForderungForderung
Die Eignung als Warnsignal
Die Eindeutigkeit des Bewertungsergebnisses
Der Bekanntheits- und Verbreitungsgrad
Die statische Anwendbarkeit
ja nein bedingt
ja nein bedingt
ja nein bedingt
ja nein bedingt
 
Tabelle 17: Anforderungserfüllung durch Kapitalwertmethode 
 
 
                                                 
634 Die einperiodige Kosten-Nutzen-Analyse wird bei Brandt (2004) den statischen, eindimensionalen 
Verfahren zugeordnet. 
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8.3.3.2 Methode des internen Zinsfußes 
 
Neben dem Kapitalwert als Entscheidungskriterium kommt auch der Methode des 
internen Zinsfußes in der Praxis große Bedeutung zu.635  
 
„Im Gegensatz zur Kapitalwertmethode,  die im Rahmen der Investitionsbeurteilung 
im Wesentlichen auf die Realisierung einer Mindestverzinsung (in Gestalt des Kalku-
lationszinsfußes) der eingesetzten Finanzmittel abstellt, frägt [sic] die Interne-Zins-
fuß-Methode nach der effektiven (d.h. tatsächlich erzielbaren) Rentabilität des Inves-
titionsobjektes unter Berücksichtigung von Zinseszinsen, also nach dem Zinssatz der 
sich durch den Einsatz von Finanzmittel (=Anschaffungsausgabe) über die Nut-
zungsdauer der geplanten Investition ergibt. Dieser Zinssatz wird als interner Zins-
fuß bezeichnet.“636 
 
Es wird somit bei der Methode des internen Zinsfußes der Zinssatz gesucht, der zu 
einem Kapitalwert von Null führt.637 Dieser Zinssatz wird entsprechend folgender 
Rechnung ermittelt. Es wird dabei davon ausgegangen, dass jede Investition mit einer 
Anschaffungsausgabe verbunden ist. Der Liquiditationserlös stellt dabei eine fakulta-
tive Größe dar. 
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Formel 3: Berechnung des internen Zinsfußes638 
 
tÜ   Überschüsse der Einnahmen über die Ausgaben einer Periode 
0A  Anschaffungsausgabe 
n  Anzahl der Perioden 
i  interner Zinsfuß 
L  Liquiditationserlös 
 
                                                 
635 vgl. hierzu Währisch (1999), S.295-299, Hubner (1996), S.168 aufbauend auf Wehrle-Streif (1989) 
S.65 
636 Eilenberger (2003), S.173 
637 Vgl. Schmalen (2002), S.565 
638 Eilenberger (2003), S.173 für die Berechnung; Der Liquiditationserlös stellt hierbei eine fakultative 
Größe dar. 
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Wird für die Projektbewertung wiederum von einer Einzelbetrachtung ausgegangen –
werden somit Programmplanungsentscheidungen ausgeklammert und als einzige Al-
ternative die Unterlassungsalternative bewertet – gilt bei Anwendung der internen 
Zinsfuß-Methode folgende Entscheidungsregel: 
 
- weist das bewertete Investitionsobjekt einen internen Zinssatz auf, der grö-
ßer ist als die angestrebte Mindestverzinsung, dann ist die Investition loh-
nend 
- weist das bewertete Investitionsobjekt einen internen Zinssatz auf, der klei-
ner ist als die angestrebte Mindestverzinsung, dann ist das Objekt für den In-
vestor nicht lohnend.639 
 
Diese angestrebte Mindestverzinsung schlägt sich dabei wiederum in der Wahl eines 
Kalkulationszinssatzes nieder. Dieser Kalkulationszinssatz berücksichtigt alle anderen 
Investitionsalternativen – beispielsweise eine Anlage am Kapitalmarkt – pauschal.640 
 
Die Eignung als Warnsignal 
 
In Hinblick auf den hier geforderten Warnsignal-Charakter der aus der Bewertung 
resultierenden Kennzahl, muss der interne Zinsfuß als nur bedingt geeignet gewertet 
werden. Zwar ist – wie bei der Kapitalwert-Methode –  eine klare größer-kleiner-
Unterscheidung im Vergleich mit einem gewünschten Zinssatz möglich. Jedoch 
kann angenommen werden, dass die klare Trennung durch den Schwellenwert „0“ 
bei der Kapitalwertmethode größere Wahrnehmungs-Wirkung hat, als ein festgeleg-
ter Mindest-Zinssatz als Vergleichswert. In der Kapitalwertmethode kann die resul-
tierende Größe direkt als Verlust bzw. Gewinn des bewerteten Objektes interpretiert 
werden, wohingegen bei der Methode des internen Zinssatzes ein Zinssatz als zu 
niedrig oder ausreichend hoch eingestuft werden muss. Folglich wird der Kalkulati-
onszinssatz bei der Methode des internen Zinsfußes nicht bereits zum Zeitpunkt der 
Berechnung implizit berücksichtigt, sondern erst als Vergleichsgröße für das Rechen-
ergebnis. Dies macht eine Veränderung des Kalkulationszinssatzes und damit eine 
Manipulation der Entscheidungsfindung im Nachhinein einfacher und dadurch 
wahrscheinlicher als bei der Kapitalwertmethode.  
                                                 
639 Vgl. Schmalen (2002), S.565 
640 Vgl. Hubner (1996), S.169 
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Die Eindeutigkeit des Bewertungsergebnisses 
  
Wie bei der Kapitalwertmethode, setzt auch die Methode des internen Zinsfußes 
voraus, dass der Investor bzw. Anwender dieser Bewertungsmethode seinen Kalkula-
tionszinssatz festlegt.641  
 
HUBNER überprüft, ob bei Abbruchentscheidungen bei Anwendung der internen 
Zinsfuß-Methode unter bestimmten Konstellationen auf die Festlegung eines Kalku-
lationszinssatzes verzichtet werden kann.642 Er kommt jedoch zu dem Ergebnis, dass 
„unter der Annahme einer im Rahmen eines Partialmodells erfolgenden vollständi-
gen Alternativenstellung Entscheidungsmodelle, die den internen Zinssatz als Ent-
scheidungskriterium verwenden wollen, ohne Kalkulationszinssatz nicht auskom-
men.“643 Somit stellt sich bei der Wahl eines geeigneten Vergleichszinssatzes bei der 
Methode des internen Zinsfußes die gleiche Problematik wie bei der Kapitalwertme-
thode. Daher wird an dieser Stelle auf deren nochmalige Darstellung verzichtet und 
auf die Ausführungen in Kapitel 8.3.3.1 verwiesen. 
 
Unabhängig davon wird jedoch die Aussagekraft der Methode des internen Zinsfu-
ßes hinsichtlich ihrer Bewertungsergebnisse in der Literatur sehr heterogen bewertet. 
Vielfach wird ihr eine Eignung für eine eindeutige Entscheidungsfindung abgespro-
chen. Hierfür werden in der finanztheoretischen Literatur mehrere Gründe ange-
führt: 
 
Zum einen wird bemängelt, „dass derartige Gleichungen häufig nicht zu einer ein-
deutigen realen Lösung führen, so dass die interne Zinsfuß-Methode als Entschei-
dungshilfe relativiert würde.“644  
 
Zum anderen wird vor allem im Bereich der Alternativenwahl (relativen Vorteilhaf-
tigkeit) der internen Zinsfuß-Methode aufgrund zweier anwendbarer Varianten, die 
zu verschiedenen Lösungen führen können, eine Eignung für eine eindeutige Unter-
                                                 
641 Vgl. Schmalen (2002), S.565 
642 Hubner (1996), S.177f. 
643 Hubner (1996), S.177. Dieses Bewertungsergebnis bezieht sich auf Auswahlentscheidungen. Es sei 
jedoch auf die andersartige Situation bei Programmplanungsproblemen verwiesen. Vgl. Hierzu 
Hubner (1996), S.178-193  
644 Eilenberger (2003), S.173f. 
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scheidungsunterstützung abgesprochen.645 Da die relative Vorteilhaftigkeit von Pro-
jekten und deren Integration in eine zu treffende Abbruchentscheidung nicht Ge-
genstand dieser Arbeit sind, soll auf diese Problematik nicht detailliert eingegangen 
werden. Es sei dabei auf entsprechende Literatur und Beispielrechnungen, beispiels-
weise bei HUBNER verwiesen.646 Jedoch soll dieser Punkt in Hinblick auf mögliche 
Erweiterungspotenziale des hier entwickelten Entscheidungsmodells bei der Metho-
denauswahl dennoch berücksichtigt werden.  
 
Weiterhin wird in der finanztheoretischen Literatur an der Methode des internen 
Zinsfußes die implizit angenommene Wiederanlageprämisse bemängelt. Bei Anwen-
dung der Internen Zinsfuß-Methode wird durch das Methoden-Design die Annahme 
zugrunde gelegt, dass die Überschüsse jeweils zum internen Zinsfuß angelegt werden 
können. Dies gilt zwar auch für die Kapitalwertmethode;647 jedoch muss die Annah-
me dort als realistischer gewertet werden, da die Kapitalwertmethode unterstellt, 
„dass die Wiederanlage der Einzahlungsüberschüsse stets zum Kalkulationszinssatz 
erfolgt, der ja den Kapitalkosten des Investors entsprechen soll.“ 648   
 
Da die Interne-Zinsfuß-Methode somit sowohl hinsichtlich ihrer Prämissen als auch 
hinsichtlich ihrer Ergebnisse umstritten ist, kann sie für das hier entwickelte Modell 
nur als bedingt geeignet angesehen werden. 
 
Der Bekanntheits- und Verbreitungsgrad 
 
Die Methode des internen Zinsfußes und die Kapitalwertmethode werden in der Li-
teratur fast durchgängig beide als die bedeutendsten Methoden der dynamischen In-
vestitionsbewertung aufgeführt. Gemäß der tabellarischen Darstellung der Anwen-
dung von Investitionsrechenverfahren in der Praxis im Zeitablauf bei DÄUMLER 
teilten sich im Jahr 1989 mit jeweils 59% der anwendenden Unternehmen die Me-
thode des internen Zinsfußes und die Kapitalwertmethode den ersten Rang. Im Jahr 
1996 belegte die interne Zinsfuß-Methode mit 68% Platz 2 hinter der Kapitalwert-
                                                 
645 vgl. Hubner (1996), S. 168-193 und die dort angegebene Literatur 
646 vgl. Hubner (1996), S. 168-193 und die dort angegebene Literatur 
647 vgl. Eichhorn (2000), S.253 für die letzten beiden Sätze 
648 Eichhorn (2000), S.253 
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methode mit 73%.649 Bei der Untersuchung von GEORGE zu Bekanntheit und 
Verbreitung projektbezogener Kennzahlen ist der interne Zinsfuß eines Projektes je-
doch nicht explizit erwähnt. Im Bereich der dynamischen Methoden zur Investiti-
onsbewertung werden in seiner Untersuchung nur die Amortisationszeit und die Ka-
pitalwertmethode genannt. Jedoch konnte für einperiodige Rentabilitätsrechnungen, 
z.B. den ROI, eine hohe Bekanntheit bzw. Verbreitung ermittelt werden.650 Dies 
kann möglicherweise darin begründet liegen, dass bei einperiodiger Rechnung eine 
Rentabilitätskennzahl mathematisch problemlos errechnet werden kann; die Ermitt-
lung des internen Zinsfußes bei mehrperiodiger Betrachtung kann sich hingegen – 
wenn auf die Nutzung entsprechender Rechenprogramme verzichtet wird – komplex 
gestalten. Während die Untersuchung von DÄUMLER sich hauptsächlich auf Wirt-
schaftlichkeitsbewertungen im Allgemeinen in größere Unternehmen bezog, bezieht 
sich die Untersuchung nach GEORGE rein auf Projekte, für die unter Umständen 
mathematisch einfachere Rechenmethoden bevorzugt werden.  
 
Zusammenfassend kann somit hinsichtlich des Bekanntheits- und Verbreitungsgra-
des festgestellt werden, dass die Methode des internen Zinsfußes sich zwar vor allem 
in größeren Unternehmen und in der finanztheoretischen Literatur neben dem Kapi-
talwert als zweite große Bewertungsmethode etabliert hat. Jedoch lässt sich ein Trend 
zur Kapitalwertmethode feststellen. Im Projektumfeld wurde für die Kapitalwertme-
thode, der Untersuchung von GEORGE zu Folge, eine relativ hohe Bekanntheit- 
und Verbreitung ermittelt, wohingegen der interne Zinsfuß nicht unter den wichtigs-
ten Kennzahlen zur Projektplanung, -steuerung und -kontrolle erfasst wurde.651 
 
Die statische Anwendbarkeit 
 
Wie die Kapitalwertmethode, kann auch die Methode des internen Zinssatzes leicht 
in eine statische Betrachtung überführt werden, wenn die zeitliche Verteilung der 
Zahlungsströme nicht abgeschätzt werden kann und Zinseszinseffekte nicht berück-
sichtigt werden sollen. Wird davon ausgegangen, dass in t0 eine (kumulierte) An-
fangsauszahlung A0 für die Investition anfällt und in t1 die kumulierten Einzahlungs-
                                                 
649 Vgl. Däumler (2000), S.28 und die dort angegebene Literatur für die letzten beiden Sätze. Die Ta-
belle wurde in Auszügen bereits in Kapitel 8.3.2 dargestellt.  
650 George (1999), S.224f. für die letzten drei Sätze 
651 Vgl. George (1999), S.218f. 
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überschüsse ( kumuliertÜ  ) angesetzt werden, verkürzt sich die Berechnung des internen 
Zinsfußes wie folgt: 
 
0)1( 0 =−+ Ai
Ü kumuliert ,  mit 0A >0 
Formel 4: statische Anwendung der Methode des internen Zinsfußes 
 
Die Umformung  
 
i
A
Ü kumuliert += 1
0
 
Formel 5: Umformung von Formel 4 
 
zeigt dabei die Analogie zur statischen Rentabilitätsrechnung652, bei der durch die In-
vestition erwirtschaftete Gewinne einer Investition dem eingesetzten Kapital gegen-
über gestellt werden. In der Kennzahl des ROI653s stellt diese statische Variante der 
Ermittlung der Projektrentabilität nach GEORGE eine bekannte (79%) und weit 
verbreitete (50%) Kennzahl dar. 
 
Aufbauend auf obigen Ausführungen lässt sich die Methode des internen Zinsfußes 
für die Bewertung von (Rest-)Projekten im Sinne dieser Arbeit wie folgt bewerten: 
 
Erfüllung der ForderungForderung
Die Eignung als Warnsignal
Die Eindeutigkeit des Bewertungsergebnisses
Der Bekanntheits- und Verbreitungsgrad
Die statische Anwendbarkeit
ja nein bedingt
ja nein bedingt
ja nein bedingt
ja nein bedingt
 
Tabelle 18: Anforderungserfüllung durch Interne Zinsfuß-Methode 
 
                                                 
652 Der Begriff Rentabilität wird in der Literatur uneinheitlich gebraucht im Sinne von Rentabilität des 
eingesetzten Kapitals, Eigenkapitalrentabilität, Gesamtkapitalrentabilität usw. Er wird beispielswei-
se bei Wöhe (2005), S.54 sehr alllgemein definiert: „Rentabilität setzt die absolute Größe Erfolg in 
Beziehung zu einer Basisgröße.“  
653 Return on Investment 
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8.4 Risikoberücksichtigung in der Praxis 
 
Aufbauend auf einer Befragung von BROER/DÄUMLER von 1985 führt DÄUM-
LER aus, dass bei den befragten Unternehmen, die Bewertungsmethoden einsetzen,  
dem Problem einer Berücksichtigung von Risiken eine hohe Bedeutung beigemessen 
wurde.654 Es kann davon ausgegangen werden, dass durch die zunehmende Diskussi-
on des Risikobegriffs in der Literatur in den letzten Jahren und die gestiegenen An-
strengen im Bereich Risikomanagement in den Unternehmen dieses Bewusstsein sich 
noch erhöht hat.  
 
Ergebnis der Untersuchung war, dass 41,3% der bundesdeutschen Großunterneh-
men Risiken über die als am wahrscheinlichsten erachteten Werte berücksichtigen.655 
„Dabei fragt man bei jeder in die Investitionsrechnung eingehenden Variablen nach 
dem Wert, der die höchste Eintrittswahrscheinlichkeit aufweist.“656 Dieses Untersu-
chungsergebnis stützt die Vorgehensweise dieser Arbeit, alle relevanten Größen über 
geeignete Erfahrungswerte in das Modell zu integrieren. Jedoch wird – wie bereits 
mehrfach ausgeführt – in dieser Arbeit die Kennzahl mit ihrem jeweiligen Erwar-
tungswert belegt. Wird im konkreten Anwendungsfall jedoch eine Bewertung der 
Kennzahl mit dem wahrscheinlichsten Wert gewünscht, kann das Modell auf für die-
se Werte anwendet werden. 
 
Daneben bzw. ergänzend wird der Studie zu Folge die Sensitivitätsanalyse verbreitet 
eingesetzt (64,2% der Befragten). 31,3% davon führen diese in Form einer Dreifach-
Rechnung, 38,8% in Form einer Zielgrößen-Änderungsrechnung durch.657  
 
„Die Dreifach-Rechnung […] ermittelt die Zielgröße, etwa den Kapitalwert für drei 
verschiedene Zukunftslagen unter Zugrundelegung einer sehr günstigen (optimisti-
schen), wahrscheinlichen, sehr ungünstigen (pessimistischen) Datenkonstellation.“658 
Man variiert dabei nicht nur eine sondern mehrere Eingabevariablen, möglicherweise 
                                                 
654 Vgl. Broer/Däumler (1986) S.729ff. zitiert nach Däumler (1996), S.173 
655 Vgl. Däumler (1996), S.174 
656 Vgl. Däumler (1996), S.174 
657 Vgl. Däumler (1996), S.174 
658 Däumler (1996), S.185f. 
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sogar alle.659 Jedoch muss dabei berücksichtigt werden, dass sich je nach Annahme 
der Kennwerte durch die Dreifachrechnung keine klare Handlungsempfehlung mehr 
ableiten lässt. Um für die Anwendung in laufenden Softwareentwicklungsprojekten 
sinnvolle Zu- und Abschläge für optimistische und pessimistische Schätzungen zu 
ermitteln, kann beispielsweise auf die – bereits in Kapitel 7.2.1 dargestellte – Unge-
nauigkeitspyramide bei BUNDSCHUH/FABRY zurückgegriffen werden.660 Die 
Zielgrößen-Änderungsrechnung widmet sich der Frage „um wie viel Prozent sich 
der Wert der Zielgröße (Kapitalwert, interner Zinsfuß, durchschnittlicher jährlicher 
Überschuß) ändert, wenn eine Eingabevariable um einen bestimmten vorgegebenen 
Prozentwert von ihrem wahrscheinlichsten Wert abweicht.“661 Dabei kann die Ziel-
größen-Änderungsrechnung analog zu Berechnungen von Elastizitäten in der klassi-
schen Betriebswirtschaftslehre gesehen werden.662  
 
Da die in das hier entwickelte Entscheidungsmodell integrierten Kennzahlen klar de-
finiert und voneinander abgegrenzt sind, lässt sich das Modell auch für Variationen 
dieser Kennzahlenwerte anwenden. Daher kann es auch für eine Sensitivitäsanalyse 
herangezogen werden. Es wird jedoch bei DÄUMLER in seinen Ausführungen zur 
Zielgrößen-Änderungsrechnung darauf hingewiesen, dass die Zielgröße „interner 
Zinsfuß“ wegen des hohen Rechenaufwands bei seiner Bestimmung für die prakti-
sche Anwendung bedeutungslos ist.663 Dies kann analog für die Dreifach-Rechnung 
angenommen werden. Auch dies spricht somit für die Verwendung der Kapitalwert-
methode als Basis der Modellbildung. 
 
                                                 
659 Vgl. Däumler (1996), S.186 
660 Vgl. hierzu die Ausführungen in Kapitel 7.2.1 sowie Bundschuh/Fabry (2004), S.125 
661 Däumler (1996), S.188 
662 Vgl. Däumler (1996), S.188 
663 Vgl. Däumler (1996), S.188 
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8.5 Methodenauswahl 
 
Aufbauend auf der Analyse der Anforderungserfüllung durch die verschiedenen Ver-
fahrensgruppen bzw. die untersuchten Einzelverfahren, wird eine Verwendung der 
Kapitalwertmethode als investitionstheoretische Basis für das hier entwickelte 
Entscheidungsmodell als sinnvoll erachtet.  
 
Sowohl hinsichtlich ihrer Wirkung als Warnsignal als auch hinsichtlich der Eindeu-
tigkeit der Bewertungsergebnisse wurde die Kapitalwertmethode als geeigneter be-
wertet als die Methode des internen Zinsfußes. Ihre Stellung als bekanntestes und am 
weitesten verbreitetes dynamisches Verfahren, wird für die Akzeptanz des Entschei-
dungsmodells als förderlich erachtet. Auch hinsichtlich einer alternativen, erweiterten 
Verwendung des Modells z.B. für Sensitivitätsanalysen, ist, unter Berücksichtigung 
des Rechenaufwands, die Kapitalwertmethode die geeignetere.  
 
Die in Kapitel 7.1 identifizierten Risikoleitfragen werden in Form von geeigneten 
Kennwerten in das Modell integriert. Um einen ausreichend hohen Detaillierungs-
grad der einfließenden Daten sicherzustellen, integriert das Modell zahlreiche Einzel-
kennzahlen, für die Erfahrungswerte leichter bestimmt werden können, als für zu-
sammengesetzte Größen.  
 
Aufbauend auf dieser Auswahlentscheidung stellt der Kapitalwert C0 die verdichtete 
Spitzenkennzahl des Modells – somit die numerische Entscheidungshilfe für oder 
gegen eine Projektabbruchentscheidung –  dar. Bei Ausprägung größer 0 ist dabei ei-
ne Weiterführung des Projektes zu empfehlen, bei Ausprägung kleiner 0 sollte das 
betrachtete Projekt abgebrochen werden. Bei einem Kapitalwert gleich 0 wird für die 
Projektweiterführung eine Verzinsung genau entsprechend dem Kalkulationszinssatz 
prognostiziert. 
 
Der Kalkulationszinssatz spiegelt dabei die gewünschte Verzinsung des in das Pro-
jekt einfließenden Kapitals wider. Dabei muss beachtet werden, dass diese Zielgröße 
sich im Zeitraum zwischen Projektauswahlentscheidung und Entscheidungszeitpunkt 
verändert haben kann. Zu jedem Zeitpunkt der Ermittlung von C0 muss somit auf 
den zu diesem Zeitpunkt aktuellen Kalkulationszinssatz zurückgegriffen werden.
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9 Risikoorientierte Restaufwandsprognose 
 
9.1 Problematik der Aufwandschätzung in der Praxis 
 
Eine Abschätzung des Projektaufwands bildet die Grundlage zur Prognose der im 
Projekt anfallenden Kosten.664 Daher ist eine verlässliche Aufwandsschätzung „Vor-
aussetzung dafür, Aussagen über die Projektkosten und damit – in Verbindung mit 
dem Nutzen – über dessen Wirtschaftlichkeit zu machen“665. 
 
Trotz einer großen Zahl an Schätzmethoden666 bzw. Schätzverfahren stellt die Auf-
wandschätzung ein großes Problem bei der Bewertung von Softwareentwicklungs-
projekten dar.667 In einer von LEDERER/PRASAD durchgeführten Untersuchung 
berichten 63% der befragten Software-Manager von erheblichen Überschätzungen 
und 14% von erheblichen Unterschätzungen des Aufwands.668 Eine niederländische 
Studie ermittelte einen Wert von 80% für unterschätzte Budgets. 35% der Unter-
nehmen führten keine formalen Schätzungen durch.669  
 
Um eine solide Basis für die Analyse und Prognose von Softwareentwicklungsauf-
wendungen zu schaffen, wurden zahlreiche Verfahren entwickelt, die auf verschiede-
nen Messgrößen (Metriken) basieren.670 Nur wenige davon haben eine so große 
Einsatzbreite erreicht, dass sie als de-facto-Standard gesehen werden können.671 Ein-
                                                 
664 Vgl. Heinrich/Lehner (2005), S.433 
665 Heinrich/Lehner (2005), S.433 
666 vgl. Heinrich/Lehner (2005), S.433 
667 Heinrich/Lehner (2005), S.435-438 treffen eine Differenzierung in den abstrakten Begriff der 
„Schätzmethode“ und seine Ausprägung in einem Schätzverfahren. „Die Schätzverfahren unter-
scheiden sich bezüglich der verwendeten Schätzmethode(n), dem Einsatzschwerpunkt und dem 
Wirkungsbereich.“ Hierbei wird das Function-Point-Verfahren der Analogiemethode zugeordnet.  
 Diese Arbeit legt ihren Betrachtungsschwerpunkt auf konkrete „Schätzverfahren“. Für detaillierte 
Ausführungen zu den verschiedenen zugrunde liegenden Schätzmethoden sei auf Heinrich 
/Lehner (2005) verwiesen. 
668 Vgl. Bundschuh/Fabry (2004), S. 49 in einer Zusammenfassung der Studienergebnisse von  
Lederer/Prasad (1993) 
669 Vgl. Bundschuh/Fabry(2004), S. 49 in einer Zusammenfassung der Studienergebnisse von 
Heemstra (1992) für die letzten beiden Sätze 
670 Detaillierte Ausführungen zu Softwaremetriken finden sich in Kapitel 9.3.1 
671 Vgl. Bundschuh/Fabry (2004), S.27 für die letzten beiden Sätze 
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gesetzt werden derzeit vor allem das Constructive Cost Model (COCOMO) und das 
Function Point Verfahren.  
 
Viele Unternehmen schätzen ihre Aufwände jedoch derzeit nur intuitiv. Dabei wird 
in der Regel der Mittelwert aus einer Best-Case-Schätzung und einer Worst-Case-
Schätzung ermittelt.672 „Ausgangspunkt sind hierbei die individuellen Erfahrungen 
(meist einer) Schätzperson.“673 Dieser geschätzte Gesamtaufwand kann mit der im 
folgenden Kapitel dargestellte Prozentsatzmethode einzelnen Projektphasen zuge-
ordnet werden. Werden für das Projekt Risiken vermutet, kann die ursprüngliche 
Schätzung um pauschale Risikozuschläge ergänzt werden.674 Da diese Pauschal-
Schätzungen jedoch mehr auf Intuition und subjektiven Erfahrungen als auf definier-
ten Maßgrößen beruhen, gestaltet sich eine detaillierte Risikoberücksichtigung im 
Sinne dieser Arbeit dabei schwierig. 
 
Für die Kontrolle von Projektkosten kommt bei intuitiven Gesamtaufwandsschät-
zungen erschwerend hinzu, dass diese meist nur pauschal geschätzt werden. Die ein-
zelnen projektausführenden Bereiche erhalten demnach „nur vage oder keine Kos-
tenvorgaben“ für die von ihnen zu erstellenden Leistungen.675 Dies mag unter ande-
rem darin begründet liegen, dass „sich die einzelnen Projektziele zu Projektbeginn 
nur vage formulieren und erst im späteren Verlauf des Projekts detailliert festlegen 
lassen.“676  
 
Aufgrund dieser Defizite muss davon ausgegangen werden, dass intuitive Schätzun-
gen auf Grund ihrer hohen Subjektivität, ihrer mangelnden Nachvollziehbarkeit und 
ihres geringen Detaillierungsgrades für die hier angestrebte Ermittlung des Projekt-
restaufwands nicht oder nur in sehr frühen Projektphasen bedingt geeignet sind. 
Vielmehr soll im Folgenden ein Aufwandsschätzverfahren ausgewählt werden, wel-
                                                 
672 Vgl. Bundschuh/Fabry (2004), S. 51 für die letzten beiden Sätze in einer Zusammenfassung der 
Studienergebnisse von Weltz und Ortmann (Die Studie wird bei Bundschuh/Fabry nicht näher 
spezifiziert; es muss davon ausgegangen werden, dass sie darüber hinaus nicht veröffentlicht wur-
de.) 
673 Bundschuh/Fabry (2004), S. 51 in einer Zusammenfassung der Studienergebnisse von Weltz und 
Ortmann 
674 Beispielsweise anhand des Unsicherheits-Dreiecks bei Bundschuh/Fabry (2004), S.34 
675 George (1999) S. 2 für die letzten beiden Sätze 
676 George (1999), S. 21 basierend auf Zogg (1974), S.1 
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ches den Restaufwand des Projektes auf Basis geeigneter Messgrößen zur quantitati-
ven Abbildung von Umfang und ggf. auch Komplexität des zu erstellenden Soft-
wareproduktes ermittelt. Derartige Verfahren werden im Folgenden als „Metrik-
basierte Aufwandschätzverfahren“ bezeichnet. Der Begriff „Metrik“ sowie die ge-
naue Ausgestaltung einzelner Metriken werden in Kapitel 9.3.1 detailliert dargestellt. 
 
Jedoch soll das hier entwickelte Entscheidungsmodell auch für Unternehmen an-
wendbar sein, welche ihren Aufwandschätzungen generell oder in sehr frühen Pha-
sen der Projektdurchführung (noch) keine detaillierten Messeinheiten zugrunde legen 
– folglich auch über keine detaillierten Daten über den noch zu realisierenden Soft-
ware-Umfang verfügen. Wie in Kapitel 1.2 beschrieben, sollen Unterschiede in der 
Datenverfügbarkeit im hier entwickelten Modell durch eine Aufteilung in Stufen be-
rücksichtigt werden. Dabei soll auf unterster Stufe des Modells auf die Verwendung 
von Softwaremetriken verzichtet werden um der hohen Verbreitung intuitiver Exper-
tenschätzungen Rechnung zu tragen. Daher wird im Folgenden auf eine vereinfachte 
– nicht metrikbasierte – Ermittlung von Restaufwänden eingegangen. 
 
9.2 Vereinfachte Prognose der Projekt-Restaufwände 
 
Da auf Stufe I677 des entscheidungsunterstützenden Modells auf detaillierte Größen-
messungen des zu erstellenden Softwaresystems über Software-Metriken verzichtet 
werden soll, wird im Folgenden eine vereinfachte Methode zur Ermittlung der 
Restaufwände bis zur Projektfertigstellung dargestellt. Diese basiert im Wesentlichen 
auf der Kosten-Trend-Analyse in Kombination mit empirischen Daten zur Auf-
wandsverteilung auf die einzelnen Projektphasen (Prozentsatzmethode).  
 
Die Kosten-Trend-Analyse ist in ihrer Grundform „eine Methode zur Überwa-
chung von Projektkosten, die es gestattet, regelmäßige Schätzwerte über die Gesamt-
kosten des Projektes zum voraussichtlichen Endtermin zu gewinnen.“678 Die dadurch 
erzielten Ergebnisse werden dabei  in der Regel graphisch dargestellt. Es sind unter-
schiedliche Darstellungsformen möglich.  
                                                 
677 Vgl. Kapitel 11.2.1 
678 Brandt (2004), S.26 
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CRONENBROECK wählt in seinen Ausführungen eine gebräuchliche Rasterdar-
stellung, bei der vertikal die geschätzten bzw. hochgerechneten Gesamtkosten für ein 
Arbeitspaket oder das Gesamtprojekt angegeben werden, horizontal die gewählten 
Berichtszeitpunkte.679 Diese Berichtszeitpunkte können mit den hier vorgeschlagenen 
Entscheidungspunkten680 gleichgesetzt werden. Zu diesen Berichts- bzw. Entschei-
dungspunkten führt der Projektleiter auf Basis des bis dahin erzielten Projektfort-
schritts eine Kostenschätzung für das jeweilige Arbeitspaket und/oder das Gesamt-
projekt durch. So entsteht im Projektverlauf eine Kurve, die die zeitliche Entwick-
lung der prognostizierten Gesamtkosten angibt, wie folgendes Beispiel zeigt.681 Es ist 
dabei ersichtlich, dass das Projekt die ursprüngliche Kostenschätzung nicht einhält. 
 
Berichtszeitpunkte
Gesamtkosten
Prognostizierte Gesamtkosten zum jeweiligen Berichtszeitpunkt
Ursprüngliche Kostenschätzung zu Projektbeginn
 
Abbildung 55: Kosten-Trend-Analyse682 
 
Den Kernpunkt für die Kostenschätzung bildet die Bestimmung des Fertigstellungs-
wertes der Arbeitspakete.683 Zwar kann der Umfang der realisierten Softwarebestand-
teile bei Verwendung bestimmter Softwaremetriken – beispielsweise der in Kapitel 
                                                 
679 Vgl. Cronenbroeck (2004), S.80 
680 Vgl. Kapitel 4.5 
681 Vgl. Cronenbroeck (2004), S.78-80 für die letzten beiden Sätze; Die Kostentrendanalyse wird dabei 
bei Cronenbroeck in Analogie zur Meilensteintrendanalyse dargestellt. Auf diese soll jedoch hier 
nicht detaillierter eingegangen werden. 
682 Eigene Darstellung nach Cronenbroeck (2004), S.80 
683 Vgl. Brandt (2004), S.27 
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9.3.1.2 dargestellten Funktionspunkte – gut abgebildet werden; da jedoch an dieser 
Stelle auf derartige Messgrößen verzichtet werden soll, muss dieser Kernpunkt für 
eine vereinfachte Bestimmung von Restaufwänden abgewandelt werden. Die Ab-
wandlung wird für ein vereinfachtes Verfahren in dieser Arbeit dahingehend vorge-
nommen, dass die Fertigstellung entsprechend zur Aufwandsverteilung auf Projekt-
phasen angenommen wird. Eine Hochrechnung erfolgt somit auf Basis empirisch 
ermittelter Daten zur Aufwandsverteilung in Softwareentwicklungsprojekten. 
 
Ergeben beispielsweise die empirischen Daten, dass nach der Spezifikationsphase üb-
licherweise 25% des Gesamtaufwands verbraucht sind, werde in dieser vereinfachten 
Form analog angenommen, dass das Projekt an diesem Punkt auch zu 25% fertig ge-
stellt ist. Somit können über die bis zu einem Entscheidungspunkt angefallenen Ist-
Aufwände der Gesamtaufwand – und somit auch der Restaufwand – des Projektes, 
prognostiziert werden. Bei Überschreitung der Planaufwände zum Berechnungszeit-
punkt resultiert aus der Hochrechnung somit eine veränderte (gestiegene) Prognose 
für den Gesamtaufwand.  
 
Die prozentuale Zuordnung von Aufwänden zu Projektphasen wird in der Literatur 
als Prozentsatzmethode bezeichnet. Hierbei wird eine prozentuale, durchschnittli-
che Verteilung von Kosten und Aufwänden bezogen auf einzelne Phasen ermittelt.684 
Zu diesem Zweck existieren in der Literatur eine Vielzahl von Zurechnungs-
Tabellen, die mehr oder weniger detailliert Projekt-Spezifika berücksichtigen. 
 
HÜRTEN nennt beispielsweise für die Verteilung auf Projektphasen – bei ihm be-
zeichnet als Phasenkonzept685 – folgende Werte. Jedoch geht er dabei leider nicht auf 
das zu Grunde liegende Vorgehensmodell oder die Art der zu entwickelnden Soft-
ware ein. 
 
Phase 1 Phase 2 Phase 3 Phase 4 Phase 5 Total
5% 20% 35% 30% 10% 100%
 
 Tabelle 19: phasenbezogene Aufwandsverteilung686 
 
                                                 
684 Vgl. Wieczorrek/Mertens (2007), S.214 
685 Hürten (2005), S.84 
686 Vgl. Hürten (2005), S.84 
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BUNDSCHUH/FABRY geben die Phasenanteile differenziert nach Neuentwicklun-
gen, Redevelopment und Weiterentwicklungen an. 687  
 
Planung Spezifikation Programmierung Test Installation
4% 23% 41% 22% 10%
Neuentwicklung 6%
Alle Projekte
Redevelopment 7%
Weiterentwicklung 3%
20% 48% 17% 9%
9% 29% 14% 41%
27% 37% 26% 7%
 
Tabelle 20: Phasenbezogene Aufwandsverteilung nach Projektart688 
  
Wird beispielsweise die Phasenverteilung für Neuentwicklungen zu Grunde gelegt, 
ergibt sich zum Ende der jeweiligen Phase folgende Verteilung der Ist- und Restauf-
wände: 
 
Zum Ende der Phase verbrauchter Aufwand in Prozent (kumuliert)
Restaufwand
Aufwand
Gesamtaufwand
6%
94%
26%
74%
74%
26%
91%
9%
100%
Planung Spezifikation Programmierung Test Installation
 
Abbildung 56: vereinfachte Ermittlung von Restaufwänden; eigene Darstellung 
 
 
                                                 
687 Vgl Bundschuh/Fabry (2004), S.406 Die Daten stützen sich auf die ISBSG-Datenbank. 
688 Vgl Bundschuh/Fabry (2004), S.406 
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Davon ausgehend lässt der Restaufwand für das Softwareentwicklungsprojekt sich 
errechnen mit: 
 
nn
i
i
n
mon Ap
AA −=
∑
=1 100
 
Formel 6: vereinfachte Restaufwandsermittlung auf Basis der Prozentsatzmethode 
 
monA  prognostizierter monetärer Restaufwand bis Fertigstellung 
 n zum Entscheidungszeitpunkt abgeschlossene Projektphase 
nA   bis Ende der Phase n (Entscheidungszeitpunkt) verbrauchter Aufwand 
ip  Prozentwert der Aufwandszurechnung zu Phase i 
 
Ein Berechnungsbeispiel findet sich im Zuge der Modellbildung in Kapitel 11.2.1.3. 
 
 
9.3 Metrik-basierte Prognose von Restaufwänden 
 
Um für eine Restaufwandsprognose aussagekräftigere Ergebnisse unabhängig von 
individuellen Erfahrungen des Schätzers zu erhalten, gilt es im Folgenden, eine ge-
eignete Abbildungsmöglichkeit für den noch zu erstellenden Softwareumfang zu  
identifizieren.  
 
Um den (Rest-)Aufwand eines Softwareentwicklungsprojektes bestimmen zu kön-
nen, gilt es somit Bezugsgrößen auszumachen, „für die ein Zusammenhang zwischen 
ihren konkreten Ausprägungen im Projekt und dem Projektaufwand oder sogar den 
Projektkosten nachgewiesen ist oder von denen angenommen wird, dass ein derarti-
ger Zusammenhang besteht.“689 HEINRICH/LEHNER treffen dabei die abstrak-
te690 Kategorisierung in produktbezogene Einflussfaktoren, v.a. Quantität691, Kom-
plexität und Qualität und prozessbezogene Einflussfaktoren, wie Projektdauer, Perso-
                                                 
689 Heinrich/Lehner (2005), S.433 
690 d.h. unabhängig von einem konkreten Schätzverfahren 
691 Die Quantität bezieht sich dabei auf den zu erwartenden größenmäßigen Umfang der zu erstellen-
den Software. 
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nalqualität und Entwicklungsumgebung.692 Diese Einflussfaktoren werden in ver-
schiedenen Aufwandschätzverfahren unterschiedlich bewertet. Wesentliches Problem 
dabei stellt ihre Quantifizierung dar.693 Schwerpunktmäßig werden die produktbezo-
genen Einflussfaktoren Quantität und Komplexität in den Aufwandschätzmethoden 
berücksichtigt. 
 
9.3.1 Analyse der Eignung bestehender Softwaremetriken 
 
Basis jeder Aufwandsprognose muss eine quantitative Messung des zu erstellenden 
Systems sein.694 Hierfür wurden für Softwareprodukte spezielle Metriken entwickelt.  
 
„Software metrics are measures of development processes and the resulting work pro-
ducts.“695 
 
Diese Definition macht dabei bereits die bivalente Ausrichtung des Metrik-Begriffs 
in Produkt-Metriken und Prozess-Metriken deutlich.696 
 
Jedoch wird der Begriff „Metrik“ wird in der Literatur häufig nicht klar von dem 
Begriff des Aufwandsschätzverfahrens abgegrenzt. Für diese Arbeit soll der Begriff 
„Metrik“ rein im Sinne einer Maßeinheit für die quantitative Messung der Größe des 
zu erstellenden Softwaresystems – im Sinne einer Basis-Metrik – verwendet werden.  
 
Der zweite wesentliche Einflussfaktor auf den Projektaufwand – die Komplexität 
der  zu erstellenden Software697 – wird in verschiedenen Aufwandschätzverfahren 
                                                 
692 vgl. Heinrich/Lehner (2005), S.434 
693 vgl. Heinrich/Lehner (2005), S.433 
694 Kütz (2003), S.31 negiert, dass sich methodische Ansätze zur Softwaremessung (Software-
Metriken) in der Praxis durchgesetzt hätten. „Zum einen erfordert es einen erheblichen Aufwand, 
solche Methoden auf die eigene Organisation zu kalibrieren. Das schreckt viele Anwender von ei-
nem Einsatz ab. Und zum anderen haben sich Entwicklungsmethoden und -werkzeuge in den 
vergangenen Jahren in einer solchen Geschwindigkeit verändert, dass diese Veränderungszyklen 
weitaus kürzer waren, als die erforderlichen Einschwingzeiten für die Vermessung einer bestimm-
ten Entwicklungsorganisation.“ Die vorliegende Arbeit folgt jedoch der u.a. von Bund-
schuh/Fabry (2004) und DeMarco (2004) vertretenen Auffassung, dass die Messung eines Soft-
wareentwicklungsprojektes notwendige Grundlage für eine adäquate Aufwandschätzung und Pro-
jektkontrolle darstellt. 
695 Hubig/Morschel (1997) basierend auf Fenton (1991) 
696 Bspw. bei Bundschuh/Fabry (2000), S.128  
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aufbauend auf der zugrunde liegende Größen-Metrik unterschiedlich abgebildet. Auf 
die Notwendigkeit und die Möglichkeiten einer Berücksichtigung der Systemkomple-
xität wird in Kapitel 9.3.2.1.1 und 9.3.2.1.2 detailliert eingegangen.  
 
Auch relevante Prozessmetriken – beispielsweise die Messung und Abbildung der 
Produktivität – greifen in der Regel auf die Basismetrik „Projektgröße“ zurück. Bei-
spielsweise wird im Function-Point-Verfahren die Produktivität als FP/PM (Funkti-
onspunkte pro Personenmonat) dargestellt. Die Produktivität in Softwareentwick-
lungsprojekten sowie deren mögliche Veränderung im Projektverlauf werden in Ka-
pitel 9.3.2.2 und 9.3.2.3.2 detailliert analysiert. 
 
Für die quantitative Abbildung der zu erstellenden Software hinsichtlich ihrer Größe 
existieren unterschiedliche Messeinheiten, auf die das jeweilige Aufwandsschätzver-
fahren aufbaut. „A review of the literature revealed that the most interesting differ-
ence between estimation models is between models that use SLOC as the primary 
input versus models that do not.”698 Dabei stehen der Größenmessung nach Lines 
of Code (SLOC699, KLOC700, oder LOC) verschiedene funktionsorientierte Mess-
größen gegenüber. 
 
                                                                                                                                     
697 Beispielsweise wird die Bedeutung der Produktkomplexität für die Prognose des Projektaufwands 
in dem „software productivity range“ nach Boehm (2000), S.15 deutlich. Dabei stellt die „product 
complexity“ neben der „personnel/team capability“ den wichtigsten Einflussfaktor auf die Pro-
duktivtät und somit den Aufwand zur Erstellung eines Softwareproduktes mit bestimmtem Um-
fang dar. 
698 Kemerer (1987), S.416 
699 Source Lines of Code 
700 Kilo Lines of Code 
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9.3.1.1 Lines of Code 
 
„SLOC was selected early as a metric by researchers, no doubt due to its quantifiabil-
ity and seeming objectivity. Since then an entire subarea of research has developed to 
determine the best method of counting SLOC.” 701 
 
Wie dieses Zitat ausdrückt, waren Lines of Code die erste relevante Messgröße zur 
Abbildung des quantitativen Umfangs von Softwaresystemen. Dennoch findet diese 
Messgröße auch heute noch in zahlreichen Veröffentlichungen wie auch in Fallstu-
dien aus der Praxis Beachtung. Jedoch stehen diesem Ansatz große Bedenken gegen-
über:  
 
In einem ersten Punkt ist diesem quellcodeorientierten Ansatz entgegenzusetzen, 
dass er sich zu sehr an der Codierung orientiert, welcher für eine Schätzung des Pro-
jektaufwands nur untergeordnete Bedeutung zugesprochen wird.702 Unterschiede in 
den verwendeten Programmiersprachen werden hierbei nicht berücksichtigt und 
neueren Ansätzen in der Softwareentwicklung (z.B. der Objektorientierung) wird die-
ser Ansatz nicht in geeigneter Weise gerecht.703 Zudem sind die LOC in der Regel 
erst in einer späten Projektphase bekannt704, was eine Aufwandschätzung auf dieser 
Basis während des Projektverlaufs schwierig macht.  
 
Somit eignet sich die Metrik LOC eher für ex-post-Betrachtungen und weniger für 
die ex-ante Aufwandsprognose des Gesamtprojektes – oder, wie hier angestrebt, des 
Restprojektes. Da die LOC-Metrik zudem nur schwer auf neuere Ansätze in der 
Softwareentwicklung, beispielsweise die objektorientierte Programmierung, ange-
wendet werden kann wird die Messung des noch zu realisierenden Projektumfangs 
auf Basis von LOC für diese Arbeit als nicht geeignet erachtet.  
 
                                                 
701 Kemerer(1987), S.417 basierend auf die dort angegebene Literatur 
702 Vgl. Heinrich/Lehner (2005), S.434 
703 Vgl. Heinrich/Lehner (2005), S.434 und Bundschuh/Fabry (2004), S.134f.; Bundschuh/Fabry 
sprechen hierbei sogar von einem Paradoxon der Sprachumrechnungsfaktoren; „Je mächtiger eine 
Programmiersprache ist, desto weniger LOCs fallen pro Funktion an. Das impliziert eine sinkende 
Produktivität bei wachsender Effizienz.“ S.134-135 
704 vgl. Bundschuh/Fabry (2004), S.134 und Kemerer (1987), S.427 
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„In response […] to practitioners` complaints about the difficulties in estimating 
SLOC before a project was well under way, new models have been developed that do 
not us SLOC as the primary input.705” 
 
Diese stellen nicht mehr quellcodebasierte, sondern funktionsorientierte Messgrößen 
in den Vordergrund. 
 
9.3.1.2 Funktionsorientierte Messgrößen 
 
9.3.1.2.1 Funktionsorientierte Messgrößen im Überblick 
 
Funktionsorientierte Messungen orientieren sich an der Funktionalität der zu entwi-
ckelnden Software.706 Dafür wurden und werden auch aktuell noch unterschiedliche 
Messeinheiten definiert, beispielsweise Function Points in verschiedenen Varianten, 
Data Points, Object Points oder Use Case Points.  
 
BUNDSCHUH/FABRY fassen in nachfolgender Tabelle 21 einige Messgrößen und 
die ihnen zugrunde liegenden Softwarebestandteile zusammen.707 Die Tabelle ist da-
bei jedoch nur als Grob-Überblick zu sehen, da in ihr einige weniger bekannte oder 
weniger verbreitete sowie erst kürzlich entwickelte Maßeinheiten – beispielsweise Use 
Case Points – nicht aufgeführt sind. 
  
 
                                                 
705 Kemerer (1987), S.417 und die dort angegebene Literatur 
706 Eine funktionsorientierte Messung der Softwaregröße wird in der Literatur im Vergleich zur LOC-
Metrik als sinnvoller erachtet. Z.B. Heinrich/Lehner (2005), S.434 „Zweckmäßiger ist es sich an 
Art und Anzahl der Funktionen zu orientieren.“ 
707 Vgl. Bundschuh/Fabry (2004) fassen die angegebenen Schätzobjekte als Varianten der Function-
Point-Methode zusammen.  
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FUNCTION POINT 
 
DATA POINT 
 
OBJECT POINT 
MARK II –FUNCTION 
POINT 
Entitäten Objekte  Ergebnisse Entitäten 
Eingabedaten Datenobjekte 
- Attribute 
- Keys 
- Nutzung 
- Integrationsgrad 
- Änderung in % 
Masken Logical transaction 
(Vorgang) 
Ausgabedaten  Listen Eingabedaten 
Datenbestände  Informations-
objekte 
Ausgabedaten 
Referenzdaten Nachrichtenobjekte 
- Felder 
- Sichten 
- Nutzung 
- Komplexität 
- Änderung in % 
Verarbeitungs-
funktionen 
Entity reference 
Abfrage    
Tabelle 21: Schätzobjekte der Varianten der Function-Point-Methode708  
 
In der Literatur zur Aufwandschätzung709 sowie in zahlreichen Fallstudien stehen die 
von IBM entwickelten klassischen Function Points im Vordergrund. Sie werden nach 
ihrem Entwickler auch als Function Points nach A. J. Albrecht oder IFPUG710 Func-
tion Points bezeichnet.711 Zahlreiche weitere Varianten dieser ursprünglichen Functi-
on Points konnten sich in der Praxis nicht, oder noch nicht durchsetzen, beispiels-
weise die Object-Points712. Daher konzentrieren sich die Ausführungen in dieser Ar-
beit auf die klassische Messgröße „Funktionspunkt nach IFPUG“. Das hier entwi-
ckelte Modell kann jedoch mit entsprechenden Anpassungen auch auf andere Varian-
ten funktionsorientierter Messgrößen übertragen werden. 
 
                                                 
708 Bundschuh/Fabry (2000), S.206; Die Spalten IBM USA und IBM Deutschland wurden wegen ih-
rer inhaltlichen Übereinstimmung unter dem Begriff „Function Point“ zusammengefasst. Dies 
meint die ursprüngliche Variante des Funktionspunktes nach A.J. Albrecht.  Spalte 4 wurde statt 
Mark II mit dem Schätzobjekt Mark II Function Point überschrieben.   
709 Beispielsweise bei Bundschuh/Fabry (2004) 
710 IFPUG = International Function Point User Group 
711 Vgl. Bundschuh/Fabry (2000), S.205 
712 Vgl. Bundschuh/Fabry (2000), S.206 
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9.3.1.2.2 Function Points nach IFPUG 
9.3.1.2.2.1 Unadjusted und Adjusted Function Points 
 
Die Größenmessung von Software in Funktionspunkten nach IFPUG geht ur-
sprünglich auf die 1979 von A. Albrecht bei IBM entwickelte function point analy-
sis zurück713 „[…] and, in 1984, the International Function Point User Group (IF-
PUG) was set up to clarify the rules, set standards and promote their use and evalua-
tion.”714 Die nationale Entsprechung zur IFPUG in Deutschland ist die „Deutsch-
sprachige Anwendergruppe für Softwaremetrik und Aufwandschätzung e.V.“ (DAS-
MA).715  
 
Funktionspunkte nach IFPUG stellen dabei das in der Literatur und Praxis am wei-
testen verbreite funktions-orientierte Maß zur quantitativen Abbildung eines Soft-
wareproduktes dar.  
 
Bei A.Albrecht werden Funktionspunkte folgendermaßen beschrieben: 
 
„a dimensionless number defined in function points, which we have found to be an 
effective relative measure of function value delivered to our customer.”716 
 
Die Metrik “function points”, als Einheit für die Größenmessung eines Softwarepro-
duktes, wurde ursprünglich für das darauf aufbauende Aufwandsschätzverfahren 
„Function Point Analyse“ entwickelt. Im jeweils geltenden Standard des Schäzver-
fahrens werden von der IFPUG die entsprechend Zähl- und Gewichtungsregeln für 
die Function-Point-Zählung definiert. Eine klare Abgrenzung zwischen Software-
metrik und Aufwandschätzverfahren ist daher schwierig; die beiden Begriffe werden 
in der Literatur häufig nicht klar voneinander abgegrenzt. Für diese Arbeit sollen 
Function Points jedoch – wie bereits erwähnt – lediglich als Maßeinheit gesehen 
werden und somit losgelöst von einem bestimmten Aufwandschätzverfahren be-
trachtet werden.  
 
                                                 
713 Vgl. Abran/Robillard (1996), S.895 
714 Abran/Robillard (1996), S.895 
715 Vgl. Hürten (2005), S.14 
716 Albrecht (1979) zitiert nach Abran/Robillard (1996), S.895 
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„There are two Steps involved in counting Function Points: 
(1) counting user functions, and 
(2) adjusting for processing complexity.“717 
 
Dabei ergibt die Funktionen-Zählung in Schritt 1 sog. „unadjusted function points“. 
Nach einer Gewichtung mit bewerteten System-Eigenschaften, ergeben sich „ad-
justed function points.“ 
 
Unadjusted
Function
Points
Functional
Size
General
System
Characteristics
Value Adjustment
Factor
Adjusted
Function
Points
Adjusted
Size
x =
 
Abbildung 57: Function points measurement model718 
 
Neben der klassischen Function-Point-Analyse berücksichtigen mittlerweile auch ur-
sprünglich auf einer LOC-Metrik basierende Aufwandschätzmethoden – beispiels-
weise das bereits angesprochene COCOMO – Funktionspunkte als alternative 
zugrundeliegende Metrik. Dabei wird bei COCOMO ggf. auf Unadjusted-Function-
Points zurückgegriffen719, da COCOMO eigene Bewertungsgrößen für die Berück-
sichtigung der Systemeigenschaften und anderer Einflussfaktoren beinhaltet.  
                                                 
717 Kemerer (1987), S.418 
718 Eigene Darstellung in Anlehnung an Abran/Robillard (1996), S.895 
719 Im Submodell „Prototyping“ auch auf „Object Points“ 
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9.3.1.2.2.2 Ermittlung von Unadjusted Function Points 
 
In der Function Point Analyse nach A. ALBRECHT werden – wie nachfolgende 
Abbildung 58 verdeutlicht – fünf Basis-Funktions-Komponenten unterschieden: ex-
terne Eingabe, externe Ausgabe, externe Abfrage, interne Geschäftsentität und ex-
terne Geschäftsentität.720 Dabei wird das zu messende System als Black-Box betrach-
tet.721 „Entscheidend ist stets die logische Sicht des Anwenders.“722  
 
interne
Geschäfts-
entität
externe
Geschäfts-
entität
externe
Eingabe
externe
Ausgabe
externe
Abfrage
zu messendes System
 
Abbildung 58: Function-Point-Analysis nach A.Albrecht723 
 
Für die hier angestrebte Modellbildung soll lediglich das Konzept der Aufwandschät-
zung auf Basis von Function Points hinsichtlich der Eignung für die Ermittlung des 
Projekt-Restaufwands analysiert werden. Der Betrachtungsschwerpunkt liegt somit 
auf dem Mess- und Schätzprozess in seiner Gesamtheit. Daher soll eine detaillierte 
Beschreibung und genaue Abgrenzung der einzelnen Komponenten und Zählregeln 
                                                 
720 Die ursprüngliche Variante von 1979 hatte nur 4 Funktionstypen. Das Verfahren wurde jedoch 
bereits 1983 um einen fünften Funktionstypus erweitert. Für detailliertere Ausführungen hierzu sei 
auf Abran/Robillard (1996), S.895f. verwiesen. In der englischen Fassung werden die Funktions-
typen als „Internal logical files“, „External interface files“, „External Inputs“, „External Outputs“ 
und „External Inquiries“ bezeichnet (vgl. bspw. Abran/Robillard (1996), S.896) Für die deutsche 
Übersetzung der Begrifflichkeiten vgl. Hürten (2005) S.15 und die Veröffentlichungen der DAS-
MA 
721 Vgl. Hürten (2005), S.15 
722 Hürten (2005), S.16 
723  nach Hürten (2005), S.15 
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an dieser Stelle unterbleiben. Für detaillierte Ausführungen zur Abgrenzung der ein-
zelnen Funktionskomponenten sei auf entsprechende Literatur verwiesen.724  
 
Um neben einer rein quantitativen Zählung auch die Komplexität der in der Soft-
ware enthaltenen Basis-Funktions-Komponenten zu berücksichtigen, wird mittels ei-
ner zweidimensionalen Tabelle jeder der 5 Komponenten eine Gewichtung in ein-
fach, mittel oder komplex und damit eine definierte Zahl von Function-Points zuge-
ordnet.725 Die Summe der hieraus ermittelten Function Points wird als „Unadjusted 
Function Points (UFP)“ bezeichnet.726 
 
Zur Verdeutlichung wird im Folgenden die Zuordnung von Funktionspunkten für 
die Komponente „externe Eingabe“ beispielhaft erläutert. 
 
„Unter einer Externen Eingabe definiert die IFPUG-Regel einen Elementarprozeß 
der Daten- oder Steuerinformationen verarbeitet, die von außen in die Software ein-
gebracht werden.“727 Dabei wird die Bewertung auf Basis der Anzahl der Datenele-
menttypen (Attributtypen, Felder, usw.) die an das Softwaresystem übergeben wer-
den und die Anzahl der Geschäftsentitäten, die bei der Verarbeitung der Eingabe ge-
nutzt werden, vorgenommen.728  
 
                                                 
724 Bsp. Hürten (2005), Bundschuh/Fabry (2004) sowie die Veröffentlichungen der DASMA und  
IFPUG 
725 Vgl. Hürten (2005), S.17f. 
726 IFPUG Function Point Counting Pracitces Manual zitiert nach Hürten (2005), S.25  
727 Hürten (2005), S.18 
728 Vgl. Hürten (2005), S.18f. 
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Die Bewertung mit Funktionspunkten ist für die Komponente „Externe Eingabe“ 
folgender Matrix zu entnehmen: 
 
 
Externe  
Eingabe 
Anzahl  
Datenelementtypen 
<=4 
Anzahl 
Datenelementtypen 
>4 und <=15 
Anzahl 
Datenelementtypen 
>15 
Anzahl benutzter 
Entitätstypen <=1 
einfach 
3 
Function Points 
einfach 
3 
Function Points 
mittel 
4 
Function Points 
Anzahl benutzter 
Entitätstypen =2 
einfach 
3 
Function Points 
mittel 
4 
Function Points 
komplex 
6 
Function Points 
Anzahl benutzter 
Entitätstypen >2 
komplex 
6 
Function Points 
komplex 
6 
Function Points 
komplex 
6 
Function Points 
Tabelle 22: Gewichtung von Funktionspunkten729  
9.3.1.2.2.3 Analyse der Eignung der Function-Point-Metrik 
 
Für eine Größenmessung in Funktionspunkten werden in der Literatur weitgehend 
übereinstimmend einige Vorteile gegenüber einer Messung in LOCs gesehen. Bei-
spielsweise führt KEMERER aus: 
 
„First, it is possible to estimate them early in the life cycle, about the time of the 
requirements definition document. This can be an important advantage for anyone 
trying to estimate the level of effort to be required on a software-development pro-
ject. 
 
Second, they can be estimated by a relatively nontechnical project member. 
 
And, finally, they avoid the effects of language and other implementation differ-
ences.”730 
 
Dabei ist für die Zielsetzung dieser Arbeit vor allem der erste Punkt – die Möglich-
keit bereits relativ früh im Projektfortschritt den für das Softwareprojekt anfallenden 
Aufwand bzw. den noch anfallenden Restaufwand bis zur Fertigstellung abschätzen 
zu können – von Bedeutung.  
 
                                                 
729  aus Hürten (2005), S.19 
730 Kemerer (1987), S.418 
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Häufigster Kritikpunkt an Function Points als Software-Maß sind Divergenzen bei 
der Zählung von Funktionspunkten. Dieser Problematik begegnen die Metrik-
Verbände durch die Veröffentlichungen von Standards sowie Angebote zur Zertifi-
zierung. Eine Studie des MIT (Massachusetts Institute of Technology) zeigte, dass in 
den untersuchten Projekten zertifizierte Function-Point-Zähler mit ca. 9% Genauig-
keit die gleiche Anzahl von Function-Points ermittelt haben.731 Somit stellen Funkti-
onspunkte zwar kein exaktes aber doch ein relativ genaues Maß für die Ermittlung  
bzw. Abschätzung der Größe eines Projektes dar.  
 
Ein weiterer Kritikpunkt an den Function Points nach A. ALBRECHT / IFPUG 
bzw. die darauf aufbauende Function Point Analyse ist ihre mangelnde Eignung für 
die Messung von Echtzeit-Anwendungen, Anwendungen zur Prozesskontrolle oder 
auch Betriebssystemen. Das wesentliche Einsatzgebiet der Methode wird in der FP-
Zählung für Geschäftsanwendungen und Management-Informationssysteme gese-
hen. Auch wird das Fehlen eines Schichtenkonzepts (Software-Layers) nach Endbe-
nutzer, Entwickler, usw. bemängelt.732  
 
Daher wurde die Function-Point-Methode nach A.Albrecht um diese Spezifika durch 
die Full-Function-Point-Methode des Common Software Metrics Consortium 
(COSMIC) erweitert.733 „Die COSMIC-FFP-Methode leitet die funktionale Größe 
aus der Anzahl der zur Durchführung eines Prozesses notwendigen Datenbewegun-
gen ab. Daneben wird ein Schichtenkonzept verwendet.“734 Im Bereich von Mana-
gement-Informationssystemen ergaben sich bei einer Überprüfung von 5 Applikatio-
nen kaum Unterschiede zwischen IFPUG FP und COSMIC FFP. Bei Realtime-
Systemen ergaben sich jedoch Unterschiede von 70%.735  
 
Da die Messung von Softwaresystemen nach Full Function Points sich zur Zeit noch 
auf wenige Anwender in Kanada und Japan beschränkt und die Anwender ihren 
Schwerpunkt mehr im technischen als im kommerziellen Bereich haben,736 soll eine 
                                                 
731 Bundschuh/Fabry (2004), S. 34 basierend auf einer Studie des MIT 
732 Vgl. Bundschuh (2005), S.26 für den Absatz 
733 Vgl. Bundschuh (2005), S.26 
734 Bundschuh (2005), S.26 
735 Vgl. Bundschuh (2005), S.26 
736 vgl. Hürten (2005), S.37 
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weitere Betrachtung des Verfahrens in dieser Arbeit nicht erfolgen. Hierzu wird auf 
die angegebene Literatur verwiesen.737 Jedoch soll auf eine mögliche Variation des 
hier auf Basis klassischer Function Points entwickelten Modells hin zu COSMIC Full 
Function Points als mögliche Erweiterung verwiesen sein. 
 
9.3.2 Funktionsorientierte Aufwandsprognose 
 
Wie schon in Kapitel 9.3.1 ausgeführt, kategorisiert KEMERER in seiner bereits 
1987 veröffentlichten Untersuchung zu Aufwandschätzverfahren in der Software-
entwicklung diese in „models that use SLOC as the primary input versus models that 
do not.“738 Dabei konnte er bereits in dieser frühen Phase der Software-
Aufwandschätzung COCOMO und die Function Point Analyse als die bekanntesten 
nicht-proprietären Verfahren identifizieren.739 Dabei kategorisierte er COCOMO als 
LOC-basiert, die Function-Point-Analyse als nicht-LOC-basiert.740 Diese klare Ein-
teilung muss mittlerweile dahingehend aufgeweicht werden, dass zwar in Veröffentli-
chungen zu COCOMO meist auf die Größe LOC Bezug genommen wird, jedoch 
auch zahlreiche Hinweise auf eine Verwendung mit dem Basismaß „Function Point“ 
gegeben werden.741  
  
Auch heute noch können die Function Point Analyse und COCOMO bzw. CO-
COMOII als die bekanntesten Verfahren gesehen werden. Nachdem in Kapitel 
9.3.1.2.2 Function Points nach IFPUG bereits als geeignetes Maß zur Abschätzung 
der Größe eines Projektes bzw. Restprojektes ausgewählt wurden, soll im Folgenden 
die Berücksichtigung von relevanten Projekt-Eigenschaften in der Function-Point-
Analyse  und in COCOMO II dargestellt und hinsichtlich der Zielsetzung analysiert 
werden. Besonderes Augenmerk liegt dabei auf dem VAF in der Function Point Ana-
lyse und den Effort Multipliers und Scale Factors bei COCOMO II. Jedoch soll auch 
ein davon abweichendes vereinfachtes Verfahren nach HÜRTEN als Alternative für 
                                                 
737 Zum Beispiel Hürten (2005), S. 33-37 
738 Kemerer (1987), S.417 
739 Vgl. Kemerer (1987), S.417 
740 Vgl. Kemerer (1987), S.417 
741 Beispielsweise in Bohem (2000); Auch das Submodell „Early Design“ in COCOMOII basiert per 
definitionem auf Unadjusted Function Points; allerdings ist hierbei eine Umrechnung dieser in 
SLOC auf Basis von Erfahrungswerten vorgesehen. Vgl. Schmidt (2009), S.24  
  
Risikoorientierte Restaufwandsprognose 
 
 
212 
die Berücksichtigung der Komplexität, Produktivität und anderer Faktoren dargestellt 
werden.  
 
9.3.2.1 (Rest-)Aufwandschätzung auf Basis von Funktionspunkten 
9.3.2.1.1 Berücksichtigung der Systemeigenschaften über den VAF 
 
Um die Qualität der zu erstellenden Software und die Komplexität des Erstellungs-
prozesses über definierte Systemeigenschaften in die Kalkulation einfließen zu lassen, 
wird in der klassischen Function Point Analyse eine Überführung der Unadjusted 
Function Points (UFP)  in Adjusted Function Points (Bewertete FPs, AFP)742 ge-
fordert.  
 
Bei Abran/Robillard werden die Messung der funktionalen Größe und deren Anpas-
sung an Systemeigenschaften als zwei eigenständige Perspektive gesehen: 
„1) The functional size, calculated by assigning weights to each individual func-
tion. […] 
2) The value adjustment factor (VAF), calculated using predefined general sys-
tem characteristics (GSC) to assess the environment and processing com-
plexity of the software application as a whole.”743 
 
                                                 
742 In der deutschsprachigen Literatur auch „justierte Funktionspunkte“ 
743 Abran/Robillard (1996), S.895 
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Für die zweite Perspektive wird bei der Methode nach ALBRECHT/IFPUG der 
Einfluss von 14 Systemmerkmalen berücksichtigt:744  
 
Datenkommunikation Online Bestandspflege
Verteilte Datenverarbeitung Komplexe Verarbeitung
Leistungsfähigkeit
Ungünstige Konfiguration
Wiederverwendbarkeit
Installationshilfen
Leichte BedienbarkeitTransaktionsrate
Interaktive Dateneingabe Mehrfachinstallationen
Benutzerfreundlichkeit Änderungsfreundlichkeit
 
Tabelle 23: Die 14 Systemmerkmale der Function-Point-Analyse745 
 
Jedem Systemmerkmal wird ein Einflussgrad von 0-5 zugeordnet. Die Summe der 
bewerteten Systemmerkmale liegt somit zwischen 0 und 70. Diese Summe wird als 
„Total Degree of Influence“ (TDI) bezeichnet.746 Ausgehend davon wird ein Wert-
faktor (Value Added Factor / Value Adjustment Factor = VAF) bestimmt.747 
 
Dieser wird berechnet als:  
 
65,0)01,0( +⋅= TDIVAF  
Formel 7: Berechnung des VAF in der Function Point Analyse748 
 
Die Anzahl an gewichteten Function Points ergibt sich durch Multiplikation der un-
gewichteten Function Points mit dem VAF.749 Somit würde die Anzahl der ermittel-
ten Function Points bei einem maximalen TDI von 70 um 35% nach oben, bei ei-
nem minimalen TDI von 0, um 35% nach unten korrigiert werden.  
                                                 
744 Im ursprünglichen Modell von 1979 wurden nur 10 Systemmerkmale berücksichtigt, die zu einem 
maximalen Anpassungsfaktor von ±25% führten. Diese wurden bereits im Modell von 1983 zu 14 
Systemmerkmalen mit einem maximalen Anpassungsfaktor von ±35% erweitert (vgl. 
Abran/Robillard (1996), S.895).  
745 Vgl. Hürten (2005), S.25; Auf eine detaillierte Darstellung der einzelnene Systemmerkmale sei an 
dieser Stelle verzichtet, da – wie bereits in Kapitel 9.3.1.2.2.2 erläutert - für diese Arbeit weniger 
die konkrete Ausgestaltung der Zählregeln sondern vielmehr der Mess- und Bewertungsansatz in 
seiner methodischen Vorgehensweise von Bedeutung ist.  
746 Vgl. Hürten (2005), S.25 für die letzten drei Sätze;  
747 Vgl. Hürten (2005), S.25; Hürten verwendet dabei den Begriff Value Added Factor. Bei Abran 
/Robillard (1996) wird für VAF alternativ der Begriff „value adjustment factor“ verwendet. In die-
ser Arbeit sei dieser unabhängig davon im Folgenden nur als VAF bezeichnet. 
748 Vgl. Hürten (2005), S.25;  
749 Bei Bundschuh/Fabry (2004) werden auch Varianten der Umrechnung für Weiterentwicklungs-
projekte angegeben. S.329-332 
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9.3.2.1.2 Kritische Betrachtung des VAF 
 
Der VAF, der einer Umrechnung von ungewichteten in gewichtete Function Points 
zugrunde liegt, unterliegt mehreren Kritikpunkten.  
 
Die Messung der funktionalen Größe von Software unterliegt der Norm ISO/IEC 
14143. Sie gibt an, „welche Eigenschaften und Anforderungen eine Methode zum 
Messen der Größe einer Software erfüllen muss, damit sie als funktionsorientiert be-
zeichnet werden kann.“750 Hierbei soll die Größe der Software auf Grundlage von 
Basis-Funktions-Komponenten ermittelt werden, die ausschließlich funktionale An-
forderungen darstellen dürfen. Technische und qualitative Anforderungen dürfen 
darin nicht enthalten sein.751  
 
Eine Verwendung von Unadjusted Function Points wird dieser Anforderung gerecht, 
da hierbei technische Einflussfaktoren keine Berücksichtigung finden. Jedoch werden 
die technischen und qualitativen Aspekte der Softwareentwicklung durch die Um-
rechnung von Unadjusted in Adjusted Function Points auf Basis der definierten Sys-
temmerkmale berücksichtigt. Adjusted Function Points sind somit nicht mehr ein 
Maß, das konform mit ISO/IEC 14143 ist.752 BUNDSCHUH/FABRY hingegen se-
hen genau diesen Punkt nicht als „Nachteil“ der Adjusted Function Points sondern 
als „Nachteil“753 der ISO-Norm. Sie führen dabei aus, dass die ISO-Norm das Prob-
lem des Beitrags von technischen und qualitativen Anforderungen zur funktionalen 
Größe vermeide.754 In ihren Ausführungen wird die Errechnung gewichteter Functi-
on-Points als fester Schritt im Prozess der Function-Point-Analyse gesehen.755  
 
Jedoch wird den Systemmerkmalen nach ALBRECHT/IFPUG bei HÜRTEN auch 
vorgeworfen, dass sie nicht mehr geeignet sind,  neuere technische Entwicklungen in 
geeigneter Weise zu berücksichtigen. Er vertritt die Meinung, „dass viele von ihnen 
durch den heutigen Stand der Systemtechnik und Organisationskonzepte überholt 
                                                 
750 Hürten (2005), S.13 
751 Vgl. ISO/IEC 14143 zitiert nach Hürten (2005), S.13 
752 Vgl. Hürten (2005), S.25 
753 Bundschuh/Fabry (2004), S.244 
754 Vgl. Bundschuh/Fabry (2004), S.244 
755 Vgl. Bundschuh/Fabry (2004), S.329 
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sind.“756 Daher wird bei HÜRTEN eine Alternative zu diesem Vorgehen beschrie-
ben. Dabei werden Qualitätsmerkmale wie auch Merkmale der Mitarbeiterqualifikati-
on durch Aufwandszu- oder Abschläge berücksichtigt. Auch COCOMO II sieht eine 
prozentuale Anpassung der zu erwartenden Produktivität gegenüber Erfahrungswer-
ten entsprechend definierter Faktoren vor. Dabei werden nicht nur Systemeigen-
schaften berücksichtigt, sondern darüber hinaus auch weitere Einflussgrößen, wie 
beispielsweise „Personnel/team capability“.757 Die Eignung für eine Risikoabbildung 
wird in den nachfolgenden Kapiteln diskutiert. 
 
Abgesehen von diesen beiden Kritikpunkten, muss die Eignung bzw. Notwendigkeit 
von Adjusted Function Points für das hier entwickelte Entscheidungsmodell aus fol-
genden Gründen in Frage gestellt werden:  
 
(1) Die nachträgliche Justierung zählerisch ermittelter Funktionspunkte mit Sys-
temmerkmalen wird im Wesentlichen vorgenommen, um Projekte mit glei-
cher funktionaler Größe, jedoch abweichenden Systemanforderungen ver-
gleichbar zu machen. Diese Vergleichbarkeit ist vor allem für einen Rückgriff 
auf Erfahrungsdatenbanken notwendig. Dies entspricht jedoch nicht der 
Zielsetzung dieser Arbeit, da für die Restaufwandsschätzung hier in erster Li-
nie auf Daten aus dem konkreten Projekt – beispielsweise die bis zum Ent-
scheidungszeitpunkt durchschnittlich erzielte Produktivität – zurückgegriffen 
werden soll. In dieser Einzelbetrachtung verliert die – ohnehin umstrittene – 
Forderung nach einer Vergleichbarkeit mit anderen Projekten über einen 
VAF an Bedeutung. 
 
(2) Auch der empirisch ermittelte Unterschied zwischen UFP und AFP lässt die 
Auswirkungen einer Justierung auf den geschätzten Aufwand gering erschei-
nen. Bei BUNDSCHUH/FABRY werden für den Bereich von Host-
Anwendungen in der Finanzdienstleistung für den VAF lediglich Werte zwi-
schen 1,0 und 1,1 angegeben.758 „Erfahrungen anderer Firmen zeigen, dass 
Werte von 0,95 bis 1,1 für den Einflussfaktor typisch für europäische Ver-
                                                 
756 Vgl. Hürten (2005), S.26 
757 Detailliertere Ausführungen zu den letzten beiden Sätzen finden sich bei Boehm (2000) sowie in 
Kapitel 9.3.2.3.2.2 
758 Vgl. Bundschuh/Fabry (2000), S.199 
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hältnisse sind.“759 Auch in einer empirischen Untersuchung von KEMERER 
zum Größe-Aufwand-Zusammenhang wurde bei einer Regressionsanalyse 
nur ein geringer Unterschied zwischen UFP und AFP ermittelt.760 Er gibt als 
Ergebnis des Vergleichs an: „The difference between using Function Points, 
which include 14 factors that modify the Function Counts, and the Function 
Counts themselves, seems slight in this instance.”761 
 
(3) Der VAF wird in der Regel für ein Projekt in seiner Gesamtheit ermittelt und 
während der Projektdurchführung nicht verändert, da er die grundlegenden 
Systemeigenschaften widerspiegelt. Er sollen auch in dieser Arbeit für das 
Gesamtprojekt als Datum angenommen werden. Somit wird der VAF auch 
für die Risikobetrachtungen als nicht relevant erachtet. 
 
Aufgrund der mangelnden Relevanz des VAF für eine Projektabbruchentscheidung 
im Sinne dieser Arbeit sowie den kritischen Beurteilungen in der Literatur, soll im 
hier entwickelten Entscheidungsmodell der Restaufwand auf Basis von Unadjusted 
Function Points ermittelt werden. Diese stellen die Maßzahl für eine Abbildung der 
noch zu realisierenden Software-Funktionalität im Entscheidungsmodell dar.  
 
Es kann davon ausgegangen werden, dass auch Produktivitätskennzahlen auf Basis 
von UFP in der Praxis leichter ermittelt werden können, als auf Basis von AFP. Dies 
liegt darin begründet, dass UFP aus Anforderungssicht klar definierte Softwarebe-
standteile darstellen, für die die erforderliche Realisierungszeit gemessen werden 
kann. Auch der in Kapitel 7.2.3.2 definierten Kennzahlen-Anforderung „Wirtschaft-
lich“ ist somit durch die Verwendung von UFP besser Rechnung getragten.  
 
Soll das Entscheidungsmodell – abweichend von diesen Ausführungen – auf Basis 
von AFP angewendet werden, ist es entsprechend um den VAF zu ergänzen. 
 
                                                 
759 Bundschuh/Fabry (2000), S.199 
760 Vgl. Kemerer (1987), S.424; auf eine detaillierte Darstellung der dort auf Basis verschiedener Da-
tenbestände ermittelter Regressionsgeraden wird hier verzichtet. Es sei dafür auf Kemerer (1987), 
S.423f. verwiesen. 
761 Kemerer (1987), S.424 
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9.3.2.2 Analyse von Aufwandskurven 
 
Der Größe-Aufwand Zusammenhang in Softwareentwicklungsprojekten wird in der 
Regel über Aufwandskurven dargestellt. In diesen werden – je nach Verwendung – 
justierte oder nicht-justierte Funktionspunkte auf der x-Achse und in Personenstun-
den, -tagen oder –monaten gemessener Zeitaufwand auf der y-Achse abgetragen. Sie 
geben Auskunft über die Produktivität in dem jeweiligen Projekt.  
 
Beispielsweise wurde von Abran/Roillard bei einer Auswertung von 37 Projekten 
folgender Aufwand-Größe-Zusammenhang ermittelt: 
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Abbildung 59: Die Auswertung des vollen Datensets bei Abran/Robillard762 
 
                                                 
762 Vgl. Abran/Robillard (1996), S. 901 
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Für ein reduziertes Datenset von 21 Projekten, welche durchgeführt wurden „in ho-
mogeneous development environment unburdened by major differences in produc-
tion and quality factors“763 ist der Aufwand-Größe Zusammenhang in folgender Gra-
phik dargestellt: 
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Abbildung 60: Das reduzierte Datenset von 21 Projekten764 
 
Beide Graphiken beziehen sich auf eine Größenmessung in Unadjusted Function 
Points. Für beide Datensätze wurde sowohl für Unadjusted Function Points als auch 
für Adjusted Function Points eine Regressionsanalyse durchgeführt, die zu folgenden 
Ergebnissen führte: 
 
Data sets
37 Obs.
21 Obs.
AFP
Standard-
error
Coef. of
variation R
2
171
67
47
20
0,47
0,81
UFP
Standard-
error
Coef. of
variation R
2
168
67
46
20
0,49
0,81
 
Tabelle 24: Empirical Data Sets: AFP and UFP Models765 
 
Dabei zeigt sich, dass sich das Bestimmheitsmaß R2 bei Verwendung von UFP und 
AFP nahezu nicht unterscheidet. Ein wesentlicher Unterschied besteht jedoch zwi-
schen den beiden Datensätzen – bedingt durch deren unterschiedliche Homogenität 
                                                 
763 Abran/Robillard (1996), S.901 
764 Vgl. Abran/Robillard (1996), S.902 
765 Vgl. Abran/Robillard (1996), S.901 in verkürzter Darstellung. 
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–  wobei das homogenere Datenset mit nur 21 Observationen ein weitaus höheres R2 
aufweist. 
 
HÜRTEN zeigt in nachfolgender Graphik die Auswertung einer Statistik abgeschlos-
sener Softwareentwicklungsprojekte. Die blauen Punkte und orangen Quadrate stel-
len dabei unterschiedliche Projektkategorien dar.766 
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Abbildung 61: Aufwand-Größe-Zusammenhang nach Projektarten767 
 
Derartige Aufwandskurven leiten sich aus der Auswertung bereits abgeschlossener 
Projekte ab. Es wird somit für eine Aufwandschätzung zu oder vor Projektbeginn ei-
ne Erfahrungsdatenbank benötigt, die für abgeschlossene Projekte Werte für den 
Umfang (in justierten oder nicht justierten Funktionspunkten) und Realisierungsauf-
wand (in Stunden, Tagen oder Monaten) liefert.768  
 
Dieser Rückgriff ist aus verschiedenen Gründen problematisch: 
 
Heterogene Projekteigenschaften und -zielsetzungen können zu unterschiedli-
cher Produktivität führen. Bei Projekt-Datensätzen, die sehr verschiedenartige Soft-
wareentwicklungsprojekte enthalten, kann somit oftmals kein klarer Größe-
Aufwand-Zusammenhang ermittelt werden.769 Daher sind detaillierte Informationen, 
über die Rahmenbedingungen eines in einer Datenbank abgelegten Projektes 
                                                 
766 Vgl. Hürten (2005), S.53 für den Absatz. 
767 Vgl. Hürten (2005), S.53; die bei Hürten in die Graphik zusätzlich eingefügte Regressionsgerade 
wurde hier nicht übernommen. 
768 Vgl. Hürten (2005), S.52 
769 Vgl. beispielsweise die bei Abran/Robillard (1996), S.902 in Figur 5 dargestellte Auswertung. 
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unverzichtbar. Der in Kapitel 7.2.3.3.1 dargestellten Untersuchung nach  
VOLLAND zu Folge werden jedoch nur von 41% der befragten Unternehmen bei 
einer Datenerhebung Projektmerkmale erfasst, nur bei 24% deren Ergebnisse geord-
net in einer Datenbank hinterlegt.770 Auch ist es „keine Seltenheit, dass die erfassten 
Altdaten oftmals 30 Prozent - teilweise sogar bis zu 70 Prozent – des tatsächlich ge-
leisteten Aufwands gar nicht enthalten. So sind einer Untersuchung von C. JONES 
zu Folge beispielsweise unbezahlte Überstunden o.Ä. in der Regel nicht mit erfasst 
worden.“771  
 
Diese Problematik kann – wie im vorhergegangenen Kapitel 9.3.2.1.2 bereits ausge-
führt – für Projektabbruchentscheidungen dahingehend umgangen werden, als für 
diese bereits auf Produktivitäts-Daten aus dem konkreten Projekt zurückgegriffen 
werden kann. Lediglich die Ermittlung von Restaufwänden in sehr frühen Projekt-
phasen würde die Verwendung von Standardwerten oder von Daten aus vergleichba-
ren, firmeninternen Projekten notwendig machen. Im Folgenden soll jedoch davon 
ausgegangen werden, dass auf Daten aus dem laufenden Projekt zurückgegriffen wer-
den kann. 
 
Zudem stellt sich für eine Bewertung der, bis zur Fertigstellung noch anfallenden, 
Aufwände in einem bereits laufenden Projekt die Frage, in welcher Einheit Projekt-
daten erfasst und abgebildet werden sollen.  
 
Dabei wurde bereits in den vorhergegangen Abschnitten die Verwendung unjustier-
ter Funktionspunkte als quantitatives Größenmaß für die noch zu implementierende  
Funktionalität der Software vorgeschlagen.  
 
Zur Abbildung der zeitlichen Dimension wird – wie auch in Kapitel 5.2 bereits er-
wähnt – in der Regel auf Personenstunden, -tage oder -monate zurückgegriffen. 
Mess- oder Erfahrungswerte die auf sog. Mannmonaten oder Personenmonaten ba-
sieren, sind jedoch kritisch zu sehen, da die Diskrepanz zwischen Brutto- und Netto-
arbeitsstunden pro Monat starken Unterschieden unterliegen kann. „Nettobetrach-
tungen gehen [dabei davon aus], dass Mitarbeiter nur zu 70 – 80% ihrer Arbeitszeit 
                                                 
770 Vgl. Volland (2005), S.6 
771 Bundschuh/Fabry (2004), S.43 basierend auf eine nicht näher spezifizierte Untersuchung von  Jo-
nes 
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[…] für die direkte Projektarbeit verfügbar sind. Der Rest entfällt auf Fehlzeiten wie 
z.B. Urlaub (gesetzlich ca. 12%) und nicht direkt dem IT-Projekt zuzuordnende Tä-
tigkeiten wie Schulung, Krankheit, Informationsveranstaltungen, Personalgespräche, 
Fachlektüre etc.“772 Diese Zeiten stellen jedoch für das Restprojekt Risikogrößen dar. 
Sie sollen in dieser Arbeit nicht pauschal sondern detailliert abgeschätzt werden. 
Auch muss in Anbetracht der oftmals sehr kurzen Projektdauern im Bereich der 
Softwareentwicklung ein Produktivitätsmaß basierend auf Monaten als zu grob be-
wertet werden. Bei Projektdauern unter einem Jahr könnten aussagekräftige Produk-
tivitätsdaten basierend auf Personenmonaten – beispielsweise durchschnittlich er-
stellte Funktionspunkte je Personenmonat – erst in späten Projektphasen Verwen-
dung finden. Daher empfiehlt sich eine kleinere Recheneinheit. Es soll im Folgenden 
auf Personenstunden zurückgegriffen werden, welche in den nachfolgenden Berech-
nungen in Abgrenzung zu „Stunden Projektlaufzeit“ mit dem Index p versehen wer-
den (hp). 
 
Die Produktivität im betrachteten Softwareentwicklungsprojekt soll somit in der 
Einheit (unjustierte) Funktionspunkte pro Personenstunde gemessen werden. Die 
durchschnittlich über alle Teammitglieder erzielte Produktivität bildet dabei die Basis 
für die Restaufwandsschätzung. Die Umkehrung dieser Größe in Personenstunden je 
Funktionspunkt wird als Project Delivery Rate (PDR) bezeichnet.773  
 
                                                 
772 Bundschuh/Fabry (2004), S. 87 
773 Vgl. Bundschuh/Fabry (2004), S.217 
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Werden Risikobetrachtungen vorerst ausgeklammert ergibt sich folgende (vereinfach-
te) Formel für eine Berücksichtigung des Restaufwands bis zur Fertigstellung des 
Projektes. Dabei soll  davon ausgegangen werden, dass bereits fertig implementierte 
Funktionspunkte nicht mehr verändert werden und der im jeweiligen Projekt gemes-
sene Aufwand zur Realisierung eines Funktionspunktes – die PDR – während des 
gesamten Projektverlaufs konstant bleibt. 
 
PDRFPFPA bisherBasist ⋅−= )(  
Formel 8: Ermittlung des Restaufwands ohne Risikoberücksichtigung 
 
Verwendete Kennzahlen
Kennzahl Bedeutung Standardwerte
*Durchschnittliche PDR der ISBSG-Datebank Release 4 und Release 8 zitiert nach Bundschuh/Fabry(2004), S.217
Einheit
FPBasis
Gesamtgröße des Projektes 
(FPs geschätzt zu einem Basiszeitpunkt) -
FPbisher
Bisher realisierte 
Funktionspunkte -
PDR Project Delivery Rate 5,8hp/FP - 13,7 hp/FP*
Function Points
(FP)
FP
hp/FP
At
Personenstunden
(hp)
Prognostizierter zeitlicher
Restaufwand -
 
Tabelle 25: In Formel 8 integrierte Kennzahlen774 
 
Folgendes (stark vereinfachtes) Anwendungsbeispiel verdeutliche die Restaufwands-
prognose: 
 
Geschätzte Gesamtgröße:  10000 FP 
Bereits realisierter Softwareumfang: 4000 FP 
Durchschnittliche PDR (gemessen): 6 hp/FP 
 
Folglich ein Restaufwand von: 
(10000 FP – 4000 FP) * 6 hp/FP = 36000 hp 
 
 
                                                 
774 Bei Bundschuh/Fabry (2004) wird nicht angegeben, ob die Standardwerte sich auf UFP oder AFP 
beziehen 
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9.3.2.3 Integration der Kernrisiken 
9.3.2.3.1 Veränderungen der Projektgröße  
In obiger Formel wurde die Größe des Softwareentwicklungsprojektes BasisFP  als 
Datum betrachtet. Jedoch wurden unvollständige oder unklare Anforderungen in na-
hezu allen in Kapitel 6.2.2 ausgewerteten Studien als Kernrisiko von Projekten ge-
nannt. „Incomplete Requirements“ waren beispielsweise nach der Studie der Stan-
dish Group der am häufigsten angegebene Misserfolgsfaktor.775 Bei iterativer Anfor-
derungsermittlung – wie beispielsweise in Kapitel 4.3.2 beim RUP erläutert – ist die 
schrittweise Ermittlung von Anforderungen sogar fester Bestandteil des Prozesses, 
eine exakte Abschätzung der Software-Größe bereits zu Beginn des Projektes ist bei 
dieser Entwicklungsmethodik nahezu unmöglich.  
 
Daher wurde in Kapitel 7.1 für folgende Leitfrage eine quantitative Bewertung – so-
mit die Integration ins Entscheidungsmodell – angestrebt. 
 
Sind zusätzliche Anforderungen an das Projektergebnis im Zeitablauf zu er-
warten? 
 
 
Für die Problematik von Anforderungszuwächsen im Zeitablauf ist in der Literatur 
der, ursprünglich von C. JONES geprägte,776 Begriff „Requirements Creep“ –    in 
deutschen Veröffentlichungen auch „schleichender Funktionszuwachs“777 –
gebräuchlich. Auch der Ausdruck „Creeping Requirements“ wird verwendet.778 
 
C. JONES ermittelte verschiedene Raten (gemessen in Prozent pro Monat Projekt-
laufzeit) für diesen Requirements-Creep: z.B. Informationssysteme 1%, militärische 
und Systemsoftware 2%, kommerzielle Software 3,5%.779 „In der AXA Service AG 
wurde bei 38 Function-Point-Zählungen ein durchschnittlicher Requirements Creep 
von 1,27% pro Monat Projektlaufzeit ermittelt.“780  
 
                                                 
775 Vgl. The Standish Group (1995), S.5 
776 Vgl. Bundschuh/Fabry (2004), S.36 
777 Beispielsweise bei Bundschuh/Fabry (2004) 
778 Vgl. Seibert (2005), S.8.13 
779 Jones (2008), S.293 
780 Bundschuh/Fabry (2004), S.37 
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SEIBERT gibt folgende Bandbreiten für den Requirements-Creep an: 
 
 
Abbildung 62: Bandbreite des Requirements Creep781  
 
Da somit zu erwarten ist, dass für eine Projektfertigstellung mehr Funktionalität  
implementiert werden muss, als zum Entscheidungszeitpunkt bekannt, muss dieses 
Risiko Berücksichtigung finden. Die in obige Formel integrierte Kennzahl BasisFP  
muss um den zu erwartenden Requirements Creep angepasst werden. Dabei wird in 
den Veröffentlichungen zu Standard-Schätzwerten zum Requirements Creep nicht 
explizit darauf eingegangen, auf welche Schätz-Projektgröße sich der angegebene 
Prozentwert exakt bezieht. Betrachtet man obige Graphik, ist jedoch davon auszuge-
hen, dass eine Größenschätzung zu einem Zeitpunkt, in dem bereits ein Großteil der 
Anforderungen erfasst sind oder abgeschätzt werden können, als Basisgröße fungiert. 
In Abbildung 62 setzt er gegen Ende der Phase „Systementwurf“ ein. Die Projekt-
größe steigt anschließend während der Programmierungsphase annähernd linear an. 
 
Dieses Ergebnis lässt sich dadurch erklären, dass „nicht-technische“ Projektauftrag-
geber oftmals vor Beginn der Implementierung nicht wissen, was technisch möglich 
                                                 
781 Seibert(2005), S.8.13; Dabei wird in der Graphik nach Seibert lediglich der „schleichende“ Funkti-
onszuwachs abgebildet. Dass die „reguläre“ Ermittlung von Anforderungen in der Phase der An-
forderungsdefinition bzw. auch noch in der Phase des Systementwurfs erst sukzessive die Anfor-
derungen für das Projekt ermittelt werden, wird in dieser Graphik nicht dargestellt. Es wird in der 
Graphik implizit davon ausgegangen, dass zu Beginn der Phase „Anforderungsdefinition“ bereits 
die Basis-Softwaregröße in FPs oder SLOCs bekannt ist. 
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bzw. sinnvoll ist und sich erst im Zuge der Implementierungsphase über zusätzlich 
gewünschte Anforderungen klar werden.  
 
Nach Abschluss dieser Umsetzungsphase flacht die Kurve ab – der Requirements 
Creep verliert somit in sehr späten Projektphasen an Bedeutung.  
 
Disciplines
Business Modelling
Requirements
Analysis & Desing
Implementation
Test
Configuration & Change Mgmt
Deployment
Project Management
Environment
Phases
Iterations
Inception Elaboration Construction Transition
Inception Elab #1 Elab #2 Const#1
Const
#2
Const
#N
Tran
#1
Tran
#2
 
Abbildung 63: Die Aufwandsverteilung im RUP782  
 
Übertragen auf den bereits in Kapitel 4.3.2 dargestellten RUP liegt der Schwerpunkt 
der Anforderungsermittlung in den Phasen „Inception“ und „Elaboration“. Dies 
spiegelt sich auch in der in Abbildung 63 dargestellten Aufwandsverteilung wieder.  
 
                                                 
782 Inhaltlich übernommen aus IBM/Rational Software(2006), S.21; Das Graphikdesign wurde leicht 
abgewandelt.  
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Auch folgende tabellarische Aufwandsverteilung zum RUP bei SEIBERT macht dies 
deutlich: 
 
Projektphase Vorbereitung/ 
Projektdefinition 
Architektur/ 
Produktentwurf 
Konstruktion/ 
Realisierung 
Abnahme/ 
Einführung 
% Zeitdauer-Verteilung 10 30 50 10 
Teilprozesse in %  
der Phase 
    
Projektmanagement 14 12 10 14 
Entwicklungsumgebung 10 8 5 5 
Anforderungsmanagement 38 18 8 4 
Analyse & Entwurf 19 36 16 4 
Programmierung 8 13 34 19 
Tests/Qualitätssicherung 8 10 24 24 
Verteilung/Auslieferung 3 3 3 30 
Tabelle 26 Aufwandsverteilung zum RUP nach Phasen783 
 
Nach dem RUP-Practitioner`s Guide sollen nach der Inception-Phase die „high level 
project requirements“ erfasst sein, was einem Fertigstellungsgrad bei der Anforde-
rungsermittlung von 10-20% entspricht.784 In der Elaboration-Phase sollen diese de-
tailliert werden, was zum Phasenende einem Fertigstellungsgrad von ca. 80% ent-
spricht.785 Somit steht zu Beginn der Construction-Phase bereits ein Großteil der An-
forderungen fest, jedoch werden diese um einzelne Funktionalitäten ggf. erweitert 
bzw. detailliert. Die Berücksichtigung eines geringen, prozentualen Requirements-
Creep je Monat Projektlaufzeit – im Sinne eines „schleichenden“ Funktionszuwach-
ses – muss somit vor allem für diese Phase als sinnvoll erachtet werden.  
 
Wird ein Projektabbruch bereits vor Eintritt in die Construction-Phase erwogen, ist 
eine Hochrechnung der aktuellen Schätz-Größe über den konstanten prozentualen 
                                                 
783 Seibert(2005), 8-6; die farbigen Hervorhebungen wurden zusätzlich eingefügt. Die Prozentwerte in 
der Zeile „% Zeitdauer-Verteilung“ wurden hier auf die Summe 100% umgerechnet. Bei Seibert 
ergibt die Summe 125%, da bei ihm nur die Phasen „Architektur/Produktentwurf“ und „Kon-
struktion/Realisierung“ als Kernphasen gesehen werden, welche bei ihm zusammen 100% der 
Projektkernzeit ausmachen. Die Gewichtung der Phasen wurde bei der hier vorgenommenen An-
passung beibehalten. Die Zeile „% Aufwand-Verteilung“ wurde hier weggelassen, da in dieser Ar-
beit eine eigene Aufwandschätzung vorgenommen wird. 
784 Kroll/Kruchten (o.J.), S.2 
785 Kroll/Kruchten (o.J.), S.2 für die letzten beiden Sätze 
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Zuschlag des Requirements Creep als nicht oder nur bedingt geeignet zu bewerten, 
da noch keine hinreichende Basis-Anforderungsdefinition vorliegt.  
 
Auch wird – wie oben bereits erwähnt – aus Abbildung 62 und Abbildung 63 deut-
lich, dass die Bedeutung des Requirements-Creep nach der Construction-Phase deut-
lich abnimmt, da im Projektverlauf sukzessive weniger neue Anforderungen erhoben 
werden. Dies soll dahingehend in der Modellbildung Berücksichtigung finden, als der 
Requirements Creep nur für eine bestimmte, abzuschätzende Anzahl an Monaten be-
rücksichtigt werden soll. Dieses Zeitintervall sollte zumindest die gesamte Construc-
tion-Phase beinhalten und möglicherweise um den Beginn der Transition-Phase er-
weitert werden. Für eine Abschätzung kann dabei auf die Anzahl der geplanten Itera-
tionen und die durchschnittliche Dauer einer Iteration zurückgegriffen werden. 
 
Da hier für den Requirements-Creep ein linearer Verlauf unterstellt wird, soll jeweils 
die gegen Ende der Elaboration-Phase geschätzte Gesamtprojektgröße als Bezugs-
punkt genommen werden.  
 
Folgende Graphik veranschaulicht diese Ausführungen für einen durchschnittlichen 
und unterdurchschnittlichen Requirements-Creep. Darin stellt der Punkt A jeweils 
den ausgewählten Bezugspunkt für die prozentuale Hochrechnung dar. Dabei wird 
auch deutlich, dass es sich bei einer Prognose des schleichenden Funktionszuwachses 
lediglich um eine Abschätzung der zu erwartenden Größenänderung handelt. Diese 
kann nur Näherungswerte liefern, kann somit nicht als exaktes Verfahren gewertet 
werden.  
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A
A
 
Abbildung 64: zeitlicher Kernbereich des Requirements Creep786 
 
In Hinblick auf eine Aufwandsprognose unterteilen BOEHM/VALERDI Einfluss-
faktoren auf den Projektaufwand dahingehend „whether a factor is additive, expo-
nential or mulitiplicative“.787 „A factor is additive if it has a local effect on the inclu-
ded entity (that is, it adds another source instruction)“788 Zusätzlich geforderte Funk-
tionalität – wiederum gemessen in Unadjusted Function Points – soll hier demnach 
in einem ersten Schritt als rein additiver Faktor behandelt werden. Zusätzliche An-
forderungen, die das bisher erstellte System als Ganzes in seiner Komplexität verän-
dern würden, sollen hier – wie bereits mehrfach ausgeführt – nicht berücksichtigt 
werden.789 Jedoch wird im folgenden Kapitel 9.3.2.3.2.1 ein Zusammenhang zwi-
schen der (veränderten) Größe des zu erstellenden Softwareproduktes und einer 
Veränderung der Produktivität geprüft. 
 
Bei rein additiver Betrachtung wird Formel 8 zur Berechnung des (zeitlichen) Rest-
aufwands in Personenstunden wie folgt um eine Maßzahl für den Requirements 
Creep erweitert:790 
 
                                                 
786 Erweiterung der Graphik von Seibert (2005), 8-13 
787 Boehm/Valerdi (2008), S.76 
788 Boehm/Valerdi(2008), S.76 
789 Derartige Anforderungsänderungen fallen in der Klassifkation nach Boehm/Valerdi(2008), S. 76f. 
in die Kategorie multiplicative oder exponential. 
790 Da RC hier in Prozent angegeben wird – somit beispielsweise den Wert 2 hat – wird eine Division 
durch 100 in die Formel integriert. Dies gilt auch für alle weiteren in Prozent angegebenen Kenn-
größen im Entscheidungsmodell dieser Arbeit. Die Notwendigkeit dieser Ergänzung bei Prozent-
werten wird in der Literatur unterschiedlich gesehen. 
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PDRFPRCmFPA bisherBasist ⋅−⋅+⋅= ))1001((  
Formel 9: Restaufwandsermittlung unter Berücksichtigung des Requirements Creep 
 
Verwendete Kennzahlen
Kennzahl Bedeutung Standardwerte
*Durchschnittliche PDR der ISBSG-Datebank Release 4 und Release 8 zitiert nach Bundschuh/Fabry(2004), S.217
**vgl. Seibert(2005), 8.13
Einheit
FPBasis
Gesamtgröße des Projektes in FP
(FPs geschätzt zu einem Basiszeitpunkt) -
FPbisher
Bisher realisierte 
Funktionspunkte -
PDR Project Delivery Rate 5,8h/FP - 13,7 h/FP*
FP
FP
hp/FP
m Anzahl der Monate, für die RCberücksichtigt werden soll-
RC Requirements Creep 1% - 5% pro Monat**% pro Monat
At hp
Prognostizierter zeitlicher
Restaufwand -
 
Tabelle 27: In Formel 9 integrierte Kennzahlen  
 
 
Fortführung des Anwendungsbeispiels: 
 
Gesamtgröße des Projektes (geschätzt zum Basiszeitpunkt):  10000 FP 
Bereits realisierter Softwareumfang:  4000 FP 
Durchschnittliche PDR (gemessen):  6 hp/FP 
Requirements-Creep RC (Standardwert):  2% pro Monat 
Anzahl der Monate, für die noch Anforderungszuwächse 
 erwartet werden (geschätzt)  5 Monate 
nach: 
PDRFPRCmFPA bisherBasist ⋅−⋅+⋅= ))1001((  
 
folgt ein Restaufwand von:  
pp hFPhFPMonateFP 42000]/[6])[4000)02,0][51(][10000( =⋅−⋅+⋅  
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9.3.2.3.2 Veränderungen der Produktivität 
 
In der Literatur zur Aufwandsschätzung in Softwareentwicklungsprojekten wird häu-
fig die Problematik bei der Prognose der Produktivität eines Projektteams – als Basis 
der Aufwandsschätzung – thematisiert. Dabei können zahlreiche Faktoren diese in 
Relation zu gemessenen Erfahrungswerten – aus dem Unternehmen selbst oder aus 
vergleichbaren Projekten – variieren. Diese Variation wird oftmals über geschätzte, 
oder auf Basis von Datenbanken ermittelte, prozentuale Zu- oder Abschläge berück-
sichtigt.  
 
Das von DeMARCO/LISTER zur Verfügung gestellte Tool RISKOLOGY bei-
spielsweise ermittelt für das Risiko „Productivity Variation“ – bei isolierter Betrach-
tung – folgende (kumulative) Wahrscheinlichkeitsverteilung.  
 
Effect of Productivity Variation (Cumulative)
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Abbildung 65: “Effect of productivity variation” - eine Simulation mit RISKOLOGY.791 
                                                 
791 zur Verfügung gestellt von DeMarco/Lister und der Atlantic Software Guild 
  
Risikoorientierte Restaufwandsprognose 
 
 
231 
Daraus wird ersichtlich, dass bei isolierter Betrachtung dieses Risikos ein Faktor zwi-
schen ca. 0,85 und 1,1 für die Veränderung der Produktivität und darauf aufbauend 
eine Veränderung des Projektaufwands veranschlagt werden muss. Jedoch wird auf 
eine detaillierte Auswertung dahingehend, welche Faktoren auf diese Variation Ein-
fluss haben, für dieses Risiko bei RISKOLOGY verzichtet. Die Auswertung beruht 
auf empirische Projektdaten.  
 
Die Modellbildung dieser Arbeit geht davon aus, dass zum Entscheidungszeitpunkt 
bereits konkrete Produktivitätsdaten aus dem entsprechenden Projekt vorliegen. Die 
Problematik einer Vergleichbarkeit mit Erfahrungswerten tritt somit in den Hinter-
grund.  
 
Jedoch soll im Folgenden untersucht werden, ob die gemessene Produktivität des 
Projektteams unter bestimmten Bedingungen (Anforderungszunahme, Fluktuation, 
Trainings usw.) für das gesamte Projekt als konstant angenommen werden darf, oder 
ob Zu- oder Abnahmen zu erwarten sind. Diese Analyse soll getrennt nach mögli-
chen Einflussfaktoren vorgenommen werden. Dabei wird jeweils auf Möglichkeiten 
einer quantitativen Bewertung eingegangen. Nachfolgende Ausführungen widmen 
sich somit der Leitfrage (Kapitel 7.1) 
 
„Ist mit abfallender Produktivität des Projektteams zurechnen?“ 
9.3.2.3.2.1 Verringerung der Produktivität durch gestiegene Projektgröße 
 
Bisher wurde von einem linearen Zusammenhang zwischen Projektgröße und 
Projektaufwand ausgegangen. Daher wurde in Kapitel 9.3.2.3.1 Formel 9 die grö-
ßenmäßige Veränderung des Gesamt- bzw. Restprojektes durch schleichenden Funk-
tionszuwachs rein additiv berücksichtigt.  
 
Jedoch wird in zahlreichen Veröffentlichungen  darauf hingewiesen, dass die Produk-
tivität bei größeren Projekten geringer ist als bei kleineren. Dies lässt sich durch hö-
heren Koordinations- und Abstimmungsaufwand erklären. „This is generally because 
of two main factors: growth of interpersonal communications overhead and growth 
of large-system integration overhead.“792 
                                                 
792 Boehm et al. (2000), S.30 
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Bei HÜRTEN ist beispielsweise folgender Größe-Aufwand-Zusammenhang darge-
stellt:793 
 
 
Function Point Aufwand Function Point Aufwand
200 1.236 850 8.591
250 1.667 900 9.274
300 2.128 950 9.971
350 2.616 1000 10.681
400 3.129 1100 12.136
450 3.664 1200 13.637
500 4.219 1300 15.180
550 4.794 1400 16.765
600 5.387 1500 18.389
650 5.997 1600 20.050
700 6.623 1700 21.747
750 7.264 1800 23.478
800 7.920 1900 25.242  
Tabelle 28: Größe-Aufwand-Zusammenhang794 
 
Daraus resultiert folgende Aufwandskurve:795 
1.34( ) 1.02f x x=  
mit 2 1R =   
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Abbildung 66: Aufwandskurve zu Tabelle 28796  
                                                 
793 Es muss davon ausgegangen werden, dass es sich hierbei lediglich um Beispieldatensätze handelt, 
die nicht empirisch ermittelt wurden. 
794 Hürten(2005), S.56 
795 Tabellenwerte, Funktion und Graphik sind entnommen aus Hürten(2005), S.56 
796 Eigene Darstellung nach Hürten(2005), S.56 
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Jedoch konnte nicht in allen Studien eine Abnahme der Produktivität bei steigender 
Projektgröße ermittelt werden. In der ISBSG-Studie 2002 ergab sich beispielsweise 
bei der Auswertung von 559 Projekten (über alle Plattformen) folgender Größe-
Produktivitäts-Zusammenhang. Jedoch nur mit geringem R2 von 0,555.797  
 
Produktivität=1,13*FP0,647
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Abbildung 67: Größe-Produktivität-Zusammenhang798 
 
Gemäß dieser Auswertung nimmt die Produktivität bei steigender Projektgröße sogar 
zu, was möglicherweise auf Lerneffekte zurückgeführt werden kann. Dies kann je-
doch aufgrund des schlechten Vertrauenskoeffizienten R2 nur als grundsätzliche 
Tendenz gewertet werden. Auch muss – wie bereits in Kapitel 9.3.2.2 ausgeführt – 
die Größe Personenmonat als zu grob gewertet werden. 
 
Auch in der Schätzmethode COCOMO II wird in der Regel799 ein nicht-linearer Ver-
lauf für Aufwandskurven unterstellt. Ihr Verlauf wird über sog. „Scale Factors“800 be-
stimmt, welche Einfluss auf den Exponenten der Aufwandsfunktion haben. Die Ex-
ponenten schwanken in COCOMO II je nach Bewertung dieser Scale Factors zwi-
schen 0,91 und 1,226.801 Somit ist auch hier ein degressiver Verlauf der Aufwands-
kurve möglich.  
 
                                                 
797 ISBSG(2002) zitiert nach Bundschuh/Fabry (2004), S.219 
798 Eigene Darstellung basierend auf die Daten der ISBSG (2002) entnommen aus Bundschuh/ 
Fabry (2004), S.219 
799 Außer bei B=1; 
800 Auf die einzelnen „Scale Factors“ wird hier nicht detailliert eingegangen. Es sei auf Boehm et al. 
(2000) Kapitel 2.3.1 verwiesen  
801 Für die Berechnung dieser Schwankungsbreite siehe Boehm et al. (2000), S.31 
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In dieser Arbeit soll – wie bereits mehrfach ausgeführt – der zeitliche Restaufwand 
bis zur Fertigstellung des Projektes auf Basis von Produktivitätsdaten aus dem kon-
kreten Projekt selbst ermittelt werden – somit auf Basis der bis zum Entscheidungs-
zeitpunkt tatsächlich realisierten, gemessenen Produktivität. Dies stellt für eine Be-
rechnung des Restaufwands kein Problem dar, wenn keine größenwirksamen Anfor-
derungsänderungen zu erwarten sind, oder von einem linearen Verlauf der Auf-
wandskurve ausgegangen wird – somit keine Verringerung der Produktivität durch 
ein Anwachsen des Anforderungen angenommen wird.  
 
Geht man jedoch von einem progressiven Verlauf der Aufwandskurve aus, ist bei 
Berücksichtigung des Requirements Creep eine Anpassung der gemessenen Produk-
tivität zu prüfen.  
 
Beispielsweise ergäbe sich für eine Basisprojektgröße von 1000 Funktionspunkten  
entsprechend Tabelle 28 ein Aufwand von 10.681 (Personen-)Stunden – somit ein 
Aufwand je Funktionspunkt von circa 10,7 (Personen-)Stunden. Wird infolge des 
Requirements Creep ein Anstieg der Projektgröße auf 1200 Funktionspunkte prog-
nostiziert, würde hierfür – der Tabelle folgend – ein Gesamtaufwand von 13.637 
Stunden anfallen. Die PDR würde sich dadurch auf ca. 11,4 h/FP erhöhen. Dies ent-
spricht einer prozentualen Erhöhung von ca. 1%, welche im Vergleich zu der 
20%igen Größenveränderung des Projektes als gering zu bewerten ist. Jedoch ge-
winnt dieser Effekt – bei Annahme einer progressiv verlaufenden Aufwandskurve – 
bei großen Projekten an Bedeutung. 
 
Aufbauend auf diesen Ausführungen muss der Effekt einer Produktivitätsabnahme 
durch Anforderungszunahme als zwar möglicherweise vorhanden, jedoch eher gering 
bewertet werden. Bei empirischen Untersuchungen resultiert – unabhängig von der 
Art des ermittelten Zusammenhangs – häufig ein geringes Gütemaß R2, was auf hohe 
Abweichungen schließen lässt.802  
 
Hier soll ein prozentualer Produktivitäs-Abschlag bzw. ein Zuschlag zur PDR zwar 
aus Vollständigkeitsgründen in das Entscheidungs-Modell aufgenommen werden. Je-
                                                 
802 Vgl. Bundschuh/Fabry (2004), S.219; auch bei einer Aufteilung der in der ISBSG-Studie unter-
suchten Projekten nach Plattformen (Mainframe, Midrange und PC) bewegten sich die R2 lediglich 
im Bereich von 0,448 bis 0,622. 
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doch sollte ein derartiger Zuschlag nur bei hohen prognostizierten Anforderungszu-
wächsen veranschlagt werden. Da dieser Zuschlag  nicht aus den Daten des betrach-
teten Projektes abgeleitet werden kann, muss er entweder geschätzt oder aus Erfah-
rungsdatenbanken vergleichbarer Projekte errechnet werden.803 Wird von einem de-
gressiven Zusammenhang ausgegangen, kann auch ein prozentualer Abschlag erwo-
gen werden. Das Entscheidungsmodell ist hierfür geeignet anzupassen. 
 
Unter Berücksichtigung eines optionalen, prozentualen Zuschlags auf die PDR ergibt 
sich folgende Erweiterung zu Formel 9: 
 
)
100
1())
100
1(( 1pPDRFPRCmFPA bisherBasist +⋅⋅−⋅+⋅=  
Formel 10: Erweiterte Berücksichtigung von Anforderungszuwächsen 
 
 
Verwendete Kennzahlen
Kennzahl Bedeutung Standardwerte
*Durchschnittliche PDR der ISBSG-Datebank Release 4 und Release 8 zitiert nach Bundschuh/Fabry(2004), S.217
**vgl. Seibert(2005), 8.13
Einheit
FPBasis
Gesamtgröße des Projektes in FP
(FPs geschätzt zu einem Basiszeitpunkt) -
FPbisher
Bisher realisierte 
Funktionspunkte -
PDR Project Delivery Rate 5,8h/FP - 13,7 h/FP*
FP
FP
hp/FP
m
Anzahl der Monate, für die RC
berücksichtigt werden soll-
RC Requirements Creep 1% - 5% pro Monat**% pro Monat
At hp
Prognostizierter zeitlicher
Restaufwand -
p1 -
Prozentualer Zuschlag zur PDR
(Grund: Anforderungszunahme) -
 
Tabelle 29: In Formel 10 integrierte Kennzahlen 
 
 
                                                 
803  Beispielsweise könnten geeignete Daten aus den in der ISBSG-Datenbank hinterlegten Projekten 
gewonnen werden. Auswertungen hierzu finden sich z.B. bei Bundschuh/Fabry(2004). Für Ab-
schätzungen des Exponenten in der Aufwandsfunktion können auch die COCOMOII-Scale-
Factors als Anhaltspunkte dienen. 
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Fortführung des Anwendungsbeispiels: 
 
Gesamtgröße des Projektes (geschätzt zum Basiszeitpunkt):  10000 FP 
Bereits realisierter Softwareumfang:  4000 FP 
Durchschnittliche PDR (gemessen):  6 hp/FP 
Requirements-Creep RC (Standardwert):  2%/Monat 
Anzahl der Monate, für die noch Anforderungszuwächse 
 erwartet werden (geschätzt):  5 Monate 
Zuschlag aufgrund von Größenzunahme:  1%804 
 
nach: 
)
100
1())
100
1(( 1pPDRFPRCmFPA bisherBasist +⋅⋅−⋅+⋅=  
 
folgt ein Restaufwand von:  
pp hFPhFP
mon
monFP 42420)01,01(]/[6])[4000])1[02,0][51(][10000( =+⋅⋅−⋅+⋅
 
 
 
 
                                                 
804 Bei Verwendung der bei Hürten (2005), S.56 angegebenen progressiven Aufwandsfunktion ergibt 
sich bei einer entsprechenden Größenveränderung von 10000FP auf 11000FP eine Zunahme der 
PDR um ca. 1% (Jedoch ist hier die PDR mit ca. 24 Personenstunden je Funktionspunkt sehr viel 
höher angesetzt als im Anwendungsbeispiel)  
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9.3.2.3.2.2 Produktivitätsveränderung durch Veränderung der Mitarbeiterkompe-
tenz 
 
9.3.2.3.2.2.1 Möglichkeiten der Berücksichtigung der Mitarbeiterkompetenz 
 
Wie bereits mehrfach ausgeführt, soll in dieser Arbeit der Restaufwand auf Basis der 
im betrachteten Projekt gemessenen Produktivität ermittelt werden. Diese Produkti-
vität bestimmt sich wesentlich über die Kompetenz der am Projekt beteiligten Pro-
jektmitarbeiter.  
 
Der in der Literatur oft unterschiedlich gebrauchte Begriff der „Kompetenz“ soll 
hier als ein Zusammenwirken von Erfahrung, Fachwissen und erfolgreicher Anwen-
dung dessen in Hinblick auf das Projektziel verstanden werden. Dabei muss Erfah-
rung in Verbindung mit den spezifischen Anforderungen des Projektes, beispielswei-
se der verwendeten Programmiersprache oder der Plattform, gesehen werden.  
 
In der nachfolgend dargestellten Zu- und Abschlagskategorisierung (Tabelle 30) nach 
HÜRTEN wird der Einfluss der Kompetenz ausschließlich über Mitarbeitererfah-
rung – zwar aufgegliedert in verschiedenen Faktoren, jedoch jeweils nur über die 
zeitliche Komponente bewertet – ausgedrückt. 805 Reines Fachwissen des Teams wird 
dabei nicht explizit berücksichtigt. 
 
Wie bereits im vorangegangenen Kapitel 9.3.2.3.2.1 dargestellt, soll die Annahme, 
dass die bisher gemessene Produktivität für das Restprojekt in gleicher Höhe erhalten 
bleibt, aufgegeben werden. Produktivitätsveränderungen können – neben der bereits 
dargestellten Projekt-Größenveränderung – im Wesentlichen durch Kompetenzvaria-
tionen hervorgerufen werden. Diese können durch Trainingsmaßnahmen des beste-
henden Teams während des Projektverlaufs oder veränderte Teamzusammenset-
zung806 bedingt sein. 
 
Die tabellarische Darstellung bei HÜRTEN berücksichtigt dabei – wie oben bereits 
erwähnt – die Teamkompetenz über Erfahrungszu- oder Abschläge.  
 
 
                                                 
805 Vgl. Hürten (2005), S.61 
806 Beispielsweise aufgrund von Fluktuation und Neubesetzung  
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Kriterien Einflussfaktoren 
Standard Abweichung 
Zu-/Abschläge 
Programmiersprache    
Client-Seite Visual Basic 
ODBC/ACAS 
Designer Workbench 
C++ oder andere +10% 
Server-Seite SQL, Mapper COBOL/C +10% 
Teamgröße 4 5-7 
>7 
+20% 
+50% 
Mitarbeitererfahrung    
Datenverarbeitung = 2 Jahre < 2 Jahre 
> 2 Jahre 
+ 2,5% 
- 5% 
Fachbereiche = 4 Jahre < 2 Jahre 
> 4 Jahre 
+ 2,5% 
- 5% 
Betriebszugehörigkeit = 4 Jahre < 2 Jahre 
> 4 Jahre 
+ 2,5% 
- 5% 
Unbekanntes 
 Betriebssystem  
 
Nein 
 
ja 
 
+10% 
Toolumgebung nein ja +10% 
Kooperation mit  
Auftraggeber 
neutral hemmend 
unterstützend 
+ 5% 
-2,5% 
Abhängigkeit während der Ent-
wicklung 
nicht fremdbestimmt fremdbestimmt +5% 
Zusatz bei Wartung und Erweite-
rung  
   
Kenntnis des Systems vorhanden fehlt +10% 
Zustand Dokumentation gut schlecht +20% 
Tabelle 30:  Aufwandszu- und -abschläge nach HÜRTEN807 
 
Dabei sollen derartige „Tabellen für die anwendungs- und entwicklungsumfeldbezo-
genen Einflussfaktoren […] den Value Added Factor (VAF)808 nach A.Albrecht.“ er-
setzen und erweitern. Vorteil dieses Konzeptes ist die hohe Anpassbarkeit an spezifi-
sche Unternehmensgegebenheiten sowie die Konformität zu ISO/IEC 14143.809 
„Wichtig ist dabei zu erkennen, dass durch die Werte der […] Tabelle nicht die 
Summe der FP verändert wird, sondern nur der daraus resultierende Aufwand.“810 
Dies erfüllt den Anspruch der ISO-Norm bei der Ermittlung der Funktionspunkte 
technische und qualitative Aspekte außer Acht zu lassen.811 Geht man von einer Be-
                                                 
807 Vgl. Hürten (2005), S.61 
808 Siehe die Erläuterungen zum VAF in Kapitel 9.3.2.1 
809 Vgl. Hürten (2005), S.61 
810 Hürten (2005), S.61  
811 Vgl. hierzu auch die kritischen Ausführungen zum VAF in Kapitel 9.3.2.1.2 
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rechnung des Aufwands über die Softwaregröße und Produktivität aus und folgt fer-
ner der ISO-Norm, dass die Größe keinen technisch oder qualitativ bedingten 
„künstlichen“ Zuschlag erfährt, ist ein Aufwandszuschlag gleichbedeutend mit einem 
Zuschlag auf die PDR bzw. Abschlag von der Produktivität. 
  
Nachteil dieser Ab- und Zuschlagsmethode nach HÜRTEN ist der hohe Unsicher-
heitsfaktor bei der Bestimmung der Zu- oder Abschläge. Aus seinen Ausführungen 
geht nicht hervor, auf welche Datenbasis die in den Tabellen angegebenen Werte ba-
sieren. Es muss angenommen werden, dass es sich hierbei lediglich um Beispielwerte 
handelt, die im konkreten Anwendungsfall beispielsweise durch Expertenschätzun-
gen ermittelt werden müssten. Dies lässt jedoch Spielraum für subjektive Einflüsse 
und Manipulationen, was dem Grundgedanken des hier entwickelten Modells einer 
größtmöglichen Objektivität bei Projektabbruchentscheidungen widerspricht.  
 
Somit stellt sich die Frage, inwiefern subjektive Bewertungen bei der Prognose von 
Produktivitätsveränderungen minimiert werden können, indem Einzelkriterien als 
Grundlage herangezogen werden.  
 
Geeignete Anhaltspunkte zur Abschätzung bieten die COCOMO II Effort Mu-
litpliers und Scale Factors. Diese wurden mit ähnlicher Zielsetzung für eine Auf-
wandsschätzung mit der Schätzmethode COCOMO II definiert. Die dort ermittelten 
Zuschlagswerte bilden die, für das Modell angenommenen, Kostentreiber ab. 
 
Dabei wurde Objektivität als wesentliches Kriterium für das COCOMO-Modell ge-
sehen.812 In diesem Zusammenhang definiert sich Objektivität für BOEHM 
/VALERDI(2008) anhand folgender Leitfragen: 
 
„Objectivity: Does the model avoid allocating most of the software cost variance to 
poorly calibrated subjective factors (such as complexity or personnel factors)? That is, 
is it difficult to jigger the model to obtain any results you want?”813 
 
                                                 
812 Vgl. Boehm/Valerdi (2008), S.77 
813 Boehm/Valerdi (2008), S.77 
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Basierend auf diesen Objektivitätsanspruch wurden folgende Kriterien zur Produkti-
vitätsanpassung im COCOMO II productivity range zusammengefasst, welche im 
Modell weiter detailliert werden:814 
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Abbildung 68: COCOMO II Software productivity range815  
 
“A factor`s productivity range is the ratio of the projects productivity for the best 
possible factor rating to its worst possible factor rating, assuming that the ratings for 
all other factors remain constant.“816  
                                                 
814 Diese werden bei Boehm et al. (2000) in Scale Factors, Post-Architecture Effort Multipliers und 
Early Design Effort Multipliers differenziert. Für diese Unterscheidung sei auf Boehm et al. 
(2000b) verweisen. Die folgenden Ausführungen beziehen sich im Wesentlichen auf Post-
Architecture Effort Multipliers. 
815 Eigene Darstellung basierend auf Boehm (2000), S.15 
816 Boehm (2000), S.14 
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Ziel dabei ist die Anpassung der Produktivitätsprognose für ein neues Projektes an 
Erfahrungswerte aus einem ähnlichen, jedoch hinsichtlich einiger Kriterien unter-
schiedlichen „alten“ Projekt. Durch verschiedene Faktoren bedingte Variationen 
werden durch konkrete Kriterien objektiviert. Einige dieser Kriterien sind größenab-
hängig.817  
 
Bei der Ermittlung der Zu- bzw. Abschläge soll in drei Schritten vorgegangen wer-
den: 
 
(1) “Estimate the new project`s productivity and effort based on previous experi-
ence. […] 
(2) Determine which COCOMO II cost-driver factors will change for the new 
project and by how much. […] 
(3) Use the COCOMO II effort multipliers to review the original estimate. 
[…]”818 
 
Diese Vorgehensweise kann hier analog für die Bestimmung des Restaufwands an-
gewendet werden. Wie bereits in Kapitel 9.3.2.1.2 ausgeführt, wird davon ausgegan-
gen, dass sich im laufenden Projekt die Systemkomplexität nicht verändert. Jedoch 
können die COCOMOII-Einflusstabellen für personelle Veränderungen – beispiels-
weise durch Personalwechsel – einen guten Anhaltspunkt für Prognosen geben. 
                                                 
817 Jedoch werden dabei nur Projektgrößen in den Stufen 10, 100 und 1000 KSLOC berücksichtigt 
(vgl. Boehm (2000), S.15). Durch diese grobe Abstufung jeweils um den Faktor 10 sowie die Maß-
einheit SLOC bzw. KSLOC müssen diese Werte für eine Produktivitätsanpassung im Sinne dieser 
Arbeit als nur bedingt geeignet angesehen werden. 
818 Boehm (2000), S.16 
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9.3.2.3.2.2.2 Integration von Kompetenzveränderungen in die Restaufwandsprog-
nose 
 
Da für diese Arbeit angenommen wird, dass zum Entscheidungszeitpunkt bereits Er-
fahrungswerte über den durchschnittlichen Aufwand je Funktionspunkt – somit die 
Produktivität bzw. PDR – für das bestehende Projektteam existieren, basieren diese 
Messwerte auf der Kompetenz genau dieses Teams. Diese Kompetenz des Projekt-
teams kann sich jedoch verändern. Als Wesentliche Gründe müssen hierfür  
- Schulungs- bzw. Trainingsmaßnahmen 
- Personalwechsel  
berücksichtigt werden.  
 
Für die Ermittlung des Restaufwands interessieren somit Veränderungen der Pro-
duktivität bedingt durch Veränderungen der Mitarbeiterkompetenz. Hierbei muss ein 
Kompetenzabfall – beispielsweise durch den Verlust von Wissensträgern aufgrund 
von Fluktuation – als prozentualer Produktivitätsabschlag, eine Ansteigen der Kom-
petenz – beispielsweise durch neue Projektteammitglieder mit höherer Erfahrung, 
oder Trainingsmaßnahmen für das bestehende Team – als prozentualer Produktivi-
tätszuschlag Berücksichtigung finden.  
 
Auch bei BOEHM et.al. werden Produktivitätsveränderungen bedingt durch perso-
nelle Faktoren während des Projektverlaufs als wahrscheinlich gewertet: 
 
„After project size, people factors have the strongest influence in determining the 
amount of effort required to develop a software product. The Personnel Factors are 
for rating the development team`s capability and experience – not the individual. 
These ratings are most likely to change during the course of a project reflecting the 
gainging of experience or the rotation of people onto an off the project.”819 
 
Die dargestellten COCOMO II effort multipliers berücksichtigen Produktivitätsver-
änderungen jedoch auch nur über auf Zeitkategorien basierende Erfahrungstabellen. 
Produktivitätsveränderungen auf Basis von Weiterbildungsmaßnahmen, Zertifizie-
rungen u.Ä. werden dort nicht bewertet. Aufgrund der Vielschichtigkeit von Projekt-
                                                 
819 Boehm et al. (2000), S.47 
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anforderungsprofilen und Weiterbildungsangeboten müssen diese für den konkreten 
Fall abgeschätzt werden. Standardisierte Tabellen scheinen hierfür nicht sinnvoll. 
 
Ein Personalwechsel im Projektteam – und eine dadurch bedingte Produktivitätsver-
änderung im Team – kann sowohl auf Fluktuation im Sinne einer Kündigung von 
Mitarbeiter oder Unternehmensseite zurückzuführen sein, als auch durch einen Aus-
tausch von Teammitgliedern zwischen Projekten oder Projekt und „Tagesgeschäft“ 
des betrachteten Unternehmens. An dieser Stelle soll in einem ersten Schritt nur eine 
Möglichkeit zur Abbildung dadurch bedingter Kompetenzveränderung im Team 
dargestellt werden. Die Problematik des Einarbeitungsaufwands soll erst in den fol-
genden Kapiteln 9.3.2.3.2.3 und 9.3.2.3.3.3 behandelt werden. 
 
COCOMO II stellt u.a. für die Problematik der Bewertung personeller Faktoren ver-
schiedene Rating-Tabellen zur Verfügung die hier nicht aufgelistet werden sollen. Es 
sei dabei auf BOEHM et al. (2000) verwiesen. Jedoch soll an dieser Stelle zur Ver-
deutlichung das, von BOEHM in seinem Artikel „Safe and Simple Software Cost 
Analysis“ gegebene, Anwendungsbeispiel wiedergegeben werden, welches die Ziel-
setzung verfolgt ein neues Projekt mit Erfahrungswerten aus alten Projekten zu ver-
gleichen.820 Dieser Vergleich kann analog angewendet werden um – im Sinne dieser 
Arbeit – das Restprojekt (mit veränderten personellen Voraussetzungen) mit dem be-
reits durchgeführten Teil des Projektes vergleichbar zu machen.  
 
„For example suppose your business software group has been developing similar ap-
plications for 10 years on mainframe computers and their next application is to run 
on a micro based client-server platform. In this case, the only cost driver factor likely 
to cause significant cost differences is the group`s platform experience (assuming that 
such factors as platform volatility and use of software tools do not change much).”821  
 
                                                 
820 Das bei Boehm angegebene Beispiel basiert dabei auf der Metrik „Lines of Code“, alternativ kön-
nen jedoch auch Function Points verwendet werden. Vgl. Boehm (2000), S.14  
821 Boehm (2000), S.14 
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Type of
experience
With platform
With language and tools
Average length of experience
<2 mo 6 mo 1 year
1.19 1.09 1.00
3 years > 6 years PR
0.91 0.85 1,40
1.20 1.09 1.00 0.91 0.84 1.43
With application area 1.22 1.10 1.00 0.88 0.81 1.51
 
Tabelle 31: COCOMO II effort multipliers versus length of experience822  
 
“[Tabelle 31] shows that the productivity range for the platform experience factor is 
1.40. Thus, changing from the best level of platform experience (over 6 years) to the 
worst level (less than 2 months) will increase the amount of effort required for the 
project by a factor of 1.40, or by 40%.”823 
 
“With a couple of fairly experienced client-server developers added to the team, the 
average length of platform experience on the new project would be 6 month. […] Go-
ing to a platform experience of 6 month […] changes the effort multiplier from 0.85 
to 1.09, an increase of a factor of 1.09/0.85=1.28” 824 
 
Dieser Faktor von 1.28 wird nach BOEHM auf den Gesamtprojektaufwand aufge-
schlagen. Somit stimmt die Bezeichnung „productivity range“ nicht exakt mit der 
Begriffsabgrenzung in dieser Arbeit überein. Wird hier zwischen PDR und Produkti-
vität unterschieden825 und wird der Aufwand im Wesentlichen über eine Multiplikati-
on der Softwaregröße mit der PDR erreicht, ist ein Zuschlag auf den Gesamtauf-
wand bei konstanter Größe analog zu einem Zuschlag auf die PDR zu sehen. In die-
ser Arbeit würde der dargestellte „productivity range“ begrifflich eher als „PDR 
range“ bezeichnet. Auf diesen unterschiedlichen Begriffsgebrauch wird jedoch im 
Folgenden nicht weiter eingegangen. 
 
Wird ein Wechsel im Projektteam nicht zwischen einem alten und einem neuen Pro-
jekt angenommen, sondern zwischen bereits realisiertem Projekt-Teil und noch zu 
                                                 
822 Tabelle entnommen aus Boehm (2000), S.16 
823 Boehm (2000), S.14 
824 Boehm (2000), S.16 
825 Vgl. Kapitel 9.3.2.2 
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realisierendem Projektteil, kann dieses Beispiel analog für Projektweiterführungsent-
scheidungen angewandt werden.  
 
„For easy reference, the COCOMO II book has the full set of these cost-driver ef-
fort multiplier tables on its inside cover.”826 Auf eine detaillierte Einzeldarstellung 
dieser sowie die Kombinationsmöglichkeiten verschiedener Faktoren soll hier jedoch 
– wie bereits erwähnt – verzichtet werden.  
 
Soll auf eine Abschätzung über vorgefertigte und bewertete Einflussfaktoren aus 
Schätzverfahren wie bspw. COCOMO II verzichtet werden, kann auch eine indivi-
duelle Abschätzung erfolgen. Beispielsweise könnte die Profil-Vergleichs-Methode 
herangezogen werden. Diese dient im klassischen Sinne dazu die verschiedenen An-
forderungen einer Stelle mit den Fähigkeiten eines Arbeitnehmers zu vergleichen, um 
eine optimale Stellenbesetzung zu gewährleisten.827 Dieses Verfahren könnte dahin-
gehend abgewandelt werden, dass ein Anforderungsprofil für die Projektaufgabe er-
stellt wird. Dieses kann dann mit den Fähigkeiten der Projektteammitglieder abgegli-
chen werden. Verbessert das Projektteam aufgrund personeller Umbesetzung oder 
Weiterbildung relevante Fähigkeiten könnte daraus ein prozentualer „Verbesse-
rungswert“ ermittelt werden. Auf derartige Abwandlungen der Profil-Vergleich-
Methode oder anderer Verfahren soll jedoch in dieser Arbeit nicht detaillierter einge-
gangen werden. Die dahingehenden Ausführungen sollen lediglich als Ansatzpunkt 
dienen. 
 
Wird ein prozentualer Zu- oder Abschlag auf die Produktivität bzw. PDR erhoben, 
da mit einer Veränderung der Kompetenz im Projektteam für das restliche Projekt 
gerechnet werden muss, kann dies wie folgt in die Aufwandschätzung integriert wer-
den. Dabei wird vereinfachend von einem für das Restprojekt ab Entscheidungszeit-
punkt konstanten, veränderten Wert ausgegangen. Auch Schwankungen im bisheri-
gen Projekt sollen nicht abgebildet werden. Mögliche Schwankungen der Variati-
on im Zeitablauf sollen nicht berücksichtigt werden.  
 
                                                 
826 Boehm (2000), S.16 
827 Bühner (1994), S.157f. 
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Anders als bei BOEHM et al. soll hier ein geschätzter, über COCOMO-Tabellen, 
Profilvergleich oder sonstig ermittelter Zu- oder Abschlag als Zuschlag zur PDR in-
terpretiert werden. Bei COCOMO II wird dieser hingegen – wie bereits ausgeführt – 
dem Gesamtaufwand zugeschlagen. Da in dieser Arbeit jedoch durch verschiedene 
Einflussfaktoren bedingte Veränderungen der PDR für das Restprojekt getrennt er-
mittelt werden, wird eine additive Verknüpfung dieser verschieden motivierten Zu- 
und Abschläge für sinnvoll erachtet. Es wird dabei davon ausgegangen, dass die je-
weiligen Zu- oder Abschlagsursachen voneinander unabhängig sind. Diese führt zu 
folgender Projektrestaufwandsprognose, welche Formel 10 wie folgt erweitert: 
 
)
100100
1())
100
1(( 21 ppPDRFPRCmFPA bisherBasist ++⋅⋅−⋅+⋅=  
Formel 11: Erweiterung unter Berücksichtigung von Kompetenz-Veränderungen 
 
Verwendete Kennzahlen
Kennzahl Bedeutung Standardwerte
*Durchschnittliche PDR der ISBSG-Datebank Release 4 und Release 8 zitiert nach Bundschuh/Fabry(2004), S.217
**vgl. Seibert(2005), 8.13
***vgl. Boehm(2000), S.15
Einheit
FPBasis
Gesamtgröße des Projektes in FP
(FPs geschätzt zu einem Basiszeitpunkt) -
FPbisher
Bisher realisierte 
Funktionspunkte -
PDR Project Delivery Rate 5,8h/FP - 13,7 h/FP*
FP
FP
hp/FP
m Anzahl der Monate, für die RCberücksichtigt werden soll-
RC Requirements Creep 1% - 5% pro Monat**% pro Monat
At hp
Prognostizierter zeitlicher
Restaufwand -
p1 -
Prozentualer Zuschlag zur PDR
(Grund: Anforderungszunahme) -
p2 -
Prozentualer Zu-/Abschlag zur PDR
(Grund: Kompetenzveränderungen)
z.B. COCOMO II
productivity range***
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Fortführung des Anwendungsbeispiels:  
 
Gesamtgröße des Projektes (geschätzt zum Basiszeitpunkt):  10000 FP 
Bereits realisierter Softwareumfang:  4000 FP 
Durchschnittliche PDR (gemessen):  6 hp/FP 
Requirements-Creep RC (Standardwert):  2% pro Monat 
Anzahl der Monate, für die noch Anforderungszuwächse 
 erwartet werden (geschätzt):  5 Monate 
Zuschlag aufgrund von Größenzunahme:  1% 
 
Ferner wird davon ausgegangen, dass durch personelle Umbesetzung die durch-
schnittliche Erfahrung des Projektteams mit Programmiersprache und Tools von 6 
Monaten auf 1 Jahr steigt. Entsprechend Tabelle 31 ergibt sich somit – bei Anwen-
dung des COCOMO II –Ratings – ein Faktor von  
%7,91
09,1
00,1
≈ .  
Die Abschätzung im Entscheidungsmodell soll entsprechend vorgenommen werden. 
Die ursprünglich gemessene PDR wird somit aufgrund des Kompetenzzugewinns 
um 1-0,917=0,083 verringert. Die Kennzahl p2 erhält somit den Wert -0,083. 
 
nach: 
)
100100
1())
100
1(( 21 ppPDRFPRCmFPA bisherBasist ++⋅⋅−⋅+⋅=  
 
folgt ein Restaufwand von:  
p
p
h
FPhFP
mon
monFP
38934
)083,001,01(]/[6])[4000])1[02,0][51(][10000(
=
=−+⋅⋅−⋅+⋅
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9.3.2.3.2.3 Verringerung der Produktivität durch Personalwechsel 
 
Im vorhergegangen Kapitel 9.3.2.3.2.2 wurde darauf eingegangen, dass durch Perso-
nalwechsel oder Weiterbildungsmaßnahmen die Produktivität für das Restprojekt 
von der bisher gemessenen Produktivität des Projektteams abweichen kann. Dabei 
wurden in einem ersten Schritt lediglich Produktivitätsvariationen auf Grund von 
sich veränderndem Kenntnis- und Erfahrungsstand des Projektteams berücksichtigt.  
 
Jedoch verursacht Mitarbeiterfluktuation selbst in der Regel zusätzliche Aufwände im 
Projekt, die vor allem durch die Einarbeitungs- und Integrationszeit neuer Mitarbei-
ter verursacht werden. Eventuell anfallende Such- und Auswahlkosten sollen dabei – 
wie in Kapitel 7.1 bereits ausgeführt – in der hier vorgenommenen Modellbildung 
nicht berücksichtigt werden, da sie der Gesamtunternehmensebene – nicht dem Pro-
jekt – zugeordnet werden sollen. 
 
Für derartige Mehraufwände wurde in COCOMO II im Vergleich zum COCOMO 
81 der Faktor personnel continuity (PCON) ergänzt.828  
 
„The rating scale for PCON is in terms of the project`s annual personnel turnover: 
from 3 percent, very high continuity, to 48 percent, very low continuity.“829 
 
Dieser kann analog zu den Ausführungen in Kapitel 9.3.2.3.2.2 angewandt werden. 
Daher wird an dieser Stelle auf eine detaillierte Darstellung verzichtet. Es sei auf 
BOEHM et al. (2000) verwiesen. 
 
                                                 
828 Vgl. Boehm (2000), S.15 
829 Boehm et al. (2000), S.48 
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Auch im Tool RISKOLOGY wird das Risiko der Fluktuation über einen prozentua-
len Zuschlag zum zeitlichen Aufwand abgebildet. DeMARCO/LISTER hinterlegen 
zu diesem Zweck Branchenwerte für Zeitverzögerung aufgrund von Mitarbeiterfluk-
tuation. Die zugrunde liegende Fluktuationsquote ist die durchschnittliche Fluktuati-
onsrate der Branche.830 Die hinterlegten Daten können für eigene Auswertungen an-
gepasst werden. Jedoch wird auf die Problematik der Schätzung der Einarbeitungs-
zeit hingewiesen. DeMARCO/LISTER definieren hierbei Einarbeitungszeit „als die 
Zahl der Monate, die es dauert, bis ein typischer neu eingestellter Mitarbeiter die glei-
che Leistung zu erbringen beginnt wie sein Vorgänger.“831 Diese Zeit kann von etwa 
2 Monaten bis hin zu 24 Monaten, je nach Projektkomplexität, schwanken.832 Es 
muss somit sowohl aufgrund dieser hohen Schwankungsbreite bei der Einarbei-
tungszeit als auch bei den Fluktuationsquoten empfohlen werden, eigene Daten zu 
erheben und nicht lediglich auf in Tools hinterlegten Standarddaten aufzubauen.  
 
Bei einer Simulation mit RISKOLOGY auf Basis der darin enthaltenen Branchenda-
ten resultiert wiederum eine kumulative Wahrscheinlichkeitsverteilung. Dabei liegen 
die Zeit-Zuschlags-Werte bei isolierter Betrachtung dieses Risikos833 zwischen ca. 
0,5% und ca. 8%. Diese kumulative Wahrscheinlichkeitsverteilung ist in nachfolgen-
der Abbildung 69 dargestellt. 
                                                 
830 Vgl. DeMarco/Lister (2003), S.115; die genaue Herkunft dieser branchentypischen Fluktuationsra-
te wird dabei nicht angegeben. Es muss angenommen werden, dass diese auf eigenen Untersu-
chungen basiert. Da der Forschungsschwerpunkt von DeMarco/Lister in den USA zu sehen ist, 
ist anzunehmen, dass es sich hierbei um die Fluktuationsquote der Softwareentwicklungsbranche 
in den USA handelt. 
831 DeMarco/Lister (2003), S.116 
832 DeMarco/Lister (2003), S.116 
833 Bei gleichzeitiger Betrachtung mehrerer Risiken werden die hinterlegten Wahrscheinlichkeitsvertei-
lungen in RISKOLOGY über Monte-Carlo-Simulationen verknüpft. 
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Abbildung 69: Time Multiplication Factor für das Risiko "Fluktuation"834 
 
Auch dieses Risiko über einen prozentualen Zuschlag auf den ermittelten Aufwand 
bzw. die ermittelte Produktivität abzubilden, stellt jedoch nur eine Möglichkeit zur 
Berücksichtigung der Fluktuation in der Projektbewertung dar. Wie oben bereits er-
wähnt, muss dabei auch in diesem Punkt der Rückgriff auf Erfahrungsdatenbanken 
und daraus abgeleitete Wahrscheinlichkeitsverteilungen als problematisch gewertet 
werden. Daher soll in Kapitel 9.3.2.3.3.3 eine alternative Methode zur Berücksichti-
gung des zeitlichen Ausfalls einzelner Teammitglieder aufgrund von Fluktuation 
entwickelt werden. Diese soll auf die Ressourcensituation sowie die Fluktuationsquo-
te im konkreten Projekt aufbauen und projektspezifische Zeitwerte für den Einarbei-
tungsaufwand berücksichtigen.  
 
                                                 
834 Simulation mit „Risikology“ bei isolierter Betrachtung des Risikos „Effect of employee turnover“ 
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9.3.2.3.3 Berücksichtigung der Ressourcensituation 
9.3.2.3.3.1 Ermittlung der monatlichen Effektiv-Arbeitszeit des Projektteams 
 
Für eine Aufwandsprognose im Sinne dieser Arbeit sind letztendlich nicht zeitliche 
Größen ausschlaggebend sondern die daraus resultierenden Zahlungsströme. Somit 
muss der errechnete zeitliche Restaufwand in monetäre Größen überführt werden. 
Da in der Regel Projektmitarbeiter im Bereich der Softwareentwicklung ein monatli-
ches Gehalt beziehen, ist es notwendig den bisher auf Basis von Personenstunden 
gemessenen Aufwand in eine Anzahl von Monate zu überführen, für die Gehaltszah-
lungen an das Projektteam kalkuliert werden müssen. Diese Anzahl soll hier nicht in 
der Größe Personenmonat gemessen werden, sondern als prognostizierte Anzahl 
von Monaten bis Projektfertigstellung dargestellt werden. 
 
Wie in Kapitel 9.3.2.2 in Hinblick auf die Maßeinheit „Personenmonat“ bereits aus-
geführt, werden für die monatliche Arbeitszeit eines Projektmitarbeiters in der Litera-
tur und in den Schätzverfahren unterschiedliche Werte zugrunde gelegt. Schwierig-
keiten bereiten die Berücksichtigung von Urlaubszeiten, Überstunden sowie Teilzeit-
beschäftigungsverhältnissen835, Krankenstand und für das Projekt ungenutzte Zeiten. 
Auch internationale Abweichungen bei Urlaubsanspruch, Lohnfortzahlung im 
Krankheitsfall oder üblicher wöchentlicher bzw. monatlicher Arbeitszeit müssen 
beim Rückgriff auf Standardschätzverfahren als problematisch gewertet werden. Es 
muss davon ausgegangen werden, dass häufig auf US-amerikanischen Daten basie-
rende Durchschnittsgrößen in den Tools und Schätzverfahren hinterlegt sind, welche 
beispielsweise hinsichtlich des durchschnittlichen Anspruchs auf bezahlten Urlaub als 
abweichend angenommen werden müssen.  
 
Da diese Arbeit ihren Fokus auf die Softwareentwicklung in Deutschland legt, wird 
im Folgenden schwerpunktmäßig auf die in Deutschland übliche Arbeitszeit einge-
gangen. Für eine internationale Anwendung sind die Werte entsprechend anzupas-
sen. Es wird in den folgenden Ausführungen eine quantitative Antwort auf die, die 
Ressourcensituation betreffenden, Risikoleitfragen in Kapitel 7.1 gesucht. 
                                                 
835 Vgl. Stabenow (2008) basierend auf eine Studie der Eiro 
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Die durchschnittliche Arbeitszeit in Deutschland liegt, einem Vergleich der Europäi-
schen Beobachtungsstelle für Entwicklung der Arbeitsbeziehungen (Eiro) zu Folge, 
derzeit bei 41,1 Stunden/Woche.836 Jedoch wird auch hierbei darauf hingewiesen, 
dass Schwierigkeiten bei der Berücksichtigung von Urlaubszeiten, Überstunden sowie 
Teilzeitbeschäftigungsverhältnissen auftreten.837 In einer Brutto-Hochrechnung erge-
ben sich somit ca. 2137 Stunden pro Jahr838, ca. 178 Stunden pro Monat. 
 
Bei BUNDSCHUH/FABRY werden als durchschnittliche jährliche Brutto-
Arbeitszeit etwas weniger, nämlich ca. 1900 Stunden veranschlagt.839 Dabei gehen 
Nettobetrachtungen davon aus, „dass Mitarbeiter nur zu 70 bis 80% ihrer Arbeitszeit 
[…] für die direkte Projektarbeit verfügbar sind (d.h. 1330 bis 1520 Stunden). Der 
Rest entfällt auf Fehlzeiten, wie Urlaub (gesetzlich ca. 12%) und nicht direkt dem IT-
Projekt zuzuordnende Tätigkeiten wie Schulung, Krankheit, Informationsveranstal-
tungen, Personalgespräche, Fachlektüre etc.“840 Bei 1520 Stunden/Jahr ergibt dies ca. 
127 Stunden pro Monat.  
 
Das Beratungsunternehmen Czipin-Consulting hat in einer Studie zur Produktivität 
ermittelt, dass sogar rund 38% der Arbeitszeit unproduktiv verwendet werden, somit 
also pro Mitarbeiter ca. 84 von durchschnittlich 220 Arbeitstagen jährlich.841 Bei An-
nahme eines durchschnittlichen 8-Stunden Tags, würden somit in einer Nettobe-
trachtung nur ca. 91 Stunden842 pro Monat für das Projekt produktiv genutzt werden. 
 
Diesen Ausführungen folgend muss auch im betrachteten Projekt mit großen Ab-
weichungen zwischen der nominellen, vertraglich vereinbarten Arbeitszeit des Pro-
jektteams und der tatsächlich für die Umsetzung der Projektaufgabe produktiv zur 
Verfügung stehenden Arbeitszeit gerechnet werden. Da für die Bestimmung der Pro-
jektrestdauer in der Modellbildung dieser Arbeit auf gemessene Produktivitätsdaten 
                                                 
836 Vgl. Stabenow (2008) basierend auf eine Studie der Eiro; die Studie basiert dabei auf Daten aus 
dem vierten Quartal 2007 
837 Vgl. Stabenow (2008) basierend auf eine Studie der Eiro 
838 Bei einer Rechnung mit 52 Wochen pro Jahr 
839 Vgl. Bundschuh/Fabry (2004), S.87 
840 Bundschuh/Fabry (2004), S.87 
841 vgl. Czipin (2008), S.8 
842 Berechnet wurden 220 Tage, verteilt auf 12 Monate, gewichtet mit 62% Produktivzeit und 8 Ar-
beitsstunden pro Tag 
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aus dem bestehenden Projekt zurückgegriffen werden soll, bestimmt in erster Linie 
die Vorgehensweise bei der Messung die Arbeitszeit, die als Kalkulationsbasis ver-
wendet werden soll. Werden bei der Messung des zeitlichen Aufwands je Funktions-
punkt Durchschnittswerte über einen längeren Zeitraum – beispielsweise in einer  
Woche wurden 30 Funktionspunkte realisiert – ermittelt, kann davon ausgegangen 
werden, dass in dieser Produktivitätsrate bereits Zeiten für Kommunikation, Koordi-
nation, Planung, sowie unproduktive Zeiten wie beispielsweise Pausen enthalten sind. 
Wurde hingegen die Messung detaillierter durchgeführt – beispielsweise jeweils kon-
kret die Zeit erfasst, die für die Implementierung einer Funktionskomponente inklu-
sive Tests notwenig war – muss davon ausgegangen werden, dass darin wenige oder 
keine anderweitigen Zeiten enthalten sind. Im Folgenden soll von einer derart detail-
lierten Produktivitätsermittlung ausgegangen werden.  
 
LUM et al. geben für die Kostenbestimmung folgende Dreiteilung, jeweils in mone-
tären Größen, an: 
 
Total_SW_Project$ = SW_Development_Labor$ + Other_Labor$ + Nonlabor$ 
Formel 12: “what should be included in the software estimate”843 
 
Davon ausgehend, soll auch hier die monatliche Arbeitszeit gemäß dieser Dreiteilung 
differenziert werden.  
 
Es soll dabei in der Modellbildung davon ausgegangen werden, dass die am Projekt 
beteiligten Mitarbeiter jeweils mit ihrer vollen vertraglichen Arbeitszeit dem Projekt 
zur Verfügung stehen. Ist dies nicht der Fall, muss das Modell entsprechend ange-
passt werden. Auch wird durchgehend mit Durchschnittsgrößen über das gesamte 
Projektteam modelliert, d.h. individuelle Unterschiede bei der zeitlichen Verfügbar-
keit einzelner Teammitglieder werden nicht gesondert abgebildet. 
 
Als „Nonlabor“ sollen die Zeiträume bezeichnet werden, die nicht für die Projektar-
beit zur Verfügung stehen. Diese Zeiten werden im Wesentlichen durch Urlaub und 
Krankenstand bestimmt. Bei LUM et al. wird dieser Begriff weiter gefasst – beinhal-
tet beispielsweise auch Reisen zu Kunden, Konferenzen und Trainings. Jedoch soll 
die Definition von „Nonlabor“ hier enger gefasst werden und nur die Zeiten abbil-
                                                 
843 Lum et al. (2003), S.9 
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den, in denen keinerlei Arbeit für das Projekt ausgeführt wird. Nach BUND-
SCHUH/FABRY kann der gesetzliche Urlaub in Deutschland mit ca. 12% angesetzt 
werden.844 Für die letzten Jahre wurde ein Krankenstand von durchschnittlich etwas 
unter 3,5% ermittelt.845  
 
Für den zeitlichen Teilbereich Nonlabor muss somit vor allem bestimmt durch Ur-
laub und Krankenstand ein Abschlag erhoben werden. Folgt man dabei diesen Aus-
wertungen, kann dieser mit ca. 15,5% der Sollarbeitszeit bewertet werden.846 Statt 
dieser Standardwerte, können jedoch auch unternehmens- oder projektinterne Daten 
verwendet werden. 
 
Unter dem Begriff „Other_Labor“ sollen in dieser Arbeit alle Tätigkeiten subsumiert 
werden, die zwar im weiteren Sinne dem Projekt zugeordnet werden können, jedoch 
nicht produktiv zur Implementierung der geforderten Software-Funktionalität zur 
Verfügung stehen.847 Der Begriff „Implementierung“ soll dabei die Analyse und den 
Entwurf, die eigentliche Programmierung sowie auch das Testen der jeweiligen 
Funktionseinheit beinhalten. Auch eine Messung der Produktivität in Funktionsein-
heiten je Zeiteinheit oder Zeiteinheiten je Funktionseinheit sollte an dieser Begriffs-
abgrenzung ausgerichtet sein. Eine Bewertung kann je nach verwendetem Prozess-
modell erfolgen. 
 
                                                 
844 Vgl. Bundschuh/Fabry (2004), S.87 
845 Nach Bundesministerium für Gesundheit (2010) S.3 
846 Ca. 12% Urlaub nach Bundschuh/Fabry (2004), S.87 zuzüglich ca. 3,5% für den Krankenstand 
gemäß der Untersuchungen des Bundesgesundheitsministeriums. 
847 Auch hier weicht die in dieser Arbeit gewählte Begriffsabgrenzung von dem „Other_Labor“-
Begriff bei Lum et al. (2003), S.9 ab, da in dieser Arbeit hierunter beispielsweise auch Konferenzen 
zur Abstimmung mit den Kunden oder Ähnliches subsumiert werden. 
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Hier soll dies an dem in Kapitel 4.3.2 eingeführten RUP verdeutlicht werden. Bei-
spielsweise kann hierzu auf die bei SEIBERT veröffentlichte Aufwandsverteilung im 
RUP nach Projektphasen zurückgegriffen werden:848 
 
Projektphase Vorbereitung/ 
Projektdefinition 
Architektur/ 
Produktentwurf 
Konstruktion/ 
Realisierung 
Abnahme/ 
Einführung 
% Zeitdauer-Verteilung 10 30 50 10 
Teilprozesse in %  
der Phase 
    
Projektmanagement 14 12 10 14 
Entwicklungsumgebung 10 8 5 5 
Anforderungsmanagement 38 18 8 4 
Analyse & Entwurf 19 36 16 4 
Programmierung 8 13 34 19 
Tests/Qualitätssicherung 8 10 24 24 
Verteilung/Auslieferung 3 3 3 30 
Tabelle 32: Aufwandsverteilung im RUP849 
 
Wird beispielsweise eine Projektabbruchentscheidung in der Mitte der Konstrukti-
onsphase geprüft, ergeben sich – dieser Verteilung folgend – für diese und die nach-
folgende Phase folgende Aufwandsanteile für Tätigkeiten, die – gemäß obiger Beg-
riffsabgrenzung – nicht direkt der Implementierung zugeordnet werden können: 
 
 Konstruktion/ 
Realisierung 
Abnahme/ 
Einführung 
Projektmanagement 10% 14% 
Entwicklungsumgebung 5% 5% 
Anforderungsmanagement 8% 4% 
Verteilung / Auslieferung 3% 30% 
Tabelle 33: Anwendungsbeispiel „Other_Labor“ 
 
Da die Konstruktionsphase in der Regel einen sehr viel höheren Anteil an der gesam-
ten Projektlaufzeit einnimmt, als die Phase der Abnahme/Einführung, muss aus die-
sen Werten ein gewichteter Durchschnitt gebildet werden. Gewichtungskriterium soll 
dabei die Zeitdauer-Verteilung der Gesamtprojektlaufzeit sein. Diese ist entspre-
                                                 
848 Vgl. auch Kapitel 9.3.2.3.1 
849 Vgl. Seibert(2005), 8-6; die farbigen Hervorhebungen wurden zusätzlich eingefügt. Wie bereits zu 
Tabelle 26 beschrieben, wurde die Zeile „% Zeitdauer-Verteilung“ auf eine Summe von 100% an-
gepasst. Die Zeile „% Aufwand-Verteilung“ wurde weggelassen.  
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chend obiger Tabelle für die Konstruktionsphase mit 50%, für die Abnahme-
/Einführungsphase mit 10% angegeben. Da der Entscheidungszeitpunkt in der Mitte 
der Konstruktionsphase angenommen werden soll, wird diese nur mit den noch 
verbleibenden 25% Zeitanteil gewichtet. 
 
Der gewichtete Durchschnitt für den prozentualen Anteil von Other_Labor berech-
net sich gemäß den Tabellen-Daten wie folgt: 
 
Es entfällt somit in den noch zu durchlaufenden Projektphasen ca. 33,7% des zeitli-
chen Aufwands auf Tätigkeiten, die zwar dem RUP – somit auch der Projektdurch-
führung – zugeordnet werden müssen, jedoch nicht der Implementierung im engeren 
Sinne zugeordnet werden können. Diese Zeiten werden bestimmt durch Tätigkeiten 
des Projektmanagements – Kennzahlenerhebung, Aufgabenkoordination, Erstellung 
von Dokumenten – Tätigkeiten des Anforderungsabgleichs bzw. der Erhebung zu-
sätzlicher Anforderungen, usw.  Dabei sind die in Tabelle 32 dargestellten Werte zur 
Aufwandsverteilung nur als Anhaltspunkt zu bewerten. Die Verteilung kann bei 
Verwendung einer eigenen bzw. anderen Datenbasis abweichen. 
 
Fasst man die Größen Nonlabor und Other_Labor – entsprechend obiger Annah-
men – zusammen kommt man zu dem Ergebnis, dass ca. 15,5%+33,7% = 49,2% 
der Sollarbeitszeit nicht für die Implementierung – im Sinne einer Realisierung von 
Softwarefunktionalität – zur Verfügung stehen. Für die eigentliche SW_Develop-
ment_Labor850 stehen somit nur ca. 51% der Zeit zur Verfügung.  
 
Bei dieser Rechnung wurden bisher keine zeitlichen Aufwände für Weiterbildungen 
berücksichtigt, die aus Wissensdefiziten im Projektteam resultieren. Diesen Defiziten 
gilt es durch geeignete Schulungsmaßnahmen – beispielsweise E-Learning, Blended 
Learning, klassischen Präsenzseminare, Einsatz eines Coaches oder dem Studium ge-
eigneter Fachlektüre – zu begegnen. Diese Schulungsmaßnahmen sind in der Regel 
sowohl mit zeitlichen als auch monetären Aufwänden verbunden. Die zeitliche 
Komponente gilt es für das Restprojekt ebenfalls als durchschnittlichen Prozentwert 
                                                 
850 Auch hier wird der Begriff an die Einteilung nach Lum et al. (2003), S.9 angelehnt, jedoch nicht 
exakt übereinstimmend gebraucht. 
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abzuschätzen.851 Aufgrund der starken Abhängigkeit von der spezifischen Projekt-
aufgabe und dem individuellen Weiterbildungsbedarf im Projektteam kann hierbei 
nur schlecht auf Standardwerte zurückgegriffen werden.  
 
Wird beispielsweise der Zeitaufwand für Fachlektüre, Schulungen oder Coachings 
mit weiteren 5% der Sollarbeitszeit prognostiziert und legt man die bei BUND-
SCHUH/FABRY durchschnittliche jährliche Arbeitszeit von 1900 Stunden zu 
Grunde, verbleiben monatlich ca. 73 Stunden je Mitarbeiter für die Implementierung 
des Softwareentwicklungsprojektes.  
 
Um die zeitliche Ressourcenverfügbarkeit für die Implementierung über das gesamte 
Projektteam zu erhalten, sind diese verfügbaren Arbeitsstunden je Mitarbeiter (effek-
tive Personenstunden) mit der Mitarbeiteranzahl zu multiplizieren. Dabei ist die 
durchschnittliche Mitarbeiteranzahl nach der Erhebung von GEORGE mit 79% Be-
kanntheitsgrad und 39% Anwendungsgrad eine der am weitest verbreiteten Kenn-
zahlen für Projekte.852 
 
Soll nicht diese jährliche Standard-Arbeitszeit als Basis verwendet werden, kann auch 
hierbei auf unternehmensinterne Daten, die ggf. unbezahlte (somit aufwandsneutrale) 
Überstunden beinhalten können, zurückgegriffen werden. Das statistische Bundes-
amt veröffentlicht hierzu einen Leitfaden „Möglichkeiten der Erfassung von Arbeits-
zeit in Unternehmensbefragungen.“853 Darauf soll an dieser Stelle nicht detaillierter 
eingegangen werden. 
 
                                                 
851 Die monetäre Komponente soll in Kapitel 9.4 berücksichtigt werden. 
852 Vgl. George (1999), S.224 
853 Alter (2006) 
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9.3.2.3.3.2 Prognose der Projekt-Restdauer in Monaten 
 
Für eine Umrechnung des bisher in Personenstunden geschätzten Restaufwands in 
die zu erwartende Projektrestlaufzeit in Monaten, soll, aufbauend auf den Ausfüh-
rungen in Kapitel 9.3.2.3.3.1, folgende Formel angewendet werden: 
 
team
aaa
t
pp
PDRFPRCmFP
M
Schulungothernon
soll
bisherBasis
⋅++−⋅
++⋅⋅−⋅+⋅
=
))
100100100
(1(
)
100100
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1(( 21
 
Formel 13: Prognose der Projektrestdauer 
 
Verwendete Kennzahlen
Kennzahl Bedeutung Standardwerte
*Durchschnittliche PDR der ISBSG-Datebank Release 4 und Release 8 zitiert nach Bundschuh/Fabry(2004), S.217
**vgl. Seibert(2005), 8.13
***vgl. Boehm(2000), S.15
****vgl. Bundschuh/Fabry(2004), S.87
Einheit
FPBasis
Gesamtgröße des Projektes in FP
(FPs geschätzt zu einem Basiszeitpunkt) -
FPbisher
Bisher realisierte 
Funktionspunkte -
PDR Project Delivery Rate 5,8h/FP - 13,7 h/FP*
FP
FP
hp/FP
m Anzahl der Monate, für die RCberücksichtigt werden soll-
RC Requirements Creep 1% - 5% pro Monat**% pro Monat
At hp
Prognostizierter zeitlicher
Restaufwand -
p1 -
Prozentualer Zuschlag zur PDR
(Grund: Anforderungszunahme) -
p2 -
Prozentualer Zu-/Abschlag zur PDR
(Grund: Kompetenzveränderungen)
z.B. COCOMO II
productivity range***
tsoll h pro Monat und MA
Durchschnittliche monatliche
Sollarbeitszeit je Mitarbeiter Ca. 158h/Monat****
anon in %
Durchschnittlich auf „nonlabor“
entfallender Anteil der Soll-Arbeitszeit Ca. 15,5%*****
aother in %
Durchschnittlich auf „other_labor“
entfallender Anteil der Soll-Arbeitszeit
aSchulung in %
Durchschnittlich auf Weiterbildung 
entfallender Anteil der Soll-Arbeitszeit
team - Anzahl der Projektteammitglieder
 
 
  
Risikoorientierte Restaufwandsprognose 
 
 
259 
Fortführung des Anwendungsbeispiels: 
 
Gesamtgröße des Projektes (geschätzt zum Basiszeitpunkt):  10000 FP 
Bereits realisierter Softwareumfang:  4000 FP 
Durchschnittliche PDR (gemessen):  6 hp/FP 
Requirements-Creep RC (Standardwert):  2% pro Monat 
Anzahl der Monate, für die noch Anforderungszuwächse 
 erwartet werden (geschätzt):  5 Monate 
Zuschlag aufgrund von Größenzunahme:  1% 
Zuschlag aufgrund von Kompetenzzugewinn:   -8,3% 
Sollarbeitszeit:  160 hp/Monat 
Anteil von „nonlabor“:  15,5% 
Anteil von „other_labor“:  33,7% 
Anteil von Weiterbildungsmaßnahmen:   2% 
Anzahl der Teammitglieder:   20 Personen 
 
nach: 
team
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pp
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folgt eine prognostizierte Projektrestdauer von:  
mon
monh
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9.3.2.3.3.3 Einschränkung der Ressourcen-Verfügbarkeit durch Fluktuation 
 
Wie bereits in Kapitel 9.3.2.3.2.3 ausgeführt wurde, fallen durch Fluktuation im Pro-
jekt in der Regel Einarbeitungszeiten für neue Mitarbeiter an, in denen diese noch 
nicht oder nur bedingt produktiv tätig sein können. Daraus kann ein erhöhter zeitli-
cher Gesamtaufwand für das (Rest-)projekt resultieren. Dieser zusätzlich anfallende 
Einarbeitungsaufwand kann je nach Ausgestaltung des Projektes sehr unterschiedlich 
hoch anzusetzen sein.854  
 
Aufgrund dieser hohen Schwankungsbreiten soll im Folgenden dieser zusätzliche 
Zeitaufwand nicht – wie in Kapitel 9.3.2.3.2.3 dargestellt – über einen prozentualen 
Zuschlag zum Gesamtaufwand berücksichtigt werden, sondern über die individuelle 
Fluktuationsquote des Projektes und die projektspezifische Einarbeitungszeit model-
liert werden. Die Fluktuationsquote (in Prozent) wird definiert als  
 
„(Abgänge im Zeitraum * 100) / durchschnittlicher Personalbestand im Zeitraum“.855  
 
Da diese mit 71% eine der bekanntesten Projekt-Kennzahlen darstellt856, darf ange-
nommen werden, dass auch für die Ermittlung einer projektspezifischen Quote keine 
Akzeptanzschwierigkeiten bestehen. Jedoch wird sie mit nur 16% derzeit in Projek-
ten nur wenig erhoben. 857 Eine Erhebung kann aber als weitgehend unproblematisch 
bewertet werden. 
 
In der Literatur existieren zahlreiche Untersuchungen zur Fluktuationsquote in der 
IT-Branche. WILKENS nennt in einer Zusammenfassung verschiedener Untersu-
chungen Quoten zwischen 3 und 20 Prozent, wobei Quoten zwischen 4 und 10 Pro-
zent als mittleres Niveau weit verbreitet sind.858 Jedoch soll für diese Arbeit bei der 
Ermittlung einer Projekt-Fluktuationsquote das Projekt selbst, nicht das Unterneh-
men als Ganzes, als Organisationseinheit betrachtet werden – somit jeder Wechsel 
im Projektteam unter dem Begriff „Fluktuation“ subsumiert werden. In Anbetracht 
dessen, dass Softwareentwicklungsprojekte oft nur eine Dauer von unter einem Jahr 
                                                 
854 DeMarco/Lister (2003), S.116 
855 Krismer (2006), S.158 
856 Vgl. George (1999), S.224 
857 Vgl. George (1999), S.224 
858 Wilkens (2004), S.38 in einer Zusammenfassung der dort angegebenen Literatur 
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aufweisen, sollte nicht - wie allgemein üblich - eine jährliche Fluktuationsquote ermit-
telt, sondern diese auf Monatsbasis detailliert werden.  
 
Der, durch Fluktuation bedingte, zeitliche Mehraufwand im Projekt, soll im hier ent-
wickelten Entscheidungsmodell über eine durchschnittliche Einarbeitungszeit für das 
neue Teammitglied modelliert werden. DeMARCO/LISTER definieren Einarbei-
tungszeit, wie bereits erwähnt, „als die Zahl der Monate, die es dauert, bis ein typi-
scher neu eingestellter Mitarbeiter die gleiche Leistung zu erbringen beginnt wie sein 
Vorgänger.“859 Diese Zeit kann ihnen zu Folge von etwa 2 Monaten bis hin zu 24 
Monaten, je nach Projektkomplexität schwanken.860  
 
In der hier vorgenommenen Modellbildung soll die Einarbeitungszeit dahingehend 
vereinfachend abgebildet werden, dass für jeden Mitarbeiterwechsel eine feste Zeit-
spanne kalkuliert wird, in der das neue Projektteammitglied noch nicht für das Pro-
jekt produktiv tätig wird, sich jedoch aktiv in die Projektaufgabe einarbeitet. Diese 
Zeitspanne gilt es den spezifischen Projektgegebenheiten folgend geeignet abzu-
schätzen. Im Folgenden steht die Variable neut für diese Zeitspanne, in der sich der 
neue Mitarbeiter aktiv in die Projektaufgabe einarbeiten soll, neut  wird somit von der 
monatlichen Produktivarbeitszeit ))
100100100
(1( Schulungothernonsoll
aaa
t ++−⋅  subtrahiert. Dies 
ist insofern als sinnvoll anzusehen, als ein neuer Mitarbeiter sich in Zeiten, in denen 
er dem Projekt nicht zur Verfügung steht (beispielsweise auf Grund von Krankheit), 
auch nicht in in die Projektaufgabe einarbeiten kann. Soll neut davon abweichend mo-
dellliert werden, ist die Formel entsprechend anzupassen.  
 
Folgendes Beispiel veranschauliche die Modellierung: 
 
Das Projektteam umfasse 5 Mitarbeiter, von denen jeder durchschnittlich 80 Stunden 
pro Monat an der Implementierung des Softwareentwicklungsprojektes arbeitet. Die 
monatliche Fluktuationsquote wird auf 20% geschätzt. Somit wird im Durchschnitt 
jeden Monat ein Projektmitarbeiter ausgetauscht. Wie in Kapitel 7.1 bereits erläutert, 
wird dabei davon ausgegangen, dass der Projektmitarbeiter unmittelbar ersetzt wird – 
somit kein zeitliches Lag für die Suche, Vertragsverhandlungen oder Ähnliches ent-
                                                 
859 DeMarco/Lister (2003), S.116 
860 DeMarco/Lister (2003), S.116 
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steht. Abbildung 70 zeigt die produktive Arbeitszeit für das Projektteam während ei-
nes Monats. Es wird – wie in Abbildung 70 ersichtlich – angenommen, dass Mitar-
beiter 3 im betrachteten Monat das Projekt verlässt und unmittelbar durch einen 
neuen Mitarbeiter ersetzt wird, der jedoch erst nach einer Einarbeitungszeit produk-
tiv an der Erfüllung der Projektaufgabe arbeitet.  
 
 
MA 1
MA 2
MA 3
MA 4
MA 5
Mitarbeiterwechsel
produktive Arbeitszeit
unproduktive Einarbeitungszeit
1 Monat
 
Abbildung 70: Modellierung der Einarbeitungszeit 
 
 
In dieser Einarbeitungszeit entstehen für den neuen Mitarbeiter bereits Aufwände, in 
Form von Gehaltszahlungen. Somit muss dieser Aufwand in einer Prognose des  
Restaufwands berücksichtigt werden. Die durchschnittliche monatliche Effektiv-
Realisierungszeit für das Projektergebnis muss entsprechend angepasst werden.  
 
Gemäß obigem Beispiel kann dabei für 80% der Mitarbeiter (4 Mitarbeiter) die „vol-
le“861 Zeit kalkuliert werden, für 20% (Fluktuationsquote) der Teammitglieder (1 Mit-
arbeiter) muss die Einarbeitungszeit subtrahiert werden. 
 
Dies führt hinsichtlich der Modellbildung zu folgender Erweiterung: 
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Formel 14: Prognose der Projektrestdauer unter Berücksichtigung von Einarbeitungszeit 
 
                                                 
861 Vgl. Kapitel 9.3.2.3.3.1 
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Verwendete Kennzahlen
Kennzahl Bedeutung Standardwerte
*Durchschnittliche PDR der ISBSG-Datebank Release 4 und Release 8 zitiert nach Bundschuh/Fabry(2004), S.217
**vgl. Seibert(2005), 8.13
***vgl. Boehm(2000), S.15
****vgl. Bundschuh/Fabry(2004), S.87
Einheit
FPBasis
Gesamtgröße des Projektes in FP
(FPs geschätzt zu einem Basiszeitpunkt) -
FPbisher
Bisher realisierte 
Funktionspunkte -
PDR Project Delivery Rate 5,8h/FP - 13,7 h/FP*
FP
FP
hp/FP
m
Anzahl der Monate, für die RC
berücksichtigt werden soll-
RC Requirements Creep 1% - 5% pro Monat**% pro Monat
At hp
Prognostizierter zeitlicher
Restaufwand -
p1 -
Prozentualer Zuschlag zur PDR
(Grund: Anforderungszunahme) -
p2 -
Prozentualer Zu-/Abschlag zur PDR
(Grund: Kompetenzveränderungen)
z.B. COCOMO II
productivity range***
tsoll hp pro Monat und MA
Durchschnittliche monatliche
Sollarbeitszeit je Mitarbeiter Ca. 158h/Monat****
anon in %
Durchschnittlich auf „nonlabor“
entfallender Anteil der Soll-Arbeitszeit Ca. 15,5%*****
aother in %
Durchschnittlich auf „other_labor“
entfallender Anteil der Soll-Arbeitszeit
aSchulung in %
Durchschnittlich auf Weiterbildung 
entfallender Anteil der Soll-Arbeitszeit
team - Anzahl der Projektteammitglieder
FQ % pro Monat Durchschnittliche monatlicheFluktuationsquote -
tneu hp pro neuem MA
Einarbeitungszeit eines neuen
Teammitglieds -
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Fortführung des Anwendungsbeispiels: 
 
Gesamtgröße des Projektes (geschätzt zum Basiszeitpunkt):  10.000 FP 
Bereits realisierter Softwareumfang:  4.000 FP 
Durchschnittliche PDR (gemessen):  6 hp/FP 
Requirements-Creep RC (Standardwert):  2% pro Monat 
Anzahl der Monate, für die noch Anforderungszuwächse 
 erwartet werden (geschätzt):  5 Monate 
Zuschlag aufgrund von Größenzunahme:  1% 
Zuschlag aufgrund von Kompetenzzugewinn:   -8,3% 
Sollarbeitszeit:  160 hp/Monat 
Anteil von „nonlabor“:  15,5% 
Anteil von „other_labor“:  33,7% 
Anteil von Weiterbildungsmaßnahmen:   2% 
Anzahl der Teammitglieder:   20 Personen 
Durchschnittliche Fluktuationsquote (pro Monat): 5% 
Einarbeitungszeit für ein neues Teammitglied: 30hp 
 
nach: 
team
FQ
t
aaa
t
FQ
team
aaa
t
ppPDRFPRCmFP
M
neu
Schulungothernon
soll
Schulungothernon
soll
bisherBasis
⋅⋅−++−⋅+−⋅⋅++−⋅
++⋅⋅−⋅+⋅
=
100
)))
100100100
(1(()
100
1())
100100100
(1(
)
100100
1())
100
1(( 21  
 
folgt eine prognostizierte Projektrestdauer von:862  
 
4,25
6.1531
38934
2005,0)30))02,0337,0155,0(1(160()05,01(20))02,0337,0155,0(1(160
)083,001,01(6)4000])02,051(10000(
≈=
=
⋅⋅−++−⋅+−⋅⋅++−⋅
−+⋅⋅−⋅+⋅
 
 
                                                 
862 Die Einheiten wurden aus Übersichtlichkeitsgründen weggelassen 
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9.4 Überführung in monetären Aufwand 
 
Bisher wurde ausschließlich der zeitliche Restaufwand für das betrachtete Software-
entwicklungsprojekt ermittelt. Wie in Kapitel 5.1 dargestellt, wird der Begriff „Auf-
wand“ in der Literatur zu Softwareentwicklungsprojekten häufig mit „zeitlichem 
Aufwand“ gleichgesetzt. Bei einer Überführung in monetäre Größen, wird meist von 
Kosten gesprochen. 
 
„For software development the dominant cost is the cost of labor.”863  
 
Da somit die Kosten bzw. monetären Aufwände für ein Softwareentwicklungspro-
jekt nahezu ausschließlich von Personalkosten bestimmt werden, wird in den Auf-
wandsschätzverfahren der Fokus auf die Prognose der zeitlichen Komponente – in 
Personenstunden bzw. Personenmonaten – gelegt. Auf eine Gewichtung mit der un-
ternehmensindividuellen Vergütung wird in der Regel nicht näher eingegangen. Wur-
de beispielsweise bei BOEHM (2000) bei einer Aufwandsschätzung für zwei Projekte 
der gleiche zeitliche Aufwand ermittelt, wird für diese beiden Projekt auch der glei-
che monetäre Aufwand („cost“) angenommen, „unless there are major differences in 
salary levels“864.  
 
Auch die Überführung der zeitlichen Aufwandsprognose in monetären Restaufwand 
in dieser Arbeit gewichtet die ermittelte Projektrestlaufzeit (in Monaten) mit der 
Größe865 sowie dem durchschnittlichen Gehalt des Projektteams. Jedoch sollen even-
tuell anfallende Schulungsaufwendungen beispielsweise für Coaches, Seminare oder 
Konferenzen gesondert abgeschätzt und der Kostensumme zugeschlagen werden.  
 
Ausgehend von der in 9.3.2.3.3.3 errechneten Projektrestlaufzeit in Monaten, der 
Anzahl der Projektteammitglieder und deren durchschnittlichem866 Gehalt (inklusive 
Lohnnebenkosten) kann der zeitliche Aufwand wie folgt in monetäre Größen über-
führt werden. 
                                                 
863 LUM et al.(2003), S.7 
864 Boehm(2000), S. 16 
865 Die Größe des Projektteams wird in dieser Arbeit für den gesamten Projektverlauf konstant ange-
nommen, da ausscheidende Teammitglieder unmittelbar ersetzt werden. 
866  Sollen möglicherweise bestehende Gehaltsunterschiede zwischen den Teammitgleidern en detail 
berücksichtigt werden, ist das Modell entsprechend anzupassen. 
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gteamMAmon ⋅⋅=  
Formel 15: Überführung in monetären Projektrestaufwand (ohne Schulungsausgaben) 
 
Werden zusätzlich durchschnittliche monetäre Weiterbildungsaufwände je Mitarbei-
ter und Monat berücksichtigt, erweitert Formel 15 sich wie folgt: 
 
)( Schulungmon AgteamMA +⋅⋅=  
Formel 16: Überführung in monetäre Projektrestaufwand (mit Schulungsausgaben) 
 
Mit 
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Dabei enthält folgende Tabelle alle in die Ermittlung des Projektrestaufwands integ-
rierten Kennzahlen: 
 
Verwendete Kennzahlen
Kennzahl Bedeutung Standardwerte
*Durchschnittliche PDR der ISBSG-Datebank Release 4 und Release 8 zitiert nach Bundschuh/Fabry(2004), S.217
**vgl. Seibert(2005), 8.13
***vgl. Boehm(2000), S.15
****vgl. Bundschuh/Fabry(2004), S.87
Einheit
FPBasis
Gesamtgröße des Projektes in FP
(FPs geschätzt zu einem Basiszeitpunkt) -
FPbisher
Bisher realisierte 
Funktionspunkte -
PDR Project Delivery Rate 5,8h/FP - 13,7 h/FP*
FP
FP
hp/FP
m Anzahl der Monate, für die RCberücksichtigt werden soll-
RC Requirements Creep 1% - 5% pro Monat**% pro Monat
At hp
Prognostizierter zeitlicher
Restaufwand -
p1 -
Prozentualer Zuschlag zur PDR
(Grund: Anforderungszunahme) -
p2 -
Prozentualer Zu-/Abschlag zur PDR
(Grund: Kompetenzveränderungen)
z.B. COCOMO II
productivity range***
tsoll hp pro Monat und MA
Durchschnittliche monatliche
Sollarbeitszeit je Mitarbeiter Ca. 158h/Monat****
anon in %
Durchschnittlich auf „nonlabor“
entfallender Anteil der Soll-Arbeitszeit Ca. 15,5%*****
aother in %
Durchschnittlich auf „other_labor“
entfallender Anteil der Soll-Arbeitszeit
aSchulung in %
Durchschnittlich auf Weiterbildung 
entfallender Anteil der Soll-Arbeitszeit
team - Anzahl der Projektteammitglieder
FQ % pro Monat Durchschnittliche monatlicheFluktuationsquote -
tneu hp pro neuem MA
Einarbeitungszeit eines neuen
Teammitglieds -
g GE je MA und Monat Durchschnittliches Gehalt eines Projektteammitglieds -
ASchulung GE je MA und Monat Weiterbildungsaufwendungen -
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Gesamtgröße des Projektes (geschätzt zum Basiszeitpunkt):  10000 FP 
Bereits realisierter Softwareumfang:  4000 FP 
Durchschnittliche PDR (gemessen):  6 hp/FP 
Requirements-Creep RC (Standardwert):  2% pro Monat 
Anzahl der Monate, für die noch Anforderungszuwächse 
 erwartet werden (geschätzt):  5 Monate 
Zuschlag aufgrund von Größenzunahme:  1% 
Zuschlag aufgrund von Kompetenzzugewinn:   -8,3% 
Sollarbeitszeit:  160 hp/Monat 
Anteil von „nonlabor“:  15,5% 
Anteil von „other_labor“:  33,7% 
Anteil von Weiterbildungsmaßnahmen:   2% 
Anzahl der Teammitglieder:   20 Personen 
Durchschnittliche Fluktuationsquote (pro Monat):  5% 
Einarbeitungszeit für ein neues Teammitglied:  30hp 
 
nach: 
team
FQ
t
aaa
t
FQ
team
aaa
t
ppPDRFPRCmFP
M
neu
Schulungothernon
soll
Schulungothernon
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bisherBasis
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folgt eine prognostizierte Projektrestdauer von:  
 
4,25
6,1531
38934
2005,0)30))02,0337,0155,0(1(160()05,01(20))02,0337,0155,0(1(160
)083,001,01(6)4000)02,051(10000(
≈=
=
⋅⋅−++−⋅+−⋅⋅++−⋅
−+⋅⋅−⋅+⋅
 
 
Durchschnittliches Gehalt des Projektteams:   3000 GE 
Schulungsausgaben je MA und Monat:   150 GE 
 
nach: 
)( Schulungmon AgteamMA +⋅⋅=  
folgt ein monetärer Restaufwand von:  
1600200)1503000(204.25 =+⋅⋅=monA  
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10 Analyse von Verfahren zur Ertragsschätzung bei 
Softwareentwicklungsprojekten 
 
Wie in Kapitel 9 ausgeführt, existieren in der Literatur zu Softwareentwicklungspro-
jekten zahlreiche Verfahren und Verfahrensvarianten zur (zeitlichen) Aufwands-
schätzung. Diese wurden in Hinblick auf die hier verfolgte Zielsetzung analysiert, 
kombiniert und erweitert. 
 
Jedoch setzt eine Wirtschaftlichkeitsbewertung im Sinne dieser Arbeit sowohl 
Kenntnis über zu erwartende Restaufwände wie auch über, durch das Projekt reali-
sierbare, Erträge voraus. Jedoch gestaltet sich eine monetäre Bewertung des Projekt-
ertrags bzw. Projektnutzens für Softwareentwicklungsprojekte komplex. Die meisten 
Veröffentlichungen aus dem Bereich der Softwareentwicklung gehen auf diesen As-
pekt nur am Rande ein.867 Als möglicher Grund kann hierfür die hohe Variantenviel-
falt bei Softwareentwicklungsprojekten gesehen werden, welche den Einsatz standar-
disierter Ertragsprognoseverfahren erschwert.  
 
Jedoch ist eine Ertragsprognose für eine Wirtschaftlichkeitsbewertung im Sinne die-
ser Arbeit und eine darauf aufbauende Empfehlung zu Projektabbruch oder  
-weiterführung unerlässlich. Um die – oben angesprochene – Variantenvielfalt von 
Softwareentwicklungsprojekten zu berücksichtigen, orientiert sich die nachfolgende 
Analyse von Verfahren und Modellen zur Ertragsprognose an der in Kapitel 5.3 vor-
genommenen Klassifizierung nach Ertragsmerkmalen.  
 
Entsprechend dieser Klassifikation werden in diesem Kapitel Ertragsschätzungen für 
Softwareentwicklungsprojekte mit direkten oder indirekten Erträgen sowie die Ent-
wicklung von Individual- bzw. Standardsoftware in all ihren Kombinationen getrennt 
betrachtet. Dabei wird für jede in Kapitel 5.3 identifizierte Softwarekategorie die 
Möglichkeit und Sinnhaftigkeit eines Einsatzes von Prognoseverfahren analysiert und 
ggf. ein Verfahren868 ausgewählt. Die ausgewählten Verfahren werden in das in Kapi-
tel 11 gebildete Entscheidungsmodell auf Stufe V869 integriert. 
                                                 
867 Vgl. auch Kapitel 2.2.5 
868 Es wird im Folgenden keine begriffliche Differenzierung in Verfahren und Methode vorgenom-
men. 
869 Vgl. Kapitel 11.2.5 
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10.1 Ertragsschätzung bei Standardsoftware 
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Abbildung 71: Kategorisierung Standardsoftware-Erstellung 
 
Standardsoftware ist – wie in Kapitel 5.3.1 beschrieben - auf Grund ihres hohen 
Standardisierungsgrades auf eine große Anzahl von Nutzer ausgelegt. Da hierbei so-
mit nicht für einen bestimmten Kunden zu einem vorab festgelegten oder aufwands-
bezogenen Preis (z.B. vereinbarter Tagessatz) produziert wird, ist bei der Entwick-
lung von Standardsoftware neben der Abschätzung des Projektaufwands ein weiterer 
Fokus auf die Prognose der am Markt erzielbaren Erträge zu legen. 
 
 „Da die bei der Leistungserstellung in der IT entstehenden Kosten überwiegend Fix-
kosten sind und der Anteil variabler, also leistungsmengenabhängiger Kosten in der 
Regel gering ist, spielen die geplanten Leistungsmengen eine zentrale Rolle.“870  
 
Bei einer Verringerung der absetzbaren Leistungsmenge, verringert sich auch der 
Umsatz entsprechend. Da (nahezu) keine Reproduktionskosten anfallen, entspricht 
zusätzlicher Umsatz (nahezu) eins zu eins zusätzlichem Ertrag. Der Fixkostenblock 
der Entwicklung hingegen bleibt – bei Variation der absetzbaren Menge – konstant. 
 
Wird eine Vermarktung der erstellten Software – somit des Projektergebnisses – auf 
einem Absatzmarkt angestrebt, müssen für eine fundierte Entscheidung über Weiter-
führung oder Abbruch eines Projektes neben den Restaufwänden auch die am Markt 
erzielbaren Erträge – im wesentlichen bestimmt durch Absatzmenge und Preis – 
                                                 
870 Waldbauer/Kütz (2003), S.13 
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prognostiziert werden. Da Prognosen naturgemäß mit Unsicherheit behaftet sind, 
unterliegen bei diesen Projekten Abbruchentscheidungen folglich einem höheren 
Unsicherheitsfaktor verglichen mit Projekten, bei denen der Ertrag bereits vorab ver-
traglich festgelegt ist.871 Daher gilt es, trotz bestehender Schwierigkeiten bei der Vor-
hersage von Absatzmengen und daraus resultierendem Umsatz bzw. Gewinn, diese 
Größen bestmöglich zu prognostizieren um den Unsicherheitsfaktor zu minimieren. 
 
Derartige Abschätzungen unterbleiben jedoch in der Praxis häufig bzw. werden le-
diglich anhand eines „Bauchgefühls“ vorgenommen. Wie bereits angesprochen wer-
den auch in der Literatur zu Softwareentwicklungsprojekten Ertrags- bzw. Nutzen-
bewertungen oftmals vernachlässigt bzw. gehen – wo vorhanden – meist zu wenig 
ins Detail. 
 
Jedoch ist für eine Wirtschaftlichkeitsbewertung im Sinne dieser Arbeit eine Ab-
schätzung des Projektertrags gerade für die Kategorie „Standardsoftware“ unerläss-
lich. Um der Anforderung „Objektivität“872 gerecht zu werden, soll auch diese Prog-
nose auf Basis konkreter Kennzahlen und praxisnaher Modelle vorgenommen wer-
den.  
 
                                                 
871 In diesem Fall bestehen hauptsächlich die Risiken „Ausfall des Vertragspartners“ oder ggf. „Über-
schreitung einer Preis-Obergrenze“ vgl. auch Kapitel 10.2 
872 Vgl. Kapitel 7.2.3.2 und Kapitel 8.2.3  
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10.1.1 Kommerzielle Software 
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Abbildung 72: Kategorie "Kommerzielle Software" 
 
10.1.1.1 Vermarktungsrelevante Eigenschaften des Gutes „Software“ 
 
Wie bereits ausgeführt, wird für diese Arbeit unter dem Begriff „kommerzielle Soft-
ware“ diejenige Software verstanden, die über den Markt gegen Entgelt an Kunden 
veräußert wird. In Abgrenzung zur Individualsoftware wird dabei das Softwarepro-
dukt nicht für einen bestimmten Auftraggeber produziert, sondern die Veräußerung 
an bis dato unter Umständen unbekannte Kunden angestrebt. In Abgrenzung zur 
Kategorie „Freie Software“ ist mit der Nutzungsberechtigung für die Software eine 
finanzielle Gegenleistung verbunden. 
 
Da Software ein immaterielles Wirtschaftsgut – vergleichbar mit Wissen und Infor-
mation – darstellt, erfolgt eine Veräußerung nicht über die materielle Weitergabe des 
Gutes „Software“ an einen Käufer. Vielmehr wird Software i.d.R. über das theoreti-
sche Konstrukt der Lizenz vermarktet, welche dem Käufer die Nutzung der Soft-
ware innerhalb eines gewissen Umfangs erlaubt.  
 
Wie in Kapitel 5.2 sowie 10.1 ausgeführt, gehen die Reproduktionskosten von 
Software – wie auch von anderen immateriellen Gütern – faktisch gegen Null. Somit 
schlägt sich bei immateriellen Wirtschaftsgütern ein höherer Absatz direkt in höheren 
Gewinnen nieder. Zum Teil anfallende Materialkosten, beispielsweise in Form von 
CD-ROMs,  – sofern die Software nicht durch Download übertragen wird – sollen 
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im Folgenden vernachlässigt werden. Somit muss gerade im Bereich der immateriel-
len Wirtschaftsgüter der Absatzprognose ein hoher Stellenwert beigemessen werden, 
da jeder zusätzliche Absatz zu zusätzlichem Ertrag führt und die Problematik von 
Reproduktionskosten und/oder Kapazitätsengpässen nicht oder nur sehr einge-
schränkt besteht. 
  
In der Literatur wird zudem Software als Gut die Eigenschaft der Unteilbarkeit zu-
gesprochen.873 Unteilbarkeit meint in diesem Kontext, dass Software nur in „diskre-
ten Einheiten“874 erworben und veräußert werden kann. „Eine nur zu 50% über-
spielte Software ist ‚gar keine Software’.“875 Diese Annahme muss vor dem Hinter-
grund der Vermarktung einzelner Software-Module, die individuell zusammengestellt 
werden können, überprüft werden. Wird ein Modul hierbei als Teil der Gesamtsoft-
ware betrachtet, müsste die Annahme der Unteilbarkeit aufgegeben werden. Für die-
se Arbeit jedoch soll jede separat zu erwerbende und zu veräußernde Softwareeinheit 
als eigenständiges Produkt betrachtet werden. Die Annahme der Unteilbarkeit des 
Gutes Software wird somit für den Bereich der Standardsoftwareerstellung aufrecht-
erhalten.  
 
Weiterhin muss das Gut „Software“ aufgrund seines immateriellen Charakters als 
Gut betrachtet werden, das sich im Gebrauch nicht abnutzt, „also keinem physi-
schen Verschleiß oder Verbrauch unterliegt.“876 Folglich muss das für Absatzprog-
nosen zum Teil untersuchte Kaufverhalten von „Wiederkäufern“877 für Softwarepro-
dukte als weitgehend irrelevant erachtet werden, da Ersatzkäufe auf Grund von Ab-
nutzung unterbleiben. Lediglich kann eine Analogie zwischen Abnutzung und tech-
nischer Veraltung von Software gesehen werden. Jedoch muss angenommen wer-
den, dass aufgrund der sehr kurzen Produktlebenszyklen und dem schnellen techni-
schen Fortschritt im Bereich der Softwareentwicklung „Quasi-Ersatzkäufe“ zwar 
vorgenommen werden, jedoch mit technisch und funktional veränderten Produkten 
                                                 
873 Vgl. v.Engelhardt(2006), S.12 
874 Vgl. Quah(2003), S.17 
875 V.Engelhardt(2006), S.12 
876 V.Engelhardt(2006), S.17 in einer Zusammenfassung von Fichert(2002), S.3 und Kooths 
u.a.(2003), S.21 
877 Vgl. Heinrichsmeier(1997), S.3; er stützt sich dabei auf Literatur von Lilien/Kotler/Moorthy 
(1992), S.459 und Narasimhan/Sen (1983), S.11ff. 
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– beispielsweise dem Erwerb einer nachfolgenden Software-Version. Dies kann so-
mit nicht als klassischer „Ersatzkauf“ gewertet werden. Eine Abgrenzung zwischen 
Erst- und Wiederkäufern in Analogie zu der Frage, ob es sich bei dem späteren Kauf 
um das gleiche oder ein anderes Produkt handelt, ist somit schwer durchzuführen. 
Daher soll für diese Arbeit eine Separation nach Erst- und Wiederkäufern unterblei-
ben.  
 
Unter Berücksichtigung dieser Besonderheiten ist – wie für jedes am Markt zu veräu-
ßernde Projektergebnis bzw. Produkt – der Ertrag auch für Softwareprodukte zu 
prognostizieren und in die Wirtschaftlichkeitsbewertung des Projektes zu integrieren.  
 
Wie bereits angesprochen finden sich in der Literatur zu Softwareentwicklungspro-
jekten nur wenige Ausführungen zu Nutzenbewertung und Ertragsprognosen. Daher 
soll in den folgenden Kapiteln schwerpunktmäßig auf Veröffentlichungen aus den 
Bereichen Marketing, Marktforschung, Absatzplanung und Preispolitik zurückge-
griffen werden. „Der Absatzprognose von Neuprodukten kommt dabei im Rahmen 
der Marketing-Planung ein erheblicher Stellenwert zu.“878 Das hier entwickelte Mo-
dell sei jedoch so konzipiert, dass auch pauschale Schätzungen von Marktanteilen, 
Absatzmengen oder Erträgen – wie in der Praxis häufig gebräuchlich – integriert 
werden können. 
 
                                                 
878 Heinrichsmeier (1997), S.1 basierend auf Wind (1984), S.37  
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10.1.1.2 Auswahl eines Verfahrens zur Absatzprognose bei kommer-
ziellen Softwareprodukten 
10.1.1.2.1 Die Preis-Absatz-Funktion als Basiskonstrukt 
 
Wie bereits mehrfach ausgeführt, entstehen für Software keine bzw. vernachlässigbar 
geringe Reproduktionskosten. Auch Kapazitätsengpässe bei der Software-Verviel-
fältigung sind i.d.R. nicht zu erwarten. Der Erlös jeder am Markt veräußerbaren Soft-
wareeinheit bzw. Software-Nutzungsrecht-Einheit kann somit in voller Höhe879 als 
Beitrag zur Kompensation des entstandenen Fixkosten-Blocks der Entwicklung ge-
sehen werden.  
 
Dieser Erlös resultiert aus einem Verkauf der Nutzungsrechte an dem Softwarepro-
dukt über Lizenzen. Das vermarktete Produkt im engeren Sinne ist somit die Soft-
ware-Lizenz.  
 
In der Praxis existieren derzeit eine Vielzahl verschiedener Lizenzmodelle – für diese 
durch vertragliche Vereinbarungen ggf. wiederum Variationen. In dieser Arbeit soll 
vereinfachend von einem Standard-Lizenz-Modell ausgegangen werden, bei dem zu 
einem festgesetzten Preis das Installations- und Nutzungsrecht an der Software für 
einen oder eine begrenzte Anzahl von Rechnern gewährt wird. Weitere Varianten – 
beispielsweise die „Vermietung“ von Software, Preisstaffelung nach Nutzerzahlen, 
nutzungsabhängige Gebühren, Lizenzkonstrukte mit integriertem Wartungsvertrag 
und andere – können aufgrund der Variantenvielfalt nicht en detail dargestellt wer-
den. Die hier analysierten Verfahren sind bei Anwendung des Entscheidungsmodells 
ggf. an die Besonderheiten des verwendeten Lizenzmodells anzupassen.  
 
Der Ertrag des im Projekt erstellten Software-Produktes – somit der Projektertrag – 
ist die Summe der am Markt erzielten Erlöse.880 Diese Summe gilt es abzuschätzen. 
Der am Markt erzielbare Erlös wird durch den (Lizenz-)Preis und die absetzbare 
Menge (an Lizenzen) bestimmt. Somit gilt es für eine Ertragsprognose abzuschätzen, 
welche Menge zu einem bestimmten Preis veräußert werden kann. 
                                                 
879 Es wird im folgenden von Reproduktionskosten von Null ausgegangen 
880 Diese muss bei Anwendung dynamischer Verfahren auf einen Bewertungszeitpunkt abgezinst 
werden. Vgl. hierzu Kapitel 8.3.2 
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Diese Preis-Mengen-Beziehung wird in der klassischen BWL als Preis-Absatz-
Funktion bezeichnet. „Die Preis-Absatz-Funktion ist eine formale Abbildung der 
Beziehung zwischen Angebotspreis und Absatzmenge eines Produkts: Zu welchem 
Preis wird wieviel verkauft?“881 Dabei ist diese Frage zunächst auf Ebene des einzel-
nen Nachfragers und seiner jeweiligen Präferenzen zu klären.882 Durch Aggregation 
kann die gesamte Preis-Absatz-Funktion für das Produkt ermittelt werden. 883  
 
Dabei wird in der klassischen Form davon ausgegangen, dass die „veräußerbare Ab-
satzmenge […] eines Produktes […] vom Preis des Produktes […] bzw. vom Preis 
dieses Produktes und von den Preisen aller übrigen im Preisverbund stehenden Pro-
dukte […] abhängig ist.“884 Der Preis ist dabei Aktionsparameter, die Absatzmenge 
Erwartungsparameter. 885   
 
Eine Preis-Absatz-Funktion (PAF) hat –  in einer linearen Variante –  typischerweise 
folgenden Verlauf:886  
 
Preis
Absatz 
0
 
Abbildung 73: typischer Verlauf einer linearen Preis-Absatz-Funktion887 
 
 
                                                 
881 Schmalen (1995), S.23 
882 Schmalen (1995), S.23 
883 Schmalen (1995), S.23 
884 Schmalen (1995), S.23 
885 Schmalen (1995), S.23 
886 Auf davon abweichende Varianten, beispielsweise die Cobb-Douglas-Preis-Absatz-Funktion, so-
wie die bestimmenden Kennzahlen wie Prohibitivpreis, Sättigungsmenge sowie Preiselastizität soll 
hier nicht detaillierter eingegangen werden. Es sei auf die entsprechende Literatur verwiesen, bei-
spielsweise Schmalen (1995) 
887 Vereinfachte Darstellung in Anlehnung an Schmalen (1995), S.27 
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Eine Alternative zu dieser „klassischen“ PAF ist die „hedonistische Preisfunkti-
on“.888 Dabei wird jedem Ausstattungsmerkmal – auch als Leistungskomponente be-
zeichnet – ein monetärer Teilbetrag, also „Marktwert“ zugeordnet. So kann der Preis 
eines Produktes durch dessen (objektive) Ausstattungsmerkmale erklärt werden. 
Preisunterschiede werden durch Ausstattungsunterschiede bedingt.889 Problematisch 
ist hierbei der unterstellte Zusammenhang zwischen dem Preis und den „objektiven“ 
Produkteigenschaften. Dies bedingt, dass nur ein Produkt, das objektiv „mehr bietet“ 
mehr kosten darf.890 „Der Einfluss psychologischer (Zusatz-)Nutzwerte (z.B. Jugend-
lichkeit […]) wird [dabei] ebenso vernachlässigt wie das Problem der subjektiv ver-
zerrten Wahrnehmung ‚objektiver’ Eigenschaften.“891  
10.1.1.2.2 Die empirische Ermittlung von Preis-Absatz-Funktionen 
 
 „Voraussetzung für die Preisplanung ist eine möglichst genaue Kenntnis der jeweils 
herrschenden Beziehung zwischen Absatzpreis und Verkaufsmenge, also der Preis-
Absatz-Funktion.“892  
 
Dies ist folglich auch Voraussetzung für eine fundierte Ertragsprognose. Problema-
tisch ist dabei jedoch für die praktische Schätzung der Preis-Absatz-Funktion das 
Verhalten der Nachfrager zu quantifizieren893 und zu prognostizieren.  
 
Ökonometrische Regressionsverfahren können dabei statistisch den Preis-Mengen-
Zusammenhang ermitteln. Jedoch klammern diese verhaltenstheoretische Erklärun-
gen für die Preisreaktion der Nachfrager aus.894 Die dafür benötigten Daten werden 
i.d.R. über gezielte Preisexperimente ermittelt.895 Da hierbei der Preis bereits beste-
hender Produkte auf einem realen Markt oder „Labormarkt“ systematisch verändert 
                                                 
888 Vgl. Schmalen (1995), S.24 
889 Vgl. Schmalen (1995), S.24f. in einer Zusammenfassung der dort angegebenen Literatur für die 
letzten drei Sätze 
890 Vgl. Schmalen (1995), S.25 für die letzten beiden Sätze 
891 Vgl. Schmalen (1995), S.25 basierend auf Brockhoff(1993), S.47 
892 Schmalen (1995), S.32 
893 Vgl. Schmalen (1995), S.32 
894 Vgl. Balderjahn (1991), S.33 zitiert nach Schmalen (1995), S.32 
895 Vgl. Schmalen (1995), S.33 
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wird,896 muss diese Methode für Neuprodukte als nur bedingt geeignet bewertet wer-
den. Eine Ermittlung des Kaufverhaltens über Befragungen scheint für Produktin-
novationen geeigneter.  
 
„Am einfachsten gestaltet sich die direkte Käuferbefragung […]. Die Aggregation 
der zu einem bestimmten Preis jeweils kaufbereiten Kunden führt zu Preis-Mengen-
Kombinationen, die dann die Grundlage ökonometrischer Schätzungen bilden.“897 
Jedoch ist diese Art der Befragung mit hohen Mängeln hinsichtlich Validität und Re-
liabilität behaftet.898 „Durch die isolierte Preisbetrachtung schafft die direkte Befra-
gung beim Kunden ein atypisch hohes Preisbewußtsein. In einer realen Kaufsituation 
ist er zudem unmittelbarer gezwungen zwischen Preis und Produktnutzen abzuwä-
gen, so dass aufgrund dieses ‚Trade-offs’ das tatsächliche Kaufverhalten erheblich 
vom bekundeten abweichen kann.“899   
 
Es empfiehlt sich daher diese Trade-Off-Problematik in eine indirekte Befragung 
zu integrieren. Hierfür stellt die Conjoint-Analyse900 ein geeignetes Verfahren dar. 
Dabei werden die Befragten gebeten, die vorgelegten Produktbeschreibungen je nach 
ihren Präferenzen zu priorisieren oder Paarvergleiche anzustellen.901  
 
ARMSTRONG beschreibt diesen Kerngedanken einer Integration von Trade-Offs 
in das Analyseverfahren sehr anschaulich:  
 
„One way to learn about the demand for new products before there introduction is 
to ask customers what they want. Of course, they usually want the highest quality at 
the lowest prices. […] In conjoint analysis, forecasters ask people to make trade-offs 
among conflicting considerations. They might ask customers to state their interests 
in purchasing products that vary in their benefits, features and prices. The methodol-
                                                 
896 Schmalen (1995), S.33 
897 Schmalen (1995), S.36 
898 Vgl. Simon (1992), S.116 
899 Schmalen (1995), S.36 
900 Auch als „Conjoint-Measurement“ bezeichnet 
901 Vgl. Schmalen (1995), S.36 für die letzten drei Sätze 
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ogy covers the design of questions, administration and analysis of responses in order 
to quantify customers` trade-offs.”902 
 
Die Conjoint-Analyse greift somit den Grundgedanken der – in Kapitel 10.1.1.2.1 
angesprochenen – hedonistischen Preis-Absatz-Funktion auf, dass die Eigenschafts-
ausprägungen des Produktes eine wesentliche Rolle für die Kaufentscheidung spie-
len. Der Preis wird dabei jedoch als eine der Produkteigenschaften interpretiert.  
 
Im Gegensatz zu den Regressionsverfahren versucht die Conjoint-Analyse folglich 
„über Präferenzurteile und die Möglichkeit den Preis im Zusammenspiel mit anderen 
Produktmerkmalen zu erfassen, die Preis-Absatz-Funktion verhaltenswissenschaft-
lich zu verankern.“903 Sie scheint sich letztendlich in der Praxis durchzusetzen.904 
Letzteres zeigt sich auch durch die Vielzahl an Möglichkeiten zur Toolunterstützung 
bei der Planung, Durchführung und Auswertung von Conjoint-Analysen. Eine Über-
sicht über derartige Tools mit Eignungsbewertung für verschiedene Verfahrensvari-
anten findet sich beispielsweise bei MELLES/HOLLING.905 Auf Möglichkeiten der 
Toolunterstützung soll im Folgenden jedoch nicht detailliert eingegangen werden. 
                                                 
902 Armstrong (2001), S.145 
903 Schmalen (1995), S.32 
904 Vgl. Schmalen (1995), S.33 
905 Melles/Holling (1998), S.19f.; Es muss davon ausgegangen werden, dass mittlerweile zahlreiche 
weitere Tools zu Conjoint-Analysen auf dem Markt sind. In zahlreichen Fallstudien und Publikati-
onen wird derzeit SAWTOOTH SOFTWARE als Marktführer für CA-Software genannt. 
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10.1.1.2.3 Absatzprognose auf Basis der Conjoint-Analyse  
 
Im Folgenden soll die Eignung der Conjoint-Analyse zur Ertragsprognose bei Soft-
wareentwicklungsprojekten analysiert werden. Dabei werden sowohl nationale und 
internationale Studien zur Anwendung als auch Empfehlungen aus der Fachliteratur 
dargestellt. Es soll dabei das Konzept der Conjoint-Analyse in seiner Grundstruktur 
analysiert werden. Auf einzelne Verfahrensvarianten wird dabei nicht detailliert ein-
gegangen. Hierzu sei auf entsprechende Literatur verwiesen, beispielsweise HIL-
LIG(2006). 
10.1.1.2.3.1 Die Verbreitung der Conjoint-Analyse in der Praxis 
 
„Mittlerweile zählen Conjoint-Analysen sowohl in Deutschland als auch internatio-
nal zu den populärsten multivariaten Analysemethoden im Marketing.“906 
 
Einer Untersuchung von MELLES/HOLLING907 zu Folge, in der Studien aus den 
USA und Europa mit einer eigenen empirischen Erhebung für Deutschland vergli-
chen wurden, erstreckt sich das Anwendungsgebiet der Conjoint-Analyse mittlerweile 
über alle Produktbereiche.908 Dabei ist Deutschland das Land „with the most applica-
tions of conjoint analysis in Europe with more than one third of projects re-
ported.“909 Der überwiegende Teil der befragten Anwender nutzt Conjoint-Analysen 
für Konsumgüter. Jedoch wird sie auch für Industriegüter und Dienstleistungen ein-
gesetzt.910 Eine Eignung auch für Softwareprodukte kann somit angenommen wer-
den.  
 
WILDEMANN/KERSTEN empfehlen in ihrem Artikel “Kundenorientiertes Ma-
nagement der Software-Entwicklung” die Conjoint-Analyse explizit für die Beprei-
sung innovativer Softwareprodukte911 und somit eine Integration der Disziplinen 
Softwareentwicklung und Marktforschung. 
                                                 
906 Hartmann/Sattler (2002), S.1; „in Deutschland“ stützt sich dabei auf eine Untersuchung von Hart-
mann/Sattler (2002), „international“ auf Wittink/Vriens/Burhenne(1994) 
907 Melles/Holling (1998) 
908 Vgl. Melles/Holling (1998), S.5 
909 Hartmann/Sattler (o.J.), S.2 basierend auf Wittink et al.(1994) 
910 Vgl. Melles/Holling (1998), S.5 für die letzten beiden Sätze 
911 vgl. Wildemann/Kersten (2000), S.1231 
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„Aus der Marktforschung werden insbesondere Informationen benötigt, die die 
Preisvorstellung der Kunden für das neue Softwareprodukt widerspiegeln, die Kun-
denanforderungen in Bezug auf Softwareeigenschaften deutlich machen und damit 
die Bedeutung der jeweiligen Softwareeigenschaft für den Kunden erkennen lassen. 
Methodische Unterstützung bietet das auch auf Software anwendbare Conjoint-
Measurement.“912 
 
Einer Auswertung der Studien nach WITTINK/CATIN, WITTINK et al. und 
MELLES/HOLLING bei MELLES/HOLLING zu Folge finden sich folgende 
Einsatzgebiete für die Conjoint-Analyse (in einer regionalen Kategorisierung): 
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Abbildung 74: Einsatzgebiete der Conjoint-Analyse913 
 
Demnach wird in Deutschland die Conjoint-Analyse hauptsächlich im Bereich der 
Produktentwicklung, somit der Abstimmung des Neuproduktes auf die Kundenan-
forderungen, eingesetzt. Auch Preisfindung und Marktsegmentierung stellen wichtige 
                                                 
912 Wildemann/Kersten (2000), S.1231  
913 Eigene Darstellung basierend auf die bei Melles/Holling (1998), S.6 genannten Daten; Diese ent-
halten die Auswertungen von Wittink/Cattin (1989) und Wittink et al. (1994); Es sei auf die dort 
gemachten Literaturangaben verwiesen. Mehrfachantworten waren zugelassen, da eine CA-Studie 
auch mehreren Zwecken dienen kann. Für Melles/Holling wurden die mit der Anzahl der durch-
geführten Projekte gewichteten Ergebnisse dargestellt. 
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Einsatzgebiete dar. Auch einer Studie von HARTMANN/SATTLER für den 
deutschsprachigen Raum zu Folge waren product development (47%), pricing (48%), 
segmentation (21%) und brand equity measurement (16%) die Kern-
Einsatzbereiche.914 
 
HILLIG sieht dabei eine enge inhaltliche Einheit bei den Einsatzgebieten Neupro-
duktgestaltung und Preisfindung915. Diese kann angenommen werden, da das Design 
neuer Produkte in der Regel in Hinblick auf eine Gewinnmaximierung bei der Ver-
marktung des betreffenden Produktes vorgenommen wird. Somit hält HILLIG auch 
bei Neuproduktgestaltungen neben einer Orientierung an reinen Präferenzwerten ei-
ne Marktsimulation, die verschiedene Ausgestaltungsoptionen des Produktes bewer-
tet, für sinnvoll. Dabei wird auch bei HILLIG die Preis-Absatz-Funktion als Basis-
Konstrukt der Preisfindung gesehen. Da auch sie durch eine Simulation des relevan-
ten Marktes ermittelt wird und nur innerhalb dessen ihre Aussagekraft besitzt, ist ei-
ne enge methodische Einheit bei beiden Zielsetzungen gegeben.916 
 
Meist wird jedoch bei Conjoint-Analysen anstatt der klassischen Preis-Absatz-
Funktion – als ‚direktes’ Verhältnis Preis-Menge – eine analog zu interpretierende 
‚Preis-Marktanteils-Funktion’ gebildet – welche jedoch im begrifflichen Umfeld 
von Conjoint-Analysen auch unter „Preis-Absatz-Funktion“ subsumiert wird. Zur 
Bestimmung der zu erwartenden Absatzmengen eines Produktes ist dabei vorab eine 
Marktanteilsprognose durchzuführen. HEINRICHSMEIER hebt dafür als geeigne-
tes Verfahren die auf der Conjoint-Analyse (CA) basierende Marktanteilssimulation 
(CA-MA) hervor.917 Als Vorteil wird hierbei die Möglichkeit einer expliziten Abbil-
dung der Marktanteilswirkung von veränderten Eigenschaftsausprägungen gese-
hen.918  
 
                                                 
914 Hartmann/Sattler (o.J.), S.2f. 
915 Vgl. Hillig (2006), S.7 
916 Vgl. Hillig (2006), S.7 für die letzten drei Sätze 
917 Vgl. Heinrichsmeier (1997), S.7 
918 Vgl. Heinrichsmeier (1997), S.7f. Heinrichsmeier entwickelt dabei auf Basis eines statischen 
Grundmodells einen methodischen Ansatz zur dynamischen Marktanteilsprognose im Sinne der 
Forderung nach einer Mehrperiodigkeit in der Prognose. Eine praktische Anwendbarkeit dieses 
dynamischen Verfahrens wird aufgrund der Datenerfordernisse für diese Arbeit als schwierig er-
achtet. 
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Folgendes Beispiel zeigte eine durch Conjoint-Analyse ermittelte Preis-Absatz-
Funktion dieser Ausgestaltung für einen LCD-TV: 
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Abbildung 75: Preis-Absatz-Funktion für einen LCD-TV919 
 
Über eine Gewichtung mit dem Marktvolumen lässt sich aufbauend auf einer derarti-
gen Preis-Marktanteils-Funktion die Absatzmenge des Produktes ermitteln. 
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Produkt j in t
 
Abbildung 76: Struktur des Prognoseproblems920 
                                                 
919 Vgl. Sicking (2008), S.2; die PAF basiert auf fiktiven Daten. 
920 Vereinfachte Darstellung nach Heinrichsmeier (1997), S.4; Wie bereits in Kapitel 10.1.1.1 be-
schrieben, wird hier auf eine Unterteilung in Erst- und Wiederkäufer verzichtet. 
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Somit kann in der „Preis-Marktanteils-Funktion“ eine indirekte Form der klassischen 
Preis-Absatz-Funktion gesehen werden. Als problematisch für die praktische An-
wendung kann sich dabei jedoch die Abgrenzung des relevanten Marktes sowie dar-
auf aufbauend die Bestimmung des Marktvolumens erweisen. Zur Abgrenzung des 
relevanten Marktes kann auf bestehende Software-Segmentierungen zurückgegriffen 
werden. Zur Ermittlung des Marktvolumens kann auf amtliche Statistiken, Statistiken 
von Branchenverbänden, Marktforschungsinstitute und wissenschaftliche Arbeiten 
sowie fachbezogene Datenbanken zurückgegriffen werden. Jedoch ist das Marktvo-
lumen in statistischen Veröffentlichungen oftmals nur in Geldeinheiten – nicht wie 
bei HEINRICHSMEIER unterstellt – in Mengeneinheiten – angegeben. Daher kann 
eine vereinfachte Ermittlung des Markterlöses durch eine Gewichtung des monetä-
ren Marktvolumens mit dem prognostizierten Marktanteil notwendig sein. Auf die 
Ermittlung des jeweiligen Marktvolumens soll in dieser Arbeit nicht weiter eingegan-
gen werden. Es sei hierfür auf die entsprechende Literatur verwiesen.  
10.1.1.2.3.2 Die Ermittlung von Marktanteilen auf Basis der Conjoint-Analyse 
 
Allgemein bezeichnet dabei „der Begriff „Conjoint-Analyse“, für den in der Literatur 
insbesondere auch die Bezeichnungen „Conjoint Measurement“, „konjunkte Analy-
se“ oder „Verbundmessung“ gebräuchlich sind, eine Vorgehensweise zur Abbildung 
der Beurteilung einer Menge von Objekten durch eine einzelne Person.“921  
 
Die auf eine Conjoint-Analyse basierende Marktanteilssimulation wird in mehreren 
Schritten durchgeführt, auf die hier nur überblickhaft eingegangen werden soll: 
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Abbildung 77: Prozess der Marktanteilsprognose922 
 
                                                 
921 Backhaus et al. (2008), S.452 
922 Eigene Darstellung in Anlehnung an Heinrichsmeier (1997), S.27 und Gutsche (1995), S.141 
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Bereits in Kapitel 10.1.1.2.3.1 wurde die Problematik der Abgrenzung des relevanten 
Produktmarktes sowie die Bestimmung des Marktvolumens angesprochen, auf wel-
che in dieser Arbeit nicht weiter eingegangen werden soll. 
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Komplex gestaltet sich auch die Festlegung der, für die Conjoint-Analyse relevanten, 
Produkteigenschaften. ‚Relevant’ heißt dabei, dass die Eigenschaft in ihrer jeweiligen 
Ausprägung vom Kunden wahrgenommen wird und auf seine Nutzenbewertung und 
somit auch auf seine Kaufentscheidung Einfluss nimmt. Eine pauschale Festlegung 
derartiger kaufentscheidungsrelevanter Eigenschaften muss aufgrund der Heteroge-
nität von Softwareprodukten als problematisch gesehen werden. Im nachfolgenden 
Kapitel 10.1.1.2.3.3 werden jedoch Studien zur Ermittlung derartiger Eigenschaften 
beispielhaft für ERP-Systeme dargestellt.  
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Die betrachteten Objekten – im Fall dieser Arbeit somit das betrachtete Software-
produkt – werden zwar durch bestimmte Eigenschaften beschrieben, jedoch wird 
unterstellt, dass sie von einer Person dennoch ganzheitlich betrachtet und beurteilt 
werden.923 Es werden dabei in einem nächsten Prozessschritt Verfahren angewendet,  
 
„mit denen auf individueller Ebene aus abgefragten Globalurteilen zu durch Ei-
genschaftsausprägungen beschriebenen Produktprofilen die partiellen Nutzen-
beiträge (Teilnutzenwerte) einzelner Eigenschaftsausprägungen abgeleitet wer-
den können.“924  
 
                                                 
923 Vgl. Backhaus et al. (2008), S.452 
924 Heinrichsmeier (1997), S.11f. basierend auf Gutsche (1995), S.77 
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Darauf aufbauend soll für jedes Produkt ein präferenzbestimmender Gesamtnutzen-
wert errechnet werden.925 
 
Die Conjoint-Analyse – im engeren Sinne – ist somit mehrstufig aufgebaut:926  
 
In einem ersten Schritt werden in einer eigenschaftsbezogenen Bewertungsfunktion 
den Ausprägungen individuelle Teilnutzenwerte zugeordnet.  
 
In einem zweiten Schritt wird mit einer Verknüpfungsfunktion festgelegt, wie der 
Gesamtnutzenwert aus den Teilnutzenwerten gebildet wird.927 
 
In einem dritten Schritt wird darauf aufbauend die individuelle Produktwahlwahr-
scheinlichkeit für die betrachtete Person ermittelt. 
 
Formal dargestellt ergibt sich für Person k und Produkt j folgende Ermittlung 
des Gesamtnutzwertes: 
 
( ) ( ) ( )1 1 2 2, ,...,kj k k j k j kE jEU q q qφ ϕ ϕ ϕ =    
Formel 17: Berechnung des Gesamtnutzwertes in der Conjoint-Analyse928 
 
mit: 
kjU  Gesamtnutzenwert der k-ten Person bezüglich Produkt j 
jeq  Ausprägung der e-ten Eigenschaft von Produkt j 
kφ  Verknüpfungsfunktion der k-ten Person 
keϕ  Bewertungsfunktion der k-ten Person für Eigenschaft e 
e  Index der Produkteigenschaften (e=1,…, E) 
k  Index der Personen (k=1,…, K)  
 
                                                 
925 Vgl. Heinrichsmeier (1997), S.12 
926 Vgl. Heinrichsmeier (1997), S.12 
927 Vgl. Heinrichsmeier (1997), S.12f. basierend auf Schmidt (1996), S.53ff. Zu Varianten, Besonder-
heiten und Vorgehensmodellen der Conjoint-Analyse sei auf weiterführende Literatur verwiesen: 
beispielsweise Heinrichsmeier (1997) und die dort angegebene Literatur; Backhaus et. al. (2008); 
für die Entscheidung für bestimmte Verknüpfungs- und Bewertungsfunktionen im Verlauf der 
Modellbildung bei Heinrichsmeier (1997), S.18-21 
928 Gutsche (1995) S.77 nach Heinrichsmeier (1997), S.12 
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Auf verschiedene Berechnungsmethoden der Gesamtnutzenwerte und alternative 
Entscheidungsregeln zur Transformation der Gesamtnutzenwerte in Produkt-
wahlwahrscheinlichkeiten wird in dieser Arbeit nicht eingegangen. Es sei auf 
entsprechende Literatur aus dem Bereich der Marktforschung verwiesen. 
 
Der zeitpunktbezogene Marktanteil für das Produkt j – als letzte Stufe des Marktan-
teil-Prognose-Prozesses – berechnet sich wie folgt:929 
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Formel 18: Berechnung des zeitpunktbezogenen Marktanteils für Produkt j930 
 
mit: 
jMA  prognostizierter Marktanteil für das Produkt j 
kjτ  Kaufwahrscheinlichkeit der k-ten Person für Produkt j 
K  Anzahl der Käufer im betrachteten Markt931 
 
                                                 
929 Vgl. Heinrichsmeier (1997), S.34 
930 Heinrichsmeier (1997), S.34 
931 Leider unterbleibt bei Heinrichsmeier eine Erklärung der Variablen K; Die Definition wurde hier 
ergänzt. Es wird dabei implizit davon ausgegangen, dass jeder Käufer ggf. nur eine Einheit des 
Produktes j erwerben will. Wird davon ausgegangen, dass ein Käufer eine größere Anzahl eines 
Produktes erwerben will, muss die Formel entsprechend angepasst werden. 
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10.1.1.2.3.3 Kaufentscheidungsrelevante Eigenschaften für Softwareprodukte  
 
Wie bereits in Kapitel 10.1.1.2.3.2 ausgeführt, muss eine pauschale Festlegung kauf-
entscheidungsrelevanter – und somit auch für die Conjoint-Analyse relevanter – Pro-
dukteigenschaften aufgrund der Heterogenität von Softwareprodukten als problema-
tisch bewertet werden. Im Folgenden sollen relevante Produkteigenschaften am Bei-
spiel von ERP-Systemen dargestellt werden.  
 
In einer Studie von KEIL/TIWANA wurden 126 MIS-Manager befragt zu Faktoren, 
die die Auswahlentscheidung für ein „enterprise software package“ beeinflussten. In 
der Untersuchung werden die Begriffe „enterprise software package“, „enterprise-
level software“, „ERP packages“ und „ERP Systeme“ synonym gebraucht. 
 
KEIL/TIWANA orientieren sich bei der Ermittlung und Bewertung kaufentschei-
dungsrelevanter Eigenschaften an den Kernrisiken des Kauf(entscheidungs-)pro-
zesses. Sie identifizieren dabei zwei Kernrisiko-Kategorien: 
 
„Two broad categories of risk must be considered in the software acquisiton process.  
 
The first involves attributes of the software package itself. Issues of functionality 
provided by the software and the software`s reliability are examples of risks that fall 
within this category. Software that lacks the appropriate functionality carries the risk 
of falling to meet user requirements. […] 
 
The second broad category of risk involves the implementation of the software. 
This type of risk arises from difficulties in modifying the software or business proc-
esses to fit each other and integrating the package with existing systems.”932 
 
Zur Festlegung in Frage kommender Kriterien werteten KEIL/TIWANA zahlreiche 
Studien und Praxisberichte aus.933 Es konnten die Kriterien Cost, Reliability, Func-
tionality, Ease of use, Ease of Customiziation, Ease of implementation und vendor 
reputation identifiziert werden.934  
                                                 
932 Keil/Tiwana (2006) basierend auf Sherer (1993) und Henfridsson (2000) 
933 Die Auflistung und Auswertung der betreffenden Studien findet sich bei Keil/Tiwana (2006), 
S.10f. 
934 Keil/Tiwana (2006), S.10f. in einer Auswertung der dort angegebenen Studien 
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Ausgehend von dieser Kategorisierung wurde der Einfluss der einzelnen Kategorien 
auf die Kaufwahrscheinlichkeit untersucht.935 Dabei wurden folgende Ergebnisse er-
mittelt, aus denen ersichtlich wird, dass vor allem „Functionality“ und „Reliability“ 
die Kaufentscheidungsentscheidung positiv beeinflussen, wohingegen die Kosten ei-
nen negativen Einfluss auf die Kaufentscheidung haben.  
 
 
 
Enterprise system attributes 
 
Effect of likelihood of recommending purchase 
Standardized alpha (t-value) 
Functionality 
Reliability 
Cost 
Ease of Customization 
Ease of use 
Vendor reputation 
Ease of implementation 
0.457 (20.03) 
0.464 (20.34) 
-0.253 (-11.08) 
0.129 (5.67) 
0.073 (3.19) 
0.007 (0.29) 
0.000 (0.01) 
Tabelle 34: Der Effekt der Produkteigenschaften auf die Kaufwahrscheinlichkeit936 
 
„Functionality and reliabilty appear to be paramount concern, with cost, ease of cus-
tomiziation and ease of use being of somewhat lesser concern in manager`s minds. 
Interestingly, neither vendor reputation nor ease of implementation was found to be 
significant in terms of likeliness of recommending purchase.” 
 
Es kann angenommen werden, dass diese Kategorien auch für andere Softwarepro-
dukte kaufentscheidungsrelevant sind. Im konkreten Anwendungsfall einer Conjoint-
Analyse, beispielsweise für die Ermittlung des Marktanteils des entwickelten Soft-
wareproduktes, sind sie im Befragungs-Design geeignet zu konkretisieren.  
10.1.1.2.3.4 Eignung der Conjoint-Analyse für das Entscheidungsmodell 
 
Die große Verbreitung der Conjoint-Analyse in der Praxis937 und die häufige Thema-
tisierung in Fachartikeln sowie wissenschaftlicher und praxisnaher Literatur deuten 
                                                 
935 Es wird hier nicht auf das Design und die Durchführung der Conjoint-Analyse eingegangen. Es sei 
hierzu auf Keil/Tiwana (2006) verwiesen. 
936 Entnommen aus Keil/Tiwana (2006), S.16; Model R2 Adjusted=50.6%; Auf die genaue Durchfüh-
rung und statistische Auswertung soll hier nicht eingegangen werden, da für diese Arbeit nur die 
Kernaussage der Untersuchung relevant ist. Für detailliertere Ausführungen sei auf Keil/Tiwana 
(2006) verwiesen. 
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darauf hin, dass sie sich zum DeFacto-Standard bei den Prognoseverfahren entwi-
ckelt. In seinem umfassenden Standardwerk „Principles of Forecasting“ fasst ARM-
STRONG die Verbreitung und Eignung der Conjoint-Analyse als Vorhersageinstru-
ment folgendermaßen zusammen: 
 
„Conjoint analysis has been widely accepted in business and other areas. It has been 
used in every product category and in every continent. Many academics have studied 
its validity and reliability under various conditions. Academics and practitioners 
have developed alternative approaches for quantifying trade-offs.”938 
 
Auch eine Auswertung empirischer Untersuchungen bei HEINRICHSMEIER deu-
tet darauf hin, dass durch die Anwendung dieser Methode valide Prognosen mög-
lich sind.939  
 
Der Entwicklungsprozess bei Softwareentwicklungsprojekten ist – wie in Kapitel 4.3 
ausführlich dargestellt – bei der Anwendung neuerer Prozessmodelle dadurch ge-
kennzeichnet, dass Anforderungen sukzessive im Projektverlauf erhoben bzw. ver-
feinert werden. Diese schrittweise Anforderungserhebung ist dabei vor allem auf die 
Entwicklung für einen bestimmten Kunden – somit Individualsoftware – ausgelegt. 
Bei (wiederholter) Anwendung der Conjoint-Analyse lassen sich jedoch auch Bewer-
tungen bestimmter Produkteigenschaften durch den Absatzmarkt in seiner Gesamt-
heit analog zur Anforderungsermittlung bei einem konkreten Kunden erfassen. Da-
durch lassen sich bei Anwendung der Conjoint-Analyse Synergieeffekte zwischen 
den Disziplinen marktgerechtes Produktdesign, optimale Produktbepreisung und 
Absatzprognose erzielen. Diese Zusammenführung relevanter Projektaufgaben wird 
in zahlreichen Artikeln explizit oder implizit aufgeführt. Beispielsweise sprechen 
WILDEMANN/KERSTEN in Bezug auf Conjoint-Analysen in einem Zug davon 
„Preisvorstellungen der Kunden für das neue Softwareprodukt“ widerzuspiegeln als 
auch „die Kundenanforderungen in Bezug auf Softwareeigenschaften deutlich [zu] 
machen und damit die Bedeutung der jeweiligen Softwareeigenschaft für den Kun-
                                                                                                                                     
937 Vgl. Heinrichsmeier (1997), S.36 
938 Armstrong (2001), S.146 
939 Vgl. Heinrichsmeier (1997), S.36 und die dort angegebene Literatur ; Auf einzelne Studien zur Be-
wertung der Validität sei in dieser Arbeit nicht eingegangen.  
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den erkennen [zu] lassen.“940 Wie bereits in Kapitel 10.1.1.2.3.1 dargestellt themati-
siert auch HILLIG explizit die inhaltliche Einheit von Neuproduktgestaltung und 
Preisfindung.941 Auch für die Entwicklung von embedded Software wird die Con-
joint-Analyse im Artikel von BUCHENRIEDER(2000) für das Produktdesign emp-
fohlen. 
 
Aufgrund dieser Punkte 
- Verbreitung 
- Validität  
- Synergieeffekte über mehrere Teildisziplinen 
 
wird die Conjoint-Analyse in dieser Arbeit als geeignet für die Absatzprognose von 
kommerziellen942 Softwareentwicklungsprojekten bewertet.  
10.1.1.2.3.5 Kritische Betrachtungen 
 
Die, auf einer Conjoint-Analyse basierende, Marktanteilssimulation (CA-MA) – als 
Basis für die Ermittlung der Preis-Absatz-Funktion – ist jedoch als zeitpunktbezo-
genes Prognoseverfahren zu sehen. Implizit zugrunde liegende Annahme ist somit 
die Identität von Erhebungs- und Prognosezeitpunkt.943  
 
Wird die Datenerhebung nur einmal – beispielsweise zu Beginn des Projektes – 
durchgeführt, können sich bis zum Zeitpunkt der tatsächlichen Ertragsgenerierung 
durch das Produkt sowohl die Produkteigenschaften (durch veränderte Anforderun-
gen) als auch die Marktgegebenheiten verändern. Eine einmalige Conjoint-Analyse 
im Zuge der Projektauswahlentscheidung kann somit nur Anhaltspunkte für die 
Prognose liefern.944 Wiederholte Analysen während des Projektverlaufs – bspw. zu 
den definierten Entscheidungspunkten – können daher sinnvoll sein. Jedoch können 
dennoch auch dann die dadurch ermittelten Prognosewerte von den tatsächlichen 
                                                 
940 Vgl. Wildemann/Kersten (2000), S.1231 
941 Vgl. Hillig (2006), S.7 
942 Im Sinne dieser Arbeit  
943 Vgl. Heinrichsmeier (1997) S.37 für die letzten beiden Sätze 
944 Heinrichsmeier (1997) hält eingeschränkte Prognosen in dem Sinne für möglich, „wenn (bei kon-
stanten Teilnutzenwerten) veränderte Produktprofile im Zeitablauf berücksichtigt werden. S.37; 
Die Annahme dieser konstanten Teilnutzenwerte ist als problematisch anzusehen. (S.38) 
  
Analyse von Verfahren zur Ertragsschätzung  
 
 
292 
Gegebenheiten bei Projektfertigstellung durch sich verändernde Produkt- oder 
Marktdaten abweichen. Zudem verursachen Conjoint-Analysen sowohl beim Analy-
se-Design als auch der Datenerhebung und Auswertung Kosten, die gegen den Nut-
zen wiederholter Prognosen abgewägt werden müssen. 
 
Jedoch ist Problematik der zeitlichen Diskrepanz zwischen Datenerhebungszeitpunkt 
und Markteintrittszeitpunkt für Softwareprodukte als weniger gravierend zu bewer-
ten als bei anderen Produktentwicklungen. Dies liegt darin begründet, dass  Projekt-
laufzeiten im Bereich der Softwareentwicklung häufig unter einem Jahr liegen – das 
zeitliche Lag zwischen Datenerhebung, Durchführung der Conjoint-Analyse und tat-
sächlichem Markteintritt somit relativ kurz ist. 
 
Die Arbeit von HEINRICHSMEIER thematisiert die Problematik von Conjoint-
Analysen für Absatzprognosen in frühen Phasen der Produktentwicklung. Er entwi-
ckelt dabei ein Modell, welches die Veränderung der Marktanteile im Zeitablauf be-
rücksichtigt. Jedoch wird dabei die „Marke“ als wesentliche Produkteigenschaft in 
den Vordergrund gestellt. Ob bzw. inwiefern jedoch die „Marke“ bei Softwarekäufen 
eine herausragende Rolle spielt, kann nicht eindeutig ermittelt werden. In der 
Verbrauchs- und Medienanalyse 2008 wurde für die beiden Eigenschaften „Preis“ 
und „Marke“ die Frage gestellt, inwiefern Kunden beim Kauf von Software eher auf 
die Marke oder eher auf den Preis achten. Hierbei wurde bei einer Auswertung über 
alle befragten von 25% der Teilnehmer angegeben, sie würden eher auf die Marke 
achten, 65% achten eher auf den Preis.945 In höheren Einkommensschichten wird die 
Bedeutung der Marke für die Kaufentscheidung zunehmend wichtiger.946 Bei der in 
Kapitel 10.1.1.2.3.3 dargestellten Untersuchung von KEIL/TIWANA konnte jedoch 
nahezu kein Einfluss von „Vendor reputation“ auf die Kaufwahrscheinlichkeit er-
mittelt werden.947 „Vendor reputation“ muss in enger inhaltlicher Einheit zur Marke 
gesehen werden. Daher wird für diese Arbeit die Marke als wesentliches Kaufkriteri-
                                                 
945 Vlg. VUMA (2008); Befragung durchgeführt von Ifak Institut, Marplan, Media Markt Analysen in 
4 Erhebungswellen im Zeitraum von 2005 bis 2007; Anzahl der Befragten: 23532; Keine Angaben: 
2053;  
946 Vgl. VUMA (2008) 
947 Keil/Tiwana (2006) 
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um für Softwareprodukte bezweifelt. Auf das Modell nach HEINRICHSMEIER 
wird hier somit nicht detailliert eingegangen.  
 
10.1.1.3 Integration der CA-MA ins Entscheidungsmodell 
 
Der über Conjoint-Analyse ermittelte Marktanteil soll im Folgenden in das Entschei-
dungsmodell integriert werden.  
 
Der Preis des Produktes wird dabei als eine feststehende Produkteigenschaft inter-
pretiert. Somit wird bei einem festgelegten Preis ein bestimmter Marktanteil für 
das Softwareprodukt prognostiziert Über eine Gewichtung mit dem Marktvolu-
men kann daraufhin die absetzbare Menge, über Multiplikation mit dem festge-
legten Lizenzpreis der prognostizierte Umsatz ermittelt werden. Da von Repro-
duktionskosten gleich Null und Standard-Einzellizenzen ausgegangen wird, ent-
spricht dieser Umsatz dem Projektertrag.948 
 
Der in das investitionstheoretisch basierte Modell einfließende Zahlungsstrom auf 
Ertragsseite berechnet sich somit – in einer einperiodigen Betrachtung949 – wie folgt: 
 
PVMAE ⋅⋅=
100
 
Formel 19: Ertragsprognose auf Basis der CA-MA 
 
mit: 
E  prognostizierter Ertrag des betrachteten Softwareproduktes (in GE)  
MA prognostizierter Marktanteil für das betrachtete Softwareprodukt  
(in %950) 
V Marktvolumen (in Produkteinheiten951) 
P  Preis je Softwarelizenz des betrachteten Produktes (in GE je Produkt-
einheit) 
 
                                                 
948 Auch Mögliche Effekte durch Steuern werden hier nicht thematisiert. 
949  Eine mehrjährige Betrachtung wird in Kapitel 11.2.5.1 vorgenommen 
950  Da der Kennzahlenwert des Marktanteils hier als Prozentwert angegeben wird, wird in der Formel 
eine Division durch 100 vorgenommen. 
951  Im betrachteten Jahr 
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Da das Marktvolumen in statistischen Veröffentlichungen in der Regel bezogen auf 
ein Jahr angegeben ist, muss diese Formel bei einem Verkauf über mehrere „Jahres-
perioden“ erweitert werden. Eine Erweiterung auf die gesamte Nutzungsdauer er-
folgt in Kapitel 11.2.5.1. 
 
Jedoch muss eine Abschätzung von Marktanteilsveränderungen im Zeitablauf als 
problematisch gewertet werden. Wird eine Vermarktung über mehrere Perioden an-
gestrebt, muss zwar davon ausgegangen werden, dass sich der Marktanteil aufgrund 
sich verändernder Marktgegebenheiten (Konkurrenzprodukte, technischer Fort-
schritt usw.) ändert, jedoch ist eine Prognose dieser Veränderung schwierig. Daher 
müssen für längere Vermarktungszeiträume Prognosen als wenig valide bewertet 
werden. Es kann jedoch für Softwareprodukte angenommen werden, dass für diese 
aufgrund des schnellen technologischen Fortschritts ein Großteil des Ertrags unmit-
telbar nach Projektfertigstellung und Markteintritt realisiert wird; somit oftmals keine 
Vermarktungszeiträume über mehrere Jahre modelliert werden müssen. 
 
Liegen – wie bereits angesprochen – statistische Daten zum Marktvolumen nur in 
monetären Größen vor, muss eine vereinfachte Form der Ertragsprognose in das 
Entscheidungsmodell integriert werden. In dieser soll der für das Softwareprodukt 
ermittelte Marktanteil lediglich mit dem statistisch ermittelten monetären Marktvo-
lumen (in der jeweiligen Periode) gewichtet werden. Auf diese Vereinfachung soll je-
doch nicht detailliert eingegangen werden. 
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10.1.1.4 Möglichkeiten zur Vermarktung von Teilergebnissen 
 
HUBNER unterscheidet in Hinblick auf Innovationsprojekte  
 
(1) einseitige F&E-Projekte („One-sided projects“) 
(2) zweiseitige F&E-Projekte („Two-sided projects“)952 
 
Einseitige F&E-Projekte definieren sich dadurch, „dass positive Rückflüsse nur 
bei einer planmäßigen Erreichung der Projektziele eintreten. Ein Abbruch eines ein-
seitigen F&E-Projektes wäre demnach mit einem Erlöspotential von Null verbun-
den.“953 „Zweiseitige F&E-Projekte hingegen zeichnen sich dadurch aus, dass auch 
bei einer vorzeitigen Beendigung aufgrund von Verwertungsmöglichkeiten der bis zu 
diesem Zeitpunkt gewonnenen Kenntnisse ein Erlöspotential vorhanden ist.“954  
 
Die analoge Unterscheidung in einseitige und zweiseitige Softwareentwicklungspro-
jekte kann im Zeitablauf variieren. Wird beispielsweise ein Softwareentwicklungspro-
jekt zu einem Zeitpunkt abgebrochen, für den bereits ein ‚vermarktbares’ Teilpro-
dukt besteht,  können hieraus Erträge auch ohne die Weiterführung des Projektes re-
sultieren. Es kann sich somit bei Projekten je nach Abbruchzeitpunkt um ein- oder 
zweiseitige Softwareentwicklungsprojekte handeln.955  
 
Da die Conjoint-Analyse Marktanteile auf Basis von Teilnutzenwerten für definierte 
Produkteigenschaften ermittelt, kann sie auch zur Preisgestaltung und Marktanteils-
prognose für Teilergebnisse Anwendung finden. Um die Vorteilhaftigkeit der Pro-
jektweiterführung zu bewerten, darf in diesem Fall nur die Ertrags-Differenz zwi-
schen Vermarktung des bereits bestehenden Teilproduktes und des angestrebten 
Endproduktes in die Berechnung aufgenommen werden.  
 
In der Grundform des Modells wird hier davon ausgegangen, dass nur bei Fertigstel-
lung des Projektergebnisses am Markt Erlöse erzielt werden können – es sich somit 
                                                 
952 Hubner (1996), S.159 für die Aufzählung 
953 Hubner (1996), S.159 Leider wird hierbei der Begriff „planmäßig“ nicht exakt abgegrenzt. Es steht 
jedoch zu vermuten, dass „planmäßig“ hierbei die Erreichung der aller spezifizierten Projektteilzie-
le meint. 
954 Hubner (1996), S. 159 
955 Hubner (1996), S.159 vertritt diese Ansicht analog für F&E-Projekte  
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um einseitige Projekte handelt. Auch die Bewertung einer Projektweiterführung bis 
zum nächsten Entscheidungspunkt, zu dem ein verwertbares Teilergebnis prognosti-
ziert wird, soll hier nicht in das Modell aufgenommen werden. Die Eignung relevan-
ter investitionstheoretischer Modelle als mögliche Erweiterung des hier entwickelten 
Modells wird in Kapitel 12.2 diskutiert. 
 
10.1.2 Ertragsschätzung für freie Software 
 
Standard-
produkt-
erstellung
Direkter Ertrag Indirekter Ertrag
Kommerzielle Software
Individual-
software mit
aufwands-
bezogener
Bepreisung
Individuelle
Produkt-
gestaltung
Individuelle
Software-
lösungen zur
unternehmens-
internen
Verwendung
Individual-
software zum
Festpreis
Software
als Teil
eines
Absatzgutes
Freie Software
 
Abbildung 78: Kategorie „Freie Software“ 
 
10.1.2.1 Freie Software und monetäre Bewertung – eine kritische Be-
trachtung 
10.1.2.1.1 Analyse verschiedener Kategorien „freier“ Software 
 
„Freie Software“ wurde in der Softwareklassifikation in Kapitel 5.3.1.2 im Faden-
kreuz von ‚Standardprodukterstellung’ und ‚Indirektem Ertrag’ eingeordnet. Somit 
können Projekten bzw. daraus resultierenden Softwareprodukten in dieser Kategorie 
in der Regel keine Einzahlungen direkt zugeordnet werden. 
 
Bereits in Kapitel 5.3.1.2 wurde der unterschiedliche Gebrauch des Begriffs „freie 
Software“ in der Literatur dargestellt und von der hier verwendeten Begriffsdefiniti-
on abgegrenzt. Anders als in zahlreichen Veröffentlichungen in diesem Bereich956 soll 
                                                 
956 Vgl. die Literaturangaben in Kapitel 5.3.1.2 
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‚frei’ in dieser Arbeit rein wirtschaftlich im Sinne von ‚keine direkte monetäre Gegen-
leistung für die Softwarenutzung’ verwendet werden.  
 
Die somit unentgeltliche Softwarenutzung kann hierbei zweierlei Sichten bein-
halten, die sich hinsichtlich der dahinterliegenden Geschäftsmodelle grundlegend un-
terscheiden.  
 
Im Bereich des Internets finden sich zahlreiche Angebote zur unentgeltlichen Nut-
zung von online zur Verfügung gestellter Software. Diese reichen von kostenlo-
sen Online-Spiele-Angeboten über Rechentools bis hin zu Online-Communities und 
Nachrichtendiensten. Dabei hat der Softwarenutzer in der Regel keinen direkten Zu-
gang zur Software im technischen Sinne – kann diese weder auf eigenen Rechnern 
installieren noch deren Quellcode einsehen bzw. verändern. Er hat lediglich ein freies 
Nutzungsrecht bestimmter zur Verfügung gestellter Funktionalität der Software. Der 
Nutzer kann dabei jeweils nur die aktuell online zur Verfügung gestellte Softwarever-
sion nutzen. Veränderungen liegen somit ausschließlich in der Verantwortung des 
Anbieters. So heterogen derartige Angebote im Web sind, so heterogen gestalten sich 
auch – wenn überhaupt vorhanden – zugrunde liegende Geschäftsmodelle. Aufgrund 
dieser Heterogenität wird eine Standardisierung im hier entwickelten Entschei-
dungsmodell als nicht sinnvoll erachtet. Daher wird diese Art „freier Software“ im 
Folgenden aus den Betrachtungen ausgeklammert. 
 
Eine zweite Sicht auf den Begriff freie Software muss auf den unentgeltlichen 
Download und die damit verbundene unentgeltliche Nutzungsberechtigung 
von Softwareprodukten gerichtet sein. Der Begriff freie Software wird in Veröf-
fentlichungen fast ausschließlich in dieser Hinsicht gebraucht.957  Dabei erhält der 
Kunde das Softwareprodukt in seiner Gesamtheit, kann es unter Beachtung der Li-
zenzbestimmungen auf eigenen Rechnern installieren und nutzen. Änderungen in 
Funktionalität, Design oder Ähnlichem werden in der Regel über neuere Versionen 
und/oder Updates wiederum zum Download angeboten. Die Entscheidung darüber, 
ob diese Änderungen angenommen werden, liegt beim Nutzer selbst. Technisch ge-
sehen muss hier – wie in Kapitel 5.3.1.2 bereits ausgeführt – im Wesentlichen eine 
                                                 
957 Wobei, wie in Kapitel 5.3.1.2 beschrieben, der Begriff „freie Software“ oftmals auch die Freiheit 
zur Einsicht und Veränderung des Quellcodes umfasst. 
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Unterscheidung zwischen Offenlegung und Nicht-Offenlegung des Quellcodes ge-
troffen werden. Hinsichtlich der Preisstruktur unterscheiden sich im Wesentlichen 
die Kategorien „Freeware“ und „Shareware“, wobei bei Freeware die Software zeit-
lich uneingeschränkt, bei Shareware nur für eine bestimmte Nutzungsdauer kostenlos 
zur Verfügung gestellt wird.958  
 
Shareware in ihrer ursprünglichen Abgrenzung959 kann nicht als freie Software im 
Sinne dieser Arbeit behandelt werden, da eine Bezahlung nach einer gewissen Zeit 
Teil des Konzepts ist. Nach erfolgter Registrierung wird – wie bei kommerzieller 
Software auch – eine monetäre Gegenleistung fällig. Daher soll auch diese Art von 
Software im Folgenden nicht detaillierter analysiert werden.  
 
Die folgenden Ausführungen beziehen sich somit auf kostenlos zum Download an-
gebotene Software, die zeitlich unbegrenzt genutzt werden kann.  
 
10.1.2.1.2 Analyse von Anreizen zur Erstellung freier Software 
 
Für das Entscheidungsmodell dieser Arbeit wird die Prämisse getroffen, dass das 
projektdurchführende Unternehmen mit dem Projektergebnis – somit dem Soft-
wareprodukt – einen monetären Nutzen erzielen will. Für das Unternehmen wird – 
wie in Kapitel 8.1 ausführlich erläutert – Gewinnerzielungsabsicht unterstellt. In der 
in Kapitel 8.3.3.1 als Basis der Modellbildung ausgewählten Kapitalwertmethode 
wurde die Erreichung einer bestimmten Mindestrendite (Kalkulationszinssatz) durch 
die Zahlungsströme des Projektes als Entscheidungskriterium für Projektabbruchent-
scheidungen festgelegt.  
 
Der Erstellung freier Software muss eine reine Ausrichtung auf monetäre Größen 
abgesprochen werden. In der vorherrschenden wirtschaftlichen Sichtweise erscheint 
das Phänomen ‚Freie Software’ paradox.960 Die dahingehenden Veröffentlichungen 
                                                 
958 Auf Sonderformen, bspw. Freeware nur für den privaten Gebrauch, wird hier nicht explizit einge-
gangen. 
959 Auf davon abweichend Begriffsabgrenzungen, bspw. Crippleware, reine Demoversionen u.Ä. soll 
hier nicht explizit eingegangen werden. 
960 Vgl. Luthiger(2004), S.2 
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stimmen weitgehend darin überein, dass für ‚Freie Software’ von einer rein wirt-
schaftlich bestimmten Bewertungsperspektive Abstand genommen werden muss.  
 
Zwar liegt einer Entscheidung für oder gegen die Investition von Arbeit in ein Pro-
jekt zur Erstellung freier Software i.d.R. auch eine Kosten-Nutzen-Abwägung zu 
Grunde.961 Dieser Nutzen resultiert oftmals jedoch weniger aus monetären Größen 
als vielmehr aus Spaß, Altruismus, Streben nach Wissensaufbau, Reputation und 
Lernen zusammen.962  
 
Freie Software entsteht meist „zunächst nicht auf Anweisung eines Vorgesetzten o-
der Auftraggebers. Sie ist vielmehr eine eigenmotivierte Tätigkeit, angetrieben von 
dem Wunsch ein auf der Hand liegendes Problem bei der Arbeit oder Forschung zu 
lösen.“963 Der Anteil intrinsischer Motivation muss somit im Fall der Erstellung freier 
Software als sehr hoch und weitgehend unabhängig von monetären Größen einge-
stuft werden.964 
 
In einer Auswertung zahlreicher empirischer Studien zu Anreizen für die Entwick-
lung von freier Software – mit Fokus auf Open-Source-Software – identifizierte 
LUTHIGER folgende Anreizfaktoren:965 
 
• Gebrauch 
• Reputation und Signalfunktion 
• Identifikation mit der Gruppe 
• Lernen 
• Spaß 
                                                 
961 Vgl. Luthiger (2004), S.2 
962 Vgl. Becker/Winkelmann/Philipp (o.J), S.8 in einer Zusammenfassung von Luthiger (2004) und 
Luthiger Stoll (2006) 
963 Grassmuck (2002), S.236 
964  Luthiger (2004), S.5 gibt beispielsweise an: Die Programmierer in einem Open-Source-Projekt  
      können üblicherweise nicht über direkte monetäre Anreize zu einem Engagement oder zur  
      Steigerung ihres Engagements bewegt werden. 
965 Vgl. Luthiger (2004) S.3-5 für die Aufzählung in einer zusammenfassenden Auswertung der dort 
angegebenen Studien; Eine vollständige Auflistung der Studien mit Angabe der Zielsetzung, Be-
fragungsmethode, Umfang und den wesentlichen Ergebnissen findet sich bei Luthiger im Anhang. 
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In der Studie von HERTEL966 et al. wurde „Spaß“ mit 4,6 Punkten auf einer fünf-
punktigen Likertskala am höchsten bewertet. Der Studie von HARS/OU zu Folge 
sind wurde Selbstbestimmung als Motivationsfaktor hoch bis sehr hoch bewertet, für 
Studierende und Hobbyprogrammierer wurde der Lerneffekt als überdurchschnitt-
lich wichtig angegeben.967 Geld verdienen der Studie von ROBLES et al. zu Folge 
nur 21% der OS-Entwickler mit ihrer Tätigkeit.968   
 
Ausgehend von diesen Ergebnissen wird die Möglichkeit einer Entscheidung über 
Weiterführung oder Abbruch eines Projektes zur Entwicklung freier Software, basie-
rend auf rein monetären Größen, als nicht sinnvoll erachtet. Daher sollen dahinge-
hende Softwareentwicklungsprojekte für diese Arbeit ausgeklammert werden. Eine 
Reduzierung auf rein monetäre, direkte oder indirekte Erträge würde hierbei zu kurz 
greifen; eine Berücksichtigung aller weiteren Anreizfaktoren und deren Wirkungen 
und ggf. Wechselwirkungen sowie deren Quantifizierung in monetären Größen kann 
hingegen keine validen Ergebnisse liefern. 
 
Jedoch sollen im Folgenden in Anlehnung an das hier entwickelte Modell Ertragspo-
tenziale und Bewertungsmöglichkeiten für ‚freie Software’ aufgezeigt werden. Eine 
ausschließliche Bewertung über diese Faktoren greift jedoch – wie bereits ausgeführt 
– zu kurz und wird daher im Entscheidungsmodell nicht vorgenommen. 
 
10.1.2.2 Ertragspotenziale für freie Software 
 
Nach GEHRING hängt die Profitabilität bei freier Software mit „der geschickten 
Kombination unterschiedlicher Wertschöpfungsaktivitäten im Geschäftsmodell zu-
sammen. Dienstleistungen und integrierte Lösungen statt reiner Softwareprodukte 
tragen den wesentlichen Anteil zum Geschäft bei.“969 Bei der Ermittlung von Er-
tragspotenzialen müssen zudem Effekte durch Eigennutzung und Möglichkeiten zu-
künftiger Vorteile Beachtung finden.  
 
                                                 
966 Hertel et al. (2003) zitiert nach Luthiger (2004), S.12 
967 Hars/Ou (2001) zitiert nach Luthiger (2004), Anhang-1 
968 Robles et al. (2001) zitiert nach Luthiger (2004), Anhang-1 
969 Gehring (im Interview: 2009), S.12 
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Je nach Einsatzgebiet der freien Softwarelösung können verschiedene Ertragspoten-
ziale ausgemacht werden. 
 
10.1.2.2.1 Innerbetriebliche Wirkungen 
 
 „Die einfachste Begründung dafür, dass sich ein Softwareentwickler für ein Open-
source-Projekt engagiert, ist, dass er die von diesem Projekt erzeugte Software 
gebrauchen kann.“970  
 
Beispielsweise wurde „Pegasus Mail“ entwickelt, um ein fehlendes E-Mailsystem in 
einem Novell Net-Weaver-Netzwerk zu implementieren.971 Auch die Entwicklung 
von Linux entsprang Eigenbedürfnissen: 
 
 „Ich wollte ein System haben, das ich selbst auf meiner Maschine nutzen konnte, bis 
es etwas Besseres gäbe.“972 
 
In diesem Sinne kann die Ertrags-Ermittlung in dieser Hinsicht an die der Kategorie 
‚Individuelle Softwarelösungen zur unternehmensinternen Verwendung’ angelehnt 
werden. Da durch die eigenständige Neu- oder Weiterentwicklung der freien Soft-
ware ein Eigenbedarf abgedeckt wird, können damit erzielte Verbesserungen, bei-
spielsweise Effizienzsteigerungen oder Einsparpotenziale, als Nutzen der Eigenent-
wicklung monetär bewertet und somit dem ‚Freie Software’-Projekt als Ertrag zuge-
wiesen werden. Detaillierte Ausführungen zur Identifikation und Bewertung innerbe-
trieblicher Wirkungen finden sich in Kapitel Fehler! Verweisquelle konnte nicht 
gefunden werden.. 
10.1.2.2.2 Marktorientierte Wirkungen 
10.1.2.2.2.1 Reputation und Signalfunktion 
 
Durch die (Mit-)Entwicklung an Projekten zur Erstellung freier Software werden – 
wie bereits ausgeführt – mit der Vermarktung der Software i.d.R. keine direkten mo-
netären Verkaufserlöse angestrebt werden. Daher ist der unmittelbare Verdienst der 
                                                 
970 Luthiger (2004), S.3; eine entsprechende Begründung findet sich auch bei Grassmuck (2009), S.2 
971 Vgl. Grassmuck (2002), S.236 in einer Zusammenfassung von „History of Pegasus Mail“  
972 Sommerfeld (1999), Kapitel 7 zitiert nach Grassmuck (2002), S.236 
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Entwickler freier Software meist sehr gering973, oder sie arbeiten gänzlich umsonst. 
Der bereits angesprochenen Studie von ROBLES zu Folge, verdienen nur 21% der 
OS-Entwickler Geld mit dieser Tätigkeit.974 
 
Jedoch verbinden viele Entwickler mit ihrem Engagement in Projekte zur Entwick-
lung freier Software die Hoffnung, durch einen Zugewinn an Reputation zukünftige 
monetäre Erträge, beispielsweise höhere Preise für ihre Arbeitsleistung oder geringe-
re Kapitalbeschaffungskosten, zu erzielen.975 Die bei Luthiger kategorisierten Punkte  
„Reputation und „Signalfunktion“976 spielen somit eine wichtige Rolle. In der Studie 
von ROBLES wurde wiederum ermittelt, dass zwar 54% der OS-Entwickler von ih-
rem Engagement im Open Source Bereich beruflich bisher nicht profitiert haben, 
wobei jedoch 26% hoffen, dass dies in Zukunft eintritt.977  
 
Diese Erwartungen bedingen jedoch, dass die Eigenleistungen des Entwicklers in 
Qualität und Umfang diesem zugeordnet werden können. Hierbei ist zwischen Free-
ware-Projekten, im Sinne von kostenlos zur Verfügung gestellter proprietärer Soft-
ware (ohne Offenlegung des Quellcodes), und Open-Source-Software zu unterschei-
den. Während es im Bereich der Freeware-Entwicklung dem oder den Programmie-
rern obliegt, ihre Namen in der erstellten Software kenntlich zu machen, gestaltet 
sich dies bei Open-Source-Projekten schwieriger.  
 
LUTHIGER stützt seine Ausführungen dabei auf eine Studie von LERNER und 
TIROLE, wenn er ausführt, dass die Offenlegung des Quellcodes in Verbindung mit 
der Einhaltung der Normen der Softwareentwicklungsgemeinschaft – beispielsweise 
das Verbot, Namen aus dem Code zu entfernen – mittlerweile dazu führt, „dass die 
Beiträge der einzelnen Entwickler sehr gut verfolgt werden können.“978 Auch 
GRASSMUCK führt dazu aus, dass gerade „bei den jüngeren Projekten […] stärker 
                                                 
973 Beispielsweise durch Sponsoring oder Ähnliches 
974 Robles et al. (2001), S.11 
975 Vgl. Luthiger (2004), S.3 
976 Vgl. Luthiger (2004), S.3 
977 Robles et al. (2001) zitiert nach Luthiger(2004), S.11 
978 Luthiger (2004), S.3 basierend auf Ergebnisse von Lerner/Tirole (2001) 
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auf das – im Übrigen urheberpersönlichkeitsrechtlich verbriefte – Recht auf Na-
mensnennung geachtet“979 wird.  
 
Eine monetäre Bewertung dieser, möglicherweise zukünftig erzielbaren, Erträge auf-
grund von Reputationszugewinn lässt sich nur schwer vornehmen. Eine Möglichkeit 
der investitonstheoretischen Berücksichtigung bietet die Real-Optionen-Theorie, 
welche in Kapitel 12.2.3 in Hinblick auf eine mögliche Erweiterung zum hier entwi-
ckelten Modell überblickhaft dargestellt wird. Jedoch soll dabei nicht en detail auf 
Bewertungspotenziale für freie Software eingegangen werden.   
10.1.2.2.2.2 Werbeeinnahmen 
 
Neben dieser Ausrichtung auf möglicherweise zukünftig realsierbare Vorteile durch 
die Teilnahmen an einem Projekt zur Erstellung freier Software können mit derarti-
gen Softwareprodukten auch anderweitige Erträge am Markt erzielt werden. Diese 
Vermarktungsmöglichkeiten bieten sich schwerpunktmäßig für Freeware (mit 
proprietärem Quellcode). Hierbei gestalten sich die Einnahmemöglichkeiten – vor-
nehmlich über Werbekunden – vielfältig, über Sponsoring, Spenden, Werbung und 
Ähnliches und sollen hier aufgrund der Heterogenität der möglichen Modelle nicht 
detailliert aufgelistet werden. 
10.1.2.2.2.3 Ertragsgenerierung über Supportaktivitäten 
 
Bei freier Software – sowohl im Open-Source-Bereich als auch bei Software mit pro-
rietärem Quellcode – können schwerpunktmäßig bei größeren Projekten zudem Er-
träge über die Bereitstellung von Support-Dienstleistungen für das kostenlose Soft-
wareprodukt generiert werden.980 Durch die Anpassung des kostenlosen Software-
produktes an spezifische Gegebenheiten beim Benutzer im Zuge des Customizing 
können hierbei zum Teil hohe Erträge erzielet werden.  
 
Auch Updates oder Hilfeleistungen für den Softwarenutzer können entgeltlich ange-
boten werden. Dem kann entgegengestellt werden, dass hauptsächlich im Bereich der 
                                                 
979 Grassmuck (2002), S.238 
980 Grassmuck (im Interview: 2009), S.5 Ghosh (Im Interview: 2009), S.2; bei Ghosh wird dies bereits 
als wirtschaftlich motivierte Softwareerstellung gesehen. 
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Open-Source-Software die erstellende Gemeinschaft – „Community“ – diesen Sup-
port für Alle in Internet-Foren bereitstellt. An dieser Stelle wird eine Vielzahl auftre-
tender Probleme diskutiert und gelöst. Jedoch ist eine Nutzung dieser Foren für den 
Anwender der Software oftmals schwierig. GRASSMUCK verweist dabei auf den 
rauen Umgangston in diesen Communities bei zu laienhaften Fragen.981 Somit ist für 
viele Nutzer ein professionell erbrachter Support hilfreich und notwendig. 
 
Auch kann die kostenlose Verfügbarkeit eines Produktes die Kaufentscheidung für 
ein damit in Verbindung stehendes, kostenpflichtiges Produkt fördern. Als Beispiel 
hierfür kann der weit verbreitete Acrobar Reader mit den dazu gehörigen kommer-
ziellen Erweiterungen genannt werden.   
  
10.2 Ertragsprognose für Individualsoftware 
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Abbildung 79: Kategorisierung „individuelle Produktgestaltung“982 
 
Wie in Kapitel 5.3.2 beschrieben, richten sich Projekte zur Erstellung von Individual-
software an den Bedürfnissen eines einzelnen Benutzers oder eines sehr begrenzten 
Nutzerkreises aus. Dieser begrenzte Nutzerkreis ist in der Regel direkter Auftragge-
ber des Projektes. In der Studie der GfK/IESE/ISI wird die Grenze für Individual-
software bei weniger als 100 Installationen gezogen.983 Je nach Vertragsvereinbarung 
kann hierbei mit dem Auftraggeber die Entwicklung des Softwareproduktes zu einem 
                                                 
981 Grassmuck(2009), S.2 
982 Eigene Darstellung 
983 Vgl. Gfk/IESE/ISI(2000), S.71 
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vorab festgelegten Festpreis  oder zu einem projektaufwandsbezogenem Preis erfol-
gen. Auch Mischformen sind möglich.984 
 
Im Rahmen dieser Arbeit soll nicht auf rechtliche Aspekte und Details bei der Aus-
gestaltung von Verträgen über IT-Leistungen eingegangen werden. Es sei auf ent-
sprechende Fachliteratur verwiesen.985 Das Entscheidungsmodell dieser Arbeit wird 
rein unter ökonomischen Gesichtspunkten gebildet. Die Arbeit widmet sich somit 
ausschließlich der Frage, ob ein Softwareentwicklungsprojekt unter Wirtschaftlich-
keitsaspekten abgebrochen werden müsste oder weitergeführt werden sollte. Ein-
schränkungen in der Möglichkeit vorzeitiger Abbrüche aufgrund individueller Ver-
tragsgestaltungen – beispielsweise Vertragsstrafen - werden hierbei nicht berücksich-
tigt. 
 
Es wird folglich davon ausgegangen, dass der zugrunde liegende Projektvertrag einen 
Projektabbruch zu jedem Zeitpunkt zulässt und ggf. bereits geflossene Zahlungen 
nicht zurückgezahlt werden müssen. Gestalten sich diese angenommenen Vertrags-
bedingungen im Anwendungsfall anders, muss das entwickelte Entscheidungsmodell 
entsprechend angepasst werden.  
 
Muss eine Projektabbruchentscheidung aufgrund der individuellen Vertragsgestal-
tung als unmöglich angesehen werden – muss somit das begonnene Projekt zwin-
gend zu Ende geführt werden – eignet sich das in dieser Arbeit entwickelte Modell 
auch für eine Abschätzung der durch die Projektweiterführung entstehenden Verlus-
te. Es kann somit auch in diesem Fall eingesetzt werden, um die Planungssicherheit 
im projektdurchführenden Unternehmen zu erhöhen.  
 
 
                                                 
984 Vgl. Kapitel 10.2.3 
985 Beispielsweise: Zahrnt (2008) 
  
Analyse von Verfahren zur Ertragsschätzung  
 
 
306 
10.2.1 Entwicklung von Individualsoftware zum Festpreis 
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Abbildung 80: Kategorie "Individualsoftware zum Festpreis" 
 
Softwareentwicklung zum Festpreis ist vor allem für kleinere Projekte weit verbrei-
tet und gilt als das bekannteste Preismodell.986 Dabei wird bereits zu oder noch vor 
Beginn des Projektes in der Angebotsphase ein Preis für die Abwicklung des gesam-
ten Projektes kalkuliert und vertraglich festgelegt.  
 
10.2.1.1 Ertragsprognose bei Festpreisvereinbarungen  
 
Der Festpreis für ein Softwareprodukt wird meist so kalkuliert, das er die Kosten der 
Entwicklung vollständig abdeckt und aus dem Erlös nach Abzug aller Kosten ein 
Überschuss erwirtschaftet wird.987 „Ist der Aufwand größer, als ursprünglich veran-
schlagt, zahlt der Auftragnehmer drauf. Kommt der Auftragnehmer mit weniger aus, 
hat er einen größeren Gewinn, der Auftraggeber zahlt trotzdem den vollen Preis.“988 
Da das Risiko der Aufwandsüberschreitung somit – zumindest dem Grundgedanken 
nach – ausschließlich beim projektdurchführenden Unternehmen liegt, muss gerade 
bei Festpreisprojekten die Frage nach der Wirtschaftlichkeit einer Projektdurch- bzw. 
weiterführung im Fokus liegen.  
 
Für eine Kalkulation der, durch das Projekt entstehenden, Aufwände bereits vor oder 
zu Beginn des Projektes fehlen oftmals geeignete Daten über Umfang und Dauer, die 
                                                 
986 Vgl. Oestereich (2006), S.1 für den zweiten Teil des Satzes 
987 Vgl. Waldbauer/Kütz (2003), S.13  
988 Oestereich (2006), S.1 
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als Basis einer Aufwandsschätzung herangezogen werden könnten.989 Risiken werden 
zum Teil gänzlich aus der Betrachtung ausgeklammert.990 Wie die, in Kapitel 6.2.2.2 
ausgewerteten, empirischen Studien zeigen, werden die ursprünglich geschätzten 
Aufwände, die der Festpreisvereinbarung zu Grunde liegen, oftmals weit überschrit-
ten. 
 
Das Festpreismodell wird, vor allem vor dem Hintergrund neuerer Prozessmodelle in 
der Softwareentwicklung, als problematisch angesehen. Wie in Kapitel 4.3.2 be-
schrieben, werden beispielsweise auch im, hier schwerpunktmäßig betrachteten, RUP 
Anforderungen sukzessive erhoben, stehen somit vor oder zu Beginn des Projektes 
nicht en detail fest. 
 
HÜRTEN schildert diese Problematik wie folgt: 
 
 „Bei Ausschreibungen für die Erstellung von Softwareprodukten werden bis auf 
wenige Ausnahmen Festpreise verlangt, obgleich nur globale Aufgabenbeschreibun-
gen vorliegen. Bei der Abrechnung wird dann darüber gestritten, ob und welche zu-
sätzlichen Leistungen in Rechnung gestellt werden dürfen.“991  
 
Auch ROOCK/WOLF kritisieren die Kombination aus Festpreisvereinbarung und 
noch unklaren Anforderungen vor dem Hintergrund agiler Softwareentwicklung992 in 
ihrem Vortrag „Festpreisvertrag und agil nützt nicht viel?“.993 Zum Teil wird einer 
Entwicklung zum Festpreis vor dem Hintergrund neuer Softwareengineering-
Modelle gänzlich die Berechtigung abgesprochen.994 Bei ENGELS/ 
LOHMANN/WAGNER wird dahingehend – mit Bezug zum RUP – vorgeschlagen 
dass erst am Ende der Elaboration-Phase ein Festpreis vereinbart wird.995 „Das über-
                                                 
989 Daubner/Henrich (2003), S.2 
990 Bspw. ausgeführt bei DeMarco/Lister (2003), S.7 
991 Hürten (2005), S.87 
992 Die Begriffe agil und iterativ/inkrementell werden in der Literatur häufig synonym gebraucht oder 
in unmittelbare Verbindung gesetzt; beispielsweise bei Oestereich (2006), S.1 
993 Roock/Wolf (o.J.) 
994 Beispielsweise bei Göbel (2006), S.16 und Oestereich (2006), S.1 
995 Engels/Lohmann/Wagner (o.J.), S.12 
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geordnete Ziel dieser Phase ist, die größten Projektrisiken soweit auszuschalten, dass 
am Ende dieser Phase eine Festpreisentwicklung möglich ist.“996 
 
Im Rahmen dieser Arbeit soll eine Diskussion über den Sinn von Festpreisentwick-
lungen in Kombination mit iterativer Anforderungsermittlung im Rahmen neuerer 
Vorgehensmodelle in der Softwareentwicklung – beispielsweise RUP, Extrem Pro-
gramming, Rapid Prototyping, Scrum usw. – unterbleiben. Es ist zu bedenken, dass 
neben zahlreicher Kritik an Festpreisvereinbarungen auch Marketing-Effekte zu be-
rücksichtigen sind, da ein Angebot zum Festpreis dem Kunden ein Gefühl der Si-
cherheit vermittelt und somit die Kaufentscheidung fördern kann.  
 
„Der vorrangige Grund [für den Wunsch nach einem Festpreisvertrag beim Auftrag-
geber] liegt in dem Glauben, dass das komplette Kostenrisiko und ein Großteil des 
Projektmanagements auf den Auftragnehmer übertragen werden könnten. Zusätzlich 
kommt die mit dem Festpreis vermeintlich verbundene Kalkulationssicherheit den 
Budgetierungsprozessen der Controlling-Abteilungen entgegen.“997 Bei OECHTE-
RING wird dieses Gefühl der Sicherheit jedoch als „Trügerischer Schutz“ gesehen, 
da durch Budgetüberschreitungen, Krisen, Abbrüche und vor allem Mehrdeutigkei-
ten in der Leistungsbeschreibung Probleme für beide Vertragspartner entstehen 
können.998 
 
Unberührt von obigen Kritikpunkten wird derzeit Software in einer Vielzahl von 
Projekten nach wie vor zum Festpreis entwickelt. Daher stellt diese Projektkategorie 
einen wichtigen Teilbereich der Softwareentwicklung dar. Eine Aufnahme in das hier 
entwickelte Entscheidungsmodell muss somit als sinnvoll erachtet werden. Dabei 
wird für diese Arbeit angenommen, dass – wie durch Festpreisverträge naturgemäß 
induziert – der Ertrag des Projektes bereits zum Zeitpunkt des Vertagsabschlusses 
festgelegt ist, somit auch zum Entscheidungszeitpunkt in seiner Höhe bekannt ist. 
Die Ertragsseite wird folglich durch den zu Projektbeginn festgesetzten Preis be-
                                                 
996 Engels/Lohmann/Wagner (o.J.), S.12; Diese Ansicht stimmt mit den hier getroffenen Annahmen 
in Kapitel 9.3.2.3.1 überein, dass die Modellierung eines „schleichenden Funktionszuwachses“ erst 
gegen Ende oder nach Abschluss der Elaboration-Phase sinnvoll ist.  
997 Oechtering (2003), S.1 
998 Vgl. Oechtering (2003), S.1 und S.4 
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stimmt. Dieser Festpreis realisiert sich in einer Einzahlung zu Projektende oder zu 
einem definierten Zeitpunkt nach Projektende.999  
 
Die Ertragsprognose im Fall der Festpreisentwicklung gestaltet sich somit einfach: 
 
FE =  
Formel 20: Ertragsprognose bei Festpreisprojekten 
 
mit: 
E prognostizierter Ertrag 
F vereinbarter Festpreis (netto) 
 
Wird die Zahlung des Festpreises vom Auftraggeber erst nach Fertigstellung des 
kompletten Softwareproduktes geleistet und ist keine Zwischen-Abrechnung mög-
lich, kann obige Formel entsprechend ins Entscheidungsmodell übernommen wer-
den. Dies kann bei Festpreisvereinbarungen v.a. für kleinere Projekte als Regelfall be-
trachtet werden.  
 
10.2.1.2 Berücksichtigung von Meilensteinfaktura 
 
Nach OECHTERING besteht oftmals die Möglichkeit „Teilzahlungen vertraglich an 
die Erreichung von Meilensteinterminen zu binden.“1000 Dabei werden dem Auftrag-
geber vom softwareentwickelnden Unternehmen Zwischenergebnisse zur Teilab-
nahme vorgelegt und fakturiert.1001 Diese Teilfakturierung zu definierten Meilenstei-
nen wird im betrieblichen Umfeld auch als ‚Meilensteinfaktura’ bezeichnet. Dabei 
werden erbrachte Leistungen beim Erreichen bestimmter Meilensteine im Projekt 
fakturiert.1002 Meilensteinfaktura kann dabei analog zu der in Kapitel 10.1.1.4 darge-
stellten Unterscheidung nach HUBNER in ein- und zweiseitige Projekte gesehen 
werden.1003  „Das Problem gerade in der [Individual-]Softwareentwicklung liegt [je-
                                                 
999 Mögliche steuerliche Effekte sollen hierbei wiederum ausgeklammert werden. Auf Effekte durch 
Abzinsung wird in Kapitel 11 eingegangen. 
1000 Oechtering (2003), S.3 
1001 Vgl. Oechtering (2003), S.3 
1002 Vgl. Frick et al. (2007), S.117 
1003 Vgl. Hubner (1996), S.159 
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doch] in der qualitativen Bewertung von Zwischenergebnissen hinsichtlich ihres Bei-
trags zum Endprodukt.“1004  
 
Wurden vom Auftraggeber bereits Teile des Softwareproduktes abgenommen und 
Teilzahlungen geleistet, sind diese bei der Bewertung einer Projektweiterführung zu 
berücksichtigen. Als wesentlich muss dabei die individuelle Vertragsgestaltung gese-
hen werden, vor allem in Hinsicht darauf, ob bereits geleistete Teilzahlungen bei ei-
nem Projektabbruch rückerstattet werden müssen. Das Entscheidungsmodell ist je 
nach Vertragsinhalt anzupassen. In der hier in Kapitel 11 entwickelten Grundform 
des Modells wird Meilensteinfaktura nicht explizit berücksichtigt; bei alternativer 
Vertragsgestaltung sind entsprechende Anpassungen durchzuführen. 
 
Wird davon ausgegangen, dass bereits Teilzahlungen geleistet wurden und diese im 
Falle eines Projektabbruchs nicht zurückerstattet werden müssen, erweitert sich 
Formel 20 wie folgt: 
 
∑
=
−=
I
i
iZFE
1
 
Formel 21: Restertragsprognose bei Festpreisvertrag mit Meilensteinfaktura1005 
 
mit 
E prognostizierter (Rest-)Ertrag bei Projektweiterführung 
F vereinbarter Festpreis (netto) 
iZ  Teilzahlung bei Erreichung von Meilenstein i 
I Anzahl der bereits realisierten Faktura-Meileinsteine 
 
Es sei auch hier – wie bereits in Kapitel 10.1.1.4 – darauf hingewiesen, dass im Ent-
scheidungsmodell nur die Möglichkeiten „Projektabbruch zum Entscheidungszeit-
punkt“ und „Realisierung des Gesamtprojektes“ bewertet werden. Die Vorteilhaftig-
keit von bis zu zukünftigen Meilensteinen möglichen Teilrealisierungen wird hier 
nicht geprüft. 
                                                 
1004 Oechtering (2003), S.3 
1005 Auf die Modellierung von Zinseffekten wurde hier verzichtet. Eine dyamische Betrachtung der 
einzelnen Softwarekategorien erfolgt erst auf Stufe V der Modellbildung. 
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10.2.2 Entwicklung individueller Softwarelösungen zu auf-
wandsbezogenen Preisen 
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Abbildung 81: Kategorie "Individualsoftware mit aufwandsbezogener Bepreisung" 
 
Für eine Abrechnung von Projekten gemäß dem entstandenen Aufwand (nach Zeit 
und/oder Material) verwendet OESTEREICH den Begriff des Aufwandspreises.1006 
In der wissenschaftlichen Literatur existieren vergleichsweise wenige Ausführungen 
zu dieser – in der Praxis weit verbreiteten Form – der Bepreisung. 
 
„Aufwandabhängige Vergütungen sind in IT-Projekten […] von grosser (sic.) Bedeu-
tung. Für solche Leistungen sollten Tages- oder Stundenansätze, Anforderungsprofi-
le, Reisezeitentschädigungen, Nebenkosten etc. vertraglich möglichst präzise definiert 
werden. Der Leistungserbringer trägt die Beweislast für Höhe und Notwendigkeit 
des Aufwands.“1007 
 
Wird eine projektaufwandsbezogene Bepreisung des Projektes vereinbart, so wird in 
der Regel bei größeren Projekten nach Tagessätzen abgerechnet. Bei kleineren Pro-
jekten kann die Abrechnung auch auf Stundenbasis erfolgen. Der durchschnittliche 
Stundensatz bei Softwareentwicklern lag dabei 2008 nach Angaben der Zeitschrift 
Computerwelt bei 62 Euro1008, der Tagessatz pendelt bei der Betrachtung zahlreicher 
Angebote im Internet derzeit um ca. 500 Euro. Für diese Arbeit sollen lediglich Ta-
                                                 
1006 Vgl. Oestereich (2006), S.2 
1007 Straub (2007), S.117 
1008 Holy (2008), S.1 
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gessätze berücksichtigt werden, Stundensätze werden als zu feingranular erachtet. 
Weitere Nebenleistungen, wie beispielsweise Reisekosten1009, werden im Modell nicht 
berücksichtigt, da sie in der Regel eins zu eins auf den Kunden umgelegt werden und 
somit für eine Entscheidung für oder gegen einen Projektabbruch nicht entschei-
dungsrelevant sind. Werden hierdurch in Sonderfällen zusätzliche Erträge generiert, 
kann das Modell entsprechend angepasst werden. 
 
Diese variable Form der Bepreisung, in der Ausgestaltung des Aufwandspreises, ver-
lagert analog zu obigen Ausführungen die Risikosituation weg vom Auftragnehmer 
hin zum Auftraggeber. Im Fall eines reinen Aufwandspreises sind die Gesamtkosten 
für den Auftraggeber theoretisch unbegrenzt.1010  
 
Der Aussage „Der Auftragnehmer bekommt seinen geleisteten Aufwand in jedem 
Fall bezahlt“1011 kann jedoch nur mit Einschränkung zugestimmt werden. Diese Ein-
schränkung bezieht sich darauf, dass beim Kunden i.d.R. nur tatsächlich geleistete 
Arbeitstage abgerechnet werden können – der Auftragnehmer trägt somit auch wei-
terhin einzelne Risiken voll. Entsprechend den Ausführungen in Kapitel 6, 7.1. und 9 
sind dies v.a.: 
 
- Fehlzeiten wie Urlaub/Krankenstand usw. 
- Weiterbildungsaufwand 
 
Zudem behält der Kunde i.d.R. das Recht zum Projektabbruch.  
 
                                                 
1009 Beispiel entnommen aus Oestereich (2006), S.2 
1010 Vgl. Oesertereich (2006), S.2; Eine Differenzierung nach Eignung für Wasserfallmodelle oder ite-
rative Entwicklung ist ihm zu Folge bei diesem Preismodell nicht notwendig: „Dieses Preismodell 
ist sowohl bei einem Wasserfallvorgehen als auch bei einer iterativen Vorgehensweise anwend-
bar.“, S.2 
1011 Oestereich (2006), S.2 
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„Bei Verträgen mit Vergütung nach Aufwand liegt die Kostenkontrolle auch inner-
halb eines Vertragsverhältnisses beim Kunden. Hier wird der Dienstleister regelmä-
ßig, üblicherweise einmal pro Woche, eine Abrechnung der aufgelaufenen Stunden 
überreichen. Sie können erwarten, dass nicht nur die Stundenzahlen kommuniziert, 
sondern dass diese auch heruntergebrochen werden auf Mitarbeiter und erbrachte 
Leistungen.“1012 
 
Auf die Ermittlung geeigneter Stunden- oder Tagessätze wird hier nicht eingegangen. 
Für die in dieser Arbeit vorgenommene (Rest-)projektbewertung werden abzurech-
nende Tagessätze als gegebener Wert angenommen. Jedoch können die Ausführun-
gen in Kapitel 9 zur Aufwandsschätzung unter Berücksichtigung von Kernrisiken als 
Anhaltspunkt für die Festlegung dienen.   
 
Sofern die, mit dem Kunden vereinbarten, Tages- bzw. Stundensätze risikobedingte 
Mehraufwände abdecken und ein reiner Aufwandspreis vereinbart wurde – das pro-
jektdurchführende Unternehmen seinen Aufwand somit in jedem Fall bezahlt be-
kommt – ist eine Betrachtung von Projektabbruchentscheidungen aus Wirtschaft-
lichkeitsaspekten im Einprojektbetrieb weitgehend unerheblich. Da jedoch auch die 
Abschätzung risikoabdeckender Tagessätze problematisch ist und das Entschei-
dungsmodell generisch für verschiedene Projektarten konzipiert werden soll, soll 
auch diese Art der Preissetzung darin abgebildet werden.  
 
Der Einzahlungsstrom gemäß dem Modell berechnet sich dabei, wiederum auf Basis 
der Nettopreise – wie folgt:1013 
 
dsDE ⋅=  
 
Mit 
E prognostizierter (Rest-)ertrag bei Projektweiterführung 
D Anzahl der bis Projektende zusätzlich abzurechnenden Personentage 
ds  durchschnittlicher Tagessatz je Projektmitarbeiter  
                                                 
1012 Stoyan(2004), S.157 
1013 Auf die Modellierung von Zinseffekten wurde hier verzichtet. Eine dyamische Betrachtung der 
einzelnen Softwarekategorien erfolgt erst auf Stufe V der Modellbildung. 
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Dabei wird angenommen, dass bis zum Entscheidungszeitpunkt bereits „aufgewen-
dete“ Personentage, unabhängig von der Weiterführung des Projektes in jedem Fall 
abgerechnet werden können. Analog zu den Ausführungen in Kapitel 10.2.1.2 sei 
somit eine Faktura zu jedem Zeitpunkt möglich. Bei davon abweichende Vertrags-
gestaltungen – beispielsweise bei Faktur-Möglichkeiten nur zu bestimmten Meilen-
steinen – ist das Modell entsprechend anzupassen.  
 
Können somit Teilleistungen in Form von Personentagen unabhängig von einer Pro-
jektweiterführung fakturiert werden, dürfen für das Entscheidungsmodell nur die 
Leistungen berücksichtigt werden, die bei einer Weiterführung zusätzlich erbracht 
und fakturiert werden können. 
 
Die Anzahl der bei Projektweiterführung abzurechnenden Personentage bestimmt 
sich im hier entwickelten Modell über den zeitlichen Projektrestaufwand und die 
Teamgröße. Auf die Bestimmung dieser in Abhängigkeit von der Aufwandsschät-
zung, wird im Rahmen der Modellbildung in Kapitel 11 eingegangen. Auch Abzin-
sungseffekte werden dort berücksichtigt.  
 
Die Berechnung basiert dabei vereinfachend auf dem durchschnittlichen Tagessatz 
eines Projektmitarbeiters über das gesamte Projektteam. Für die explizite Berücksich-
tigung von Unterschieden zwischen den Abrechnungssätzen einzelner Teammitglie-
der ist die Berechnung entsprechend zu anzupassen. 
 
Einschränkungen der hier ausgeführten Betrachtungsweise ergeben sich bei der Be-
rücksichtigung von Projektportfolios. Es kann hierbei der Fall auftreten, dass durch 
außerplanmäßig lange Projektlaufzeiten Ressourcen durch das Projekt gebunden 
werden und dadurch die Realisierung geplanter Folgeprojekte verzögert oder unmög-
lich wird. Hieraus können Verluste durch mangelnde Auslastung in der Folgezeit des 
Projektes oder Vertragsstrafen resultieren. Auch Folgewirkungen beispielsweise 
durch Kundenunzufriedenheit müssten hierbei Berücksichtigung finden. Diese Be-
trachtungen des Multiprojektmanagements sollen jedoch für dieses Modell ausge-
klammert werden. Dahingehende Erweiterungen bieten Raum für weitere Forschung.  
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10.2.3 Mischformen fester und variabler Projektbepreisung 
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Abbildung 82: Mischformen fester und variabler Projektbepreisung 
 
Berücksichtigt man aktuelle Tendenzen bei der Vertragsgestaltung zu Individual-
Softwareentwicklungsprojekten, bilden sich derzeit eine Vielzahl von Preismodellen, 
die weder rein der Festpreisvariante noch der aufwandsbezogenen Abrechnung zu-
geordnet werden können. Diese Mischformen sollen im Folgenden überblickhaft 
dargestellt werden, wobei auch auf Anpassungsmöglichkeiten des hier entwickelten 
Modells Bezug genommen wird. Detaillierte Erweiterungen des Modells auf die ein-
zelnen Ausgestaltungen der Preismodelle sollen jedoch aufgrund der Variantenvielfalt 
(durch Möglichkeiten der individuellen Vertragsgestaltung) unterbleiben. 
 
Die folgenden Ausführungen orientieren sich schwerpunktmäßig an der Kategorisie-
rung nach OESTEREICH.1014 
 
10.2.3.1 Aufwandsbezogener Preis mit Obergrenze 
 
Die Vertragspartner vereinbaren in dieser Ausgestaltung einen aufwandsbezogenen 
Projektpreis, beispielsweise auf Basis von Tagessätzen und einen verbindlichen Ma-
ximalpreis für das Projekt.1015 Bei STRAUB werden derartige Maximalpreise als 
„Kostendächer“ bezeichnet.1016 
                                                 
1014 Vgl. Oestereich (2006) 
1015 Vgl. Oestereich (2006), S.2 
1016 Vgl. Straub (2007), S.140  
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„Kostendächer sind Preisobergrenzen für variable Vergütungen. Sie betreffen stets 
das ganze Preis-Leistungsverhältnis und erfordern somit auch eine präzise Definiti-
on der umfassten Leistungen.“1017 
 
Aus Auftragnehmersicht – somit aus Sicht des projektdurchführenden Unterneh-
mens – ist diese Art der Vertragsgestaltung nachteilig. „Ist der Aufwand größer, als 
ursprünglich veranschlagt, zahlt der Auftragnehmer drauf. Kommt der Auftragneh-
mer mit weniger aus, hat der Auftraggeber Kosten gespart.“1018 Somit darf ange-
nommen werden, dass derartige Vertragsvereinbarungen lediglich aus vertriebstech-
nischen Überlegungen angeboten werden, um Kunden mit einerseits hohem Sicher-
heitsbedürfnis und andererseits niedriger Zahlungsbereitschaft zu gewinnen. Der 
Auftragnehmer trägt in dieser Vertragsausgestaltung jedoch „ein erhebliches wirt-
schaftliches Risiko, ohne dass dem eine angemessene, dieses Risiko rechtfertigende 
Chance gegenüber steht.“1019  
 
Geht man davon aus, dass die abzurechnende variable Vergütung (z.B. Tagessätze) 
kostendeckend kalkuliert wurde, ist ein Projekt aus wirtschaftlicher Sicht bei dieser 
Preisgestaltung nur dann abzubrechen, wenn die prognostizierten Aufwände1020 bis 
zur Projektfertigstellung die (abgezinste) vereinbarte Preisobergrenze überschreiten. 
Im Sinne des hier entwickelten Modells kann somit die Vertragsgestaltung „Auf-
wandspreis mit Obergrenze“ bei einer Entscheidung für oder gegen einen Projektab-
bruch analog zur reinen Festpreisvereinbarung behandelt werden.  
 
Je nach individueller Ausgestaltung des Vertrags, sind zahlreiche Variationen dieses 
Preismodells möglich. Einer Klassifikation nach STRAUB folgend, sind „degressive 
Preismodelle“1021, bei denen „der Leistungserbringer nach Überschreiten eines be-
stimmten Kostenlimits nur seine Selbstkosten“ 1022 verrechnen darf, Kombinationen 
mit einem „Kostensockel“1023, Bonussysteme und eine Aufsplittung der Kostendä-
                                                 
1017 Straub (2007), S.140 
1018 Oestereich (2006), S.2 
1019 Oestereich (2006), S.2 
1020 Vgl. Kapitel 9 
1021 Straub (2007), S.140 
1022 Straub (2007), S.140f. und Heusler/Mathys (2004), S.106f. 
1023 Straub (2007), S.140 
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cher für Projektteile (auch mit Gesamtprojekt-Kostendach) möglich.1024 Ein Kosten-
sockel kann dabei entweder als Preisuntergrenze bzw. Minimalpreis1025 oder als 
Kombination von Festpreisanteil und variabler Abrechnung verstanden werden. Für 
letztere Vertragsgestaltung wird bei FRICK et al. die Umsetzung der Meilensteinfak-
tura thematisiert: „Im Festpreisanteil werden die erbrachten Leistungen zu einem 
vorab festgelegte Preis beim Erreichen von Meilensteinen fakturiert. Im aufwandsbe-
zogenen Anteil werden die erbrachten Leistungen […] je nach erbrachtem Aufwand 
fakturiert.“1026 
 
Im Anwendungsfall des hier entwickelten Entscheidungsmodells sind die individuel-
len Besonderheiten der jeweiligen Vertragsgestaltung sowohl zur gesamten Preis-
struktur als auch in Hinblick auf Möglichkeiten zur Teilabrechnung zu berücksichti-
gen. Das Modell kann mit Rückgriff auf die in dieser Arbeit analysierten und integ-
rierten ‚Reinformen’  der Bepreisung entsprechend angepasst werden. 
 
10.2.3.2 Mehrstufiger Festpreis 
 
In der Literatur zu Softwareentwicklungsprojekten findet sich auch das Preis-
Konstrukt ‚Mehrstufiger Festpreis’1027. Jedoch muss dieses für den praktischen Einsatz 
als nur bedingt geeignet gewertet werden.  
 
Beim mehrstufigen Festpreis wird das betrachtete Softwareentwicklungsprojekt in 
mehrere Projektphasen bzw. darauf aufbauende Teilleistungen unterteilt. Dabei wird 
„jeweils nur für eine Phase ein Festpreis vereinbart.“1028 Jede Projektphase kann vom 
Auftraggeber neu ausgeschrieben werden.1029  
 
OESTEREICH sieht hierin die Vorteile einer schrittweisen Budgetsicherheit bei der 
gleichzeitigen Möglichkeit zu beliebigen Anforderungsänderungen für die Folgestu-
                                                 
1024 Vgl. Straub (2004), S.140f. 
1025 Vgl. Straub (2007), S.140f. und Heusler/Mathys(2004), S.106f. 
1026 Frick et al. (2007), S.117 
1027 In verschiedenen inhaltsgleichen Bezeichnungen 
1028 Vgl. Oestereich (2006), S.3 
1029 Vgl. Oestereich (2006), S.3 
  
Analyse von Verfahren zur Ertragsschätzung  
 
 
318 
fen und geringeren Risikoaufschlägen durch mehr Schätzsicherheit als beim einstufi-
gen Festpreis.1030  
 
Auch STEIMLE ordnet bei einem mehrstufigen Festpreis – bei ihm als „Festpreis-
vertrag für Teilergebnisse“ bezeichnet – sowohl dem Auftraggeber als auch dem 
Auftragnehmer ein geringeres Risiko zu, als bei den ‚Reinformen’ Festpreis und 
Aufwandspreis.1031 Dies wird in folgender Graphik veranschaulicht: 
 
Kundenrisiko
Lieferantenrisiko
Festpreisvertrag
für Teilergebnisse
Festpreisvertrag
Dienstleistungsvertrag
 
Abbildung 83: Risikosituation bei einem Festpreisvertrag für Teilergebnisse1032 
 
Jedoch müssen für den praktischen Einsatz vor allem zwei Aspekte als problematisch 
erachtet werden: 
(1) Bei der Anwendung bestimmter Softwareentwicklungsprozesse – z.B. dem Was-
serfallmodell – stellt sich die Frage, inwiefern verwertbare Teilleistungen er-
bracht und sowohl quantitativ als auch hinsichtlich ihrer Qualität bewertet wer-
den können.1033 Zwar muss den Ausführungen von Oestereich dahingehend zu-
gestimmt werden, dass alle gängigen Vorgehensmodelle – Wasserfallmodell, 
                                                 
1030 Vgl. Oestereich (2006), S.3 
1031 Steimle (2007), S.42 
1032 Vgl. Steimle (2007), S.42; entspricht einer Version von Ebert (2006) mit Anpassungen von Steimle 
(2007); ‚Dienstleistungsvertrag’ entspricht dabei einer aufwandsbezogenen Bepreisung 
1033 Diese Problematik wurde auch bereits in Kapitel 10.2.1.2 angesprochen. Vgl. hierzu auch  
Oechtering (2003), S.3 
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RUP, V-Modell, Extreme Programming usw. – sich in Phasen oder andere zeitli-
che Einheiten unterteilen lassen;1034 Jedoch ist dabei problematisch, dass im klas-
sischen Wasserfall-Modell die Phasen rein sequentiell ablaufen und i.d.R. nur 
bedingt verwertbare Teilergebnisse erzielen. Hierbei nach zeitlichen Phasen im 
Sinne von ‚ausschreibbaren’ Teilprojekten zu untergliedern ist in der Reinform 
des Prozesses wenig praktikabel. Eine Anwendung für iterative Vorgehensmo-
delle hingegen scheint besser möglich. 
(2) Im Falle eines (mehrmaligen) Auftragnehmerwechsels entstehen hohe Transak-
tionskosten durch mehrmalige Ausschreibungen und Auswahlprozesse. Auch 
muss zusätzlicher Abstimmungs- und Einarbeitungsaufwand kalkuliert werden. 
Es ist anzunehmen, dass diese Mehraufwände einen Großteil der Einsparpoten-
ziale durch das Preismodell kompensieren oder sogar überschreiten.  
 
Im Sinne der Modellbildung dieser Arbeit, welche die Problematik aus Sicht des pro-
jektausführenden Unternehmens analysiert, kann hierbei die jeweilige Einzelaus-
schreibung auch als Einzelprojekt gesehen werden. Da für dieses betrachtete  
(Einzel-)Projekt ein Festpreis vereinbart wird, können die Ausführungen in Kapitel 
10.2.1 analog angewendet werden. 
 
10.2.3.3 Anforderungseinheitspreis1035 
 
Im Falle der Vereinbarung eines Anforderungseinheitspreises, wird anders „als beim 
Aufwandspreis […] nicht nach dem geleisteten Aufwand abgerechnet, sondern nach 
einem Festpreis pro Anforderungseinheit.“1036 Diese Methode der Preisfindung für 
Softwareentwicklungsprojekte wird schwerpunktmäßig in den USA angewandt, wo-
bei der Preis i.d.R. für die Leistungseinheit „Function Point im Pflichtenheft“ festge-
legt wird.1037 Oestereich sieht – neben Funktionspunkten –  weitere mögliche Basis-
einheiten für die Anwendung dieser Preisvariante, wie„Essential Use Case Steps“ und 
                                                 
1034 Oestereich (2006), S.2f. 
1035 Begriff nach Oestereich (2006), S.3 
1036 Oestereich (2006), S.3 
1037 Vgl. Hürten (2005), S.87 
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„Widget Points“.1038 Aufgrund der weiten Verbreitung von Function Points als Basis-
einheit der Softwaremessung1039 und der konsequenten Nutzerorientierung bei ihrer 
Ermittlung, scheint eine Anwendung von Funktionspunkten als Basis eines anforde-
rungsbasierten Preises sinnvoll.  
 
Vorteile bietet dieses Verfahren vor allem dahingehend, dass sowohl Auftraggeber als 
auch Auftragnehmer sicher sein können, „dass die erbrachte Leistung angemessen 
entlohnt wird.“1040 
 
Die Ermittlung des Projektertrags basiert somit bei dieser Abrechnungsvariante auf 
der Anzahl der zu entwickelnden Funktionspunkte. Eine Vereinbarung dahingehend, 
dass bereits realisierte Funktionalität in jedem Fall abgerechnet werden kann, auch 
wenn das Projekt nicht fertig gestellt wird, scheint sinnvoll.  Die für das hier entwi-
ckelte Modell entscheidungsrelevanten zukünftigen Erträge bestimmen sich analog 
zu den Aufwänden aus den noch zu realisierenden Funktionspunkten.  
 
Der Ertrag des Projektes berechnet sich – unter Berücksichtigung der Ergebnisse der 
Aufwandsprognose1041 – wie folgt: 
 
FPbisherBasis pFP
RC
mFPE ⋅−⋅+⋅= ))
100
1((  
 
mit  
E   prognostizierter (Rest-)ertrag bei Projektweiterführung 
BasisFP   Gesamtgröße des Projektes in FP 
bisherFP  Bisher realisierte Funktionspunkte 
RC  Requirements Creep 
m  Anzahl der Monate für die RC berücksichtigt werden soll 
FPp  Preis je Funktionspunkt
1042 
 
                                                 
1038 Vgl. Oestereich (2006), S.3; auf diese Messgrößen wird in dieser Arbeit aufgrund ihrer geringen 
Relevanz in Literatur und Fallstudien nicht weiter eingegangen. 
1039 Vgl. die Ausführungen in Kapitel 9.3.1.2 
1040 Vgl. Oestereich (2006), S.3 
1041 Vgl. Kapitel 9.3.2.3.1 
1042 „Preis“ entspricht auch hier dem Nettopreis. Steuerliche Effekte werden nicht berücksichtigt. 
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Demzufolge ist ein Projekt in jedem Fall dann wirtschaftlich, wenn der vereinbarte 
Preis je Funktionspunkt den Aufwand je Funktionspunkt übersteigt. Das Risiko eines 
schleichenden und damit meist1043 unbezahlten Zuwachses bei den Anforderungen 
verliert demnach in dieser Vertragsgestaltung an Bedeutung, da jede Funktionsaus-
weitung auch in der Berechnung des Projektertrags erfasst wird. 
 
In Abwandlung zur Zielsetzung dieser Arbeit kann das hier entwickelte Modell mit 
entsprechenden Modifikationen auch zur risikoorientierten Bestimmung eines kos-
tendeckenden Preises je Funktionspunkt herangezogen werden. 
 
10.2.3.4 Agiler Festpreis1044 
 
Der agile Festpreis wird von OESTEREICH synonym zum inhaltsvarianten Fest-
preis gebraucht. Diese Variante stellt eine Kombination aus Festpreisangebot und 
Anforderungseinheitspreis1045 dar. „Der Auftraggeber bekommt insgesamt Anforde-
rungen im Wert des Festpreises und kann noch nicht realisierte Anforderungen je-
derzeit durch andere, gleich teuere Anforderungen ersetzen.“1046  
 
Hierbei wird als Vorteil gesehen, dass alle Änderungen nur einvernehmlich möglich 
sind, jede Partei ihr Sicherheitsbedürfnis somit befriedigt sieht. In dem Fall, dass über 
mögliche Änderungen keine Einigung herbeizuführen ist, wandelt sich das Angebot 
des agilen Festpreises zum klassischen Festpreisangebot.1047 Da hierbei Anforderun-
gen nach und nach ermittelt werden müssen, um sie ggf. gegeneinander auszutau-
schen, kann dieses Preismodell jedoch nur auf iterative Softwareentwicklungsprozes-
se angewandt werden.1048  
 
Bei OESTEREICH wird für dieses Modell zudem als Vorteil angegeben, dass Auf-
traggeber ihre Anforderungen priorisieren müssen, und dass dies dem Risiko aus-
ufernder Anforderungen entgegen wirke und eine Konzentration auf das Wesentliche 
                                                 
1043 Für diese Arbeit als unbezahlt angenommen 
1044 Begriff nach Oestereich (2006), S.3 
1045 Vgl. Kapitel 10.2.3.3 
1046 Oestereich (2006), S.3 
1047 Vgl. Oestereich 2006), S.3 für die letzten beiden Sätze 
1048 Vgl. Oestereich (2006), S.4; zu iterativen Prozessen vgl. Kapitel 4.2 und 4.3.2 
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zur Folge habe.1049 Diese Wirkung einer erzwungenen „Konzentration auf das We-
sentliche“ muss für die Praxis jedoch in Frage gestellt werden. Die Annahme eines 
reinen Austauschs von Funktionalität greift in der Regel zu kurz, da – wie in Kapitel 
9.3.2.3.1 dargestellt – meist im Projektverlauf mit größenwirksamen Anforderungs-
zunahmen zu rechnen ist. Hierfür müssen bei Anwendung dieses sehr restriktiven 
Preismodells Möglichkeiten für Vertragsänderungen oder zusätzliche Verträge ge-
schaffen werden. „Der finanzielle Ausgleich bei Abweichungen in der Funktionalität 
dürfte [jedoch] auf der Basis der Differenz in den Function Points leichter zu finden 
sein, als ohne diese Kennzahl.“1050 Allerdings muss auch in diesem Fall OESTE-
REICH dahingehend zugestimmt werden, dass durch diese Vertragsgestaltung das 
Risiko des schleichenden Funktionszuwachses ohne Berücksichtigung der neuen 
Funktionalität in der Projektbepreisung, minimiert wird. Somit muss für diesen Son-
derfall kein, oder ein nur sehr geringer Requirements Creep in der  
(Rest-)Aufwandsprognose berücksichtigt werden. Die Ertragsrechnung bestimmt 
sich – ohne Vertragsänderungen – wie beim klassischen Festpreis. 
 
Auf die Beschreibung weiterer Sonderformen und deren Varianten – bspw. des bei 
OESTEREICH aufgeführten agilen Phasenfestpreises oder der Lebenszykluspreisga-
rantie –  soll aufgrund der geringen Relevanz verzichtet werden. 
 
                                                 
1049 Vgl. Oestereich (2006), S.3 
1050 Vgl. Hürten (2005), S.87 
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10.2.4 Ertragsprognose für Software als Teil eines Absatzgutes 
 
Standard-
produkt-
erstellung
Direkter Ertrag Indirekter Ertrag
Kommerzielle Software
Individual-
software mit
aufwands-
bezogener
Bepreisung
Individuelle
Produkt-
gestaltung
Individuelle
Software-
lösungen zur
unternehmens-
internen
Verwendung
Individual-
software zum
Festpreis
Software
als Teil
eines
Absatzgutes
Freie Software
 
Abbildung 84: Kategorie "Software als Teil eines Absatzgutes" 
 
 
10.2.4.1 Die Problematik der Ertragszurechnung  
 
Wie in Kapitel 5.3.2.3 ausgeführt, wird für diese Arbeit Software als Teil eines Ab-
satzgutes verstanden als Software, die in andere Produkte eingebettet und über diese 
vermarktet wird.1051 Die Besonderheit dieser Softwarekategorie stellt sich somit darin 
dar, dass das Softwareprodukt nur als Komponente in einem Absatzgut integriert ist 
– somit am Markt weder eigenständig wahrgenommen wird, noch ‚eigene’ Erlöse er-
zielt. Da eine Vermarktung über ein ‚übergeordnetes’ Produkt erfolgt, gestaltet sich 
eine Ertragszurechnung für diese Softwarekategorie komplex.  
 
Für eine Bewertung des Projektes zur Erstellung von eingebetteter Software1052 stellt 
sich die Frage, welcher Anteil am Ertrag des vermarkteten Gesamtproduktes der in-
tegrierten Software zugeordnet werden kann. Sowohl in der wissenschaftlichen Lite-
ratur als auch in empirischen Studien und Praxisberichten finden sich dazu derzeit 
nahezu keine Ausführungen. Vereinzelte Hinweise zu diesem Problem gehen meist 
zu wenig ins Detail.  
 
Ziel der folgenden Ausführungen ist es – trotz der Komplexität des Zurechnungs-
problems – eine Möglichkeit zur Ertragszurechnung für das hier gebildete Entschei-
                                                 
1051 In Anlehnung an GfK/IESE/ISI (2000), S.7 
1052 In der hier gewählten Begriffsabgrenzung 
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dungsmodell zu identifizieren, um eine Zuordnung monetärer Erträge zum betref-
fenden Softwareentwicklungsprojekt und damit auch eine Projektbewertung zu er-
möglichen. Wie in Kapitel 5.3.2.3 ausgeführt, sollen dabei die beiden Kategorien   
1. Software als integrierter Teil in Software 
2. Software als integrierter Teil in technischen Produkten  
Beachtung finden, wobei der Analyseschwerpunkt auf embedded Software im enge-
ren Sinne1053 gelegt wird. 
 
10.2.4.1.1 Software als integrierter Teil in Software 
 
Wurde bisher für die Entscheidungsfindung über Projektabbruch oder -weiter 
-führung jedes Softwareentwicklungsprojekt bzw. das daraus resultierende Software-
produkt als Einzelprodukt betrachtet, soll diese Betrachtung an dieser Stelle erweitert 
werden. Gerade in großen, modular aufgebauten Softwareprodukten, kann die Ent-
wicklung einzelner Module als eigenständiges Projekt betrachtet werden, dessen Pro-
jektergebnis in das Gesamtprodukt integrativ eingefügt wird. Absatzgut ist dabei das 
‚übergeordnete’ Softwareprodukt. Das einzelne Teilprodukt – z.B. ein einzelnes Mo-
dul – erzielt dabei keine eigenständigen Erlöse am Markt.1054  
 
Bei modularer Produktzusammenstellung werden oftmals einzelne Funktionsberei-
che in Modulen gebündelt – beispielsweise das Modul FI in der SAP Business Suite. 
Somit deckt ein Modul bestimmte, vom Kunden wahrnehmbare Funktionalitäten ab 
und wirkt folglich auf die wahrgenommenen Eigenschaftsausprägungen des Produk-
tes. Eine Bewertung über die in Kapitel 10.1.1.2.3 dargestellte Conjoint-Analyse 
scheint daher sinnvoll. 
 
 
                                                 
1053 Vgl. die Definition von v.Wallhoffen (2007), S.6 in Kapitel 5.3.2.3 
1054 Mögliche Mischformen, z.B. wenn ein Produkt sowohl integriert als auch eigenständig vermarktet 
wird, sollen hier nicht betrachtet werden. 
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10.2.4.1.2 Software als integrierter Teil in technischen Produkten 
10.2.4.1.2.1 Die Bewertungsproblematik von Embedded Sofware 
 
Zunehmend findet sich Software auch integriert in verschiedenen technischen Pro-
dukten, beispielsweise Haushaltsgeräten, Autos und medizinischen Geräten. Embed-
ded Systems werden als „Entwicklungstreiber für innovative Lösungen in der Auto-
mobil-, Luftfahrt-, Elektro- und Maschinenbauindustrie“1055 gesehen. Das Unter-
nehmen XOX INDUSTRIE IT geht davon aus, dass im Jahr 2010 90% der Innova-
tionen bei Autos durch eingebettete Systeme entstehen.1056  
 
„Das Gesamtmarktvolumen für Embedded Systeme für Deutschland wird auf über 
18,7 Mrd. […] geschätzt. Die Anbieter tragen in 2007 dazu 3,7 Mrd. Euro bei und 
die Wertschöpfung in den Anwendersektoren umfasst mehr als 15 Mrd. Euro“  
 
„Die Wertschöpfung bei der Neuentwicklung von Produkten verlagert sich […] im-
mer mehr in Richtung Software.“1057 
 
Durch diese Aussage wird die große Bedeutung von Softwareentwicklung im Bereich 
embedded Systems deutlich; jedoch ist diese Schätzung für die monetäre Bewertung 
dieser Bedeutung problematisch:  
 
 
 
                                                 
1055 Bitkom et al. (2008), S.12 
1056 Vgl. XOX Industries IT (o.J.), S.1 
1057 Jazdi (1997-2003), S.13 
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Zwar kann davon ausgegangen werden, dass das Marktvolumen für die reinen Anbie-
ter-Unternehmen – somit die Unternehmen die embedded Software als externe 
Dienstleister für Anwenderunternehmen produzieren –  mit 3,7 Mrd Euro gut mone-
tär abgebildet werden kann. Projekte dieser Softwareentwicklungs-Dienstleister sol-
len jedoch im Sinne der hier entwickelten Kategorisierung überwiegend dem Teilbe-
reich „Individuelle Produkterstellung“1058, entweder zum Festpreis oder zur auf-
wandsbezogenen Bepreisung, zugeordnet werden, da diese direkte Erträge mit em-
bedded Softwarelösungen erzielen. Eine Ertragszurechnung muss hierbei folglich 
entsprechend der Ausführungen in Kapitel 10.2.1, 10.2.2 und 10.2.3 erfolgen.  
 
Die Bedeutung der Softwareeigenentwicklung in den Anwenderunternehmen – somit 
den Unternehmen, welche softwareintegrierte Produkte herstellen und vermarkten – 
wird in obigem Zitat mit ca. 15 Mrd. Euro beziffert ist. Diese 15 Mrd. Euro geben 
die damit verbundene Wertschöpfung wieder, werden aber in weiteren Ausführungen 
mit geschätztem Marktpotenzial gleichgesetzt.1059 Es wird jedoch ausdrücklich darauf 
hingewiesen, dass „es sich bei diesem Wert im Gegensatz zum statistisch erhobenen 
Anbietermarkt um eine grobe Schätzung handelt.“1060 Als problematisch muss hierbei 
der Begriff der „Wertschöpfung“ gesehen werden. Dieser wird sehr ambivalent ge-
braucht, und ist – je nach Verwendung – für eine Wirtschaftlichkeitsbewertung ge-
eignet oder ungeeignete. 
 
„Bezogen auf Produkte ist die Wertschöpfung der Wert nach der Verarbeitung mi-
nus dem Wert vor der Bearbeitung (Entstehungsrechnung oder subtraktive Ermitt-
lung).“1061  
 
                                                 
1058 Embedded Software-Entwicklung durch externe Softwareunternehmen wird überwiegend als 
Entwicklung von Individualsoftware verstanden. „Die Software in Embedded Systemen ist auf-
grund der engen Verbindung der Komponenten häufig passgenau auf die Hardware zugeschnitten. 
Folglich ist eine Standardisierung nur in begrenztem Maße unterstützt durch Embedded Betriebs-
systeme möglich.“ Bitkom et al. (2008), S.19; „In der individuellen Entwicklung von Embedded 
Systemen zeigt sich die Stärke des deutschen Ingenieurwesens. Anders als beispielsweise Dienst-
leistungen und Produkte im Umfeld der klassichen IT stellen Embedded-Systeme keinen Stan-
dardentwicklungen dar. Vielmehr ist jedes System eine individuelle Lösung herstellerspezifischer 
Anforderungen.“, S.23 
1059 Bitkom et al.(2008), S.11 
1060 Bitkom et al.(2008), S.30 
1061 Finkeissen(1999), S.43 
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Betrachtet man den Entwicklungsprozess eines Produktes, ist dabei problematisch, 
dass mit dieser Definition Entwicklungsprozesse nicht adäquat bewertet werden 
können, „weil ihr die Kundenorientierung fehlt“.1062  
 
„So lässt sie unberücksichtigt, dass zwar jeder Prozessschritt den kostenrechnerischen 
Wert des Produkts, aber nicht unbedingt aus Sicht des Kunden erhöht.“1063 
 
SCHOLZ/VROHLINGS fordern für das Prozessmanagement, dass der Begriff 
„Wert“ in Wertschöpfung, nicht bezogen auf den Ressourcenverbrauch und damit 
auf die Kosten, sondern aus dem geschätzten Nutzen für den internen und externen 
Kunden definiert werden soll.1064 Diese Forderung soll hier auf die Bewertung von 
Projekten zur Erstellung von embedded Software – als Teilprozess der Erstellung 
softwareintegrierter Produkte – übertragen werden.  
10.2.4.1.2.2 Die Bedeutung von embedded Software für Produktinnovationen 
 
Die Bedeutung von embedded Software für Produktinnovationen wird insgesamt als 
sehr hoch eingeschätzt. „Eingebettete Systeme stellen die Grundlage der Wettbe-
werbsfähigkeit ganzer Branchen dar. Sie werden für eine genau definierte Funktion 
entwickelt und sind meist unsichtbar in ein technisches Umfeld integriert.“1065 
 
In der, bereits in Kapitel 3.2 angesprochenen, Studie „Softwareintegrierte Produkte 
in der Fertigungswirtschaft“ der Universität Passau mit der Unternehmensberatung 
Accenture wurde festgestellt, dass 65% der befragten Unternehmen einer sehr hohen 
Bedeutung von Software als Bestandteil ihrer Produkte tendenziell zustimmen.1066 
Vor allem werden positive Auswirkungen auf die Produktinnovationsrate und eine 
bessere Erfüllung der Kundenanforderungen als Vorteile von Software in Produkten 
gesehen. 
 
                                                 
1062 Finkeissen (1999), S.44 
1063 Finkeissen (1999), S.44 basierend auf Scholz/Vrohlings (1994), S.110 
1064 Scholz/Vrohlings (1994), S.110 zitiert nach Finkeissen (1999), S.44 
1065 Bitkom et al. (2008), S.17 
1066 Vgl. Kleinschmidt/Pfeifer (2007), S.23 
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Abbildung 85: Antwortverhalten "Die integrierte Software ermöglicht Produktinnovationen 
und treibt sie voran." [links] und "Die integrierte Software erlaubt eine bessere Erfüllung der 
Kundenanforderungen" [rechts]1067 
 
Somit wirkt – entsprechend der rechten Abbildung – embedded Software – obwohl 
i.d.R. vom Kunden nicht unmittelbar wahrgenommen – mittelbar über realisierbare 
Produkteigenschaften auf die Erfüllung von Kundenanforderungen und somit auch 
auf die individuelle Nutzenbewertung durch die Käufer. Wie bereits für Software, die 
wiederum in Software integriert wird1068, ausgeführt, scheint folglich auch hier eine 
Bewertung mittels Conjoint-Analyse sinnvoll.  
 
Da diese Bewertungs-Methodik somit für beide hier betrachten Kategorien in Frage 
kommt, soll sie im Folgenden detaillierter analysiert werden. Der Fokus liegt dabei – 
wie bereits ausgeführt – auf embedded Software im engeren Sinne, da die Problema-
tik einer Abbildbarkeit des Einflusses der integrierten Software auf die Kaufentschei-
dung hier verschärft angenommen werden muss. Dies ist darin begründet, dass der 
Kunde aus seiner Betrachtungsperspektive keine Software kauft und zum Teil auch 
nicht darüber informiert ist, dass das betreffende Produkt Softwarebestandteile ent-
hält. Die Ausführungen zu embedded Software i.e.S. lassen sich jedoch vereinfacht 
analog auf „Software integriert in Software“ anwenden.  
                                                 
1067 Vgl. Kleinschmidt/Pfeifer (2007), S.22 
1068 Vgl. Kapitel 10.2.4.1.1 
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10.2.4.2 Analyse der Eignung der Conjoint-Analyse für eine Ertrags-
zurechnung bei Embedded Software 
 
Nur in wenigen Veröffentlichungen wird auf eine konkrete monetäre Bewertung des 
Marktpotenzials von embedded Software bzw. embedded Systems eingegangen. 
Wenn monetäre Bewertungen erfolgen, beziehen sich diese – beispielsweise bei 
BITKOM et al. – auf empirische Daten für den gesamten Sektor „Embedded-
Software-Entwicklung“ oder auf das Marktpotenzial von Innovationen allgemein. 
Wissenschaftliche Einzelbetrachtungen zu Embedded Software in bestimmten Pro-
dukten legen derzeit ihren Fokus fast ausschließlich auf technische Fragestellungen. 
Ausführungen zur marktorientierten Bewertung von embedded Software in einzel-
nen Produkten unterbleiben nahezu vollständig.  
 
Da im hier entwickelten entscheidungsuntertützenden Modell jedoch die Vorteilhaf-
tigkeit der Weiterführung konkreter Einzelprojekte zur Entwicklung von Embedded 
Software bewertet werden soll, greifen existierende gesamtwirtschaftliche Untersu-
chungen und verallgemeinerte Schätzwerte für die hier verfolgte Zielsetzung zu kurz. 
Vielmehr soll ein Verfahren identifiziert werden, welches konkrete Anhaltspunkte für 
eine Ertragszurechnung – ausgehend vom jeweiligen Absatzprodukt – bietet. Die an 
dieser Stelle durchgeführten Betrachtungen dienen dabei lediglich als Lösungsansatz 
und erheben nicht den Anspruch der Vollständigkeit, um den Rahmen dieser Arbeit 
nicht zu sprengen. In Anbetracht der derzeit noch großen Defizite in der Behand-
lung softwareintegrierter Produkte in der Fertigungswirtschaft1069, bietet sich hier 
Raum für weiterführende Forschungen. 
 
Wie in Kapitel 10.1.1.2.3 dargestellt, hat sich in den letzten Jahren die Conjoint-
Analyse u.a. zur Abschätzung von Marktanteilen für Produktinnovationen weitge-
hend durchgesetzt. Ihre Eignung wurde in Kapitel 10.2.4.1.1 und 10.2.4.1.2 auch für 
Produkte, mit integrierter Softwarekomponente angenommen. Diese Annahme soll 
im Folgenden detaillierter analysiert werden. 
 
Wie bereits in Kapitel 10.1.1.2.3 ausgeführt, basieren mittels Conjoint-Analysen 
durchgeführte Marktprognosen auf Eigenschaften und Eigenschaftsausprägungen 
                                                 
1069 Vgl. Kleinschmidt/Pfeifer (2007) 
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des analysierten Produktes. Wesentliche Forderung hierbei ist, dass die zugrunde ge-
legten Eigenschaften kaufentscheidungsrelevant sein müssen.1070 „Nicht kaufverhal-
tensrelevante Eigenschaften würden keinen zusätzlichen Beitrag zur Erklärung der 
Präferenz bringen […]“.1071 
 
Die Erfüllung dieser Anforderung gestaltet sich für Embedded Software bzw. Em-
bedded Systems schwierig, wie auch folgendes Zitat verdeutlicht: 
 
„Eingebettete Systeme stellen die Grundlage der Wettbewerbsfähigkeit ganzer Bran-
chen dar. Sie werden für eine genau definierte Funktion entwickelt und sind meist 
unsichtbar in ein technisches Umfeld integriert.“1072 
 
Somit wird integrierte Software zwar als wesentlicher Innovationstreiber gesehen; je-
doch zeigt Wort „unsichtbar“ in obigem Zitat die Problematik für eine kundenori-
entierte Bewertung der Softwarekomponente. Da die integrierte Software folglich für 
den potenziellen Käufer i.d.R. nicht unmittelbar erkennbar ist, kann die eingebettete 
Software auch nicht direkt auf die Kaufentscheidung wirken, somit – in einer direk-
ten Betrachtung – als nicht kaufentscheidungsrelevant angenommen werden. 
 
Jedoch wird Embedded Software in Literatur und Praxisberichten übereinstimmend 
als Innovationstreiber und wesentlicher Bestandteil in Produktneuentwicklungen an-
gegeben. Für Produktneuentwicklungen in Branchen, die schwerpunktmäßig Em-
bedded Software in ihre Produkte integrieren, wurden folgende Umsatzanteile für 
Neuentwicklungen ermittelt: 
 
                                                 
1070 Backhaus et al. (1994) S.504 zitiert nach Henrichsmeier (1997), S.15 Auf weitere Anforderungen 
an die der Analyse zugrunde gelegten Eigenschaften wird hier nicht detailliert eingegangen. Es sei 
auf entsprechende Literatur, beispielsweise Heinrichsmeier (1997) und die dort angegebenen Au-
toren verwiesen.  
1071 Heinrichsmeier (1997), S.15 
1072 Bitkom et al. (2008), S.17 
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Abbildung 86: Umsatzanteil von Neuentwicklungen mit Embedded Systemen an den Ge-
samtentwicklungen im Jahr 20071073 
 
Embedded Software muss somit – obwohl in der Regel nicht direkt vom Käufer 
wahrgenommen – dennoch als hochgradig kaufentscheidungsrelevant bewertet wer-
den.  
 
Da die Conjoint-Analyse auf kaufentscheidungrelevanten Eigenschaften beruht, 
muss eine Analyse der Wirkungen der Software auf die Ausprägungen dieser Eigen-
schaften erfolgen.  
 
Veröffentlichungen zu Conjoint-Analysen – beispielsweise aus dem Automotive Sek-
tor – berücksichtigen dabei die Wirkung der eingebetteten Software bisher noch 
nicht explizit. Als kaufentscheidungsrelevante Eigenschaften, werden für den Auto-
mobilbereich u.a. Sicherheit, Zuverlässigkeit, Preis, Design, Fahrkomfort, Umwelt-
orientierung und Wirtschaftlichkeit angegeben.1074 Im PKW-Bereich werden bei-
                                                 
1073 Vgl. Bitkom et al. (2008), S.31 
1074 Vgl. Conrad(1997), S.79. Die Aufzählung wird dort weiter fortgeführt; Sie basiert auf den Ergeb-
nissen der NCBS (New Car Buyer Survey) von 1994 
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spielweise von den westeuropäischen Herstellern gemeinsam diese Merkmale einmal 
pro Jahr erhoben.1075  
 
Die integrierte Software kann dabei verschiedene kaufentscheidungsrelevante Eigen-
schaften über die jeweiligen Merkmalsausprägungen beeinflussen. Die Wirkung ist 
für jedes Produkt individuell zu erfassen, kann somit nicht standardisiert erfasst wer-
den.  
 
Für PKWs müssen beispielsweise v.a. Wirkungen im Bereich Sicherheit, Fahrkom-
fort, Umweltorientierung und Wirtschaftlichkeit angenommen werden. Folgende 
Graphik veranschaulicht diesen Sachverhalt: 
 
 
Abbildung 87: Die Wirkung von Embedded Systems in PKWs1076 
 
Um die Wahrnehmung der software-bestimmten Produkteigenschaften bzw. deren 
Ausprägungen zu fördern und diese damit kaufentscheidungsrelevant zu machen, 
muss über Marketing-Instrumente ein Bewusstsein hierfür beim Käufer geschaffen 
werden.  
 
Der Studie von KLEINSCHMIDT/PFEIFER (2007) zu Folge, fokussieren derzeit 
Fertigungsunternehmen durch Software erzielte Produkteigenschaften im Vergleich 
zu reinen Softwareunternehmen deutlich weniger. Um die Kaufentscheidungsrele-
                                                 
1075 Vgl. Conrad(1997), S.78f. 
1076 Graphik der Robert Bosch GmbH entnommen aus Bundesministerium für Bildung und For-
schung(2009); 
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vanz dieser Eigenschaften für den Kunden zu erhöhen, sollten hier zusätzliche Mar-
ketingmaßnahmen erfolgen.  
 
Für eine praktische Anwendung ist zur Bewertung von embedded Software die Iden-
tifikation von softwarebestimmten Produkteigenschaften und deren Ausprägungen 
notwendig. Dabei dürfen für die Projektbewertung nur die Eigenschaftsausprägun-
gen als bewertungsrelevant erachtet werden, welche durch die Fortführung des be-
trachten Projektes erzielt werden. 
 
Folgendes (vereinfachtes) Beispiel veranschauliche dies für eine Digitalkamera: 
 
Es sei angenommen, dass durch die embedded-Software-Entwicklung im betrachtet-
ne Projekt – bei Projektfertigstellung – folgende Eigenschaftsausprägungen für eine 
Digitalkamera A resultieren (fiktive Daten), wobei durch das Softwareentwicklungs-
projekt die Verwendung von SD oder MM Speicherkarten ermöglicht wird. Zu-
dem existieren am betrachten Absatzmarkt die Konkurrenzprodukte B und C (fiktive 
Daten):  
 
 
Abbildung 88: Beispiel-Kalkulation mittels Conjoint-Analyse (Annahme: Projektweiterfüh-
rung)1077  
 
Demnach wird für Produkt A ein Marktanteil von 79% prognostiziert. Bei Gewich-
tung mit dem Preis von 250$ pro Einheit, der Berücksichtigung von (fiktiven) variab-
len Fertigungskosten von 100$ und einem geschätzten jährlichem Marktvolumen von 
                                                 
1077 Beispiel-Simulator entnommen aus www.dobney.com – research for decisions. Es muss ange-
nommen werden, dass es sich bei den der Kalkulation zugrunde liegenden Daten lediglich um Bei-
spieldaten handelt. 
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10.000 Einheiten, resultiert daraus eine Umsatzprognose von 1.975.000$ und eine 
Ertragsprognose von 1.185.000$. 
 
Es sei weiter angenommen, dass ohne Fertigstellung des Softwareproduktes – somit 
bei Projektabbruch – die Daten nur über einen Download von der Kamera archiviert 
werden können. Alle übrigen Produkteigenschaften von Produkt A sowie den beiden 
Konkurrenzprodukten werden konstant gehalten. Dies führt zu folgendem Simulati-
onsergebnis: 
 
 
Abbildung 89 Beispiel-Kalkulation mittels Conjoint-Analyse (Annahme: Projektabbruch)1078 
 
Aufbauend auf diesen Annahmen resultiert für Produkt A ohne die neue integrierte 
Softwarelösung – somit bei Projektabbruch – lediglich noch ein Marktanteil von 
50%. Gewichtet mit oben angenommenen Marktdaten resultiert daraus eine Um-
satzprognose von 1.250.000$ und eine Gewinnprognose von 750.000$.  
 
Werden somit der Preis und alle anderen Produkteigenschaften konstant gehalten, 
ergäbe sich durch die Projektweiterführung ein zusätzlicher prognostizierter Gewinn 
von 435.000$. Da dieser durch, die von der entwickelten Software ermöglichte, zu-
sätzliche Funktionalität bedingt ist, kann er dem Softwareentwicklungsprojekt verein-
facht als Ertrag zugewiesen werden. 
 
Jedoch kann der gewinnmaximale Preis für die unterschiedlichen Produkte A (mit 
und ohne SD oder MM Speichermöglichkeit) unterschiedlich ausfallen. In obigem 
Simulations-Beispiel stellt für beide angenommene Varianten 300$ je Produkteinheit 
den gewinnmaximalen Preis dar, wobei dieser in anderen Eigenschaftskombinationen 
                                                 
1078 Beispiel-Simulator entnommen aus www.dobney.com – research for decisions. 
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für die beiden Produktvarianten auch unterschiedlich sein könnte. Für Variante I (bei 
Projektweiterführung) ergibt sich damit eine Gewinnprognose von 1.440.000$, für 
Variante II (bei Projektabbruch) eine Gewinnprognose von 840.000$. Somit eine 
Differenz von 600.000$ welche dem Softwareentwicklungsprojekt als Ertrag zuge-
wiesen werden kann.1079   
 
In einer Verallgemeinerung obiger Ergebnisse wird dem Projekt zur Entwicklung der 
integrierten Softwarelösung – in einer 1-Jahres-Betrachtung1080 – folgender Ertrag 
zugewiesen. Es wird dabei davon ausgegangen, dass die beiden Alternativen ‚Verkauf 
des Produkts mit integrierter Software’ und ‚Verkauf des Produkts ohne integrierte 
Software’ sich ausschließen – somit nicht beide Varianten parallel am Markt angebo-
ten werden. Ist dies davon abweichend der Fall, ist die Prognose entsprechend anzu-
passen.  
 
)(
100
)(
100 varvarint
kpVMAkpVMAE BBAA −⋅⋅−−⋅⋅=  
Formel 22: Ertragszurechnung für integrierte Software 
 
Mit:  
intE  Der integrierten Software zuzurechnender Ertrag (in GE) 
A
MA  Marktanteil der Produktvariante A (bei Integration der im Projekt  
entwickelten Software) (in %) 
BMA  Marktanteil der Produktvariante B (ohne Integration der im Projekt  
entwickelten Software) (in %) 
V  Marktvolumen (in Produkteinheiten1081) 
Ap  Gewinnmaximaler Preis der Produktvariante A (in GE pro Produkteinheit) 
Bp  Gewinnmaximaler Preis der Produktvariante B (in GE pro Produkteinheit) 
vark  Variable Fertigungsstückkosten (für beide Produktvarianten identisch1082 
angenommen) (in GE pro Produkteinheit) 
                                                 
1079 Auf die Ermittlung der optimalen Bepreisung bei gegebenen Produkteigenschaften wird hier nicht 
weiter eingegangen. Es sei auf entsprechende Literatur verwiesen.  
1080 Eine mehrperiodige Betrachtung erfolgt in Kapitel 11.2.5.4 
1081 Im betrachteten Jahr 
1082 Bei unterschiedlichen Fertigungsstückkosten ist das Modell entsprechend anzupassen. 
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10.2.5 Ertragsprognose für individuelle Softwarelösungen zur 
unternehmensinternen Verwendung 
 
Standard-
produkt-
erstellung
Direkter Ertrag Indirekter Ertrag
Kommerzielle Software
Individual-
software mit
aufwands-
bezogener
Bepreisung
Individuelle
Produkt-
gestaltung
Individuelle
Software-
lösungen zur
unternehmens-
internen
Verwendung
Individual-
software zum
Festpreis
Software
als Teil
eines
Absatzgutes
Freie Software
 
Abbildung 90: Kategorie „Individuelle Softwarelösungen zur unternehmensinternen Verwen-
dung“ 
 
„Executives today are faced with the difficult challenge of continuously improving 
the business value of the unit or company they are managing.”1083 Kostendruck, ge-
stiegene Kundenanforderungen, Schnelllebigkeit der Märkte, technologischer Fort-
schritt und gestiegenes Risikobewusstsein erfordern in vielen Unternehmens-
teilbereichen unterstützende Softwarelösungen.1084  
 
„Businesses are increasingly seen as a set of inter-related ‘processes’ that are logically 
and continuously evolving to satisfy a set of common customer oriented objectives. 
These business processes are usually embedded in software systems and represent an 
important component of the value of the intangible asset represented by the soft-
ware.”1085 
 
 
 
                                                 
1083 Dutta (2007), S.1 
1084 Vgl. Dutta (2007), S.1 
1085 Dutta (2007), S.3 
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In einer Befragung des Institutes INSEAD wurde ermittelt, dass im Durchschnitt 
nahezu 77% der Befragten CIOs und CFOs ihre “core software assets”1086 als kritisch 
oder sehr kritisch für ihre Geschäftsstrategie erachten – allen voran Befragte aus den 
USA mit 86% und Deutschland mit 84%.1087 
 
Dabei werden zahlreiche Individualsoftwareentwicklungsprojekte, die Software zur 
Unterstützung unternehmensspezifischer Prozesse entwickeln, vom jeweiligen Un-
ternehmen selbst durchgeführt. Unternehmensinterne Softwareentwicklung zur Ver-
besserung von Strukturen, Kommunikationswegen und Prozessen innerhalb des 
entwickelnden Unternehmens stellt folglich einen großen Anteil an der Gesamtsoft-
wareentwicklung dar. 
 
10.2.5.1 Besonderheiten der Projektstruktur  
 
Im Fall von Eigenentwicklung tritt die Besonderheit auf, dass das projektbeauftra-
gende Unternehmen – somit Nutznießer des Projektergebnisses – zugleich auch Auf-
tragnehmer des Projektes ist. Demnach ist das hier entwickelte Modell unterneh-
mensintern direkt – ohne Berücksichtigung eventueller vertraglich bedingter Hinder-
nisse für eine Projektabbruchentscheidung – anwendbar. Auch kann in dieser Kons-
tellation davon ausgegangen werden, dass einseitiges Vorteilsstreben des Auftragge-
bers oder des Auftragnehmers im Sinne des übergeordneten Gesamtunternehmens-
ziels zurückgestellt wird. 
 
Lediglich Bereichsegoismen oder Cost- und Profit-Center-Strukturen könnten derar-
tige Konflikte möglicherweise bedingen. Je nach Organisationsstruktur „sind [zum 
Teil] Verrechnungspreise für interne Leistungen, die von der IT-Abteilung anderen 
Abteilungen bzw. einzelnen Benutzern angeboten oder von diesen nachgefragt wer-
den, festzulegen.“1088 Vorliegende Arbeit betrachtet jedoch ausschließlich Wirkungen 
im Sinne des Gesamtunternehmensziels. Innerbetriebliche Leistungsverrechnung soll 
nicht in die Entscheidungsfindung über Projektabbruch oder -weiterführung einbe-
zogen werden. 
                                                 
1086 Der Begriff „core software assets“ wird nach Dutta (2007) gebraucht. In seinem Paper meint „co-
re software assets“ die Gesamtheit existierender und in Gebrauch befindlicher Software Systeme 
in einem Unternehmen ohne Bezug zur Nutzungsdauer des Softwaresystems. Vgl. Dutta (2007), 
S.2 
1087 Vgl. Dutta (2007), S.3 
1088 Heinrich/Lehner (2005), S.448 
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10.2.5.2 Analyse der Bewertungsproblematik  
 
10.2.5.2.1 Die Wahrnehmungsproblematik von Software als immaterieller 
Vermögensgegenstand  
 
Zunehmend tritt die Schaffung stabiler Werte in den Fokus unternehmerischer An-
strengungen. In der Befragung von INSEAD wurde von einem befragten Teilneh-
mer dazu folgendes Statement gegeben.1089 
 
„It has become an imperative for top management to focus on creating value for the 
business. Value that is real. Value that is deeply embedded in the capabilities of the 
firm. Value that will last.“1090 
 
Obwohl immaterielle Vermögensgegenstände wie beispielsweise Marken und  ‚intel-
lectual property’1091 in Literatur und Praxis übereinstimmend als wichtig für den Er-
folg eines Unternehmens bewertet werden, ist ihre Auffassung als realer ‚Wert’ im 
Unternehmen nach wie vor oftmals problematisch. Während für Marken- oder Pa-
tentrechte als wesentlicher Teil des Unternehmenswertes bereits eine gute Akzeptanz 
erreicht wurde, wird der durch innerbetriebliche Software erzielte Nutzen oftmals ig-
noriert. Dies führt zu einer Behandlung von Software als reiner Kostenfaktor. 
DUTTA drückt dies wie folgt aus: 
 
„While firms have focused on creating value from intangible assets such as patents 
and the brand, they have, for the most part, managed their core software assets not as 
an asset for value creation but as an expense item to be minimized.”1092 
 
In der Untersuchung von INSEAD gaben ca. 56% der Befragten an, dass der finan-
zielle Wert ihrer ‚core software assets’ im Vergleich zu Marken oder ‚intellectual pro-
perty’ nicht oder nur mangelhaft bewertet wird.  
 
                                                 
1089 Die Ergebnisse der Studie sind anonymisiert veröffentlicht. Der Teilnehmer wird nicht namentlich 
genannt.  
1090 Dutta (2007), S.1 im Zitat eines nicht genannten Befragungsteilnehmers 
1091 Beispiele aus Dutta (2007), S.2 und S.16 
1092 Dutta (2007), S.2 
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Diese Problematik der Wahrnehmung von Software als ‚Wert’ wird bei DUTTA vor 
allem für bereits bestehende Unternehmenssoftware gesehen. Bei Neuprojekten ist 
sie insofern als abgemildert zu erachten, da in der Regel zum Zeitpunkt der Projekt-
initiierung Überlegungen zum Nutzen der neu zu erstellenden Softwarelösung ange-
stellt werden. Jedoch stellt sich auch hier die Problematik einer monetären Bewer-
tung dieses Nutzens.   
 
Für eine Entscheidung über Abbruch oder Weiterführung des Projektes zur Eigen-
entwicklung unternehmensintern genutzter Software ist eine Nutzenermittlung und  
-bewertung über monetär abbildbare Ertragsgrößen unerlässlich. Aus diesem Grund 
sollen im folgenden Abschnitt verschiedene Bewertungsansätze dargestellt und kon-
kretisiert werden. Im Bereich der Bewertungsansätze stützt die Arbeit sich vornehm-
lich auf die Ausführungen von DUTTA; zu deren Konkretisierung für die hier ver-
folgte Zielsetzung wird das Ebenenmodell nach BRANDT eingeführt.  
 
10.2.5.2.2 Bewertungsansätze für immaterielle Güter 
 
Grundsätzlich werden bei DUTTA drei Varianten der Bewertung für immaterielle 
Güter angegeben. Diese werden bei ihm als ‚Cost approach’, ‚Market approach’ und 
‚Income approach’ bezeichnet.1093  
 
Der kostenorientierte Ansatz orientiert sich dabei an den Kosten, die das Unter-
nehmen zur Schaffung und Erhaltung des immateriellen Vermögensgegenstands auf-
gewendet hat. Diese Kosten umfassen beispielsweise Personalkosten, Materialkosten 
und Kapitalkosten.1094 DUTTA führt dazu folgende Kritikpunkte an: „The cost ap-
proach makes an important assumption (value = cost of investment) that is rarely 
true in the world.“1095 „Barring exceptional situations where the software has not 
been designed and/or used properly the value of software is much higher than the 
                                                 
1093 Vgl. Dutta (2007), S.17; Die bei Dutta darüberhinaus vorgeschlagene Bewertung über eine Con-
joint-Analyse wird für eine Bewertung im Rahmen dieser Arbeit abgelehnt. Sie kann zwar zur Er-
mittlung der relativen Wichtigkeit einzelner Softwareeigenschaften geeignet sein, eine monetäre 
Gesamtbewertung scheint jedoch vor dem Hintergrund des ‚fehlenden Marktes’ schwierig. 
DUTTA verweist darauf, dass „the methodology will be being worked out in the next phase of the 
research[…]“  Dutta (2007), S.26.  
1094 Vgl. Dutta (2007), S.17 
1095 Dutta (2007), S.17 
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cost of producing and maintaining it.“1096 Der Ansatz impliziert, dass höhere Kosten 
eins zu eins in einem höheren Produktwert resultieren. Da dies keine sinnvolle inves-
titionstheoretische Bewertungsgrundlage darstellt, wird – wie auch für die Kategorie 
‚Software als Teil eines Absatzgutes’1097 – für innerbetrieblich genutzte Software eine 
kostenorientierte Bewertung abgelehnt. 
 
Der marktorientierte Bewertungsansatz schätzt den Wert des immateriellen Gutes 
über vergleichbare Markttransaktionen – im Bereich von Markenrechten beispiels-
weise über den Verkaufspreis vergleichbarer Marken – ab.1098 Vor dem Hintergrund 
individueller Softwarelösungen, die die spezifischen Unternehmensprozesse abbilden 
und unterstützen, muss jedoch eine marktorientierte Bewertung als schwierig erach-
tet werden.1099 Der Marktwert der entwickelten Software muss dabei – ohne Bezug 
zu den individuellen Prozessen, auf die sie aufsetzt – wesentlich geringer als der in-
nerbetriebliche Wert angenommen werden. Somit wird für die hier verfolgte Zielset-
zung auch dieser Bewertungsansatz abgelehnt. 
 
Die dritte Bewertungskategorie – der einkommensorientierte Ansatz – bestimmt 
den Wert des immateriellen Vermögensgegenstandes über die durch ihn ursächlich 
bedingten Erträge. Zu diesem Zweck müssen die Einkommensströme, welche durch 
das Softwareprodukt verändert werden, identifiziert und bewertet werden. Unter Be-
rücksichtigung der laufenden Kosten und eines Diskontierungsfaktors, kann über 
diese Erträge eine Softwarebewertung erfolgen.1100 „Income approaches have the 
greatest appeal for calculating the business value of core software assets.“1101 Dieser 
Auffassung wird auch vor dem Hintergrund der Zielsetzung dieser Arbeit gefolgt. 
Daher soll eine Bewertung über den einkommensorientierten Ansatz im Folgenden 
weiter konkretisiert werden. 
 
                                                 
1096 Dutta (2007), S.19 
1097 Vgl. Kapitel 10.2.4 
1098 Vgl. Dutta (2007), S.18 
1099 Vgl. Dutta (2007), S.19 
1100 Vgl. Dutta (2007), S.17 für die letzten drei Sätze  
1101 Dutta (2007), S.19  
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10.2.5.2.3 Konkretisierung der Bewertung von Projekten zur Eigenentwick-
lung innerbetrieblich genutzter Software  
 
Eine konkrete Ertragszurechnung für einzelne ‚interne’1102 Softwareentwicklungspro-
jekte bzw. daraus resultierende Softwarelösungen nach dem einkommensorientierten 
Ansatz gestaltet sich komplex. „Die durch Projekte hervorgerufenen Wirkungen va-
riieren von Unternehmen zu Unternehmen stark.“1103 Dies ist zum großen Teil 
dadurch zu begründen, dass mittlerweile Software zur Verbesserung und/oder Be-
schleunigung von Prozessen in Unternehmen aller Branchen und Größenordnungen 
eingesetzt wird. „Daher ist eine für jedes Unternehmen zutreffende Auflistung aller 
entstehenden Wirkungen nicht möglich.“1104 Nach DUTTA hängt die Eignung des 
einkommensorientierten Ansatzes von der Fähigkeit ab, eine detaillierte Analyse der 
Geschäftsprozesse, welche durch die Softwarelösung tangiert werden, durchzufüh-
ren.1105 „The analysis leads to the identification of precise cost savings or revenue en-
hancements that are enabled by the software asset. These future income flows are 
then discounted and aggregated back.“1106 
 
Bis dato finden sich in der Fachliteratur zur Wirkungserfassung und -bewertung von 
‚internen’ Projekten nur wenige Lösungsansätze. BRANDT bemängelt, dass realitäts-
ferne Anforderungsdefintionen zur Entwicklung eines allumfassenden Modells zur 
Bewertung derartiger Projekte an „realitätsfernem Perfektionismus“1107 scheitern 
müssen.1108 Diese Anschauung wird auch in dieser Arbeit vertreten, deren Ziel es ist, 
ein theoretisch umfassend begründetes, in der Praxis jedoch einsetzbares Konzept 
zur Entscheidungsunterstützung zu entwickeln. Um dieser Problematik Rechnung zu 
tragen, stützen sich nachfolgende Ausführungen zur Bewertung ‚interner’ Software-
entwicklungsprojekte schwerpunktmäßig auf das IDEA-Modell nach BRANDT. 
                                                 
1102 Der Begriff ‚intern’ ist in diesem Zusammenhang als Projekte zur Erstellung selbstgenutzer Soft-
warelösungen zu interpretieren und wird im Folgenden in diesem Sinne gebraucht. 
1103 Brandt (2004), S.34; Brandt bezieht seine Ausführungen auf interne Projekte im Allgemeinen, 
nicht auf Softwareentwicklungsprojekte zur Entwicklung intern genutzer Softwarelösungen im 
Speziellen 
1104 Brandt (2004), S.34 
1105 Vgl. Dutta (2007), S.19 
1106 Dutta (2007), S.19 für die letzten beiden Sätze 
1107 Brandt (2004), S.34 
1108 Brandt (2004), S.34 „Eine derart praxisfremde Übertreibung führt zwangsläufig zum Scheitern.“ 
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10.2.5.2.3.1 Wirkungserfassung und Bewertung über das IDEA-Modell  
10.2.5.2.3.1.1 Analyse der Eignung des Modells 
Das IDEA-Modell1109 stellt ein Konzept zur Aufdeckung und Bewertung der durch 
das Projekt erzielten Wirkungen dar. IDEA steht dabei für Impact Detection & As-
sessment; es handelt sich um ein Modell zur Wirkungserfassung und -bewertung auf 
Prozessebene.1110 Das IDEA-Konzept ist dabei nicht spezifisch auf Softwareentwick-
lungsprojekte ausgerichtet, sondern stellt einen projektartübergreifenden Bewer-
tungsprozess dar. Eine Anwendung auf den Bereich von Softwareentwicklungspro-
jekten zur Entwicklung intern genutzter Softwarelösungen wird für diese Arbeit als 
sinnvoll erachtet. Diese Meinung wird auch von BRANDT gestützt: „Projekte aus 
dem IT-Bereich eignen sich besonders gut zur Plausibilisierung von IDEA[…]“1111 
 
Das IDEA-Modell berücksichtigt schwerpunktmäßig folgende Problemstellun-
gen:1112 
- Unterschiedliche Perspektiven 
- Wirkungsabhängigkeiten 
- Entstehungsort von Wirkungen 
- Zeitpunkt von Wirkungen 
- Beeinflussung der Wirkungen durch veränderte Bedingungen 
- Wirkungsüberschneidungen 
- Ergebniswirksamkeit 
 
Der Fokus der Betrachtung liegt dabei auf der Problematik, dass die durch Projekte 
erzielten Wirkungen in vielen Unternehmen in verschiedenen Prozessen, Unterneh-
mensebenen und Organisationseinheiten auftreten.1113 Analog dazu, dass das Soft-
wareentwicklungsprojektes auf verschiedene Organe des betrachteten Unternehmens 
Auswirkungen haben kann, sind im Umkehrschluss einzelne beobachtete Wirkungen 
möglicherweise das Ergebnis mehrerer Projekte, anderer Aktivitäten oder externer 
                                                 
1109 Begriff nach Brandt (2004) 
1110 Vgl. Brandt (2004), S.67 
1111 Brandt (2004), S.103 
1112 Brandt (2004), S.34 für die wörtlich übernommene Aufzählung 
1113 Vgl. Brandt (2004), S.37 
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Einflüsse.1114 Dies führt zu Wirkungsüberschneidungen, die in einer Analyse der 
Wirtschaftlichkeit berücksichtigt werden müssen.1115  
 
Die Nutzenstruktur lässt sich allgemein in drei wesentliche Teilbereiche kategorisie-
ren:1116 
- Direkt monetär messbaren Nutzen (z.B. Technikunterstützung 
führt zu geringerem Personalbedarf) 
- Indirekt monetär messbarer Nutzen (z.B. Senkung der Lagerkos-
ten durch Verringerung des Lagerbestands) 
- Nicht monetär messbarer Nutzen (z.B. Verbesserung der Kom-
munikation, Erhöhung der Fachkompetenz) 
 
Das IDEA-Modell schlägt vor, diese verschiedenen Nutzendimensionen auf mehre-
ren Ebenen zu ermitteln und zu bewerten.1117 Auch BRANDT vertritt die Auffas-
sung, dass monetäre Auswirkungen für eine Projektbewertung im Fokus der Betrach-
tung stehen müssen:  
 
„Unter Rentabilitätsaspekten spielt die Frage, ob sich die analysierten Wirkungen 
auch tatsächlich im finanziellen Geschäftsergebnis niederschlagen, die zentrale Rol-
le.“1118  
 
Diese bei ihm genannten „finanziellen Geschäftsergebnisse“ sind analog zum Er-
tragsbegriff dieser Arbeit zu interpretieren. Demnach lässt das IDEA-Konzept nach 
BRANDT sich gut in das hier gebildete Entscheidungsmodell integrieren. 
 
Ausgehend von obiger Klassifikation der Nutzenkategorien können durch die Reali-
sierung eines internen Softwareentwicklungsprojektes auch Wettbewerbswirkungen 
resultieren. Diese können beispielsweise auf kürzere Lieferzeiten, bessere Produkt-
qualität, verbesserte Kundenkommunikation und Ähnliches gründen. Eine besondere 
Schwierigkeit stellt die Bewertung dieser Wettbewerbswirkungen dar, da hierbei nicht 
interne Abläufe sondern Beziehungen zu externen Partnern im Fokus der Betrach-
                                                 
1114 Vgl. Brandt (2004) S.37 
1115 Vgl. Brandt (2004), S.37 
1116 Vgl. Heinrich/Lehner (2005), S.373 für die Aufzählung 
1117 Vgl. Brandt (2004), S.68 
1118 Brandt (2004), S.37 
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tungen stehen.1119 Eine Analyse der Auswirkungen auf die Eigenschaften einzelner 
vermarkteter Produkte oder der gesamten Produktpalette des softwaregenerierenden 
Unternehmens – und darauf aufbauend eine Abschätzung der veränderten Wettbe-
werbswirkungen dieser Produkte auf dem Markt – muss als problematisch erachtet 
werden. Auch hier kann im individuellen Fall – nach einer Lokalisierung von direkten 
und indirekten Wirkungen nach der IDEA-Methode – die Conjoint-Analyse als 
Prognosemöglichkeit gesehen werden, um diese Veränderungen in Marktanteilen zu 
messen.1120 Auf diese Wirkungsbewertung soll jedoch hier nicht weiter eingegangen 
werden, da eine zuverlässige Prognose zu einem Zeitpunkt vor Projektfertigstellung 
in dieser Konstellation als zu vage und somit auch zu subjektiv erachtet wird. Sie soll 
im Folgenden aus der Betrachtung ausgeklammert werden. 
 
                                                 
1119 Vgl. Brandt (2004), S.55 
1120 Vgl. Obige Ausführungen zur Conjoint-Analyse; Auch Brandt (2004) S.55 verweist auf die Mög-
lichkeit anhand einzelner Kenngrößen Markteinwirkungen oder das Erschließen neuer Marktantei-
le zu erfassen; er verzichtet jedoch hierbei auf die Nennung möglicher Modelle;  
 Die Conjoint-Anaylse scheint hierzu ein geeignetes Modell darzustellen. 
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10.2.5.2.3.1.2 Wirkungserfassung- und Bewertung 
 
Das IDEA-Modell ist prozessorientiert aufgebaut mit der Zielsetzung, es branchen- 
und projektartübergreifend einsetzen zu können. „Kerngedanke des Konzepts ist die 
Annahme, dass sich die von Projekten und Maßnahmen hervorgerufenen Wirkungen 
wellenförmig im Unternehmen ausbreiten.“1121 Dabei werden die Wirkungsketten 
Bottom-Up behandelt.1122 Aus der Analyse von Wirkungsketten werden Kennzahlen 
gewonnen, die daraufhin monetär bewertet werden.1123  
 
Das Vorgehensmodell gliedert sich somit in zwei unterschiedliche Phasen: „Zuerst 
erfolgt die Wirkungserfassung (Impact Detection) und dann die Wirkungsbewertung 
(Impact Assessment).“1124 
Wirkungserfassung 
In einem ersten Schritt des Anwendungsprozesses von IDEA werden diejenigen 
Hauptprozesse ausgewählt, für die vermutet wird, dass sie durch das Projekt be-
troffen sind.1125 Diese identifizierten Hauptprozesse werden daraufhin weiter in Teil-
prozesse ggf. bis hin zur Vorgangsebene zerlegt und in Form eines „Prozessmap-
pings“ dargestellt.1126 In Schritt zwei werden auf Basis dieser Prozesszerlegungen 
durch die Maßnahme – im Falle dieser Arbeit der Einsatz der entwickelten Software 
– zu beobachtende bzw. zu erwartende Veränderungen an diesen Vorgängen be-
trachtet.1127 Die identifizierten direkten Wirkungen werden auch als Primärwirkun-
gen bezeichnet.1128 Ausgehend von diesen Primärwirkungen werden Wirkungsket-
ten gebildet um von den Primärwirkungen abhängige Wirkungen – somit Sekun-
                                                 
1121 Brandt (2004), S.67 
1122 Vgl. Brandt (2004), S.67f.; das Modell kann nach Brandt (2004), S.69 auch in einer Top-Down 
Abwandlung verwendet werden. 
1123 Vgl. Brandt (2004), S.68f. 
1124 Brandt (2004), S.69 
1125 Vgl. Brandt (2004), S.70 
1126 Vgl. Brandt (2004), S.70 
1127 Vgl. Brandt (2004), S.70; Das IDEA-Konzept nach Brandt legt dabei seinen Fokus auf Ex-Post-
Betrachtungen zur rückwirkenden Projektbewertung. Jedoch wird auch eine Anwendung für 
Prognosen anhand zweier Praxisbeispiele thematisiert. S.128-154 
1128 Vgl. Brandt (2004), S.70 
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därwirkungen – zu erfassen.1129 Diese können sowohl in als auch außerhalb der 
Hauptprozesse angesiedelt sein.1130  
 
Direkte
Wirkungen
Indirekte
Wirkungen
Indirekte
Wirkungen
Indirekte
Wirkungen
Indirekte
Wirkungen
Vorgangsebene
(Arbeitsplatz)
Subprozessebene
(Abteilung)
Hauptprozessebene
(Unternehmen)
 
Abbildung 91: Wirkungspyramide1131 
 
Ausgehend von den gewonnenen Erkenntnissen, werden die Wirkungen den drei 
Wirkungsarten Primärwirkung, Sekundärwirkung und Tertiärwirkung zugeordnet.1132 
Da in der Praxis für einige Prozesskennzahlen, bspw. die Gesamtdurchlaufzeit, oft-
mals nicht die Daten für eine klare Abgrenzung der rein durch das betrachtete Pro-
jekt erzielten Verbesserungen erhoben werden können, kann vereinfachend eine pro-
zentuale Aufteilung der Wirkungsüberschneidungen abgeschätzt werden.1133 
 
                                                 
1129 Vgl. Brandt (2004), S.70 
1130 Vgl. Brandt (2004), S.70 
1131 Vgl. Brandt (2004), S 68  
1132 Vgl. Brandt (2004), S.71 
1133 Vgl. Brandt (2004), S.71 
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Wirkungsbewertung 
Aufbauend auf den Ergebnissen der Wirkungserfassung erfolgt eine monetäre Be-
wertung der identifizierten Wirkungen. Bewertungsgrundlage bilden dabei die ermit-
telten Prozesskennzahlen entlang der Wirkungsketten.1134 Diese Kennzahlen – bei-
spielsweise die Gesamtdurchlaufzeit - haben in der Regel keinen monetären Charak-
ter. Daher muss eine monetäre Bewertung in einem zweiten Schritt erfolgen.1135 Vor-
aussetzung hierfür ist, dass im Unternehmen entsprechende Daten zur Verfügung 
stehen.1136  
 
Das Modell von BRANDT ist dabei sowohl für eine Ex-post-Betrachtung als auch 
für  Prognosen geeignet. Bei Ex-post-Betrachtungen gestaltet sich jedoch die Daten-
auswertung durch die Möglichkeit des Rückgriffs auf vergangenheitsbezogene Daten 
einfacher. Für die hier angestrebte Verwendung im Sinne einer Ertragsprognose sind 
die benötigten Daten hingegen aus Erfahrungswerten und Expertenschätzungen zu 
generieren. Als Experten sollten hierzu die jeweiligen Prozessverantwortlichen (pro-
cessowner) der Teilprozesse herangezogen werden, da diese mit ihrem Prozess in der 
Regel am besten vertraut sind.1137 „Die Erfahrung zeigt […], dass man bei entspre-
chender Einbindung der Experten und einer tendenziell konservativen Bewertung 
sehr zuverlässige Ergebnisse erhält.“1138 
 
Das Ergebnis der Modellanwendung „ist eine ganzheitliche Betrachtung und mehr-
dimensionale Bewertung der analysierten Maßnahmen mit finanziellen Kenngrößen 
sowie quantitativen und qualitativen Prozesskennzahlen.“1139 Wie bereits ausführlich 
thematisiert, muss jedoch eine direkte monetäre Bewertung qualitativer Größen, bei-
spielsweise Veränderungen bei der Mitarbeitermotivation, als nicht durchführbar er-
achtet werden. 1140 Diese sollen  – wie bereits in Kapitel 6.3 dargestellt – lediglich ü-
                                                 
1134 Vgl. Brandt (2004), S.72 
1135 Vgl. Brandt (2004), S.72 für die letzten beiden Sätze 
1136 Vgl. Brandt (2004), S.72 
1137 Vgl. Brandt (2004), S.72-73 
1138 Brandt (2004), S.129 
1139 Vgl. Brandt (2004), S.72 
1140 Auch Brandt thematisiert diese Schwierigkeit: „Da die hierbei erzielten Bewertungen nicht auf ein-
deutig quantifizierbaren Prozesskennzahlen basieren, sondern auf subjektiven Einschätzungen, 
welche im Falle der Indices als Endergebnis in einem dimensionslosen Punktewert zusammenge-
fasst werde, ist aus heutiger Sicht eine eindeutige monetäre Bewertung unmöglich.“ S.73 
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ber andere, quantitativ messbare Kennzahlen, beispielsweise die Produktivität, mone-
tär erfasst werden. Folglich müssen auch im Modell nach BRANDT Kennzahlen den 
Schwerpunkt monetärer Bewertung bilden.1141 Diese können sowohl Primärwirkun-
gen – beispielsweise gewährte Rabatte beim Einkauf – wie auch Sekundärwirkungen 
– beispielsweise verringerte Kapitalbindung aufgrund geringerer Lagerhaltung – 
beinhalten.1142 
 
Eine Auflistung der relevanten Einzel-Kennzahlen kann für diese Projektkategorie 
nicht standardisiert erfolgen, da der Kennzahlenbedarf von den jeweils betroffenen 
unternehmensspezifischen Prozessen abhängt. Eine Identifizierung und Bewertung 
kann somit zwar nach dem gleichen Vorgehensmodell erfolgen1143; die Kennzahlen-
auswahl muss jedoch für jede Projektbewertung individuell getroffen werden.  
                                                 
1141 Vgl. Brandt (2004), S.74 
1142 Vgl. Brandt (2004), S.74 
1143 Brandt (2004), S.79: „Die hier beschriebene Analyse ist für alle Prozesse eines Unternehmens 
möglich, nicht nur für klassische Kernprozesse wie die Fertigung, sondern auch für Führungspro-
zesse […] oder Supportprozesse wie das Umweltmanagement.“ DUTTA (2007) weißt jedoch für 
Softwareentwicklungsprojekte darauf hin, dass eine monetäre Bewertung von ‚internen’ Software-
lösungen dann schwierig ist, wenn die Wirkungen neben der Technologie wesentlich durch 
menschliche Faktoren, beispielsweise Führungsentscheidungen, bestimmt sind. „For informational 
and transformational software assets, business value is generated by a combination of people and 
technology, not by technology alone. This makes it harder to quantify precisely.” (Dutta (2007), 
S.11). Somit kann der Aussage von BRANDT zur generellen Einsetzbarkeit des Modells nicht in 
vollem Umfang zugestimmt werden.   
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10.2.5.2.3.1.3 Beispielanwendung des IDEA-Modells für eine Shop-Lösung 
 
Im Folgenden soll ein Beispiel für die Erfassung von Primär- und Sekundärwirkun-
gen und die daraus resultierende Ertragsermittlung nach dem IDEA-Modell darge-
stellt werden.1144  
 
Das Anwendungsbeispiel bezieht sich auf die Implementierung und Nutzung einer 
integrativen Shop-Lösung zur Vermarktung von Trainingskursen.1145 „Diese Kurse 
werden vom Unternehmen dem Kunden angeboten um Mitarbeiter des Kunden für 
spezifische Systeme oder Netzkomponenten zu schulen. Eine wesentliche Zielset-
zung der Shop-Lösung ist, bei Auftragseingang proaktiv auf den Kunden zugehen zu 
können, um zur gelieferten Hardware just in time passende Kurse anzubieten.“1146 
„Der Training Shop wurde als Front-End-Applikation realisiert. Er ermöglicht dem 
Vertrieb in Echtzeit und 24 Stunden am Tag alle relevanten Trainingskursdaten onli-
ne abzufragen. Ebenfalls in Echtzeit können die Kurse reserviert und gebucht wer-
den.“1147 
 
Die Wirkungen werden dabei über die Prozesse Service, Vertrieb, Marketing und 
Trainingsanbieter ermittelt.1148 Service stellt die softwaregenerierende Abteilung dar, 
die mit entsprechendem Entwicklungs/Realisierungsaufwand belastet wird. Der 
Schulungsaufwand verteilt sich auf die Bereiche Service und Sales.1149 Der Erstent-
wicklungsaufwand ist für das Entscheidungsmodell dieser Arbeit nicht relevant, da er 
bereits durch die (Rest-)Aufwandsschätzungen in das Modell integriert wird.  
 
Während der Nutzungsphase der Software auftretende Aufwände für Wartung und 
Weiterentwicklung sollen jedoch im hier entwickelten Modell berücksichtigt werden. 
Diese Aufwände werden im  nachfolgenden Kapitel 10.2.5.3 analysiert. 
 
                                                 
1144 Beispiel entnommen aus Brandt (2004), S.103-119; Das Beispiel wird bei Brandt mit verfremdeten 
Daten dargestellt. Es wird im weiteren Verlauf des Beispiels ausführlich darauf hingewiesen dass 
die Verfremdung der Daten keinen negativen Einfluss auf den Erkenntnisgewinn hat. 
1145 Vgl. Brandt (2004), S.104 
1146 Brandt (2004), S.104 für die letzten beiden Sätze 
1147 Brandt (2004), S.108 
1148 Vgl. Brandt (2004), S.109 
1149 Vgl. Brandt (2004), S.109f. 
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Für die Shop-Lösung wurden bei BRANDT folgende Wirkungen identifiziert: 
 
Service
Trainingsanbieter
Marketing
Vertrieb
Primärwirkungen
Sekundärwirkungen
Tertiärwirkungen
 
Abbildung 92: Wirkungsmodell der Shop-Lösung1150 
 
Die Projektbewertung wurde im Beispiel Ex-Post vorgenommen. Im ersten Nut-
zungsjahr gestaltete sich die Verteilung der monetär bewerteten Wirkungen (inklusive 
Erstentwicklungsaufwand) auf die Hauptprozesse wie folgt: 
                                                 
1150 Verkürzte Darstellung nach Brandt (2004), S.109; Auf die Benennung aller Einzel-Wirkungen wird 
in der Graphik hier aus Übersichtlichkeitsgründen verzichtet. 
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Abbildung 93:  Monetäre Verteilung auf Hauptprozesse1151  
 
10.2.5.3 Die Berücksichtigung des Softwarelebenszyklus 
 
Bei der Bewertung des durch die Software bedingten zusätzlichen Ertrags über die 
gesamte Nutzungsdauer hinweg muss die Ertragsentwicklung im Softwarelebenszyk-
lus berücksichtigt werden.  
 
Aufbauend auf der Analyse einzelner Wirkungen ist deren monetäre Bewertung nicht 
zeitpunktbezogen sondern über den gesamten Lebenszyklus der entwickelten Soft-
ware zu betrachten. Diese Betrachtung der durch die Software erzielten Erträge  über 
einen längeren Zeitraum kann dem Lebenszyklusmanagement zugeordnet werden. 
Dieses kann als ergänzende Theorie zum Projektmanagement gesehen werden, da 
das Lebenszyklusmanagement im Gegensatz zum Projektmanagement keinen zeitli-
chen Restriktionen unterliegt.1152 
 
                                                 
1151 nach Brandt (2004), S.113 
1152 Vgl. Heinrich/Lehner (2003), S.236 
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 „Je später […] [jedoch] ein Nutzenfaktor in der Zukunft wirksam wird, desto unsi-
cherer ist die Aussage, die zum Zeitpunkt der Wirtschaftlichkeitsbewertung über sei-
ne tatsächliche Höhe möglich ist.“1153  
 
Prognosen zum Gesamtertrag der entwickelten bzw. zu entwickelnden Software über 
deren Lebenszyklus hinweg können somit nur als Näherungswerte gesehen werden. 
Dennoch sollen in dieser Arbeit Möglichkeiten einer derartigen Annäherung im Fol-
genden analysiert werden. 
 
Schwerpunkt dieser Analyse muss dabei der durch die Software erzielte Nettoertrag 
im Verlauf der Software-Lebenszeit sein. In der Kategorie Individuelle Softwarelö-
sungen zur unternehmensinternen Verwendung muss somit eine Quantifizierung 
sowohl der Erträge (im Sinne von bewertetem Nutzen) als auch der Aufwände wäh-
rend des gesamten Software-Lebenszyklus erfolgen. Daher sollen in dieser Kategorie 
– anders als in allen weiteren Kategorien – Warungsaufwendungen explizit berück-
sichtigt werden. Die hier zur Softwarewartung gemachten Ausführungen können je-
doch auch auf andere Softwarekategorien übertragen werden, wenn für diese War-
tungsaufwendungen in die Projektbewertung aufgenommen werden sollen. 
 
Das – oben angesprochene – Lebenszyklusmodell gliedert sich in verschiedene Pha-
sen – beispielsweise Einführung, Wachstum, Sättigung/Reife, Rückgang.1154 Eine 
scharfe Trennung dieser Phasen ist nicht immer möglich.  
 
Es ist zudem nach der Systemnutzung in den einzelnen Phasen und der reinen Lauf-
zeit des Systems über den gesamten Lebenszyklus hinweg zu differenzieren. Unter 
der Laufzeit einer Software ist die Zeit zu verstehen, in der die Software dem Nutzer 
zur Verfügung steht. Sie sagt jedoch nichts darüber aus, ob und in welchem Umfang 
sie genutzt wird.1155 Nutzengenerierung durch Software kann jedoch naturgemäß nur 
durch deren tatsächliche Nutzung erfolgen. Dies ist bei der monetären Nutzenbewer-
tung im Zeitablauf zu berücksichtigen. 
 
                                                 
1153 Heinrich/Lehner (2005), S.369 
1154 Vgl. Heinrich/Lehner (2003), S.238 
1155 Vgl. Hürten (2005), S.104 für die letzten beiden Sätze 
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Die Aufwände, die während der Software-Lebenszeit für das Softwareprodukt – zu-
sätzlich zum Erstentwicklungsaufwand – anfallen, sind im Wesentlichen durch Wei-
terentwicklungs-1156 und Wartungsaufwendungen bestimmt. Für diese Arbeit soll der 
Begriff „Weiterentwicklung“ sämtliche Änderungen an der Softwarefunktionalität 
beinhalten, somit auch Änderungs- und Löschoperationen. 
 
Wartung definiert sich als „die Erhaltung oder Wiederherstellung der Funktionsfä-
higkeit von Betriebsmitteln.“1157  
 
Die Berücksichtigung von Wartungsaufwendungen scheint der in Kapitel 10.1.1.1 
ausgeführten Nichtabnutzbarkeit des immateriellen Gutes Software entgegenzuste-
hen. Jedoch muss der Begriff Wartung an dieser Stelle weiter gefasst werden. War-
tungsaufwendungen entstehen in diesem Zusammenhang nicht durch eine physische 
Abnutzung des Gutes sondern beispielsweise durch das Anpassen des Softwarepro-
duktes an veränderte Hardwareausstattung, Installation für zusätzliche Benutzer, An-
passung an Updates korrespondierender Softwareprodukte usw. Eine Nichtabnutz-
barkeit des Gutes Software im engeren, klassischen Sinn bleibt somit von der Be-
rücksichtigung von Wartungsaufwendungen unberührt.  
 
Softwarewartung kann mit Bezug zum Software-Lebenszyklus in drei Kategorien 
eingeteilt werden:1158 
- Korrekturwartung (Schwerpunkt: Einführungsphase) 
- Anpassungswartung (Schwerpunkt: Wachstumsphase) 
- Perfektionswartung (Schwerpunkt: Reifephase) 
 
Eine klare Unterscheidung von Aufwendungen für Software-Wartung und Weiter-
entwicklung der Softwarelösung ist dabei schwierig. Für diese Arbeit soll jegliche 
funktionale Veränderung durch Hinzufügen, Ändern oder Löschen eines Funktions-
punktes als Weiterentwicklung definiert werden. Aufwände für Wartungsarbeiten 
ohne funktionale Veränderung – beispielsweise reine Fehlerbeseitigung – sollen hin-
gegen als Wartungsaufwand definiert werden. 
 
                                                 
1156 Vgl. die bei Hürten (2005), S.101 dargestellte Systementwicklung.  
1157 Heinrich/Lehner (2003), S.235 
1158 Vgl. Heinrich/Lehner (2003) S.238-239 für die Aufzählung 
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Die funktionale Veränderung des Softwareproduktes über die Jahre – im Folgenden 
somit als Weiterentwicklungsaufwand kategorisiert - wird nach Hürten an einem Bei-
spiel folgendermaßen aufgezeigt: 
Veränderung über die Jahre
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Abbildung 94: Entwicklung der Funktionalität1159 
 
Der dabei angegebene Umfang der Weiterentwicklung im Zeitablauf kann jedoch le-
diglich als Anhaltspunkt dienen. Projektspezifische Anpassungen sind notwendig um 
den individuellen Gegebenheiten des Einsatzbereiches der Software Rechnung zu 
tragen. Die Möglichkeit einer Standardisierung muss auch hier als nicht gegeben ge-
sehen werden.  
 
                                                 
1159 Nach Hürten (2005), S.101 
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Bei HEINRICH/LEHNER wird folgendes Nutzungs-Kosten-Nutzen-Schema für 
den gesamten Lebenszyklus dargestellt: 
 
RückgangSättigung/ReifeWachstumEinführung
Systemnutzung
Systemnutzen
Systemkosten
 
Abbildung 95: Lebenszyklusmodell1160 
 
Die Ergebnisse der, bei BRANDT durchgeführten, Case-Study Trainings-Shop stim-
men dabei mit der bei HEINRICH/LEHNER dargestellten allgemeingültigen Ent-
wicklung im Lebenszyklus weitgehend überein.  
 
Zwar bleiben die im Betrachtungszeitraum 2-4 Jahre nach Produktivsetzung1161 
durch die Software erzielten Brutto-Erträge im Vergleich zum 1. Nutzungsjahr1162 
gleich, die Nettoerträge steigen jedoch aufgrund des sinkenden Aufwands. 1163  
                                                 
1160 Nach Heinrich/Lehner (2003), S.238 
1161 Vgl. Abbildung 96 
1162 Vgl. Abbildung 93 
1163 Vgl. Brandt(2004), S.118 
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Abbildung 96: Monetäre Verteilung auf die Hauptprozesse: Jahr2-41164 
 
Interessant ist hierbei, dass die Softwarenutzung in einer reinen Betrachtung der 
Primärwirkungen Aufwand verursacht, über Sekundär und Tertiärwirkungen jedoch 
Erträge generiert. 
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Abbildung 97: Verteilung auf Primär-, Sekundär- und Tertiärprozesse1165 
                                                 
1164 Nach Brandt (2004) S.116 
1165 Nach Brandt (2004) S.117 
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Auch eine 5-Jahres-Betrachtung des Cases bei BRANDT stimmt mit der im Lebens-
zyklus-Modell bei HEINRICH/LEHNER schematisch angegebenen Nutzenent-
wicklung überein. In Jahr 5 der Softwarenutzung sinkt der Ertrag gegenüber den 
Vorjahren deutlich ab.1166 
 
Eine Prognose des durch die zu entwickelnde Softwarelösung erzielten Gesamter-
trags muss somit neben einer monetären Nutzenbewertung auch Systemerhaltungs-
kosten im Zeitablauf berücksichtigen. Der Nettoertrag bestimmt sich dabei wie folgt: 
 
Erträge:
Monetäre Bewertung 
Der durch die Software
realisierten 
Prozessverbesserungen 
über den 
Software-Lebenszyklus
Nettoertrag
Wartungskosten
Weiterentwicklungskosten
 
Abbildung 98: Berechnungsmodell Nettoertrag 
 
                                                 
1166 Vgl. Brandt(2004), S.118 
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Er errechnet sich in einer statischen Betrachtung – ohne Berücksichtigung eines Kal-
kulationszinssatzes – wie folgt: 
 
∑
=
−−=
N
n
nnngesamt WEWAUE
1
 
Formel 23: Ertragsprognose für ‚Individuelle Softwarelösungen zur unternehmensinternen 
Verwendung’ 
 
Mit  
nU  monetär bewerteter Nutzen des Softwareproduktes im Nutzungsjahr n1167 
nWA  prognostizierter Wartungsaufwand im Nutzungsjahr n 
nWE  prognostizierter Weiterentwicklungsaufwand im Nutzungsjahr n 
N Gesamte Nutzungsdauer in Jahren 
 
Der Weiterentwicklungsaufwand nWE kann wiederum auf Einzelaufwände zum Hin-
zufügen, Ändern oder Löschen von Funktionalität auf Funktionspunkt-Basis herun-
tergebrochen werden. Auf eine detaillierte Aufwandsprognose für die Weiterentwick-
lung und Wartung besehender Softwarelösungen soll in dieser Arbeit jedoch nicht im 
Detail eingegangen werden. Es sei auf entsprechende Literatur verwiesen. Bewer-
tungsmöglichkeiten und Standardwerte hierfür finden sich beispielsweise bei 
BUNDSCHUH/FABRY(2004). 
 
  
 
 
                                                 
1167 Wie in Kapitel 10.2.5.2.3 dargestellt wird eine standardisierte Bewertung über im Modell vorgege-
benen Kennzahlen für diese Größe abgelehnt 
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11 Entwicklung des Entscheidungsmodells  
 
11.1 Entwicklung des mehrstufigen Modelldesigns  
 
Wie einleitend1168 ausführlich dargestellt, ist das Ziel dieser Arbeit die Entwicklung 
eines ‚generischen’ Modells zur Entscheidungsunterstützung bei Projektabbruchent-
scheidungen. ‚Generisch’ in diesem Kontext beinhaltet, dass das Modell sowohl auf 
verschiedene Softwarearten ausgelegt ist als auch flexibel an die unterschiedliche Da-
tenverfügbarkeit und Kennzahlenerhebung in den anwendenden Unternehmen an-
gepasst werden kann. 
 
Der – in Kapitel 7.2.3.3.2 ausführlich dargestellten – Studie nach GEORGE zu Fol-
ge, divergiert das Informationsangebot in Form von erhobenen oder auf Basis der 
bestehenden Datenlage erhebbaren Kennzahlen zwischen den Unternehmen bzw. 
Projekten stark. Beispielsweise wurde bei GEORGE ermittelt, dass zwar 100% der 
bei ihm befragten Unternehmen Kennzahlen zur Erfassung der Projektkosten erhe-
ben, jedoch lediglich 34% andere Informationen, wie z.B. Krankenstand oder Kom-
plexität des Projektes.1169 Auch schwer quantifizierbare Sachverhalten werde nur von 
34% der befragten Unternehmen in Kennzahlen abgebildet; die Erhebungsgegens-
tände divergieren dabei stark.1170  Beispielsweise führen nur zwei der befragten Un-
ternehmen eine Risikoanalyse durch; Kennzahlenerhebung zur Kundenzufrieden-
heitsmessung und Marktanteilsbestimmung wurde nur einmal genannt. Auch die Ab-
bildung von Effizienzaspekten und Projektkomplexität wird mit nur einer Nennung 
weitgehend vernachlässigt.1171  
 
Aufgrund dieser Divergenzen greift ein entscheidungsunterstützendes Modell, das 
auf nur einem speziellen Kennzahlen-Set aufbaut, für die hier behandelte Problem-
stellung zu kurz. Wesentliche Anforderung an das Modell-Design muss die Möglich-
keit zur Berücksichtigung unterschiedlicher Datenverfügbarkeit sein.  
 
                                                 
1168 Vgl. Kapitel 1.2 
1169 Vgl. George (1999), S.220 
1170 Vgl. George (1999), S.223 
1171 Vgl. George (1999), S.223f. für die letzten beiden Sätze; 
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Diese Anforderung wird über ein Mehr-Stufen-Design umgesetzt. Dabei steigen so-
wohl der Detaillierungsgrad der Projektbewertung als auch der Umfang der erforder-
lichen Daten von Stufe zu Stufe an. Jede nachgeordnete Stufe erweitert die jeweils 
vorangehende Stufe.  
 
Ergebnis der Modellanwendung – unabhängig von der Anwendungs-Stufe –  ist eine 
einzelne Spitzenkennzahl. Diese wird auf allen Modellstufen hinsichtlich des verwen-
deten Bewertungsverfahrens einheitlich gebildet, lediglich die integrierten Projektda-
ten verändern sich von Stufe zu Stufe.  Somit kann trotz des generischen Designs ei-
ne einheitliche Entscheidungsregel für die resultierende Spitzenkennzahl definiert 
werden.  
 
Da in Kapitel 8.5 die Kapitelwertmethode als geeignete Bewertungsmethode ausge-
wählt wurde, gestaltet sich die Entscheidungsempfehlung für alle Modellstufen ana-
log zur Entscheidungsregel bei der Kapitalwertmethode1172: 
 
Anwendung
des Entscheidungsmodells
Spitzenkennzahl C0 > 0
Spitzenkennzahl C0 < 0
Projektweiterführung
Projektabbruch
 
Abbildung 99: Interpretation der Spitzenkennzahl über alle Modellstufen 
 
In der nachfolgenden Abbildung 100 wird das Stufenmodell graphisch dargestellt. 
Die y-Achse gibt dabei den jeweiligen Detaillierungsgrad in der Projektbewertung an, 
die x-Achse den dadurch bedingten Informationsbedarf. Mit zunehmender Detailtie-
fe geht – wie oben beschrieben – ein zunehmender Bedarf an Projekt-Daten einher. 
Je weiter die Stufe somit vom Ursprung entfernt liegt, desto höher ist auch die An-
wendungs-Komplexität zu bewerten. Diese zunehmende Komplexität bietet schritt-
weise höhere Planungssicherheit durch Dynamisierung, Integration von Risikobe-
trachtungen und Modellen zur Ertragsschätzung, erfordert jedoch auch zunehmend 
mehr Erhebungsaufwand. 
                                                 
1172 Vgl. Kapitel 8.3.3.1; der Grenzfall ‚Spitzenkennzahl=0’ wird in der Graphik nicht explizit berück-
sichtigt; in diesem Fall kann keine klare Entscheidungsrichtlinie gegeben werden. 
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Die Stufen wurden dabei nach den Erfordernissen der praktischen Anwendung ge-
wählt. Stufe I soll einer sehr vereinfachten, statischen Kosten-Nutzen-Abwägung 
unter Verwendung von Festgrößen Rechnung tragen, da – wie in Kapitel 9.2 be-
schrieben – vor allem für kleine Projekte häufig auf eine Verwendung von Soft-
waremetriken für die Aufwandschätzung verzichtet wird. Auf dieser Stufe wird auch 
eine Hochrechnung über die Prozentsatzmethode angesiedelt. Jedoch muss – von ei-
nigen Kleinprojekten abgesehen – die Verwendung von Softwaremetriken aktuell als 
de-facto-Standard für die Aufwandschätzung gesehen werden. Daher wird auf Stufe 
II die in der Softwareentwicklungspraxis sehr verbreitete Softwaremessung über 
Function Points integriert. Stufe III führt eine dynamische Bewertung unter Berück-
sichtigung des zeitlichen Anfalls von Aufwänden und Erträgen ein, da – wie der Stu-
die von GEORGE zu entnehmen ist – ein projektbezogener Kapitalwert zumindest 
bei zwei Drittel der befragten Unternehmen bekannt ist.1173 Erst auf Stufe IV der 
Modellbildung finden die identifizierten Kernrisiken im Modell Berücksichtigung. 
Hier sind bereits zahlreiche Projektdaten erforderlich, die von einigen Unternehmen 
nicht mehr en detail erhoben werden. Beispielsweise werden laut GEORGE nur bei 
34% der Befragten Informationen über Krankenstand und Ähnliches erhoben.1174 
Während auf Stufe I bis IV die Ertragsschätzung als Festgröße berücksichtigt wurde, 
integriert Stufe V – für jede Sofwarekategorie getrennt – die in Kapitel 10 identifi-
zierten Prognosemodelle. Da diese Prognosen mit z.T. erheblichem Erhebungsauf-
wand verbunden sind, soll diese sehr detaillierte Bewertung auf letzter Stufe des Mo-
dells angesiedelt werden. Dies entspricht ebenfalls den Ergebnissen von GEORGE, 
bei dem die Verwendung von derartigen Kennzahlen – beispielsweise zur Marktan-
teilsbestimmung – nur einmal genannt wurden.1175 
 
Die einzelnen Modell-Stufen und deren Datenbedarf werden in den folgenden Ab-
schnitten detailliert erläutert. Dabei werden die Ergebnisse aller vorausgehenden Ka-
pitel in der jeweiligen Stufe in das Modell integriert. Diese werden nicht mehr explizit 
dargestellt. Es wird auf die Ausführungen in den jeweiligen Kapiteln verwiesen. 
 
 
                                                 
1173 Vgl. hierzu die Ausführungen in Kapitel 7.2.3.3.2 und George (1999), S.223f. 
1174 Vgl. hierzu die Ausführungen in Kapitel 7.2.3.3.2 und George (1999), S.223f. 
1175 Vgl. hierzu die Ausführungen in Kapitel 7.2.3.3.2 und George (1999), S.223f. 
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Abbildung 100: Anwendungsstufen des Entscheidungsmodells 
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11.2 Detailentwicklung der Modellstufen 
11.2.1 Stufe I: statische Bewertung unter Verwendung von 
Festgrößen 
 
Informationsbedarf
Detaillierungsgrad 
Aufwand: Festgröße
Ertrag: Festgröße
Bewertung: statisch
Aufwand: metrikbasiert
Ertrag: Festgröße
Bewertung: statisch
Aufwand: metrikbasiert
Ertrag: Festgröße
Bewertung: dynamisch
Aufwand: metrikbasiert
+ Risikointegration
Ertrag: Festgröße
Bewertung: dynamisch
Aufwand: metrikbasiert
+ Risikointegration
Ertrag: Prognosemodell
Bewertung: dynamisch
 
Abbildung 101: Stufe I: Statische Bewertung unter Verwendung von Festgrößen 
 
 
11.2.1.1 Grundform der Modell-Anwendung auf Stufe I 
 
Die Anwendungsbasis bildet eine sehr vereinfachte Grundstufe I des Modells, bei 
der lediglich eine statische Gegenüberstellung der Restaufwände und (Rest-)erträge, 
die durch die Projektweiterführung bedingt werden, erfolgt. Es handelt sich dabei le-
diglich  um eine Gegenüberstellung des durch die Projektweiterführung zusätzlich 
erzielten, monetär bewerteten Nutzens und der bis zur Projektfertigstellung noch an-
fallenden Aufwände. Stufe I entspricht somit einer klassischen Kosten-Nutzen-
Abwägung. 
 
Auf die Abschätzung dieser Größen wird auf Stufe I nicht weiter eingegangen. Es 
kann sich hierbei um nicht weiter detaillierte Erfahrungswerte aus vergleichbaren, 
abgeschlossenen Projekten handeln, um Expertenschätzungen oder auch ‚nur’ das 
‚Bauchgefühl’ der Projektleiter.  
 
  
Entwicklung des Entscheidungsmodells 
 
 
364 
Auf Stufe I wird die Modellbildung zudem auf eine statische Betrachtung reduziert. 
Der zeitliche Anfall der durch das Projekt bedingten Aufwände und Erträge soll so-
mit auf dieser Stufe nicht berücksichtigt werden. Die naturgemäß dynamisch gestalte-
te Kapitalwertmethode wird hier in einer statischen Vereinfachung angewendet.  
 
Eine Weiterführung des betrachteten Softwareentwicklungsprojektes wird bei dieser 
Datenlage – unter den für diese Arbeit getroffenen Prämissen – dann angestrebt, 
wenn die prognostizierten (Rest-)Erträge die prognostizierten Restaufwendungen 
überschreiten. 
 
Es ergibt sich auf dieser Stufe des entscheidungsunterstützenden Modells somit fol-
gender, stark vereinfachter Kapitalwert als Spitzenkennzahl:  
 
monAEC −=0  
Formel 24: Kapitalwertberechnung auf Stufe I 
mit 
0C  Kapitalwert 
E  prognostizierter (Rest-)Ertrag bei Projektweiterführung (als Festgröße) 
monA  prognostizierter, monetärer Restaufwand bis Projektfertigstellung (als 
Festgröße) 
 
Entsprechend die Entscheidungsregel: 
 
Anwendung
Stufe I
Spitzenkennzahl C0 > 0
Spitzenkennzahl C0 < 0
Projektweiterführung
Projektabbruch
(Rest-)Ertragsschätzung
als Festgröße
(Rest-)Aufwandsschätzung
als Festgröße
 
Abbildung 102: Entscheidungsregel auf Stufe I 
 
 
Augenscheinlich stellt diese Entscheidungsunterstützung auf Stufe I eine starke Ver-
einfachung des naturgemäß sehr komplexen Problems einer Entscheidung über Pro-
jektabbruch oder -weiterführung dar. Auf dieser Grundstufe kann das Modell somit 
allenfalls als erste Hilfestellung angesehen werden.  
 
  
Entwicklung des Entscheidungsmodells 
 
 
365 
Auf die Herkunft der hier als Festgrößen angenommenen Aufwands- und Ertrags-
prognosen soll – wie oben erwähnt – an dieser Stelle nicht eingegangen werden. In 
der Praxis lassen sich derartige Festgrößen-Prognosen häufig nur schwer nachvoll-
ziehen. Sie resultieren oftmals aus ‚Bauchgefühl’-Schätzungen durch Experten. Die 
damit verbundene Problematik wird unter anderem bei DeMARCO (2004) ausführ-
lich diskutiert und soll in dieser Arbeit nicht weiter thematisiert werden. Auch auf 
verbesserte Modelle zur Expertenschätzung, beispielsweise die Anwendung von Kre-
ativitätstechniken wie der Delphi-Methode, soll hier nicht eingegangen werden. Es 
sei auf entsprechende Literatur verwiesen, beispielsweise DeMARCO(2004). 
 
11.2.1.2 Erweiterte Anwendung unter Verwendung der Prozentsatz-
methode 
 
Wie in Kapitel 9.2 dargestellt, können bereits realisierte Projektaufwendungen unter 
Verwendung einer typischen Aufwandsverteilung nach Projektphasen auf das Ge-
samtprojekt und somit auch das Restprojekt hochgerechnet werden. Da auch hier auf 
die Verwendung zugrunde liegender Sofwaremetriken verzichtet wird, soll eine Rest-
aufwandsprognose nach der Prozentsatzmethode als Erweiterung der Stufe I des 
Entscheidungsmodells zugeordnet werden.  
 
In Kapitel 9.2 wurde folgende mathematische Berechnung des monetären Projekt-
restaufwands bis zur Projektfertigstellung auf Basis des bereits realisierten monetären 
Projektaufwands ermittelt: 
 
nn
i
i
n
mon Ap
AA −=
∑
=1 100
 
 
mit: 
monA  prognostizierter monetärer Restaufwand bis Fertigstellung 
 n zum Entscheidungszeitpunkt abgeschlossene Projektphase 
nA   bis Ende der Phase n (Entscheidungszeitpunkt) verbrauchter Aufwand 
ip  Prozentwert der Aufwandszurechnung zu Phase i 
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Dieser Restaufwandsprognose wird wiederum die Ertragsprognose als Festgröße in 
einer statischen Betrachtung gegenübergestellt. 
 
Demzufolge ergibt sich folgende erweiterte Berechnung der Spitzenkennzahl 
 
monAEC −=0  mit nn
i
i
n
mon Ap
AA −=
∑
=1 100
 
Formel 25: erweiterte Kapitalwertberechnung auf Stufe I 
 
Die Entscheidungsregel bleibt analog erhalten: 
 
Anwendung
Stufe I
Spitzenkennzahl C0 > 0
Spitzenkennzahl C0 < 0
Projektweiterführung
Projektabbruch
(Rest-)Ertragsschätzung
als Festgröße
(Rest-)Aufwandsschätzung
nach Prozentsatzmethode
 
Abbildung 103: Entscheidungsregel auf Stufe I bei Anwendung der Prozentsatzmethode 
 
11.2.1.3 Beispiel-Anwendung Stufe I 
 
Aufgrund der starken Vereinfachung der einfließenden Daten soll für die Grundform 
der Modellanwendung auf Stufe I kein Beispiel-Case dargestellt werden. Im Folgen-
den soll daher eine Beispielberechnung zur erweiterten Stufe I unter Anwendung der 
Prozentsatzmethode erfolgen. 
 
Diese und auch alle weiteren Beispiel-Rechnungen stellen dabei fiktive Cases dar, 
welche aus empirisch ermittelten Standardwerten frei konstruiert wurden. Es wird an 
der jeweiligen Stelle auf die empirische Datengrundlage verwiesen. 
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Für die Beispielrechnung auf Stufe I wird von den bei BUNDSCHUH/FABRY an-
gegebenen empirisch ermittelten Phasenanteilen ausgegangen 1176  
 
Planung Spezifikation Programmierung Test Installation
4% 23% 41% 22% 10%
Neuentwicklung 6%
Alle Projekte
Redevelopment 7%
Weiterentwicklung 3%
20% 48% 17% 9%
9% 29% 14% 41%
27% 37% 26% 7%
 
Tabelle 35: Phasenbezogene Aufwandsverteilung nach Projektart1177 
 
Darüber hinaus werden für das Projekt folgende Daten angenommen: 
 
Beispielberechnung:1178 
 
Projektart: Neuentwicklungsprojekt 
Entscheidungszeitpunkt: Ende der Spezifikationsphase 
         folglich n=2; 
Ertragsprognose (Festgröße) E : 30000[GE] 
Prämisse:  
Einzahlungen werden nur bei Fertigstel-
lung des Projektes realisiert. 
Bisher angefallener Aufwand nA : 8500[GE] 
Planung p1 6% 
Spezifikation p2 20% 
Programmierung p3 48% 
Test p4 17% 
Phasenverteilung der Aufwände:1179  
 
Installation p5 9% 
Tabelle 36: Beispielrechnung Stufe I 
 
                                                 
1176 Vgl Bundschuh/Fabry (2004), S.406 Die Daten stützen sich auf die ISBSG-Datenbank. Die 
ISBSG-Datenbank ist eine Datenbank in der mehr als 4000 reale Projektdaten zu Softwareent-
wicklungsprojekten hinterlegt sind. Weitere Informationen zur ISBSG-Datenbank finden sich un-
ter www.dasma.org 
1177 Vgl Bundschuh/Fabry (2004), S.406 
1178 Unter der Verwendung der Tabelle in Bundschuh/Fabry (2004), S.406; 
1179 Aus Bundschuh/Fabry (2004), S.406; Neuentwickungen basierend auf der ISBSG-Datenbank 
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Für obige Beispieldaten liefert die Funktion somit folgende Berechnung. Auf die 
Darstellung der Einheiten wird aus Übersichtlichkeitsgründen verzichtet. 
 
580824192300000 =−=C  mit 241928500
100
8500
2
1
≈−=
∑
=i
i
mon p
A  
 
Nach  
 
Anwendung
Stufe I
Spitzenkennzahl C0 > 0
Spitzenkennzahl C0 < 0
Projektweiterführung
Projektabbruch
(Rest-)Ertragsschätzung
als Festgröße
(Rest-)Aufwandsschätzung
nach Prozentsatzmethode
 
Abbildung 104: Anwendung der Entscheidungsregel auf Stufe I 
 
wird somit die Projektweiterführung empfohlen. 
 
Bei den bisherigen Auszahlungen von 8500 GE bis zum Ende der Spezifikationspha-
se sollte das Projekt somit bei Anwendung der Prozentsatzmethode nicht abgebro-
chen werden. Das Restprojekt würde nach dieser Berechnung einen Einzahlungs-
überschuss von ca. 5808 GE erwirtschaften. Für das Gesamtprojekt muss jedoch ein 
Verlust von ca. 2692 GE kalkuliert werden.1180 Bei einem Projektabbruch zum Ent-
scheidungszeitpunkt – unter dem hier angenommenen Ertragskonstrukt ‚nur zum 
Ende des Projektes bei dessen Fertigstellung’ – würden jedoch im Abbruchfall Ver-
luste in Höhe der bereits investierten 8500GE anfallen. Das Restprojekt erwirtschaf-
tet somit einen Beitrag zur Minderung des Gesamtverlustes. 
 
Gestaltet man die Funktion in Abhängigkeit vom bisher angefallenen Aufwand ergibt 
sich folgender Kapitalwert-Verlauf für das Restprojekt. Das linke Schaubild verdeut-
licht diesen Funktionsverlauf zum Ende der Spezifikationsphase, das Rechte zum 
Ende der Programmierungsphase:  
 
                                                 
1180 Zinseffekte werden auf Stufe I noch nicht berücksichtigt. 
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Abbildung 105: Entscheidungszeitpunkt "Ende Spezifikation" (links) vs. „Ende Program-
mierung“ (rechts) 
 
Vor allem die rechte Graphik mach dabei deutlich, dass zum Ende der Phase „Pro-
grammierung“ eine Weiterführung des Projektes auch dann noch wirtschaftlich sinn-
voll ist, wenn die bisher angefallenen Kosten die prognostizierten Erträge bei Pro-
jektfertigstellung bei weitem überschreiten, das Restprojekt jedoch dennoch einen 
positiven Beitrag zur Minderung des Gesamtverlustes erwirtschaftet. 
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11.2.2 Stufe II: statische Bewertung mit metrikbasierter Rest-
aufwandschätzung  
 
Informationsbedarf
Detaillierungsgrad 
Aufwand: Festgröße
Ertrag: Festgröße
Bewertung: statisch
Aufwand: metrikbasiert
Ertrag: Festgröße
Bewertung: statisch
Aufwand: metrikbasiert
Ertrag: Festgröße
Bewertung: dynamisch
Aufwand: metrikbasiert
+ Risikointegration
Ertrag: Festgröße
Bewertung: dynamisch
Aufwand: metrikbasiert
+ Risikointegration
Ertrag: Prognosemodell
Bewertung: dynamisch
 
Abbildung 106: Stufe II: Statische Bewertung mit metrikbasierter Restaufwandsprognose 
 
Auf Stufe II wird die Einschränkung, Aufwände lediglich als Festgröße zu prognosti-
zieren, aufgehoben. Vielmehr soll auf dieser Stufe eine Aufwandsschätzung auf Basis 
einer Softwaremetrik erfolgen. In Kapitel 9.3.1 wurden unjustierte Funktionspunkte 
als geeignetes Softwaremaß vorgeschlagen. Eine Modellanwendung kann jedoch – 
mit entsprechenden Anpassungen – auch für andere Maßeinheiten sinnvoll sein. Die 
in Kapitel 9.3.2.3 ausführlich dargestellten Risikobetrachtungen werden in Stufe II 
noch ausgeklammert; sie sollen erst auf Stufe IV in das Entscheidungsmodells integ-
riert werden. 
 
Wie zu der, im vorangehenden Kapitel 11.2.1 dargestellten, Stufe I ausgeführt, wird 
auch auf Stufe II lediglich eine statische Bewertung des Restprojektes vorgenommen. 
Der zeitliche Anfall der Aufwände und Erträge wird somit auch hier als irrelevant er-
achtet.  
 
Die Ertragsprognose wird – wie bereits auf Stufe I – weiterhin als Festgröße behan-
delt. Die in Kapitel 10 analysierten Prognosemodelle werden erst auf Stufe V in das 
Modell integriert. 
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11.2.2.1 Entwicklung der Entscheidungsregel auf Stufe II 
 
In Formel 8 wurde – ohne Integration der identifizierten Kernrisiken – der zeitliche 
Restaufwand für das Softwareentwicklungsprojekt folgendermaßen berechnet: 
 
PDRFPFPA bisherBasist ⋅−= )(  
Formel 26: Integration von Formel 8 
 
Da auf Stufe II noch keine Risikobetrachtungen erfolgen sollen, wird hier die durch-
schnittliche monatliche Arbeitszeit als pauschale Größe mont  integriert. Die Größe 
des Projektteams wird als konstant angenommen; die Ausführungen zur Fluktuation 
aus Kapitel 9.3.2.3.3.3 werden hier noch ausgeklammert. Auch wird davon ausgegan-
gen, dass jedes Teammitglied dem Projekt mit mont  zur Verfügung steht. 
 
Somit ergibt sich folgende vereinfachte Berechnung der Projektrestlaufzeit in Mona-
ten: 
teamt
AM
mon
t
⋅
=  
Formel 27: Vereinfachte Ermittlung der monatlichen Arbeitszeit ohne Risikobetrachtungen 
 
Mit: 
mont   durchschnittliche monatliche Arbeitszeit je Mitarbeiter 
[Stunden pro Mitarbeiter und  Monat] 
 
team  Anzahl der Teammitglieder 
 
Entsprechend Formel 15 wird der monetäre Restaufwand nach  
 
gteamMAmon ⋅⋅=  
Formel 28: Integration von Formel 15 
 
Mit: 
g  Durchschnittliches Gehalt eines Projektteammitglieds [GE pro Monat 
und Mitarbeiter]1181 
berechnet. Schulungsaufwendungen werden hier als Risikogröße noch ausgeklam-
mert. 
                                                 
1181 Hier und im Weiteren jeweils inklusive Lohnnebenkosten 
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Es ergibt sich somit folgende Berechnung der Spitzenkennzahl auf Stufe II: 
 
monAEC −=0  
 mit gteamMAmon ⋅⋅=  
  mit 
teamt
AM
mon
t
⋅
=  
  mit PDRFPFPA bisherBasist ⋅−= )( ; 
 
Zusammengefasst: 
 
mon
bisherBasis
t
gPDRFPFP
EC ⋅⋅−−= )(0  
Formel 29: Kapitalwertberechnung auf Stufe II 
 
Die Entscheidungsregel gestaltet sich analog zu Stufe I, jedoch mit metrikbasierter 
Aufwandsschätzung: 
 
Anwendung
Stufe II
Spitzenkennzahl C0 > 0
Spitzenkennzahl C0 < 0
Projektweiteführung
Projektabbruch
(Rest-)Ertragsschätzung
als Festgröße
(Rest-)Aufwandsschätzung
metrikbasiert
 
Abbildung 107: Entscheidungsregel auf Stufe II 
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11.2.2.2 Beispiel-Anwendung Stufe II 
 
Wie bereits mehrfach ausgeführt, wird der Modellbildung die Annahme zu Grunde 
gelegt, dass für die Entscheidung über Projektabbruch oder Weiterführung bereits 
auf Daten aus dem konkreten Projekt zurückgegriffen werden kann –  beispielsweise 
auf die PDR des Projektteams, gemessen in Personenstunden je Funktionspunkt.  
 
Im Folgenden soll der Einfluss der PDR auf die Kapitalwertermittlung anhand eines 
Beispiel-Cases dargestellt werden. Diese Größe ist – wie nachfolgende Rechnung 
zeigt – wesentlicher Einflussfaktor auf eine Korrektur der ursprünglichen Projekt-
auswahlentscheidung in Richtung eines Projektabbruchs.  
 
 
Projektgröße BasisFP : 1500 FP 
Entscheidungszeitpunkt bisherFP : Nach Fertigstellung von 800 FP 
Prognostizierte Ertrag E : 80000 GE 
Prämisse:  
Einzahlungen werden nur bei Fertigstel-
lung des Projektes realisiert. 
mont  160 h pro MA und Monat 
g  3000 GE pro MA und Monat 
Tabelle 37: Beispielrechnung Stufe II 
 
mit 
mon
bisherBasis
t
gPDRFPFP
EC ⋅⋅−−= )(0  
Ergibt sich: 
 
;1312580000
160
3000)8001500(80000)(0 PDR
PDRPDRC ⋅−=⋅⋅−−=  
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Für die Daten aus obigem Anwendungsfall liefert die Funktion in Abhängigkeit von 
der jeweiligen PDR  folgenden Funktionsverlauf: 
 
 
2 4 6 8 10 12-2 0
-2000
-4000
2000
4000
6000
C0
PDR
 
Abbildung 108: Funktionsverlauf in Abhängigkeit der PDR 
 
Wie Abbildung 108 zeigt, würde bei Anwendung des Entscheidungsmodells auf Stu-
fe II für das Projekt – bei dieser Datenlage – ein Projektabbruch empfohlen, wenn 
dessen durchschnittliche PDR bei mehr als 
FP
hp1,6≈  liegt.  
 
Bei BUNDSCHUH/FABRY werden dabei für die PDR empirisch Werte zwischen 
FP
hp8,5  und 
FP
hp7,13  als verbreitet angegeben.1182 Somit müsste für das betrachtete 
Projekt eine sehr gute PDR vorliegen, damit eine Projektweiterführung empfohlen 
werden kann. 
 
                                                 
1182 Vgl. Bundschuh/Fabry (2004), S.217 basierend auf die ISBSG-Datenbank 
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11.2.3 Stufe III: Dynamische Bewertung unter Verwendung ei-
nes Kalkulationszinssatzes 
 
Wurde auf Stufe I und II das Modell lediglich in einer statischen Variante gebildet, 
soll auf Stufe III eine Dynamisierung der Bewertung erfolgen. Somit soll im Folgen-
den nicht nur die Höhe, sondern auch der Zeitpunkt der prognostizierten Aufwände 
und Erträge berücksichtigt werden.  
 
Informationsbedarf
Detaillierungsgrad 
Aufwand: Festgröße
Ertrag: Festgröße
Bewertung: statisch
Aufwand: metrikbasiert
Ertrag: Festgröße
Bewertung: statisch
Aufwand: metrikbasiert
Ertrag: Festgröße
Bewertung: dynamisch
Aufwand: metrikbasiert
+ Risikointegration
Ertrag: Festgröße
Bewertung: dynamisch
Aufwand: metrikbasiert
+ Risikointegration
Ertrag: Prognosemodell
Bewertung: dynamisch
 
Abbildung 109: Stufe III: Dynamische Bewertung mit metrikbasierter Restaufwandsprognose 
 
Der Analyse in Kapitel 8.3 folgend, wird für die hier entwickelte Entscheidungsregel 
die Kapitalwertmethode – als Verfahren der eindimensionalen, dynamischen Wirt-
schaftlichkeitsbewertung – der Modellbildung zugrunde gelegt. In Zusammenfassung 
der Ausführungen in Kapitel 8.3.3.1 basiert dieses Verfahren auf dem Grundgedan-
ken, dass einer Geldeinheit in der Gegenwart ein höherer Wert beigemessen werden 
muss, als einer Geldeinheit in der Zukunft. Der Entstehungszeitpunkt durch das 
Projekt bedingter Aufwände und Erträge muss demzufolge in deren Bewertung ein-
fließen. 
 
Ausgehend von diesen Betrachtungen, muss entsprechend der Kapitalwertmethode 
ein Kalkulationszinssatz zur Abzinsung der anfallenden Aufwände und Erträge des 
Restprojektes in das Modell integriert werden.  
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Dabei sollen vereinfachend Erträge – für die jeweilige Periode kumuliert – jeweils 
zum Periodenende, Aufwände – wiederum für die jeweilige Periode kumuliert – je-
weils zum Periodenbeginn angesetzt werden. Erträge können – je nach Ausgestaltung 
des Projektes – bereits während des restlichen Projektverlaufs als auch erst nach des-
sen Fertigstellung anfallen. Nachfolgende Graphik verdeutliche diese Annahme:  
 
A1 A2, E1 A3, E2 
Projektzeit
Entscheidungs-
zeitpunkt
Periode I Periode II
usw.
 
Abbildung 110: Ein- und Auszahlungszeitpunkte im Verlauf des Restprojektes 
 
Eine Periode soll dabei jeweils ein Jahr umfassen. 
 
Wie in Kapitel 8.3.3.1 erläutert, ist die Wahl eines geeigneten Kalkulationszinssatzes 
wesentliche Voraussetzung für eine zielführende Projektbewertung durch die Kapi-
talwertmethode. Die damit verbundene Problematik soll hier nicht weiter dargestellt 
werden; es sei auf die Ausführungen in Kapitel 8.3.3.1 verwiesen.  
 
Für den hier beispielhaft angegebenen Anwendungsfall soll auf die festgelegten Kal-
kulationszinssätze des Bundesministeriums für Finanzen von 2009 zurückgegriffen 
werden, welches für Wirtschaftlichkeitsuntersuchungen Zinssätze von 2,2% p.a. real 
und 3,3% p.a. nominal vorschreibt.1183  
 
Bei Anwendung einer dynamischen Wirtschaftlichkeitsbewertung mittels Kapital-
wertmethode erweitert sich die Entscheidungsregel aus Stufe II um den festgelegten 
Kalkulationszinssatz; es wird weiterhin davon ausgegangen, dass Erträge als Festgrö-
ße – somit ohne Bezug zu einzelnen Prognosemodellen – prognostiziert werden: 
                                                 
1183 Bundesfinanzministerium (2009), S.2 
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11.2.3.1 Entwicklung der Entscheidungsregel auf Stufe III bei Pro-
jektfertigstellung binnen Jahresfrist 
 
Vereinfachend wird dabei in einem ersten Schritt angenommen, dass sämtliche 
Aufwände für das Restprojekt in einer Periode anfallen und sämtliche durch das Pro-
jekt bedingten Erträge zum Ende dieser Periode – das Projekt somit binnen Jahres-
frist fertig gestellt wird.  Diese Vereinfachung kann als sinnvoll erachtet werden, da 
Softwareentwicklungsprojekte oftmals kurze Laufzeiten aufweisen.  
 
Entsprechend obiger Ausführungen werden alle für dass Projekt anfallenden 
Restaufwände zum Periodenanfang – bei dieser einperiodigen Betrachtung somit 
zum Entscheidungszeitpunkt – angesetzt; alle durch das Projekt bedingten, prognos-
tizierten Erträge zum Periodenende. Für eine Dynamisierung der Bewertung müssen 
somit in dieser vereinfachten Variante lediglich die zum Periodenende angesetzten 
Projekterträge auf den Entscheidungszeitpunkt abgezinst werden.  
 
A1 E1 
Periode I
t0
Abzinsung
 
Abbildung 111: Schematische Darstellung der Dynamisierung 
 
Es ergibt sich somit – aufbauend auf den Ausführungen zu Stufe II folgende (verein-
fachte) Berechnung der Spitzenkennzahl auf Stufe III. Es ergibt sich somit – aufbau-
end auf den Ausführungen zu Stufe II folgende (vereinfachte) Berechnung der Spit-
zenkennzahl auf Stufe III. Der Kalkulationszinssatz r wird in der Regel als Prozent-
wert angegeben. Er soll jedoch in das hier entwickelten Modell bereits als Pro-
zentwert/100 integriert werden, um die Berechnungen übersichtlicher zu halten.   
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r
EAC mon +
+−=
10
 
Mit 
mon
bisherBasis
mon t
gPDRFPFP
A
⋅⋅−
=
)(
 
 
 
Zusammengefasst: 
 
r
E
t
gPDRFPFPC
mon
bisherBasis
+
+
⋅⋅−
−=
1
)(
0  
 
Verwendete Kennzahlen: 
 
BasisFP   Gesamtgröße des Projektes (geschätzte Anzahl der Funktionspunkte) 
bisherFP  Anzahl der bisher realisierten Funktionspunkte 
PDR   Project Delivery Rate [Personenstunden pro Funktionspunkt] 
mont   durchschnittliche monatliche Arbeitszeit je Mitarbeiter 
[Personenstunden pro Mitarbeiter und Monat] 
g  Durchschnittliches Gehalt eines Projektteammitglieds [GE/Monat] 
E  Prognostizierter Ertrag [GE] 
r  Kalkulationszinssatz  
 
Die Entscheidungsregel  
 
 
Anwendung
Stufe III
Spitzenkennzahl C0 > 0
Spitzenkennzahl C0 < 0
Projektweiterführung
Projektabbruch
(Rest-)Ertragsschätzung
als Festgröße
(Rest-)Aufwandsschätzung
metrikbasiert
Kalkulationszinssatz
 
Abbildung 112: Entscheidungsregel auf Stufe III 
 
bleibt – unter Einbeziehung eines Kalkulationszinssatzes – analog erhalten. 
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11.2.3.2 Verallgemeinerung der Entscheidungsregel auf Stufe III 
 
In einem zweiten Schritt wird die Einschränkung auf einperiodige Restprojekte auf-
gehoben; die Entscheidungsregel wird somit in Hinblick auf mehrere Perioden bis 
zur Projektfertigstellung erweitert. Daraus ergibt sich die Notwendigkeit bisher als 
eine Größe prognostizierte Aufwände nach ihrem zeitlichen Anfall auf mehrere Peri-
oden zu verteilen. Dabei werden Aufwände, die nicht in Periode I anfallen – entspre-
chend dem Grundgedanken der Kapitalwertmethode – mit dem festgelegten Kalku-
lationszinssatz abgezinst.  
 
Problematisch ist dabei die Aufteilung des bisher als eine Größe geschätzten Rest-
aufwands auf die einzelnen Perioden. Hierfür wird die bereits in Kapitel 11.2.2.1 ein-
geführte Größe M verwendet. M gibt die voraussichtliche Projektrestdauer in Mona-
ten an.  
 
In Kapitel 11.2.2.1 wurde M – ohne Risikoaspekte – folgendermaßen ermittelt: 
 
teamt
PDRFPFP
M
monat
bisherBasis
⋅
⋅−
=
)(
 
Formel 30: Vereinfachte Berechnung der Projektrestdauer in Monaten  
 
Die Definition von Projektvoraussetzung 2 in Kapitel 7.1  
 
„Die produktiv nutzbare Projektarbeitszeit des Projektteams für das Restpro-
jekt ist unter Berücksichtigung aller Fehlzeiten >0.“  
 
stellt sicher, dass der Nenner in Formel 30 nicht 0  werden kann 
 
Ausgehend von M soll die Periodenaufteilung über eine ‚künstliche’ Hilfskennzahl I 
realisiert werden. I wird dabei berechnet als: 
 








=
12
M
I  
Formel 31: Berechnung der Kennzahl I 
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I ist zu interpretieren als Anzahl der Perioden, die durch die Laufzeit des Restprojek-
tes noch vollständig abgedeckt werden. Resultiert für I  nach Formel 30 ein nicht-
ganzzahliger Wert, wird I auf einen ganzzahligen Wert abgerundet.   
 
Resultiert aus obiger Berechnung ein Wert von 0=I , heißt dies somit, dass sämtli-
che noch zu erstellende Funktionalität innnerhalb der ersten Periode nach dem Ent-
scheidungszeitpunkt realisiert werden kann, diese jedoch nicht voll ausgeschöpft wird 
– die prognostizierte Projektrestdauer beträgt somit weniger als ein Jahr. 1=I  be-
deutet, dass die Projektrestlaufzeit Periode 1 (unmittelbar nach dem Entscheidungs-
zeitpunkt) vollständig umfasst; möglicherweise fallen jedoch auch in Periode 2 noch 
Aufwände an. Das Restprojekt erstreckt sich jedoch bei 1=I  nicht mehr über die 
gesamte Periode 2. 2=I bedeutet analog, dass auch Periode 2 prognosegemäß voll-
ständig in die Projektlaufzeit fällt und ggf. noch Aufwände in Periode 3 anfallen, die-
se jedoch nicht mehr vollständig umspannt wird, usw.  
 
Wird beispielsweise ein Projekt mit einer Restgröße von 480 FP, einer durchschnittli-
chen PDR von 8 Personenstunden je Funktionspunkt, einer Teamgröße von 2 Mit-
arbeitern bei einer durchschnittlichen monatlichen Arbeitszeit von 160 Stunden be-
wertet, resultiert 
 
12
2160
8480
=
⋅
⋅
=M  
 
Die prognostizierte Projektrestlaufzeit beträgt folglich exakt 1 Jahr. Daraus folgt mit  








=
12
M
I =1 
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Wird ein Projekt mit einer Restgröße von 600 FP und ansonsten identischen Pro-
jektdaten angenommen, resultiert daraus 
 
15
2160
8600
=
⋅
⋅
=M  
 
und wiederum  








=
12
M
I =1, 
 
da I lediglich darüber Auskunft gibt, wie viele Perioden komplett vom Restprojekt 
ausgeschöpft werden. 
 
Wird ein Projekt mit einer Restgröße von 1000 FP und ansonsten identischen Pro-
jektdaten angenommen, resultiert daraus 
 
25
2160
81000
=
⋅
⋅
=M  
 
und  
 








=
12
M
I =2 
 
Es werden somit 2 Jahres-Perioden vollständig durch das Restprojekt abgedeckt. 
 
Unter Beachtung der durch I realisierten Periodenaufteilung ergibt sich folgende Be-
wertung, des durch das Projekt entstehenden Restaufwands ohne Risikoberücksichti-
gung:  












+





 ⋅−
+
+
⋅⋅⋅⋅= ∑
=
− I
I
i
imon
r
IM
ri
i
teamgA )1(
12
12
)1(
1
},1max{12 0 1
 
Formel 32: Berechnung des Projektrestaufwands auf Stufe III  
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Der Ausdruck teamg ⋅⋅−12  stelle dabei den monetären Gesamtaufwand für das 
Projektteam für eine volle Periode (entspricht einem vollen Jahr) dar. Bei unterperio-
diger Fertigstellung darf der letzten Periode nur noch ein entsprechender Bruchteil 
von teamg ⋅⋅−12  als Aufwand zugerechnet werden.  
 
Je nach zeitlichem Anfall der durch das Projekt bedingten Erträge, sind auch diese 
abzuzinsen.  
 
Im Folgenden wird der Fall angenommen, dass alle Erträge unmittelbar nach Fertig-
stellung des Projektes realisiert werden. Sie werden – dem Modelldesign entspre-
chend – am Ende der letzten Realisierungsperiode angesetzt. Zur Umsetzung der 
Dynamisierung wird dabei eine Abwandlung der Kennzahl I – als T bezeichnet – 
eingeführt, welche wie folgt berechnet wird: 
 




=
12
MT  
 
T gibt dabei den Exponenten der Abzinsung des durch das Projekt bedingten, kumu-
lativen Ertrags an. Da Erträge im hier entwickelten Modell jeweils zum Periodenende 
angesetzt werden, wird 



12
M
bei der Berechnung von T – im Gegensatz zu I - ganz-
zahlig aufgerundet.  
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In Zusammenfassung dieser Berechnungen ergibt sich für Stufe III folgende, dyna-
misierte Berechnung der Spitzenkennzahl: 
 
TI
I
i
i
r
E
r
IM
ri
i
teamgC )1()1(
12
12
)1(
1
},1max{12 0 10 +
+












+





 ⋅−
+
+
⋅⋅⋅⋅−= ∑
=
−
 
mit  
 








=
12
MI  und 








=
12
MT  
 
mit 
             
teamt
PDRFPFP
M
monat
bisherBasis
⋅
⋅−
=
)(
 
 
Verwendete Kennzahlen: 
 
BasisFP   Gesamtgröße des Projektes (geschätzte Anzahl der Funktionspunkte) 
bisherFP  Anzahl der bisher realisierten Funktionspunkte 
PDR   Project Delivery Rate [Personenstunden pro Funktionspunkt] 
monatt   durchschnittliche monatliche Arbeitszeit je Mitarbeiter 
[Personenstunden pro Mitarbeiter und  Monat] 
g  Durchschnittliches Gehalt eines Projektteammitglieds [GE pro Mitar-
beiter und Monat] 
E  Prognostizierter Ertrag [GE] 
r  Kalkulationszinssatz  
team  Anzahl der Projektteammitglieder 
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Die Entscheidungsregel bleibt erhalten: 
 
Anwendung
Stufe III
Spitzenkennzahl C0 > 0
Spitzenkennzahl C0 < 0
Projektweiterführung
Projektabbruch
(Rest-)Ertragsschätzung
als Festgröße
(Rest-)Aufwandsschätzung
metrikbasiert
Kalkulationszinssatz
 
Abbildung 113: Entscheidungsregel auf Stufe III 
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11.2.3.3 Beispiel-Anwendungen Stufe III 
 
Zur Veranschaulichung der Ausführungen in Kapitel 11.2.3.2 werden im Folgenden 
drei Beispiel-Cases mit unterschiedlichen Projektkonstellationen berechnet. Die PDR 
wurde dabei jeweils im Bereich der BUNDSCHUH/FABRY angegebenen empiri-
schen Werte gewählt. Der Zinssatz entspricht der Empfehlung des Bundesfinanzmi-
nisteriums.1184  
 
11.2.3.3.1 Case 1: Projektrestlaufzeit unter einer Periode 
 
Projektgröße BasisFP : 1500 FP 
Entscheidungszeitpunkt bisherFP : Nach Fertigstellung von 1100 FP 
Prognostizierter Ertrag E : 30000 GE 
Prämisse:  
Einzahlungen werden nur bei Fertigstel-
lung des Projektes am Projektende reali-
siert. 
team  2 
mont  160 h pro MA und Monat 
PDR  
8 
FP
hp  
g  3000 GE pro MA und Monat 
r 0,022 
Tabelle 38: Beispielrechnung Stufe III.1 
 
Gemäß den Ausführungen in Kapitel 11.2.3.2 ist in einem ersten Schritt M zu ermit-
teln nach: 
 
teamt
PDRFPFP
M
monat
bisherBasis
⋅
⋅−
=
)(
 
 
Mit den Daten des Beispiel-Cases ergibt sich:  
 
][10 MonateM =  
 
                                                 
1184 Bundesfinanzministerium(2009), S.2 
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In einem zweiten Schritt werden I und T ermittelt nach: 
 








=
12
MI  und 








=
12
MT  
 
Daraus ergibt sich für den Beispielcase: 
 
0=I  und 1=T  
 
Folglich umfasst die prognostizierte Projektrestdauer keine volle Periode. Es ergibt 
sich folgende Situation für die Bildung der Entscheidungsregel: 
 
A1 E1 
Periode I
t0
Abzinsung
Zeitraum in dem Aufwände entstehen (10 Monate)
angesetzt
Zeitpunkt der Ertragsentstehung (unmittelbar nach Projektende)
angesetzt
 
Abbildung 114: Stufe III, Case 1, Schematische Darstellung 
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Nach: 
TI
I
i
i
r
E
r
IM
ri
i
teamgC )1()1(
12
12
)1(
1
},1max{12 0 10 +
+












+





 ⋅−
+
+
⋅⋅⋅⋅−= ∑
=
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ergibt sich für 0C ein Wert von 30646−≈ GE.  
 
Nach 
 
Anwendung
Stufe III
Spitzenkennzahl C0 > 0
Spitzenkennzahl C0 < 0
Projektweiterführung
Projektabbruch
(Rest-)Ertragsschätzung
als Festgröße
(Rest-)Aufwandsschätzung
metrikbasiert
Kalkulationszinssatz
 
Abbildung 115: Anwendung der Entscheidungsregel auf Stufe III.1 
 
wird für das Projekt somit ein Projektabbruch empfohlen. 
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11.2.3.3.2 Case 2: Projektrestlaufzeit mehr als eine Periode 
 
Projektgröße BasisFP : 1500 FP 
Entscheidungszeitpunkt bisherFP : Nach Fertigstellung von 800 FP 
Prognostizierter Ertrag E : 80000 GE 
Prämisse:  
Einzahlungen werden nur bei Fertigstel-
lung des Projektes am Projektende reali-
siert. 
team  2 
mont  160 h pro MA und Monat 
PDR  
8 
FP
hp  
g  3000 GE pro MA und Monat 
r 0,022 
Tabelle 39: Beispielrechnung Stufe III.2 
 
Schritt 1:  M zu ermitteln nach: 
 
teamt
PDRFPFP
M
monat
bisherBasis
⋅
⋅−
=
)(
 
 
 
Mit den Daten des Beispiel-Cases ergibt sich:  
 
][5,17 MonateM =  
 
Schritt 2: I und T ermitteln: 
 








=
12
MI  und 








=
12
MT  
 
Daraus ergibt sich für den Beispielcase: 
 
1=I  und 2=T  
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Folglich umfasst die prognostizierte Projektrestdauer mindestens eine volle Periode, 
jedoch keine zweite volle Periode. Es ergibt sich folgende Situation für die Bildung 
der Entscheidungsregel: 
 
A1 E1 
Periode I
t0
Abzinsung
Zeitraum in dem Aufwände entstehen (17,5 Monate)
angesetzt
Zeitpunkt der Ertragsentstehung (unmittelbar nach Projektende)
angesetzt
Periode II
A2
angesetzt
Abzinsung
 
Abbildung 116: Stufe III, Case 2, Schematische Darstellung 
 
Nach: 
TI
I
i
i
r
E
r
IM
ri
i
teamgC )1()1(
12
12
)1(
1
},1max{12 0 10 +
+












+





 ⋅−
+
+
⋅⋅⋅⋅−= ∑
=
−
 
 
ergibt sich für 0C ein Wert von 27697−≈ GE.  
Nach 
 
Anwendung
Stufe III
Spitzenkennzahl C0 > 0
Spitzenkennzahl C0 < 0
Projektweiterführung
Projektabbruch
(Rest-)Ertragsschätzung
als Festgröße
(Rest-)Aufwandsschätzung
metrikbasiert
Kalkulationszinssatz
 
Abbildung 117: Anwendung der Entscheidungsregel auf Stufe III.2 
 
wird für das Projekt somit ein Projektabbruch empfohlen. 
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11.2.3.3.3 Case 3: Projektrestlaufzeit von genau einer Periode 
 
Projektgröße BasisFP : 1500 FP 
Entscheidungszeitpunkt bisherFP : Nach Fertigstellung von 1020 FP 
Prognostizierter Ertrag E : 80000 GE 
Prämisse:  
Einzahlungen werden nur bei Fertigstel-
lung des Projektes am Projektende reali-
siert. 
team  2 
mont  160 h pro MA und Monat 
PDR  
8 
FP
hp  
g  3000 GE pro MA und Monat 
r 0,022 
Tabelle 40: Beispielrechnung Stufe III.3 
 
Schritt 1:  M zu ermitteln nach: 
 
teamt
PDRFPFP
M
monat
bisherBasis
⋅
⋅−
=
)(
 
 
Mit den Daten des Beispiel-Cases ergibt sich:  
 
][12 MonateM =  
 
Schritt 2: I und T ermitteln: 
 








=
12
MI  und 








=
12
MT  
 
Daraus ergibt sich für den Beispielcase: 
 
1=I  und 1=T  
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Es ergibt sich folgende Situation für die Bildung der Entscheidungsregel: 
 
A1 E1 
Periode I
t0
Abzinsung
Zeitraum in dem Aufwände entstehen (12 Monate)
angesetzt
Zeitpunkt der Ertragsentstehung (unmittelbar nach Projektende)
angesetzt
 
Abbildung 118: Stufe III, Case 3, Schematische Darstellung 
 
Nach: 
TI
I
i
i
r
E
r
IM
ri
i
teamgC )1()1(
12
12
)1(
1
},1max{12 0 10 +
+












+





 ⋅−
+
+
⋅⋅⋅⋅−= ∑
=
−
 
 
ergibt sich für 0C ein Wert von 6278≈ GE.  
 
Nach 
 
Anwendung
Stufe III
Spitzenkennzahl C0 > 0
Spitzenkennzahl C0 < 0
Projektweiterführung
Projektabbruch
(Rest-)Ertragsschätzung
als Festgröße
(Rest-)Aufwandsschätzung
metrikbasiert
Kalkulationszinssatz
 
Abbildung 119: Anwendung der Entscheidungsregel auf Stufe III.3 
 
wird empfohlen, das Projekt weiterzuführen. 
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11.2.4 Stufe IV: Risikoorientierte dynamische Bewertung 
 
11.2.4.1 Entwicklung der Entscheidungsregel auf Stufe IV 
 
 
Informationsbedarf
Detaillierungsgrad 
Aufwand: Festgröße
Ertrag: Festgröße
Bewertung: statisch
Aufwand: metrikbasiert
Ertrag: Festgröße
Bewertung: statisch
Aufwand: metrikbasiert
Ertrag: Festgröße
Bewertung: dynamisch
Aufwand: metrikbasiert
+ Risikointegration
Ertrag: Festgröße
Bewertung: dynamisch
Aufwand: metrikbasiert
+ Risikointegration
Ertrag: Prognosemodell
Bewertung: dynamisch
 
Abbildung 120: Stufe IV: Dynamische Bewertung mit risikoorientierter, metrikbasierter Rest-
aufwandsprognose 
 
Aufbauend auf den Ausführungen zu Stufe III, sollen im Folgenden die  
 in Kapitel 6.2 identifizierten, 
 in Kapitel 6.3 analysierten, 
 in Kapitel 7.1 konkretisierten  
 und in Kapitel 9 in die Aufwandsprognose integrierten  
Kernrisiken in das Entscheidungsmodell eingefügt werden. Dabei kann an dieser 
Stelle auf die umfassenden Ausführungen zu Abbildungs- und Integrationsmöglich-
keiten von Risikoaspekten in den genannten Kapiteln zurückgegriffen werden. Erträ-
ge werden weiterhin als Festgröße zum Projektende angesetzt. Die Integration von 
Ertragsprognosemodellen erfolgt – wie bereits mehrfach erwähnt – erst auf nachfol-
gender Stufe V der Modellbildung.  
 
In Kapitel 9.3.2.3.3.3 wurde Formel 14 zur Ermittlung der prognostizierten Projekt-
restdauer in Monaten M – unter Berücksichtigung aller als relevant ermittelten auf-
wandsorientierten Risikoaspekte – gebildet. Diese gestaltete sich folgendermaßen: 
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team
FQ
t
aaa
t
FQ
team
aaa
t
ppPDRFPRCmFP
M
neu
Schulungothernon
soll
Schulungothernon
soll
bisherBasis
⋅⋅−++−⋅+−⋅⋅++−⋅
++⋅⋅−⋅+⋅
=
100
)))
100100100
(1(()
100
1())
100100100
(1(
)
100100
1())
100
1(( 21  
 
Verwendete Kennzahlen: 
BasisFP   Gesamtgröße des Projektes (Anzahl der Funktionspunkte  
geschätzt zum Basiszeitpunkt) 
bisherFP  Anzahl der bisher realisierten Funktionspunkte 
RC   Requirements Creep [in % pro Monat] 
m   Anzahl der Monate, für die RC berücksichtigt werden soll 
PDR   Project Delivery Rate [Personenstunden pro Funktionspunkt] 
1p   Prozentualer Zuschlag zur PDR [in %] 
  Grund: Anforderungszunahme 
2p   Prozentualer Zuschlag zur PDR [in %] 
  Grund: Kompetenzveränderungen 
sollt   durchschnittliche monatliche Sollarbeitszeit je Mitarbeiter 
[Stunden pro Mitarbeiter und  Monat] 
nona  Durchschnittlich auf ‚nonlabor’ entfallender Anteil der Sollarbeitszeit  
[in %] 
othera  Durchschnittlich auf ‚other_labor’ entfallender Anteil der Sollarbeitszeit [in 
%] 
Schulunga  Durchschnittlich auf Weiterbildungsmaßnahmen entfallender Anteil der 
Sollarbeitszeit [in %] 
g  Durchschnittliches Gehalt eines Projektteammitglieds [GE pro Mitarbeiter 
und Monat] 
FQ  Durchschnittliche monatliche Fluktuationsquote  
[% pro Monat] 
neut  Durchschnittliche Einarbeitungszeit eines neuen Teammitglieds  
 [Personenstunden pro (neuem) Mitarbeiter] 
E  Prognostizierter Ertrag [GE] 
r   Kalkulationszinssatz  
team  Anzahl der Projektteammitglieder 
  
Entwicklung des Entscheidungsmodells 
 
 
394 
Diese risikoorientierte Prognose ersetzt im Folgenden die vereinfachte Berechnung 
der Projektrestdauer auf Stufe III. Die dynamische Aufteilung des prognostizierten 
Projektrestaufwands auf Perioden erfolgt jedoch analog zu Stufe III über die unter-
stützenden ‚künstlich’ erzeugten Kennzahlen I und T.  
 
Neben Personalaufwendungen in Form von Gehaltszahlungen sollen nun auch mo-
netäre Weiterbildungsaufwände – bspw. für Fachliteratur, Trainer etc. – integriert 
werden. Diese werden als durchschnittliche monatliche Aufwendungen je Projekt-
teammitglied modelliert und über die Kennzahl SchulungA  erfasst. Die Gesamtaufwen-
dungen für ein komplettes Jahr (über alle Mitarbeiter) erweitern sich somit von  
 
teamg ⋅⋅12  in Stufe III 
auf 
teamAg Schulung ⋅+⋅ )(12  in Stufe IV. 
 
In Erweiterung der Kapitalwertberechnung auf Stufe III ergibt sich unter Einbezie-
hung aller bisherigen Analyseergebnisse folgende Berechnung der Spitzenkennzahl 
auf Stufe IV: 
 
TI
I
i
iSchulung
r
E
r
IM
ri
i
teamAgC )1()1(
12
12
)1(
1
},1max{)(12 0 10 +
+












+





 ⋅−
+
+
⋅⋅⋅+⋅−= ∑
=
−
 
mit  
 








=
12
MI  und 








=
12
MT  
mit 
team
FQ
t
aaa
t
FQ
team
aaa
t
ppPDRFPRCmFP
M
neu
Schulungothernon
soll
Schulungothernon
soll
bisherBasis
⋅⋅−++−⋅+−⋅⋅++−⋅
++⋅⋅−⋅+⋅
=
100
)))
100100100
(1(()
100
1())
100100100
(1(
)
100100
1())
100
1(( 21  
Formel 33: Ermittlung der Spitzenkennzahl auf Stufe IV 
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Die Entscheidungsregel bleibt erhalten; sie wird lediglich um die Risikoorientierung 
bei der Ermittlung von Restaufwänden ergänzt: 
 
Anwendung
Stufe IV
Spitzenkennzahl C0 > 0
Spitzenkennzahl C0 < 0
Projektweiterführung
Projektabbruch
(Rest-)Ertragsschätzung
als Festgröße
(Rest-)Aufwandsschätzung
metrikbasiert+risikoorientiert
Kalkulationszinssatz
 
Abbildung 121: Entscheidungsregel auf Stufe IV 
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11.2.4.2 Beispiel-Anwendung Stufe IV 
 
Zur Veranschaulichung der Entscheidungsregel auf Stufe IV wird im Folgenden wie-
derum eine fiktive Beispiel-Case-Studie durchgeführt. Das Anwendungsbeispiel baut 
dabei auf das bereits in Kapitel 9.3 eingeführte Anwendungsbeispiel zur Aufwands-
prognose auf. 
Projektgröße BasisFP : 10000 FP 
Geschätzt zu einem Basiszeitpunkt 
Entscheidungszeitpunkt bisherFP : Nach Fertigstellung von 4000 FP 
Requirements-Creep RC : 2% pro Monat 
Anzahl der Monate, für die (ab Basiszeitpunkt) Anfor-
derungszuwächse erwartet werden m : 
5 Monate 
 
Prognostizierte Ertrag E : 1500000 GE 
Prämisse:  
Einzahlungen werden nur bei Fertigstellung 
des Projektes am Projektende realisiert. 
team  20 
FQ  5% pro Monat 
PDR  
6 
FP
hp
 
Prozentualer Zuschlag zur PDR 1p : 
  Grund: Anforderungszunahme 
1% 
Prozentualer Zuschlag zur PDR 2p : 
  Grund: Kompetenzveränderungen 
-8,3% 
Sollarbeitszeit je Mitarbeiter sollt  160 h pro MA und Monat 
nona  
15,5% 
othera  
33,7% 
Schulunga  
2% 
neut  30 ph  
g  3000 GE pro MA und Monat 
SchulungA  150 GE pro MA und Monat  
r 0,022 
Tabelle 41: Beispielrechung Stufe IV 
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Schritt 1:  M zu ermitteln nach: 
 
team
FQ
t
aaa
t
FQ
team
aaa
t
ppPDRFPRCmFP
M
neu
Schulungothernon
soll
Schulungothernon
soll
bisherBasis
⋅⋅−++−⋅+−⋅⋅++−⋅
++⋅⋅−⋅+⋅
=
100
)))
100100100
(1(()
100
1())
100100100
(1(
)
100100
1())
100
1(( 21  
 
 
Mit den Daten des Beispiel-Cases ergibt sich:  
 
][4,25 MonateM ≈  
 
Schritt 2: I und T ermitteln: 
 








=
12
MI  und 








=
12
MT  
 
Daraus ergibt sich für den Beispielcase: 
 
2=I  und 3=T  
 
Folglich umfasst die prognostizierte Projektrestdauer mindestens zwei volle Perio-
den, jedoch keine dritte volle Periode. Es ergibt sich folgende Situation für die Bil-
dung der Entscheidungsregel: 
 
A1 E1 
Periode I
t0
Abzinsung
Zeitraum in dem Aufwände entstehen (25,4 Monate)
angesetzt
Zeitpunkt der Ertragsentstehung (unmittelbar nach Projektende)
angesetzt
Periode II
A2
angesetzt
Abzinsung
Periode III
A3
angesetzt
Abzinsung
 
Abbildung 122: Stufe IV, Case, Schematische Darstellung 
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Nach:  
TI
I
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iSchulung
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E
r
IM
ri
i
teamAgC )1()1(
12
12
)1(
1
},1max{)(12 0 10 +
+

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



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
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ergibt sich für 0C ein Wert von 175000−≈ GE.  
 
Nach 
 
Anwendung
Stufe IV
Spitzenkennzahl C0 > 0
Spitzenkennzahl C0 < 0
Projektweiterführung
Projektabbruch
(Rest-)Ertragsschätzung
als Festgröße
(Rest-)Aufwandsschätzung
metrikbasiert+risikoorientiert
Kalkulationszinssatz
 
Abbildung 123: Anwendung der Entscheidungsregel auf Stufe IV 
 
wird für das Projekt somit ein Projektabbruch empfohlen. 
 
 
 
  
Entwicklung des Entscheidungsmodells 
 
 
399 
11.2.5 Stufe V: Integration von Ertragsprognosemodelle in die 
risikoorientierte, dynamische Bewertung 
 
 
Informationsbedarf
Detaillierungsgrad 
Aufwand: Festgröße
Ertrag: Festgröße
Bewertung: statisch
Aufwand: metrikbasiert
Ertrag: Festgröße
Bewertung: statisch
Aufwand: metrikbasiert
Ertrag: Festgröße
Bewertung: dynamisch
Aufwand: metrikbasiert
+ Risikointegration
Ertrag: Festgröße
Bewertung: dynamisch
Aufwand: metrikbasiert
+ Risikointegration
Ertrag: Prognosemodell
Bewertung: dynamisch
 
Abbildung 124: Stufe V: Integration von Ertragsprognosemodellen in die risikoorientierte dy-
namische Bewertung 
 
Stufe V überführt die vorausgehenden Betrachtungen der Stufen I bis IV in eine Ge-
samtbewertung des Projektes, bei der sowohl (Rest-)Aufwände als auch (Rest-) 
Erträge über die in Kapitel 9 und 10 identifizierten Prognoseverfahren abgeschätzt 
werden.  
 
Auf Stufe V der Modellbildung soll schwerpunktmäßig auf die Analyseergebnisse zu 
Prognoseverfahren für Softwareentwicklungsprojekte aus Kapitel 10 zurückgegriffen 
werden. Differenziert wird dabei wiederum nach den in Kapitel 5.3 definierten Soft-
warekategorien. 
  
Die in Kapitel 10.1.2 analysierte Kategorie „Freie Software“ wird dabei nicht weiter 
berücksichtigt, da ihr – wie in Kapitel 10.1.2.1 ausgeführt – keine hinreichende Aus-
richtung auf wirtschaftlich messbare Größen im Sinne dieser Arbeit zugesprochen 
werden kann.  
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Die (Rest-)aufwandsprognose wird im Folgenden für jede Softwarekategorie analog 
zur vorhergehenden Stufe IV vorgenommen – soll somit auf Stufe V nicht mehr de-
tailliert erläutert werden.  
 
11.2.5.1 Integration der Conjoint-Analyse als Prognoseverfahren für 
kommerzielle Software 
 
Der Reihenfolge in Kapitel 10 folgend wird als erste Kategorie „Kommerzielle Soft-
ware“ betrachtet. Wie in Kapitel 5.3.1.1 und 10.1.1 bereits detailliert beschrieben, 
stellt das Projektergebnis dabei ein marktfähiges Produkt dar, das über Lizenzen auf 
dem Absatzmarkt an eine Vielzahl von ‚Standard-Kunden’ verkauft werden soll.  
 
Standard-
produkt-
erstellung
Direkter Ertrag Indirekter Ertrag
Kommerzielle Software
Individual-
software mit
aufwands-
bezogener
Bepreisung
Individuelle
Produkt-
gestaltung
Individuelle
Software-
lösungen zur
unternehmens-
internen
Verwendung
Individual-
software zum
Festpreis
Software
als Teil
eines
Absatzgutes
Freie Software
 
Abbildung 125: Integration der Kategorie ‚Kommerzielle Software’ in das Entscheidungsmo-
dell 
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11.2.5.1.1 Integration des Ertragsprognose-Modells in die Modellbildung 
 
In Kapitel 10.1.1.2.3 wurde für diese Softwarekategorie die Conjoint-Analyse als ge-
eignetes Prognoseverfahren ausgewählt. Formel 19 bildete eine einperiodige Ertrags-
prognose mittels Conjoint-Analyse ab. Auf eine mehrperiodige Modellierung und 
Abzinsung der Erträge nach ihrem zeitlichen Anfall wurde dabei noch verzichtet. In 
Kapitel 10.1.1.2.3 wurde folgende Formel zur Prognose des Projektertrags ermittelt: 
 
PVMAE ⋅⋅=
100
 
Formel 34: Ertragsprognose auf Basis der CA-MA 
 
mit: 
E  prognostizierter Ertrag des betrachteten Softwareproduktes (in GE)  
MA prognostizierter Marktanteil für das betrachtete Softwareprodukt  
(in %1185) 
V Marktvolumen (in Produkteinheiten1186) 
P  Preis je Softwarelizenz des betrachteten Produktes (in GE je Produkt-
einheit) 
 
Da auf Stufe V eine dynamische Bewertung über den gesamten Vermarktungszeit-
raum erfolgen soll, muss Formel 19 bei Integration in das Modell hinsichtlich einer 
mehrjährigen Prognose und einer geeigneten Abzinsungsregel erweitert werden.  
 
In der nachfolgenden (Rest-)Projektbewertung sollen Erträge weiterhin jeweils ku-
muliert zum jeweiligen Periodenende angesetzt werden, Aufwände hingegen kumu-
liert zum jeweiligen Periodenanfang.  
 
Zur Realisierung der Dynamisierung soll auf die bereits auf Stufe III eingeführten 
Hilfskennzahlen I und T zurückgegriffen werden.  
 
                                                 
1185 Da der Kennzahlenwert des Marktanteils hier als Prozentwert angegeben wird, wird in der Formel 
eine Division durch 100 vorgenommen. 
1186  Im betrachteten Jahr 
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Es wird praxiskonform angenommen, dass Ertragsprognosen jeweils für komplette 
Perioden (entspricht ganzen Jahren) erstellt werden. Erstellungzeitpunkt der Progno-
se sei der Entscheidungszeitpunkt über Projektabbruch oder Weiterführung. Zudem 
wird davon ausgegangen, dass das erstellte Softwareprodukt unmittelbar nach dessen 
Fertigstellung vermarktet wird – somit unmittelbar nach Projektende die Phase der 
Ertragsgenerierung beginnt.  
 
Der Marktanteil wird in der Regel als Prozentwert angegeben. Er soll jedoch – wie 
auch bereits der Kalkulationszinssatz – im Folgenden in das hier entwickelten 
Modell bereits als Prozentwert/100 integriert werden, um die Berechnungen ü-
bersichtlicher zu halten.   
 
Dabei sind folgende zwei Fälle bei der Modellierung zu unterscheiden:  
 
Fall 1: TI = , 
somit prognostizierte Projektfertigstellung zu einem Periodenende und prog-
nostizierter Beginn der Ertragsgenerierung zu einem Periodenbeginn. 
 
Folgende Graphik veranschauliche Fall 1 für eine prognostizierte Projektrest-
dauer von genau einem Jahr (ab Entscheidungszeitpunkt) und eine anschlie-
ßende Phase der Ertragsgenerierung von zwei Jahren. 
 
A1
Periode I
t0
Zeitraum in dem Aufwände entstehen (1 Jahr)
angesetzt
Zeitraum der Ertragsentstehung (2 Jahre)
Periode II
E1
angesetzt
Abzinsung
Periode III
E2
angesetzt
Abzinsung
 
Abbildung 126: Dynamisierung der Ertragsprognose (Fall 1) 
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Bei I=T ergibt sich somit folgende dynamische Ertragsbewertung: 
 
∑
+
+= +
⋅⋅
=
NT
Tt
t
ttt
r
PVMA
E
1 )1(
 
  
Angewandt auf obiges Beispiel mit Projektrestdauer von genau einem Jahr 
und anschließender Ertragsgenerierung über zwei Jahre ergibt sich: 
 
1== TI  
2=N  
  
 ∑
=
+
⋅⋅
=
3
2 )1(t t
ttt
j
r
PVMA
E  
 
Somit werden – entsprechend Abbildung 126 – die Erträge in Periode II mit 
2)1( r+ , die Erträge in Periode III mit 3)1( r+ abgezinst. 
 
Fall 2: TI ≠ , 
somit prognostizierte Projektfertigstellung im Verlauf einer Periode; folglich 
auch prognostizierter Beginn der Ertragsgenerierung während einer Periode. 
 
Folgende Graphik veranschauliche Fall 2 für eine prognostizierte Projektrest-
dauer von 9 Monaten (ab Entscheidungszeitpunkt) und (wiederum) eine an-
schließende Phase der Ertragsgenerierung von zwei Jahren. 
 
A1
Periode I
t0
Zeitraum in der Aufwände entstehen (9 Monate)
angesetzt
Zeitraum der Ertragsentstehung (2 Jahre)
Periode II
E2
angesetzt
Abzinsung
Periode III
E3
angesetzt
Abzinsung
E1
angesetzt
Abzinsung
 
Abbildung 127: Dynamisierung der Ertragsprognose (Fall 2) 
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Annahmegemäß werden Ertragsprognosen ab Entscheidungszeitpunkt für 
die einzelnen Perioden – somit jeweils komplette Jahre – erstellt. Diese Prog-
nosen sind unabhängig vom tatsächlichen Fertigstellungszeitpunkt. Wird für 
Periode I ein bestimmter erzielbarer Ertrag prognostiziert, kann diese Prog-
nose nicht in vollem Umfang realisiert werden, da das Projekt zu Beginn von 
Periode I noch nicht fertiggestellt ist. Da Periode I somit – entsprechend obi-
gem Beispiel - nur zum Teil als Vermarktungszeitraum genutzt wird, dürfen 
für Periode I folglich nur ein Teil der theoretisch in dieser Periode erzielbaren 
Erträge angesetzt werden. Gleiches gilt für Periode III, welche wiederum nur 
zum Teil in den  angestrebten Vermarktungszeitraum fällt. 
 
Da diese Monats-Aufteilung vom unterperiodigen Fertigstellungszeitpunkt 
des Projektes abhängt, müssen zusätzlich die Kennzahlen I und M in die dy-
namische Bewertung integriert werden. Es wird zudem davon ausgegangen, 
dass der Vermarktungszeitraum N immer mindestens eine Periode umfasst. 
 
Bei TI ≠ ergibt sich somit folgende dynamische Ertragsbewertung: 
 
 
                                                                             anteiliger Periodenertrag der ersten Perio-
de 
 
 
 Erträge für volle Perioden 
 
 
 anteiliger Periodenertrag der letzten 
Periode 
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Angewandt auf obiges Beispiel mit Projektrestdauer von 9 Monaten und an-
schließender Ertragsgenerierung über zwei Jahre ergibt sich: 
 
2
1
0
=
=
=
N
T
I
 
  
  
 
 
 
 
 
 
 
 
Somit werden – entsprechend Abbildung 127 – die in Periode I (theore-
tisch1187) erzielbaren Erträge (anteilig 25%) mit )1( r+ , die in Periode II er-
zielbaren Erträge (komplett) mit 2)1( r+ und die in Periode III erzielbaren 
Erträge (anteilig 75%) mit  3)1( r+ abgezinst. 
                                                 
1187 wenn das Softwareprodukt zu Beginn von Periode I bereits fertig gestellt wäre 
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Integration von Fall 1 und Fall 2: 
 
Werden beide Fälle zusammengefasst ergibt sich folgende komplexe Dynami-
sierung für die Ertragsseite: 
 
 
                                                                             ggf. anteiliger Periodenertrag 
der ersten Periode  
 
 
 Erträge für volle Perioden 
 
 
 ggf. anteiliger Periodenertrag 
der letzten Periode 
 
 
Für die Aufwandsseite wird die dynamische Regel unter Berücksichtigung der 
identifizierten Kernrisiken aus Stufe IV beibehalten: 
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Die Spitzenkennzahl berechnet sich somit nach: 
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11.2.5.1.2 Beispiel-Anwendung Stufe V – kommerzielle Software 
 
Die nachfolgende Beispiel-Fallstudie baut auf der in Kapitel 11.2.4.2 bereits ausge-
führte Fallstudie auf Stufe IV auf. Die aufwandsbezogenen Daten werden im Fol-
genden entsprechend übernommen: 
 
Projektgröße BasisFP : 10000 FP 
Geschätzt zu einem Basiszeitpunkt 
Entscheidungszeitpunkt bisherFP : Nach Fertigstellung von 4000 FP 
Requirements-Creep RC : 2% pro Monat 
Anzahl der Monate, für die (ab Basiszeitpunkt) Anfor-
derungszuwächse erwartet werden m : 
5 Monate 
 
team  20 
FQ  5% pro Monat 
PDR  
6 
FP
hp
 
Prozentualer Zuschlag zur PDR 1p : 
  Grund: Anforderungszunahme 
1% 
Prozentualer Zuschlag zur PDR 2p : 
  Grund: Kompetenzveränderungen 
-8,3% 
Sollarbeitszeit je Mitarbeiter sollt  160 h pro MA und Monat 
nona  
15,5% 
othera  
33,7% 
Schulunga  
2% 
neut  30 ph  
g  3000 GE pro MA und Monat 
SchulungA  150 GE pro MA und Monat  
r 0,022 
Tabelle 42: Beispielrechung Stufe V.1 (Teil 1) 
 
Auf Stufe IV wurde ausgehend von obigen Daten eine Projektrestdauer von 25,4 
Monaten prognostiziert. Daraus ergibt sich 2=I  und 3=T .  
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Für die Ertragsprognose wird angenommen, dass es sich bei der entwickelten Soft-
ware um am Markt zu veräußernde Standardsoftware handelt – diese somit in die 
hier betrachtete Kategorie ‚Kommerzielle Software’ fällt.  
 
Es werden folgende marktbezogene Daten angenommen; die Nummerierung ist je-
weils ab Entscheidungszeitpunkt zu verstehen: 
 
Marktvolumen  
für Periode 1 bis 5 konstant:  
54321 VVVVV ====                 
 
 
][30000 PE  
Marktanteil  
für Periode 1 bis 4 konstant:  
4321 MAMAMAMA ===  
Für Periode 5 ein geringerer prognos-
tizierter Marktateil: 5MA  
 
23,0%234321 ===== MAMAMAMA  
 
15,0%155 ==MA  
 
Preis je Softwarelizenz (einheitlich für alle 
Perioden) 
54321 PPPPP ====  
]/[120 PEGE   
Vermarktungszeitraum N 2 Jahre 
Tabelle 43: Beispielrechnung StufeV.1 (Teil 2) 
 
Folgende schematische Darstellung verdeutliche die zeitliche Struktur der Aufwands- 
und Ertragsgenerierung: 
 
Periode III
t0
A1 E1 
Periode I
Abzinsung
Zeitraum in dem Aufwände entstehen (25,4 Monate)
angesetzt angesetzt
Periode II
A2
angesetzt
Abzinsung
A3
angesetzt
Abzinsung
Periode IV
E2 
Periode IV
E3 
angesetzt angesetzt
Abzinsung
Abzinsung
Zeitraum der Ertragsentstehung (2 Jahre)
 
Abbildung 128: Stufe V, Case I, Schematische Darstellung 
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Aus den bereits auf Stufe IV eingeführten aufwandsbezogenen Daten ergibt sich 
nach 
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ein prognostizierter Projektrestaufwand von  
 
1580170≈monA  
 
Da Erträge erst ab Fertigstellung des Softwareproduktes generiert werden können, 
fließen erst die Marktdaten ab Periode III in die Berechnung ein. Die auf den Ent-
scheidungszeitpunkt abgezinste Ertragsprognose errechnet sich nach.  
 
 
 
 
 
 
 
 
 
 
 
 
Es ergibt sich ein abgezinster Ertrag von  
 
1500655≈E , 
 
somit ein negativer Kapitalwert von  
 
795150 −≈C . 
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Nach 
 
Anwendung
Stufe V
Spitzenkennzahl C0 > 0
Spitzenkennzahl C0 < 0
Projektweiterführung
Projektabbruch
(Rest-)Ertragsschätzung
nach Prognosemodell
(Rest-)Aufwandsschätzung
metrikbasiert+risikoorientiert
Kalkulationszinssatz
 
Abbildung 129: Anwendung der Entscheidungsregel auf StufeV(1) 
 
wird für das Projekt somit ein Projektabbruch empfohlen. 
 
11.2.5.2 Individualsoftware zum Festpreis: 
 
 
Standard-
produkt-
erstellung
Direkter Ertrag Indirekter Ertrag
Kommerzielle Software
Individual-
software mit
aufwands-
bezogener
Bepreisung
Individuelle
Produkt-
gestaltung
Individuelle
Software-
lösungen zur
unternehmens-
internen
Verwendung
Individual-
software zum
Festpreis
Software
als Teil
eines
Absatzgutes
Freie Software
 
Abbildung 130: Kategorie „Individualsoftware zum Festpreis“ 
 
Wie in Kapitel 5.3.2.1 und Kapitel 10.2.1 detailliert ausgeführt, wird unter ‚Individu-
alsoftware zum Festpreis’ diejenige Software subsumiert, die für einen einzelnen 
Kunden oder sehr kleinen Kundenkreis zu einem vorab vereinbarten Festpreis ent-
wickelt wird. Da in dieser Kategorie der Festpreis per definitionem nicht nachträglich 
an veränderte Projektbedingungen und/oder nicht zutreffende Prognosen angepasst 
werden kann, stellt diese Kategorie den restriktivsten Fall in der Ertragsermittlung 
dar.  
 
Es wird im Folgenden davon ausgegangen, dass der Festpreis der Höhe nach unver-
änderlich ist und unmittelbar nach Fertigstellung des Projektergebnisses fällig wird. 
Somit entscheidet der zeitliche Aufwand für das Restprojekt über die Höhe der Ab-
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zinsung des festgelegten Preises. Teilzahlungen, die bereits während des Projektver-
laufs, beispielsweise zu bestimmten Meilensteinen, geleistet werden1188, sollen hier 
nicht in die Modellbildung integriert werden. Bei einer derartigen Ertragsgestaltung 
ist das Modell entsprechend anzupassen. 
 
Die Ermittlung der Ertragsseite im Falle der Festpreisvereinbarung mit obigen An-
nahmen gestaltet sich vergleichsweise einfach, da hierbei keine Prognosemodelle an-
gewendet werden müssen. Das Entscheidungsmodell entspricht daher bei Festpreis-
vereinbarungen, zahlbar bei Projektfertigstellung, in einer dynamischen Betrachtung 
dem bereits auf Stufe IV gebildeten Entscheidungsmodell. Dieses kann somit für 
diese Kategorie direkt auf Stufe V übertragen werden.  
 
Es ergibt sich somit analog zu Stufe IV folgende Berechnung der Spitzenkennzahl 
für Projekte mit Festpreisvereinbarungen auf Stufe V.  
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Formel 35: Ermittlung der Spitzenkennzahl auf Stufe IV 
 
 
Der vereinbarte Festpreis wird in der Kennzahl F abgebildet. Die Verwendung aller 
weiteren Kennzahlen entspricht der Verwendung auf Stufe IV und soll an dieser Stel-
le nicht mehr detailliert ausgeführt werden.  
                                                 
1188 Vgl. Kapitel 10.2.1.2 
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Da durch die Beispielrechnung auf Stufe IV die Modellbildung für eine Festpreiszah-
lung zum Projektende bereits veranschaulicht wurde, soll an dieser Stelle kein weite-
res Fallbeispiel dargestellt werden.  
 
11.2.5.3 Individualsoftware zu aufwandsbezogenen Preisen 
 
 
Standard-
produkt-
erstellung
Direkter Ertrag Indirekter Ertrag
Kommerzielle Software
Individual-
software mit
aufwands-
bezogener
Bepreisung
Individuelle
Produkt-
gestaltung
Individuelle
Software-
lösungen zur
unternehmens-
internen
Verwendung
Individual-
software zum
Festpreis
Software
als Teil
eines
Absatzgutes
Freie Software
 
Abbildung 131: Kategorie "Individualsoftware mit aufwandsbezogener Bepreisung" 
 
11.2.5.3.1 Integration des Ertragsprognose-Modells in die Modellbildung 
 
Wird im Rahmen individueller Produktgestaltung ein Softwareentwicklungsprojekt 
nach aufwandsbezogenen Preisen abgerechnet, sind die Projektresterträge abhängig 
von der Projektrestlaufzeit sowie den vereinbarten Tagessätzen, bzw. dem durch-
schnittlichen Tagessatz des Projektteams.  
 
Es wird dabei im Folgenden davon ausgegangen, dass bereits erbrachte Leistungen 
mit dem Kunden in jedem Fall – unabhängig von einer Entscheidung für oder gegen 
einen Projektabbruch – abgerechnet werden können. Somit bestimmt sich der Rest-
ertrag des Projektes bei Fortführung ausschließlich durch die Restlaufzeit und die 
Tagessatz-Höhe.  
 
Wie bereits in Kapitel 10.2.2 ausgeführt, können nur produktiv für den Kunden auf-
gewandte Zeiten mit diesem abgerechnet werden. Die Risiken Krankheit, Urlaub, 
Einarbeitungs- oder Weiterbildungszeiten usw. verbleiben beim Auftragnehmer, 
während das Risiko für produktive Mehrzeiten auf den Auftraggeber übergeht.    
 
Wie in Kapitel 10.2.2 angekündigt, sollen im Folgenden die abzurechnenden Tage 
und daraus resultierende Erträge auf Basis des ermittelten zeitlichen Projektrestauf-
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wands bestimmt werden. Es wird bei der Modellbildung davon ausgegangen, dass die 
Abrechnung des Projektrestaufwands mit dem Kunden kumuliert unmittelbar nach 
Projektende vorgenommen wird. Zudem beschränkt sich die Darstellung auf eine 
rein aufwandsbezogene Bepreisung. In Kapitel 10.2.3 aufgeführte Mischformen, wie 
beispielsweise aufwandsbezogener Preis mit Preisobergrenze oder Anforderungsein-
heitspreise werden an dieser Stelle aufgrund ihrer Heterogenität nicht modelliert. 
Aufbauend auf den entsprechenden Ausführungen in Kapitel 10.2.3 kann das Ent-
scheidungsmodell jedoch den individuellen Anforderungen entsprechend angepasst 
werden.  
 
Die Anzahl der mit dem Kunden abzurechnenden Personentage D bestimmt 
sich über die im Zuge der Aufwandsschätzung ermittelte Projektrestdauer M und die 
Teamgröße team. Geht man von durchschnittlich 21 Werktagen je Monat aus, könn-
ten – ohne Berücksichtigung von nicht beim Kunden abrechenbaren Zeiten –  
 
21⋅⋅= teamMD  
Formel 36: Bestimmung abzurechnender Personentage (vereinfacht) 
 
Personentage je Monat abgerechnet werden.  
 
Nicht beim Kunden abzurechnende Größen wie Abwesenheitszeiten (v.a. Krankheit 
und Urlaub), Schulungszeiten und Einarbeitungszeiten neuer Mitarbeiter müssen je-
doch davon abgezogen werden, da sie i.d.R. beim Kunden nicht abgerechnet werden 
können.  
 
Werden in einem ersten Schritt Einarbeitungszeiten für neue Mitarbeiter auf Grund 
von Fluktuation nicht modelliert, ergibt sich folgende eingeschränkte Anzahl an ab-
zurechnenden Tagen: 
 
)
100100
1(21 Schulungnon aateamMD −−⋅⋅⋅=  
Formel 37: Bestimmung abzurechnender Personentage (erweitert ohne Fluktuation) 
 
Geht man beispielsweise von einer Projektrestlaufzeit von 6 Monaten, einer Team-
größe von 10 Projektteammitgliedern und einem Anteil für nona und Schulunga  von 
20% aus, werden für eine Abrechnung beim Kunden ca. 1008 Tage veranschlagt.  
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Die bei der Restaufwandsermittlung zusätzlich berücksichtigte Größe othera , welche 
Zeiten erfasst, die zwar dem Projekt zugeordnet werden können, jedoch nicht unmit-
telbar der Umsetzung der Projektaufgabe zugerechnet werden können, wurde in 
Formel 37 nicht abgezogen, da davon ausgegangen wird, dass auch projektnahe zeit-
liche Aufwände für Kommunikation, Abstimmung, Meetings usw. mit dem Kunden 
abgerechnet werden können. Bei abweichender Vertragsgestaltung oder abweichen-
der Definition von othera  ist Formel 37 entsprechend anzupassen.  
Wird zusätzlich die Fluktuation über eine monatliche Fluktuationsquote modelliert 
und wird ferner davon ausgegangen, dass Mitarbeiter in ihrer Einarbeitungszeit zwar 
bereits an Meetings, Abstimmungstätigkeiten usw. teilnehmen – somit für othera  auch 
abgerechnet werden können – sich jedoch mit der Zeitspanne neut erst aktiv in die 
Implementierung einarbeiten müssen – somit für diese nicht abgerechnet werden 
können – erweitert sich Formel 37 um die Berücksichtigung der Fluktuationsquote 
wie folgt:  
)
8
)
100100
1(21()
100100
1(21)
100
1( neuSchulungnonSchulungnon taaFQteamMaaFQteamMD −−−⋅⋅⋅⋅+−−⋅⋅−⋅⋅=
 
Formel 38: Bestimmung der abzurechnenden Personentage (erweitert um Fluktuation) 
  
Wird beispielsweise von einer Projektlaufzeit von 6 Monaten, einer Fluktuationsquo-
te von 10% pro Monat, und einem Projektteam von 10 Mitarbeitern ausgegangen, 
können durchschnittlich je Monat für 9 Mitarbeiter die abzurechnenden Personenta-
ge gemäß Formel 37 errechnet werden, für 1 Teammitglied jedoch muss zusätzlich 
die aktive Einarbeitungszeit in Tagen (8 Stunden je Tag) abgezogen werden. Es erge-
ben sich demnach bei einem neut  von 16 Stunden 996 beim Kunden anzusetzende 
Personentage.  
 
Aufgrund der heterogenen Vertragsgestaltungsmöglichkeiten und Abrechnungsmo-
dalitäten ist das Ergebnis obiger Berechnung nur als Näherungswert zu sehen. Die 
Formel ist ggf. den jeweiligen Vertragsbedingungen entsprechend anzupassen. 
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Auf Basis der veranschlagten, bei Projektweiterführung zusätzlich abzurechnenden 
Personentage und des vereinbarten Tagessatzes ergibt sich die Ertragsschätzung für 
das Projekt entsprechend den Ausführungen in Kapitel 10.2.2 nach  
 
dsDE ⋅=  
Formel 39: Ertragsprognose bei aufwandsbezogener Bepreisung 
 
Mit 
E prognostizierter (Rest-)ertrag bei Projektweiterführung 
D Anzahl der bis Projektende zusätzlich abzurechnenden Personentage 
ds  durchschnittlicher Tagessatz je Projektmitarbeiter  
 
Es wird dabei – wie bereits ausgeführt – vereinfachend ausgegangen, dass jeder Pro-
jektmitarbeiter mit einem gleich hohen Tagessatz abgerechnet wird. Wenn in einem 
Projekt unterschiedliche Abrechnungssätze für unterschiedliche Projektmitarbeiter 
gelten, kann vereinfachend der Durchschnittswert gebildet werden. Bei detaillierteren 
Betrachtungen muss das Modell entsprechend angepasst werden.  
 
Wie bereits ausgeführt, wird angenommen, dass alle bis zum Entscheidungszeitpunkt 
erbrachten Projektteilleistungen bereits abgerechnet wurden und diese im Falle eines 
Projektabbruchs dem Kunden nicht zurückerstattet werden müssen; sich eine Be-
trachtung somit rein auf noch erzielbare Erträge für die noch zu erbringende Leis-
tung bezieht. Die Abrechnung der noch zu erbringenden Personentage wird für die 
Modellbildung kumuliert bei Projektfertigstellung angenommen. Werden diese Prä-
missen bei der Anwendung des Modells auf ein vertraglich anders strukturiertes Pro-
jekt nicht erfüllt, ist das Modell entsprechend der Zahlungsmodalitäten in geeigneter 
Weise anzupassen.  
 
  
Entwicklung des Entscheidungsmodells 
 
 
417 
In der hier angenommenen Ertragssituation gestaltet sich das Entscheidungsmodell 
ähnlich zum Entscheidungsmodell bei Festpreisvereinbarungen. Jedoch ist der Ertrag 
in dieser Kategorie nicht als gegebene, vertraglich vereinbarte Größe zu sehen, son-
dern errechnet sich gemäß  
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Formel 40: Ermittlung der Spitzenkennzahl auf Stufe V bei aufwandsbezogener Bepreisung 
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11.2.5.3.2 Beispiel-Anwendung Stufe V – Individualsoftware mit aufwandsbe-
zogener Bepreisung 
 
Zur Veranschaulichung der Ausführungen zur Kategorie ‚Individualsoftware mit 
aufwandsbezogener Bepreisung soll im Folgenden die Beispiel-Case-Study von Stufe 
IV entsprechend einer Abrechnung nach Personentagen erweitert werden.  
 
Es wurden auf Stufe IV folgende aufwandsbezogene Projektdaten angenommen: 
Projektgröße BasisFP : 10000 FP 
Geschätzt zu einem Basiszeitpunkt 
Entscheidungszeitpunkt bisherFP : Nach Fertigstellung von 4000 FP 
Requirements-Creep RC : 2% pro Monat 
Anzahl der Monate, für die (ab Basiszeitpunkt) Anfor-
derungszuwächse erwartet werden m : 
5 Monate 
 
team  20 
FQ  5% pro Monat 
PDR  
6 
FP
hp
 
Prozentualer Zuschlag zur PDR 1p : 
  Grund: Anforderungszunahme 
1% 
Prozentualer Zuschlag zur PDR 2p : 
  Grund: Kompetenzveränderungen 
-8,3% 
Sollarbeitszeit je Mitarbeiter sollt  
160 
Monat
hp
 
nona  
15,5% 
othera  
33,7% 
Schulunga  
2% 
neut  30 ph  
g  3000 GE pro MA und Monat 
SchulungA  150 GE pro MA und Monat  
r 0,022 
Tabelle 44: Beispielrechung Stufe V.2  
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Daraus ergab sich 4,25=M , 2=I und 3=T . Auf deren Berechnung soll an dieser 
Stelle nicht mehr detailliert eingegangen werden. Es wird auf die Ausführungen in 
Kapitel 11.2.4.2 verwiesen.  
 
Auch der zeitliche Anfall der Aufwände bzw. Erträge wird aus Stufe IV übernom-
men:  
 
A1 E1 
Periode I
t0
Abzinsung
Zeitraum in dem Aufwände entstehen (25,4 Monate)
angesetzt
Zeitpunkt der Ertragsentstehung (unmittelbar nach Projektende)
angesetzt
Periode II
A2
angesetzt
Abzinsung
Periode III
A3
angesetzt
Abzinsung
 
Abbildung 132: Periodenaufteilung analog zu Stufe IV 
 
Ferner wird ein Tagessatz von 500 GE je Personentag1189 angenommen: 
p
d d
GE
s 500=  
Die Anzahl der abzurechnenden Personentage bestimmt sich nach:  
)
8
)
100100
1(21()
100100
1(21)
100
1( neuSchulungnonSchulungnon taaFQteamMaaFQteamMD −−−⋅⋅⋅⋅+−−⋅⋅−⋅⋅=
 
Daraus ergibt sich für die angegebenen Beispieldaten: 
][8706 pdD ≈  
und folglich ein prognostizierter Projekt(rest)ertrag von:  
 
GEE 4353000=  
 
                                                 
1189 Personentage werden im Folgenden als pd dargestellt. 
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Daraus folgt nach  
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ein Kapitalwert von  
 
24977250 =C  
 
Nach  
 
Anwendung
Stufe V
Spitzenkennzahl C0 > 0
Spitzenkennzahl C0 < 0
Projektweiterführung
Projektabbruch
(Rest-)Ertragsschätzung
nach Prognosemodell
(Rest-)Aufwandsschätzung
metrikbasiert+risikoorientiert
Kalkulationszinssatz
 
Abbildung 133: Anwendung der Entscheidungsregel auf StufeV(2) 
 
wird eine Projektweiterführung empfohlen. 
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11.2.5.4 Bildung des Entscheidungsmodells Stufe V Kagegorie ‚Soft-
ware als Teil eines Absatzgutes’ 
 
11.2.5.4.1 Integration der Conjoint-Analyse als Bewertungsgrundlage 
 
Standard-
produkt-
erstellung
Direkter Ertrag Indirekter Ertrag
Kommerzielle Software
Individual-
software mit
aufwands-
bezogener
Bepreisung
Individuelle
Produkt-
gestaltung
Individuelle
Software-
lösungen zur
unternehmens-
internen
Verwendung
Individual-
software zum
Festpreis
Software
als Teil
eines
Absatzgutes
Freie Software
 
Abbildung 134: Kategorie 'Software als Teil eines Absatzgutes' 
 
Wie in Kapitel 10.2.4 ausführlich dargestellt soll die Conjoint-Analyse als Basisme-
thodik zur Bewertung des, durch die entwickelte Software, erzielbaren Mehrwerts in 
softwareintegrierten Produkten herangezogen werden. Dabei werden – wie in Kapitel 
10.2.4.2 ausgeführt – zwei Produktvarianten (mit und ohne Integration der im Pro-
jekt entwickelten Software) in Hinblick auf ihre Ertragsprognose gegenüber gestellt. 
Die Differenz der prognosegemäß realisierbaren Erträge wird dem Softwareprodukt 
als Wert zugewiesen. Es wird dabei davon ausgegangen, dass das absetzbare Gute 
durch den Softwarebestandteil immer einen Mehrwert erfährt – somit die Ertrags-
prognose mit integrierter Software immer höher ausfällt als ohne Integration des 
Projektergebnisses. 
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In Kapitel 10.2.4.2 wurde zur Abbildung dieser Ausführungen folgende Formel für 
eine einperiodige Betrachtung aufgestellt: 
 
)(
100
)(
100 varvarint
kpVMAkpVMAE BBAA −⋅⋅−−⋅⋅=  
Formel 41: Ertragszurechnung für integrierte Software 
 
Mit:  
intE  Der integrierten Software zuzurechnender Ertrag (in GE) 
A
MA  Marktanteil der Produktvariante A (bei Integration der im Projekt  
entwickelten Software) (in %) 
BMA  Marktanteil der Produktvariante B (ohne Integration der im Projekt  
entwickelten Software) (in %) 
V  Marktvolumen (in Produkteinheiten1190) 
Ap  Gewinnmaximaler Preis der Produktvariante A (in GE pro Produkteinheit) 
Bp  Gewinnmaximaler Preis der Produktvariante B (in GE pro Produkteinheit) 
vark  Variable Fertigungsstückkosten (für beide Produktvarianten identisch1191 
angenommen) (in GE pro Produkteinheit) 
 
                                                 
1190 Im betrachteten Jahr 
1191 Bei unterschiedlichen Fertigungsstückkosten ist das Modell entsprechend anzupassen. 
  
Entwicklung des Entscheidungsmodells 
 
 
423 
Zudem wurde in Kapitel 11.2.5.1.1 bereits für die Kategorie ‚Kommerzielle Software’ 
die Conjointanalyse in das Entscheidungsmodell dynamisch integriert. Dabei wurden 
– um eine bessere Übersichtlichkeit in den komplexen Berechnungen zu erlangen – 
Marktanteile jeweils schon als Prozentwert/100 integriert.  
 
 
                                                                         ggf. anteiliger Periodenertrag der ersten Periode  
 
 
 Erträge für volle Perioden 
 
 
 ggf. anteiliger Periodenertrag der letzten  
     Periode 
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 Formel 42: Dynamische Ertragsprognose 
mit Conjoint-Analyse (allgemein) 
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Werden beide Konstrukte zusammengeführt, ergibt sich für die Kategorie ‚Software 
als Teil eines Absatzgutes’ folgende mehrperiodige Ertragszurechnung unter Berück-
sichtigung von Zinseffekten. Es wird wiederum davon ausgegangen, dass die Prog-
nosen ab Entscheidungszeitpunkt erstellt werden, unabhängig vom tatsächlichen Fer-
tigstellungstermin des Projektes. Auch werden Marktanteile und der Kalkulations-
zinssatz wiederum als Prozentwert/100 interpretiert – eine explizite Division jeweils 
durch 100 unterbleibt somit in nachfolgenden komplexen Berechnungen. 
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Formel 43: Dynamische Ertragsprognose mit Conjointanalyse für den Bestandteil Software in 
Softwareintegrierten Produkten. 
 
Dieser Dynamisierung liegt die Annahme zu Grunde, dass nach Entwicklung der 
Softwarelösung das softwareintegrierte Produkt unmittelbar vermarktet werden kann, 
folglich keine zeitlichen Lags durch die Entwicklung anderer Produktkomponenten 
entstehen. Bei davon abweichender Entwicklungssituation ist das Modell entspre-
chend anzupassen. Zudem wird – wie in Kapitel 10.2.4.2 bereits ausgeführt – ange-
nommen, dass nicht beide Produktvarianten parallel am Markt angeboten werden. 
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Die Aufwandsseite kann analog übernommen werden. Somit ergibt sich folgende Be-
rechnung der Spitzenkennzahl: 
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Formel 44: Ermittlung der Spitzenkennzahl auf Stufe V ‚Software als Teil eines Absatzgutes’ 
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11.2.5.4.2 Beispiel-Anwendung Stufe V Kategorie ‚Software als Teil eines Ab-
satzgutes’ 
 
Da die Abschätzung der Projektrestlaufzeit in Monaten bereits mehrfach Gegenstand 
in Anwendungsbeispielen war, wird auch an dieser Stelle auf eine erneute detaillierte 
Berechnung verzichtet. Es wird für das nachfolgende Beispiel von einer Projektrest-
laufzeit von 6 Monaten )6( =M ausgegangen. Es ergibt sich daraus )0( =I und 
)1( =T . 
 
Bei einer Teamgröße von 3 Mitarbeitern, prognostizierten Schulungsaufwendungen 
von 50 GE pro Mitarbeiter und Monat sowie Gehaltsaufwendungen von 4000 GE je 
Mitarbeiter und Monat ergibt sich über 
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folgende Aufwandsprognose: 
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Die Vermarktung des Produktes (beispielsweise einer elektrischen Zahnbürste 
mit/ohne integrierter Software) wird für zwei Jahre )2( =N geplant, wobei eine Con-
joint-Analyse zum Entscheidungszeitpunkt durchgeführt wird. Diese liefere folgende 
Daten: 
 
Marktvolumen:  35000 PE pro Jahr 
Marktanteil für Produktvariante A:  37% = 0,37 
(bei Integration der im Projekt entwickelten Softwarelösung) 
Marktanteil für Produktvariante B:  27% = 0,27 
(ohne Integration der im Projekt entwickelten Softwarelösung) 
Preis Produktvariante A:  35 GE/PE 
Preis Produktvariante B:  25 GE/PE 
Variable Fertigungsstückkosten 15 GE/PE 
 
Im Beispiel werden sowohl das Marktvolumen, die erzielbaren Marktanteile und die 
Vermarktungspreise über alle drei Vermarktungsperioden als konstant angenommen.  
 
Es ergibt sich nachfolgende zeitliche Verteilung der Aufwands- und Ertragsprogno-
se; der Kalkulationszinssatz betrage 3% (Rechenwert: 0,03). 
 
A1
Periode I
t0
Zeitraum in dem Aufwände entstehen (6 Monate)
angesetzt
Zeitraum der Ertragsentstehung (2 Jahre)
Periode II
E2
angesetzt
Abzinsung
Periode III
E3
angesetzt
Abzinsung
E1
angesetzt
Abzinsung
 
Abbildung 135: Zeitliche Verteilung der Aufwands- und Ertragsprognose 
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Der Ertrag errechnet sich über 
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Somit stehen – unter den getroffenen Annahmen – Aufwände von 72.900 für die 
Fertigstellung der zu integrierenden Software, Mehrerträgen von 242.438 gegenüber. 
Es resultiert eine Spitzenkennzahl von .1695380 =C   
 
Nach  
Anwendung
Stufe V
Spitzenkennzahl C0 > 0
Spitzenkennzahl C0 < 0
Projektweiterführung
Projektabbruch
(Rest-)Ertragsschätzung
nach Prognosemodell
(Rest-)Aufwandsschätzung
metrikbasiert+risikoorientiert
Kalkulationszinssatz
 
sollte das Projekt nicht abgebrochen werden.  
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11.2.5.5 Bildung des Entscheidungsmodells Stufe V Kategorie ‚Indi-
viduelle Softwarelösungen zur unternehmensinternen Ver-
wendung’ 
11.2.5.5.1 Integration monetär bewerteter Prozesswirkungen 
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Freie Software
 
Abbildung 136: Kategorie ‚Individuelle Softwarelösungen zur unternehmensinternen Verwen-
dung 
 
Der monetär bewertete Nutzen für ein Softwareprojekt, dessen Ergebnis innerhalb 
des projektdurchführenden Unternehmens eingesetzt werden sollen, wird durch 
Verbesserungen dadurch betroffener Prozesse bestimmt. Diese Sichtweise entspricht 
dem in Kapitel 10.2.5.2.2 dargestellten „einkommensorientierten Ansatz“1192 aus der 
Kategorisierung nach DUTTA. Wie in Kapitel 10.2.5.2.3 ausgeführt, variieren die 
einzelnen Wirkungen und Wirkungsketten nach Unternehmen und entwickelter 
Software so sehr, dass keine pauschale Aussage über geeignete Kennzahlen zur 
Quantifizierung getroffen werden kann. Es kann somit an dieser Stelle auch keine 
einheitliche Berechnungsformel zu deren monetärer Erfassung gebildet und in das 
Entscheidungsmodell integriert werden. 
 
Zur Identifikation der Primär-, Sekundär und Tertiärwirkungen wurde in Kapitel 
10.2.5.2.3.1 das IDEA-Modell nach BRANDT als geeignetes Basismodell identifi-
ziert. Es wird für die folgende dynamische Integration der Prozesswirkungen in das 
                                                 
1192 Vgl. Dutta (2007), S.17 
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Entscheidungsmodell davon ausgegangen, dass im Vorfeld die Wirkungen über das  
IDEA-Modell identifiziert, quantifiziert und monetär bewertet wurden. Es sei dabei 
auf die Ausführungen in Kapitel 10.2.5.2.3.1 verwiesen. 
 
Für die Modellbildung auf Stufe V dieser Arbeit sollen somit in der Kategorie ‚indi-
viduelle Softwarelösungen zu unternehmensinternen Verwendung’ die ermittelten 
Prozessverbesserungen und deren monetäre Bewertung als bereits erfasste und ku-
mulierte Größe in das Modell einfließen. Es soll – wie in den bei BRANDT angege-
benen Case-Studies – von einer Identifikation und Bewertung der Wirkungen für die 
einzelnen Nutzungsjahre ausgegangen werden.  
 
Wie in Kapitel 10.2.5.3 bereits angemerkt, soll auf eine detaillierte Abschätzung der 
Softwarewartungsaufwendungen nach zu ändernder, zu löschender und hinzuzufü-
gender Funktionalität verzichtet werden. Wartungsaufwendungen sollen –  wie be-
reits in Kapitel  10.2.5.2.3.1 – als pauschale jährliche Größe in das Modell integriert 
werden.  
 
Nach Formel 23 wird der Ertrag – ohne Dynamisierung – für selbstgenutzte Soft-
ware wie folgt berechnet: 
 
∑
=
−−=
N
n
nnngesamt WEWAUE
1
 
 
Mit  
nU  monetär bewerteter Nutzen des Softwareproduktes im Nutzungsjahr n 
nWA  prognostizierter Wartungsaufwand im Nutzungsjahr n 
nWE  prognostizierter Weiterentwicklungsaufwand im Nutzungsjahr n 
N Gesamte Nutzungsdauer in Jahren 
 
Diese statische Formel soll wiederum mit Hilfe der Kennzahlen I und T dynamisiert 
werden.  
 
Analog zur Kategorie kommerzielle Software, wird davon ausgegangen, dass die jähr-
lichen Wirkungen ab Entscheidungszeitpunkt geschätzt werden – somit der monetär 
bewertete Nutzen für Periode I der Nutzen wäre, welcher für diese Periode realisiert 
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werden könnte, wenn das Projekt unmittelbar zum Entscheidungszeitpunkt fertigge-
stellt würde. Die Nutzenprognose für Periode II entspricht dem Fall, dass für die ge-
samte Periode II (ab Entscheidungszeitpunkt) Erträge realisiert werden können, usw. 
Diese Vorgehensweise muss insofern für sinnvoll erachtet werden, als eine Nutzen-
prognose in der Regel mit aktuellen, zum Entscheidungszeitpunkt vorliegenden Pro-
zesskennzahlen erstellt wird. 
 
Analog zur Kategorie kommerzielle Software gestaltet sich die dynamische Ertrags-
prognose für die Kategorie ‚Individuelle Softwarelösungen zur unternehmensinter-
nen Verwendung’  wie folgt: 
 
 
 
 
 
   
 
 
 
 
 
Für die Aufwandsseite wird die dynamische Regel unter Berücksichtigung der identi-
fizierten Kernrisiken aus Stufe IV beibehalten: 
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Die Spitzenkennzahl berechnet sich somit nach: 
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Formel 45: Ermittlung der Spitzenkennzahl auf Stufe V ‚Individuelle Softwarelösungen zur 
unternehmensinternen Verwendung’ 
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11.2.5.5.2 Beispiel-Anwendung Stufe V Kategorie ‚Individuelle Softwarelösun-
gen zur unternehmensinternen Verwendung’ 
 
Folgende Beispiel-Anwendung veranschauliche die Ausführungen aus Kapitel 
11.2.5.5.1. Dabei wird wiederum auf eine detaillierte Betrachtung der Aufwandsseite 
verzichtet, da diese bereits mehrfach vorgenommen wurde. Es wird – wie auch in der 
Beispielanwendung aus Kapitel 11.2.5.4.2 pauschal von einer Projektrestlaufzeit von 
6 Monaten ausgegangen. Dies führt wiederum zu 0=I  und 1=T .  
 
Bei einer Teamgröße von 3 Mitarbeitern, prognostizierten Schulungsaufwendungen 
von 50 GE pro Mitarbeiter und Monat sowie Gehaltsaufwendungen von 4000 GE je 
Mitarbeiter und Monat ergibt sich über 
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– wie bereits in Kapitel 11.2.5.4.2 – folgende Aufwandsprognose: 
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Es wir nach einer Prozessanalyse von konstanten jährlichen Prozessverbesserungen 
(monetär bewertet) von 35000 GE ausgegangen, wobei das Softwareprodukt voraus-
sichtlich 3 Jahre )3( =N genutzt werden soll. Für Wartungs- und Weiterentwick-
lungsaufwendungen werden jährlich 4000 GE angesetzt. Der Kalkulationszinssatz 
betrage 3% (Rechenwert 0,03). 
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Es ergibt sich nachfolgende zeitliche Verteilung der Aufwands- und Ertragsprogno-
se: 
 
Periode III
A1 E3 
Periode I
Abzinsung
Zeitraum in dem Aufwände entstehen (6 Monate)
angesetzt angesetzt
Periode II
E1
angesetzt
Abzinsung
E2
angesetzt
Abzinsung
Periode IV
E4 
angesetzt
Abzinsung
Zeitraum der Ertragsentstehung (3 Jahre)
 
Abbildung 137: Zeitliche Verteilung der Aufwands- und Ertragsprognose 
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Ergibt sich ein Ertrag von )90000( ≈E  und ein Kapitalwert von )17100( 0 ≈C . 
Das Projekt sollte demnach weitergeführt werden.  
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12 Analyse von Erweiterungspotenzialen 
 
Mit der Integration der Ertragsprognosemodelle für die identifizierten Softwarekate-
gorien in Kapitel 11.2.5 sind die Ausführungen zu der in Kapitel 1.2 dargelegten 
Zielsetzung der Arbeit – nämlich der ein kennzahlenbasiertes, mehrstufigen Modells 
zur Entscheidungsunterstützung bei Entscheidungen über Projektabbruch oder Wei-
terführung eines Softwareentwicklungsprojektes zu entwickeln – abgeschlossen.  
 
Jedoch sollen im Folgenden mögliche Erweiterungen des Modells hinsichtlich der 
strategischen Informationsauswertung sowie der Integration alternativer investitions-
theoretischer Bewertungsmodelle dargestellt und hinsichtlich ihrer Eignung diskutiert 
werden. Die dahingehenden Ausführungen erheben nicht den Anspruch auf Voll-
ständigkeit; es sollen lediglich Ansatzpunkte und grundsätzliche Anwendungsmög-
lichkeiten analysiert werden, ohne ins Detail zu gehen.  
 
Abgesehen von den hier ausführlich dargestellten Erweiterungsmöglichkeiten, sei 
auch auf die technische Umsetzungsmöglichkeit des hier entwickelten Modells in ei-
nem Projektbewertungs-Tool verweisen. In einem derartigen Tool – das auch web-
basiert umgesetzt werden könnte – sollte der hier abgebildete Entscheidungsprozess 
durch gezielte Benutzerführung für den Anwender vereinfacht werden. Auch wäre 
die Berechnung verschiedener Szenarien auf Basis einer Veränderbarkeit der zugrun-
de liegenden Kennzahlenwerte – beispielsweise über Schieberegler – denkbar. Dies 
scheint insofern sinnvoll, als die in Kapitel 8.4 dargestellte 3-Fach-Rechnung für ver-
schiedene Szenarien in der Praxis weit verbreitet ist. Zudem könnte die nachfolgend 
dargestellte mehrdimensionale Visualisierung in einem entsprechenden Tooll umge-
setzt werden, um Verbesserungspotenziale aufzuzeigen. Eine derartige Möglichkeit 
der Modellvisualisierung wird im nächsten Kapitel 12.1 ausführlich dargestellt. 
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12.1 Mehrdimensionale Modell-Visualisierung als 
Grundlage für die Strategieentwicklung 
 
Im Folgenden soll die grundsätzliche Eignung des Modells für die Generierung von 
Informationen über den Status Quo der betrachteten Projektorganisation, die Inden-
tifizierung von Potenzialen und die Ableitung strategischer Zielsetzungen analysiert 
werden. Dabei soll vor allem auf Möglichkeiten einer graphischen Visualisierung der 
Ergebnisse entlang verschiedener Erkenntnisperspektiven eingegangen werden, wel-
che im Rahmen einer IT-gestützten Modellanwendung realisiert werden könnten. 
 
Die folgenden Ausführungen lehnen sich an das Konstrukt der Balanced Scorecard  
an, welches als wesentliches Managementinstrument zur strategischen Ausrichtung 
von Unternehmen bewertet werden muss. Jedoch soll dabei lediglich die Grundidee 
der Balanced Scorecard aufgegriffen werden und für den hier untersuchten Projekt-
Kontext abgewandelt angewandt werden.  
 
„Mit der Balanced Scorecard haben Robert S. Kaplan und David P. Norton ein stra-
tegisches Managementinstrument entwickelt, mit dessen Hilfe die Unternehmens-
mission und -strategie in präzise Kennzahlen umgewandelt werden kann. So drückt 
die Balanced Scorecard die gemeinsame Vision einer Organisation aus.“1193 
 
Die im Zitat angesprochene „Vision einer Organisation“ in ihrer Gesamtheit kann 
analog auf den Mikrokosmos „Projekt“ übertragen werden. „Vision“ kann dabei in 
verschiedener Hinsicht interpretiert werden; soll im Folgenden jedoch im Sinne eines 
konkreten Zielsystem für die erfolgreiche Umsetzung des bereits laufenden sowie 
nachfolgender Projekte verstanden werden. Es wird somit ein Lern- und Weiterent-
wicklungseffekt im Teilbereich Projektmanagement angestrebt. Dabei sollen auf Ba-
sis der in das Modell integrierten Kennzahlen Lags zwischen IST- und SOLL-Werten 
identifiziert und visualisiert werden. Darauf aufbauend können Potenziale ermittelt 
und in langfristige Strategien umgewandelt werden. 
 
                                                 
1193 Boersch/Elschen (2007) in einer Zusammenfassung der Arbeit von Kaplan/Norton (1997a) 
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Die klassische Balanced Scorecard betrachtet das Unternehmen und dessen Umfeld 
nach vier Perspektiven: 
 
„Die finanziellen Kennzahlen des traditionellen Rechnungswesens werden um wei-
tere Kennziffern zur Steuerung der Ressourcen und für die Prozesse im Unterneh-
men ergänzt. Dazu berücksichtigen Kaplan und Norton neben dieser finanziellen 
Perspektive die interne Perspektive, die Kundenperspektive sowie die Lern- und 
Wachstumsperspektive.“ 1194 
 
In einer Kurzdarstellung werden diese vier Perspektiven bei LEHNER wie folgt be-
schrieben: 
- „Kundenperspektive: Wie sollten wir dem Kunden gegenüber er-
scheinen, um unsere Vision zu erfüllen? 
- Finanzwirtschaftliche Perspektive: Wie sollten wir uns gegenüber 
dem Anteilseigner präsentieren, um finanziell erfolgreich zu sein? 
- Interne Geschäftsprozesse: In welchen Geschäftsprozessen müssen 
wir exzellent sein, um unsere Anteilseigner und Kunden zufriedenzu-
stellen? 
- Perspektive des Lernens und des Wachstums: Wie können wir 
unsere Fähigkeit zur Erneuerung und Verbesserung nachhaltig entwi-
ckeln, um unsere Vision zu erfüllen?“1195 
 
Dabei enthalten einzelne Perspektiven des klassischen Konzeptes Elemente, die auch 
für die Modellbildung dieser Arbeit – vor dem Hintergrund der hier verfolgten Ziel-
setzung – aufgegriffen wurden. Beispielsweise wurde für die Kategorie ‚Kommerziel-
le Software’ sowie ‚Software als Teil eines Absatzgutes’ die Conjoint-Analyse zur 
Ermittlung von Kundenanforderungen und Marktanteilen ausgewählt. Dies ent-
spricht der, in der Kundenperspektive angestrebten, Identifikation von Kunden-
wünschen in den Zielsegmenten um dann ein entsprechendes Wertangebot für die 
Kunden entwickeln zu können.1196 Diese Identifikation und kennzahlengestützte Ab-
bildung der Kundenanforderungen über Marktforschungsinstrumente geht einher 
                                                 
1194 Boersch/Elschen (2007) in einer Zusammenfassung des Arbeit von Kaplan/Norton (1997a) 
1195 Lehner (2000), S.316 für die Aufzählung basierend auf Kaplan/Norton (1997b) 
1196 Vgl. Kaplan/Norton (1997a), S.141 
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mit der Identifikation neuer Prozesse, „die ein Unternehmen zur Erreichung optima-
ler Kundenzufriedenheit einleiten muss.“1197 Diese Prozessidentifkation wird bei 
KAPLAN/NORTON der internen Perspektive zugeordnet.1198 Rentabilitätskenn-
zahlen, beispielsweise der ROI, werden bei KAPLAN/NORTON der finanziellen 
Perspektive zugeordnet, während Mitarbeiterpotenziale, beispielsweise Möglichkei-
ten zur Produktivitätssteigerung, der Lern- und Entwicklungsperspektive zuge-
ordnet werden.1199  
 
Auch das hier gebildete Entscheidungsmodell erhebt je nach Anwendungsstufe un-
terschiedlich detaillierte Kennzahlen, welche unterschiedliche Blickwinkel auf das 
Projekt, dessen Ertragspotenziale, Kosten- und Ressourcensituation erlauben. Zur 
Ableitung strategischer Maßnahmen zur Verbesserung der Projektarbeit, können die-
se hinsichtlich der einzelnen Perspektiven aufgeteilt und getrennt analysiert werden. 
Eine Gegenüberstellung zu Standardwerten – wie sie in dieser Arbeit in den jeweili-
gen Kapiteln vorgenommen wurde – kann als Benchmark dienen und Lags bzw. dar-
aus resultierende Potenziale aufzeigen. Wichtig ist hierbei, dass eine Darstellung, wel-
che dem Balanced Scorecard Modell nachempfunden ist, kein Kennzahlensystem im 
engeren Sinne darstellt, sondern die daraus abgeleiteten ganzheitlichen Strategien im 
Vordergrund stehen. 
 
Eine Strukturierung kann beispielsweise nach folgenden Perspektiven erfolgen, wel-
che – aufgrund des unterschiedlichen Betrachtungsgegenstandes – zwar in Anleh-
nung, jedoch nicht in Übereinstimmung mit den Perspektiven der klassischen Balan-
ced Scorecard kategorisiert wurden. Diese Kategorisierung baut auf den im Modell 
verwendeten Kennzahlen auf, ist jedoch lediglich als Beispiel zu betrachten; sie kann 
individuell angepasst werden. Auch die graphische Darstellung wird an die der klassi-
schen Balanced Scorecard angelehnt, jedoch inhaltlich sowohl hinsichtlich der Be-
trachtungsperspektiven als auch des Betrachtungsgegenstandes verändert.   
 
                                                 
1197 Kaplan/Norton (1997a), S.141 
1198 Vgl. Kaplan/Norton (1997a), S.141 
1199 Vgl. Kaplan/Norton (1997a), S.140-142 
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Abbildung 138: Aufteilung der Informationsbasis des Entscheidungsmodells in vier Perspek-
tiven, angelehnt an das Balanced Scorecard Modell nach KAPLAN/NORTON(1997b), S.9 
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Innerhalb einer Perspektive können – wie oben bereits erwähnt – die bereits für die 
Modellbildung ausgewerteten Kenngrößen zur Identifikation von Weiterentwick-
lungspotenzialen genutzt werden. Nachfolgende Graphik verdeutliche dies beispiel-
haft für die Mitarbeiterperspektive. Dabei wird jeweils die Kennzahlenausprägung 
beim betrachteten Projekt Vergleichswerten aus Literatur, Studien und Statistiken ge-
genübergestellt. In den einzelnen Kapiteln wurden in dieser Arbeit jeweils Hinweise 
zu existierenden Standardwerten gegeben.  
 
Produktivität
Fluktuation
Einarbeitungsaufwand
Fehlzeiten
Abstimmungszeiten
Finanzieller Aufwand
je MA und Monat
Eigener Wert (schlechter als Vergleichswert)
Eigener Wert (besser als Vergleichswert)
Vergleichswert als Benchmark (bspw. aus Studien, Statistiken, Fachliteratur usw.)
 
Abbildung 139: Detailbetrachtung Mitarbeiterperspektive. 
 
Dabei wurden die Achsen, an denen die Kennzahlenausprägung im betrachteten Pro-
jekt besser war als ein Vergleichswert, grün markiert, diejenigen Achsen, bei denen 
der Vergleichswert besser war, rot.  
 
Jedoch soll auch diese Detailbetrachtung nur als Ansatzpunkt für eine graphische Vi-
sualisierung dienen.   
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12.2 Erweiterungspotenziale durch investitionstheoreti-
sche Modelle 
 
12.2.1 Die Sichtweise einer Abbruchentscheidung als mehrstu-
figes Entscheidungsproblem unter Unsicherheit 
 
Im hier entwickelten Modell wurden die jeweiligen Ausprägungen der in das Modell 
integrierten Kenngrößen als Erfahrungswerte gesehen und daher als Erwartungswer-
te für künftige Entwicklungen in die Prognosen als Festwerte integriert. Diese Vor-
gehensweise wurde gewählt, um ein Modell zu entwickeln, das in der praktischen 
Projektarbeit ohne hohen Zusatzaufwand für das Modellverständnis und die Bewer-
tung der eingehenden Kenngrößen eingesetzt werden kann. Die darin einfließenden 
Größen sollten auf klar definierten und anhand wesentlicher Projektrisiken ausge-
wählten Erfahrungswerten beruhen, um die psychologisch schwierige Entscheidung 
über Projektabbruch transparent zu machen. Auf die Integration von Risikovertei-
lungen, die in der Regel nur subjektiv abgeschätzt werden könnten, wurde verzichtet, 
um das Modell bestmöglich auf objektiv nachvollziehbaren Kenngrößen aufzubauen.  
 
Durch dieses Vorgehen wurden Unsicherheitsbetrachtungen weitgehend ausge-
klammert. Wird diese „Quasi-Sicherheit“ im hier entwickelten Modell jedoch aufge-
geben, muss eine Projektabbruchentscheidung als „mehrstufiges Entscheidungsprob-
lem unter Unsicherheit“1200 gesehen werden.  
 
HUBNER führt dazu aus: 
 „Gibt man die Annahme der Sicherheit in der Situation der Abbruchentscheidung 
für ein laufendes F&E-Projekt auf, tritt als wesentliches Merkmal die Veränderung 
des Informationsstandes in Bezug auf dieses Projekt und damit der mehrstufige Cha-
rakter der Abbruchentscheidung in den Vordergrund. Da die Informationsdynamik 
in einem bestimmten Zeitpunkt noch nicht abgeschlossen sein wird, hat die in die-
sem Zeitpunkt zu treffende Entscheidung auch die Möglichkeit zu berücksichtigen, 
daß bei einer zukünftigen Änderung des Informationsstandes auch zu einem späte-
                                                 
1200 Vgl. Hubner (1996), S.194 
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ren Zeitpunkt abgebrochen werden könnte. Die Abbruchentscheidung wird damit 
zur Wahl zwischen den Alternativen ‚Weiterführung eines Projektes bis zum nächs-
ten Entscheidungszeitpunkt’ und ‚sofortiger Abbruch’. Aus entscheidungstheoreti-
scher Sicht handelt es sich um ein mehrstufiges Entscheidungsproblem unter Unsi-
cherheit.“1201  
 
HUBNER beschäftigte sich dabei mit investitionstheoretischen Modellen, welche 
diese Unsicherheit in Abbruchentscheidungen integrieren. Dabei betrachtet er beste-
hende Modelle zur Stopp-Problematik in Projekten. „Das methodische Instrumen-
tarium dieser aus analytischer Sicht eher komplizierten Modelle bilden in ers-
ter Linie die Theorie stochastischer Prozesse, die Verfahren der dynamischen 
Optimierung und die mathematische Stopp-Theorie.“1202 Jedoch schränkt auch 
HUBNER bereits ein, dass diese Modelle zwar aus mathematischer Sicht anspruchs-
voll sind, „für eine Anwendung in der Praxis [jedoch] eher ungeeignet erschei-
nen.“1203 Exemplarisch soll hier aus den von ihm dargestellten Modellen das Modell 
von Henke im Folgenden überblickhaft dargestellt und diskutiert werden. Dies ist 
als noch „relativ einfach“1204 zu werten und scheint daher für einen Einsatz in der 
praktischen Projektarbeit am ehesten geeignet.   
 
In Kapitel 6.3.3 entwickelt HUBNER ein eigenes Bewertungskonzept auf Basis des 
Realoptionenansatzes. Der Realoptionenansatz wird dabei auch in weiterer Litera-
tur als Bewertungsansatz aufgegriffen und wiederum mit mathematischen Theorien – 
wie der Optimal Stopping Theorie –  verknüpft. Diese Modelle sollen hier nicht en 
detail dargestellt werden, da dies nicht mehr der Zielsetzung dieser Arbeit entspricht 
und auch als Erweiterungspotenziale im Sinne einer praktischen Anwendbarkeit des 
Modells nicht geeignet erscheinen. Es wird  auf die entsprechende Literatur – bei-
spielsweise für das Bewertungskonzept von HUBNER auf HUBNER(1996), Kapitel 
6.3, für die mathematische Verknüpfung der Optimal Stopping Theorie mit dem 
Realoptionenansatz beispielsweise auf VOLLERT(2003) – verwiesen. In Kapitel 
                                                 
1201 Hubner  (1996), S.194 für das gesamte Zitat 
1202 Hubner  (1996), S.195 
1203 Hubner  (1996), S.195 
1204 Hubner  (1996), S.197 
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12.2.3 soll jedoch auf die grundsätzliche Eignung von Realoptionen als Bewertungs-
grundlage für den praktischen Einsatz in laufenden Projekten eingegangen werden.  
 
12.2.2 Das Modell nach Henke 
 
12.2.2.1 Darstellung des Modells  
 
Wie im vorangegangenen Kapitel 12.2.1 ausgeführt, soll das Stopp-Modell nach 
HENKE hier überblickhaft dargestellt und als mögliche Erweiterung des hier entwi-
ckelten Mehrstufen-Modells diskutiert werden. Dabei wird das Modell nur in den, für 
eine Eignungsanalyse notwendigen, Ausschnitten dargestellt. Für das gesamte Modell 
sei auf HENKE(1972) verwiesen. 
 
Das Modell geht in seiner Grundform von folgenden Annahmen aus:1205 
(1)  „Aus einem laufenden, kritisch gewordenen Forschungs- oder Entwick-
lungsprojekt sind über N noch folgende Perioden i, i=1,2,…,N, Gewinne 
bzw. Kosten iY  zu erwarten. Ni = gibt also die Periode an, in der das fertige 
Projekt (Produkt) aus dem Produktionsprozess ausscheidet. Die iY  sind un-
abhängig verteilt mit { } )( yFyYP ii =≤ . Die Zahlung von Gewinnen oder 
Kosten erfolgt jeweils am Periodenbeginn. 
(2) Der Nutzen(Wert) von j Kapitaleinheiten ist )( jui , wenn das Projekt vor der 
i-ten Periode gestoppt wird. Für den Gegenwartswert muß noch die Diskon-
tierung des Nutzens mit )1()2()1( −⋅⋅⋅ iρρρ berücksichtigt werden. 
(3) Zu Beginn der Betrachtung bei i=1 stehen j=j(1) Kapitaleinheiten zur Verfü-
gung. Fehlendes oder überflüssiges Kapitel kann sofort in den bzw. aus dem 
Etat des Gesamtunternehmens transferiert werden, und das Kapital vermehrt 
sich von Anfang bis Ende der Periode mit dem Faktor .1)( ≥iz . 
(4) Am Anfang jeder Periode { }Ni ,...,2,1∈  hat der Manager die Wahl, das Pro-
jekt vor dieser Periode abzubrechen ( 0=ia ) oder das Projekt bis zur nächs-
ten Periode fortzusetzen ( 1=ia ). Dabei braucht die Entscheidung insbeson-
                                                 
1205 Henke (1972), S.42 zitiert nach Hubner (1996), S.197f. für die Annahmen 
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dere erst dann getroffen zu werden, wenn der Gewinn (Kosten) zu Beginn 
der i-ten Periode bekannt ist, also constyYi == . 
 
 „Der Erwartungswert des Kapitalwerts, wenn j(i)=j Kapitaleinheiten zur Verfügung 
stehen und i-1 Perioden vorüber sind, wird allgemein als Prozesswert ijF bezeich-
net.“1206  
 
Die Ermittlung von ijF  basiert auf dem Bellman`schen Optimalitätsprinzip, welches 
die Grundlage für die Zerlegung des mehrstufigen Entscheidungsproblems liefert. 
Demnach weißt eine optimale Politik die Eigenschaft auf, dass unabhängig von der 
Erstentscheidung alle weiteren Entscheidungen ausgehend von einem Resultatszu-
stand getroffen werden. Mathematisch resultiert daraus eine Rekursion.1207 
 
Die  ijF  für die einzelnen Perioden errechnen sich beim Modell nach HENKE wie 
folgt: 
 
{ } NijuFiMAXEF ii izYjij i ,...,1,))(,)(( )1( )()()( == ++ρ  
Formel 46: Die Bestimmung der Prozesswerte beim Modell nach HENKE1208 
 
Das Projekt ist dann abzubrechen, „wenn der Nutzen )( jui  des zu Beginn der i-ten 
Periode verfügbaren Kapitals j größer als der abgezinste Prozeßwert zu Beginn der 
(i+1)-ten Periode ist.“1209 
 
Auf Erweiterungen des Modells hinsichtlich voneinander abhängiger Yi –  „in diesem 
Fall spricht man allgemein von Mankrov-Stopp-Prozessen“1210  –  soll in dieser Ar-
beit nicht eingangen werden.  
 
                                                 
1206 Hubner  (1996), S.198 basierend auf Henke (1972) 
1207 Hubner  (1996), S.197 basierend auf Bellman (1957), S.83 für die letzten beiden Sätze 
1208 Henke (1972), S.43ff. zitiert nach Hubner  (1996), S.198 
1209 Hubner  (1996), basierend auf Henke (1972) 
1210 Hubner  (1996), S.200 
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HUBNER vereinfacht das Modell durch folgende Annahmen: 
 
Annahme 1: 
1)()( =iziρ , d.h. „die den Abzinsungsfaktor )(iρ bestimmenden Kalkulationszins-
sätze sind jeweils gleich den in der Verzinsung )(iz zum Ausdruck kommenden Op-
portunitätskosten“.1211 
 
Annahme 2: 
jjui =)( , d.h. es wird von einer linearen, homogenen Nutzenfunktion in Bezug auf 
das Kapital ausgegangen, die über den gesamten zeitlichen Verlauf als konstant ange-
nommen werden.1212 
 
Zudem definiert HUBNER )(ijf als Nettoprozesswert als:1213 
)()()( juFf iijij −=  
 
Davon ausgehend wird Formel 46 wie folgt vereinfacht:1214 
 
{ }0),1()(()( ++= ifiYMAXEif i ρ  
 
„Das Projekt ist demnach dann abzubrechen, wenn der Periodengewinn iY kleiner 
als der abgezinste negative Nettoprozeßwert zu Beginn der (i+1)-ten Periode ist“.  
 
Es ergibt sich folgende Abbruchregel:1215 
 
Projektabbruch, wenn )1()( +−≤ ifiYi ρ . 
 
                                                 
1211 Hubner  (1996), S.199 
1212 Hubner  (1996), S.199 
1213 Hubner  (1996), S.199 für die Berechnung 
1214 Hubner  (1996), S.199 für die Vereinfachung 
1215 Hubner  (1996), S.199 für die vereinfachte Abbruchregel 
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Folgendes bei HUBNER gegebene Beispiel veranschauliche die Ausführungen: 
 
„Ein laufendes F&E-Projekt weist bis zu seinem planmäßigen Ende noch eine Lauf-
zeit von fünf Perioden auf. Die zu Beginn der Periode i erfolgenden Realisationen yi 
der zufälligen Periodengewinne Yi treten mit den Wahrscheinlichkeiten Pi(yi) auf 
[…]. Angenommen wird weiters 
 
1)()( =iziρ  und jjui =)( , wobei 9,0)( == ρρ i .“1216 
 
i=1 i=2 i=3 i=4 i=5 
P1(y1) y1 P2(y2) y2 P3(y3) y3 P4(y4) y4 P5(y5) y5 
0,5 -4 0,6 -6 0,5 5 0,8 15 0,9 30 
0,5 -6 0,4 -22 0,2 -20 0,2 -10 0,1 -5 
    0,3 -35     
Tabelle 45: Datengrundlage des Anwendungsbeispiels1217 
 
Es ergeben sich entsprechend der rekursiven Modellierung folgende Nettoprozess-
werte.1218 Dabei ist zu beachten, dass durch die Annahme, dass eine Entscheidung 
erst dann getroffen werden muss, wenn die Gewinne bzw. Verluste der unmittelbar 
folgenden Periode dem Entscheider bekannt sind, ‚Verlustäste’ nicht realisiert wer-
den, sondern zum Projektabbruch führen.  
 
 
27309,0)5( =⋅=f  
4,34)279,010(2,0)279,015(8,0)4( =⋅+−+⋅+⋅=f  
11,20)4,349,020(2,0)3,349,05(5,0)3( =⋅+−+⋅+⋅=f  
26,7)11,209,06(6,0)2( =⋅+−⋅=f  
 
Wird somit zu Beginn der ersten Periode ein Projektabbruch erwogen, steht für diese 
Periode annahmegemäß der Ertrag/Aufwand bereits fest. Dieser wird als -6 (entspr. 
Y1) angenommen.  
 
 
                                                 
1216 Hubner  (1996), S.199 
1217 Entnommen aus Hubner (1996), S.200 
1218 Hubner (1996), S.200 für die Berechnung 
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Demnach wäre, falls 
)1()( +−≤ ifiYi ρ  (eingesetzt: )2(9.06 f−≤− ) erfüllt ist, ein Projektabbruch 
angezeigt. Da dies nicht erfüllt ist, ist das Projekt zumindest um eine Periode weiter-
zuführen. 
 
12.2.2.2 Diskussion der Eignung als Erweiterungsmöglichkeit 
 
Eignung der Modellstruktur für Softwareentwicklungsprojekte  
 
Das Modell von HENKE kann bei Betrachtung seiner Grundstruktur weitgehend 
projektartunabhängig angewandt werden. Die Abbildung der Entscheidungsfin-
dung über verschiedene Entscheidungspunkte entlang des Projektverlaufs entspricht 
der Sichtweise dieser Arbeit, da auch hier in Kapitel 4.5 mögliche Entscheidungs-
punkte bei Softwareentwicklung nach iterativen Modellen definiert wurden. Auch die 
Annahme, dass mit Fortschreiten des Projektes zusätzliche Informationen vorlie-
gen und vor allem unmittelbar kommende Aufgaben hinsichtlich ihrer Aufwandswir-
kung gut abgeschätzt werden können, kann für Softwareentwicklungsprojekte auf-
rechterhalten werden.  
 
Problematisch ist jedoch die Gestaltung der Abzinsung im Modell nach HENKE. 
Zwar wird im Modell jeweils von ‚Perioden’ gesprochen, diese müssen jedoch als 
Jahresfristen interpretiert werden. Entscheidungspunkte werden jeweils zum Ende 
einer Periode bzw. zu Beginn der nächsten Periode gesehen, wodurch sich Abzin-
sungsregeln relativ leicht integrieren lassen. Diese Jahreseinteilung muss für langfris-
tige Investitionsprojekte – auch für die bei HUBNER betrachteten langfristigen 
F&E-Projekte – als sinnvoll erachtet werden. Für Softwareentwicklungsprojekte, 
welche – wie bereits mehrfach ausgeführt – in der Regel durch kurze Projektlauf-
zeiten z.T. unter einem Jahr gekennzeichnet sind, müssten jedoch unterperiodige 
Entscheidungspunkte – mit entsprechender Anpassung der Abzinsung – definiert 
werden. Es muss davon ausgegangen werden, dass eine individuelle Modellanpas-
sung an die spezifischen Projektgegebenheiten und Entscheidungspunkte in konkre-
ten Projektsituationen für die projektdurchführenden Unternehmen nicht, oder nur 
mit Schwierigkeiten möglich ist.  
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Analyse des Informationsbedarfs 
 
Prinzipiell bildet das Modell von HENKE bzw. das zugrunde liegende Bellman`sche 
Optimalitätsprinzip1219 den Entscheidungsprozess in einem Projekt dahingehend rea-
litätsnah ab, dass eine Weiterführungsentscheidung nur als vorläufige Entschei-
dung – bis zum nächsten Entscheidungspunkt – interpretiert werden kann. Das 
Modell geht in seinen Prämissen davon aus, dass eine Entscheidung erst dann getrof-
fen werden muss, wenn die Aufwände/Erträge der unmittelbar der Entscheidung 
folgenden Periode bekannt sind. Diese Annahme kann dahingehend für die Praxis 
bei Softwareentwicklungsprojekten nicht erfüllt werden, da – wie oben bereits aus-
geführt – das Modell implizit von Jahreszeitfristen als Perioden ausgeht und sichere 
Aufwands- oder Ertragsprognosen für ein gesamtes Jahr ab Entscheidungspunkt in 
der Regel nicht möglich sind. Die Annahme der Sicherheit muss somit aufgegeben 
werden – jedoch kann eine gute Abschätzbarkeit auf Basis vergangenheitsbezogener 
Projektdaten angenommen werden. 
 
Als sehr problematisch muss jedoch die Notwendigkeit einer detaillierten Auf-
schlüsselung der zu schätzenden Aufwände und Erträge für alle weiteren Phasen 
erachtet werden, vor allem dann, wenn diese Phasen entsprechend des Softwareent-
wicklungsprozesses kürzer definiert werden. Insbesondere die notwendige Ergän-
zung mit Eintrittswahrscheinlichkeiten bietet Raum für subjektive Vermutungen, 
weshalb in dieser Arbeit auf die explizite Abschätzung von Eintrittswahrscheinlich-
keiten und deren Integration in das Mehrstufen-Modell abgelehnt wurde.  
 
Bei einer entsprechenden Anpassung der Entscheidungspunkte an die Entschei-
dungspunkte entlang des Softwareentwicklungsprozesses, kann eine Integration von 
Eintrittswahrscheinlichkeiten für verschiedene Szenarien jedoch die Möglichkeit ge-
ben, phasenspezifische Risikozuschläge zu erheben. Dies kann individuell erfol-
gen, beispielsweise für späte Projektphasen in denen Test-Aktivitäten im Vorder-
grund stehen. Derartige Risikozuschläge sind im hier entwickelten Entscheidungs-
modell in Hinblick auf eine praktische Anwendbarkeit nicht vorgesehen, können je-
doch als sinnvoll erachtet werden.  
 
                                                 
1219 Hubner  (1996) in Zusammenfassung von Bellman (1957)  
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Abschließende Bewertung 
 
Grundsätzlich folgt diese Arbeit der Auffassung von HUBNER, dass derartige Mo-
delle aufgrund ihrer Komplexität „für eine Anwendung in der Praxis eher unge-
eignet erscheinen.“1220 Zudem muss die Struktur des Modells als zu starr für die 
Kurzlebigkeit in der Softwareentwicklungsbranche gewertet werden. Auch muss eine 
explizite Aufteilung der Aufwände und Erträge auf Perioden in Verbindung mit der 
Festlegung von Eintrittswahrscheinlichkeiten für verschiedene Szenarien kritisch ge-
sehen werden.  
 
Somit wird die Grundidee des Modells zwar als geeignet zur Abbildung von Projekt-
abbruchentscheidungen gesehen, eine Anwendung in der Praxis für bereits laufende 
Softwareentwicklungsprojekte jedoch als schwierig erachtet.  
 
12.2.3 Analyse von Realoptionen als Bewertungskonzept für 
die Softwareentwicklungs-Praxis 
 
In zahlreichen Arbeiten zu Bewertungsverfahren wird derzeit auf die Bedeutung der 
Bewertung von Investitionen unter Berücksichtigung entstehender Handlungsalter-
nativen hingewiesen. „In Anbetracht des durch beschleunigte Veränderungen und 
erhöhte Unsicherheit gekennzeichneten Unternehmensumfelds werden die traditio-
nellen Verfahren zunehmend als nicht mehr zeitgemäß angesehen.“1221 Daher soll im 
Folgenden eine Erweiterungsmöglichkeit des hier entwickelten Modells durch die 
Berücksichtigung von Realoptionen analysiert werden. Dabei soll jedoch nicht das 
Modell in seiner Gesamtheit und seinen Anwendungsvarianten dargestellt werden, da 
auch dies nicht mehr der Zielsetzung dieser Arbeit entspricht. Vielmehr sollen die 
Grundidee des Realoptionenansatzes erläutert, die Eignung für die Softwareentwick-
lungsbranche diskutiert und aktuelle empirische Befunde zum Praxiseinsatz darge-
stellt werden.  
 
                                                 
1220 Hubner (1996), S.195 
1221 Borison (2001), S.7 
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12.2.3.1 Die Grundidee des Realoptionenansatzes 
 
Derzeit wird in der Literatur kritisch angemerkt, dass die häufig eingesetzten Verfah-
ren, welche mit diskontierten Zahlungsströmen arbeiten – wie auch die Kapitalwert-
methode – , für Fälle mit geringer Flexibilität und Unsicherheit konzipiert wurden.1222 
Da die Zahlungsströme risikobehaftet sind, somit bei detaillierter Betrachtung Zu-
fallsvariablen darstellen, wird im Sinne einer praktischen Anwendbarkeit häufig – wie 
auch in dieser Arbeit – zum Erwartungswert übergegangen.1223 In der Praxis werden 
diese Verfahren oftmals über den anzuwendenden Kalkulationszinssatz ‚justiert’. Un-
ternehmen „führen beispielsweise hohe Mindestrenditen ein, die das nicht näher spe-
zifizierte Risiko widerspiegeln sollen. Des Weiteren werden Synergieprämien für e-
benfalls nicht näher spezifizierte Chancen addiert.“ 1224  
 
Dem steht – wie einleitend bereits erwähnt - die Grundidee des Realoptionenansat-
zes gegenüber, welcher eine Berücksichtigung von durch das Projekt bedingten 
Handlungsspielräumen im Bewertungskalkül fordert.  
 
Investitionen, die Handlungsspielräume beinhalten, werden analog zu Optionsanlei-
hen interpretiert: „Sie setzen sich aus einer ‚Basisinvestition’ (der Investition ohne 
Handlungsspielräume, ähnlich einer Anleihe) und Handlungsspielräumen zur Nut-
zung von Chancen oder Abwehr von Risiken (als ein Recht, aber ohne Verpflichtung 
zu diesen Handlungen, und damit ähnlich einer Option) zusammen.“1225 Wird die 
Kapitalwertmethode als Bewertungsmethode verwendet, wird lediglich der Wert der 
Basisinvestition erfasst (‚passiver Kapitalwert’1226), der Wert der dadurch resultieren-
den Handlungsspielräume jedoch vernachlässigt.1227 Es wird somit die Berechnung 
eines erweiterten Kapitalwerts gefordert, welcher sich wie folgt zusammensetzt: 
 
                                                 
1222 Vgl. Borison (2001), S.8 
1223 Vgl. Stickel (2001), S.238 
1224 Borison (2001), S.8 
1225 Meise (1998), S.46 
1226 Meise (1998), S46 
1227 Vgl. Meise (1998), S.46 
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Erweiterter Kapitalwert = Passiver Kapitalwert + Wert von Handlungsspielräumen
 
Abbildung 140: Erweiterter Kapitalwert1228 
 
Problematisch ist dabei jedoch, dass die „Voraussetzung für die Bestimmung des 
Optionswertes […] die Kenntnis der möglichen Entwicklungen des der Option 
zugrunde liegenden Basiswertes ist.“1229 Anders als bei an der Börse gehandelten 
Vermögensgegenständen, tritt bei Realoptionen das Problem auf, dass Optionen auf 
ungewissen Zahlungsströme zu bewerten sind, für die kein direkter Marktpreis fest-
gestellt werden kann.1230 Da jedoch die Optionsbewertung eine Kenntnis der mögli-
chen Entwicklung voraussetzt, müssen diese Größen gesondert bestimmt werden. 
Dafür bietet sich die Möglichkeit, nach einem an der Börse gehandelten Objekt zu 
suchen, welches perfekt mit der Realinvestition korreliert, oder sich über kapital-
markttheoretische Modelle an die gesuchten Werte anzunähern.1231  
 
Bei STICKEL wird speziell für Softwareentwicklungsprojekte ausgeführt, dass es 
sehr unwahrscheinlich ist, dass ein derartiges ‚marktgängiges’ Gut existiert, welches 
die Rückflüsse des Softwareentwicklungsprojektes exakt repliziert.1232 „Dann muss 
Risikoaspekten erneut im Rahmen der Schätzung von Diskotnierungsfaktoren bzw. 
Risikoprämien Rechnung getragen werden. In diesem Fall benötigen sowohl Kapi-
talwertmethode als auch Realoptionenansatz im Wesentlichen die gleichen Da-
ten.“1233  
 
STICKEL wendet in seinem Artikel „Einsatz der Optionspreistheorie zur Bewertung 
von Softwareentwicklungsprojekten“ ein relativ einfaches Binomialmodell auf ein 
Abbruch-Problem bei einem Softwareentwicklungs-Pilotprojekt an. Das Beispiel soll 
an dieser Stelle nicht wiedergegeben werden – es sei auf STICKEL(2001), S.232-238 
verwiesen. Wesentlich dabei ist, dass auch beim Realoptionenmodell für Projektab-
bruchentscheidungen von einer schrittweise Verbesserung des Informationsstands 
                                                 
1228 Vgl Meise (1998), S.46 
1229 Hubner  (1996), S.241 
1230 Vgl. Hubner  (1996), S.242 
1231 Vgl. Hubner  (1996), S.242 und die dort angegebene Literatur. 
1232 Vgl. Stickel (2001), S.239 
1233 Stickel (2001), S239 
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ausgegangen wird. In einem Zwei-Perioden-Modell kann die Erstinvestition als 
Kaufpreis der Call-Option interpretiert werden. Die Call-Option wird bei Eintreten 
des als günstig angenommenen Umweltzustands gegen Zahlung des Basispreises (für 
die Projektweiterführung) ausgeübt, verfällt andernfalls (bei einem Projektabbruch) 
ersatzlos.1234  
 
Während die Modellanwendung in ihrer Grundstruktur dabei auch für den Einsatz in 
der praktischen Projektarbeit geeignet scheint, stellt sich auch hier wiederum das 
Problem der Abschätzung der Zahlungsströme und deren Bewertung mit Eintritts-
wahrscheinlichkeiten. Wie bereits in Kapitel 12.2.2.2 zum Modell von HENKE aus-
geführt, muss dieser detaillierte Informationsbedarf für die praktische Anwendung 
als problematisch gewertet werden. Die Prämisse, dass sich die Unsicherheit bis zur 
Fälligkeit der Option auflöst, somit zum Zeitpunkt der Optionsausübung Sicherheit 
über das eingetretene Szenario herrscht, kann – STICKEL zu Folge – zwar nicht in 
vollem Umfang angenommen werden – eine hohe Reduktion der Unsicherheit 
scheint aber gegeben.1235  
 
Bei der Definition von mehreren Entscheidungspunkten entlang des Projektverlaufs 
ergibt sich auch hier ein mehrstufiges Investitionsprojekt. 
 
 „Zu Beginn der Planungsphase ist eine Anfangsinvestition zu tätigen. Mit dieser In-
vestition erwirbt man eine Call-Option auf die Rückflüsse des Projektes, wenn zu 
Beginn der Analyse-, Design-, bzw. Implementierungsphase weitere Investitionen ge-
tätigt werden. Insgesamt entsteht so eine Folge von Call-Optionen auf Call-
Optionen, die man auch als Compound-Optionen bezeichnet.“1236 
 
Auf diese Optionen-Folge wird hier nicht detaillierter eingegangen. Es sei auf STI-
CKEL(2001) verwiesen. 
                                                 
1234 Vgl. Stickel (2001), S.234 
1235 Vgl. Stickel (2001), S.234 und die Ausführungen in Kapitel 12.2.2.2 
1236 Stickel (2001), S.239f. 
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12.2.3.2 Die Eignung für eine Anwendung in der praktischen Soft-
wareentwicklung 
 
Eine praktische Anwendung der Optionspreistheorie wird in der Literatur häufig als 
kritisch gesehen. Zur Frage des tatsächlichen „Rationalitätssicherungsbeitrags“1237 
vertreten beispielsweise PRITSCH/WEBER folgende Auffassung: 
 
„Zunächst ist festzuhalten, dass die Modellannahmen der Realoptionsmodelle in vie-
len Fällen nicht erfüllt sind, so dass unklar ist, in welchem Maße sich der Anwender 
dieser Modelle auf die Aussagen dieses Instruments verlassen darf. Hinzu kommt, 
dass aufgrund der inhärenten Unwägbarkeiten realer Investitionsvorhaben mit er-
heblichen Datenunschärfen zu rechnen ist, so dass sich die Frage stellt, welchen Wert 
überhaupt die Anwendung der präzisen Mathematik der Optionsforschung auf der-
art unpräzise Problemstellungen hat. Darüber hinaus sind die meisten Realoptionen 
viel komplexer als Finanzoptionen. In der Folge drohen sich die für das Management 
ohnehin schwer verständlichen mathematischen Strukturen weiter zu verkomplizie-
ren, und es ist unklar ob sich in der Summe eine Verbesserung der Rationalität er-
reichen lässt oder nur eine Scheinrationalität vorgetäuscht wird.“1238   
 
Demgegenüber hält SICKEL eine Berechnung der Optionswerte über ein einfaches 
Binomialmodell für Softwareentwicklungsprojekte – v.a. für Pilotprojekte mit negati-
vem Kapitalwert – als durchaus geeignet. Ihm zu Folge erlaubt gerade die Einfach-
heit des Modells den Praxiseinsatz.1239 Jedoch geht er nicht davon aus, dass die Rea-
loptioentheorie mit weniger Daten auskommt als die klassische Kapitalwertmethode, 
da die Möglichkeit einer exakten Replikation der Projektrückflüsse durch einen ge-
handelten Titel als sehr unwahrscheinlich gewertet werden muss.1240 Er sieht somit 
die Realoptionentheorie als geeignete Ergänzung zur Kapitalwertmethode, welche je-
doch diese nicht ersetzt.1241  
                                                 
1237 Vgl. Pritsch/Weber (2001), S.15 
1238 Vgl. Pritsch/Weber (2001), S.15 und die dort angegebenen Literatur 
1239 Vgl Stickel (2001), S.247 
1240 Vgl. Stickel (2001), S.248 
1241 Vgl. Stickel (2001), S.248 
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SICKEL führt jedoch weiter aus, dass die Modellierung von Wettbewerbswirkungen 
über Realoptionen problematisch ist. „Die Bewertung derartiger Realoptionen ist 
schwierig und nur in rudimentärer Form gelöst. Es bedarf der Verbindung von Me-
thoden der Optionspreis- und der Spieltheorie.“1242 Da bereits die Realoptionentheo-
rie für den praktischen Einsatz sehr umstritten ist, wird eine Verbindung dieser The-
orie mit weiteren Theorien für die hier verfolgte Zielsetzung abgelehnt. Wie bereits 
in Kapitel 12.2.1 ausgeführt, soll auch auf Verknüpfungen mit der Optimal-Stopping-
Theorie nicht weiter eingegangen werden. Es sei hierfür beispielweise auf VOL-
LERT(2003), verwiesen. 
 
Einer Studie von VOLLRATH zu Folge wird die „Möglichkeiten, den Realoptions-
ansatz bei Investitonsentscheidungen einzusetzen, […] wesentlich durch bestehende 
konzernweite Regelungen [in Form von Investitionsrichtlinien] beeinflusst.“1243 Da-
bei gab von 41 Umfrageteilnehmern nur 1 Unternehmen an, eine realoptionsbasierte 
Bewertung zu fordern.1244 Unabhängig von Vorgaben, würden, der Befragung nach, 
folgende Bewertungsverfahren in der Budgetierungspraxis auf operativer Ebene an-
gewandt:1245  
                                                 
1242 Vgl. Stickel (2001), S.245 
1243 Vollrath (2001), S.57 
1244 Vgl. Vollrath (2001), S.58 
1245 Vgl. Vollrath (2001), S.58 
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Abbildung 141: Anwendung der Bewertungsverfahren in der Praxis 
 
Obigen Ausführungen folgend, kann somit eine erweiterte Modellanwendung über 
die Realoptionentheorie nicht grundsätzlich als ungeeignet bewertet werden. Jedoch 
stehen dem zahlreiche Bedenken gegenüber. Auch muss angesichts „des niedrigen 
Wissensstandes über Realoptionen in der Praxis mit erheblichen Anwendungsrisiken 
durch Falschanwendung, Fehlinterpretation der Ergebnisse oder gar Manipunlati-
on“1246 gerechnet werden. Eine dahingehende Erweiterung der Modellanwendung 
muss somit kritisch gesehen werden.  
 
                                                 
1246 Pritsch/Weber (2001), S.16 
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13 Fazit und Ausblick 
 
Gemäß der in Kapitel 1.2 definierten Zielsetzung wurde in dieser Arbeit ein Modell 
zur Entscheidungsunterstützung bei Abbruchentscheidungen in Softwareentwick-
lungsprojekten entwickelt. Dieses wurde mehrstufig aufgebaut, wobei Mehrstufigkeit 
nicht im Sinne investitionstheoretischer ‚mehrstufiger’ Entscheidungsprobleme – wie 
in Kapitel 12.2.1 dargestellt – zu sehen ist, sondern im Sinne einer stufenweise Er-
weiterung des Modells auf Basis zusätzlicher Informationen.  
 
Um diese Zielsetzung zu realisieren, wurden in Kapitel 3 die zugrunde liegenden Ba-
sisdisziplinen dargestellt. Nachdem in Kapitel 4 verschiedene Vorgehensmodelle zur 
Softwareentwicklung analysiert wurden, wurden die in Kapitel 3 definierte Projekt-
phasen mit dem Vorgehensmodell RUP verknüpft (Kapitel 4.5) um für diesen exem-
plarisch geeignete Entscheidungspunkte im Projektverlauf aufzuzeigen.  
 
In Kapitel 5 wurde, aufbauend auf den in Kapitel 3.1 abgegrenzten Softwarebegriff 
sowie auf die Markterkenntnisse aus Kapitel 3.2, eine Kategorisierung für Software-
entwicklungsprojekte nach Maßgabe ihrer Ertragsgenerierung entwickelt. Diese wur-
de in Kapitel 10 zur Analyse von Ertragsprognosemodellen und in Kapitel 11.2.5 zu 
deren Integration auf Stufe V des Entscheidungsmodells wieder aufgegriffen. 
 
Kapitel 6 diente der Analyse von Projektmisserfolgsfaktoren anhand zahlreicher em-
pirischer Studien, aus welchen Kernrisikobereiche abgeleitet wurden. Diese Risikobe-
reiche steckten den konzeptionellen Rahmen für die Kennzahlenanalyse in Kapitel 1 
ab. Als Teilergebnis von Kapitel 1 wurde ermittelt, dass sowohl ROI als auch Kapi-
talwert und interner Zinsfuß als wesentliche Kennzahlen zur Abbildung des wirt-
schaftlichen Projekterfolgs in der praktischen Anwendung gewertet werden müssen. 
Aufbauend auf diesen Erkenntnissen wurden in Kapitel 8 verschiedene Bewertungs-
verfahren diskutiert, wobei in Kapitel 8.2 ein wesentlicher Fokus auch auf psycholo-
gische Faktoren gelegt wurde. Ergebnis von Kapitel 8 war die Auswahl der Kapital-
wertmethode als Basismethode für das hier entwickelte Modell. Zudem wurde eine 
Gewichtung einzelner Entwicklungen mit Eintrittswahrscheinlichkeiten abgelehnt, 
um subjektive Ermessensspielräume bei der Modellanwendung zu minimieren. 
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Da bei Anwendung der Kapitalwertmethode Aufwände und Erträge unter Berück-
sichtigung des Zeitpunkts ihres Anfallens gegenüber gestellt werden, wurden in Kapi-
tel 9 Verfahren zur Aufwandsprognose, sowie deren zugrunde liegende Softwaremet-
riken, analysiert und in Hinblick auf die hier verfolgte Zielsetzung einer Integration 
von Risikokennzahlen erweitert. In Kapitel 10 wurden anhand der in Kapitel 5 defi-
nierten Projektkategorien Möglichkeiten der Ertragsprognose für die jeweilige Kate-
gorie analysiert.  
 
Kapitel 11 diente der integrativen Zusammenführung aller bis dahin erzielten Analy-
seergebnisse im Entscheidungsmodell. Dieses wurde 5-stufig aufgebaut, wobei der 
Detaillierungsgrad wie auch der Datenbedarf von Stufe zu Stufe ansteigt. Auf Stufe 
V der Modellbildung wurden wiederum anhand der in Kapitel 5 definierten Soft-
wareprojektkategorien und der dazu in Kapitel 10 ausgewählten Prognosemodelle 
verschiedene Anwendungsvarianten modelliert. Mögliche Erweiterungspotenziale, 
welche über die Zielsetzung dieser Arbeit hinaus gehen, wurden in Kapitel 12 darge-
stellt und diskutiert, wobei sowohl auf Möglichkeiten der graphischen Ausgestaltung 
wie auch komplexe mathematische Konstrukte eingegangen wurde. Letztere wurden 
jedoch in Hinblick auf eine praktische Modellanwendung als problematisch erachtet.  
 
Da in dieser Arbeit auf die Betrachtung mehrerer Projekte verzichtet wurde – somit 
das Modell auf Einzelprojektebene angesiedelt ist – bieten sich zudem Erweiterungs-
potenziale in Hinblick auf Multiprojektmanagement1247 und ggf. auch Programmma-
nagement1248.  
 
Da die Modellbildung dieser Arbeit auf quantitativen Kennzahlen basiert, muss auch 
eine softwaretechnische Implementierung für möglich und sinnvoll erachtet werden. 
Bei dieser Implementierung könnten über Berechtigungskonzepte sowohl verschie-
                                                 
1247 Waldbauer/Kütz (2003), S.9: „Beim Multiprojektmanagement muss ein vorhandener Ressourcen-
bestand möglichst optimal auf unterschiedliche Projekte verteilt werden. Die Aufgabenstellung 
entspricht der Maschinenbelegung in der Fertigung.“ 
1248 vgl. Brabandt (2000) zitiert nach Waldbauer/Kütz (2003), S. 9 f: „Beim Programm-Management 
geht es darum ein übergeordnetes (unternehmerisches) Ziel mit einer Gruppe von Projekten, dem 
Projektprogramm zu realisieren. Jedes einzelne Projekt liefert ein Teilergebnis. Zwischen den Pro-
jekten eines Programms kann es Abhängigkeiten geben; in vielen Fällen sind sie jedoch autonom.“ 
 Waldbauer/Kütz (2003), S.10: „Projektprogramme innerhalb der IT in dem hier definierten Sinne 
sind eher selten.“ 
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dene Sichten auf die zugrunde liegenden Daten im Sinne der in Kapitel 12.1 imple-
mentiert, wie auch Schnittstellen zu bestehenden Projektdatenbanken geschaffen 
werden.  
 
Das hier entwickelte Modell muss somit als Basismodell zur Entscheidungsunterstüt-
zung bei Projektabbruchentscheidungen im Bereich der Softwareentwicklung gese-
hen werden, welches in verschiedene Richtungen Erweiterungspotenziale und 
Schnittstellen zu andere Disziplinen bietet. Durch seine Aufteilung in verschiedene 
Anwendungsstufen wie auch seine Ausrichtung auf verschiedenen Softwarekatego-
rien ist es zudem sehr generisch gehalten und kann im Bereich Softwareentwicklung 
weitgehend projektartunabhängig angewendet werden. Auf individuelle Anpas-
sungsmöglichkeiten wurde an den jeweiligen Stellen hingewiesen.   
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