Abstract. In 1971, Tomescu conjectured [Le nombre des graphes connexes k-chromatiques minimaux aux sommetsétiquetés, C. R. Acad. Sci. Paris 273 (1971), 1124-1126] that every connected graph G on n vertices with χ(G) = k ≥ 4 has at most k!(k − 1) n−k k-colourings, where equality holds if and only if the graph is formed from K k by repeatedly adding leaves. In this note we prove (a strengthening of) the conjecture of Tomescu when k = 5.
Introduction
Let x be a positive integer. By an x-colouring we mean a function f : V (G) → {1, . . . , x} such that f (u) = f (v) whenever uv ∈ E(G). Note that permuting the colours used in a colouring gives a different colouring. The chromatic polynomial P G (x) is the polynomial of degree n = |V (G)| whose value P G (x) is equal to the number of x-colourings of G for every positive integer x. Throughout the paper we will use the related indeterminate y = x − 1 and the shifted chromatic polynomial : Q G (y) = P G (y + 1).
Very basic questions about chromatic polynomials remain unresolved and poorly understood. We refer to part I [6] for history and motivation related to using the chromatic polynomial. In this paper we continue the work on maximizing the number of colourings among all connected graphs of given order, with the goal to prove a conjecture of Tomescu [10] dating back to 1971. The conjecture is motivated by the following easy fact. For every k ≥ 1 and every integer x ≥ k, every connected n-vertex graph containing a clique of order k has at most
x-colourings, where x k = x(x − 1)(x − 2) · · · (x − k + 1) is the falling factorial. This bound is attained for every x if G can be obtained from the k-clique K k by growing an arbitrary tree from each vertex of the clique. In 1971, Tomescu [10] conjectured that (1) is an upper bound for the number of k-colourings of any connected k-chromatic graph, whether it contains a k-clique or not, as long as k ≥ 4: Conjecture 1.1 (Tomescu, 1971) . Let G be a connected k-chromatic graph with k ≥ 4. Then G has at most k!(k − 1) k-colourings. Moreover, the extremal graphs are precisely the graphs obtained from K k by adding trees rooted at each vertex of the clique.
The requirement that k = 3 is necessary since odd cycles of length at least 5 (and graphs formed from them by adding trees rooted at their vertices) have more colourings than specified by (1); see [11] for more details; and in the case of bipartite graphs (k = 2), any connected bipartite graph attains the bound.
Tomescu proved [12] that all 4-chromatic planar graphs satisfy his conjecture. For the same class of graphs, he proved a stronger conclusion for the number or x-colourings (for every x ≥ 4), where the bound of the conjecture is replaced by (1) . Apart from this achievement, only sporadic results are known [2, 3] . We refer to [5, Chapter 15] for additional overview of the results in this area.
In [6] we proved an extended version of Tomescu conjecture for k = 4.
Theorem 1.2 ([6]
). Let G be a connected 4-chromatic graph and y ≥ 3 be an integer. Then
Moreover, equality holds for some integer y ≥ 3 if and only if G can be obtained from K 4 by adding a tree on each vertex of K 4 (in which case equality holds for every y ∈ R).
In this note we settle the case when k = 5, again in its extended version for colourings with any number of colours. Theorem 1.3. Let G be a connected 5-chromatic graph and y ≥ 4 be an integer. Then
Moreover, equality holds for some integer y ≥ 4 if and only if G can be obtained from K 5 by adding a tree on each vertex of K 5 (in which case equality holds for every y ∈ R).
Preliminaries
We will use standard graph theory terminology and notation as used by Diestel [4] or Bondy and Murty [1] . In particular, we use n = |G| = |V (G)| to denote the order of G. The minimum vertex degree of G is denoted by δ(G). By N(v) we denote the set of neighbours of a vertex v, and we use χ(G) for the chromatic number. We say G is k-chromatic if χ(G) = k. The graph is vertex-critical (edge-critical ) if the removal of any vertex (edge) decreases the chromatic number. We will frequently use the fact that identifying non-adjacent vertices of a graph G results in a graph
If t is a positive integer, we let [t] = {1, 2, . . . , t}.
Suppose that for every ℓ ≥ 1 and every graph H on |G ′ | − ℓ vertices that is formed from G ′ by repeatedly identifying pairs of nonadjacent vertices satisfies
be the number of partitions of N(v) into r non-empty independent sets. Then
, let Q i be the number of (y + 1)-colourings of G ′ which take exactly i colours on N(v). Then
(Note that if y < r, then Q i = 0 for every i > r and so equality holds in (5).)
Let Ω r be the set of partitions P of N(v) into exactly r non-empty independent sets, and let Ω = d r=1 Ω r . For each P ∈ Ω r , let G P be the graph formed from G ′ by identifying the vertices in each part of P to a single vertex, and let G * P be the graph formed from G P by adding edges between every pair of non-adjacent identified vertices. Given a partition R of N(v) into non-empty independent sets, we write P ≥ R if P refines R. For brevity we write Q P (y) and Q * P (y) for Q G P (y) and Q G * P (y), respectively. Now
where the first inequality holds since any partition R ∈ Ω r−j can be refined into a partition into r parts in at least j + 1 ways, and hence the term Q * R (y) appears at least j + 1 times in the sum P∈Ωr P≥R∈Ω Q * R (y). The desired inequality now follows from (5) and (6).
Proof of Theorem 1.3
We define a partial ordering ≪ k on polynomials in y by P 2 ≪ k P 1 when every coefficient of W (z) = (P 1 − P 2 )(z + k) is non-negative. Note that this implies that P 1 (y) ≥ P 2 (y) for every y ≥ k. We write ≪ for ≪ 4 , as in the majority of cases we will take k = 4.
Proof. We may assume that G − S is connected; indeed, if G − S is not connected then we can add to S the vertices of each component but one (chosen to be 4-chromatic). We may also assume that |S| = 5, noting that we can reduce the size of S (if necessary) by repeatedly removing vertices with a neighbour outside S,. 
, since every such colouring can be derived from a colouring of a graph formed from G − S by identifying an independent set of ∆ ′ (T ) vertices (note that identifying an independent set preserves connectivity and does not decrease the chromatic number).
Further, for any T ⊆ S ′ we can compute a polynomial upper bound E T on the number of extensions of a colouring of G − S to S, given that N(v) \ S is not monochromatic for any v ∈ S ′ \ T . We do this by assigning to each vertex of S a set of 0, 1 or 2 forbidden colours (as appropriate), computing an upper bound on the number of extensions by deletion-contraction (where an isolated vertex with r forbidden colours is given the upper bound y − r + 1, and contracted edges produce a vertex whose set of forbidden colours is the union of the sets of forbidden colours of the endvertices), and selecting those of the resulting polynomials (in y) which are maximal under ≪. Even though ≪ is not a total ordering, in this case it turns out that each of these maximal polynomials is unique.
For each T ⊆ S ′ , let F ′ T be the number of colourings of G − S in which N(v) \ S is monochromatic for every v ∈ T , but not for any v ∈ S ′ \ T . Now we have Q G (y) ≤
In general the polynomials E ′ T may be positive or negative. Fortunately, each E ′ T is either positive for every integer y ≥ 4, or negative for every integer y ≥ 4. Our computer program has verified this using the relation ≪ k (for appropriate values of k) along with individual checks for small values of y. Let Ω + (resp. Ω − ) be the family of sets T ⊆ S ′ such that E ′ T is positive (resp. negative) for every integer y ≥ 4. Then Table 1 1 . In each case, the resulting polynomial satisfies R ≪ y 7 (y − 3) (see Table 2 ), and this proves the lemma.
Observe that S
Lemma 3.2. Let G be a 5-critical graph. If G has no clique or independent set of size at least 4, then Q G (y) ≪ (y + 1)y n−4 (y − 1)(y − 2)(y − 3).
Proof. Since G is 5-critical, removing any vertex leaves a 4-chromatic graph of order at most 12, since each colour class has size at most 3. Hence G has order at most 13. The 5-edgecritical graphs on at most 12 vertices have already been listed by Royle [9] ; for each one 2 , we have computed its chromatic polynomial Q and verified that Q ≪ (y + 1)y n−4 (y − 1)(y − 2)(y − 3).
It remains only to check graphs on exactly 13 vertices. Using Brendan McKay's program nauty_geng, one can list all of the Ramsey(4, 4) graphs on 13 vertices. In fact these were already listed by McKay [8] . We have tested each such graph for 5-edge-criticality. Only 525 such graphs are 5-edge-critical. Again, for each such graph we have computed its chromatic polynomial Q. As it turns out in all cases, we have Q ≪ (y + 1)y n−4 (y − 1)(y − 2)(y − 3).
Proof of Theorem 1.3. It is easy to see that we may assume that G is 5-critical. (The reader may also check [6] for details.) The list of all 5-critical graphs with at most 8 vertices is 1 The computer code used can be obtained from the authors. 2 All together there are 151948 such graphs.
available from [9] . Their chromatic polynomials satisfy the theorem. This was checked by computer. Hereafter we may therefore assume that |G| ≥ 9. By Lemma 3.2 we may assume that G has either a clique or an independent set of size 4. If G has a clique of size 4 then we apply Lemma 3.1 with S being the vertices outside the clique. So we may assume that G has an independent set S of size 4. If G − S is not 4-critical then we can add a vertex to S so that G − S is still 4-chromatic, and apply Lemma 3.1. So we may assume that G − S is 4-critical. Hence G − S is connected and 4-chromatic. By Theorem 1.2 we have Q G−S (y) ≤ (y + 1)y n−7 (y − 1)(y − 2). Label the vertices of S as N(v i )) . Note that there are 7 partitions of N(v i ) into two non-empty sets. For brevity we write Q 0 (y) = (y + 1)y n−9 (y − 1)(y − 2). We apply Lemma 2.1 with G = G 1 , v = v 1 , B(y) = y 2 Q 0 (y) and r = 2 to obtain
We again apply Lemma 2.1, this time with with G = G 2 , v = v 2 , B(y) = y 3 Q 0 (y) and r = 2 to obtain
We again apply Lemma 2.1, this time with with G = G 3 , v = v 3 , B(y) = y 4 Q 0 (y) and r = 1 to obtain 
as desired, where the last inequality holds since y 6 − 6y 5 + 13y 4 + 2y 3 − 36y 2 + 41y − 14 ≪ y 6 − 3y 5 .
Conclusion
The proof of the main theorem of this note relies on the 4-chromatic case proved in [6] . The main auxiliary Lemmas 3.1 and 3.2 rely on extensive case analysis and use of computer. The main message here is that the same method can be used for larger values of k. We see no difficulties of applying it for k = 6 and possibly for a few additional values. In a forthcoming paper [7] we use the results from [6] and from this paper as a basis of induction to tackle the general case.
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