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Abstract
The optimization conditions for minimum error discrimination of linearly independent pure states
comprise of two kinds: stationary conditions over the space of rank one projective measurements
and the global maximization conditions. A discrete number of projective measurments will solve
th former of which a unique one will solve the latter. In the case of three real linearly independent
pure states we show that the stationary conditions translate to a system of simultaneous polynomial
(non linear) equations in three variabes thus explaining why it’s so difficult to obtain a closed-form
solution for the optimal POVM. Additionally, our method suggests that as an ensemble of LI pure
states is varied as a smooth function of some independent parameters, the optimal POVM will also
vary smoothly as a function of the same parameters. By employing the implicit functions theorem
we exploit this fact to obtain a technique to find the solution of MED of LI pure states by dragging
the solution from a known example (say, pure orthogonal states) to any general linearly indepenent
ensemble of pure states in the same Hilbert space. By employing RK4 to solve the first order coupled
non-linear differential equations find that the resulting error is within the RK4 error performance.
1 Introduction
Minimum Error Discrimination is one of the oldest problems in quantum state discrimination. The
problem arises due to the vectorial nature of states which makes them indistinguishable through mea-
surement. To infer what the state is, one has to perform measurement. Non-orthogonality of states
implies that the measurement operators cannot perfectly distinguish one state from the other leading
to errors in the discrimination procedure. Different measurement strategies have different performance
strength (measured in terms of the average probability of error or the average probability of success).
Given that the states cannot be distinguished perfectly there must be some measurement criterion which
one could adopt to attain a maximum probability of success. To find what this measurement strategy
is, is the problem of quantum state discrimination.
The setting in minimum error discrimination or quantum hypothesis testing or ambiguous state dis-
crimination is the following: A has a fixed ensembled of states {ρ1, ρ2, · · · , ρm} from which she selects
one with certain probability {p1, p2, · · · , pm} (pi > 0,
∑
i pi = 1) respectvely and gives it to B. B
knows that A has selected this state from that fixed set with those probabilities and his job now figure
out which state he has been given using an m element POVM. There is a one-to-one correspondence
between elements in A’s ensemble {pi, ρi}mi=1 and B’s POVM elements {Πi}mi=1 so that when the ith
measurement outcome clicks, B infers A gave him the ith state from her ensemble. One can infer that
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the non-orthogonality of the ensemble elements implies that errors are likely to occur. B’s job is to now
find the optimal POVM for maximizing the average probability of success of his outcome.
There are other variants to the state discrimination problem[12][19]. The most popular alternative of
them is called unambiguous state discrimination. The idea is that the measurement outcomes are now
m+1 in number where, as in the MED case, there is a one-to-one correspondence between ensemble
elements and the first m POVM elements. In this problem, the POVM is designed such that only when
A sends B the ith state will the ith POVM element click, otherwise it won’t. The trade-off is the m+1th
element in the ensemble which is the ”inconclusive” outcomer result i.e. B can say nothing about the
state A sent him when this POVM element clicks. Heuristically one can expect that a set of linearly
dependent states cannot be unambiguously discriminated in this manner, an idea that was proven
true later[13]. The more recent proposal of maxmimum confidence measurements is the application of
unambiguous state discrimination to linearly dependent ensembles i.e. when linearly dependent then
the measurement which maximizes the confidence of the state measured being the correct one.
Coming back to MED, necessary and sufficient conditions which the optimal POVM has (or have)
to satisfy were given by Holevo[8] and Yuen[7] independently. The latter cast MED into a linear
programming (and now SDP) problem for which numerical solutions can now be approximated within
polynomial time. While there are quite a number of numerical techniques to obtain the optimal POVM
upto very good approximation[5, 23, 24], for very few ensembles has the MED problem been solved
analytically. Compare that with the unambiguous state discrimination for which many more general
ensembles have been solved.[12, 15, 16, 17, 14, 18] Some of these include ensemble of two states[1],
ensembles whose density matrix is maximally mixed state[7], equiprobable ensembles that lie on the
orbit of a unitary[3],[4],[2] and recently three mixed qubit states[9]. For linearly independent pure state
ensembles just the two-state ensemble problem has been solved but nobody has been able to give a
solution for three linearly independent pure states.
We are motivated to understand what makes the three linearly independent pure state problem so
difficult. For this purpose the problem is cast in different settings: (i) First it is cast in a geometric
setting i.e. we make use of the geometry of the qutrit bloch sphere [20] to see what the problem
looks like. Corresponding to the necessary and sufficient conditions given by Holevo and Yuen we
get a set of simultaneous multivariate non-linear polynomial equations in terms of the components of
the 8 dimensional qutrit bloch vectors of three states dual to the linearly independent pure states of
the ensemble. It can be seen how complicated the problem here when contrasted with the simplicity
of the two state discrimnation problem which is trivial once the problem is cast in the qubit state
space.(ii) Corresponding to the generalized pretty good measurements [21]/ Belavkin weighted square
root measurements [22] one can obtain two set of real simultaneous multivariate polynomial equations -
the more complicated one of which is essentially an attempt to find the inverse of the mapping p˜i −→ pi
given in [21], while the other one is much simpler. In (i) and (ii) each set of real simultaneous multivariate
polynomial equations have a discrete solution set of which a subset corresponds to m-element POVMs
and of that a proper subset corresponds to the optimal POVM. The other POVMs have a physical
interpretation: they are the stationary points of the objective function in the space of extremal m-
element POVMs. When m = 2, there are only two possible solutions i.e. two such stationary points
- one corresponding to the global minima and the other corresponding to the global maxima; and one
is obtained from the other by interchanging indices of POVM elements of the latter. As soon as m=3,
there can be multiple stationary points in the space of extremal POVMs some of which could be local
maxima, local minima, saddle poitns, points of inflection, the global maxima and minimum etc. Thus
all this information is encoded in equations. Given this nature of the solution set, it is unlikely that one
can find a set of simpler equations to solve the problem. Add to this the problem that the set of reals
is not algebraically closed i.e. real polynomial equations can have complex solutions. Thus often some
solutions in the solution set are complex which then don’t correspond to any POVM.
One of the methods we used to obtain these equations suggests a way to analyze the analytic properties
of the optimal POVM as a function of the ensemble i.e. to analyze how ensemble varies when the
ensemble of LI pure states is varied. These ensembles are parameterized using their gram matrices. For
studying the analytic behaviour, we employ the implicit function theorem which tells us that the optimal
POVM will vary analytically as the ensemble is varied according to some parameterization. Using IFT
we obtain a set of first order non-linear coupled differential equations using which we can ”drag” the
optimal POVM from some enseble to another. We employ RK4 to drag the optimal POVM from an
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equiprobable orthogonal ensemble of states to a general linearly independent ensemble. We note that
the error increases slower than expected with the number of iterations telling us that this method is
reliable to obtain MED for some LI pure ensemble upto desired accuracy.
The paper is divided as follows: First we go into detail about what MED is. Then we give the optimizing
conditions and specify what they look like for LI pure ensembles. Then we give a brief description on
LI pure ensembles. We formulate the MED problem for linearly independent states using geometry
of the qutrit state space and later in what we call the gram matrix method. In both cases we come
across simultaneous real multivariate polynomial equations which have a zero dimensional variety but
mutliple solutions. We note that while some of the solutions are complex and discardable the others
correspond to some rank-one projective measurement and infer that all of them are stationary points
of the objective function in the space of rank-one projective measurements. Moving on, we find a way
to represent linearly independent ensembles using an equivalence class of trace one positive definite
matrices and use that along with the implicit function theorem to show that the optimal POVM will
vary analytically as a function of the ensemble. Then again using IFT we obtain a set of first order
non-linear coupled differential equations which can be used to drag the solution from one ensemble to
another. Starting with an equiprobable orthogonal ensemeble we employ RK4 to do this ”dragging”
and we note that we get a decent performance where the errors remain below expected.
2 Minimum Error Discrimination: The Problem
A has a device that prepares a quantum state, ρi with probability pi from a fixed set, {ρ1, ρ2, ..., ρm}.
Here pi > 0 ,∀ 1 ≤ i ≤ m and
∑m
i=1 pi = 1. Let supp(ρi) = Hi , rank(ρi) = ri. Also, let H =
span(
⋃m
i=1Hi) and dim(H) = n.
A obtains a quantum state ρi with probability pi from this device and gives this state to B without
telling the latter which state he’s being given. B knows that this state is from A’s device and wants
to know which state A has given him. For that A has to ”distinguish” the state he’s been given from
the other ones in {pi, ρi}mi=1 by performing a measurement on his state. This measurement is usually a
generalized measurement i.e. a POVM. The measurement scheme is as follows: this measurement has
m distinct outcomes each of which are indexed in such a way that the ith outcome indicates that he has
been given ρi.
In case the states {ρi}mi=1 are pairwise orthogonal i.e. Tr(ρiρj) = 0, ∀ 1 ≤ i, j ≤ m, B can choose his
POVM to be {Pi}mi=1 where Pi is a projector on the subspace Hi and PiPj = δi,jPi, ∀ 1 ≤ i, j ≤ m.
In such a case Tr(Piρj) = δi,j leading to always correct inference and we say that elements from the
ensemble can be distinguished perfectly.
In case the states {ρi}mi=1 aren’t pairwise orthogonal (as is usually the case) there is no measurement
that can distinguish perfectly between them. This means that it may so happen that despite being given
ρi, B’s measurement output is j, leading to an error.
The average probability of error is given by:
Pe =
m∑
i,j=1
i6=j
piTr(ρiΠj) (1)
where {Πi}mi=1 represents an m element POVM with Πi ≥ 0 and
∑m
i=1 Πi = 1.
The average probability of success is given by:
Ps =
m∑
i=1
piTr(ρiΠi) (2)
3
Both probabilities sum up to 1:
Ps + Pe = 1 (3)
It is worth noting that Ps (and Pe) is a linear function of the m-element POVM {Πi}mi=1 and that the set
of m-element POVMs form a compact convex set. From (3) it immediately follows that maximization
of Ps over these m-element POVMs implies the minimization of Pe over the same.
Pmaxs = Max {Πi}mi=1
Πi≥0∑
i Πi=1
Ps = 1− Pmine (4)
Thus B’s task is finding the optimizing m-element POVM. Given that the set of m-element POVMs
forms a compact set, we know that such an m-element POVM must exist.
3 The Optimum Conditions
Thus B’s task is an optimization problem (4) over a constrained set Πi ≥ 0,
∑
i Πi = 1. To every
constrained optimization problem (called the primal problem) there exists a corresponding dual problem
which provides a lower bound (if primal problem is a constrained minimization) or an upper bound (if the
primal problem is a constrained maximization) to the quantity being optimized in the primal problem.
Under certain conditions these bounds are tight implying that one can obtain solution for the primal
problem from its dual. We then say that there is no duality gap between both problems.
For MED there is no duality gap and the dual problem can be solved to obtain optimal POVM. This
dual problem is given as follows [7]:
Min Tr(Z) 3 Z ≥ piρi ∀ 1 ≤ i ≤ m (5)
Also the optimal m-element POVM will satisfy the complementarity slackness condition:
(Z − piρi)Πi = Πi(Z − piρi) = 0, ∀ 1 ≤ i ≤ m (6)
Now summing over i in (6) and using the fact that
∑m
i=1 Πi = 1 we get:
Z =
m∑
i=1
piρiΠi =
m∑
i
Πipiρi (7)
From (6) we get
Πj(Z − piρi)Πi = Πj(Z − pjρj)Πi
⇒ Πj(pjρj − piρi)Πi = 0,∀1 ≤ i, j ≤ m (8)
(8) was derived by Holevo, separately, without using the dual optimization problem. (6) and (8) are
equivalent to each other. These are necessary but not sufficient conditions. The solution set contains a
finite number of m-POVMs of which a proper subset is optimal. This optimal POVM will satisfy the
global maxima conditions given below:
4
Z ≥ piρi
⇒
m∑
k=1
pkρkΠk − piρi ≥ 0,∀1 ≤ i ≤ m (9)
Thus the necessary and sufficient conditions for the m-element POVM to globally maximize Ps is are
given by (8) and (9).
3.1 Linearly Independent Pure State Ensembles
Whatever has been said till now applies to the minimum error discrimination for any ensemble of
states {pi > 0, ρi}mi=1. From here on we wish to examine minimum error discrimination of linearly
independent pure states i.e. the ensemble is {pi, |ψi〉〈ψi|}mi=1 where {|ψi〉}mi=1 is a linearly independent
set. This implies that ri = 1 ∀ 1 ≤ i ≤ m and that n = m. Hence the space is now m-dimensional.
Continuous optimization problems1 generally yield two differnt kinds of conditions both of which need
to be solved: the first one correspond to stationary conditions of the objective function in the space
of feasible solutions2. These conditions are in the form of equations. The second correspond to the
minimization or maximization of the objective function. These conditions are in the form of inequalities.
One could adopt two different approaches for solving the problem at hand: (i) Solve both the stationary
and the extrema conditions simultaneously. (ii) First solve the stationary conditions. Typically, the
solution set of the stationary conditions will be discrete. Having obtained this solution set, test each
solution individually for the maxima/ minima conditions.
Let’s interpret what the equations (8) and (9) mean when the ensemble is that of linearly independent
pure states.
It can be shown [21, 1, 6] that in this context, (8) imply that the elements of the POVM have to be
rank-one. Thus the POVM comprises of m rank-one elements and covers a space that is m-dimensional.
This implies that the POVM has to be a rank-one projective measurement. Thus we can restrict the
candidate set to the space of rank-one projective measurements. What does (8) imply further? It can
be easily shown that (8) are conditions for the stationary points of the objective function Ps in space
of rank-one projective measurments. This describes fully the role played by (8) in the optimization
problem.
Once (8) has been satisfied by some rank-one projective measurements, (9) is the condition for the global
maximum of Ps on them. It has to be noted that this is different from the local maximum condition
which wouldn’t be sufficient for MED.
Solving optimization problems by (i) is more difficult than (ii), even numerically. Here we attempt to
solve it analytically for the case where n = 3 and ensemble is real.3,4 We try solving the problem through
both (i) and (ii).
(i.a) The MED of many general families of ensembles of qubit states can be solved using the qubit-
state space geometry [10][9][11] 5. We investigate what the problem looks like for MED for linearly
independent pure states in the qutrit state space. As can be expected, the richness of the qutrit space
geometry makes the problem a lot more difficult. The advantages that the qubit space geometry has
to offer, owing to its simplicity and ease of visualization, are lost when it comes to the qutrit space.
1constrained or otherwise
2 The space of feasible solutions is the space which statisfies the constraints of the problem. In our case these constraints
are Πi ≥ 0 and
∑
i Πi = 1 i.e. the space of m element POVMs.
3A ”real ensemble” implies that there exists a basis in which all states of the ensemble become real.
4Arguments in [21],[22] imply that when dealing with a real ensemble the conditions, equations and solutions to the
problem are entirely real as well. This doesn’t serve any physical purpose; just is a simpler to solve.
5In fact for m=2, solution is trivial
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(8) and (9) give us some polynomial equations and inequalities. Given these equations and inequalities
one proceeds by first solving the equations and then testing the inequalities with each element in the
solution set. Thus while we started with the intention of solving by (i) we ultimately have to resort to
solve by (ii). One can formulate the problem in other means as we will describe below. Those equations
are much simpler to solve. The reason why we made these equations explicit is to give the general
picture of how complicated the problem can become for even simplest systems.
(i.b) Staring from (8) and (9), we reformulate the problem adopting a representation in a special basis.
Here we encounter some simultaneous non-linear equations. These equations aren’t polynomial equations
but can be manipulated to obtain polynomial equations. Yet one loses certain information through these
manipulations6.Some of the information lost pertains to the global maxima conditions (9). Hence the
new polynomial equation we obtain give us solutions for the stationary points among which one uniquely
will correspond to the global maxima. Since the non-polynomial equations are more tedious to solve, it
is better to opt for the polynomial equations. Once again, despite starting out to solve through (i), we
resort to solving through (ii).
(ii)The polynomial equations from (i) are very complicated. One desires much more simplified equations.
The representation just used implies that one can obtain close cousin of equations to those obtained in
(i.b) which are much simpler to solve. For real systems (8) are cast into a set of 3 simultaneous real
trivariate polynomial equations with a discrete solution set7. Given that R isn’t an algebraically closed
field, this discrete solution set may include some complex solutions which are discarded. Each one of the
remaining solutions is real and corresponds to a rank-one projective measurment where Ps is stationary
8.
Of these stationary points, a unique one is the global maximum whereas the others correspond to saddle
points, points of inflection, local maxima, local minima and the global minimum. Each one of these
solutions has to be individually tested for (9). Obtaining solutions for these polynomial equations implies
solving them symbolically. As we will see later, this is a very difficult task to accomplish9.
3.2 Geometric Method
The geometry of the generalized Block sphere Ω3 for qutrits was completely specified in [20]. Here we
go through it briefly:
Any density matrix ρ has a unique representation:
ρ =
1
3
(1 +
√
3~n.~λ) (10)
where λi represent the Gell-Mann matrices and ~n represent a vector from R8 which satisfy the following
properties:
~n.~n ≤ 1 (11)
3~n.~n− 2(~n ∗ ~n).~n ≤ 1 (12)
(11) is the condition for ρ to be non-negative whereas (12)10 specifies the boundary and interior of Ω3.
6This manipulation involves squaring or cubing both sides of the equation resulting in the loss of some information.
7For complex systems, the number of variables and equations are six.
8i.e. Ps is stationary in the space of rank-one projective measurements. On the other hand, Ps cannot be stationary
in the space of m-POVMs. This is because Ps is linear in the m-POVMs and space of m-POVMs is convex. Had Ps been
stationary at any point in the m-POVM space, it would have to be constant for all points in the space. We know that
this isn’true.
9It needs to be mentioned that we obtained other polynomial equations for solving (8) too. The reason we avoid
mentioning them explicitly is because they involve a greater number of real equations in real variables. Suffice it to say
that whatever holds for (8) holds for any such polynomial set.
10 (~n ∗ ~n)l =
√
3djklnjnk where djkl =
1
4
Tr(λj{λk, λl})
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Let |ψi〉〈ψi| correspond to bloch vector ~n(i) which saturates both (11) and (12). For {~n(i)}3i=1 to
correspond to a set of linearly independent vectors, we require that ρ′ =
∑
pi|ψi〉〈ψi| lies strictly in the
interior of Ω i.e. let ~n =
∑3
i=1 pi ~n
(i), then 3~n.~n − 2(~n ∗ ~n).~n < 1. Here we don’t impose the condition
that |ψi〉〈ψi| be real.
From (6) and (9) we know that the operators σ˜i := Z − pi|ψi〉〈ψi| are positive semidefinite with kernel
spanned by one dimensional Supp(Πi). We rewrite σ˜ := κiσi where Tr(σi) = 1. Hence σi is a rank two
density operator. Since Πi are rank 1 they are extreme points on the boundary of the bloch sphere. Let
bloch vectors corresponding to σi be ~s
(i) and for Πi be ~t
(i). It follows that
(3~s(i) − 2~s(i) ∗ ~s(i)).~s(i) = 1, ~s(i).~s(i) < 1 (13)
(3~t(i) − 2~t(i) ∗ ~t(i)).~t(i) = 1, ~t(i).~t(i) = 1 (14)
Consider
Z =
k0
3
(1 +
√
3~k.~λ) (15)
where
Max (p1, p2, p3) ≤ k0 ≤ 1
~k.~k < 1
(3~k − 2~k ∗ ~k).~k ≤ 1 (16)
And hence we get
κi = k0 − pi
~s(i) =
k0~k − pi~n(i)
κi
(17)
Now ~t(i) is a function of ~s(i). Since ~s(i) satisfies (13) ~t(i) has to satisfy the following equation linear in
its components:
~s(i) + ~t(i) + ~t(i) ∗ ~s(i) = ~0 (18)
(13) guarantees that there is a unique solution of (18) for ~t(i) and this solution automatically obeys
(14). That said this functional dependence of ~t(i) on ~s(i) is extremely complicated. Now∑
i
Πi = 1 ⇒
∑
i
~t(i) = ~0 (19)
The polytope formed by the points {pi~n(i)}3i=1 and {κi~s(i)}3i=1 in R8 are congruent. In fact, the latter
is a displaced mirror image of the former.
pi − pj = κj − κi (20)
pi~n
(i) − pj~n(j) = κj~s(j) − κi~s(i) (21)
We also require that the identity should be resolved by the states orthogonal to σi (i.e. Πi). One of the
main hurdles faced in the qutrit case is to visualize where ~t(i) should be located so that Tr(σiΠi) = 0
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is satisfied. Also, one needs to satisfy (19). In the qubit case σi would have been a rank-one pure state
impling that ~s(i) would be on the surface of the bloch sphere and ~t(i) would be the former’s corresponding
anti-podal point. These simplicities are no more in the qutrit case. In general there are multiple set
of states {σi}3i=1 for which some κi can be found so that (20) and (21) are satisfied. The problem now
is to ensure that (19) too is satisfied. The only way one can proceed is to solve the the system of 9
unknowns k0,~k for (16),(13),(18) and (19), where ~s
(i) is given by (17), algebraically. eqrefsb,(18) and
(19) are all polynomial equations whereas (16) are inequalities. Satisfying these equations gives us the
optimal POVM ~t(i) −→ Πi. Explicit form of ~t(i) in terms of components of ~s(i) make the polynomial
equations really tedious. It’s desirable to obtain a much simpler set of equations. With that in mind
we turn to a new method.
3.3 Gram Matrix Method
We first talk about the general n-dimensional systems. Later on we specialize for n=3.
We wish to obtain the optimal POVM (which is a rank-one projective measurement) for MED for an
ensemble {pi, |ψi〉〈ψi|}mi=1 where {|ψi〉}mi=1 is a linearly independent set. Let |ψ˜i〉 =
√
pi|ψi〉, ∀ 1 ≤ i ≤
m. Since {|ψ˜i〉}mi=1 form a linearly independent set, there exists a corresponding unique ordered set
{|u˜i〉}mi=1 where |u˜i〉 ∈ H such that
〈ψ˜i|u˜j〉 = δi,j , ∀ 1 ≤ i, j ≤ m (22)
Let G denote the gram matrix of {|ψ˜i〉}mi=1.The matrix elements of G are hence given by
Gij = 〈ψ˜i|ψ˜j〉 , ∀ 1 ≤ i, j ≤ m (23)
Since {|ψ˜i〉}mi=1 is linearly independent set, G ≥ 0. The gram matrix of {|u˜i〉}mi=1 is G−1. Any ordered
orthonormal basis {|vi〉}mi=1 can be represented as follows:
|vi〉 =
m∑
j=1
(G
1
2U)ji|u˜j〉 (24)
where G
1
2 is the positive square root of G and U is an n dimensional unitary matrix. U captures the
unitary degree of freedom of the ordered orthonormal basis. One can easily check that 〈vi|vj〉 = δi,j .
Any such an ordered orthonormal basis corresponds to an n-element rank-one projective measurement:
{|vi〉}mi=1 −→ {|vi〉〈vi|}mi=1 (25)
In particular, when U = 1 we obtain the pretty good measurment associated with {|ψ˜i〉}mi=1. Now
consider that one can change the phase factors of the ONB vectors by appending a diagonal unitary, U ′
on the right of U in (24) where U ′jk = δj,ke
iθj . This implies {|vj〉}mj=1 −→ {eiθj |vj〉}mj=1. Changing these
phase factors doesn’t change the rank-one projective measurement the basis corresponds to. If one were
to use this rank-one projective measurment for MED, the probability of success on average is given by:
Ps =
n∑
i=1
|〈ψ˜i|vi〉|2 =
n∑
i=1
|(G 12U)ii|2 (26)
The terms |(G 12U)ij |2 where i 6= j is the error probabillity that B’s measurement yields j despite A
sending him ρi. Note that when U is unity, the probability of ith POVM-element clicking while ρj was
sent is equal to the probability of jth POVM-element clicking while ρi was sent.
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Now using (24) in (8) we get:
(G
1
2U)jj(G
1
2U)∗jk = (G
1
2U)kj(G
1
2U)∗kk ∀ 1 ≤ j, k ≤ m (27)
which is a condition on U .
For the optimal POVM {|v˜i〉〈v˜i|}mi=1, Carlos Mochon [21] showed that
|〈ψ˜i|v˜i〉|2 > 0 ∀ 1 ≤ i ≤ m (28)
Suppose U˜ corresponds to the optimal rank one projective measurment through the correspondence
given by (25). Then (28) implies that the diagonal elements of G
1
2 U˜ have to be non-zero. Also one can
use U ′ to make these diagonal elements positive. Thus (27) becomes:
(G
1
2 U˜)j,j(G
1
2 U˜)∗j,k = (G
1
2 U˜)k,j(G
1
2 U˜)k,k ∀ 1 ≤ j, k ≤ m (29)
Now we have the matrix equation:
(U˜†G
1
2 )G−1(G
1
2 U˜) = 1 (30)
Let D be a postive diagonal matrix comprising the diagonals of G
1
2 U˜ :
Di,j = δi,j(G
1
2 U˜)i,j ∀ 1 ≤ i, j ≤ m (31)
From (29) we infer that the matrix DG
1
2 U˜ is hermitian. Also since D > 0, D−1 exists. From (30) we
then get:
(U˜†G
1
2 D)(DGD)−1(D G
1
2 U˜) = 1 (32)
From (32) we can see that DG
1
2 U˜ is a hermitian square root of the matrix DGD. If we represent
Dii = ai ∀1 ≤ i ≤ m we see that the diagonal elements of DG 12 U˜ are a2i . Thus we can solve the
stationary condition (29) by finding a set of positive real numbers {ai}mi=1 such that a hermitian square
root of the matrix DGD has diagonal entries equal to a2i . Having obtained such a set of positive numbers,
one can proceed to find the associated rank-one projective measurment which will satisfy the stationary
conditions (8).
For a given G there are many such sets of positive reals {ai}mi=1 which satisfy this desired property. Each
of these different sets correspond to different rank-one projective measurements each of which will satisfy
the stationary condition (8). In keeping with the fact that only one POVM can be optimal, only one of
these rank-one projective measurements satisfy the global maxima condition (9). Carlos Mochon and
Belavkin [21][22] noted that this optimal solution corresponds to the case where DG
1
2 U˜ is the positive
square root of DGD. The corresponding projective measurment is the pretty good measurment for
another ensemble with the same states {|ψi〉}mi=1 but with different probabilities.
3.3.1
Here we obtain algebraic equations to solve for the set {a1, a2, a3} for the case m = 3 and where the
ensemblse is real. G is given to us. a1, a2, a3 are our unknowns. The equations are obtained as follows:
(
√
DGD)ii = a
2
i ∀ 1 ≤ i ≤ 3 (33)
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The expressions for (
√
DGD)ii in terms of the matrix elements of G and in terms of the unknowns
a1, a2, a3 are extremely complicated. Here we do not write the full expression down, but symbolically
denote matrix elements of (
√
DGD)ii as:
(
√
DGD)ii =
3∑
j
√
λ(j)|ζ(j)i|2 (34)
where λ(j) are the eigenvectors of DGD, ~ζ(j) the corresponding eigenvector and ζ(j)i the ith component
of this eigenvector. Now λ(j) and ζ(j)i are complicated functions of the unknowns a1, a2 and a3 and
matrix elements of G.11 The equations (33) subsume not only (8) but the global maxima conditions (9).
Given the complicated expression of the equations in a1, a2, a3, one is discouraged from solving these
simultaneous equations analytically. It would be better to undertake the tedious exercise to cast them
into polynomial equations by rearranging terms in the equations and squaring and cubing the equations.
This necessarily means that the information of (
√
DGD)ii corresponding to matrix elements of the
positive square root of DGD is lost. Thus solutions from the resulting polynomial equations will
always solve (8) but only one of them will solve (9).
3.3.2
In this subsection we obtain a different set of simultaneous multivariate polynomial equations. These
are more easily obtained. Just that the number of unknowns increases to more than m. To reduce the
number of unknowns we restrict ourselves to the case where m = 3 and where the gram matrix G is
real.
From (29) we infer that the matrix G
1
2 U˜D−1 is hermitian with unit diagonal elements.
From (30) we get
(D−1U˜†G
1
2 )G−1(G
1
2 U˜D−1) = D−2 (35)
G being real implies that G−1 is also real. In that case the matrix G
1
2 U˜D−1 must be real symmetric
with unit diagonal elements.
Let
G
1
2 U˜D−1 =
1 α βα 1 γ
β γ 1
 (36)
where α, β and γ are real numbers. Then (35) becomes:
1 α βα 1 γ
β γ 1
(G−1)11 (G−1)12 (G−1)13(G−1)21 (G−1)22 (G−1)23
(G−1)31 (G−1)32 (G−1)33
1 α βα 1 γ
β γ 1

=
(D11)−2 0 00 (D22)−2 0
0 0 (D33)
−2
 (37)
Here we get 6 different equations:
11In [21] an invertible mapping is made from and to the space of non-zero m probabilities in the form: pi = C
p˜i
(G˜
1
2 )ii
where 1 ≤ i ≤ m. Then (34) is precisely the exercise of obtaining the inverse function.
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α2(G−1)12 + α((G−1)11 + (G−1)22 + (G−1)13β + (G−1)23γ)
+ (G−1)33βγ + (G−1)23β + (G−1)13γ + (G−1)12 = 0 (38)
β2(G−1)13 + β((G−1)11 + (G−1)33 + (G−1)23γ + (G−1)12α)
+ (G−1)22αγ + (G−1)12γ + (G−1)23α + (G−1)13 = 0 (39)
γ2(G−1)23 + γ((G−1)22 + (G−1)33 + (G−1)13β + (G−1)12α)
+ (G−1)11αβ + (G−1)12β + (G−1)13α + (G−1)23 = 0 (40)
(G−1)22α2 + (G−1)33β2 + 2αβ(G−1)23 + 2α(G−1)12 + 2β(G−1)13
+ (G−1)11 = (D−211 ) (41)
(G−1)11α2 + (G−1)33γ2 + 2αγ(G−1)13 + 2α(G−1)12 + 2γ(G−1)23
+ (G−1)22 = (D−222 ) (42)
(G−1)11β2 + (G−1)22γ2 + 2βγ(G−1)12 + 2β(G−1)13 + 2γ(G−1)23
+ (G−1)33 = (D−233 ) (43)
We obtain solutions for (α, β, γ) from (38), (39) and (40) and then substitute them in the nex three
equations (41), (42) and (43) to obtain the values of Dii from which we can now find out what G
1
2 U˜ is
and from there obtain the optimal projective measurement.
One obtains 8 solutions for the equations (38), (39) and (40) for (α, β, γ). In certain instances some of
the solutions in the solution set aren’t real. By substituting these complex (α, β, γ) in (36) we obtain
a complex symmetrix matrix which isn’t hermitian as was required. Hence such complex solutions are
unphysical in the sense that they don’t correspond to some rank-one projective measurement. All the
remaining solutions are real and correspond to some rank-one projective measurment. The uniqueness
of the optimal POVM for linearly independent pure state ensembles implies that only one of these real
solutions corresponds to the optimal POVM. The physical significance of the other real solutions is that
they provide those points in the space of rank-one projective measurements which are stationary for the
function Ps as given by (2). How does one identify the solution corresponding to the optimal POVM?
From the previous section we know that the matrix DG
1
2 U˜ has to be a positive matrix to correspond
to the optimal POVM. Since DG
1
2 U˜ and G
1
2 U˜D−1 are related by a congruence transformation, the
optimal solution in our case must correspond to those values of (α, β, γ) for which the matrix G
1
2 U˜D−1
is positive definite. The uniqueness of the optimal POVM then implies that there’s only one solution of
(α, β, γ) for which the matrix G
1
2 U˜D−1 is positive definite.
Symbolically the reduced Groebner basis of the ideal of these polynomials contains 14 different elements.
”Solving” the system would imply that one has to divide the parameter space into disjoint ”cells” and
specify a regular chain for each such cell[25]. In doing even this, one cannot be sure if the resulting
polynomials will be of degree ≤ 4 in the main variable in each polynomial (with respect to some suitable
monomial ordering criteria). Hence we see that even by restricting ourselves to n = 3 and a real gram
matrix, obtaining a closed form solution for the optimal POVM is still very tough.
4 Analytic Properites of Optimal POVM for Pure State En-
sembles
In this section we analyze the optimal m-POVM for MED of m linearly independent pure states as a
function of the ensemble. To do that we first describe this space of m-element ensembles. We denote it
by E and a point E in E is of the form:
E = {pi > 0, |ψi〉〈ψi|}mi=1 (44)
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Consider the space of pure state ensembles. When elements in E are indexed , E can correspond to it a
gram matrix, G. This gram matrix should be m×m, positive definite and have trace 1. Changing the
index-sequence of elements in E is equivalent to performing a permuation transformation on the gram
matrix. Additionally, by changing the phases associated with the pure states in E - |ψ˜j〉 −→ eiφj |ψ˜j〉,
the gram matrix transforms under a diagonal unitary transformation. Varying these phases doesn’t
change the state pi|ψi〉〈ψi| and doesn’t change the ensemble. Yet the gram matrix changes. Thus, for
the same ensemble, the corresponding gram matrix can vary upto a complex permutation. We want
a more faithful representation so we define an equivalence class on the set of m ×m positive definite
matrices with trace 112. We denote the quotient space by G. To represent elements in G we adopt two
conventions - (i) (ordering convention) pi ≥ pi+1; in case of equality, |Gi i+1| ≥ |Gi+1 i+2| and so on and
so forth and (ii) (phase convention, after satisfying the ordering convention) Gi i+1 = Gi+1 i ∀1 ≤ i ≤ m.
G = {G is m×m | G > 0, Tr(G) = 1; G obeys ordering and phase conventions.} (45)
G is a convex set. This fact will come in handy later on.
∀ E ∈ E13, ∃ a unique gram matrix, G ∈ G corresponding to it. Let this mapping be represented as:
G(E) = G.
Consider a trajectory in the space E:
E : [0, 1] −→ E (46)
Thus E(t) represents a point in E for 0 ≤ t ≤ 1. The function E is well behaved with respect to the
variable t14. How does Pmaxs vary along this trajectory? From the definition of Ps, i.e. (2), we see that
it is continuous both in the ensemble input {pi, |ψi〉〈ψi|} and the POVM input {Πi}. If Pmaxs were to
vary discontinuously as t is varied from 0 to 1, the behaviour of Ps would have to suffer discontinuities
as a function of t too. Hence Pmaxs varies continuously as t varies from 0 to 1
15.Corresponding to the
map E(t) we get a similar map: G : [0, 1] −→ G where G(t) = G(E(t)).
The the set of m-element POVMs forms a convex set. A POVM is generally an ordered set of m
positive operators which sum to the 1. Convex sum of two POVMs is given by point-wise addition of
ith elements: - {V (1)i }mi=1 and {V (2)i }mi=1, the ith element of the new POVM {Vi}mi=1 is the convex sum
of respective ith elements from {V (1)i }mi=1 and {V (2)i }mi=1 i.e. Vi = pV (1)i + (1− p)V (2)i .
Suppose {V (1)i }mi=1 and {V (2)i }mi=1 are projective measurments. Any convex combination of these pro-
jective measurments is a projective measurement iff either if (i) p = 0 ( or p = 1) OR (ii) {V (1)i }mi=1 =
{V (2)i }mi=116.
The optimal POVM for linearly independent pure states has to be an m-element projective measurement.
This implies that the optimal POVM has to be unique.
Now as t varies from 0 to 1 how does the optimal POVM vary? The optimal POVM will be an m-element
rank one projective measurement, so we can confine our focus on this space itself. The first thing to
notice is that the uniqueness of the optimal POVM implies that we, actually, can define a mapping V :
[0, 1] −→ V such that V (t) is the optimal POVM for MED of E(t). Is V (t) continuous in t17? Suppose
not; let there be a jump at some point t0 so that lim t −→
one−side
t0 V (t) 6= V (t0). Since Ps is continuous
function in both its ensemble input and its POVM input, we require that Pmaxs (t0) > limt→t0 P
max
s (t):
a contradiction. Thus V (t) has to vary continuously as a function of t.
12Two matrices from this set are equivalent iff one is a complex permutation of other other.
13Upto a unitary transformation of its elements: |ψi〉〈ψi| −→ U |ψi〉〈ψi|U† ∀ 1 ≤ i ≤ m
14i.e. the a priori probabilities and matrix elements of all pure states in E(t) are analytic functions of t
15This holds regardless of whether the ensemble is linearly independent or not.
16Both ordered sets have to be equal. Also, this holds even for projective measurements which aren’t rank 1.
17i.e. matrix elements of V(t) continous in t
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From (32) we know that V(t) has to be the pretty good measurement associated with some ensemble of
the same states but different a priori probability. At the gram matix level, both ensembles are related
by G −→ 1Tr(DGD)DGD where D is a positive diagonal matrix such that the positive
√
DGD (which is
positive definite) has diagonal elements a2ii (see (3.3.1) ).
We can construct V(t) from
√
D(t) G(t) D(t) using simple arithmetic operations of the matrix elements
of the latter(see (3.3)). Thus, if D(t) and D(t) G(t)D(t) vary analytically as a function of t, then so
does V(t). To inspect if the former is true, we employ the implicit function theorem.
Implicit Function Theorem: Let {yi}Ni=1 be N functions (real or complex) of the independent variables
- {t, f1, f2, · · · , fN} where the variables {fi}i, which are N in number too. Let (τ, φ1, φ3, · · · , φN )
be a point such that yi(τ, φ1, φ2, · · · , φN ) = 0 ∀ 1 ≤ i ≤ N . If the Jacobian matrix Ji,j = ∂yi∂fj is
invertible at (τ, φ1, φ3, · · · , φN ) then there exists some open neighbourhood, T, containing τ : for which
there exist open neighbourhoods Si containing φi such that fi : T −→ Si can be defined, so that
yi(t, f1(t), f2(t), · · · , fN (t)) = 0 ∀ 1 ≤ i ≤ N, ∀ t ∈ T . That is
{(t, ~f) ∈ T × S | ~y(t, ~f) = 0 } = { (t, ~f(t)) | t ∈ T and y(t, ~f(t)) = 0} (47)
where S = S1 × S2 × · · · × SN .
Simply put, the implict function theorem gives sufficient conditions for the variables fi to implicitly
depend on the variable t near some point (τ, φi) so that in some neighbourhood of this point ~y (t, ~f(t))
is constant in t.
Analytic Implicit Function Theorem: Furthermore if yi is an analytic function in the variables fi then
the implicit dependence of fi on t will be analytic too.
From (32) we get that:
(DG
1
2 U˜)2 −DGD = 0 (48)
where DG
1
2 U˜ is the positive square root of DGD and (DG
1
2 U˜)ii = a
2
ii. In our application of IFT, t is
the independent variable. The implicit variables fij and ai are defined as:
fij(t) −→ (DG 12 U˜)ij when i 6= j (49)
ai(t) −→
√
(DG
1
2 U˜)ii (50)
The implict variables -{ai, fij |i 6= j} are m2 in number. Here these variables are complex, thus fij and
fji are explicitly taken different.
Define F(t) to be an m×m matrix defined by:
Fij(t) = fij(t) when i 6= j (51)
Fii(t) = ai(t)
2
(52)
Consider the matrix equation:
(F (t))2 −D(t)G(t)D(t) = 0 (53)
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This the same as (48).
Define a new matrix Y(t) as:
yij(t) = ((F (t))
2 −D(t)G(t)D(t))ij (54)
where (Y (t))ij = yij(t).
Hence, we want to the functions {ai(t), fij(t)} to vary implicitly on t in a manner such that the functions
yij(t) = 0.
The Jacobian is given by
J(ij),(kl) =
∂yij
∂fkl
where k 6= l (55)
J(ij),(kk) =
∂yij
∂ak
(56)
The Jacobian matrix is an m2 ×m2 matrix. Now a matrix is invertible iff it’s rows (or columns) are
linearly independent. We de-vectorize the rows of the Jacobian matrix and bring them in the form of
m×m matrices. If these matrices (which are m2 in number) are linearly independent then that proves
that the Jacobian is invertible.
Define matrix M i,j by:
M ijkl = J(ij),(kl) (57)
This matrix is of the form:
Mij =

(jth column)
↓
0 0 · · · X · · · 0
0 0 · · · X · · · 0
...
...
... X
... 0
(ith row→) X X X X X X
0 0 · · · X · · · 0
...
...
... X
. . . 0
0 0 · · · X · · · 0

(58)
where the X’s are polynomials in the implicit variables {ai(t), fij(t)} and matrix elements of G(t). While
it is reasonable to expect that the matrices M ij are linearly independent (implying the the Jacobian
is invertible) unless we know how the implicit variables behave as functions of t, we can’t conclude
anything about their linear independence for all points in G. This puts us in a cyclic conundrum. The
implicit function theorem provides a sufficient but not necessary condition for the existence of such
implicit functions. That is, there are pathological examples where an implicit function exists even at
points where Jacobian is singular. In this case, our inability to establish that the Jacobian isn’t singular
at all points G ∈ G isn’t a cause for worry. This is because we know beforehand [21][22] that such an
implicit function exists, that it is continuous and furthermore we know that it is globally one-to-one
with respect G ∈ G.
Implicit dependence does not exist when a critical point is a bifurcation point. In our case we know
that such a point cannot exist. Otherwise, we’d have two different optimal POVM for the same point
in G. And we know that this cannot happen for linearly independent ensembles.
Now that we have dealt with the question of the invertibility of the Jacobian we note that the yij are
analytic functions of the variables t; ai, fij . Thus ai(t), fij(t) have to be analytic in terms of t
18. This
18From the analytic implicit function theorem.
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piece of information is important because it tells us that the diagonal matrix D(t) varies analytically
with t. And this, in turn implies, as we argued before, that the optimal POVM will vary analytically
with the ensemble V(t).
4.1 Analytic Continuation of the Optimal POVM
Having established that the optimal POVM will vary analytically as a function of the ensemble at all
points G ∈ G, we ask the following question: Can one drag the optimal POVM from one ensemble to
another by employing some technique?
For this, first of all, we need a trajectory. Using the mapping G, one can find a simple trajectory between
two ensembles. LetE1 represent the first ensemble and G1 = G(E1). Let the optimum POVM for E1 be
known. That is to say, we know what D1 is. Let E2 be another ensemble and G2 = G(E2). We want to
obtain D2. Since G is a convex set, one can obtain a simple linear trajectory between them:
G(t) = (1− t) G1 + t G2 where t ∈ [0, 1] (59)
For any value of t ∈ [0, 1], G(t) ∈ G.
We’ve established the trajectory.Next we need some differential equations which we use to drag D(t)
from D1 to D2. For this employ IFT again: take the total derivative w.r.t of the equation (54) for all
matrix elements and set it equal to zero.
d ykl
d t
= ζkl(t; ai(t), fij(t),
dai(t)
dt
,
dfij(t)
dt
) = 0 ∀ 1 ≤ k, l ≤ m (60)
This gives us a set of m2 first order coupled ordinary differential equations for the implicit variables
ai(t), fij(t).
The form of ζkl in terms of ai, fij ,
dai
dt ,
dfij
dt is rather complicated and depends on the value of m. As an
illustration we write down what ζkl look like for m = 2:
ζ11 = 4a1(t)
3 da1(t)
dt
+ f12(t)
df21(t)
dt
+ f21(t)
df12(t)
dt
− 2a1(t)g11(t)da1(t)
dt
− a1(t)2 dg11(t)
dt
(61)
= 0
ζ12 = (a1(t)
2 + a2(t)
2)
df12(t)
dt
+ (2a1(t)f12(t)− a2(t)g12(t))da1(t)
dt
+ (62)
(2a2(t)f12(t)− a1(t)g12(t))da2(t)
dt
− a1(t)a2(t)dg12(t)
dt
= 0
ζ21 = (a1(t)
2 + a2(t)
2)
df21(t)
dt
+ (2a1(t)f21(t)− a2(t)g21(t))da1(t)
dt
(63)
+(2a2(t)f21(t)− a1(t)g21(t))da2(t)
dt
− a1(t)a2(t)dg21(t)
dt
= 0
ζ22 = 4a2(t)
3 da2(t)
dt
+ f12(t)
df21(t)
dt
+ f21(t)
df12(t)
dt
− 2a2(t)g22(t)da2(t)
dt
− a2(t)2 dg22(t)
dt
(64)
= 0
Here gij(t) = G(t)ij is where the explicit time dependence comes into the equations.
These equations become more complicated as m increases. These equations are hermiticity preserving
i.e. ai(t) ∈ R⇒ ai(t+ δ) ∈ R and and fij(t) = fji(t)∗ ⇒ fij(t+ δ) = fji(t+ δ)∗ for infinitesimal δ.
The equations give us a way of obtaining the optimal POVM by dragging the solution from a point
where the solution is known to our desired point where the solution is unknown. It is worth mentioning
how everything fits into the technique. We start from a point whose solution we know and we drag the
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solution from one point to another using our trajectory. This dragging is based on the rule that (29)
(and hence (8)) is always satisfied, i.e. if at a point t we have (ai, fij) 3 (29) is satisfied we ask what
values for (ai, fij) will satisfy (29) at the point t + δ. Note that (29), by itself, is merely a necessary
condition. (9) needs to also be satisfied for the required solution. Now (9) ⇐⇒ F (t) > 0. How do we
know that given a trajectory within G the differential equations will preserve the positivity of the matrix
F(t)? F(0) is positive definite. Let’s suppose there is a point, t1 where one of the eigenvalues of F(t1) is
negative. That means that there must have been some previous point (say, t0 at which this particular
eigenvalue would have been 0. From (53) its implied that the matrix D(t0) must also be singular at
this point. From t=0 to t=t0, F (t) > 0 and D(t) > 0. This implies that for all ensembles from t=0 to
t=t0, solution has been obtained. Examine that as we approach the limit t −→
from 0
t0, one of the values of
ai −→ 0. Such scenarios can only arise when (i) pi(t) −→ 0. Then at t = t0, we just have a set of m-1
states in our ensemble. OR (ii) The part of |ψi(t)〉 that is perpendiculr to other states in the ensembles
tends to zero, i.e. limit
(t−t0)−
|ui(t)〉 = 0. In either case G(t0) /∈ G which implies that G(t) isn’t continuous
in G. Hence we can conclude that as long as the trajectory is safely within G, we won’t encounter this
problem.
We employed this method to obtain solutions for various linearly independent pure state ensembles for
cases: m = 2, 3, 4 and 5. In all the different cases our starting point was the equiprobable orthogonal
ensemble for which the solution is trivial i.e. G1 =
1
m 1. We employed the RK4 method to solve for
many unknown ensembles (generated randomly). And in all cases we managed to construct a POVM
which satisfied (8) and (9) i.e. we construted the optimal POVM for this case.
One can obtain the solution with as much precision as desired using RK4. For RK4, the local truncation
varies as O(h5) and the total accumulated error as O(h4). Our method gives us a way of measuring the
error without having to compare results with other techniques [23][24][5]. Consider (53). The deviation
of the RHS from 0 is an indication of how much error has seeped in. Thus we plot Hilbert-Schmidt
norm of the RHS of (53) as a function of the iteration to get an idea of how much error accumulates.
We illustrate with an example when m = 5. Let the gram matrix of the ensemble be given by:
G =

0.3
√
0.06(0.2 + i0.1)
√
0.06(0.1)
√
0.045(0.1)
√
0.045(0.1)
√
0.06(0.2− i0.1) 0.2 0.06 √0.03(0.2 + i0.2) √0.03(0.1)
√
0.06(0.1) 0.06 0.2
√
0.03(0.2 + i0.05)
√
0.03(0.3 + i0.2)
√
0.045(0.1) (0.2− i0.2)√0.03 √0.03(0.1− i0.05) 0.15 (0.15)(0.2 + i0.3)
√
0.045(0.1) (0.1)
√
0.03 (0.3− i0.3)√0.03 (0.15)(0.2− i0.3) 0.15

The interval length is given by h = 10−3 and the number of iterations is 1000. We plot the log of the
Hilbert Schmidt norm of the RHS of (53).
From the figure we see that for the first few iterations the truncation error is of order −16.8 and over the
last few iterations total accumulated error is of order −15.6 which is well within the error-performance
given by RK4. For many randomly selected ensembles the local truncation error is of order −16 and
total accumulated error is of order −15 - again well within the RK4 error margin. This shows that this
method is a reliable method to obtain the optimal POVM for linearly independent pure states.
Where does the method? If the ensemble is nearly linearly dependent (i.e. ∃ i 3 |either〈ψi|ui〉| is very
small OR pi is very small
19) then the method is likely to fail.
19very small : the order of the local truncation error
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y- axis :Log of HS norm of RHS of (53), x-axis: No. of iterations. One can see the gradual increase the norm from
− 16.8 when 1 ≤ x ≤ 10 to −15.7 for 980 ≤ x ≤ 1000. This shows that the truncation error is 10−16 and the total
accumulated error is 10−15 which shows a pretty good performance for RK4.
Figure 1: Error vs Iteration No.
5 Linearly Dependent States
This method generally won’t work when for linearly dependent ensembles. Three major problems are
identified:
IA. Why any such technique won’t work generally: Optimal POVM doesn’t always vary
smoothly
From [21][22] we see that for an ensemble of linearly dependent pure states {p˜i ≥ 0, |ψi〉〈ψi|}mi=1, the
ensemble for which the PGM of the former will discriminate optimally is given by {pi > 0, |ψi〉〈ψi|}mi=1
satisfying the rule:
pi ≤ c〈ψi|
√
ρ˜−1|ψi〉
when p˜i = 0
pi =
c
〈ψi|
√
ρ˜−1|ψi〉
when p˜i > 0
where c is some normalization constant and
√
ρ˜−1 is the inverse of the positive square root for the
ensemble {p˜i, ψi}.
Our problem is opposite: we need to find the optimal POVM given the ensemble. But from the above
theorem one can conclude that as one varies the ensemble of states, the optimal POVM will not necessary
vary in a smooth fashion. Also, the above mapping isn’t one-to-one; i.e. for the same ensemble one can
find two or more ensembles whose PGM’s will optimally discriminate among the members of the former
ensemble.
IB. Why any such technique won’t work generally: Optimal POVM can vary discontinu-
ously
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For linearly dependent pure states, the optimal POVM for an ensemble need not be unique. For example
the optimal POVM for the equiprobable ensemble { 14 |0〉〈0|, 14 |1〉〈1|, 14 |+〉〈+|, 14 |−〉〈−|} 20 has two
extremal optimal solutions - {|0〉〈0|, |1〉〈1|} and {|+〉〈+|, |−〉〈−|} and hence any convex combination
of these two is also an optimal solution. Were this ensemble to lie on a trajectory, the optimal solution
of points on one side of this ensemble could be closer to {|0〉〈0|, |1〉〈1|} than {|+〉〈+|, |−〉〈−|} and
vice versa for points on the other side of this ensemble. This shows that the optimal POVM can vary
discontinuously.
II. Why this technique won’t work: @ a set of states {|ui〉 | 〈ψ˜i|u˜j〉 = δi,j} when {|ψi〉}i are
linearly dependent
Our technique relies upon casting the problem in a representation that exists only when the states are
linearly independent. The speciality with this representation is that the one can use the implicit function
theorem which demands that the number of function yi and the number of implicit variables fi have to
be equal.
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