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Abstract—We consider the problem of tracking the state of
a process that evolves over time in a distributed setting, with
multiple observers each observing parts of the state, which is a
fundamental information processing problem with a wide range
of applications. We propose a cloud-assisted scheme where the
tracking is performed over the cloud. In particular, to provide
timely and accurate updates, and alleviate the straggler problem
of cloud computing, we propose a coded distributed computing
approach where coded observations are distributed over multiple
workers. The proposed scheme is based on a coded version
of the Kalman filter that operates on data encoded with an
erasure correcting code, such that the state can be estimated
from partial updates computed by a subset of the workers. We
apply the proposed scheme to the problem of tracking multiple
vehicles and show that it achieves significantly higher accuracy
than that of a corresponding uncoded scheme and approaches
the accuracy of an ideal centralized scheme when the update
interval is large enough. Finally, we observe a trade-off between
age-of-information and estimation accuracy.
I. INTRODUCTION
Tracking the state of a process that evolves over time in a
distributed fashion is one of the most fundamental distributed
information processing problems, with applications in, e.g.,
signal processing, control theory, robotics, and intelligent
transportation systems (ITS) [1]–[3]. These applications typ-
ically require collecting data from multiple sources that is
analyzed and acted upon in real-time, e.g., to track vehicles in
ITS, and rely on timely status updates to operate effectively.
The analysis and design of schemes for providing timely
updates has received a significant interest in the last years.
In a growing number of works, timeliness is measured by
the age-of-information (AoI) [4], [5], defined as the difference
between the current time, t, and the largest generation time of
a received message, U(t), i.e., the AoI is ∆t = t− U(t).
Distributed tracking often entails highly demanding com-
putational tasks. For example, in many previous works the
computational complexity of the computations performed by
each node scales with the cube of the state dimension, see, e.g.,
[2], [6] and references therein. Thus, the proposed schemes
are only suitable for low-dimensional processes. A notable
exception is the algorithm proposed in [7], where the overall
process is split into multiple overlapping subsystems to reduce
the computational complexity. However, the algorithm in [7]
is based on iterative message passing and potentially requires
many iterations to reach consensus, which makes it difficult
to provide timely updates.
The work of A. Graell i Amat was funded by the Swedish Research Council
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Offloading computations over the cloud is an appealing so-
lution to aggregate data and speed up demanding computations
such that a stringent deadline is met. In [8], a cloud-assisted
approach for autonomous driving was shown to significantly
improve the response time compared to traditional systems,
where vehicles are not connected to the cloud. However,
servers in modern cloud computing systems rarely have fixed
roles. Instead, incoming tasks are dynamically assigned to
servers [9], which offers a high level of flexibility but also
introduces significant challenges. For example, so-called strag-
gling servers, i.e., servers that experience transient delays,
may introduce significant delays [10]. Thus, for applications
requiring very timely updates, offloading over the cloud must
be done with care.
Recently, the use of erasure correcting codes has been
proposed to alleviate the straggler problem in distributed
computing systems [11]–[14]. In these works, redundancy
is added to the computation such that the final output of
the computation can later be decoded from a subset of the
computed results. Hence, the delay is not limited by the
slowest server. In [14], a novel coded scheme for iterative
computations is proposed, which differs from earlier works in
that it exploits the iterative nature of the computation by using
the output of the previous iteration as side information when
decoding.
In this paper, we consider a distributed tracking problem
where multiple observers each observe parts of the state of
the system, and their observations need to be aggregated to
estimate the overall state [2], [7]. The goal is to provide
timely and accurate information about the state of a high-
dimensional stochastic process. An example is the tracking
of a large number of vehicles to generate collision warning
messages. We propose a cloud-assisted scheme where the
tracking is performed over cloud, which collects data from
all observers. In particular, to speed up computations, the pro-
posed scheme borrows ideas from coded distributed computing
by distributing the observations over multiple workers, each
computing a partial estimate of the state of the system from a
subset of the observations. These partial estimates are finally
merged at a monitor to produce an estimate of the overall
state. To make the system robust against straggling servers,
which may significantly impair the accuracy of the estimate
unless accounted for, redundancy is introduced via the use
of erasure correcting codes. In particular, the observations by
each observer are encoded before they are distributed over
the workers to increase the probability that the information is
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propagated to the monitor. A salient contribution of the paper
is a coded filter based on the Kalman filter [1] that takes coded
observations as its input and returns a state estimate encoded
with an erasure correcting code. Hence, the monitor can obtain
an overall estimate from a subset of the partial estimates via a
decoding operation. Also, similar to [14], the previous estimate
is used as side information. We apply the proposed scheme
to the problem of tracking a large number of vehicles and
show numerically that it achieves significantly higher accuracy
compared to a corresponding uncoded scheme. In fact, the
accuracy of the proposed scheme is close to that of an ideal
scheme when the update interval is high enough. Finally,
we observe a trade-off between AoI and estimation accuracy,
where increasing the update rate beyond some threshold leads
to lower accuracy.
II. SYSTEM MODEL AND PRELIMINARIES
We consider the problem of tracking the state of a stochastic
process over time in a distributed setting. The state at time
step t is represented by a real-valued vector xt of length d
and evolves over time according to
xt = Fxt−1 + qt,
where F is the matrix representing the state transition model
and qt is a noise vector drawn from a zero-mean Gaussian
distribution with covariance matrix Q. We denote by xˆt the
estimate at time t and we measure the accuracy of the estimate
by its root mean squared error (RMSE).
At each time step, a set of No observers, O =
{o1, . . . , oNo}, obtain noisy partial observations of the state
of the process. Specifically, the observation made by observer
o at time t is represented by the vector
z
(o)
t = H
(o)xt + r
(o)
t ,
where H(o) is a matrix of size h × d representing the
observation model of observer o and r(o)t is a noise vector
drawn from a zero-mean Gaussian distribution with covariance
matrix R(o). We assume that all observations are of equal
dimension h to simplify the notation, although this is not
strictly necessary. Furthermore, we assume that h < d and that
the entries of the observation z(o)t are linear combinations of
a small number of entries of xt, i.e., the observation matrices
H(o) are sparse, as is the case, e.g., for an observer measuring
speed. The observations made by the No observers need to be
aggregated to estimate the overall state. Since d may be large,
the work of aggregating the observations is performed on the
cloud over a set of Nw workers, W = {w1, . . . , wNw}. We
assume that the matrices F , Q, H(o), and R(o) are known.
A. Probabilistic Runtime Model
We assume that performing a computing task on a worker
takes a constant amount of time proportional to the number of
arithmetic operations required. Furthermore, we assume that
each floating point arithmetic operation requires α seconds
and that workers become unavailable for a random amount of
time after completing a computing task. This is captured by
observations
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Fig. 1. System overview. Each observer observes parts of the state, highlighted
with a gray cone, and the No observers upload their observations to the cloud,
where they are processed by Nw workers. The partial estimates are merged
by the monitor to produce an overall estimate xˆt.
the exponential random variable V with probability density
function [11], [12]
fV (v) =
{
1
β e
− vβ v ≥ 0
0 v < 0
,
where β is used to scale the tail of the distribution, which
accounts for transient disturbances that are at the root of the
straggler problem. We refer to β as the straggling parameter.
B. Distributed Tracking
At time step t, each observer o uploads its observation z(o)t
to the cloud, where it is distributed over a subset of the Nw
workers, denoted by T (o)TX ⊆ W . We denote by T (w)RX ⊆ O the
set of observers that worker w receives observations from and
by N (o)TX and N
(w)
RX the size of T (o)TX and T (w)RX , respectively.
Next, each worker w that becomes available during time step
t computes locally a partial estimate of the state xt, denoted
by xˆ(w)t , of dimension d
(w) ≤ d. These partial estimates are
forwarded to the monitor, which is responsible for computing
the overall estimate of xt, denoted by xˆt, from the partial
estimates. Thus, the monitor has access to an updated state
estimate at the end of each time step, which can be used for
other applications (e.g., to generate collision warning messages
in ITS). Finally, the overall estimate is sent back to the workers
to be used in the next time step, i.e., we assume that all workers
have access to the previous overall estimate xˆt−1 at time step
t. The overall process is depicted in Fig. 1.
C. Kalman Filter
Denote by x˜t the prediction of the state at time step t
based on the state estimate xˆt−1 at time step t − 1 and
the state transition matrix F , i.e., x˜t = F xˆt−1, and by
P˜t = FPt−1F T + Q the covariance matrix of the error
x˜t − xt, where (·)T denotes matrix transposition and Pt−1 is
the covariance matrix of the error xˆt−1−xt−1 at the previous
time step. The Kalman filter is an algorithm for combining the
predicted state x˜t with an observation z
(o)
t = H
(o)xt + r
(o)
t
to produce an updated state estimate xˆ′t with minimum mean
squared error [1]. Let y˜(o)t = z
(o)
t − H(o)x˜t and denote
by S(o)t = R + H
(o)P˜t
(
H(o)
)T
its covariance matrix.
Then, the updated state estimate is xˆ′t = x˜t + K
(o)
t y˜
(o)
t ,
where K(o)t = P˜t
(
H(o)
)T (
S
(o)
t
)−1
is the Kalman gain that
determines how the observation should influence the updated
estimate. The covariance matrix of the error xˆ′t − xt is
P ′t =
(
Id −K(o)t H(o)
)
P˜t, where Id is the d × d identity
matrix. If more than one observation is available, the estimate
can be improved by setting x˜t ← xˆ′t and P˜t ← P ′t and
repeating this procedure. After repeating this procedure for
all observations, the final estimate xˆt is obtained.
III. PROPOSED CODED SCHEME
In this section, we introduce the proposed coded scheme.
The key idea is the use of two layers of coding to make
the system robust against straggling servers. The first layer
consists of encoding each observation and distributing it over
multiple workers. More specifically, when an observation z(o)t
is uploaded to the cloud it is encoded with an (n(o), h)
linear erasure correcting code over the reals, resulting in the
vector C(o)z(o)t , where C
(o) is the generator matrix of the
code. Next, C(o)z(o)t is divided into N
(o)
TX disjoint subvectors
and each subvector is assigned to a worker in T (o)TX . We
denote by C(o,w) the matrix composed of the rows of C(o)
corresponding to the entries of C(o)z(o)t assigned to worker
w, i.e., worker w is assigned the subvector C(o,w)z(o)t , and by
n(o,w) the number of rows of C(o,w). For the rest of the paper
we refer to C(o,w)z(o)t as a coded observation. This coding
layer increases the probability that the information from an
observation propagates to the monitor in case of delays and
may also reduce the processing time (see Section IV-A).
The second layer of coding relates to the partial estimates
computed by each worker. Specifically, we propose a coded
version of the Kalman filter that takes as its input the overall
estimate at the previous time step xˆt−1, provided by the
monitor, and the set {C(o,w)z(o)t : o ∈ T (w)RX } of coded
observations from the current time step, and outputs a partial
estimate xˆ(w)t . The proposed filter is such that the partial
estimate is equal to the estimate of the regular Kalman filter
multiplied by some matrix B(w). Equivalently, it can be
seen as an estimate of the state of a process represented
by the vector B(w)xt. Let B be the generator matrix of a
(dC, d) linear erasure correcting code over the reals, where
dC =
∑
w∈W d
(w), and let B(w) be a submatrix of B of size
d(w)×d such that B(w1), . . . ,B(wNw ) correspond to a division
of the rows of B into Nw disjoint submatrices. Hence, the
partial estimates of each worker are symbols of the codeword
Bxˆt and the monitor can recover the overall estimate xˆt from
a subset of the partial estimates, ensuring that the monitor
has access to timely and accurate estimates even if multiple
workers experience delays.
When a worker w becomes available it first computes
x˜
(w)
t =
(
B(w)F
)
xˆt−1
and the covariance matrix
P˜
(w)
t =
(
B(w)F
)
Pt−1
(
B(w)F
)T
+B(w)Q
(
B(w)
)T
(1)
of the error x˜(w)t −B(w)xt. Next, x˜(w)t and P˜ (w)t are com-
bined with the received observations, i.e., the observations in
{C(o,w)z(o)t : o ∈ T (w)RX }, one at a time, to produce xˆ(w)t and
the covariance matrix P (w)t of the error xˆ
(w)
t −B(w)xt using
the following procedure. First, consider a matrix A(o,w) such
that C(o,w)H(o) = A(o,w)B(w). Then,
C(o,w)z
(o)
t = C
(o,w)
(
H(o)xt + r
(o)
t
)
= C(o,w)H(o)xt +C
(o,w)r
(o)
t
= A(o,w)B(w)xt +C
(o,w)r
(o)
t ,
i.e., the vector C(o,w)z(o)t can be considered as an obser-
vation of the state B(w)xt with observation matrix A(o,w)
and observation noise covariance matrix C(o,w)R
(
C(o,w)
)T
.
Hence, using an observation z(o)t , the partial coded state
estimate xˆ′(w)t and the covariance matrix P
′(w)
t of the error
xˆ
′(w)
t −B(w)xt can be obtained as
xˆ
′(w)
t = x˜
(w)
t +K
(o,w)
t y˜
(o,w)
t ,
P
′(w)
t =
(
Id(w) −K(o,w)t A(o,w)
)
P˜
(w)
t ,
where
y˜
(o,w)
t = C
(o,w)z
(o)
t −A(o,w)x˜(w)t ,
K
(o,w)
t = P˜
(w)
t
(
A(o,w)
)T (
S
(o,w)
t
)−1
, (2)
S
(o,w)
t = C
(o,w)R(o)
(
C(o,w)
)T
+A(o,w)P˜
(w)
t
(
A(o,w)
)T
.
Next, we let x˜(w)t ← xˆ′(w)t and P˜ (w)t ← P ′(w)t and repeat
the procedure for another observation until all observations in
{C(o,w)z(o)t : o ∈ T (w)RX } have been used, i.e., the procedure
is repeated N (w)RX times. Finally, the worker sends the final
estimate xˆ(w)t = xˆ
′(w)
t and P
(w)
t = P
′(w)
t to the monitor.
A. Decoding
At the end of each time step t the monitor attempts to
recover xˆt and Pt from the partial coded state estimates
xˆ
(w)
t and their respective error covariance matrices P
(w)
t
received from the workers. This corresponds to a decoding
process. Denote by Ut ⊆ W the set of workers the monitor
receives estimates from at time step t and by Bxˆt the vertical
concatenation of the encoding matrices associated with those
workers, i.e., the vertical concatenation of the matrices B(w),
w ∈ Ut. To decode, the monitor needs to solve for xˆt in
Bxˆt xˆt = yxˆt , where yxˆt is the vertical concatenation of the
vectors xˆ(w)t , w ∈ Ut. Note that since the local estimates by
the workers are noisy, Bxˆt xˆt = yxˆt typically does not have
an exact solution. Hence, we want to find the vector xˆt that
minimizes the `2-norm of the error, i.e., we want to solve
arg minxˆt ||Bxˆt xˆt − yxˆt ||2. We achieve this by decoding xˆt
using the LSMR algorithm [15]. The LSMR algorithm is a
numerical procedure for solving problems of this type that
takes an initial guess of the solution as its input and iteratively
improves on the solution until it has converged to within some
threshold. We give the previous estimate xˆt−1 as the initial
guess since the Euclidean distance between the estimates xˆt−1
and xˆt at two consecutive time steps is typically small.
Next, the error covariance matrix Pt is decoded from the
received coded error covariance matrices P (w)t , w ∈ Ut.
Define the function vec(), which vectorizes a square matrix by
returning the vertical concatenation of its columns, and mat(),
the inverse of vec(), i.e., it takes a vector as its argument and
returns a square matrix such that M = mat (vec (M)). Now,
form the system of equations BPt vec(Pt) = yPt , where BPt
is the vertical concatenation of the matrices B(w) ⊗ B(w),
w ∈ Ut (⊗ denotes the Kronecker product) and yPt is the
vertical concatenation of the vectors vec
(
P
(w)
t
)
, w ∈ Ut.
Solving this system of equations yields vec(Pt), which is
converted to Pt via mat(). As with xˆt, we decode using the
LSMR algorithm, since typically there is no exact solution,
and we give vec (Pt−1) as the initial guess. We assume that
the monitor knows the location of the nonzero entries of Pt
in advance (e.g., by analyzing the matrices F , Q, H(o), and
R(o)) so that only the nonzero entries of Pt and P
(w)
t , w ∈ Ut,
need to be considered during decoding. Since these matrices
are often very sparse this significantly reduces the time needed
to decode.
IV. DESIGN AND ANALYSIS OF THE PROPOSED SCHEME
We analyze the processing time of the proposed coded
scheme and design the sets T (o)TX , the matrices C(o) and how
they are split into submatrices C(o,w), as well as the matrices
B(w) required for the coded filter update. The matrices B and
A(o,w) are determined implicitly since B is the concatenation
of B(w) over all w and C(o,w)H(o) = A(o,w)B(w).
A. Processing Time
We assume that the computation time at the workers is
dominated by the time needed to compute the error covari-
ance matrix P˜ (w)t in (1), which requires two matrix-matrix
multiplications, and computing the inverse of S(o,w)t in (2).
We design C(o,w), A(o,w), and B(w) to have few nonzero
entries (see below), which together with the assumption that
H(o) is sparse means that the remaining computations are
comparatively simple. Denote by φ the number of nonzero
entries of the matrix B(w)F . Then, the number of seconds
required to compute P˜ (w)t is αP˜ = α(2φ − d(w))(d(w) + d),
where d is the overall state dimension, d(w) is the dimension
of the partial coded state B(w)xt, and α is the number of
seconds required to perform a single floating point operation
(see Section II-A). Finally, the number of seconds required to
invert S(o,w)t is αS = 2α(n
(o,w))3.
B. Code Design
Here, we propose two strategies, referred to as strategy
1 and 2, respectively, for selecting the sets T (o)TX and the
matrices C(o,w) and B(w). The proposed strategies ensure
that the resulting matrices have relatively few nonzero entries.
To simplify the design we assume that all sets T (o)TX have
equal size, i.e., N (o)TX = NTX, and we divide the observations
evenly over the workers by selecting the sets T (o)TX for one
observer at a time in a round-robin fashion. Specifically, the
observations of observer o1 are processed by the workers in
T (o1)TX = {0 mod Nw + 1, . . . , NTX − 1 mod Nw + 1} and, in
general, the observations of observer oi, 1 ≤ i ≤ No, are
processed by the workers in T (oi)TX = {((i− 1)NTX + 0) mod
Nw + 1, . . . , ((i− 1)NTX +NTX − 1) mod Nw + 1}, where
a mod b denotes the remainder of a/b. We give a method for
selecting NTX for strategy 1 and 2 below. Note that the sets
T (w)RX are determined implicitly.
1) Strategy 1: Strategy 1 is designed for systems with a
large number of observers that observe a small part of the
state, and where the state transition matrix is very sparse,
i.e., αP˜ is small and the processing time is dominated by
the time needed to invert S(o,w)t , αS . This is the case, e.g.,
in systems aggregating observations from vehicle sensors and
where vehicles are modeled as point masses [16]. For this
strategy we let B(w) = Id for all w. As a consequence, we
have A(o,w) = C(o,w)H(o). Furthermore, we let C(o,w) = Ih
for all o and w, i.e., C(o) is of size NTXh × h and is the
generator matrix of a repetition code. For this strategy we let
NTX be the largest integer such that all observations received
by a worker can be processed within one time step ∆t, i.e.,
the largest integer such that
αS
Nw
∑
w∈W
N
(w)
RX < ∆t,
where N (w)RX is determined by NTX. Note that reducing the
AoI ∆t also reduces the amount of redundancy that can be
added, which may reduce the accuracy of the estimate since
the system becomes less robust against straggling servers, i.e.,
there may be a trade-off between AoI and estimation accuracy.
2) Strategy 2: Strategy 2 is designed for systems where the
observation dimension h is large, as is the case for systems
with few observers each observing a large part of the state,
e.g., sensor stations that observe a large number of vehicles.
For these systems, it may not be possible for a worker to
process an observation of dimension h within a single time
step. Hence, for each observer o, we let C(o) = Ih and we
design the matrices C(o,w) in a way that divide its observation
z
(o)
t evenly over the workers in T (o)TX . First, split the integers
1, . . . , h into NTX disjoint partitions as evenly as possible, i.e.,
some partitions contain bh/NTXc elements and some contain
dh/NTXe elements, and assign each partition one-to-one to a
worker in T (o)TX . Now, for each worker w ∈ T (o)TX we let C(o,w)
be a binary n(o,w)×h matrix (n(o,w) = bh/NTXc or dh/NTXe)
with a nonzero entry in each of the columns indexed by the
integers in the partition assigned to it and one nonzero entry
per row. For example, if h = 8 and worker w is assigned the
partition of integers {4, 5, 6}, we let C(o,w)1,4 = 1, C(o,w)2,5 = 1,
and C(o,w)3,6 = 1 (possibly with the rows permuted) with the
remaining entries equal to zero. Hence, the observation is split
over the workers and the dimension is reduced from h = 8 to
n(o,w) = 3.
Next, we explain how B(w) is selected for some worker
w. First, to simplify the notation we re-index the observers
in T (w)RX such that T (w)RX = {o′1, . . . , o′N(w)RX }, i.e., each of
o′1, . . . , o
′
N
(w)
RX
map one-to-one to an observer in the set of
observers O. Then, we let B(w) be the vertical concate-
nation of the matrices C(o
′
i,w)H(o
′
i), i = 1, . . . , N (w)RX . As
a consequence, for some observer o′i, we have A
(o′i,w) =
[0, I
n(o
′
i
,w) ,0], since it is required that A(o
′
i,w)B(w) =
C(o
′
i,w)H(o
′
i). The number of zero columns to the left of the
identity matrix in A(o
′
i,w) is
∑i−1
j=1 n
(o′j ,w) and the number of
zero columns to the right is such that A(o
′
i,w) has a total of∑N(w)RX
j=1 n
(o′j ,w) columns. We use the same strategy for all pairs
of worker and observer.
Finally, we choose NTX such that the observations are split
over as few workers as possible while still making it possible
to process the observation in a single time step, i.e., we let
NTX be the smallest integer such that αS < ∆t.
V. NUMERICAL RESULTS
To evaluate the performance of the proposed scheme, we
consider a distributed vehicle tracking system where No ob-
servers and Nw workers cooperate to track the position of Nv
vehicles v1, . . . , vNv . We model the state of each vehicle with
a length-4 vector composed of its position and speed in the
longitudinal and latitudinal directions, i.e., the overall state
dimension is d = 4Nv. As in [16], we assume that the state
transition matrix of a single vehicle is
Fv =

1 0 ∆t 0
0 1 0 ∆t
0 0 1 0
0 0 0 1

and that the associated covariance matrix is
Qv = V
[
σa 0
0 σa
]
V T, with V =

∆t2/2 0
0 ∆t2/2
∆t 0
0 ∆t
 .
Hence, the combined state transition matrix and covariance
matrix for all vehicles is F = INv ⊗ Fv and Q = INv ⊗
Qv, respectively. Furthermore, we assume that the observation
matrix for an observer observing a single vehicle is Hv = I4,
with associated covariance matrix
Rv =

σ2position 0 0 0
0 σ2position 0 0
0 0 σ2speed 0
0 0 0 σ2speed

and that each observer can observe a number s ≤ Nv of the
vehicles. For each observer o, define the binary matrix U (o) of
size s×Nv, where each row and column has a single nonzero
entry and where a nonzero entry in the j-th column means
that observer o can observe vehicle vj . Then, the observation
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Fig. 2. 90-th percentile of the RMSE of the position over t = 100, . . . , T as
a function of ∆t for T = 10000, Nv = 100, No = 40, Nw = 20, s = 10,
α = 10−9, and β = 1.
matrix for observer o is H(o) = U (o) ⊗Hv. Finally, U (o) is
generated for one observer at a time in a round-robin fashion
such that the first observer observes vehicles v1, . . . vs, and,
in general, observer oi observes vehicles v(j mod Nv)+1, j =
(i− 1)s, (i− 1)s+ 1, . . . , is− 1.
We compare the performance of the proposed scheme with
that of an ideal centralized scheme where the monitor has
unlimited processing capacity and processes all observations
itself using the procedure in Section II-C. We also compare
against the performance of an uncoded scheme, where each
observation is processed by a single worker with no coding.
More formally, we let NTX = 1 and select the sets T (o)TX
as described in Section IV-B. For this scheme, each worker
performs the uncoded update procedure given in Section II-C
and the monitor estimate is equal to the average of the
estimates received from the workers at each time step, i.e.,
xˆt =
1
|Ut|
∑
w∈Ut xˆ
(w)
t and Pt =
1
|Ut|
∑
w∈Ut P
(w)
t , where
xˆ
(w)
t and P
(w)
t are the (partial) estimate of worker w and
its error covariance matrix, respectively, resulting from the
uncoded update procedure in Section II-C.
We consider the vehicle tracking problem described above
with σa = 0.3, σposition = 0.5, and σspeed = 10. For all
schemes, we simulate T = 10000 time steps and compute
the RMSE of the position estimate at each time step. More
specifically, we denote by xp,t and xˆp,t the vectors composed
of the entries of xt and xˆt corresponding to position, e.g.,
entries 1, 2, 5, 6 if Nv = 2, and compute mt ,
√
1
d/2ep,te
T
p,t,
where ep,t = xˆp,t−xp,t, for t = 1, . . . , T . Finally, we discard
the first 99 values to avoid any initial transients and plot the
90-th percentile of mt, t = 100, . . . , T .
In Fig. 2, we show the 90-th percentile of the RMSE of
the position over t = 100, . . . , T as a function of the update
interval ∆t for Nv = 100 vehicles, No = 40 observers each
observing s = 10 vehicles, and Nw = 20 workers. Each
floating point operation requires α = 10−9 seconds, since
computers typically have clock speeds in the gigahertz range,
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Fig. 3. 90-th percentile of the RMSE of the position over t = 100, . . . , T
as a function of Nv for T = 10000, s = Nv/3, Nw = Nv/5 (both rounded
to the nearest integer), No = 20, ∆t = 0.1, α = 10−9, and β = 1.
and the straggling parameter is β = 1, i.e., workers become
unavailable for 1 second on average after a filter update. We
show the RMSE for 0.01 ≤ ∆t ≤ 1 since several applications
in ITS require an AoI in this range [3]. Here, the coded
scheme designed according to strategy 1 (see Section IV-B)
achieves the lowest error, with a 90-th percentile RMSE of
about 0.30 meters when ∆t = 0.1 seconds and about 0.15
meters when ∆t = 0.25 seconds. In fact, this scheme achieves
performance close to that of the ideal scheme when ∆t is
about 0.25 seconds or larger. The error of the second coded
scheme is much higher since strategy 2 is intended for systems
where the observation dimension is high. The estimate error
of the uncoded scheme is significantly higher than for the
first coded scheme for all update intervals considered, with
a 90-th percentile RMSE of at best about 0.60 meters (for
∆t = 0.05). Finally, we observe a trade-off between AoI
and estimate quality, with update intervals shorter than some
threshold, e.g., ∆t = 0.25 for the first coded scheme, leading
to a higher RMSE.
In Fig. 3, we show the 90-th percentile of the RMSE
of the position over t = 100, . . . , T as a function of the
number of vehicles Nv when the number of workers Nw
and the number of vehicles observed by each observer s is
proportional to the number of vehicles, i.e., the observation
dimension is increasing with Nv. The system parameters
are s = Nv/3, Nw = Nv/5 (both rounded to the nearest
integer), No = 20, ∆t = 0.1, α = 10−9, and β = 1. For
Nv = 250 strategy 1 and the uncoded scheme achieve a 90-th
percentile RMSE of about 0.25 and 0.50 meters, respectively,
whereas the 90-th percentile RMSE of strategy 2 is about
1.32 meters. However, when Nv > 250 the estimate error
of strategy 1 and the uncoded scheme increases sharply since
the observation dimension is high enough that an observation
cannot be processed within ∆t = 0.1 seconds. The 90-th
percentile RMSE of strategy 2 instead improves slightly to
about 1.21 meters when Nv = 300 since the dimension of the
observations is reduced via the coding matrices C(o,w).
VI. CONCLUSION
We presented a novel scheme for tracking the state of a
process in a distributed setting. The proposed scheme ex-
tends the idea of coded distributed computing to the tracking
problem by considering a coded version of the Kalman filter,
where observations are encoded and distributed over multiple
workers, each computing partial estimates encoded with an
erasure correcting code, which alleviates the straggler problem
since missing results can be compensated for. We show that
the estimate error of the proposed scheme is significantly
smaller than that of an uncoded scheme and close to that
of an ideal scheme for large enough update interval. Finally,
we observed a trade-off between AoI and estimate error, with
update intervals shorter than some threshold leading to higher
estimate errors.
ACKNOWLEDGMENT
The authors would like to thank Prof. Henk Wymeersch for
fruitful discussions and insightful comments.
REFERENCES
[1] R. E. Kalman, “A new approach to linear filtering and prediction
problems,” Trans. ASME J. Basic Eng., vol. 82, no. 1, pp. 35–45, Mar.
1960.
[2] R. Olfati-Saber, “Distributed Kalman filtering for sensor networks,” in
Proc. IEEE Conf. Decision Control (CDC), New Orleans, LA, 2007.
[3] P. Papadimitratos, A. de La Fortelle, K. Evenssen, R. Brignolo, and
S. Cosenza, “Vehicular communication systems: Enabling technologies,
applications, and future outlook on intelligent transportation,” IEEE
Commun. Mag., vol. 47, no. 11, pp. 84–95, Nov. 2009.
[4] R. D. Yates and S. Kaul, “Real-time status updating: Multiple sources,”
in Proc. IEEE Int. Symp. Inf. Theory (ISIT), Cambridge, MA, 2012.
[5] A. M. Bedewy, Y. Sun, and N. B. Shroff, “Minimizing the age
of information through queues,” Sep. 2017. [Online]. Available:
http://arxiv.org/abs/1709.04956
[6] M. S. Mahmoud and H. M. Khalid, “Distributed Kalman filtering: a
bibliographic review,” IET Control Theory Appl., vol. 7, no. 4, pp. 483–
501, Mar. 2013.
[7] U. A. Khan and J. M. F. Moura, “Distributing the Kalman filter for
large-scale systems,” IEEE Trans. Signal Process., vol. 56, no. 10, pp.
4919–4935, Oct. 2008.
[8] S. Kumar, S. Gollakota, and D. Katabi, “A cloud-assisted design for
autonomous driving,” in Proc. Workshop Mobile Cloud Comput. (MCC),
Helsinki, Finland, 2012.
[9] A. Verma, L. Pedrosa, M. Korupolu, D. Oppenheimer, E. Tune, and
J. Wilkes, “Large-scale cluster management at Google with Borg,” in
Proc. Eur. Conf. Computer Syst. (EuroSys), Bordeaux, France, 2015.
[10] J. Dean and S. Ghemawat, “MapReduce: Simplified data processing on
large clusters,” in Proc. Symp. Oper. Syst. Design Implement. (OSDI),
San Francisco, CA, 2004.
[11] S. Li, M. A. Maddah-Ali, and A. S. Avestimehr, “A unified coding
framework for distributed computing with straggling servers,” in Proc.
Workshop Network Coding Appl. (NetCod), Washington, DC, 2016.
[12] K. Lee, M. Lam, R. Pedarsani, D. Papailiopoulos, and K. Ramchan-
dran, “Speeding up distributed machine learning using codes,” IEEE
Trans. Inf. Theory, vol. 64, no. 3, pp. 1514–1529, Mar. 2018.
[13] A. Severinson, A. Graell i Amat, and E. Rosnes, “Block-diagonal
and LT codes for distributed computing with straggling servers,” IEEE
Trans. Commun., vol. 67, no. 3, pp. 1739–1753, Mar. 2019.
[14] Y. Yang, M. Chaudhari, P. Grover, and S. Kar, “Coded iterative
computing using substitute decoding,” May 2018. [Online]. Available:
http://arxiv.org/abs/1805.06046
[15] D. C.-L. Fong and M. Saunders, “LSMR: An iterative algorithm for
sparse least-squares problems,” SIAM J. Sci. Comput., vol. 33, no. 5,
pp. 2950–2971, Oct. 2011.
[16] G. Soatti, M. Nicoli, N. Garcia, B. Denis, R. Raulefs, and H. Wymeersch,
“Implicit cooperative positioning in vehicular networks,” IEEE Trans. In-
tell. Transp. Syst., vol. 19, no. 12, pp. 3964–3980, Dec. 2018.
