This note deals with the linear Boltzmann equation in the non-compact setting with a confining potential which is close to be quadratic. We prove that in this situation, starting from a smooth initial datum, the Fisher Information (and hence, the relative entropy) with respect to the stationary state converges exponentially fast to zero.
Introduction
Consider the Markov operator
where (x, y) ∈ R 2d , d ∈ N * , λ > 0 is constant, U ∈ C 2 R d , R and Q is either Q 1 or Q 2 , with
f (x, y 1 , . . . , y k−1 , w, y k+1 , . . . , y d ) e for some variance σ > 0. It admits a unique equilibrium which is the probability measure µ with density proportional to exp − 
and denoting by B * the dual of an operator B in L 2 (µ), then the Hamiltonian operator T is antisymmetric (T = −T * ) while the collision operator S is symmetric (S = S * ), and in particular both of them admit µ as an invariant measure.
When Q = Q 1 , the dynamics of a Markov process (X, Y ) with generator L is the following: the particle follows the Hamiltonian flow x ′ = y, y ′ = −∇ x U(x) and, at random times with exponential law of intensity λ, the velocity y is refreshed to a new Gaussian value. The motion is similar when Q = Q 2 , except that each coordinate of the velocity has its own exponential clock, and is refreshed to a new Gaussian value independently from the other components.
The probability distribution m t of particles is a weak solution of
′ is the dual of L with respect to the Lebesgue measure. We want to study the long-time convergence of m t toward µ or, in other word, of the density h t = m t /µ toward 1. Hence, in the following, we are interested in the equation solved by h t , which is
This is the so-called linear Boltzmann or BGK equation, which has been studied in much general forms in a number of paper (see e.g. [7] and references within). The exponential convergence in the L 2 sense, i.e. the existence of constants C, γ > 0 such that
, has been established under different assumptions by several authors ( [8, 5, 7, 1] ). This longtime convergence is said to be hypocoercive ( [12, 5] ), in the sense that C is necessarily greater than 1 or, in other words, h t converges exponential fast to 0 but not at a constant rate.
When one studies a system of N particles with chain or mean-field interactions (so that d = Nd ′ , where d ′ is the dimension of the ambient space), the L 2 -norm is not well-adapted, since it scales badly in N. In these contexts, a more natural way to quantify the distance to equilibrium is the relative entropy h ln hdµ. Up to recently, entropic hypocoercivity results (see e.g. [12, 10, 13] ) had been restricted to diffusion processes (i.e. differential operators). Indeed, since non-local operators such as S = λ (Q − I) do not satisfy the chain rule, it is less easy to handle derivatives of non-quadratic quantities of h and ∇h.
Nevertheless, for the linear Boltzmann equation, this has been achieved by Evans [6] in a recent paper in the case of the periodic torus (namely x ∈ T d , T = R/Z) with no potential (U = 0). The purpose of the present note is to show that the computations of Evans, together with the recent results on generalized Ornstein-Uhlenbeck processes ( [2, 10] ), allows in fact to deal with the case where x ∈ R d and U is close to being quadratic:
In fact, we won't deal with the entropy itself, but with the Fisher Information
Since we supposed δ < ρ, the potential U is strictly convex, so that, by classical arguments (see e.g. [3] ), µ satisfies a log-Sobolev inequality
where the constant C only depends on ρ − δ and σ. On the other hand, for elliptic or hypoelliptic diffusions, such as the kinetic Langevin (or Fokker-Planck) equation, a short-time regularization occurs, so that there exist k ∈ N * and C such that
(see for instance [10, Theorem 9] ). However, this is not the cas for equation (1), and thus we will only consider smooth initial datum with I(h 0 ) < ∞. More precisely, for the sake of simplicity, we will assume that h ∈ A the set of C ∞ functions bounded below by a positive constant, with hdµ = 1 and with all derivatives bounded. Note that the set A is fixed by Equation (1), as proved in [4, Appendix] (here we don't need uniform in time estimates for the bounds of the derivatives). This will ensure that all the forthcoming derivations under the integral sign are licit.
Then, for all t 0,
Remarks
• The result is the same for Q = Q 1 or Q 2 , and C and γ do not depend on σ.
• The rate of convergence is of order λ when λ goes to zero and of order λ −1 when λ goes to infinity, which is similar to the kinetic Langevin case ( [9] ), and expected. Indeed, when λ is small, the typical time for the velocity to be refreshed (and thus, to mix) is λ −1 . On the other hand, when λ is large, in a time of order 1, there are many jumps, and by the law of large number, the effective velocity is close to zero, and the position moves (and thus, mixes) slowly. If time is accelerated by a factor λ, the position then converges to an overdamped Langevin process.
• Theorem 1 is a first step toward the study of a close-to-harmonic chain of oscillators, which is the topic of an upcoming work with Max Fathi and Stefano Olla, and motivated the present note.
• In this particular close-to-quadratic case, Theorem 1 answers [6, Remark p.4].
• Consider the case where Q = Q 2 and U(x) = 1. This corresponds to a mean-field interaction between N = d particles. Then ∇ 2 U (x) ∞ 1, and Theorem 1 yields a speed of convergence to equilibrium wich is independent from the number of particle. Then, the arguments from [11] may be adapted (the parallel coupling with Wiener processes being replaced by a parallel coupling with Poisson processes) to obtain uniform in time propagation of chaos, and long-time convergence for the non-linear PDE obtained at the limit (note that the latter is not the Boltzmann equation, for which the interaction lies at the level of the collisions rather than of the Hamiltonian).
Proof
We start with a general computation. Denoting by A T the transpose of a matrix (and seeing vectors as column matrices, so that the scalar product between two vectors u and v can be denoted by u T v), for a symmetric matrix M, we write
For an operator A, we write (∂ t ) |A the derivative at t = 0 along the semi-group e tA .
Lemma 2. Let P be a Markov operator which fixes A, λ > 0, h ∈ A and M = R T R be a positive symmetric matrix. Then
Proof. The computation is similar to [6, Lemma 3] . Indeed,
where we used the positivity of the density h.
, let E k be the 2d × 2d diagonal matrix with all its coefficient being zero except the (d + k)
th being equal to 1, and
and the Markov operator Q 1 , we get (see also [6, Lemma 2])
Hence, Lemma 2 here reads
for some matrices M i and some α > 0 (by convention, in the following, in a 2d × 2d matrix, a d × d block equal to αI d will only be denoted by α). In that case,
which means that we have obtained the same bound on (∂ t ) |λ(Q i −I) I M (h) for both i = 1, 2.
On the other hand, we recall the following classical result (see e.g. [10, Example 8] ): if b is a smooth vector field with Jacobian matrix J b , such that the measure µ is invariant for the transport generator b∇, then
As a corollary, we get:
Lemma 3. Consider L given in Section 1, and, for b ∈ R and a > b 2 , let
be a positive symmetric 2d × 2d matrix. Then
Proof. Lemma 2 together with (2) reads
The square of |R||R −1 | is the ratio between the two eigenvalues r + and r − of M (we only need to consider the case d = 1 since, denoting (e k ) k∈ 1,2d the cannonical base of R 2d , the orthogonal plans span(e k , e d+k ) for k ∈ 1, d are fixed by M, and the restrictions of M on these plans are all the same). These eigenvalues are
We bound r + TrM and, using that 1
z for z ∈ (0, 1), we bound r − det M/TrM. Hence,
Now we could try to find a, b, γ such that N = γM. This reads
In fact what we really need is N γM (as quadratic forms), which means, with this choice of a and b, that the third equality may only be an inequality:
which is true for γ small enough. More precisely, if γ ∈ [0, λ],
which vanishes for γ = γ * := λρ 2ρ + 1 2 λ 2 , which is indeed less than 1 2 λ. The condition a > b 2 should also be enforced, which reads here
and is also true at γ * since γ * 2ρλ −1 .
We are now ready to prove our main result:
Proof of Theorem 1. Let a = ρ + where C has been defined in Theorem 1.
