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A SYMBOLIC APPROACH TO THE DESIGN OF
NONLINEAR NETWORKED CONTROL SYSTEMS
ALESSANDRO BORRI∗, GIORDANO POLA∗, MARIA D. DI BENEDETTO∗
Abstract. Networked control systems (NCS) are spatially distributed sys-
tems where communication among plants, sensors, actuators and controllers
occurs in a shared communication network. NCS have been studied for the last
ten years and important research results have been obtained. These results
are in the area of stability and stabilizability. However, while important, these
results must be complemented in different areas to be able to design effective
NCS. In this paper we approach the control design of NCS using symbolic
(finite) models. Symbolic models are abstract descriptions of continuous sys-
tems where one symbol corresponds to an ”aggregate” of continuous states.
We consider a fairly general multiple-loop network architecture where plants
communicate with digital controllers through a shared, non-ideal, communi-
cation network characterized by variable sampling and transmission intervals,
variable communication delays, quantization errors, packet losses and limited
bandwidth. We first derive a procedure to obtain symbolic models that are
proven to approximate NCS in the sense of alternating approximate bisimula-
tion. We then use these symbolic models to design symbolic controllers that
realize specifications expressed in terms of automata on infinite strings. An
example is provided where we address the control design of a pair of nonlinear
control systems sharing a common communication network. The closed–loop
NCS obtained is validated through the OMNeT++ network simulation frame-
work.
1. Introduction
In the last decade, the integration of physical processes with networked comput-
ing units led to a new generation of control systems, termed Networked Control
Systems (NCS). NCS are complex, heterogeneous, spatially distributed systems
where physical processes interact with distributed computing units through non–
ideal communication networks. While the process is often described by continuous
dynamics, algorithms implemented on microprocessors in the computing units are
generally modeled by finite state machines or other models of computation. In
addition, communication network properties depend on the features of the commu-
nication channel and of the protocol selected, e.g. sharing rules and wired versus
wireless network. In the last few years NCS have been the object of great inter-
est in the research community and important research results have been obtained
with respect to stability and stabilizability problems, see e.g. [9, 7, 8]. However,
these results must be complemented to meet more general and complex specifica-
tions when controlling a NCS. In this paper, we propose to approach the control
design of NCS by using symbolic (finite) models (see e.g. [2, 18] and the references
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therein), which are typically used to address control problems where software and
hardware interact with the physical world.
This paper presents two connected results. The first is a novel approach to
NCS modeling, where a wide class of non-idealities in the communication network
are considered such as variable sampling/transmission intervals, variable commu-
nication delays, quantization errors, packet dropouts and limited bandwidth. By
using this general approach to modeling a NCS, we can derive symbolic models
that approximate incrementally stable [3] nonlinear NCS in the sense of alternat-
ing approximate bisimulation [16] with arbitrarily good accuracy. This result is
strong since the existence of an alternating approximate bisimulation guarantees
that (i) control strategies synthesized on the symbolic models can be applied to
the original NCS, independently of the particular realization of the non–idealities
in the communication network; (ii) if a solution does not exist for the given con-
trol problem (with desired accuracy) for the symbolic model, no control strategy
exists for the original NCS. The second result is about the design of a NCS where
the control specifications are expressed in terms of automata on infinite strings.
Given a NCS and a specification, we explicitly derive a symbolic controller such
that the controlled system meets the specification in the presence of the considered
non-idealities in the communication network. To illustrate the use of our results,
we apply the methodology to derive a controller for a pair of nonlinear systems
sharing a common communication network. To validate the controller, the closed–
loop NCS is simulated in the OMNeT++ network simulation framework [19]. The
results of this paper follow the approach on construction of symbolic models for
nonlinear control systems reported in [14, 16, 15, 13, 20].
The paper is organized as follows. Section 2 introduces the notation employed in
the sequel. In Section 3 we present the class of networked control systems that we
consider in the paper. Section 4 reports some preliminary definitions of the notions
of systems, approximate bisimulation and approximate parallel composition. Sec-
tion 5 proposes symbolic models that approximate incrementally stable NCS in the
sense of alternating approximately bisimulation. In Section 6 we address the sym-
bolic control design of NCS. A realistic implementation of the symbolic control of a
NCS on OMNeT++ is included in Section 7. Section 8 offers concluding remarks.
2. Notation
The identity map on a set A is denoted by 1A. Given two sets A and B, if A
is a subset of B we denote by 1A : A →֒ B or simply by ı the natural inclusion
map taking any a ∈ A to ı(a) = a ∈ B. Given a set A we denote A2 = A × A
and An+1 = A × An for any n ∈ N. Given a pair of sets A and B and a function
f : A → B we denote by f−1 : B → A the inverse function of f such that
f−1(b) = a if and only if f(a) = b for any a ∈ A. Given a pair of sets A and
B and a relation R ⊆ A × B, the symbol R−1 denotes the inverse relation of R,
i.e. R−1 := {(b, a) ∈ B × A : (a, b) ∈ R}. The symbols N, N0, Z, R, R
+ and
R
+
0 denote the set of natural, nonnegative integer, integer, real, positive real, and
nonnegative real numbers, respectively. Given an interval [a, b] ⊆ R with a ≤ b
we denote by [a; b] the set [a, b] ∩ N. We denote by ⌊x⌋ := max{n ∈ Z|n ≤ x}
the floor and by ⌈x⌉ := min{n ∈ Z|n ≥ x} the ceiling of a real number x. Given
a vector x ∈ Rn we denote by ‖x‖ the infinity norm and by ‖x‖2 the Euclidean
norm of x. A continuous function γ : R+0 → R
+
0 is said to belong to class K if it
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Figure 1. Networked control system.
is strictly increasing and γ(0) = 0; a function γ is said to belong to class K∞ if
γ ∈ K and γ(r)→∞ as r →∞. A continuous function β : R+0 × R
+
0 → R
+
0 is said
to belong to class KL if for each fixed s the map β(r, s) belongs to class K∞ with
respect to r and for each fixed r the map β(r, s) is decreasing with respect to s
and β(r, s) → 0 as s→∞. Given µ ∈ R+ and A ⊆ Rn, we set [A]µ = µZ
n ∩ A; if
B =
⋃
i∈[1;N ]A
i then [B]µ =
⋃
i∈[1;N ]([A]µ)
i. Consider a bounded set A ⊆ Rn with
interior. Let H = [a1, b1] × [a2, b2] × · · · × [an, bn] be the smallest hyperrectangle
containing A and set µˆA = mini=1,2,...,n(bi − ai). It is readily seen that for any
µ ≤ µˆA and any a ∈ A there always exists b ∈ [A]µ such that ‖a− b‖ ≤ µ. Given
a ∈ A ⊆ Rn and a precision µ ∈ R+, the symbol [a]µ denotes a vector in µZ
n
such that ‖a− [a]µ‖ ≤ µ/2. Any vector [a]µ with a ∈ A can be encoded by a finite
binary word of length ⌈log2 |[A]µ|⌉.
3. Networked Control Systems
The class of Network Control Systems (NCS) that we consider in this paper
has been inspired by the models reviewed in [7] and is depicted in Figure 1. The
sub–systems composing the NCS are described hereafter.
Plant. The plant P of the NCS is a nonlinear control system in the form of:
(1)


x˙(t) = f(x(t), u(t)),
x ∈ X ⊆ Rn,
x(0) ∈ X0 ⊆ X,
u(·) ∈ U ,
where x(t) and u(t) are the state and the control input at time t ∈ R+0 , X is the
state space, X0 is the set of initial states and U is the set of control inputs that
are supposed to be piecewise–constant functions of time from intervals of the form
]a, b[⊆ R to U ⊆ Rm. The set U is assumed to be compact, convex with the origin
as an interior point. The function f : X × U → X is such that f(0, 0) = 0 and
assumed to be Lipschitz on compact sets. In the sequel we denote by x(t, x0, u)
the state reached by (1) at time t under the control input u from the initial state
x0; this point is uniquely determined, since the assumptions on f ensure existence
and uniqueness of trajectories. We assume that the control system P is forward
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complete, namely that every trajectory is defined on an interval of the form ]a,∞[.
Sufficient and necessary conditions for a control system to be forward complete can
be found in [4].
Holder and Sensor. A Zero-order-Holder (ZoH) and a (ideal) sensor are placed
before and after the plant P , respectively. We assume that:
(A.1) The ZoH and the sensor are synchronized and update their output values
at times that are integer multiples of the same interval τ ∈ R+, i.e.
u(sτ + t) = u(sτ), y(sτ + t) = y(sτ) = x(sτ),
for t ∈ [0, τ [ and s ∈ N0, where s is the index of the sampling interval
(starting from 0).
Symbolic controller. A symbolic controller is a function:
C : [X ]µx → [U ]µu ,
with µx, µu ∈ R
+. In the sequel we suppose that µx ≤ µˆX and µu ≤ µˆU so that
the domain and co–domain of C are non–empty. If X is bounded, the quantization
on X implies that the amount of information associated with any function C so
defined is finite. We assume that:
(A.2) There is a time-varying computation time
∆ctrlk ∈ [∆
ctrl
min,∆
ctrl
max], k ∈ N,
for the symbolic controller to return its output value.
Limited bandwidth. Let Bmax ∈ R
+ be the maximum capacity of the digital
communication channel (expressed in bits per second (bps)). Such a constraint im-
poses a minimum positive ‘time-to-send’, in order to send finite-length information
through the communication channel. This requires, in turn, state and input to be
quantized before being sent through the network. The minimum sending intervals
in the two branches of the network on the feedback loop are given by:
∆scsend =
⌈log
2
|[X]µx |⌉
Bmax
, ∆casend =
⌈log
2
|[U ]µu |⌉
Bmax
,
where ’sc’ refers to the sensor-to-controller branch and ’ca’ to the controller-to-
actuator branch of the network.
Time-varying unknown bounded delays. The actual time occurring for the data
to cross the network is larger than the minimum sending time given by the band-
width requirements. We define the sequence {∆¯delayk }k∈N0 that takes into account
time-varying network delays including e.g. congestion, other accesses to the com-
munication channel and any kind of scheduling protocol. The delays induced by
the two branches of the network on the feedback loop are:
∆2k = ∆scsend + ∆¯
delay
2k , ∆2k+1 = ∆
ca
send + ∆¯
delay
2k+1.
Furthermore we consider a sequence {∆reqk }k∈N0 of network waiting times that
model the delay between the network request and the network access. In the pro-
posed NCS, any scheduling protocol can be considered, provided that it satisfies:
(A.3) The sequence of network communication delays is bounded, i.e.
∆¯delayk ∈ [∆
delay
min , ∆¯
delay
max ],
for all k ∈ N0.
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(A.4) The sequence of network waiting times is bounded, i.e.
∆reqk ∈ [0,∆
req
max],
for all k ∈ N0.
Packet dropout. Assume that one or more messages can be lost during the
transmission through the network. Because of the bounded delays introduced by
the network (see Assumptions (A.2), (A.3), (A.4)), if a node does not receive new
information within a time less than
∆scsend +∆
ctrl
max +∆
ca
send + 2∆
req
max + 2∆¯
delay
max ,
a message is lost. By following the emulation approach, see e.g. [7], in dealing with
dropout we assume that:
(A.5) The maximum number of subsequent dropouts over the network is bounded.
The previous assumption allows us to manage packet loss by considering an in-
creased equivalent delay ∆delaymax introduced by the network, instead of the original
∆¯delaymax .
We now describe recursively the evolution of the NCS, starting from the initial
time t = 0. Consider the k–th iteration in the feedback loop. The sensor requests
access to the network and after a waiting time ∆req2k , it sends at time t2k the latest
available sample yk = [y(t2k)]µx where µx is the precision of the quantizer that
follows the sensor in the NCS scheme (see Figure 1).
The sensor-to-controller (sc) link of the network introduces a delay ∆2k, after
which the sample reaches the controller that computes in ∆ctrlk time units the value
uk+1 = C(yk). The controller requests access to the network and sends the control
sample uk+1 at time t2k+1 (after a bounded waiting time ∆
req
2k+1).
The controller-to-actuator (ca) link of the network introduces a delay ∆2k+1, after
which the sample reaches the ZoH. At time t = Ak+1τ the ZoH is refreshed to the
control value uk+1 where Ak+1 := ⌈(t2k+1+∆
ca
k )/τ⌉. The next iteration starts and
the sensor requests access to the network again.
Consider now the sequence of control values {uk}k∈N0 . Each value is held up for
Nk := Ak+1 −Ak sampling intervals. Due to the bounded delays, one gets:
Nk ∈ [Nmin;Nmax],
with:
Nmin = ⌈∆min/τ⌉ ,(2)
Nmax = ⌈∆max/τ⌉ ,(3)
where we set:
∆min := ∆
sc
send +∆
ctrl
min +∆
ca
send + 2∆
delay
min ,(4)
∆max := ∆
sc
send +∆
ctrl
max +∆
ca
send + 2∆
req
max + 2∆
delay
max .(5)
For later purposes we collect the computation and communication parameters ap-
pearing in the previous description in the following vector:
(6) CNCS = (τ, µx, µu, Bmax,∆min,∆max).
In the sequel we refer to the described NCS by Σ. The collection of trajectories of
the plant P in the NCS Σ is denoted by Traj(Σ). Moreover we refer to a trajectory
of Σ with initial state x0 and control input u by x(., x0, u).
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4. Systems, approximate equivalence and composition
We will use the notion of systems as a unified mathematical framework to de-
scribe networked control systems as well as their symbolic models.
Definition 4.1. [18] A system S is a sextuple:
(7) S = (X,X0, U, ✲ , Y,H),
consisting of:
• a set of states X;
• a set of initial states X0 ⊆ X;
• a set of inputs U ;
• a transition relation ✲ ⊆ X × U ×X;
• a set of outputs Y ;
• an output function H : X → Y .
A transition (x, u, x′) ∈ ✲ is denoted by x
u
✲ x′. For such a transition, state
x′ is called a u-successor, or simply a successor, of state x. The set of u-successors
of a state x is denoted by Postu(x).
A state run of S is a (possibly infinite) sequence of transitions:
(8) x0
u1
✲ x1
u2
✲ ...
with x0 ∈ X0. An output run is a (possibly infinite) sequence {yi}i∈N0 such that
there exists a state run of the form (8) with yi = H(xi), i ∈ N0. System S is said
to be:
• countable, if X and U are countable sets;
• symbolic, if X and U are finite sets;
• metric, if the output set Y is equipped with a metric d : Y × Y → R+0 ;
• deterministic, if for any x ∈ X and u ∈ U there exists at most one state
x′ ∈ X such that x
u
✲ x′;
• non–blocking, if for any x ∈ X there exists at least one state x′ ∈ X such
that x
u
✲ x′ for some u ∈ U .
Definition 4.2. Given two systems Si = (Xi, X0,i, Ui,
i
✲ , Yi, Hi) (i = 1, 2),
S1 is a sub–system of S2, denoted S1 ⊑ S2, if X1 ⊆ X2, X0,1 ⊆ X0,2, U1 ⊆ U2,
1
✲ ⊆
2
✲ , Y1 ⊆ Y2, H1(x) = H2(x) for any x ∈ X1.
In the sequel we consider bisimulation relations [11, 12] to relate properties of
networked control systems and symbolic models. Intuitively, a bisimulation relation
between a pair of systems S1 and S2 is a relation between the corresponding state
sets explaining how a state run r1 of S1 can be transformed into a state run r2
of S2 and vice versa. While typical bisimulation relations require that r1 and r2
share the same output run, the notion of approximate bisimulation, introduced in
[6], relaxes this condition by requiring the outputs of r1 and r2 to simply be close,
where closeness is measured with respect to the metric on the output set.
Definition 4.3. [6] Let Si = (Xi, X0,i, Ui,
i
✲ , Yi, Hi) (i = 1, 2) be metric sys-
tems with the same output sets Y1 = Y2 and metric d and consider a precision
ε ∈ R+0 . A relation R ⊆ X1 ×X2 is an ε–approximate simulation relation from S1
to S2 if the following conditions are satisfied:
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(i) for every x1 ∈ X0,1 there exists x2 ∈ X0,2 such that (x1, x2) ∈ R;
(ii) for every (x1, x2) ∈ R we have d(H1(x1), H2(x2)) ≤ ε;
(iii) for every (x1, x2) ∈ R the existence of x1
u1
1
✲ x′1 in S1 implies the exis-
tence of x2
u2
2
✲ x′2 in S2 satisfying (x
′
1, x
′
2) ∈ R.
System S1 is ε–simulated by S2 or S2 ε–simulates S1, denoted S1 ε S2, if there
exists an ε–approximate simulation relation from S1 to S2. The relation R is an
ε–approximate bisimulation relation between S1 and S2 if R is an ε–approximate
simulation relation from S1 to S2 and R
−1 is an ε–approximate simulation relation
from S2 to S1. Furthermore, systems S1 and S2 are ε–bisimilar, denoted S1 ∼=ε S2,
if there exists an ε–approximate bisimulation relation R between S1 and S2. When
ε = 0 systems S1 and S2 are said to be exactly bisimilar.
In this work we also consider a generalization of approximate bisimulation, called
alternating approximate bisimulation, that has been introduced in [16] to relate
properties of control systems affected by non-determinism and their symbolic mod-
els.
Definition 4.4. [16, 18] Let Si = (Xi, X0,i, Ui,
i
✲ , Yi, Hi) (i = 1, 2) be metric
systems with the same output sets Y1 = Y2 and metric d and consider a precision
ε ∈ R+0 . A relation R ⊆ X1×X2 is an alternating ε–approximate (AεA) simulation
relation from S1 to S2 if the following conditions are satisfied:
(i) for every x1 ∈ X0,1 there exists x2 ∈ X0,2 such that (x1, x2) ∈ R;
(ii) for every (x1, x2) ∈ R we have d(H1(x1), H2(x2)) ≤ ε;
(iii) for every (x1, x2) ∈ R and for every u1 ∈ U1 there exists u2 ∈ U2 such that
for every x′2 ∈ Postu2(x2) there exists x
′
1 ∈ Postu1(x1) satisfying (x
′
1, x
′
2) ∈
R.
System S1 is alternating ε–simulated by S2 or S2 alternating ε–simulates S1, de-
noted S1 
alt
ε S2, if there exists an AεA simulation relation from S1 to S2. Relation
R is an AεA bisimulation relation between S1 and S2 if R is an AεA simulation
relation from S1 to S2 and R
−1 is an AεA simulation relation from S2 to S1. Fur-
thermore, systems S1 and S2 are AεA–bisimilar, denoted S1 ∼=
alt
ε S2, if there exists
an AεA bisimulation relation R between S1 and S2.
When ε = 0, the above notion can be viewed as the two-player version of the
notion of alternating bisimulation [1]. We conclude this section by introducing the
notion of approximate parallel composition proposed in [17] that is employed in the
sequel to capture (feedback) interaction between systems and symbolic controllers.
Definition 4.5. [17] Consider a pair of metric systems Si = (Xi, X0,i, Ui,
i
✲ , Yi, Hi)
(i = 1, 2) with the same output sets Y1 = Y2 and metric d, and a parameter θ ∈ R
+
0 .
The θ–approximate parallel composition of S1 and S2 is the system
S1‖θS2 = (X,X0, U, ✲ , Y,H),
where:
• X = {(x1, x2) ∈ X1 ×X2 | d(H1(x1), H2(x2)) ≤ θ};
• X0 = X ∩ (X0,1 ×X0,2);
• U = U1 × U2;
• (x1, x2)
(u1,u2)
✲ (x′1, x
′
2) if x1
u1
1
✲ x′1 and x2
u2
2
✲ x′2;
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• Y = Y1;
• H(x1, x2) = H1(x1) for any (x1, x2) ∈ X.
The interested reader is referred to [17, 18] for a detailed description of the notion
of approximate parallel composition and of its properties.
5. Symbolic models for NCS
In this section we propose symbolic models that approximate NCS in the sense
of alternating approximate bisimulation. For notational simplicity we denote by u
any constant control input u˜ ∈ U s.t. u˜(t) = u for all times t ∈ R+. Set
Xe =
⋃
N∈[Nmin;Nmax]
XN .
Given the NCS Σ and the vector CNCS of parameters in (6), consider the following
system:
S(Σ) := (Xτ , X0,τ , Uτ ,
τ
✲ , Yτ , Hτ ),
where:
• Xτ is the subset of X0 ∪ Xe such that for any x = (x1, x2, ..., xN ) ∈ Xτ ,
with N ∈ [Nmin;Nmax], the following conditions hold:
xi+1 = x(τ, xi, u
−), i ∈ [1;N − 2];(9)
xN = x(τ, xN−1, u
+);(10)
for some constant functions u−, u+ ∈ [U ]µu .
• X0,τ = X0;
• Uτ = [U ]µu ;
• x1
u
τ
✲ x2, where:
{
x1i+1 = x(τ, x
1
i , u
−
1 ), i ∈ [1;N1 − 2];
x1N1 = x(τ, x
1
N1−1
, u+1 );
{
x2i+1 = x(τ, x
2
i , u
−
2 ), i ∈ [1;N2 − 2];
x2N2 = x(τ, x
2
N2−1
, u+2 );


u−2 = u
+
1 ;
u+2 = u;
x21 = x(τ, x
1
N1
, u−2 );
for some N1, N2 ∈ [Nmin;Nmax];
• Yτ = Xτ ;
• Hτ = 1Xτ .
Note that S(Σ) is non-deterministic because, depending on the values of N2,
more than one u–successor of x1 may exist. The construction of the set of states
of S(Σ) is based on an extended-state-space approach, and has been inspired by
known approaches in the analysis of discrete–time time–varying delay systems, see
e.g. [10]. Since the state vectors of S(Σ) are built from trajectories of Σ sampled
every τ time units, S(Σ) collects all the information of the NCS Σ available at the
sensor (see Figure 1) as formally stated in the following result.
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Theorem 5.1. Given the NCS Σ and the system S(Σ) the following properties
hold:
• for any trajectory x(., x0, u) ∈ Traj(Σ) of Σ, there exists a state run
(11) x0
u1
✲ x1
u2
✲ ... ,
of S(Σ) with xi = (xi1, x
i
2, ..., x
i
Ni
) such that x0 = x0 and the sequence of
states
(12)
x0 , x11, ..., x
1
N0+1︸ ︷︷ ︸
x1
, x21, ..., x
2
N1︸ ︷︷ ︸
x2
, ...
obtained by concatenating each component of the vectors xi, coincides
with the sequence of sensor measurements
y(0), y(τ), ..., y((N0 + 1)τ), y((N0 + 2)τ), ...,
y((N0 +N1 + 1)τ), ...(13)
in the NCS Σ;
• for any state run (11) of S(Σ), there exists a trajectory x(., x0, u) ∈ Traj(Σ)
of Σ such that the sequence of states in (12) coincides with the sequence
(13) of sensor measurements in the NCS Σ.
The proof of the above result is a direct consequence of the definition of S(Σ)
and is therefore omitted. System S(Σ) can be regarded as a metric system with
the metric dYτ on Yτ naturally induced by the metric dX(x1, x2) = ‖x1 − x2‖ on
X , as follows. Given any xi = (xi1, x
i
2, ..., x
i
Ni
), i = 1, 2, we set:
(14) dYτ (x
1, x2) :=
{
maxi∈[1;N ] ‖x
1
i − x
2
i ‖, if N1 = N2 = N.
+∞, otherwise.
Although system S(Σ) contains all the information of the NCS Σ available at
the sensor, it is not a finite model. We now propose a system which approximates
S(Σ) and is symbolic. Define the following system:
(15) S∗(Σ) := (X∗, U∗,
∗
✲ , Y∗, H∗),
where:
• X∗ is the subset of [X0∪Xe]µx such that for any x
∗ = (x∗1, x
∗
2, ..., x
∗
N ) ∈ X∗,
with N ∈ [Nmin;Nmax], the following condition holds:
x∗i+1 = [x(τ, x
∗
i , u
−
∗ )]µx , i ∈ [1;N − 2];(16)
x∗N = [x(τ, x
∗
N−1, u
+
∗ )]µx ;(17)
for some constant functions u−∗ , u
+
∗ ∈ [U ]µu .
• X0,∗ = [X0]µx ;
• U∗ = [U ]µu ;
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• x1
u∗
∗
✲ x2, where:{
x1i+1 = [x(τ, x
1
i , u
−
1 )]µx , i ∈ [1;N1 − 2];
x1N1 = [x(τ, x
1
N1−1
, u+1 )]µx ;
{
x2i+1 = [x(τ, x
2
i , u
−
2 )]µx , i ∈ [1;N2 − 2];
x2N2 = [x(τ, x
2
N2−1
, u+2 )]µx ;


u−2 = u
+
1 ;
u+2 = u∗;
x21 = [x(τ, x
1
N1
, u−2 )]µx ;
for some N1, N2 ∈ [Nmin;Nmax];
• Y∗ = Xτ ;
• H∗ = ı : X
∗ →֒ Y∗.
System S∗(Σ) is metric when we regard the set of outputs Y∗ as being equipped
with the metric in (14).
Remark 5.2. System S∗(Σ) is countable and becomes symbolic when the set of
states X is bounded. This model can be constructed in a finite number of steps, as
inferable from its definition. Space complexity in storing data of S∗(Σ) is generally
rather large, because of the large size of the set of states Xe. This choice in the
definition of Xe makes it easier to compare the NCS and S∗(Σ) in terms of al-
ternating approximate bisimulation as we will see in the forthcoming developments
(see Theorem 5.8). However, for computational purposes it is possible to give a
more concise representation of Xe as follows: any state (x1, x2, . . . , xN ) in Xe can
be equivalently represented by the tuple (x1, u
−, u+, N) where u− and u+ are the
control inputs in Eqns. (9)–(10).
Remark 5.3. While the semantics of the NCS Σ is described in closed–loop, the
symbolic models in (15) approximate the NCS in open–loop. Indeed, the symbolic
models proposed approximate the plant P and the communication network, i.e. all
entities in the NCS feedback loop except for the symbolic controller C (see Figure
1). This choice allows us to view the closed–loop NCS as the parallel composition [5]
of two symbolic systems and therefore to adapt standard results in computer science
for the control design of NCS, as shown in Section 6.
A key ingredient of our results is the notion of incremental global asymptotic
stability that we report hereafter.
Definition 5.4. [3] Control system (1) is incrementally globally asymptotically
stable (δ–GAS) if it is forward complete and there exist a KL function β and a K∞
function γ such that for any t ∈ R+0 , any x1, x2 ∈ X and any u ∈ U , the following
condition is satisfied:
‖x(t, x1, u)− x(t, x2, u)‖ ≤ β(‖x1 − x2‖, t).
The above incremental stability notion can be characterized in terms of dissipa-
tion inequalities, as follows.
Definition 5.5. [3] A smooth function V : X×X → R is called a δ–GAS Lyapunov
function for the control system (1) if there exist λ ∈ R+ and K∞ functions α and
α such that, for any x1, x2 ∈ X and any u ∈ U , the following conditions hold true:
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(i) α(‖x1 − x2‖) ≤ V (x1, x2) ≤ α(‖x1 − x2‖),
(ii) ∂V
∂x1
f(x1, u) +
∂V
∂x2
f(x2, u) ≤ −λV (x1, x2).
The following result adapted from [3] completely characterizes δ–GAS in terms
of existence of δ–GAS Lyapunov functions.
Theorem 5.6. Control system (1) is δ–GAS if and only if it admits a δ–GAS
Lyapunov function.
Remark 5.7. In this paper we assume that the nonlinear control system P is δ–
GAS. Backstepping techniques for the incremental stabilization of nonlinear control
systems have been recently proposed in [21].
We now have all the ingredients to present the main result of this section.
Theorem 5.8. Consider the NCS Σ and suppose that the control system P enjoys
the following properties:
(H1) There exists a δ–GAS Lyapunov function satisfying the inequality (ii) in
Definition 5.5 for some λ ∈ R+;
(H2) There exists a K∞ function γ such that
1:
V (x, x′)− V (x, x′′) ≤ γ(‖x′ − x′′‖),
for every x, x′, x′′ ∈ X.
For any desired precision ε ∈ R+, sampling time τ ∈ R+ and state quantization
µx ∈ R
+ satisfying the following inequality:
(18) µx ≤ min
{
γ−1
((
1− e−λτ
)
α(ε)
)
, α−1(α(ε)), µˆX
}
,
systems S(Σ) and S∗(Σ) are AεA–bisimilar.
Proof. Consider the relation R ⊆ Xτ ×X∗ defined by (x, x
∗) ∈ R if and only if:
• x = (x1, x2, ..., xN ), x
∗ = (x∗1, x
∗
2, ..., x
∗
N ), for some N ∈ [Nmin;Nmax];
• V (xi, x
∗
i ) ≤ α(ε) for i ∈ [1;N ];
• Eqns. (9), (10), (16), (17) hold for some u− = u−∗ and u
+ = u+∗ .
In the following we prove that S(Σ) altε S∗(Σ), according to Definition 4.4. We
first prove condition (i) of Definition 4.4. For any x ∈ X0,τ , choose x
∗ ∈ X0,∗ such
that x∗ = [x]µx , which implies that ‖x
∗ − x‖ ≤ µx. Hence, from condition (i) in
Definition 5.5 and the inequality in (18) one gets:
(19) V (x, x∗) ≤ α(µx) ≤ α(α
−1(α(ε))) = α(ε),
which concludes the proof of condition (i). We now consider condition (ii) of Defi-
nition 4.4. For any (x, x∗) ∈ R, from the definition of the metric given in (14), the
definition of R and condition (i) in Definition 5.5, one can write:
dYτ (x, x
∗) = max
i
‖xi − x
∗
i ‖ ≤ max
i
α−1(V (xi, x
∗
i ))
≤ α−1(α(ε)) = ε.
Next we show that condition (iii) in Definition 4.4 holds. Consider any (x, x∗) ∈ R,
with x = (x1, x2, ..., xN ), x
∗ = (x∗1, x
∗
2, ..., x
∗
N ), for some N ∈ [Nmin;Nmax], and
any u ∈ Uτ ; then pick u∗ = u ∈ U∗. Now consider any x¯
∗ = (x¯∗1, x¯
∗
2, ..., x¯
∗
N¯
) ∈
1Note that since V is smooth, if the state space X is bounded, which is the case in many
concrete applications, one can always choose γ(‖w − z‖) =
(
supx,y∈X ‖
∂V
∂y
(x, y)‖
)
‖w − z‖.
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Postu∗(x
∗) ⊆ X∗ with x¯
∗
N¯
= [x(τ, x¯∗
N¯−1
, u∗)]µx , for some N¯ ∈ [Nmin;Nmax]. Pick
x¯ = (x¯1, x¯2, ..., x¯N¯ ) ∈ Postu(x) ⊆ Xτ with x¯N¯ = x(τ, x¯N¯−1, u) and define the state
x˜∗1 := x(τ, x
∗
N , u
+
∗ ). By Assumption (H1), condition (ii) in Definition 5.5 writes:
(20)
∂V
∂xN
f(xN , u
+) +
∂V
∂x∗N
f(x∗N , u
+
∗ ) ≤ −λV (xN , x
∗
N ).
By considering Assumption (H2), the definitions of R, S(Σ) and S∗(Σ), and by
integrating the previous inequality, the following holds:
(21)
V (x¯1, x¯
∗
1) ≤ V (x¯1, x˜
∗
1) + γ(‖x˜
∗
1 − x¯
∗
1‖)
≤ e−λτV (xN , x
∗
N ) + γ(‖x˜
∗
1 − x¯
∗
1‖)
≤ e−λτα(ε) + γ(µx) ≤ α(ε),
where condition (18) has been used in the last step. By similar computations, it is
possible to prove by induction that V (x¯i, x¯
∗
i ) ≤ α(ε) implies V (x¯i+1, x¯
∗
i+1) ≤ α(ε),
for any i ∈ [1; N¯ − 2]. The last step i = N¯ − 1 requires the use of the input u = u∗
instead of u+ = u+∗ . By Assumption (H1) and defining x˜
∗
N¯
:= x(τ, x¯∗
N¯−1
, u∗),
condition (ii) in Definition 5.5 writes:
(22)
∂V
∂x¯N¯
f(x¯N¯ , u) +
∂V
∂x¯∗
N¯
f(x¯∗
N¯
, u∗) ≤ −λV (x¯N¯ , x¯
∗
N¯
).
By considering Assumption (H2), the definitions of R, S(Σ) and S∗(Σ), and by
integrating the previous inequality, the following holds:
(23)
V (x¯N¯ , x¯
∗
N¯
) ≤ V (x¯N¯ , x˜
∗
N¯
) + γ(‖x˜∗
N¯
− x¯∗
N¯
‖)
≤ e−λτV (x¯N¯−1, x¯
∗
N¯−1
) + γ(‖x˜∗
N¯
− x¯∗
N¯
‖)
≤ e−λτα(ε) + γ(µx) ≤ α(ε).
Hence the inequality V (x¯i, x¯
∗
i ) ≤ α(ε) has been proven for any i ∈ [1; N¯ ], implying
(x¯, x¯∗) ∈ R, which concludes the proof of condition (iii) of Definition 4.4.
We now consider the relation R−1 and we complete the prove by showing that
S∗(Σ) 
alt
ε S(Σ), according to Definition 4.4; we first prove condition (i) of Def-
inition 4.4. For any x∗ ∈ X0,∗, choose x = x
∗ ∈ X0,τ , which implies that
‖x∗ − x‖ = 0 ≤ µx. Hence the inequality in (19) holds, which concludes the
proof of condition (i). The proof of condition (ii) of Definition 4.4 for the rela-
tion R−1 is the same as the one for the relation R and is not reported. Next
we show that condition (iii) in Definition 4.4 holds. Consider any (x∗, x) ∈ R−1,
with x∗ = (x∗1, x
∗
2, ..., x
∗
N ), x = (x1, x2, ..., xN ), for some N ∈ [Nmin;Nmax], and
any u∗ ∈ U∗; then pick u = u∗ ∈ Uτ . Now consider any x¯ = (x¯1, x¯2, ..., x¯N¯ ) ∈
Postu(x) ⊆ Xτ with x¯N¯ = x(τ, x¯N¯−1, u), for some N¯ ∈ [Nmin;Nmax]. Pick
x¯∗ = (x¯∗1, x¯
∗
2, ..., x¯
∗
N¯
) ∈ Postu∗(x
∗) ⊆ X∗ with x¯
∗
N¯
= [x(τ, x¯∗
N¯−1
, u∗)]µx and de-
fine the state x˜∗1 := x(τ, x
∗
N , u
+
∗ ). After that, it is possible to rewrite exactly the
same steps as in the proof of condition (iii) for R, in particular Eqns. (20)–(23),
implying that V (x¯i, x¯
∗
i ) ≤ α(ε) for any i ∈ [1; N¯ ]; as a consequence (x¯, x¯
∗) ∈ R,
hence one gets (x¯∗, x¯) ∈ R−1, concluding the proof. 
Remark 5.9. The symbolic models proposed in this section follow the work in
[14, 16, 15, 13, 20]. In particular, the results of [15] deal with symbolic models for
nonlinear time–delay systems. We note that such results are not of help in the
construction of symbolic models for NCS because they do not consider time–varying
delays in the control input signals, which is one of the key features in NCS.
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6. Symbolic control design
We consider a control design problem where the NCS Σ has to satisfy a given
specification robustly with respect to the non–idealities of the communication net-
work.
The class of specifications that we consider is expressed by the (non–deterministic)
transition system [5]:
(24) Q = (Xq, X
0
q , q
✲ ),
where Xq is a finite subset of R
n, X0q ⊆ Xq is the set of initial states and q
✲ ⊆
Xq × Xq is the transition relation. We suppose that Q is accessible, i.e. for any
state x ∈ Xq there exists a finite path from an initial condition x0 ∈ X
0
q to x, i.e.
x0
q
✲ x1
q
✲ x2
q
✲ ...
q
✲ x.
Moreover we suppose that Q is non–blocking, i.e. for any x ∈ Xq there exists
x′ ∈ Xq such that x
q
✲ x′. For the subsequent developments we now reformulate
the specification Q in the form of a system as in (7), as follows:
(25) Qe = (Xeq , X
e,0
q , Uq, e,q
✲ , Y eq , H
e
q ),
defined as follows:
• Xeq is the subset of X
0
q ∪
(⋃
N∈[Nmin;Nmax]
XNq
)
such that for any x =
(x1, x2, ..., xN ) ∈ X
e
q , with N ∈ [Nmin;Nmax], for any i ∈ [1;N − 1], the
transition xi
q
✲ xi+1 is in Q;
• Xe,0q = X
0
q ;
• Uq = {u¯q}, where u¯q is a dummy symbol;
• x1
u¯q
e,q
✲ x2, where:
{
x1 = (x11, x
1
2, ..., x
1
N1
), N1 ∈ [Nmin;Nmax];
x2 = (x21, x
2
2, ..., x
2
N1
), N2 ∈ [Nmin;Nmax],
and the transition x1N1 q
✲ x21 is in Q;
• Y eq = X
e
q ;
• Heq = 1Xeq ,
where Nmin and Nmax are as in (2) and (3). In order to cope with non-
determinism in the communication network, symbolic controllers need to be robust
in the sense of the following definition.
Definition 6.1. Given a system
S = (XS , XS,0, US,
S
✲ , YS , HS),
a symbolic controller
C = (XC , XC,0, UC ,
C
✲ , YC , HC),
is said to be robust with respect to S with composition parameter θ ∈ R+ if for
any us ∈ US and for each pair of transitions xs
us
S
✲ x′s and xs
us
S
✲ x′′s in S, with
x′s 6= x
′′
s , the existence of a transition (xs, xc)
(us,uc)
✲ (x′s, x
′
c) in S‖θC, for some
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xc, x
′
c ∈ XC , implies the existence of a transition (xs, xc)
(us,uc)
✲ (x′′s , x
′′
c ) in S‖θC
for some x′′c ∈ XC.
We are now ready to state the control problem that we address in this section.
Problem 6.2. Consider the NCS Σ, the specification Qe in (25) and a desired
precision ε ∈ R+. Find a parameter θ ∈ R+ and a symbolic controller C such that:
(1) C is robust with respect to S(Σ) with composition parameter θ;
(2) S(Σ)‖θC ε Q
e;
(3) S(Σ)‖θC is non–blocking.
Condition (1) of Problem 6.2 is posed to cope with the non-determinism of
S(Σ). The approximate similarity inclusion in (2) requires the state trajectories
of the NCS to be close to the ones of specification Qe up to the accuracy ε. The
non-blocking condition (3) prevents deadlocks in the interaction between the plant
and the controller.
In the following definition, we provide the controller C∗ that will be shown to
solve Problem 6.2.
Definition 6.3. The symbolic controller C∗ is the maximal sub–system2 C of
S∗(Σ)‖µxQ
e that satisfies the following properties:
• C is non–blocking;
• for any u∗ ∈ U∗ and for each pair of transitions x
u∗
∗
✲ x′ and x
u∗
∗
✲ x′′
in S∗(Σ), with x
′ 6= x′′, the existence of a transition (x, xq)
(u∗,u¯q)
✲ (x′, x′q)
in C, for some xq, x
′
q, implies the existence of a transition (x, xq)
(u∗,u¯q)
✲
(x′′, x′′q ) in C, for some x
′′
q .
The following technical result will be useful in the sequel.
Lemma 6.4. Let Si = (Xi, X0,i, Ui,
i
✲ , Yi, Hi) (i = 1, 2, 3) be metric systems
with the same output sets Y1 = Y2 = Y3 and metric d. Then the following statements
hold:
(i) [6] for any ε1 ≤ ε2, S1 ε1 S2 implies S1 ε2 S2;
(ii) [6] if S1 ε12 S2 and S2 ε23 S3 then S1 ε12+ε23 S3;
(iii) [13] for any θ ∈ R+0 , S1‖θS2 θ S2.
We are now ready to show that the controller C∗ solves Problem 6.2.
Theorem 6.5. Consider the NCS Σ and the specification Qe. Suppose that the
control system P in Σ enjoys Assumptions (H1) and (H2) in Theorem 5.8. Then
for any desired precision ε ∈ R+ and for any θ, µx ∈ R
+ such that:
µx + θ ≤ ε,(26)
µx ≤ min
{
γ−1
((
1− e−λτ
)
α(θ)
)
, α−1(α(θ)), µˆX
}
,(27)
the symbolic controller C∗ solves Problem 6.2.
Proof. First we prove condition (1) of Problem 6.2. Consider any u ∈ Uτ , any
state x ∈ Xτ , and any pair of transitions x
u
τ
✲ x′ and x
u
τ
✲ x′′ in S(Σ),
2Here maximality is defined with respect to the preorder induced by the notion of sub–system.
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with x′ 6= x′′. Consider any transition (x, xc)
(u,uc)
✲ (x′, x′c) in S(Σ)‖θC
∗, where
xc = (x∗, xq), x
′
c = (x
′
∗, x
′
q), uc = (u∗, u¯q), since C
∗ ⊑ S∗(Σ)‖µxQ
e. Note that the
transition xc
uc
✲ x′c (equivalently (x∗, xq)
(u∗,u¯q)
✲ (x′∗, x
′
q)) is in C
∗ by Definition
4.5. By definition of S(Σ) and S∗(Σ) and in view of condition (27) and Assump-
tions (H1)-(H2) in Theorem 5.8, ensuring that S(Σ) ∼=altθ S∗(Σ), the existence of a
transition x
u
τ
✲ x′′ in S(Σ) implies the existence of a transition x∗
u∗
∗
✲ x′′∗ in
S∗(Σ) s.t. dYτ (x
′′, x′′∗) ≤ θ, with x
′′
∗ 6= x
′
∗, in general. Furthermore, by Definition
6.3, the existence of the transitions x∗
u∗
∗
✲ x′∗ and x∗
u∗
∗
✲ x′′∗ in S∗(Σ) and of
the transition (x∗, xq)
(u∗,u¯q)
✲ (x′∗, x
′
q) in C
∗ implies the existence of a transition
(x∗, xq)
(u∗,u¯q)
✲ (x′′∗ , x
′′
q ) in C
∗ for some x′′q . Since dYτ (x
′′, x′′∗) ≤ θ, the transition
(x, xc)
(u,uc)
✲ (x′′, x′′c ), with x
′′
c = (x
′′
∗ , x
′′
q ), is in S(Σ)‖θC
∗, which concludes the
proof of condition (1) of Problem 6.2.
We now show that condition (2) of Problem 6.2 is fulfilled. By Lemma 6.4
(iii), S(Σ)‖θC
∗ θ C
∗ and S∗(Σ)‖µxQ
e µx Q
e. Since C∗ is a sub–system of
S∗(Σ)‖µxQ
e then C∗ 0 S∗(Σ)‖µxQ
e. By Lemma 6.4 (i)-(ii), and from (26), µx +
θ ≤ ε, the above approximate similarity inclusions imply S(Σ)‖θC
∗ ε Q
e, which
concludes the proof of condition (2) of Problem 6.2.
We finally show that also condition (3) holds. Consider any state (x, x∗, xq)
of S(Σ)‖θC
∗. Since C∗ is non–blocking, for the state (x∗, xq) of C
∗ there exists
a state (x′∗, x
′
q) of C
∗ such that (x∗, xq)
(u∗,u¯q)
✲ (x′∗, x
′
q) is a transition of C
∗ for
some (u∗, u¯q). Since by the inequality in (27) and Theorem 5.8, S(Σ) and S∗(Σ)
are AθA–bisimilar, for the transition x∗
u∗
✲ x′∗ in S∗(Σ) there exists a transition
x
u
✲ x′ in S(Σ) such that dYτ (x
′, x′∗) ≤ θ. This implies from Definition 4.5 that
(x′, x′∗, x
′
q) is a state of S(Σ)‖θC
∗ and therefore that
(x, x∗, xq)
(u,u∗,u¯q)
✲ (x′, x′∗, x
′
q) is a transition of S(Σ)‖θC
∗, which concludes the
proof.

7. An illustrative example
We consider a pair of nonlinear control systems Pa and Pb described by the
following differential equations:
x˙ =
[
x˙1
x˙2
]
= f(x, u) =
[
x2
−5 sin(x1)− 4x2 + u
]
,(28)
z˙ =
[
z˙1
z˙2
]
= g(z, v) =
[
−2.5z1 + z
2
2
2z1 − 6e
z2 + v + 6
]
,(29)
where x ∈ X = X0 =
[
−pi3 ,
pi
3
[
× [−1, 1[, u ∈ U = [−5, 5], z ∈ Z = Z0 =
[−1, 1[×[−1, 1[ and v ∈ V = [−5, 5]. The two plants that are denoted by Σa and
Σb, form a pair of NCS loops as the one depicted in Figure 1. The two controllers are
supposed to run on a shared CPU that is able to control both processes. The shared
network/computation parameters are Bmax = 1 kbit/s, τ = 0.2s, ∆
ctrl
min = 0.001s,
∆ctrlmax = 0.01s and ∆
req
max = 0.1s. The output quantization is chosen to be equal
to µx = 2 · 10
−4 for both the NCS, while we set a different input quantization:
µu = 0.0024 for Σa and µu = 2 · 10
−4 for Σb. We assume that Pb is farther away
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than Pa (in terms of hops in the network topology) from the shared CPU, resulting
in larger delays; in particular, we set ∆delay,amin = 0.05s, ∆
delay,a
max = 0.12s for Σa and
∆delay,bmin = 0.1s, ∆
delay,b
max = 0.24s for Σb. As from Eqns. (2)-(5), this results in
Namin = 1, N
a
max = 3 for Σa, and N
b
min = 2, N
b
max = 4 for Σb. We consider the
following common quadratic Lyapunov function:
V (y, y′) =
1
2
‖y − y′‖22,
satisfying condition (i) of Definition 5.5 with α(r) = 0.5 r2 and α(r) = r2, r ∈ R+0 .
Furthermore, for the first control system Pa, one can write:
∂V
∂x
f(x, u) +
∂V
∂x′
f(x′, u) = (x − x′)T (f(x, u)− f(x′, u)) =
≤ −0.75V (x, x′).
Condition (ii) of Definition 5.5 is therefore fulfilled for Pa with λa = 0.75. Analogous
computation for Pb leads to λb = 0.2. Hence, by Theorem 5.6, control systems (28)
and (29) are δ–GAS. In order to construct symbolic models for Σa and Σb, we
apply Theorem 5.8. Assumption (H1) holds by the incremental stability property
proven above. Assumption (H2) of Theorem 5.6 holds with γ(r) = 2.09r for Pa and
γ(r) = 2r for Pb. Finally, for a precision εa = π/20 and εb = 0.2 for Σa and Σb,
respectively, the inequality in (18) holds. Hence, we can construct symbolic models
for S∗(Σa) and S∗(Σb) that are AεaA bisimilar and AεbA bisimilar to S(Σa) and
S(Σb). For S∗(Σa), the resulting number of states is 1.8 · 10
22 and the number of
control inputs is 2, 049; S∗(Σb) instead contains 3.91 ·10
29 states and 16, 385 control
inputs. Due to the large size of the symbolic models obtained, further details are
not included here. We now use the results in Section 6 to solve trajectory tracking
problems (on a finite time horizon), expressed in the form of Problem 6.2. We
consider specifications expressed in the form of transition systems Qa and Qb, as
in (24). The specification Qa is given by the following trajectory on the first state
variable:
0.5 ✲ 0.4 ✲ 0.3 ✲ 0.2 ✲ 0.1 ✲
0 ✲ − 0.2 ✲ − 0.35 ✲ − 0.5 ✲
−0.6 ✲ − 0.7 ✲ − 0.8 ✲ − 0.8 ✲
−0.75 ✲ − 0.7,
while the specification Qb is given by the following trajectory:
(0.5, 0.5) ✲ (0.4, 0.3) ✲ (0.3, 0.2) ✲ (0.2, 0.1) ✲
(0.1,−0.1) ✲ (0,−0.25) ✲ (−0.1,−0.3) ✲
(−0.1,−0.4) ✲ (−0.15,−0.4) ✲ (−0.15,−0.4) ✲
(0.1,−0.3) ✲ (0.2,−0.2) ✲ (0.2,−0.1) ✲
(0.2,−0.1) ✲ (0.2,−0.05).
For the choice of the interconnection parameter θa = 0.9εa and θb = 0.9εb, for the
two NCS loops, Theorem 6.5 holds and a controller C∗ as from Definition (6.3)
solves the control problem. Since the symbolic models of Σa and Σb have large size,
a straightforward application of the results reported in the previous section for the
design of the requested symbolic controllers would exhibit a large space and time
computational complexity. For this reason in this example we adapt to NCS the
algorithms proposed in [13] concerning the integrated symbolic control design of
nonlinear control systems. More precisely, instead of first computing the symbolic
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models of the plants to then derive the symbolic controllers, we integrate the design
of the symbolic controllers with the construction of the symbolic models. By using
this approach we designed the requested symbolic controllers in 2, 039s with a total
memory occupation of 25, 239 integers; this computation has been performed on the
Matlab suite through an Intel Core 2 Duo T5500 1.66GHz laptop with 4 GB RAM.
The synthesized controllers has been validated through the OMNeT++ network
simulation framework [19]. Communication delays are managed in OMNeT++ by
means of a variable number of hops for each message and random delays over each
network hop. We set a delay over the single hop variable between 0.0125s and 0.02s,
and a number of network hops between 4 and 6 for Σa and between 8 and 12 for
Σb. Figure 2 shows the OMNeT++ implementation of the two-loop network scheme
with shared CPU. In Figures 3 and 4, we show the simulation results for the tracking
problems considered, for a particular realization of the network uncertainties: it is
easy to see that the specifications are indeed met.
Figure 2. OMNeT++ implementation of Networked Control Sys-
tems with Symbolic Controller.
8. Conclusions
In this paper we proposed a symbolic approach to the control design of nonlin-
ear NCS. Under the assumption of δ–GAS, symbolic models were proposed, which
approximate NCS in the sense of alternating approximate bisimulation. These
symbolic models were used to solve symbolic control problems on NCS where spec-
ifications are expressed in terms of automata on infinite strings. The assumption
of δ–GAS in the plant control system of the NCS is a key ingredient in our results
because if a digital controller is found which enforces the desired specification on
the symbolic model, the notion of alternating approximate bisimulation guarantees
that the specification is fulfilled on the NCS within a given accuracy that can be
chosen as small as desired. Conversely if a control strategy solving the control prob-
lem does not exist, the notion of alternating approximate bisimulation guarantees
that such a solution does not exist on the original NCS. If compared with existing
results on NCS, the main drawback of the proposed results is in the assumption of
incremental stability on the plant control systems. One way to overcome this cru-
cial assumption is to leverage the results reported in [20], which propose symbolic
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Figure 3. State trajectory and control input for the NCS Σa.
models approximating (possibly) unstable nonlinear control systems in the sense of
alternating approximate simulation. This point is under investigation.
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