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1. Introduction 
The mathematical structure of cusp singularities and their relationship to cubic turning points 
have been analyzed and described by several authors. An excellent treatment of the geometry of 
such points can be found in the book of Golubitsky and Schaeffer [4]. The situation is also 
described in the paper by Jepson and Spence [8]. Various defining systems for the direct 
calculation of cubic turning or hysteresis points have been proposed in the literature. See, for 
example, the papers by Spence and Werner [21], Roose and Caulewarts [17], Zhong and Keller 
[22], Jepson and Spence [9,10,11], and Piinisch [HI. For some other related work on defining 
systems, see Seydel [20], Kunkel [12], and Moore and Spence [13]. In this paper we continue our 
program begun in [6,7] and develop an efficient characterization of cusp singularities. Our 
approach differs from some of the published treatments with respect to the following three 
aspects. 
First, as in Beyn’s paper [l] and our earlier work on generalized turning points [6], we allow 
for underdetermined systems of arbitrary index. This approach allows us to treat cubic turning 
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points and winged cusps as well as degenerate minimizers in the same framework. Second, we 
treat the two real parameters symmetrically, rather than tracing turning points with respect to 
one as function of the other. While the latter, hierarchical approach may lead to formally large 
defining systems, our characterization employs only the minimal number of additional equations. 
The augmented nonlinear system we develop here may be solved by Newton’s method, since our 
explicit expressions for the required derivatives can be evaluated economically. Finally, we 
provide a discretization error analysis for the case of projection methods applied to the defining 
systems as in [6]. 
The paper is organized as follows. Section 2 contains the basic mathematical framework and 
several geometric interpretations of cusp singularities. In Section 3 a two-stage reduction is 
described that leads to a univariate scalar equation whose fold is diffeomorphic to that of the 
underlying problem. This reduction algebraically identifies the linear, quadratic, and cubic terms 
in the Taylor expansion of the cusp in the‘ parameter plane. Also, it allows the natural 
introduction of the canonical nondegeneracy conditions. In Section 4, the cusp equations for the 
reduced problem are expressed in terms of the original operator, which yields a defining system 
that can be solved economically by Newton’s method. In Section 5, we develop error estimates 
for projection discretizations. Section 6 contains a brief summary and discussion, and the results 
of some numerical experiments. 
2. The geometry of cusp singularities 
Throughout the paper we will be concerned with an operator equation of the form 
F(x,h,y)=O with F:DCZ-XXRXR-Y, (2-l) 
where X, Y are Banach spaces and X, p are real parameters. We will study the singularities of F 
as a function of x and assume that X and p enter generically, i.e. without any special 
dependencies. Our first assumptions of this kind are that at all points z = (x, h, p) in the 
domain D, 
def( F,) = 0 and def( F,) G 1, 
where the defect is the codimension of the range. In the finite-dimensional case, the two 
conditions mean that the rank of the matrix F, can only drop by one, and, where that happens, 
at least one of the vectors F,, Fp lies outside its range. While imposing additional assumptions, 
we may later restrict the domain D further, without saying so explicitly. In particular, we assume 
throughout that F is at least Y times Frechet-differentiable, v >, 4. 
Consequently, the solution set 
M= {zED: F(z)=O) 
forms a smooth manifold of dimension p + 1 where 
p = ind(F,) + 1= ind(F,) - 1 > 0. 
As shown in [6] for the one-parameter case, the singular set 
S= {zED: def(F,)=l} 
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Fig. 1. Solution structure of nonlinear system with index p - 1= 0 near cubic singularity. 
can be represented locally (i.e. for sufficiently small 0) as the solution set of a smooth vector 
function 
g(z): D+RP (2.4 
whose Jacobian g, has in general full rank p. Consequently, S is a smooth manifold of 
codimension p and the intersection M n S is generically a smooth curve, the so-called fold. 
Geometrically, one can interpret the fold as the subset of points on the solution manifold A4 at 
which the projection of the (1 +p)-dimensional tangent space into the Ap-plane is spanned by a 
single vector. Here we are particularly concerned with those points at which the tangent line of 
the fold curve is vertical in that it belongs to the kernel of the projection onto the parameter 
plane. Barring higher singularities, the projection of the fold, which is elsewhere also a smooth 
curve, exhibits cusps at these special points. Hence we will refer to them as cusp singularities. See 
also Fink and Rheinboldt [2]. 
In case of the classical cusp catastrophe, p = 1, one obtains the bifurcation diagram depicted 
in Fig. 1. The insets represent the local structure of the slices M f’ { X = A,, p = pL1} at various 
points { A,, pL1} in the parameter plane. The two open regions in which, the slices contain one or 
three distinct solutions are separated by the projected fold. Along this curve the slices contain 
one regular and one singular solution, except at the cusp itself where all three solution points 
coalesce. This diagram is only valid in some neighborhood of the cusp point, but it nevertheless 
provides valuable information about the structure of the solution set. 
Also for p = 1, regular fold points and cusp singularities can be related to quadratic turning 
and cubic turning points, respectively. To this end let us consider sections of the form 
M~{X=A,+TSA, p=pELo+7Sp} where z,,=(x,,, X,, pO) E Sn M and (6X, 8~) # 0 is a 
direction in the parameter space. When z0 is not a cusp point, we have a quadratic turning point 
with respect to the new parameter 7 unless (6A, 8~) is tangential to the projected fold. In the 
latter special direction we have either simple bifurcation or isola formation. When z0 is a cusp 
point, we have pitchfork bifurcation with respect to the direction tangential to the projected fold, 
and cubic turning points with respect to all other directions. For more details, see Jepson and 
Spence [ 81. 
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Fig. 2. Solution curves of nonlinear system with index p - 1 = 1 near winged cusp. 
Now let us consider the bifurcation diagram for the case p = 2, which was studied by 
Golubitsky and Keyfitz [3] and is depicted in Fig. 2. Here the slices M n {h = X,, p = pl} 
consist locally of solution curves. There are open regions of parameter values for which the slices 
consist of a single open curve or that same curve with an isola in front, respectively. The 
transition between these two solution structures occurs at hyperbolic or elliptic fold points 
through the separation of a loop from the curve or the emergence of an infinitely small isola off 
the curve, respectively. At the cusp point in the center, the solution slice itself forms a cusp which 
is just about to spawn a tiny isola. It was shown in [3] that the averaged model for a continuous 
flow stirred chemical reactor has exactly one such winged cusp point. In that example A and p 
represent design parameters that cannot be changed once the tank has been built and one 
component of x is a control parameter such as the temperature on the container floor. Then one 
may ask for which design parameter values all possible solutions, i.e. equilibrium states, can be 
reached by varying the control parameter starting from a certain simple initial state. Naturally 
the physical nature of the states that can be reached as well as the transition routes may also be 
of concern. Some of these questions can be resolved satisfactorily once the organizing center, i.e. 
here the cusp point, has been computed and analyzed. By introducing more control parameters, 
e.g. the concentration of catalysts or the influx of fuels, one obtains problems with higher indices 
p = 3, 4,. . . . However, as indicated above, the presence of two design parameters is still 
sufficient to make the occurrence of cusp points generic. 
The index p can be arbitrarily large when dim(Y) = 1 and dim(X) = n = p - 1, in which case 
F may be viewed as a scalar objective function in n real variables. Then the fold consists of all 
stationary points of F with respect to x in the ( p + l)-dimensional zero contour M. The cusp 
points are exactly those fold points at which the Hessian of F with respect to x is singular. If the 
Hessian is semi-definite with a single nullvector, then the solution slice for fixed X and p is a 
cuspoid, provided the third derivative of F along the nullvector does not vanish as well. If the 
Hessian is indefinite and singular, the geometry of the slices will be considerably more involved 
141. 
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The numerical techniques to be advocated here have been successfully implemented in a 
computer code for the phase behavior analysis of mixed fluids [5]. Of particular interest are the 
critical points where two or more phases coalesce. Mathematically, they represent degenerate 
minima of the difference between the energy surface and its supporting hyperplane. Because the 
third directional derivative of the energy along the nullvector of the Hessian must vanish as well, 
these critical points can be characterized and computed as cusp points of the gradient system 
rather than of the energy function itself. For example, in case of a binary mixture with molar 
densities x1 and x2, we may set F(x, X, p) = E,(x) - (X, F)~, where E(x) denotes the 
Helmholtz energy density. 
When the mathematical model for E(x) is based on the “cubic” equation due to Peng and 
Robinson [14], then there exists a fixed 2-vector P, such that the 2 X 3 matrix [F,, Y] has full rank 
2 at all feasible points, provided a certain interaction coefficient is set to zero. Even though the 
latter condition was not always met, we obtained excellent convergence using this choice of Y. As 
we will see below, the vector Y as well as a bundle of p linear functionals T and a p-vector d 
play an important role in our characterization and numerical computation of cusp singularities. 
We have not found the selection of these auxiliary quantities to be a problem. 
3. Two-stage reduction to univariate case with two parameters 
In this section we will successively reduce (2.1) to a scalar problem in at first p and then a 
single spatial variable (plus the parameters X and p). The reduction will enable us to derive the 
nondegeneracy conditions for cusp singularities in our framework. As will be shown in Section 4, 
our characterization of these points for computational purposes will not require an explicit 
reduction. One standard approach in the literature is to assume that a Liapunov-Schmidt 
reduction has been or can be conveniently performed. Such a reduction may be numerically 
difficult to carry out, especially the computation of high-order derivatives [4]. In a sense to be 
made clear in Section 4, our method gives an implicit reduction similar to that in [ll]. 
Choose a vector Y E Y and a linear-mapping ? : X + RP such that the linear operator 
A(z,-[y 61: XXR'+YXRP 
has a bounded inverse at all z in the (possibly reduced) 
condition holds, for example, in some neighborhood 
domain D. Under our assumptions, this 
D of a point z0 E S, if Y= Fx(zO) or _. 
r = Fp( zO), and T consists of p linear functionals that are linearly independent on the null space 
of F,(Q). 
Then the intermediate scalar function f=f( t, X, p) with t E RP can be defined as the 
solution to the nonlinear system 
(3.1) 
F(x, A, PL) = rf, TX= t, (3.2) 
whose Jacobian with respect to x and -f is A(z). The implicit function theorem ensures that f 
and x are v times continuously differentiable functions of the vector s = (t, h, p) in the reduced 
domain 
D’= {(TX, A, p): (x, h, /A) ED} c Rp+2. 
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Moreover, the mapping from s E D’ to z(s) E D is injective, as it has the left-inverse (T, 1,); i.e. 
we have for all s = (t, A, p) E D’ 
(T, &)44 = (TX(S), A, PL) = (t, A, l-4 =s. 
In particular, this means that the solution sets f’(0) and F-‘(O) = M are diffeomorphic. 
Moreover, implicit differentiation with respect to t yields 
F,(z(s))x,(x) = rf,(s) and TX, = Ip, (3.3) 
where lP denotes the identity matrix of order p. Since [E;, Y] is by assumption always onto, it is 
easy to show [6] that F, is deficient at some point z(s) if and only if f,(s) vanishes. 
Consequently, there is a l-l correspondence between respective fold points, and their projections 
into the Q-plane are identical. Also, the tangent of some smooth curve S(T) c D’ has no 
APL-component at some point s0 = s(O) if and only if this is true for the tangent of z( s( 7)) at the 
point z0 = Z(Q). Hence there is also a l-l correspondence between the respective cusp singulari- 
ties. 
The fold points of the intermediate equation are the solutions of the system 
f(t, A, P) =O, f,(r, A, P) = 0 
of p + 1 equations in p + 2 variables. Hence, the intermediate fold forms a smooth curve 
whenever the Jacobian 
(3.4) 
has full rank p + 1. Obviously, this requires that the rank of the symmetric p x p matrix f,, is at 
least p - 1 so that for some p-vector d on a possibly further restricted domain D’ 
def[f,,(s), d] = 0 if s E D’. (3.5) 
Now we can perform a second reduction by using the nonlinear system 
L(s) = ad, dTt=7 (3.6) 
to obtain t = t(a) and 6(a) as (Y - 1) times differentiable functions of the 3-vector u = (7, A, p) 
ranging over the domain 
D”= {(dTt, A, p): (t, A, p) ED’}. 
Thus, we have the reduced equation 
G(T, A, P) =f(+), A, P) =0 (3.7) 
whose partial with respect to the “state variable” 7 is given by 
& =frTt, = GdTt, = 6 = 8(a) (3.8) 
which follows from implicit differentiation of (3.7). Hence, we have obtained a scalar problem in 
three variables, whose fold is diffeomorphic to the original one and has exactly the same 
projection onto the parameter plane. When p = 1, the second stage of the reduction becomes 
trivial as 7 = t for d = 1. 
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The reduced fold is the solution set of the coupled equations 
+(7, A, PL) = 0, +A A, P) = 0 
whose Jacobian is the 2 X 3 matrix 
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O-9) 
This matrix has always the nullvector 
[h&-p - qh 3 Q&l ) - 4wh] T 
which vanishes exactly when the Jacobian drops in rank. Excluding this possibility we have 
always a unique tangent space, which is vertical if and only if +,, vanishes. Consequently, all 
cusp singularities are solutions to the square system 
+(a> = 0, GM = 0, +&) = 0. 
Nowlet u~=(T~, A,, pO) be a particular solution where det( B) f 0 with 
(3.10) 
(3.11) 
Then the fold forms in some neighborhood a smooth curve which can be parametrized in terms 
of 7, because the first component of the tangent vector must be nonzero. Denoting differentia- 
tion with respect to r by ’ we find after some elementary manipulations that [A;, pk] = 0 and 
where the subscript 0 indicates evaluation at a,. Thus we see that the second and third 
derivatives of the projected fold are nonzero and linearly independent from each other, provided 
the third derivative r&,,,( uO) is nontrivial at the cusp singularity. Since its first derivative (Xi, &) 
A 
Fig. 3. 
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vanishes, the projected fold must then indeed form a cusp as supplied in 
so-called side constraints [8] 
det[ B( Do)] # 0 and +&J~> + 0 
Fig. 3. Moreover, the 
(3.12) 
are exactly what is needed to make the system (3.10) nonsingular at its solution a,. Provided the 
assumptions (3.1), (3.5), and (3.12) hold for suitable choices of r, t and d, we will call uO, 
s0 = s( uO), and t,,( so) nondegenerate cusp points of their respective problems. 
4. The defining system and the computation of Newton steps 
Theoretically, we could solve the 3 X 3 system (3.10) by Newton’s method. However, this 
would require the evaluation of the implicit function +( 7, h, p) and its first three derivatives. 
Since the nonlinear system for $ involves in turn the implicit function f, one could wind up with 
three nested Newton iterations. Instead, we will express f, and +7,, directly as functions of 
z = (x, A, p) and extend their definition to the whole of D. Since we will also obtain explicit 
expressions for the derivatives of f, and &,, with respect to z, Newton’s method can be employed 
on a single level to compute the cusp point z. directly. 
As in [6], we define the (V - 1) times Frechet-differentiable vector functions 
V: D-+Xp, g: D+RP, *. u . D+ Y*, 
such that 
(4-l) 
and 
[u*(z), -g(z)T]A(z) = [0, l] EX* x R, (4.2) 
where Y * and X* denote the topological duals of Y and X, respectively. Crossmultiplying the 
two equations we obtain the extremely useful identity 
d4T = ~*(4F,ww 
which implies in particular that 
g,(z) = u*(z)F,,(z)v(z). 
As a consequence of (3.2) we note that 
f (4 = ~*bcd)~‘(44) 
and, by (3.3), 
(4.3) 
for all SE D’ 
(4.4 
(4-Q 
ft(4 = d44L x,(4 = v(zb>>. 
Differentiating with respect to t we obtain the simple representation 
L(s) = g,(z(s))x, = H(z(s)) 
(4.6) 
(4.7) 
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where the symmetric p xp matrix H(z) is given by 
H(z) =g,(z)V(z) = [u*(z)~~,(Z,lii~~]:-::::::Pp (4.8) 
with ui the i th column-vector of V(z). Clearly, H(z) is (V - 2) times Frechet differentiable. 
Differentiating (3.6) with respect to 7 we find that 
t,(a) = c(z(sW)) and %,,(o) = h(z(s(a))) (4.9) 
where the functions c : D + RP and h : D + R are defined by 
[H::) 6’1[ :i;i,] = [PI- (4.10) 
This implies in particular 
h(z) = ~(z)~H(z)c(z) = u*(z)F,,(z)u(z)u(z) (4.11) 
with 
u(z) = V(Z)C(Z) =x7(z), 
where the last equation holds by the chainrule for z belonging to the fold. Since h(z) vanishes 
exactly when H(z) cusp singularities 
F(z) 
= =O. 
[ ! 
(4.12) 
h(z) 
order to establish this system at simple cusp and to facilitate 
need to obtain an explicit expression for the gradient 
h(z) can be calculated 
with the definition h(z) and can be 
checked first the by and the second from right by 
( UT, -gTc)T. 
times continuously differentiable 
and satisfy fold point 
5(z) = U,(Z) =x,,(z) and w*(z) U:(Z) 
where held constant with respect 
terms of the underlying operator 
equation. 
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Lemma 4.1. At a cusp point z0 = Z(Q) = z(s(u,)) we have 
GJ0) = GF,(zlA qkJ0) = %vgz,L 
&A(%) = G%(z0)u0 + w,*FA(zlA +&II) = Gx/J(zO)uO + wo*G(zo), 
+7&o) = Gxxx(zo) uououo + 3w,*F,x(zo)uouo~ 
and obviously C#J( uo) = 0, &( uo) = 0, &,,( uo) = 0 by definition of uo. 
Proof. All assertions follow by differentiation of the identity +(a) = u * (z( s( a))) F( z( s( a))) with 
respect to components of u = (7, A, p). The last result relies also on the equation (4.15). q 
While the representations in the lemma allow us theoretically to check the cusp conditions, the 
vectors u^ and w * are also of practical importance because they occur in the gradient h,, which is 
needed for the computation of cusp singularities by Newton’s method. 
Lemma 4.2. If T, r, and d satisfy the assumptions aboue, then h is (v - 2) times Fre’chet 
differentiable with 
and 
h,(z) = u*F,,,uu + u*F,,D + 2w*F,,u 
h,u = u*F,,,uuu + 3w*E;,uu. 
Proof. By definition of u^ and w * we have the identities 
F,i?-h*r= -Fxxuu and w”F,-h.dTT= -u*F,,u 
which yield by differentiation and subsequent multiplication with U* and u, respectively 
u*(F,,uu)‘+ u*F,i?= h’= (u*Fx,u)‘u+ w*F,u. 
Since by (4.11) and the product rule also 
u*(F,,uu)‘+ (u*)‘F,, uu = h’= (u*F,,u)‘u + (u*F,,u)u’ 
we find by comparison that 
(u*)‘F,,uu = u*Fx’O and (u*Fxxu)u’ = w*E;‘u. 
Substituting these identities into the basic relation 
h’ = (u*)‘F,,uu + u*Fx;uu + 2(u*F,,u)u’, 
one finally obtains 
h’ = u*F,:uu + u*F,‘u^ + 2w*F,u 
which implies the assertion as ’ may denote differentiation with respect to any component of the 
vector z. The second assertion follows immediately by (4.15). •I 
The evaluation of g(z) and h(z) as well as their derivatives g,(z) and h,(z) can be based on 
one central and ( p - l)-forward differences in the Jacobian FZ( z) alone. If FZ( z) is not explicitly 
available either, one could select to take up to third order differences, but that would severely 
limit the achievable solution accuracy. Alternatively, one might search along the fold curve for a 
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sign change in det( H( z)) as advocated for example in [8]. However, such a procedure would be 
slow if based solely on sign comparison and numerically unstable if based on slope approxima- 
tion by differencing. Theoretically it can be shown that once u*, V, w * and v^ have been 
obtained, the derivatives g, and h, can be computed with a fixed multiple of the number of 
arithmetic operations required to evaluate F itself. However, currently no convenient implemen- 
tation of this approach is available. 
Now suppose at the current point z the Jacobian Fz has been evaluated, the resulting A(z) 
factorized, and u, I’, g, h as well as g, and h, have been evaluated too. Then the Newton 
correction 6z = (6z, 6h, 8~) can be computed by solving the expanded linear system 
F, r 0 FA FP Sx F 
T 0 -IP 0 0 6+ 0 
0 -1 0 0 0 at =-0. (4.16) 
g, 0 0 g, s, fsA g 
h, 0 0 h, h, S/L h 
The dummy variables 6+ E R and St E RF were introduced so that A(z) occurs as a principal 
submatrix of the expanded matrix. Premultiplication of the first two “rows” by A-’ requires the 
solution of the triple linear system 
Here the last components of the solutions on the left were found by premultiplying the whole 
system by (u*, 0). Subsequently we can eliminate the first two “rows” and “columns” to obtain 
the ( p + 2) x ( p + 2) system 
1 
gT U*Fh u*FP 6t _ u*F 
H g,-gx& g,-gxfp III1 1 6h = - g-g,F . (4.17) h,V h,-h,& h,-h,FP S/L h-h,F” 
Provided p is not too large, the solution of this dense system should be quite cheap. Finally, the 
actual correction on the state space is easily calculated as 
sx = vat - F/$h - @p - l? 
All in all we have to solve ( p + 4) linear systems in A and two in AT. This is two systems less 
than required in [22]. In many cases this linear algebra task will dominate the cost of all other 
calculations and evaluations. 
By implicit differentiation of F( z(s( 7, X, p))) = 0 with respect to X and p one finds that at all 
fold points xx = - Fi and X~ = -F,. Consequently, the first p + 1 rows of the matrix in (4.17) 
reduce at the cusp point z0 = z(sO) to the Jacobian (3.4) of the intermediate system f(s) = 0, 
f,(s) = 0. Under our assumptions its nullspace is spanned by (c, 0, 0), which dotted into the 
(1 +p)th row of (4.17) yields h,Vc = h,u = c&,,, # 0 by Lemma 4.1. Thus we confirm that the 
defining system (4.12) is nonsingular under the standard cusp conditions which were derived in 
Section 3. In other words the defining system G(z) = 0 is “specific” and “regular” as defined in 
[81- 
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In Jepson and Spence [ll], a bifurcation parameter is distinguished from the state variables 
and all control parameters. The reduction which is given there requires the explicit identification 
of projections which, in turn, requires approximations for left and right null vectors which they 
take from previous approximations for left and right null vectors taken from previous solver 
steps while following a solution path. Our procedure in effect implicitly defines the projections 
and the approximate null vectors at the same time. Thus no numerical approximation is required 
as in [lo], and our derivative formulas are exact at all points in some neighborhood of the cusp 
singularity. 
The equations (4.16) and (4.17) can also be applied when is of 
h can be a function that the progress 
the curve. the p matrix H nearly singular, parameter components 
and 6~ the tangential step will small compared the state correction 6x. 
specifically, if H) changes the fold contain a point which be 
calculated when h again defined (4.10). 
Other of special are the of Hopf [18] at the square 
F, has degenerate zero of algebraic 2. Since that case = 1, 
matrix function consists of single column and we impose the of 
the by the equation 
h(z) u*(z)V(z) = 
More generally, us consider h of form 
h(z) u*(z), V(z)) h = x Y* RP 4 (4.18) 
With = ui( denoting the column of = V(z) before, we the following 
for the vh( z) h(z). 
Lemma 4.3. Provided h is continuously differentiable and its gradient ah/au * with respect to u* 
belongs to YC (Y*)*, we have at a point z E Z 
- 
P 
oh = g + u*F,,u” + c E;F,,u,, 
i=l 
where the vectors u” E X and fi,? E Y * for i =l, . . . , p are defined by 
A(z) 
and 
(ii*, -(ah,ia+&4(z) = (-ah/at+, 0). 
Proof. First we show that 
u *F,,u” = Uz* ah/au * . 
Differentiating the defining identity (4.2) we find 
(4.19) 
(4.20) 
(4.21) 
(4.22) 
[c -g:]A= -[u*, -gT]Az= -[u*F,,, O], 
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where the second equation holds by the constancy of T. Now “multiplying” from the right by 
the unique solution of (4.20), we obtain the asserted identity (4.22). 
Similarly, it follows from the identity (4.1) that for each i E [l, p] due to the constancy of Y 
Multiplying from the left by the solution of (4.21), we obtain finally 
E*F,,u~ = (ah/a~,)( aU,/az> (4.23) 
which completes the proof by the chain rule. 0 
In the particular case h = u *u with u = V E X, the expression (4.19) reduces to oh = u*F,,u” + 
ii * F,,v, where 
and 
(ii*, -h)A(z) = (-u*, 0). 
5. Error bounds for projection discretizations 
In this section we will develop a convergence theory for approximations to solutions to (4.12) 
using projection methods as a discretization. For simplicity let us assume that the operator 
F: X x R2 is mildly nonlinear such that 
F=P+REC~[D, Y] 
with 
P=PP: Z+Y=PXcX 
and 
R: DcZ+ Ycompact. 
In other words, F is the sum of a 
smooth and compact perturbation 
problems of the form 
Y” =f(_K A, PL) 
linear projection P with index p + 1 and a nonlinear, but 
R. We are motivated here by nonlinear boundary value 
(5.1) 
subject to homogeneous, linear boundary conditions. The change of variables x = y” puts (5.1) 
into the form needed where R = -f( Gx, A, p) and G is a Green’s operator. Throughout this 
section we will consider a nondegenerate cusp point z,, E D of F, and fixed choices for Y, T and 
d that work at and near zO. 
Now 
for any 
let P, : Z + Y for n = 1, 2, _ _ _ be a sequence of projections satisfying 
PP,=P,P and (P,,-P)z;:O 
fixed z E Z. Then the original operator equation may be replaced by its discretizations 
F,(z)=Pz+P,R(z)=O, ZEP,Z. (5 4 
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Examples in the setting of boundary problems are given in [7]. All quantities related to the nth 
discretization will be labeled by the subscript n. Using the same r, T and d as for the 
continuous problem, we obtain functions V,, g,, u,*, H,, c,, h,, w,* and ii,, that are well-de- 
fined and smooth whenever A, is invertible and [H,, d] has full rank p. The efficient 
computation of u,* in the setting of projection methods is given in [7]. We will compute 
approximate cusp points by solving G,,(z) = 0 where 
Due to the compactness of R(z) and its derivative R,, the operators A,(z) converge strongly 
to A(z) and are thus uniformly invertible for all large n. Combining Theorems 3.2 and 3.4 from 
[7], we obtain the following result for the first order quantities u,*, g,, and V,. 
Theorem 5.1. There exist constants N, K and a neighborhood 52 c D such that u,*(z), g,(z), and 
V,(z) are in GV-l) at all z E 52 provided n > N. Moreover, 
II V,(z) - v(z) II + II g,(z) -g(z) II G MC - W(4 II 
and 
where all norms are induced by those of the Banach spaces X and Y. 
While both bounds in Theorem 5.1 converge to zero as n tends to infinity, the first will usually 
decline much faster than the second. More specifically, ]I (P, - P)V( z) ]I, representing the 
approximation error of the p approximating nullvectors, should decline like a negative power of 
n whose exponent depends on the smoothness of V(z). In contrast to this “rate convergence”, 
the induced norm of the compact operator (P,, - I) R,( z) may decline arbitrarily slowly, even if 
the discretization is of very high order. The norm convergence of v,g,( z) and V,(z) implies 
immediately that their products, the matrices H,,(z), converge to H(z). However, because the 
extra equation h,(z) = 0 is defined in terms of H,(z), we need rate convergence in order to 
establish optimal convergence of the discretized cusp points. This result can be obtained using 
the identities 
A(z)[ %_W)] = [ -F,,(z)cd(nhw 1. 
(5 -4) 
With vi(z) the i th column of V(z), we find by premultiplying the equation by (u*(z), 0) that 
the last solution component Hij( z) is indeed the ijth entry of H(z). After these preparations we 
can now formulate the following crucial error estimate. 
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Theorem 5.2. Under the assumptions of Theorem 5.1, the constant K can be chosen such that for all 
z E 62 and sufficiently large n 
11 H,(Z) - H(z) II/K G 11 H(z) 11 1 (P, - r>r II + 11 (P, - P)%) II 
+ C( lI(Pn-l)Rx(z)u^ij(z) II + ll(P~-‘)R,,(z)Ui(z)uj(z) II). 
i,i 
Proof. First, we note that for any ij 
ACzi[ :$;,I = [(pn - I)[ Rx(z)u^ij(z) + rHij(z)] - Rxx(z)vi(z)uj(z) o 1. (5.5) 
It also follows using the superscript n to denote n th approximations that 
and by elementary manipulations we find 
I] Rxxuivj - P, RXXu{%jn) 11 
G II(I-J’n)R xx”iuj II + II ‘n II ( II RxxV II + II RxxK II > II K - v II. 
Here the common argument z has been omitted. The last inequality can be used to bound the 
right-hand side that 1s obtained by subtracting (5.6) from (5.5). The result then follows 
Theorem 5.1 and the uniform boundedness of the inverses A;’ as well as the projections P,,. 
It then follows from the definitions of c,, c, h,, and h in (4.10) that for some constant K 
II d4 - 44 II + I h,(z) -w I G KII fL(4 -H(z) II) 
so that the p-vectors c, and scalars h, converge at the same rate as the matrices H,. 
bY 
0 
BY 
inspection of (4.13), (4.14) and Lemma 4.2, we conclude that the vectors fi,,,, wz, and hence also 
the gradients vzh, exhibit norm convergence to the corresponding quantities for the continuous 
problem. Consequently, the full Frechet derivative v=G,(z,) converges strongly to v=G(z,). 
Then the Newton-Kantorovich theorem as stated in [7] can be applied to G(z) exactly as in [7] 
to give the next theorem. 
Theorem 5.3. Let the conditions of the preceding theorems hold. Then the solutions z, to G,,(z) = 0 
exist and are unique in a neighborhood of z,, for all n sufficientIy large. Moreover, there exists a 
constant K so that 
IIz~-zoII/K~ Il(Prz-P)[z~~ V, ‘1 II + C( II(Pn-‘)Rxu^,,II + lI(Pn-‘)RxxViVjII) 
i.J’ 
where all quantities on the right must be evaluated at zO_ 
The above error estimate is optimal in the sense that convergence occurs at the best possible 
rate allowed by P,,, provided the elements x0, r, vi and fiij are all sufficiently “smooth”, i.e. 
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close to the ranges of the P,,. For ODES like (5.1) with nonanalytic right-hand sides, the 
differentiability of the functions ui may be less than that of x0 but more than that of the Cij. 
Numerical experiments on the Bratu problem showed that optimal rates are also obtainable in 
the case of finite difference discretizations. As yet it is not clear whether in any cases of interest 
the parameter values X, and p,, converge faster than the state-vectors x,. Such “superconver- 
gence” was established in [7] for the single critical parameter at suitably discretized fold points. 
6. Numerical examples and discussion 
It is well known that systems modelling chemical reactions can have multiple equilibria, 
turning points, bifurcation points, cusps and winged cusps, not to mention higher singularities 
and Hopf bifurcations. Two scalar equations exhibiting this behavior result from a model of the 
steady-state temperature and concentration for a first-order, single-step, exothermic, irreversible, 
volume-preserving chemical reaction which takes place in a continuously stirred tank with in- 
and out-flow, and heat loss to the surroundings. The model has the form 
-6.x + D(1 - x)A(y) = 0, 
-(l++y+B*D(l-x)A(y)+?j=O. (6.1) 
The variable x represents concentration; y, temperature; C, flow-rate; B, exothermicity; D, 
Damkohler number; and n, the ambient temperature. Also, we have A(y) = exp( yy/(l + y)). 
For details on the derivation of the model and the physical significance of the terms in (6.1), see 
[3]. For our purposes, we will keep y fixed at 3 and investigate the solutions of (6.1) as functions 
of x, y, 6, B, D, and 77, with B and n playing the role of X and p. We note that the first 
equation in (6.1) can be solved for x, which can then be eliminated in the second equation. We 
leave (6.1) as is. 
It is proved in [3], that for all y > f, (6.1) has a winged cusp in a specified region. In [3], a 
winged cusp has a tangent which is perpendicular to the e-axis. If x is eliminated so that (6.1) 
has the form 
f(r, c, B, D, 17) = 0, (6 -2) 
then the winged cusp conditions of [3] are 
f =fy =f, =fyy =fyc = 0. 
We do not specify that the winged cusp has a specific orientation, which, in terms of (6.2) means 
that we do not require fyy = fyt = 0, but from the results of Section 3, it follows that our winged 
cusp conditions are 
f =fy =.t =fyyL - f; = 0 
in this setting. 
We solve the system (4.12) which defines the winged cusp, and the solutions can be continued 
in the parameter D. We can continue (4.12) in D, and look for a winged cusp point so that the 
cusp curve in (x, y, c)-space for fixed B and 77 has a tangent perpendicular to the e-axis (see 
Fig. 2). To this end, we choose 
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Table 1 
Winged Cusp Points 
X Y c B v D 
0.0430 0.3729 0.0818 202.15 - 0.3068 0.0015 
0.0556 0.3371 0.1169 107.86 - 0.3285 0.0030 
0.0645 0.3066 0.1467 73.76 - 0.3459 0.0050 
0.0684 0.2948 0.1617 62.97 - 0.3544 0.0060 
0.0801 0.2621 0.2141 40.86 - 0.3826 0.0100 
0.1260 0.1896 0.5594 11.94 - 0.5459 0.0500 
0.1518 0.1768 0.8770 6.67 - 0.6897 0.1000 
where r, is 1 x 2. Note that in the example we have p = 2. At a winged cusp point, it follows 
from (4.1) that ui = (UT, 0)’ and u2 = (UT, l)T where Ui is a 2-vector. Let X denote (x, _JJ). Then 
the matrix H in (4.8) becomes 
i 
-- 
u*Fx~vIvl 
-- 
H= 
u * ( Fxxu1u2 + F,,U,) 
-- 
u * ( Fzzu,u, + F,,U,) 
-- 
u * ( FF,,u,u, + 2 F& + F,,) . 
-- 
If the tangent to the cusp is perpendicular to the e-axis, then u*FyTuluI will be zero. The point 
must be a generalized turning point [6]. But since the determinant of H is equal to zero along the 
curve of winged cusps parametrized by D, the quantity u*FyzuIuI cannot change sign. If it did, it 
-- 
follows that u *( FzxuIu2 + F,,U,) would also change sign, and hence equal zero if the cusp is 
perpendicular. But this means that H would be identically zero, and the singularity would be of a 
higher order than considered here. Note that we have required the rank of H to be p - 1 at 
winged cusp points. 
Table 1 shows results of calculations of (4.12) using D as a parameter. Newton’s method was 
used to solve (4.12) and all derivatives were computed exactly using (4.4) and Lemma 4.2. 
The winged cusp point has an associated cusp curve in (x, y, e)-space which is perpendicular 
to the e-axis at D = 0.00530472 (rounded). We monitored u*F&Ul until it became small, and 
then we switched to a different determining system to find the point exactly. 
Deleting the last row of (4.12) and holding an additional variable constant, in the above case 
n, the reduced system (4.12) characterizes isolated bifurcation points as was established in [6]. In 
order to verify that the qualitative behavior in Fig. 2 is valid, we computed a bifurcation point 
near the winged cusp on one of the branches of the cusp curve in Bg-space as follows. Using the 
formulas in Lemma 4.1 in (3.11), we solved the system 
in order to get a tangent to the cusp in Bq-space which in this sample corresponds to XI”-space. 
We then took a step along this tangent away from the winged cusp, and iterated with a restricted 
version of (4.12) as indicated above, but with the iterates forced to lie on a line perpendicular to 
the tangent. Thus we varied both B and 7, but only in a specific ratio. With D = 0.005, we 
located a simple bifurcation point at x = 0.0605, y = 0.2707, c = 0.1470, B = 73.84, and 17 = 
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-0.2848. The point is a simple bifurcation point if det(H) is negative, otherwise, it is an isola 
formation point. Details on these computations will appear elsewhere. 
As a second example, on a cylinder with radius 1 and height 1, minimize 
: 0 (Ivu~~~--F(u, A ,u)] dx dydz, 
where 
The corresponding Euler-Lagrange equation is 
-A e”/(l+PL”) - au = 0. 
Using symmetry about the z-axis and the xy-plane, we obtain the problem 
with the boundary conditions 
u=Q 
o-u.~~u=o 
u,=o 
The homogeneous Dirichlet conditions u = 0 are enforced explicitly, whereas the natural condi- 
tions are achieved through minimization. On a uniform grid of points, 
(. .)=( j-l i-l y/d, - 
! n-l’ 2(m-1) ’ 
i=l,...,m, j=l 9 f . * 9 n, 
we interpolate the nodal values uij by a piecewise bilinear function. The integrals 
z,+1 
J J 5+‘F( 
u, X, /+-d~dz 
x, ‘J 
are evaluated after replacing F( u, A, p) by its bilinear interpolant at the four corners. 
The resulting nonlinear system 
can be written as 
cu + d(u, x, /.k) = 0, 
where the constant matrix C is positive semidefinite with the unique null vector e = (l,l, . . . , l)T 
and d(u) has a diagonal Jacobian D( u, X, p). 
At fold points, the Hessian C + D(u) has a unique null vector u, all of whose components are 
positive. Hence, we find for any Cartesian basis vector ek that 
A=C+D(u,A,~)+pe~ez withp>O 
is positive definite on some neighborhood of a turning point. The matrix A”(u, X, p) has the 
same sparsity pattern as 
A(u, h, p) = c+ D(z.4, A, p). 
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Therefore, linear systems of the form 2.x = b can be solved efficiently using SPARSPAK of Liu 
and George. 
We set r = ek where uk = ulj corresponds to a node at the lower boundary, i units from the 
left boundary, i.e., 
u=o 
/ 
u=o 
(2 ,,r,) with u,,=uk 
On the time dependent continuous problem, we then effectively have 
au = Au + A eU/(l+Pu) 
at 
- PsO( II ’ - ‘i II + II ’ - rj II 1. 
In other words. we have a heat sink at the ring [z = zi, r = rj, 0 E [0, 2~1) which ensures 
stability at tL u-ning points. Algebra ically, we solve 
in the form 
)1 I. 
All other linear equations in A can be solved in the same fashion. Due to the self-adjointness of 
the problem, we have, of course, T = r *, u = u. 
To solve the cusp system 
Cu+d(u, x, E_l)=o, g(u, A, PL) =O, h(u, A, /-4 =O, 
we use Newton’s method with a suitable line search. The step multiplier (Y is halved whenever the 
proposed new point (u + CXAU, A + aAX, p + aAp) has negative components or the resulting A” is 
not positive definite. With these safeguards, convergence to the cusp singularity occurs even from 
the bad starting point (U = 0, X = 1, p = 0). The numerical results are given in Tables 2 and 3. 
The first gives convergence results for various grids for a problem with a simple turning point, 
namely the case p = 0. The second contains convergence results for various grids for the cubic 
turning point (simple cusp point) case. 
These results are generally consistent with the expected h* rate of convergence. More 
extensive computations will be reported elsewhere. In the cases given below, no more than ten 
Newton steps were required for convergence. 
Table 2 
Quadratic Turning Point (p = 0) 
m, n A 
5,lO 10.2909 
max u 
1.58737 
10,lO 10.4751 1.58965 
20,40 10.5128 1.58941 
30,60 10.5192 1.58927 
40,80 10.5214 1.58920 
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Table 3 
Simple Cusp Point 
m, n A CL max u 
5,lO 15.5653 0.2389 7.19944 
10,20 15.8633 0.2385 7.21185 
20,40 15.9247 0.2386 7.21138 
40,80 15.9386 0.2384 7.21057 
It has been shown that cusp singularities of arbitrary index p - 1 can be calculated as 
solutions of a minimal defining system, which is based on a Liapunov-like reduction to the scalar 
case with one state variable. The defining system is nonsingular under the canonical nondegener- 
acy conditions, and its FrCchet derivative allows a compact representation in terms of the 
underlying operator and its first three derivative tensors. Apart from the evaluation of functions 
and directional derivatives, the computation of a Newton step requires the solution of p + 6 
linear systems in a common square matrix or its transpose. Because of a variety of solutions that 
can be near the cusp, the defining equations can require a very good initial guess in order for 
Newton’s method to convergence. We have presented 2 procedures in this section, a damped 
Newton’s method and a side condition to restrict the iterates in a special case, in order to extend 
the region of convergence. For projection (and finite difference) discretizations, the approximat- 
ing cusp points will converge with the optimal rate to the continuous solutions. However, many 
important computational questions remain, and we plan to investigate them in future work. 
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