This paper deals with the analysis of an instationary drift-diffusion model for organic semiconductor devices including Gauss-Fermi statistics and application-specific mobility functions. The charge transport in organic materials is realized by hopping of carriers between adjacent energetic sites and is described by complicated mobility laws with a strong nonlinear dependence on temperature, carrier densities and the electric field strength.
Introduction
Organic electronics is a future-oriented green technology using carbon-based semiconductor materials. Today, devices based on these materials surround us in our everyday life, e.g., in smartphone displays or solar cells. On the one hand, the technological adaption to other applications such as advanced lighting applications and thin-film transistors is still at an early stage. On the other hand, the tremendously fast pace in the development of new organic materials with fine-tuned properties yields the potential for smart three-dimensional vertical structures with desired electronic behavior.
Contrary to classical, inorganic semiconductor materials, in the organic case charge transport is realized by temperature activated hopping of electrons and holes between adjacent molecules. The random alignment of the molecules leads to a disordered system with Gaussian distributed energy levels for the carriers. Therefore, in contrast to inorganic semiconductors (where either Fermi-Dirac or Boltzmann statistics are used), the statistical description of the energetic distribution of the charge carriers here has to be substituted by Gauss-Fermi statistics (see Subsection 2.1).
In the literature (e.g. [16] and the references therein), organic materials are modeled at different scales, ranging from density functional theory for molecules, master equation approaches for carrier dynamics in homogeneous materials, to drift-diffusion equations. However, a master equation approach for the hopping transport with kinetic Monte-Carlo methods as proposed in [22, 15] are in general computationally very costly and are less suited for the description of complicated geometric device structures and the inclusion of other physical effects such as heat flow. On the other hand, coarser models, such as the p(x)-Laplace thermistor model for the electrothermal interplay in organic light-emitting diodes considered in [19, 18] , reduce the computational effort and allow to treat the full geometric device structure but are less accurate.
Within the hierarchy of models, the drift-diffusion modeling is most adequate for the description and simulation of complex, multi-dimensional organic devices. E.g., to determine the behavior of advanced organic LEDs or to identify current paths in small scale devices like vertical organic field-effect transistors, a detailed description on the drift-diffusion level incorporating electron and hole currents, recombinations, and heterostructures is needed. The description should be entirely based on the geometrical structure and on the individual properties of each material layer, allowing to simulate the behavior of the device and in perspective, to study optimization strategies for the device layout including efficient doping designs. As a milestone in this direction, stable numerical discretization schemes for non-Boltzmann statistics have been introduced in [5] . Moreover, drift-diffusion modeling is well suited to couple also other physical effects such as heat flow.
In the analytical treatment of drift-diffusion models for organics with Gauss-Fermi statistics we have to overcome two new essential problems in comparison to the usual classical van Roosbroeck system (studied e.g. in [20, 8] and the references therein):
(i) The mobility laws, which arise from fitting to kinetic Monte-Carlo simulations, exhibit strongly nonlinear dependences on the temperature T , carrier density n and the electric field strength F (see Subsection 2.2). They are usually given in product form µ n (T, n, F ) = µ n0 (T ) × g 1 (n, T ) × g 2 (F, T ).
Especially the dependence of the mobility on the field strength has to be managed and requires new arguments in the existence proof.
(ii) The statistical relation in organic semiconductor materials is given by Gauss-Fermi integrals [21] , i.e.
where N Gauss denotes a Gaussian density, E F is the Fermi energy, and f is the Fermi-Dirac occupation probability. In particular, the Gauss-Fermi statistic does not satisfy the standard assumption of monotone and unbounded statistical relations as in Gajewski/Gröger [7, Eq. (2. 3)] for the treatment of non-Boltzmann statistics (see also [9, Eq. (3.5) ], [12, 10, 11, 6] ).
In the literature, there are only a few papers dealing with the analysis of drift-diffusion problems in the setting of organics. They mostly concentrate on special aspects arising in photovoltaics (excitons, polarons) and they do not take the Gauss-Fermi statistics into account. However, they consider some field strength dependent (Poole-Frenkel) mobility laws (see e.g. [23, 2] and the references therein).
For the stationary problem, [4] gives the first existence result taking all the features of an organic driftdiffusion model into account. The present paper now tackles the corresponding instationary problem in two spatial dimensions. We verify existence of weak solutions as well as upper and lower bounds for solutions.
The plan of the paper is as follows: In Section 2, we introduce the model equations and identify the crucial differences to the classical van Roosbroeck system such as the carrier statistics (Subsection 2.1) and nonlinear mobility laws (Subsection 2.2). In Section 3, we rescale the model equations, formulate our assumption for the analytical treatment of the problem, and give the weak formulation of the instationary drift-diffusion system. Moreover we introduce the associated free energy functional, give energy estimates and estimates of the electrostatic potential for weak solutions of the problem (Subsection 3.4). Section 4 is devoted to the existence of weak solutions (see Theorem 4.1). In Subsection 4.1, we consider a problem with (for small densities) regularized state equations. Its solvability is ensured by time discretization and passage to the limit. Positive lower a priori estimates Figure 1 : Hopping-transport of electrons between Gaussian distributed energy levels (centered at E L with variance σ n ) of neighboring molecules.
for the densities of its solutions that are independent of the regularization level (Lemma 4.3) ensure the solvability of the original problem. Finally, in Section 5 we derive global positive lower bounds (Theorem 5.1) and global upper bounds strictly less than the number of transport states (Theorem 5.2) for the carrier densities by Moser iteration.
Drift-diffusion modeling of organic semiconductor devices
In organic semiconductor devices, which are based on organic molecules or polymers, the transport of electrons (and holes) happens via hopping processes of charge carriers between discrete energy levels of adjacent molecular sites, see Fig. 1 . For charge carriers, there exist two energy states on organic molecules: the Highest Occupied Molecular Orbital (HOMO, energy E H ) as well as the Lowest Unoccupied Molecular Orbital (LUMO, energy E L ). The LUMO-states describe delocalized electrons in the π-bindings, whereas the HOMO-states describe the electrons in the localized electron pair-bindings between the atoms of the molecule. By crossing the HOMO-LUMO gap (e.g. by optical excitation) electrons in the molecule can change from the HOMO-state into the LUMO-state. Thereby there arises a positively charged cavity in the charge cloud of the molecule which is called a hole. Since charge carriers can move by hopping transport between energy levels of neighboring molecules, organic semiconductor materials behave like amorphous semiconductors.
Charge transport in organic semiconductor devices, neglecting thermal effects, is described by generalized drift-diffusion models of van Roosbroeck type. The model contains continuity equations for the densities n and p of electrons and holes, respectively, and a Poisson equation for the electrostatic potential ψ considered on the product of a time interval and a spatial domain Ω:
potential. These cause additional difficulties in the mathematical analysis for the model. The essential features are shortly explained in the next subsections, for a more detailed discussion see also [4] .
Statistical relation between densities and chemical potentials via Gaussian Disorder Model (GDM)
In organic semiconductors, the energy positions are Gaussian distributed, such that both, the electrons and holes, can be described by a Gaussian density of state, see Fig. 1
where N 0 gives the total density of transport states. E 0 denotes the corresponding average HOMOand LUMO-levels, respectively, and σ their variance. σ is also called the disorder parameter which characterizes the disorder of the organic material. The density of electrons (and similarly also for holes) is given by the Gauss-Fermi integral
where E L stands for the LUMO-energy, E F denotes the Fermi energy, k B is Boltzmann's constant, and the Fermi function f (E, T ) = exp
gives the probability that an electron is in the quantum state with the energy E. The shift by qψ in the Gaussian describes the situation that an electric field −∇ψ is present in the semiconductor with a weakly spatially varying potential ψ.
Thus, using the variable ξ =
with the dimensionless quantities s n and η n .
Similar to this representation of the electron density by means of the renormalized chemical potential of the electrons, the hole density p is given as function of the renormalized chemical potential of the holes:
where E H denotes the HOMO energy.
Next, we collect some properties of the so called Gauss-Fermi statistics G s which are useful in the analysis performed in this paper. Since the Fermi function f takes only values between 0 and 1, (2.3)
such that the carrier density in organic materials remains bounded for all values of η n . By partial integration we can rewrite
Moreover, the map η → G s (η) is strictly monotonously increasing, G s is differentiable and
Note that the fraction in the first integrand takes only values between 0 and 1. Therefore,
Moreover, using exp sξ − η < exp(sξ − η) + 1 in the expression (2.4) for G s , we have
The properties of the Gauss-Fermi statistics stated in the following lemma are of significant importance for the proof of upper bounds of the carrier densities n and p (strictly less than N n0 and N p0 , respectively,) of the solutions to the instationary problem (2.1). 
Proof. According to the expression for G s (η) in (2.4) we find for η ≥ s that
Moreover, exploiting the inequality
we obtain
such that also the last two assertions in (2.7) follow. Using the expression for G s (η) in (2.5), we derive 
and the integrand in the second line of (2.9) is positive such that we obtain the property G s (η) < 0 for η > 0.
Mobility functions
The mobility functions µ n , µ p for organic semiconductor materials with Gaussian density of state show a positive feedback with respect to temperature T , density n or p, and with respect to electrical field strength F = |∇ψ|. In [4] we discussed and summarized the results of [22] , [3] , and [15] obtained as extension of the Gaussian disorder model for the dependence of the charge carrier mobility. They arise from numerical solutions of the master equation for hopping transport in a disordered energy landscape with a Gaussian density of state to determine these dependencies. Written exemplarily for the electron mobility, [22] ended up in the product form of the mobility For the further analysis, we suppose as in [4] for the electron and hole mobilities that µ n : 
Generation-recombination term
Following the depiction in [5] and in [4] , we assume for the generation-recombination term an expression of the form 12) where r(·, n, p, T ) :
In case of Boltzmann statistics, this ansatz is equivalent to the widely used form
where n i is the intrinsic carrier density. The expression for the rate in (2.12) is compatible with thermodynamic equilibrium. Especially, it reflects the fact, that in equilibrium the quasi Fermi levels of electrons and holes have to coincide.
Boundary conditions
For the formulation of boundary conditions we decompose ∂Ω into Ohmic contacts 
where V i denotes the corresponding externally applied contact voltage at Γ Di . The value ψ * (at the boundary) is defined by the local electroneutrality condition,
Due to the boundedness of the carrier densities, the solvability of (2.13) gives a restriction to the range of the doping profile. The semiconductor-insulator interface is realized by no-flux boundary conditions
where ν denotes the outer normal vector. Gate contacts are described by Robin boundary conditions for the electrostatic potential ψ and Neumann boundary conditions in the continuity equations
where α ox > 0 and V G is the applied gate votlage.
Analysis of the instationary drift-diffusion model

Rescaling of the instationary drift-diffusion model
In Section 2, we introduced the instationary drift-diffusion problem (2.1) and discussed the relevant statistical relations, the ansatz for the flux functions, the form of mobility laws and generation-recombination rate for problems in organic electronics in the correct physical quantities. To simplify the notation for the analysis, we now introduce scaled quantities as follows
The potentials ψ, ϕ n , ϕ p , V
G and the applied voltage are scaled by
The band edges E L,H are divided by k B T and we denote
The mobility functions µ n , µ p are multiplied by
Dividing the Poisson equation as well as the continuity equations by q and denoting the scaled quantities by the same symbol as the original ones, we obtain in (0,
and the new coefficients in the Poisson equation and the gate boundary condition are
The initial and boundary conditions read as
Assumptions on the data
We work with in the Lebesgue spaces L q (Ω) and the Sobolev spaces
in the Sobolev space W 1,q (Ω) equipped with the standard norm of this space. The dual space to W
In our estimates, positive constants, which may depend at most on the data of our problem, are denoted by c. In particular, we allow them to change from line to line.
We investigate the instationary drift-diffusion model under the following assumptions:
In the following we suppress in the writing the spatial position x and the argument T in the mobility functions µ n , µ p and in the reaction coefficient r. Moreover, in Section 4 and Section 5 the letter T will denote the endpoint of the time interval S := [0, T ].
Weak formulation
We introduce the following function spaces
As in [7, 9] , we intend to use a weak formulation in the form u i is well-defined on (0, N i0 ).
We consider the operators E 0 : The weak formulation of the drift-diffusion system (3.1), (3.2), (3.3) with Gauss-Fermi statistics is the problem
Energy estimates for weak solutions
The operator E is a strictly monotone operator with the potential Φ :
The boundedness of e n , e p implies dom Φ = V + v D . The functional Φ is continuous, strictly convex and Gâteaux differentiable, hence subdifferentiable and ∂Φ = E. The conjugate functional of Φ :
see [1] . The functional Ψ is proper, lower semicontinuous and convex. Additionally, we have u = E(v) = ∂Φ(v) if and only if v − v D ∈ ∂Ψ(u). For a state u ∈ V * the quantity Ψ(u) can be interpreted as the free energy of the state u.
By results of convex analysis, the free energy can be calculated for states u = E(v) by
where we take advantage from the fact that v 0 is the unique solution to E 0 v 0 = u 0 . For more details on the free energy functional see Appendix A.
Additionally, if the Dirichlet values are compatible with thermodynamic equilibrium (meaning ϕ 
Note that the expression from the generation-recombination term
is estimated differently for the three different cases
In (3.7), we apply Young's inequality and take into account that ∇ϕ D i L 2 ≤ c and that u i ≤ N i0 on solutions (since u(t) = E(v(t)) f.a.a. t) and obtain Ψ(u(t)) ≤ Ψ(u(0)) + ct for all t > 0. The last assertion for data compatible with thermodynamic equilibrium directly results from (3.7).
Furthermore, the following estimates for the solution to the Poisson equation are available. 3. For the instationary problem (P), C − u n (t) + u p (t) L ∞ , (in the two-dimensional case with (A1'): C − u n (t) + u p (t) W −1,q ) is uniformly bounded, therefore we get a uniform bound
Lemma 3.1 We assume (A1) -(A6)
. If v 0 is the weak solution to the Poisson equation E 0 v 0 = u 0 with right-hand side u 0 then there is a c > 0 such that v 0 L ∞ ≤ c. Under the additional assumption(A1') (two spatial dimensions, G = Ω ∪ Γ N ∪ Γ Gregular in the sense of Gröger [13]), there are an exponent q > 2 and a constant c > 0 such that v 0 W 1,q ≤ c. If (u, v) is a weak solution to the instationary problem (P) then v 0 (t) L ∞ ≤ c, (under (A1'): v 0 (t) W 1,q ≤ c) f.a.a. t ∈ R + . Proof. 1. Since E 0 v 0 = u 0 ,for v 0 (t) L ∞ , (in 2D: v 0 (t) W 1,q ) f.a.a. t > 0.
Global existence result
In the treatment of the instationary drift-diffusion model in the organic setting, we have to overcome two new essential problems compared to the classical van Roosbroeck system: (i) The dependence of the mobilities µ n,p on |∇v 0 | has to be taken into account and needs new arguments in the existence proof as well as in the lower estimate for the charge carrier densities. On the one hand, in former estimates (see e.g. [7] ) the inverse constant mobility was used as one factor in applied test functions for the continuity equations. For constant mobility and constant ε, the treatment of drift terms was realized in this way by substituting the weak formulation of the Poisson equation at this place. On the other hand known techniques for a uniqueness proof of solutions fail. Moreover, let us mention that even the techniques to prove local in time existence of solutions to the van Roosbroeck system presented in [14] do not allow a dependence of the mobility on |∇v 0 |.
(ii) The statistical relation does not satisfy the standard assumption in Gajewski/Gröger [7, (2. 3)] (see also [9, (3.5) ], [12, 10, 11, 6 ] also for the treatment of non-Boltzmann statistics). In particular, we have finite charge carrier densities in the Gauss-Fermi case such that we do not have the property that lim y→+∞ e i (y) = +∞. However, the estimate e i (y) ≥ e 0 e i (y) for all y ∈ R remains true in the case of Gauss-Fermi statistics which is of importance for the proof of lower bounds for the carrier densities.
The guideline for the existence proof is as follows: To show the existence of a weak solution for any arbitrarily chosen finite time interval S = [0, T ], we first discuss a regularized problem (P M ) on the finite time interval S, where the state equations as well as the reaction term are regularized (with parameter M ). We ensure the solvability of (P M ) by time discretization, derivation of suitable a priori estimates, and passage to the limit (see Lemma 4.2).
Then, we provide a priori estimates for solutions to (P M ) that are independent of M (see Lemma 4.3, here we use Moser techniques to get positive lower bounds for the carrier densities). Thus a solution to (P M ) is a solution to (P) on S, if M is chosen sufficiently large.
To cover the dependence of the mobility on |∇v 0 |, we restrict our investigations to the spatially twodimensional case. Here Gröger's regularity result [13] for elliptic equations applied for the gradient of the electrostatic potential in combination with the Gagliardo-Nirenberg inequalities in the twodimensional setting enable us to establish lower (positive) bounds for the carrier densities (see the proof of Lemma 4.3).
A regularized problem (P M )
We consider any finite time interval S : 
For our problem, we regularize the statistical relation and the reaction term (by writing it in terms of densities), and consider regularized operators
where (n, p) = (u n , u p ), ϕ n = −v n + v 0 , ϕ p = v p + v 0 . Note that our regularization of the reaction term differs from the one in [7] , its value can be estimated in terms of M since the factor with the exponential is bounded by e 2M + 1. We solve the problem
by time discretization. For any Banach space X and k ∈ N we define h k := T k and C k (S, X) as the space of all functions u : S → X being constant on each of the intervals ((l−1)h k , lh k ], l = 1, . . . , k. Let u l denote the value of u ∈ C k (S, X) on ((l−1)h k , lh k ]. Furthermore we define the maps τ k and ∆ k from C k (S, X) into itself via
with the given initial value u 0 . Additionally, we introduce the continuous, piecewise linear function
The time-discrete analogon of (P M ) now reads
or written in more detail 
and Lipschitz continuous from v D + V to V * . Therefore, for any given u
there is a unique solution v l k to (4.3). Thus, we can compose from the solution for each time step a unique solution to (4.2).
We introduce the regularized functionals Φ
The functional Φ M is Fréchet differentiable with derivative Φ M = E M , and the conjugate functional
Exploiting (4.4) and (4.5), we estimate for u = E M (v) The estimate in the last line results from separately considering the cases v Using (4.3) , the subdifferential property, and the strong monotonicity of A M in the last argument, we find for l = 1, . . . , k,
where c M > 0 does not depend on k. Here we used that for any test function w ∈ L 2 (S, V 0 ), we can estimate the reaction term
Because of Ψ M (u 0 ) < ∞, the estimates (4.6), (4.7) guarantee that
, we now conclude from (4.9) and (4.8) that
Moreover, from u k0 = E 0 v k0 and (4.9) we derive sup k∈N u k0 L ∞ (S,V * 0 ) < ∞. Taking into account that e i (−M ) ≤ u ki < N i0 , and
we have K k u k ∈ C(S, H) and sup k∈N K k u k C(S,H) < ∞.
Lemma 4.2 We assume (A1) -(A6).
Then there exists a solution (u, v) to problem (P M ).
Proof. 1. Let {(u k , v k )} k∈N be a sequence of solutions to the time discretized problems according to Lemma 4.1. Then, we find functions v and u and a non-relabeled subsequence such that 2. Since for w ∈ V and t ∈ S the map z → z(t), w , z ∈ H 1 (S, V * ), gives a continuous linear functional on the space H 1 (S, V * ) we obtain from (4.10) 
We use the inequality (6.40) in [17, p. 529] :
We integrate this inequality for w = u ki − u li over S. Using the weak convergence in L 2 (Ω) a.e. in S, the boundedness of {u ki (t)} in L 2 (Ω) for t ∈ S, Lebesgue's theorem and the boundedness
. And (4.11) leads to the strong convergence 
4. For any fixed indices k 1 and k 2 of our subsequence and every w 0 ∈ V 0 and t ∈ S we obtain by partial integration
, where J 0 is the duality map of V 0 leads to
Integration over S yields
Therefore the last convergence result of Step 3 and the weak convergence in (4.10) guarantee the
. Together with Step 3, we also have u k → u in L 2 (S, H), and for a non-relabeled subsequence, u k (t) → u(t) in V * f.a.a. t ∈ S.
5. Let S be any subinterval of S and u ∈ V * with Ψ M ( u) < ∞.
e. in S and the lower semicontinuity of Ψ M we estimate
This ensures for a.a. 
(4.13)
6. Since E 0 is strongly monotone and u 0 (t) = E 0 v 0 (t), u k0 (t) = E 0 v k0 (t) a.e. in S we find for the subsequence by testing with v k0 − v 0 ∈ V 0 and integration over S
For the latter two convergences, we argue as follows:
Thus, for a non-relabeled subsequence, τ k ∇v k0 → ∇v 0 and τ k u ki → u i a.e. in S × Ω. Using these a.e. convergences and the boundedness of the functions µ i , the reaction coefficient r as well as of τ k u ki and of the exponential term in the reaction rate
we derive by Lebesgue's theorem the convergence
(4.14)
7. Since (u k , v k ) solve (4.2), our convergence results for a subsequence obtained so far ensure (see also
Step 2 in the proof of Lemma 4.1)
Note that the limit of the last term in the third line is zero because of (4.14) and
The last term in the last line results from the strong monotonicity of A M in the last argument. The weak lower continuity of Ψ M on V * ensures lim sup
Therefore, using (4.13), the estimates of Step 7 lead to 
Using (4.15) and (4.14), we obtain for the subsequence
Step 5 such that the limit (u, v) is indeed a solution to (P M ) and the proof is complete.
A priori estimate for problem (P M )
Under the assumption (A1'), we use the exponent q > 2 from Lemma 3.1 and define related exponents r and r as well as the quantity κ r := 2− 2 , r := 2q 
for any solution (u, v) to (P M ).
Proof. 1. Let (u, v) be a solution to (P M ). We set
Our choice of K, (A2), (A3), and (A6) guarantee that ln u i + K − (0) = 0 and ln
We show the assertion for i = n and use the test function
(Analogously this can be done for i = p.) Note that due to the definition of the reaction rate, the boundedness of r 0 and the charge carrier density and the sign of the test function
We arrive at
With (2.6) it holds that e 0 e n (y) ≤ e n (y) for all y ∈ R and with e 0 = 1 such that
Moreover, we rewrite
and continue our estimate (4.18) with suitable δ > 0 and c > 1 by Here we used Hölder's, Gagliardo-Nirenberg's and Young's inequality and the definition of κ in (4.16). 
we now consider the inequality (4.20) for α = 2 and get z(t)
For arbitrary α ≥ 2, we exploit (4.20) and omit the first term on the right-hand side to obtain Together with the uniform bound z(t)
in Ω ∀t ∈ S. 
Global solvability of problem (P)
Theoremu + A(v) = 0, u = E(v) a.e. on S, u(0) = u 0 , u ∈ H 1 (S, V * ), v − v D ∈ L 2 (S, V ) ∩ L ∞ (S, Z).
Global bounds for solutions to (P)
In the two-dimensional case, global bounds for solutions of the van Roosbroeck system in case of inorganic semiconductors are obtained by the following rules (see e.g. [7, 8] ). Estimates of the free energy (estimates of u i ln u i L 1 in the Boltzmann case) ensure the start of a Moser iteration for powers of (truncated) charge-carrier densities (u i −K) + to obtain global L ∞ bounds for u i . However, in our case of organic semiconductors the statistical relation does not fulfill lim y→+∞ e i (y) = +∞ and we have lim y→+∞ e i (y) = 0 this technique does not work.
In the case of inorganic semiconductors, with the knowledge of global upper bounds another Moser iteration for (ln u i + K)
− guarantees the global positive lower bounds of the densities u i (see [7, 8] ). In the case of organic materials we benefit from the fact that u i < N i0 and argue in a similar way to obtain positive lower bounds.
After obtaining these lower bounds we are able to verify suited upper bounds for u i less than N i0 by choosing powers of the function (e v i − K)
+ for a Moser iteration technique (see Theorem 5.2).
Global positive lower bounds for solutions to (P)
Theorem 5.1 We assume (A1) -(A6), and (A1'). Then there exists a c 0 > 0 depending only on the data such that any solution (u, v) to (P) fulfills
Proof. For any fixed T > 0, S = [0, T ] the proof of Lemma 4.3 can be done almost in the same way for Problem (P S ) itself. Note that for solutions to (P) we have
) and e i (y) ≤ c such that it is guaranteed that
In the estimate (4.19) we now argue directly with the original statistical relation e i instead of e M i , i = n, p. Since the lower bounds for the charge carrier densities established in the proof do not depend on the length T of the time interval S, we obtain the desired global bound.
Global upper bounds for solutions to (P)
For the derivation of global upper bounds for the densities u i strictly lower than N i0 we verify global finite upper bounds for the potentials v i , more precisely, for e v i , i = n, p. 
for L large enough and considering the limit L → ∞ in the resulting estimates. Theorem 5. 2 We assume (A1) -(A6), and (A1'). Then there exists a c * < 1 depending only on the data such that any solution (u, v) to (P) satisfies u i (t) ≤ c * N i0 a.e. in Ω ∀t ∈ R + , i = n, p.
Proof. 1. Let (u, v) be a solution to (P). We set
We show the assertion of the theorem for i = n (analogously this can be done for i = p).
We intend to use the test function
2) ensures an upper bound for |e n (v L )|. Thus we find an estimate for 
where
The validity of (5.4) is clear for smooth u n ∈ H 1 loc (R + , H). For general u n the validity of this relation is obtained via approximation by smooth functions and passing to the limit. Note that due to the choice of K we have g(u 0 n ) = 0. Additionally, we have that
3. Note that due to the form of the reaction rate, the boundedness of r 0 and of the charge carrier densities by N i0 and the lower bounds for v i , i = n, p, from Theorem 5.1 and (5.2) we arrive at the 6) where the terms I i , i = 1, . . . , 6, are defined and estimated separately. We use the properties
2 as well as the estimates in (5.2) such that
Moreover, for the term I 4 we have the estimate
Finally, for I 5 and I 6 , we compute that
The estimates for I i , i = 1, . . . , 6, mes(Γ D ) > 0, (A4), (A5), (5.6) and the global positive lower estimates of the charge carrier densities from Theorem 5.1 ensure with a suitable δ > 0 that
where we used the quantities q, r and κ from Lemma 3.1 and (4. 
Inserting this in estimate (5.8) for α = 2 we establish that z L (t) L 2 ≤ c for all t ∈ R + and therefore also sup t∈R + z L (t) L 1 ≤ c. 
A Properties of the free energy functional
We collect important properties of the free energy functional in the case of Gauss-Fermi statistics. 
