We present two improved bounds on the sample complexity of learning. First, we present a new general upper bound on the number of examples required to estimate all of the expectations of a set of random variables uniformly well. The quality of the estimates is measured using a variant of the relative error proposed by Haussler and Pollard. We also show that our bound is within a constant factor of the best possible. Our upper bound implies improved bounds on the sample complexity of learning according to Haussler's decision theoretic model. Next, we prove a lower bound on the sample complexity for learning according to the prediction model that is optimal to within a factor of 1 + o(1).
Introduction
Many important applied problems can be modeled as learning from random examples. Examples include text categorization [22] , handwritten character recognition [16, 4, 8] , speech recognition [2, 1] , and virtual circuit holding times in IP-over-ATM networks [21, 18, 15] . In this paper, we present improved sample complexity bounds according to two fundamental learning models.
Improved bounds for
Haussler's learning model. Haussler [10] , building on the work of Valiant [24] , Vapnik [25] and others, introduced a general model of learning that unified treatment of a variety of problems. He showed that the sample complexity of learning according to his model could be analyzed by bounding modification of the usual notion of "relative error" to make it well-behaved around 0 and symmetric-in its arguments. It can be verified that d. is a metric on R +, and has some good metric properties such as being compatible with the ordering on the reals (if 0 _< r < s < t, [10] .
then dv(r,s) < dv(r,t) and d,(s,t) < d~(r,t))
Also, as seen below, upper bounds on this metric yield upper bounds for other familiar distance metrics.
The pseudo-dimension [19] of a class ~-of [0, 1]-valued random variables is a generalization of the Vapnik-Chervonenkis dimension [26] to sets of realvalued random variables, and is a measure of the "richness" of 9 r.
Haussler [10] and Pollard [20] showed that, for any class $-of random variables whose pseudo-dimension is d, if we draw 1 O (al--~ (dlog ~ + dlog ~ + log ~)) examples, then with probability 1 -5, the d~ distance between the sample average and the true expectation will be at most a, for all the random variables in 5 r.
In this paper, we prove a bound of O (~--~ (dlog -} + log ½)) examples, which improves on the above bound by a logarithmic factor when a is relatively small. Furthermore, we show that our bound is optimal to within a constant factor.
A line of research culminating in work of Talagrand [23] studied the analogous problem in which the absolute value of the difference between the sample average and the true expectation was used instead of the d~ metric: O(1-~(d + log(l/5))) examples have been shown to suffice here. A disadvantage of this type of analysis is that, informally, the bottleneck occurs with random variables whose expectation is close to 1/2. In a learning context, these correspond to hypotheses whose error is close to that obtained through random guessing. If good hypotheses are available, then accurate estimates of the quality of poor hypotheses are unnecessary. The d~ metric enables one to take advantage of this observation to prove stronger bounds for learning when good hypotheses are available, which is often the case in practice. (See [10] for a more detailed discussion of the advantages of the d~ metric.) In any case, our upper bound yields a bound within a constant factor of Talagrand's by setting a = e, u = 1/2, and the of upper bound for PAC learning by setting u = e, a = 1/2.
Our upper bound proof makes use of chaining, a proof technique due to Kolmogorov, which was first applied to empirical process theory by Dudley. 1 Our analysis is the first application we know of chaining to bound the sample complexity of obtaining small relative error; accommodating relative error requires some new ideas. The proof of our lower bound generalizes an argument of [12] to the case in which estimates are potentially nonzero. It makes use of recent results of Dubhashi and Ranjan [5] on negatively associated, random variables. Our approach also leads to a simplification of the original argument of [12] .
In some special cases of Haussler's learning model, the goal of the learning algorithm is to approximate a function using some examples of its behavior on elements of its domain chosen according to an arbitrary, unknown distribution. However, for many important applications, it is sufficient to approximate the expectation of a function with respect to a known distribution over its domain (see, e.g., Karger's thesis [14] ). Tight bounds on the required amount of randomness and number of domain elements examined have been obtained for this problem (see the recent survey by Goldreich [9] ). In contrast, our analysis, which is motivated by learning problems like those of Haussler's model, concerns the number of examples needed to estimate all the expectations of a possibly infinite family of random variables for any distribution over the domain. Since the learner's environment can often be modeled as a source of random examples, we do not study randomness complexity here.
1.2 A tight lower bound for the prediction model. In the prediction model [12] , the algorithm is trying to learn a {0, 1}-valued function f from a known class ~. An adversary chooses f and a probability distribution D over the domain of f, and elements xl, ..., Xm+l are independently chosen according D. The algorithm is given (xl,f(xl)),..., (Xm,f(Xm) ) and xm+l, and must predict the value of f(xm+l). Let p(d, m) be the best-possible upper bound on the probt See [19] for a discussion of the history of chaining, and [17] for a simple proof of a bound within a constant factor of Talagrand's using chaining. Haussler, Littlestone and Warmuth [12] showed that In the case d = 1, the class ~ used in our argument consists of indicator functions for paths in trees, instead of the half-intervals of [12] . More precisely, given a tree T = (V,E), :7: is the set of functions f : V --+ {0, 1} that are indicator functions of root-to-leaf paths. We generalize to the case d > 1 in a manner similar to [12] . To summarize, we present improved bounds on the sample complexity of learning, in two basic models of learning. The first bound improves on the best previously known general bounds on learning according to Haussler's decision-theoretic model; this model allows for the possibility that what is to be learned does not belong to a restricted set of hypotheses that is known a priori to the learning algorithm, and yields strong bounds when what is to be learned can be approximated moderately well by a member of such a hypothesis class. Our second bound, which involves the prediction model, is asymptotically optimal.
Preliminaries
Fix a countably infinite domain X. (We assume X is countable for convenience, but weaker assumptions suffice: see [10] .) The pseudo-dimension of a set 9 v of functions from X to [0, 1], denoted by Pdim(~-), is the largest d such that there is a sequence xl, ...,Xd of domain elements from X and a sequence rl, ..., rd of real thresholds such that for each bl, ..., bd E {above, below}, there is an f E ~-such that for all i = 1,..., d, we have f(xi) >_ ri ¢~ bi = above. For k E N, the pseudodimension of a subset F of [0, 1] k is defined using the above by viewing the elements of F as functions from {1, ..., k} to [0, 1]. The VC-dimension is the restriction of the pseudo-dimension to sets of functions from X to {0,1).
We will make use of the usual Hoeffding bound; let exp(x) denote e z. 
The following lower bound is a slight modification of Theorem 5 on page 12 of [3] , and is proved similarly. 
The following correlational result involving a "balls and bins" experiment will be useful. 
LEMMA 2.3. ([5]) Suppose we throw m balls independently at random into n bins, each ball having an arbitrary distribution. Let Bi be the random variable denoting the number of balls in the ith bin. Then for any tl,..., tn, Pr (Ai~=~ Bi > ti) < ylin=l Pr(Bi > ti).

E~(f) -----~ ~-~i=1 f(xi)
to be the sample average of f w.r.t. Z. For a probability distribution P over X, and a function f defined on X, let Ep(f) denote the expectation of f(x) when x is drawn according to P. Recall from the introduction that for v > 0 and r, s > O, d~(r, s) = I~-sl We will find it useful in our --v+r+s " analysis to extend the domain of d~ to pairs r, s for which r + s > -v. For a family 2-of [0, 1/-valued functions defined on X, define opt(F, v, a, 5) to be the least M such that for all m > M, for any probability distribution P over X, if m examples ~ = (x~ .... , xm) are drawn independently at random according to P, with probability at least 1 -5, We will make use of the following known lemma, which is proved by first bounding the probability that a sample gives rise to an inaccurate estimate in terms of the probability that two samples give rise to dissimilax estimates, and then applying the fact that any permutation that swaps corresponding elements of the two samples is equally likely. 
We will use the following lemma due to Haussler. 
Since -c~m < ~-~-i=~ gi <-cure and c _< 2/3, the term 2m (~m + ~i=~ g~)~ takes its minimal value at ~i~'~ g~ = -c~rn. Therefore
Since c < 2/3, the lemma follows.
The following result of [11] bounds the size of a "well-separated" set of a certain pseudo-dimension:
The following is the key lemma in our analysis, and is a new application of chaining. 
U a: 3f E F,, E ((gLj),~(i) -(gLt),,(m+O t=o
Let ~'0 --,/3, and for each j E N, let 2t). 
Note that Go = F0, and therefore the elements of Go are in [0, 1] 2m. Thus, we can apply Lemma 3.2 to get
Substituting the value of u0, upper bounding the size of IG01 using Lemma 3.4, and combining with (3) completes the proof. 0 Combining Lemma 3.5 with Lemma 3.1, and solving for m proves the upper bound of Theorem 3.1.
3.2 Lower bound. In this section, we establish the lower bound side of Theorem 3.1. For positive integers d and n, we define Xd,n to be an arbitrary set of nd elements of X. We view Xd,n as the union of d disjoint subsets, which we will call types; there will be n elements of each type. We refer to the jth element in type i as ai,j. Let Pd,n be the uniform distribution on Xd, n. The function class bed consists of all functions mapping X to {0, 1} that take the value 1 on at most one point in each type, and take the value 0 outside of Xd,n. It is easy to check that the pseudo-dimension of ~-d is d.
We begin by establishing the first term of the lower bound. shows that
Crucially, by Lemma 2.3,
Solving the above inequality, we have z < 2/e °'99 < 4/5. The heart of our analysis is the proof of the following theorem, which concerns the case in which the VC-dimension is 1. We extend this result to the case d > 1 in Theorem 4.2. ( (log log m) 2 P(l'm)>1(1-O\ logm ))" Proof: As in [7] , we will fix D, and describe a distribution over the choice of f such that, for any algorithm A, the probability, with respect to the choice of f as well as the random examples, that A makes a mistake is lower bounded as in Theorem 4.1. This will imply the existence of f for which the probability of making a mistake has the same lower bound with respect only to the random choice of examples.
The concept class 2" that we use is as follows. For our proof, we will find it convenient to prove a lower bound for an artificial learning model in which the learning algorithm is given information about the function to be learned in addition to a random sample of its behavior. Since an algorithm can ignore this extra information, lower bounds for the revised model imply lower bounds for the original prediction model. Let D be the uniform distribution over V, and suppose the function f to be learned is chosen uniformly at random from 9 v. It will be useful to view this choice a:s being made via a random walk from the root to a leaf, by first choosing ~'uniformly at random from {1, ..., b} h, and then each time we need to decide which of b children to take, checking the appropriate component of ~'.
The additional information given to the algorithm depends on the random sample 5: it receives and the function f to be learned, as follows. Define low(5:) to be the positive example in 5: that lies furthest down the path defining f if there are any positive examples, and to be the root otherwise (note that the root is contained in all root-to-leaf paths). In addition to a sample 5:, the algorithm receives all the components of ~* except the component used to tell which child of low (5: The edges on paths that could possibly be the target are drawn with dotted lines. The algorithm does not know which child of the lowest positive example is taken, but it knows which child is taken on every other step along the path. possibilities (see Figure 2) .
As is well known (see [6] ), the probability of mistake is minimized by any algorithm that, given (i) a sample S, (ii) Xm+l and (iii) c(S, ~, outputs the prediction for f(Xm+l) that minimizes the a posteriori probability of a mistake, after conditioning on (i), (ii) and (iii). One such optimal algorithm (let us call it A) predicts 1 if and only if the conditional probability that f(xm+l) --1 is strictly greater than 1/2. Thus, if there are at least two possibilities for the function f to be learned that are consistent with the information in S and c(S,~, algorithm A predicts 1 for all elements on the path from the root to low(S), and 0 everywhere else. This is because, in this case, since f is chosen via a random walk, all possibilities for f remaining are equally likely, and the unknown portions are disjoint. So for any v not on the path from the root to low(S), the a posteriori probability that f(v) = by Lemma 2.3 together with the fact that there are at most m negative examples. The fact that height(low(S)) <_ h proves (7) . Also, for each choice of I, it is easy to check that , Pr(mistake](£1 A £2)) = Pr(mistakel£1)-Thus, Pr(mistake) > )~" E(height(low(S))) (8) n Now, applying the approximations e -x/(1-*) < 1 -x _< e -* (for x < 1) and some manipulations, we get
m n Similarly, Now, suppose we can define the integers b and h so that lnlnm >_ hre/n > lnlnre -1;
b _> (lnre). lnlnra;
h = O((ln re)/In In re), and (13)
Then, it can be verified that the bound in (9) is at least -(1 -O ((log log m):~ ~ and that the right-hand-side In m) , we can verify that the desired bounds (11), (12) , (13) and (14) hold.
Finally, we generalize Theorem 4.1 to the case d > 1 in a similar manner as in [12] . it is not hard to verify that VCdim(5 c) = d. The adversary's strategy is to pick leaves Yl,Y2,...,Ya using random walks independently from T1, T2,..., Td respectively; the unknown function is then d set to be ~i=1 .ful. The adversary also sets the distribution D of the samples xi, to be uniform on V. As before, the learner wishes to maximize the probability of correctly guessing the value of ~/a=l ful (xm+l)-Note that if xm+l belongs to some tree T~, then this value (to be guessed) is simply fy~ (xm+l). It is also easy to check that those samples among the first re samples that fell in other trees Tj, give no information to the learner. We are thus essentially reduced to our earlier setting of the "single tree" problem. Since re _> 8d, a standard Chernoff-Hoeffding bound shows that with probability at least 1 -1/In(re/d), the number of samples among the first re that landed in Ti, is at most req Thus, since Ti has n(re ~) nodes, Theorem 4. (A minor subtlety that we have glossed over is that the number of samples failing in Ti may have been less than m~-it may not have exactly equaled m ~. But this is not a problem, since it can be seen that for any concept class 9 r, p(~', m) is non-increasing as a function of m; indeed, if more samples cannot help, the optimal learner will simply ignore such samples.) [1 
