We propose to use Convolutional Neural Networks (CNNs) to improve the precision measurement of Higgs boson-gluon effective coupling at lepton colliders. By using CNNs the uncertainty of the effective coupling can be further decreased by about 1.23% using PYTHIA data and 1.16% using HERWIG data in the channel of a Z boson decaying to lepton pair, and reduced by about 30% compared to that using conventional method in the MC simulation for the center-of-mass energy 250 GeV and integrated luminosity 5 ab −1 . The difference between the expected uncertainty of the effective coupling using PYTHIA and HERWIG data is about 0.1%. Further investigation shows that the jet substructure information is very important for distinguishing signal and background processes.
The deviation may come from the new heavy particle loop similar to the heavy quark loop in the SM [1] [2] [3] [4] [5] [6] [7] [8] . Therefore, the precision measurement of Higgs bosongluon coupling will be a touchstone of the SM and may lead to a breakthrough for new physics.
Although gluon fusion is the most important process of Higgs boson production at CERN Large Hadron Collider (LHC), the Higgs boson-gluon coupling is still difficult to be determined accurately due to the overwhelmingly large QCD radiation [9, 10] . The better candidates for the precision measurement of Higgs boson-gluon coupling can be lepton colliders, which have clean environment and high luminosity. The possible future electron positron colliders, which are usually called Higgs factory at 250 GeV center-of-mass energy, include Circular Electron-Positron Collider (CEPC) [11] [12] [13] , Future Circular Collider-electron-positron (FCC-ee) [14] [15] [16] and International Linear Collider (ILC) [17] [18] [19] . At Higgs factory the measurement on most of the Higgs properties can reach percent level accuracy [9, 10, 20] . With the conventional method [21] can be reduced to about 1.6% by using the jet energy profile [22] for the channel of a Z boson decaying to lepton pair.
In the last few decades, machine learning has been applied to solve many complicated problems in particle physics. In particular, neural networks have been employed to distinguish different types of jets, including Higgs boson tagging [23] , boosted W boson tagging [24, 25] , boosted top tagging [26, 27] , single merged jet tagging [28] , heavy-light quark discrimination [29] and quark-gluon discrimination [30] [31] [32] [33] . Machine learning also is used to scan physical well-motivated parameter space in the theories beyond the SM [34] . They all get an exciting recognition capability and superior to conventional method. In the different machine learning algorithms, Convolutional Neural Networks (CNNs) is one of the most popular and powerful algorithms in deep neural networks.
In this paper, we propose to use CNNs for the precision measurement of the Higgs boson-gluon effective coupling by distinguishing the background processes from the process of a Z boson decaying to lepton pair and a Higgs boson decaying to gluon pair (2ℓ2g) at lepton colliders. We will use events from different event generators for neural network training and testing to illuminate the difference between different shower and hadronization schemes.
The content is organized as follows. In the next section CNNs will be briefly reviewed. In the third section, the Monte Carlo (MC) events are generated by PYTHIA and HERWIG at future e + e − collider for the center-of-mass energy 250 GeV and integrated luminosity 5 ab −1 . The production of images and CNNs architecture are introduced in the fourth section. In the fifth section, we show the results using CNNs. Finally the conclusion is made.
II. CONVOLUTIONAL NEURAL NETWORKS
Neural Network (NN) is one of the most popular algorithms in machine learning. Generally, neural network consists of input layer, hidden layer and output layer. If a neural network has more than two hidden layers, it is a deep neural network. A layer is dense if each of its units connects to all of the units in the previous layer. If a neural network is consisted of dense layer completely, it will tune large number of parameters and waste a lot of computing resources. Actually, the image can be distinguished only by some local features since itself has two dimensional spatial characteristics. This motivates the design of CNNs [35] . In last few years based on the development of computer technology, CNNs have been the source of many major breakthroughs in various fields.
In image identification, the images fed to CNNs will pass convolutional layer, pooling layer and dropout layer. The function of convolutional layer is extracting features in image. This can be implemented by the convolution of filter and image. A filter is a n × n grid of weights, where n is the filter size. The convolution is that each weight in a filter multiplies the corresponding pixel intensity in a patch of same size of a image. Then, sum the convolutional values, add a bias and feed it to an activation function. The most used activation function in CNNs is Rectified Linear Units (ReLU), which is defined as f (x) = max{0, x}. The advantage of ReLU activation function is that it is a simple but stable nonlinearly function. ReLU will make the training process much faster. When a filter slides with a stride length around the whole image, a new image called feature map can be gotten. Each convolutional layer usually has many different filters to extract different features of a image. For the multi-channel images, such as RGB color images with three channels, filters in convolutional layers are also multi-channel. Each color or channel will be solved by corresponding filter like the single color image, and will be accumulated in the final step.
Then a pooling layer follows the convolutional layer. The main purpose of the pooling layer is to reduce the number of parameters. Max pooling and average pooling are the most common pooling functions. Max pooling takes the largest value while average pooling takes the average of all values in a filter region. The filter of pooling layer is m × m grid, where m is the pooling size. The filter also slides with a stride length across the whole images. The dropout layer usually is added to avoid the overfitting. Dropout refers to the temporary discarding of some neural network units at certain probability in each training [36] . A model of CNNs can be built with these layers.
The error of the model can be quantified by the binary cross entropy loss function
where N is the number of training events. The y i is the real value of the i-th event which is one for signal event and zero for background event. The Y i is the predicted value by CNNs of the i-th event. The training process is tuning the parameters in the model to minimize the loss function.
III. PRE-PROCESSING
We have reviewed that CNNs is a powerful tool in image identification in the last section. Then it will be used for improving the measurement of Higgs boson-gluon effective coupling. In this work, the events are simulated at future e + e − colliders [11] [12] [13] [14] [15] [16] [17] [18] [19] for the center-of-mass energy 250 GeV and integrated luminosity 5 ab −1 . The parton level MC events are generated by WHIZARD1.95 [37, 38] and respectively transferred to hadron level by PYTHIA6 [39] and HERWIG7 [40] . For clarity, we call them PYTHIA data and HERWIG data, respectively.
The main process of Higgs production is e + e − → Z * /γ * → Zh at the future e + e − colliders. We choose the process of a Z boson decay to lepton pair and Higgs boson decay to gluon pair (2ℓ2g) as signal process since the Z boson can be reconstructed very well by the lepton pair. The process of different Z boson decay modes Z → e + e − and Z → µ + µ − are discussed at first. Then the two lepton channels are combined as Z → ℓ + ℓ − . To suppress the major backgrounds from the 2-fermion processes [41] , we add two cuts at first. One is the number of stable charge particles in the final state N charge ≥ 10, and another is the electromagnetic energy ratio in the final state R EM < 0.99. Then, all the analysis and kinematic cuts follows Ref. [22] , where it has been shown that the c tagging cannot decrease the κ g uncertainty effectively since its mistag rate for gluon jet will exclude some gluon jets. Therefore, we only use the b tagging in this paper.
After all the cuts, the uncertainty of κ g around the SM prediction can be explicitly expressed as
where N g and N are the numbers of the Higgs boson decaying to gluon pair events and total events, respectively. In Table I , the second and the third lines are the uncertainties of κ g using PYTHIA data and HERWIG data, respectively. The difference between the results using PYTHIA data and HERWIG data may come from the different shower and hadronization schemes. The k Tordered and angular-ordered schemes are used for shower effect, and the Lund string and cluster models are used for hadronization effect in PYTHIA6 and HERWIG7, respectively.
The kinematic cuts and b tagging can remove a large number of distinct backgrounds, which will greatly improve the efficiency of neural network. The remaining events that cannot be distinguished by these kinematic cuts will be further filtrated by neural network.
IV. ARCHITECTURE OF CNNS
The energy of all the final state stable particles as our pixel intensity at lepton colliders. The images of the signal process 2ℓ2g are given the sign one and the other images as the background process are given the sign zero. All the images are divided into training (80%), validation (10%) and test (10%) sets.
The neural network is implemented by using Keras with TensorFlow backend. CNNs architecture consisted of three iterations of a convolutional layer and a maxpooling layer. For the first two iterations, a dropout layer follows each maxpooling layer. For the third iteration, a flatten layer and a dense layer with 128 units follows the maxpooling layer are added before a dropout layer. All the layers followed by a dense layer with one unit and a sigmoid activation.
Each convolutional layer consisted of 64 filters with filter size 3×3 and a ReLU activation. The random-normal is used to initialize the convolutional kernels. The stride length of the convolution is 1. Each maxpooling layer performed a 2 × 2 down-sampling with a stride length of 2. All the dropout rates of dropout layers are 0.5.
The binary cross entropy is used as the loss function. The optimization of training uses the Adam algorithm [42] and the learning rate is 0.0005. The training with batch size 128 and 50 epochs and an early-stopping patience of 3. So, the training will stop early if the value of the validation loss doesn't go down three times.
The image can be designed to have 62-pixel length in the φ direction and 30-pixel length in the θ direction according to the parameters of CNNs. The reasons are that each pixel of the image is approximately square and the edge information of the image is not lost during each pooling process with 62 × 30 pixels. The image with 62 × 30 pixels is enough to offer almost all the useful features for CNNs according to our attempts.
V. RESULTS
In this section, we will present the improvement on the κ g uncertainty archived by using CNNs, and the difference of PYTHIA data and HERWIG data will be shown. After training becomes stable, the receiver operator characteristic (ROC) curve is usually used to quantify the performance of CNNs. A ROC curve is generated by plotting the true positive rate against the false positive rate. The area under the curve (AUC) is defined to compare the overall performance of neural network. In this paper, the true positive rate is the signal process (2ℓ2g) acceptance efficiency R g and the false positive rate is the mistag efficiency R B of background processes. Fig .2 shows the background rejection rate 1 − R B as function of the signal acceptance efficiency R g for CNNs.
The area under these curves are the AUC values of different cases. Both training and testing have been applied to PYTHIA and HERWIG data. For convenience, P(H)+P(H) is used to represent training with PYTHIA (HERWIG) data and testing with PYTHIA (HERWIG) data. It can be found that at around R g = 80% we can get about 80% background rejection rate meanwhile the signal acceptance efficiency could still be acceptable. Furthermore, it can be seen that the AUC value of H+H is slightly better than that of P+P. More specifically, the curves of P+P and H+H are very similar at the low signal acceptance efficiency region R g < 60%, but the curve of H+H is higher than that of P+P at the high signal acceptance efficiency region R g > 60%. Especially, in the region R g > 70% a noticeable difference is shown.
The H+P and P+H are training and testing with different data as cross check to illustrate the universality of CNNs model trained with our data. If the performance of the two CNNs models trained with the different data but tested with the same data are similar, CNNs models are universal. The degree of goodness of the model can be quantified by the area between the two ROC curves. By comparing the P+P(H) to the H+P(H) in Fig.2 , the performance of CNNs model tested with different data is just slightly worse than that tested with same data at all the signal acceptance efficiency region. It means that our CNNs models do not have too much overfitting since they are not overly dependent on certain data.
By using the ROC curve, the uncertainty of κ g after using CNNs at each point (R g , R B ) can be expressed as 3 presents the uncertainty of κ g after CNNs as function of the signal acceptance efficiency R g using PYTHIA and HERWIG data. At the optimal point R g = 75%, δκ CNN g can reach about 1.23% by using P+P and 1.16% by using H+H. Compared to Table I , it shows that δκ CNN g can be further reduced by 30% for P+P and 29% for H+H. The results using H+H is about 6% smaller than that using P+P. The small difference of the results may come from the difference between PYTHIA and HERWIG data. The results of the cross check is slightly worse than that of the training and testing with the same data. Comparing P+P to H+P, the uncertainties of κ g using H+P is worse than that using P+P. H+H and H+P are in the same situation. In addition, δκ CNN g is slightly insensitive to R g in the region R g ∈ [65%, 85%]. Therefore, one may choose some different point for higher signal acceptance efficiency.
However, expanding the spherical surface into a two dimensional plane will break the symmetry in the φ direction. A jet may be split into two parts at margins of the image, which may not conducive to the image recognition. To recover the symmetry in the φ direction, each image rotates in the φ direction to generate new images. The new images can be obtained by the rotation of 12-pixel, 24-pixel, 36-pixel and 48-pixel lengths in the φ direction, respectively. Therefore, four times more new images are included in the original image set. In the previous part, the image is constructed with the information of all the final state stable particles in an event. To gain insight into the improvement by CNNs and find the most important features of signal and background, different images are constructed with different information. Fig.5 shows the uncertainty of κ g after CNNs as function of the signal acceptance efficiency R g using different images. The training and testing both use PYTHIA data. The solid line marked as "all" is the result using images constructed with the information of all the final state stable particles, and the dash line marked as "dijet" is the result using images constructed with the substructure and position information of leading and subleading jets. These two similar results show that the leading and subleading jets nearly contribute all the feature for CNNs. The reason is that most of the information except the jets in the events is the lepton pair, which comes from the Z boson decay in both signal and background processes. Then by translating the center of the two jets to the image center the line marked as "dijet translation" is obtained. Also we draw the two jets into one image with two-channel. Each channel contains one 30 × 30 pixel sized jet image, whose center locates at the relevant jet center. The result using these two-channel images is marked as "dijet 2-channel". It can be seen that the "dijet translation" result and "dijet 2-channel" result are very similar to the "dijet" result, so the positions of the jets are not important for this discrimination. Furthermore, the lines marked as "leading jet" and "subleading jet" represent the results using leading jet images and subleading jet images, respectively. The "leading jet" and "subleading jet" results become noticeably worse than "dijet 2-channel" result. This indicates that the information of either leading jet or subleading jet is important. And the comparison between "leading jet" result and "subleading jet" result shows that the information of leading jets is little more important. The result using conventional method marked as "conventional" is not compatible with even "subleading jet" result. This shows that the jet substructure information is very important. And by comparing to that result using jet energy profile [22] marked as "JEP", we can tell that only jet energy profile is not enough for the jet substructure information.
VI. CONCLUSIONS
In this paper, CNNs is used to improve the precision measurement of Higgs boson-gluon effective coupling at lepton colliders. By using CNNs the uncertainty of Higgs boson-gluon coupling can be further decreased by about 1.23% using PYTHIA data and 1.16% using HERWIG data in the channel of a Z boson decaying to lepton pair, and reduced by about 30% compared to that using conventional method in the MC simulation at the future e + e − colliders for the center-of-mass energy 250 GeV and integrated luminosity 5 ab −1 . The difference between the expected κ g uncertainties using PYTHIA and HERWIG data is about 0.1%. Further investigation shows that the jet substructure information is very important for distinguishing signal and background processes.
