




















クモデル（logistic model; Birnbaum, 1968）が用いら
れ，多値の場合では多段階反応モデル（graded re-







く用いられる 1 パラメータと 2 パラメータのモデル以外
にも， 3 ～ 5 パラメータのロジスティックモデルも提案
されている（e.g., 豊田，2012）。 3 パラメータのモデル





上のモデルは研究対象から除外し， 1 ・ 2 パラメータの
ロジスティックモデルを扱うこととする。
以下，回答者を i ∈（1,…,I）で，試験項目を j ∈（1,…
,J）で表す。 1 パラメータロジスティックモデルでは，
能力θi を持つ被験者 i が j 番目の項目に正答する確率
を
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Abstract：JAGS と Stan は，項目反応理論モデルのマルコフ連鎖モンテカルロ法を用いたベイズ推定で利用
できる二つの代表的なソフトウェアである。本研究では，項目反応理論の 1 パラメータおよび 2 パラメータロ
ジスティックモデルにおいて，この二つのソフトウェアを用いた推定の精度と速度について，数値シミュレー
ション実験を用いた比較評価を行った。結果として，多くの条件下において，Stan を用いた推定は JAGS を
用いた場合よりも優れた，もしくは同等な推定精度・速度を示した。
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また，Bock & Lieberman （1970）は，項目パラメー
タだけの推定方法として周辺最尤推定法（marginal 



















BUGS （Bayesian inference Using Gibbs Sampling），
JAGS （Just Another Gibbs Sampler），Stan （RStan）













形式上よく似ているが，JAGS は以下の 3 点が特徴的で
ある（http://mcmc-jags.sourceforge.net/; JAGS 公式






た，JAGS は経験的に BUGS よりも収束が速いことが多
いとされる。
一方，Stan は Andrew Gelman を筆頭にした Stan 
Development Team. （2015）によって，2011年に開発さ
れたベイズ推定を行うための統計解析ソフトである。統
計解析ソフトである R 上で動作する RStan 以外にも，





























Gelman, Lee, & Guo （2015, Figure 2 ）は，Stan を紹
介する論文において，項目反応理論モデルを用いて，


















あった。OS は Windows10 （64bit） を使用した。メモリ




ーの統計環境 R の version 3.2.3を用いた。そのダウンロ




た。そして，JAGS を R 上で動作させるために，R パッ
ケージ rjags の version 4-4 を導入した。
Stan のダウンロード，インストールは，公式ホーム
ページ（http://mc-stan.org/）より行った。Stan を R
上で動作させるために，R パッケージ rstan の ver-
sion2.9.0を導入した。さらに，RStan を動作させるため







5 問と10問の 2 条件を設定した。回答者数である，サン
プルサイズは100と500の 2 条件を設定した。
以上の 2 × 2 × 2 の 8 条件について，JAGS と Stan
のそれぞれのソフトウェアで各50試行セットの乱数デー
タを生成した。このデータを作成するために，R パッケ
ージ psych に含まれる sim.irt （）関数を用いて，項目
困難度パラメータβ，項目識別力パラメータαの真値を































前分布を 0 ＜αj＜∞の範囲をとる，平均 0 ，標準偏差
1 の切断正規分布とした。そして，βj，θi のそれぞれ





た。これは Curitis（2010）の BUGS 用 IRT プログラム














JAGS と Stan のマルコフ連鎖モンテカルロ法によ
る，事後分布からの乱数発生過程を可視化するために，
1 パラメータロジスティックモデルにおける各第 2 試行
目における同じパラメータの自己相関プロットを Fig-
ure 1 に，トレースプロットを Figure 2 に示した。
Figure 1 は横軸にラグを，縦軸に自己相関をとったプ
ロットであるが，JAGS よりも Stan の自己相関がすぐ
に下がっていることがわかる。これは，Stan の方が効
率のよい事後分布からのサンプリングができていること
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Figure 1.　JAGS（上の行）と Stan（下の行）の 1 パラメータロジスティックモデル第 2 試行目における自己相関プロット
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Stan の推定精度が良いと考えられる。 2 パラメータロ
ジスティックモデルの項目パラメータβの推定では，ほ
とんどの条件下で JAGS よりも Stan の推定精度が良かっ
た。しかし，項目数 5 回答者数500条件のみ，Stan より
も JAGS の推定精度が良かった。そして， 2 パラメータ
ロジスティックモデルの項目パラメータαの推定では，
回答者数100の条件下では Stan の方が JAGS よりも推定
精度が良いことがわかり，回答者数500の条件下では
JAGS の方が Stan よりも推定精度が良かった。
そこで，推定精度に関してさらに調べるために，推定
結果から平均二乗誤差（Root Mean Squared Error; 以
下 RMSE）を算出し， 1 パラメータロジスティックモ
デルを Table 2 ， 2 パラメータロジスティックモデルを
Table 3 にまとめた。Table 2 ，3 における RMSE も，
値が小さくなればなるほど，真値との差が小さく，より
真値に近い値を推定できていることを表す。
Table 2 より， 1 パラメータロジスティックモデルの
RMSE の比較で，すべての条件下において JAGS と
Stan の推定精度に大差はなかった。
Table 3 より， 2 パラメータロジスティックモデルの
RMSE の比較で，回答者数100の条件下では，Stan より
も JAGS の方が推定精度の良い項目パラメータが多く，





Figure 2.　JAGS（左）と Stan（右）の 1 パラメータロジスティックモデル第 2 試行目におけるトレースプロット
Table 1 　総250（500）試行の各条件で真値との差が小さかった試行数
項目数 5 10
回答者数 100 500 100 500
ソフト JAGS Stan JAGS Stan JAGS Stan JAGS Stan
1 PL_beta 125 125 125 125 247 25３ 2３4 2６６
2 PL_beta 122 128 1３0 120 2３4 2６６ 2３8 2６2
2 PL_alpha 117 1３３ 1３９ 111 248 252 2６2 2３8
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真値回答者数 100 500 100 500
ソフト JAGS Stan JAGS Stan JAGS Stan JAGS Stan
beta 1 0.３5 0.３5 0.３2 0.３2 －1 0.３7 0.３7 0.３5 0.３5 －1
beta 2 0.24 0.24 0.1９ 0.1９ －0.5 0.３8 0.３8 0.３６ 0.３６ －1
beta ３ 0.2３ 0.2３ 0.18 0.18 0.5 0.22 0.22 0.1９ 0.1９ －0.5
beta 4 0.３６ 0.３６ 0.３1 0.３1 1 0.2３ 0.2３ 0.1９ 0.1９ －0.5
beta 5 0.50 0.50 0.48 0.48 1.5 0.24 0.24 0.1９ 0.1９ 0.5
beta ６ 0.20 0.20 0.18 0.18 0.5
beta 7 0.３９ 0.３９ 0.３６ 0.３６ 1
beta 8 0.３９ 0.３９ 0.３３ 0.３３ 1
beta ９ 0.57 0.57 0.5３ 0.5３ 1.5
beta 10 0.5６ 0.5６ 0.54 0.54 1.5




真値回答者数 100 500 100 500
ソフト JAGS Stan JAGS Stan JAGS Stan JAGS Stan
alpha 1 0.３９ 0.40 0.３7 0.３６ 1 0.３９ 0.３９ 0.３7 0.３６ 1
alpha 2 0.24 0.2３ 0.2３ 0.22 0.5 0.18 0.17 0.1９ 0.18 0.5
alpha ３ 0.51 0.54 0.45 0.4６ 1 0.45 0.48 0.4３ 0.44 1
alpha 4 0.1９ 0.18 0.20 0.18 0.5 0.24 0.2３ 0.24 0.2３ 0.5
alpha 5 0.25 0.24 0.３2 0.2９ 1 0.50 0.51 0.40 0.41 1
alpha ６ 0.24 0.24 0.21 0.20 0.5
alpha 7 0.３4 0.３６ 0.40 0.３９ 1
alpha 8 0.20 0.1９ 0.20 0.18 0.5
alpha ９ 0.2９ 0.28 0.３３ 0.３1 1
alpha 10 0.1３ 0.12 0.1６ 0.1３ 0.5
beta 1 0.1９ 0.2３ 0.1６ 0.1３ －1 0.21 0.22 0.14 0.12 －1
beta 2 0.３６ 0.３5 0.22 0.20 －0.5 0.45 0.51 0.21 0.22 －1
beta ３ 0.20 0.20 0.18 0.15 0.5 0.1９ 0.17 0.1３ 0.12 －0.5
beta 4 0.42 0.52 0.20 0.20 1 0.28 0.３0 0.2３ 0.20 －0.5
beta 5 0.３３ 0.4３ 0.22 0.25 1.5 0.24 0.22 0.1３ 0.12 0.5
beta ６ 0.2９ 0.３1 0.1９ 0.17 0.5
beta 7 0.25 0.３0 0.14 0.14 1
beta 8 0.48 0.58 0.1９ 0.1９ 1
beta ９ 0.３7 0.47 0.20 0.24 1.5
beta 10 0.６2 0.77 0.３5 0.44 1.5
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推定速度
JAGS と Stan の推定速度を比較するために， 1 回の
推定にかかる平均推定時間を求め，Table 4 に示した。
1 パラメータロジスティックモデルの項目数 5 の回答
者数100の条件を除き，Stan の推定速度が JAGS の推定
速度を上回った。JAGS と Stan 間で，最も差があった
のは， 2 パラメータロジスティックモデルの項目数10，













クモデルでは，JAGS と Stan の推定精度に大きな差が
見られなかった。また， 2 パラメータロジスティックモ
デルでは，回答者数が大きくなると JAGS よりも Stan
の推定精度が良く，全条件で JAGS よりも Stan の推定
速度が速かった。これらを踏まえ，非階層型の項目反応
理論モデルは，JAGS よりも Stan を用いた推定がより
推奨できると考えられる。
最も， 2 パラメータロジスティックモデルの回答者数













































回答者数 100 500 100 500
ソフト JAGS Stan JAGS Stan JAGS Stan JAGS Stan
1 PL 28.85 ３６.01 180.11 44.９0 5９.84 ３7.70 ３5９.３６ 45.4３














ジが用意されている。JAGS では R パッケージ coda
（Plummer, Best, Cowles, & Vines, 2006）を用いること
で，収束の判定やそのプロットを R 上で行うことがで
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int<lower=1> p; // number of questions
int<lower=1> n; // number of observations




real theta［n］; // mean student ability
real<lower= 0 > alpha［p］; // discrimination of k
real beta［p］; // difficulty for k
}
model ｛
for （j in 1 :p）｛
　alpha［j］ ~ normal（0, 1 ） T［0,］;
　beta［j］ ~ normal（0, 1 ）;
}
for （i in 1 :n）｛
　for （j in 1 :p）｛
　　 y［i,j］ ~ bernoulli_logit（1.7*alpha［j］ * （theta［i］ - beta
［j］））;
　} 





for（i in 1 :n）｛
　for（j in 1 :p）｛
　　y［i, j］ ~ dbern（prob［i, j］）
　　logit（prob［i, j］） <- 1.7*alpha［j］ * （theta［i］ - 
beta［j］）
　}
　theta［i］ ~ dnorm（0, 1 ）
}
for （j in 1 :p）｛
alpha［j］ ~ dnorm（0, 1 ） T（0,）
beta［j］ ~ dnorm（0, 1 ）
}
}
