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Abstract. We investigate the spectrum of Schro¨dinger operators on finite regular metric trees
through a relation to orthogonal polynomials that provides a graphical perspective. As the Robin
vertex parameter tends to −∞, a narrow cluster of finitely many eigenvalues tends to −∞, while
the eigenvalues above the cluster remain bounded from below. Certain “rogue” eigenvalues break
away from this cluster and tend even faster toward −∞. The spectrum can be visualized as
the intersection points of two objects in the plane—a spiral curve depending on the Schro¨dinger
potential, and a set of curves depending on the branching factor, the diameter of the tree, and
the Robin parameter.
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1 Regular quantum trees
A quantum tree is a Schro¨dinger operator on a metric tree graph. On each edge, the operator acts as
−d2/dx2 + q(x), and the edges are coupled by self-adjoint vertex conditions. Regular tree operators have
large symmetry groups, which allows in-depth analyses by reduction to simpler linear graphs. Much is
known about their spectra, including distribution of eigenvalues for finite trees and, for infinite trees, band-
gap structure and infinite-multiplicity eigenvalues, particularly high-energy asymptotics. The present work
emphasizes analysis of low-energy spectral phenomena, particularly certain “rogue” eigenvalues that tend to
−∞ as the vertex condition becomes extreme.
We present a graphical approach for analysis of the spectrum of finite regular rooted quantum trees, which
is based on orthogonal polynomials determined by the graph and how they interact with the Schro¨dinger
operator. This approach (1) offers a visualization of quantitative details of the spectrum, including clusters
of eigenvalues and intermediate eigenvalues that interlace the clusters (the clusters become bands for infinite
trees); (2) clarifies the role of the potential of the operator versus the role of the branching number, the
length of the graph, and the vertex condition; and (3) allows one to prove new results on rogue eigenvalues
that escape to −∞ as the Robin parameter in the vertex condition becomes large. These curious eigenvalues
include an exponentially narrow cluster plus extra eigenvalues (one or two for each subtree) that break free
below the clusters. The rest of the eigenvalues have a lower bound independent of the Robin parameter. In
addition, (4) the relation between the spectra of large-diameter finite graphs and infinite graphs is clarified.
The main results are Theorems 3 and 4 in section 4 on the spectra of the linear-graph reductions, which
are components of the spectrum of the full tree, and these spectra are illustrated in Fig. 2 and 3. In addition
to the new results discussed above, the theorems reproduce several known results, such as a Weyl law for
the asympototic distribution of eigenvalues proved in [3, §5.2] and [12, §5.2]. The literature, particularly of
Carlson and Solomyak, is discussed in context.
The underlying graph Γn has a root vertex, n branching levels, and a common branching factor b, as
illustrated in Fig. 1. To make descriptions concrete, place the root vertex at the top and identify each edge
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with the x-interval [0, 1] directed downward. Each vertex except the bn terminal ones at the bottom has
b outgoing edges emanating downward, and each vertex except the root has one incoming edge entering it
from above. Vertices besides the root and terminal ones will be called interior vertices.
The Schro¨dinger operator An takes the form −d2/dx2 + q(x) with the same electric potential q(x) on
each edge. We take the potential to be symmetric about the midpoint of the edge, that is, q(1− x) = q(x).
The domain of definition of A consists of continuous functions on Γn that, together with their derivatives
along the edges, are square integrable, and are subject to a Robin vertex condition, which requires that the
sum of all outgoing derivatives from a vertex be equal to α times the value at the vertex. The real number
α is the Robin parameter. More precisely: Let u be a function on Γn with value u∗ at vertex v. If v is
interior, denote u by u0(x) on the incoming edge and by ui(x), 1 ≤ i ≤ b on the outgoing edges. The vertex
condition is
b∑
i=1
u′i(0)− u′0(1) = αu∗. (1.1)
At the root vertex, the condition is
∑b
i=1 u
′
i(0) =αu∗, and at the terminal vertices, it is u
′
0(1) =αu∗. This
condition is also called δ-coupling, and makes An a self-adjoint operator in L
2(Γ) [1, 5]. The pair (Γn, An)
is thus a quantum tree.
Figure 1: A regular tree graph Γn with n=3 branching levels and branching factor b = 3.
A quantum tree (Γ∞, A∞) is obtained when the number of branching levels is infinite and there are no
terminal vertices. This is nearly the infinite regular tree studied by Carlson [2], except that one of the
vertices, the root, has degree b instead of b + 1. The infinite regular tree has a sequence of spectral bands
with one eigenvalue of infinite multiplicity in each gap [2]. The root of (Γ∞, A∞) may be considered to be
a defect of an infinite regular tree, and it produces additional eigenvalues in the gaps. A variation of this
is an infinite rooted regular tree with a potential that decays with the distance from the root, which also
produces additional eigenvalues in the gaps [11]. The spectrum of our infinite tree with either Robin or
Dirichlet conditions at the root is discussed briefly in section 7, although our focus is the finite rooted tree.
For a survey of regular quantum graphs up to 2004, see the work of Solomyak [13].
This article is organized so as to convey the results as quickly as possible, with support from graphical
representations of the spectra. This requires first the reduction to linear discrete graph operators in section 2
and a description of the graphical analysis in section 3. The main theorems are in section 4. The orthogonal
polynomials are introduced and analyzed in section 5 and used to prove the theorems in section 6. Section 7
offers a short discussion of infinite trees, and section 8 is an appendix on the moments and the weight
associated with the orthogonal polynomials and their bearing on the spectra of quantum trees.
2 Reduction to linear discrete graphs
A regular homogeneous quantum graph has a large group of symmetries, which reduces it to a direct sum
of linear graphs. This has been known since the work of Carlson [3] and Naimark and Solomyak [8, 12, 13].
The decomposition described in [8, Theorem 7.2], [12, §4], and [13, Theorem 3.2] proceeds as follows.
Let (Γn, A
sym
n ) be the quantum tree equal to (Γn, An) but restricted to those functions in the domain of An
that are constant across all b` points of at any given level ` of Γn. Such functions f are called completely
symmetric. Let (Γn, A˚n) be the same quantum tree as (Γn, An) except with the Dirichlet (zero-value) instead
of Robin condition imposed at the root vertex; and let (Γn, A˚
sym
n ) be its restriction to completely symmetric
functions. Then
An ∼= Asymn ⊕
n∑
m=1
(
A˚symm
)(b−1)bn−m
, (2.2)
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Figure 2: The spectrum of the linear graph (Λn, Bn), with the Robin condition at all vertices, is part of the spectrum
of the regular quantum tree (Γn, An). Here, b = 2, the Robin parameter is α=−5 and α=−20, and the potential
is q(x) = 0. (The subscript n = 49 or n = 21 indicates the number of levels of the tree.) As α → −∞, two rogue
eigenvalues λ=n and λ
−
n and the rogue cluster Σ
0
n tend to −∞ as −α2, −b−2α2, and −(b+ 1)−2α2, with Σ0n becoming
exponentially thin. Each cluster Σkn for k ≥ 1 lies between the Dirichlet eigenvalues λkn and λkn of the interval (which
for q(x)=0 are the non-zero roots of sin(
√
λ), graphed in orange). Each two successive clusters are interlaced by an
intermediate eigenvalue λkn. For large negative α, the intermediate eigenvalue λ
k
n is very close to the upper end of
the cluster Σk−1n for smaller λ and moves rightward for larger λ.
in which the power refers to the (b− 1)bn−m-fold direct sum of A˚symm with itself.
The next step in the simplification of (Γn, An) is the reduction of A
sym
n and A˚
sym
n to Schro¨dinger operators
on a linear graph Λn with n+ 1 vertices and n edges, as depicted in Fig. 4. This process is described in [3]
and in [12, §4, eqn. 6]. Essentially, since a function in D(Asymn ) or D(A˚symn ) is invariant across any given
level, it is determined by its value on a single edge of each level, so that all b`+1 edges emanating down from
vertices at level ` can be compressed into just one edge. A function u : Λn → C is denoted by the n-tuple
u = {uk}nk=1 of restrictions to the edges of Λn, in which each uk is a function of the unit interval [0, 1] that
parameterizes the edge.
The Schro¨dinger operators (Λn, Bn) and (Λn, B˚n) on these linear quantum trees are self-adjoint with
respect to a weighted inner product,
〈f, g〉 =
n∑
k=1
bk
∫ 1
0
fk(x) g¯k(x) dx . (2.3)
The Robin condition for Bn induced by the vertex condition (1.1) is
− u′i(1) + bu′i+1(0)− αui+1(0) = 0, for 1 ≤ i ≤ n− 1 (2.4)
for the interior vertices, with bu′1(0) − αf1(0) = 0 at the root and u′n(1) − αun(1) = 0 at the end. The
condition for B˚n is the same except for the boundary condition at the root vertex, which is u1(0) = 0.
The operators Asymn and Bn are unitarily similar to each other, as are the operators A˚
sym
n and B˚n. The
decomposition theorem becomes
An ∼= Bn ⊕
n⊕
m=1
(
B˚m
)(b−1)bn−m
. (2.5)
The spectrum of An can now be computed just by computing the spectrum of two types of linear quantum
trees, Bn and B˚m.
Theorem 1 ([8, 13]). Let (Γn, An) be a regular quantum tree with vertex conditions (1.1), as described
above, and let B and B˚ be the associated linear quantum graphs with vertex conditions described in (2.4) and
3
2000 4000 6000 8000
-400 -200 200 400
100 200 300 400
-25 -20 -15 -10 -5
λ=48 Σ048
Σ548
λ=22 Σ022
α = − 5
α = − 20
λ648− λ648+
Figure 3: The spectrum of the linear graphs (Λm, B˚m) for m ≤ n with the Robin condition at all vertices except
the root, is part of the spectrum of the regular quantum tree (Γn, An). Here, b = 2, the Robin parameter is α=−5
and α=−20, and the potential is q(x) = 0. (The subscript m= 49 or m= 21 indicates the number of levels of the
tree.) As α→ −∞, one rogue eigenvalue λ˚=m and the rogue cluster Σ˚0m tend to −∞ as −α2 and −(b+ 1)−2α2, with
Σ0n becoming exponentially thin. Each cluster Σ˚
k
m for k ≥ 1 lies between the Dirichlet eigenvalues λkm and λkm of the
interval (which for q(x) = 0 are the non-zero roots of sin(
√
λ), graphed in orange). Each two successive clusters are
interlaced by two intermediate eigenvalues λ˚km− and λ˚
k
m+. For large negative α, the intermediate eigenvalue λ˚
k
m− is
very close to the upper end of cluster Σ˚k−1m for smaller λ and moves rightward for larger λ.
u1(x) u2(x) un(x)
u0 u1 u2 unun−1
Figure 4: This illustrates the notation for functions {uk(x)}nk=1 on the linear graphs Λn and their values uk at the
vertices.
the following text. Then the spectrum of An is equal to the following union of spectra:
σ(An) = σ(Bn) ∪
n⋃
m=1
σ(B˚m). (2.6)
Each of these spectra consists only of a discrete set of eigenvalues, and the eigenvalues of B˚m have multiplicity
(b− 1)bn−m, provided all these n+ 2 spectral sets are mutually disjoint.
The equations Bu = λu and B˚u = λu can be reduced to problems on discrete graphs since the solutions
to (−d2/dx2 + q(x) − λ)u = 0 on [0, 1] are determined by their values at 0 and 1, unless λ is a Dirichlet
eigenvalue. Let c(x, λ) and s(x, λ) be solutions of −u′′ + q(x)u = λu satisfying the initial conditions
c(0, λ) = 1 s(0, λ) = 0
c′(0, λ) = 0 s′(0, λ) = 1,
in which the prime denotes the derivative with respect to the first argument x. Under the symmetry
assumption q(1− x) = q(x), one has c(1, λ) = s′(1, λ). Define
c(λ) := c(1, λ) = s′(1, λ) (2.7)
s(λ) := s(1, λ). (2.8)
As long as s(λ) 6= 0 (λ is not a Dirichlet eigenvalue of −d2/dx2 + q(x) on [0, 1]), the derivatives of u at the
endpoints are obtained from the values of u by the Dirichlet-to-Neumann map
1
s(λ)
[
−c(λ) 1
1 −c(λ)
][
u(0)
u(1)
]
=
[
u′(0)
−u′(1)
]
. (2.9)
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We denote the Dirichlet spectrum for the potential q(x) by
σD(q) := {λ ∈ R : s(λ) = 0}. (2.10)
Let u = {uk(x)}nk=1 satisfy Bu = λu, and let uk be the values at the vertices as in Fig. 4: u0 := u1(0)
and uk := uk+1(0) = uk(1) and un := un(1). Since −u′′k + q(x)uk = λuk, the Robin condition (2.4) can be
written solely in terms of the uk if s(λ) 6= 0,
−(cb+ sα)u0 + bu1 = 0
uk−1 − (c(b+ 1) + sα)uk + buk+1 = 0 (0 < k < n)
un−1 − (c+ sα)un = 0.
(2.11)
This is a homogeneous system for {uk}nk=0 with (n+ 1)×(n+ 1) matrix of coefficients
Mn =

cb+ sα −b 0 0 · · · 0
−1 c(b+ 1) + sα −b 0 · · · 0
0
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . . 0
0 · · · 0 −1 c(b+ 1) + sα −b
0 · · · 0 0 −1 c+ sα

. (2.12)
Define the determinants
Dn = detMn (n ≥ 1) ; D0 = sα , D−1 = 1− c2 . (2.13)
Values of λ 6∈ σD(q) for which Dn = 0 are the eigenvalues of the n-level quantum tree. The case that
λ ∈ σD(q) must be handled separately. For the case of the Dirichlet condition at the root vertex (but
retaining Robin conditions at the other vertices), just the first row of the matrix of coefficients differs from
the Robin case. The new matrix is
M˚n =

1 0 0 0 · · · 0
−1 c(b+ 1) + sα −b 0 · · · 0
0
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . . 0
0 · · · 0 −1 c(b+ 1) + sα −b
0 · · · 0 0 −1 c+ sα

. (2.14)
Define the determinants
D˚n = det M˚n (n ≥ 1) ; D˚0 = 1 , D˚−1 = c . (2.15)
Values of λ 6∈ σD(q) for which D˚n = 0 are the eigenvalues of the n-level quantum tree with the Dirichlet
condition at the root.
Theorem 2. The quantities Dn and D˚n satisfy the same second-order recurrence relation,
Dn = [c(b+ 1) + sα]Dn−1 − bDn−2 (n ≥ 1), (2.16)
D˚n = [c(b+ 1) + sα] D˚n−1 − b D˚n−2 (n ≥ 1). (2.17)
Proof. Define Nn to be the (n + 1)×(n + 1) matrix whose entries are identical to those of Mn except that
the (n+ 1, n+ 1) (lower right) entry is c(b+ 1) + sα in place of c+ sα. Define the determinants En = detNn
for n ≥ 0 and E−1 = 1 and E−2 = cb−1. One computes that Dn = En − cbEn−1 (n ≥ −1) and that {En}
satisfies the recursion
En = [c(b+ 1) + sα]En−1 − bEn−2 (n ≥ 0), (2.18)
and therefore so does {En−1} (n ≥ 1). {Dn} being a linear combination of these two also satisfies this
recursion.
For {D˚n}, define the matrices N˚n by replacing the (n+1, n+1) (lower right) entry of M˚n by c(b+1)+sα,
and define En = detNn for n ≥ 0 and E−1 = 0 and E−2 = −b−1. Again, one computes the relations
D˚n = E˚n − cb E˚n−1 (n ≥ −1) and E˚n = [c(b + 1) + sα]E˚n−1 − bE˚n−2 (n ≥ 0) and thence the desired
recurrence for {D˚n}.
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3 Graphical analysis
By replacing the spectral functions c(λ) and s(λ) in Dn and D˚n by independent variables y and z, the
functions Dn = Dn(y, z) and D˚n = D˚n(y, z) become polynomials in two variables. An energy λ 6∈ σD(q) is
an eigenvalue of the associated linear quantum graph with n edges whenever
Dn
(
c(λ), s(λ)
)
= 0. (3.19)
This point of view has the advantage that the spectrum is represented geometrically by the intersection points
of two objects in the yz-plane that separate the role of the potential q(x) from the role of the parameters α,
b, and n. These objects are
1. The curve S in the yz-plane parameterized by y=c(λ) and z=s(λ) (λ ∈ R). This curve is determined
by the potential q(x).
2. The zero sets Dn(y, z) = 0 and D˚n(y, z) = 0. These are determined by the Robin parameter α, the
splitting degree b, and the number of levels n of the original quantum tree. Both α and b appear in
the recurrence relation given by Theorem 2, and α appears in the initial condition (2.13) for {Dn}.
The superposition of these two objects is shown in Fig. 5. Each point of intersection with corresponding to
λ 6∈ σD(q) gives an eigenvalue.
4 Spectrum of linear and tree graphs
The two theorems in this section give detailed accounts of the spectra of the linear quantum graphs with
Robin and Dirichlet conditions at the root vertex, with particular attention to the behavior as the Robin
parameter α tends to −∞. The rough structure comes from the graphical analysis of the previous section,
and proofs are given later. The spectrum of the regular quantum tree is the union of spectra of linear graphs,
as stated in Theorem 1.
The eigenfunctions are also discussed.
4.1 Eigenvalues
The Dirichlet eigenvalues of −d2/dx2 + q(x) on [0, 1] separate clusters of eigenvalues of the linear quantum
graphs (Λn, Bn) and (Λn, B˚n). Denote the these eigenvalues by
λ1D < λ
2
D < · · · < λkD < . . . . (4.20)
Theorem 3. The spectrum of the linear quantum graph (Λn, Bn) consists of a sequence of clusters Σ
k
n of
eigenvalues (k ≥ 0), interlaced with intermediate eigenvalues {λkn}∞k=0, plus two rogue eigenvalues λ=n < λ−n
lying below the clusters.
1. Each cluster except the 0th contains n−1 numbers that lie between two Dirichlet eigenvalues:
Σkn ⊂ (λkD, λk+1D ) for k ≥ 1. (4.21)
2. The rogue cluster Σ0n contains n−2 numbers, which are less than λ1D. Each λ ∈ Σ0n ∪ {λ1n} satisfies
λ = −(b+ 1)−2α2 +O(1) (α→ −∞). (4.22)
Σ0n is contained in an interval of exponentially small length
|Σ0n| .
2α2
(b+ 1)3
e−(b+1)
−1|α| (α→ −∞). (4.23)
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Figure 5: The blue curves form the zero-sets of Dn(y, z) or D˚n(y, z), which depend on the Robin parameter α, the
branching factor b, and the number of levels n of the tree; and the red curve is S : (y = c(λ), z = s(λ)), which
depends on q(x) only. The λ-values of their intersection points are the eigenvalues of the linear quantum graphs
(Λ, B) and (Λ, B˚). The shaded part is the “oscillatory region”. Top: The top two plots show the rogue eigenvalues
λ−n , λ
=
n , and λ˚
=
n and the rogue clusters Σ
0
n and Σ˚
0
n, which tend to −∞ as α → −∞. Here, α = −4 and b = 1.5
for illustration, and q(x) =−16χ[1/3,2/3](x). Bottom: For (Λ, B), an intermediate eigenvalue λkn and the Dirichlet
eigenvalue λkD for the interval interlace the bands Σ
k
n for k ≥ 1; and for (Λ, B˚), two intermediate eigenvalues and the
kth Dirichlet eigenvalue λ˚kn− < λ
k
D < λ˚
k
n+ interlace the bands Σ˚
k
n for k ≥ 1 (one of λ˚kn± is very close to λkD). Here,
α = −4 and b = 3, and q(x)=−20χ[1/3,2/3](x).
3. The intermediate eigenvalues satisfy λkn → λkD (k →∞) and interlace the clusters:
Σk−1n < λ
k
n < Σ
k
n for k ≥ 1. (4.24)
4. For fixed α and sufficiently large k,√
Σkn ⊂ pik + (β, pi−β),
(
β := cos−1(2/(b−1/2 + b1/2)
)
. (4.25)
5. The rogue eigenvalues satisfy, for α→ −∞,
λ−n = −b−2α2 +O(1) (4.26)
λ=n = −α2 +O(1) . (4.27)
Theorem 4. The spectrum of the linear quantum graph (Λn, B˚n) consists of a sequence of clusters Σ˚
k
n
of eigenvalues (k ≥ 0), interlaced with pairs of intermediate eigenvalues {˚λkn−, λ˚kn+}∞k=0, plus one rogue
eigenvalue λ˚=n lying below the clusters.
1. Each cluster except the 0th contains n−2 numbers that lie between two Dirichlet eigenvalues:
Σ˚kn ⊂ (λkD, λk+1D ) for k ≥ 1. (4.28)
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2. The rogue cluster Σ˚0n contains n−2 numbers, which are less than λ1D. Each λ ∈ Σ˚0n ∪ {˚λ1n−} satisfies
λ = −(b+ 1)−2α2 +O(1) (α→ −∞). (4.29)
Σ˚0n is contained in an interval of exponentially small length
|Σ˚0n| .
2α2
(b+ 1)3
e−(b+1)
−1|α| (α→ −∞). (4.30)
3. The intermediate eigenvalues satisfy {˚λkn−, λ˚kn+} → λkD (k →∞) and interlace the clusters:
Σ˚k−1n < λ˚
k
n− < λ
k
D < λ˚
k
n+ < Σ˚
k
n for k ≥ 1. (4.31)
4. For fixed α and sufficiently large k,√
Σ˚kn ⊂ pik + (β, pi−β),
(
β := cos−1(2/(b−1/2 + b1/2)
)
. (4.32)
5. The rogue eigenvalue satisfies, for α→ −∞,
λ˚=n = −α2 +O(1) . (4.33)
Having Theorems 3 and 4, obtaining the spectrum of the quantum tree (Γn, An) is straightforward in
view of the decomposition given in Theorem 1. The intervals containing the clusters for large k (item 4)
become the large-λ bands for infinite graphs (see section 7 and Solomyak [12, §5.2]). The intervals are valid
for all k when q(x)≡0 and α=0. This is evident from the graphical depiction, as c(λ)=cos√λ when q(x)≡0
and the components of Dn(y, z) = 0 and D˚n(y, z) = 0 are straight vertical lines when α= 0 (this will be
clear later). The analysis via orthogonal polynomials below shows that the eigenvalues of (Γn, A
sym
n ) and
(Γn, A˚
sym
n ) interlace each other. Quite general results of this kind are obtained by Schapotschnikow [10].
Connection to the Hill operator. The Hill operator is −d2/dx2 + q(x) on the real line, where q(x) is
extended periodically. There is a large body of literature on this operator. Since c2 − 1 = sc′ when q(x) is
symmetric about x = 1/2, the Hill discriminant is equal to 2c(λ). Thus the parts of S that lie inside |y| ≤ 1
correspond to spectral bands, and the complementary intervals are the gaps, or instability intervals. The
two points where S hits y = 1 or y = −1 at the endpoints of a gap are where s(λ) = 0 (a Dirichlet eigenvalue
λkD) or c
′(λ) = 0 (a Neumann eigenvalue λkN ). These can come in either order, and they coincide exactly
when the gap closes into one point and S intersects y = ±1 tangentially. The ordering of the intermediate
eigenvalues λkn, λ˚
k
n± and λ
k
D depends on the slope of S as it passes through (±1, 0) and the value of α, which
controls the slope of the extreme curves in the level set Dn = 0, which pass through (±1, 0) and the slope of
D˚n = 0 as it passes very near these points.
4.2 Eigenfunctions
The rescaled eigenfunctions {u˜k = bk/2uk} for (the discretization of) (Λn, Bn) or (Λn, B˚n) satisfy the recur-
rence
u˜k−1 + u˜k+1 = b−1/2v(λ) u˜k, (4.34)
with v(λ) = (b+ 1)c(λ) + αs(λ). Thus the solutions are of the form
u˜k = a1ξ
k + a2ξ
−k, where ξ + ξ−1 = b−1/2v(λ). (4.35)
Depending on the eigenvalue λ, an eigenfunction is either in the oscillatory or exponential regime:∣∣b− 12 v∣∣ < 2 oscillatory∣∣b− 12 v∣∣ > 2 exponential (4.36)
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The rescaled determinants D˜n = b
−n/2Dn satisfy the same recurrence as the u˜n. In the oscillatory regime,
the D˜n (and therefore also Dn) has clusters of roots; it is the shaded region in Fig. 5.
The clusters of eigenvalues Σkn and Σ˚
k
n lie in the oscillatory region, except perhaps for the outer eigenvalues
of a cluster. This is made more precise with the connection to orthogonal polynomials below. The rogue
eigenvalues are in the exponential regime. The eigenfunctions u(x) for six eigenvalues are shown in Fig. 6.
The number of roots of the eigenfunctions can be obtained, even for general trees [10] by the method of the
Pru¨fer angle.
The intervals of λ-values in the oscillatory regime (
∣∣b− 12 v(λ)∣∣ < 2 turn out to be the spectral bands of
infinite trees [2, Lemma 3.2]; this is discussed in section 7 below.
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Figure 6: For the tree (Λ, B) of length n, the eigenfunction is plotted for different eigenvalues. Here, α = −5, b = 2,
and q(x) ≡ 0. The eigenvalues whose eigenfunctions are plotted are in red in the bottom diagram. λ=8 , λ−8 , and λ58 are
in the exponential regime, and those in the clusters are in the oscillatory regime. Observe that eigenfunctions in the
oscillatory regime have a discrete decay rate of b−1/2, which is compensated by the weight b in the inner product (2.3)
for the linear-graph operator B.
5 Orthogonal polynomials
A detailed analysis of the zero sets of Dn(y, z) and D˚n(y, z) is made possible through their relationship to
sets of orthogonal polynomials. Since the recurrence relation satisfied by both Dn and D˚n involves y and z
only through the composite variable
v = (b+ 1)y + αz, (5.37)
it is convenient to define two sequences of polynomials in v,
Pn(v) = v Pn−1(v)− b Pn−2(v), P0 = 1, P−1 = 0,
Qn(v) = v Qn−1(v)− bQn−2(v), Q0 = 0, Q−1 = 1.
In terms of these, one has
Dn(y, z) = D
α
n(y, z) = αz Pn(v) + (1− y2)Qn(v) ,
D˚n(y, z) = D˚
α
n(y, z) = Pn(v) + y Qn(v) ,
}
with v = (b+ 1)y + αz . (5.38)
Because of Favard’s Theorem [4, Theorem 4.4], {Qn} and {Pn} are sequences of orthogonal polynomials.
Denote the roots of Pn by {vn1, . . . , vnn} and the roots of Qn by {wn1, . . . , wn,n−1}, in increasing order.
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Proposition 5. Pn and Qn are even or odd polynomials in v and are related by −bPn(v) = Qn+1(v). For
n ≥ 1, they have the form
Pn(v) = v
n − (n− 1)b vn−2 + . . . ,
Qn(v) = −b vn−1 + (n− 2)b2 vn−3 + . . . ,
(5.39)
in which the ellipses indicate lower-degree monomials. They also admit the expressions
Pn(v) = b
n
2
ξn+1 − ξ−(n+1)
ξ − ξ−1 , Qn(v) = −b
n+1
2
ξn − ξ−n
ξ − ξ−1 ,
where ξ + ξ−1 = b−
1
2 v.
(5.40)
The roots of Pn (n ≥ 0) and the roots of Qn (n ≥ 1) are bounded by
{v : Pn(v) = 0 or Qn(v) = 0} ⊂
(− 2b 12 , 2b 12 ) ⊂ (− (b+ 1), (b+ 1)), (5.41)
and thus they are in the oscillatory regime. The roots of Pn and Qn interlace each other, as do the roots of
Pn and Pn+1 and the roots of Qn and Qn+1.
For n ≥ −1,
Dn(−y,−z) = (−1)n+1Dn(y, z) ,
D˚n(−y,−z) = (−1)n D˚n(y, z) ,
D−αn (−y, z) = (−1)n+1Dαn(y, z) ,
D˚−αn (−y, z) = (−1)nD˚αn(y, z) .
(5.42)
Proof. The expressions for Pn and Qn and the properties of Dn and D˚n are simple to verify. The interlacing of
roots follows from {Qn} and {Pn} being sequences of orthogonal polynomials. To prove (5.41): If v > 2b1/2,
then ξ ∈ R, and thus Pn(v) > 0 and Qn(v) < 0; v = 2b1/2 can be checked directly; then for v ≤ −2b1/2, use
that these polynomials are even or odd.
Figure 7(left) illustrates how the straight-line zero sets of Pn((b+1)y+αz) and Qn((b+1)y+αz) constrain
the component curves of the zero set of Dn(y, z) to lie in certain slanted linear strips. The rightmost two of
these curves are unconstrained for y > 1, and in fact, on these curves, the value of v becomes unbounded.
They are responsible for the two rogue negative eigenvalues that occur for large α < 0. Theorem 6 makes
this observation precise. Figure 7(right) and Theorem 7 apply analogously to the zero set of D˚n(y, z); in this
case there is only one unconstrained curve, which is responsible for one rogue negative eigenvalue.
The three curves that are not constrained inside of linear strips are asymptotically close to straight lines
as y →∞, as stated in Theorem 9.
Theorem 6. The zero set Zn of Dn consists of n+ 1 disjoint curves Ckn for 0 ≤ k ≤ n,
Zn :=
{
(y, z) ∈ R2 : Dn(y, z) = 0
}
=
n⋃
k=0
Ckn , (5.43)
and each Ckn is the graph of an increasing function y = gkn(z). If (y, z) ∈ Ckn, then (−y,−z) ∈ Ckn, that is, the
functions gkn are odd.
1. The curve C0n contains the point (−1, 0), and the curve Cnn contains the point (1, 0).
2. For 0 < k < n, the curve Ckn contains the point
(wnj
b+1 , 0
)
, and∣∣∣∣ wnjb+ 1
∣∣∣∣ < 2b1/2 + b−1/2 < 1. (5.44)
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Figure 7: Long-dashed straight lines are zero sets of Pn(v), and short-dashed straight lines are zero sets of Qn(v),
where v = αz+ (b+ 1)y. Solid curves are zero sets of Dn(y, z) (left) and D˚n(y, z) (right). The zero sets of Pn(v) and
Qn(v) remain within the oscillatory regime (4.36), which is shaded. Here, b = 2, α = −3, and n = 6.
3. For α < 0 and z > 0, the points (y = gkn(z), z) ∈ Ckn lie inside the following slanted strips:
k = 0 :
{
−(b+ 1) < (b+ 1)y + αz < vn1 for − 1 < y < 1
vn1 < (b+ 1)y + αz < wn1 for 1 < y
k = 1, . . . , n− 2 :
{
wnk < (b+ 1)y + αz < vn,k+1 for − 1 < y < 1
vn,k+1 < (b+ 1)y + αz < wn,k+1 for 1 < y
k = n− 1 :
{
wn,n−1 < (b+ 1)y + αz < vnn for − 1 < y < 1
vnn < (b+ 1)y + αz for 1 < y
k = n : b+ 1 < (b+ 1)y + αz for 1 < y .
(5.45)
Proof. Because of the recursion relation for the sequence {Dn(y, z)}∞n=−1 and Favard’s Theorem, for fixed y
this is a sequence of orthogonal polynomials in z (provided α 6= 0), and for fixed z, this is a sequence of
orthogonal polynomials in y. Since the roots of orthogonal polynomials are simple, it follows that for all
(y, z) such that Dn(y, z) is zero, both ∂Dn/∂z(y, z) and ∂Dn/∂y(y, z) must be nonzero. By the implicit
function theorem, each component of the zero set of Dn in the yz-plane is a strictly monotonic function
y = g(z).
Part (2) comes from (5.41) The rest of the proof can be gotten from the relations (5.38).
Theorem 7. The zero set Z˚n of D˚n consists of n disjoint curves C˚kn for 1 ≤ k ≤ n,
Z˚n :=
{
(y, z) ∈ R2 : D˚n(y, z) = 0
}
=
n⋃
k=1
C˚nk , (5.46)
and each curve C˚kn is the graph of a monotonic function y = g˚nk(z). If (y, z) ∈ C˚kn, then (−y,−z) ∈ C˚nk , that
is, the functions g˚nk are odd.
1. For 1 ≤ k ≤ n, the intersections of the curves C˚kn with the y-axis lie in the interval (−1, 1).
2. For 1 < k < n, the point (y, z) on the curve C˚kn satisfies
|y| < 2
b−1/2 + b1/2
< 1. (5.47)
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3. For α < 0 and z > 0, the points (y = gkn(z), z) ∈ C˚kn lie inside the following slanted strips:
k = 1 :
{
−(b+ 1) < (b+ 1)y + αz < vn1 for y < 0
vn1 < (b+ 1)y + αz < wn1 for 0 < y
k = 2, . . . , n− 1 :
{
wn,k−1 < (b+ 1)y + αz < vnk for y < 0
vnk < (b+ 1)y + αz < wnk for 0 < y
k = n :
{
wn,n−1 < (b+ 1)y + αz < vnn for y < 0
vnn < (b+ 1)y + αz for 0 < y.
(5.48)
Proof. For part (1): With y = (b+ 1)v and z = 0, (5.38) gives
(b+ 1)D˚n(y, 0) = (b+ 1)Pn(v) + vQn(v). (5.49)
The numbers Rn = (b+ 1)D˚n(y, 0) satisfy the same recursion as Pn and Qn, namely Rn+1 = vRn − bRn−1,
with initial values R−1 = v and R0 = b+1, which yield R1 = v. Fix v ≥ b+1, so that R1 ≥ R0. Recursively,
one obtains Rn+1 ≥ Rn. Thus, all roots of D˚n(y, 0) are less than 1, and by symmetry, all roots are greater
than −1. Part 3 can be gotten from the relations (5.38). Part (2) comes from part 3 and (5.41).
Remark 8. In Fig. 7, the outer curves C˚1n and C˚nn may appear to intersect (±1, 0). In fact they are very
close, but, according to part 1 of Theorem 7 do not actually hit those points. A refining of the proof shows
that D˚n(1, 0) = 1.
The next theorem gives the asymptotic behavior of the three curves that are not constrained in strips.
Theorem 9. If b ≥ 2 and α 6= 0, the two unconstrained components of the zero set of Dn(y, z) have the
following asymptotic behavior as y →∞ in the yz-plane.
Cnn : αz + y − y−1 +O(y−2) = 0 (y →∞),
Cn−1n : αz + b y − b y−1 +O(y−2) = 0 (y →∞).
(5.50)
If α 6= 0, the one unconstrained component of the zero set of D˚n(y, z) has the following asymptotic behavior.
C˚nn : αz + y − y−1 +O(y−2) = 0 (y →∞). (5.51)
Proof. From the form of the leading terms of Pn and Qn given in (5.39), one obtains
−bPn(v)
vQn(v)
= 1− b v−2 +O(v−4) (v →∞). (5.52)
From this and the relation Dn(y, z) = αzPn(v) + (1− y2)Qn(v), the condition Dn(y, z) = 0 becomes
αzv − bα zv−1 + z O(v−3) + b y2 − b = 0 . (5.53)
Let us consider, for v →∞, solutions of the form
αz = c1y + c0 + c−1y−1 +O(y−2) (y →∞). (5.54)
Recall that v = αz + (b + 1)y. The condition c1 > −(b + 1) guarantees that v → ∞ as y → ∞. With the
ansatz (5.54), one obtains
αzv = c1(c1 + b+ 1)y
2 + c0(2c1 + b+ 1)y + 2c1c−1 + c20 + c−1(b+ 1) +O(y
−1) ,
αzv−1 = c1(c1 + b+ 1)−1 + c0(b+ 1)(c1 + b+ 1)−2 y−1 +O(y−2) .
(5.55)
Inserting these into (5.53) yields
[c1(c1 + b+ 1) + b] y
2 + c0 (2c1 + b+ 1) y − bc1(c1 + b+ 1)−1 − b+ 2c1c−1 + c20 + c−1(b+ 1) = O(y−1) .
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The vanishing of the y2 term implies c1 = −b or c1 = −1. In either case, the vanishing of the y term implies
c0 = 0 since b 6= 1. The vanishing of the constant term yields
c−1 =
b
[
1 + c1(c1 + b+ 1)
−1]
2c1 + b+ 1
, (5.56)
which equals b when c1 = −b and equals 1 when c1 = −1. Since both possible values of c1 satisfy c1 > −(b+1),
one obtains asymptotic solutions of (5.53) of the form (5.54) as v →∞. These necessarily coincide with the
curves Cn−1n and Cnn because, according to Theorem 6, the value of v remains bounded on the curves Ckn for
k < n− 1. This is the content of the statement (5.50) in the theorem.
Again using (5.52) and the relation D˚n(y, z) = Pn(v) + yQn(v), the condition D˚n(y, z) = 0 is
v
(
1− bv−2 +O(v−4))− by = 0 (v →∞) . (5.57)
Using the ansatz (5.54) yields
(c1 + 1)y + c0 +
(
c−1 − b(c1 + b+ 1)−1
)
y−1 +O(y−2) = 0 (y →∞) . (5.58)
This implies c1 = −1, c0 = 0, and c−1 = 1. The resulting curve must coincide with C˚nn because, according
to Theorem 7, the value of v remains bounded on the curves C˚nk for k < n.
6 Analysis of eigenvalues and eigenfunctions—proofs
This section provides a detailed analysis of the eigenvalues of the linear quantum graphs (Λn, Bn) and
(Λn, B˚n) based on graphical analysis of the intersection of the curve S with the level sets of Dn(y, z)
and D˚(y, z).
6.1 The curve S
The curve S in the yz-plane is parametrerized by analytic spectral functions of the potential q(x): (y, z) =
(c(λ), s(λ)). When the potential q(x) = 0, it simplifies to
(y, z) =
(
cos
√
λ ,
sin
√
λ√
λ
)
, λ ∈ R. (6.59)
which is shown in Fig. 5. For λ > 0, it spirals inward toward the interval [−1, 1], hitting the endpoints at
each pass, and for λ < 0, it follows a curve asymptotic to z ∼ y/ log y. These behaviors are true for general
potentials q(x), as detailed in the following proposition.
Proposition 10. For λ→∞:
1. The functions c(λ) and s(λ) have asymptotics
c(λ) = cos ν +O(ν−1)
s(λ) = ν−1 sin ν +O(ν−2)
(λ = ν2 →∞) (6.60)
in which q0 =
1
4
∫ 1
0
q(x)dx.
2. S passes through (−1, 0) or (1, 0) every time it intersects the y-axis. These intersections are transversal
and occur exactly at the Dirichlet eigenvalues λkD.
For λ→ −∞, the functions c(λ) and s(λ) have asymptotics
c(λ) = eν
(
1
2 + q0ν
−1 +O(ν−2)
)
s(λ) = ν−1eν
(
1
2 + q0ν
−1 +O(ν−2)
) (λ = −ν2 → −∞). (6.61)
Proof. For the asymptotics of c(λ) and s(λ), see [9, Ch 1], for example. For Part 2: The roots of s(λ) are
exactly the Dirichlet eigenvalues λkD. The Wronskian W (c(x, λ), s(x, λ)) is identically equal to 1; and s
′ = c
whenever q(x) = q(1 − x). This yields the relation c2 − sc′ = 1 and hence c(λ)2 = 1 whenever s(λ) = 0.
Furthermore, ds/dλ(λkD) 6= 0 since all the roots of s(λ) are simple.
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6.2 Eigenvalue clusters
The spiral curve S passes alternately through (−1, 0) and (1, 0) at the Dirichlet eigenvalues λkD, according to
part 2 of Proposition 10. And according to Part 1 of Theorem 6, the components C0n and Cnn of the zero-set
of Dn pass through (±1, 0). Therefore, S crosses each of the curves Cjn, for 1 ≤ j ≤ n−1, as λ traverses
each of the intervals (λkD, λ
k+1
D ), for k ≥ 1. These intersections constitute the cluster Σkn of eigenvalues of
(Λn, Bn) for k ≥ 1.
S crosses each of the curves Cjn, for 1 ≤ j ≤ n as λ traverses the interval (−∞, λ1D). This follows from the
asymptotics of the component curves Cnn and S as y → ∞; the former obeys z/y ∼ −1/α, while the latter
obeys z/y ∼ 1/ log y. Because of part 3 of Theorem 6, the components Cn−1n and Cnn break away from the
cluster of components Ckn (0 ≤ k ≤ n− 2). The intersections of these two rightmost components with S give
the two rogue eigenvalues λ−n and λ
=
n , while the intersections with the other components Ckn (1 ≤ k ≤ n− 2)
constitute the cluster Σ0n.
As for (Λn, B˚n), parts 1 and 2 of Theorem 7 guarantee that all intersections of D˚(y, z) = 0 with the
y-axis lie in the interval (−1, 1). Therefore, S crosses each of the component curves C˚jn, for 1 ≤ j ≤ n
as λ traverses each of the intervals (λkD, λ
k+1
D ), for k ≥ 1. The intersections with the components C˚jn, for
2 ≤ j ≤ n−1 constitute the cluster Σ˚kn of eigenvalues of (Λn, B˚n) for k ≥ 1. (The intersections with C˚1n or
C˚nn are designated as intermediate eigenvalues.)
S crosses each of the curves C˚jn, for 1 ≤ j ≤ n as λ traverses the interval (−∞, λ1D), again because of the
large-y asymptotics. Because of part 3 of Theorem 7, the component C˚nn breaks away from the cluster of
components C˚kn (1 ≤ k ≤ n− 1). The intersections of this component with S gives the rogue eigenvalue λ˚=n ,
while the intersections with the other components C˚kn (2 ≤ k ≤ n− 1) constitute the cluster Σ˚0n.
We claim that S intersects each component Cjn or C˚jn exactly once at each pass, excluding the intersections
at (±1, 0). The argument is based on the analyticity of the operators Bn = Bn(α) and B˚n = B˚n(α) in α.
For any given λ-interval (λkD, λ
k+1
D ) or (−∞, λ1D), −α can be made great enough so that there is exactly
one intersection of S with each Cjn or C˚jn, which is transverse. The corresponding eigenvalue is simple. As
α varies over R, no two intersections can collide since the curves {Cjn}nj=0 ({C˚jn}nj=1) are disjoint. Therefore
the number of intersections between S and Cjn (C˚jn) must remain one for all α.
The interlacing property of the roots of Pn and Qn and how Dn and D˚n are related to them results in
the interlacing of the eigenvalues in the cluster Σkn with those in the cluster Σ˚
k
n. This is evident from Fig. 7.
6.3 Intermediate eigenvalues
Recall that each segment of the curve S between clusters Σk−1n and Σkn, for odd k ≥ 1 hits C0n twice, unless
it hits it tangentially (for even k, it hits Cnn). One of the intersections occurs at λkD and the other occurs at
another intermediate eigenvalue λkn of (Λn, Bn), as long as the intersection is not tangential. In this section,
we argue that λkD is an eigenvalue of (Λn, Bn) if and only if S intersects C0n tangentially. This happens when
λkD and λ
k
n coalesce, so that the intermediate eigenvalue is exactly at λ
k
D.
To analyze the spectrum of (Λn, Bn) around λ
k
D, we apply the “dotted-graph” technique of [7, § IV]. An
extra vertex is placed in the interior of each edge, with the Neumann condition (Robin parameter equal to
0) imposed; the potentials on the new smaller edges are inherited from the original edges, and one obtains
a new quantum graph (Λ˙n, Bn). The Neumann condition guarantees continuity of functions and their
derivatives across the new vertices, thus making them inconsequential for the operator, and thus we retain
the notation Bn. The graphs (Λn, Bn) and (Λ˙n, Bn) are essentially the same; particularly, their spectra are
equal. Furthermore, the extra vertex can be chosen so that λkD is not a Dirichlet eigenvalue of any of the
edges of Λ˙n. Thus the matrix M˙n for the dotted graph, analogous to Mn (2.12) vanishes at λ
k
D if and only
if λkD is an eigenvalue of (Λn, Bn).
Returning to the matrix Mn (2.12), notice that the Dirichlet-to-Neumann matrix (2.9) is multiplied by
s(λ) when writing the Robin condition for each of the vertices. This means that each row of Mn = Mn(λ)
has an extra factor of s(λ) compared with the “true” spectral matrix Bˆn(λ) for (Λn, Bn), obtained by using
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the Dirichlet-to-Neumann map directly. Thus
det(Bˆn(λ)) =
1
s(λ)n+1
Dn(λ) (6.62)
Next we use [6, Proposition 1], which tells us that the insertion of an extra vertex into an edge e results in
the determinant of the spectral matrix being multiplied by the factor s(λ)/(s1(λ)s2(λ)), where s1(λ) and
s2(λ) are the spectral s-functions for the sub-edges obtained by splitting e by the new vertex. By applying
this fact to each of the n edges of Λn, we obtain a relation between the determinants of Bˆn(λ) and
ˆ˙Bn(λ),
the latter being the spectral matrix for the dotted graph:
det B˙n(λ) =
s(λ)n
s1(λ)ns2(λ)n
det(Bˆn(λ)) (6.63)
Since λkD is an eigenvalue of (Λn, Bn) if and only if det B˙n(λ
k
D) = 0, we find that λ
k
D is an eigenvalue of
(Λn, Bn) if and only if λ
k
D is a root of
1
s(λ)
Dn(λ). (6.64)
Recall that λkD is a root of Dn(λ), so the pole of (6.64) at λ
k
D is removable.
We have arrived at the conclusion that λkD is an eigenvalue of (Λn, Bn) if and only if it is a multiple root
of Dn(λ). This occurs when the two intersection points of S and C0n coalesce into one tangential intersection.
As discussed under “eigenvalue clulsters” above, the two intermediate eigenvalues of (Λn, B˚n) between
clusters Σ˚kn and Σ˚
k+1
n (k ≥ 0) come from the two intersections of S with C˚1n or C˚nn near the Dirichlet
eigenvalue λkD.
6.4 Large negative cluster and rogue eigenvalues
Quantifying the cluster Σ0n and the rogue eigenvalues λ
−
n and λ
=
n as α→ −∞ requires finding the asymptotic
relation between λ and α at the intersection points of the curve S with curves in the yz-plane that tend
to straight lines as y → ∞. This is because the two unconstrained components of D(y, z) = 0 plus the
slanted lines constraining the rest of the components all have the form αz+ βy+ γ +O(y−1) = 0, according
to Theorems 6 and 9. Analogous reasoning applies to Σ˚0n and λ˚
=
n by Theorems 7 and 9. Parts 2 and 5 of
Theorems 3 and 4 can be derived from these asymptotic forms together with the following Lemma.
Lemma 11. The parameterized curve (y, z) = (c(λ), s(λ)) and the set {(y, z) : αz + βy + γ +O(y−1) = 0}
(with c > 0) intersect in the yz-plane at values of λ = −ν2 < 0, where
ν = −β−1α+O(α−1). (6.65)
At this intersection, c(λ) ∼ 12e−β
−1α and s(λ) ∼ − 12α−1βe−β
−1α as α→ −∞.
When q(x) ≡ 0, this value of ν can be refined to
ν = −β−1α+ 2β−2γ α eβ−1α +O(α2 e2β−1α) (α→ −∞). (6.66)
Proof. Using the asymptotics (6.61), the two conditions (y, z) = (c(λ), s(λ)) and αz+βy+ γ+O(y−1) = 0
together imply a relation between α and ν,
α = c1ν + c0 +O(ν
−1), (6.67)
and the constants are computed to be c1 = −β and c0 = 0, and hence α = −βν + O(ν−1). This implies
ν = −β−1α+O(α−1). Using this and (6.61) produces the asymptotics of c(λ) and s(λ).
In the case that q(x) ≡ 0, c(λ) = 12 (eν + e−ν) and s(λ) = 12 ν−1 (eν − e−ν), which yields
αν−1 + β + 2γe−ν +O(e−2ν) = 0 , (6.68)
from which one can deduce (6.66).
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6.5 Eigenfunctions
The coefficients a1 and a2 in (4.35) for the discretized eigenfunctions of (Λn, Bn) can be found by using the
first equation from (2.12). We find that the eigenspace is spanned by
uk =
(
b1/2ξ − c)(b−1/2ξ)k − (b1/2ξ−1 − c)(b−1/2ξ−1)k, (6.69)
where, as before, ξ+ξ−1=b−
1
2 v and v = v(λ) = αs(λ)+(b+1)c(λ). Similarly, the eigenspace for a discretized
eigenvalue of (Λ, B˚) is spanned by
uk =
(
b−1/2ξ
)k − (b−1/2ξ−1)k. (6.70)
Whether λ is an eigenvalue is determined by whether {un} satisfies the equation represented by the last row
of Mn or M˚n, which is of course equivalent to the vanishing of Dn or D˚n.
Theorems 6 and 7 and the fact that all roots v of Pn and Qn lie in the oscillatory regime (see (5.41)), allow
us to make the following conclusion, wherein the visual aid of Fig. 7 is helpful. Because of the symmetries
(5.42) we can consider just α ≤ 0 and z ≥ 0. For |y| ≤ 1, the curves Ckn for 1 ≤ k ≤ n−1 and C˚kn for
2 ≤ k ≤ n−1 are entirely within the oscillatory regime. The curves C0n and C˚1n enter the oscillatory regime as
y increases. At y = 1, Cn−1n is in the oscillatory regime, very close to the boundary of the two regimes, and
as y increases, it enters the exponential regime. Corresponding conclusions are made concerning the regimes
of the eigenfunctions for the various eigenvalues. Six eigenfunctions are plotted in Fig. 6, and their regimes
are stated in the caption.
The rogue eigenvalues λ−n , λ
=
n , and λ˚
=
n lie in the exponential regime when α is negative and large enough.
We are interested in the ratio of the coefficients of the modes in the eigenfunctions {uk}. For λ−n and λ=n ,
which lie on Cn−1n and Cnn , Theorem 9 gives us αs + βc = O(c−1) with β ∈ {b, 1}. Therefore, at these
eigenvalues, v = αs + (b + 1)c = O(c) as c → ∞. Taking |ξ| ≥ 1, we have ξ ∼ b−1/2v. From this, we find
that the ratio of coefficients is
b1/2ξ − c
b1/2ξ−1 − c =
{
O(c−2) for λ−n
1− b+O(c−2) for λ=n .
(6.71)
As for λ˚=n , (6.70) shows that the ratio of the coefficients is −1. Fig. 6 illustrates these asymptotics, as the
eigenfunction for λ=n experiences exponential growth while that for λ
−
n decays.
7 Semi-infinite graphs
We include a few words about semi-infinite linear graphs (Λ∞, B∞) and (Λ∞, B˚∞) with the same root
conditions as (Λn, Bn) and (Λn, B˚n) but no terminal vertices. Eigenvalue clusters of the finite graphs, being
in the oscillatory regime, survive the limit n → ∞ and become spectral bands of the semi-infinite graphs,
whereas in the exponential regime, eigenvalues of the semi-infinite graphs cannot be deduced from the n→∞
limit.
As n→∞, the clusters Σkn and Σ˚kn of eigenvalues become spectral bands Σk∞ and Σ˚k∞ of the semi-infinite
graphs. These are of course the same bands found by Carlson [2, Theorem 4.2] for trees with uniform degree
b+1, that is, without our root vertex, which has degree b. The associated densities of states can be computed
from the asymptotic density of eigenvalues of the clusters as n→∞. To compute it, we need the density of
roots of the determinants Dn and D˚n as functions of λ. Because these roots interlace with those of Pn(v(λ))
and Qn(v(λ)), we first need the asymptotic density of the roots {vkn}nk=1 or {wkn}n−1k=1 of the orthogonal
polynomials Pn(v) and Q(v) as n → ∞. This density dµ(v) is computed in the Appendix (8.85) and has
support in the v-interval [−2b1/2, 2b1/2]. The clusters Σkn and Σ˚kn, as n → ∞, therefore have asymptotic
density
dµ(v(λ)) =
2b1/2
pi
√
4b− v(λ)2
∣∣∣∣dvdλ
∣∣∣∣ dλ, (7.72)
16
with interval of support between values λ where v(λ) = ±2b1/2. This can be written more explicitly when
v(λ) = αs(λ) + (b + 1)s(λ) is available. But one can always compute the limits of high-energy clusters,
independently of q(x).
As λ→∞, v(λ) ∼ (b+ 1) cos√λ and dv/dλ ∼ (b+ 1)(sin√λ)/(2√λ), and the density of states becomes
dµ(v(λ)) ∼ sin
√
λ
pi
√
λ
b1/2(b+ 1)
Re
√
4b− (b+ 1)2 cos2√λ
dλ (λ→∞). (7.73)
The intervals where the square root is real are the spectral bands Σk∞ and Σ˚
k
∞,√
Σk∞ =
√
Σ˚k∞ ∼ kpi + [β, pi − β] (k →∞) (7.74)
β = arccos
2
b
1
2 + b−
1
2
. (7.75)
If q(x) ≡ 0 and α = 0, these are exact for all k. These are precisely the bands in §5.2 of Solomyak [12].
For the exponential regime, (Λ∞, B∞) or (Λ∞, B˚∞) has an eigenvalue at λ 6∈ σD exactly when the
coefficient of the growing mode of {uk} vanishes in (6.69) or (6.70). The Dirichlet eigenvalues must be
examined separately.
For (Λ∞, B˚∞) the coefficients of uk never vanish, and thus there are no eigenvalues outside of σD. Each
λjD is in fact an eigenvalue, with eigenfunction equal to(
(−1)j
b
)k
ujD(x) for x in the kth edge, (7.76)
where ujD(x) is the jth Dirichlet eigenfunction of −d2/dx2 + q(x) on [0, 1] (1 ≤ j). These eigenvalues were
found by Carlson [2, Theorem 4.2] for infinite regular trees of uniform degree b + 1; see also Solomyak [12,
Theorem 5.2]. In fact, the spectra of such trees coincides with that of (Λ∞, B˚∞);
For (Λ∞, B∞), there are no Dirichlet eigenvalues in the spectrum by the following reasoning. Because
of the Robin condition at the root, u0 6= 0; and c(λjD) = ±1 so that |ujD(0)| = |ujD(1)| 6= 0; and this,
together with continuity, prohibits the decay required of an eigenfunction of the semi-infinite graph. A
value λ 6∈ σD is an eigenvalue whenever b1/2ξ(λ) − c(λ) = 0, with the convention that |ξ| > 1. Because
of ξ + ξ−1 = b−1/2v, this implies that b(c − c−1) + αs = 0. But this last equation implies that either
b1/2ξ(λ) = c(λ) or b1/2ξ(λ)−1 = c(λ). Thus we seek roots of b(c−c−1)+αs and check whether |b−1/2c(λ)| > 1.
We do this numerically for potentials q(x) = V χ[1/3,2/3](x). As expected from the asymptotic (6.71), there
is an eigenvalue near λ−n . In addition, b(c − c−1) + αs has a root in each spectral gap and the sign of
log |b−1/2c(λ)| alternates between gaps; thus there is one eigenvalue in every other spectral gap.
The graph (Λ∞, B∞) associated with the rooted tree (Γ∞, A∞) [11]
8 Appendix on moments
Favard’s Theorem [4, Theorem 4.4], {Pn} is a sequence of orthogonal polynomials with respect to a measure
dψ, with ψ being a (not strictly) increasing function on R:∫
Pn(v)Pm(v) dψ(v) = 0 (m 6= n). (8.77)
For each n > 0, let the positive numbers An1, . . . , Ann be the Gaussian quadrature weights, and define the
functions
ψn(v) =
 0 if v < vn1An1 +An2 + · · ·+Anp if vnp ≤ v < vn,p+1 (1 ≤ p < n).
µ0 if v ≥ vnn
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The moments of ψ and its approximants ψk are
µk =
∫
vk dψ(v), µ
(n)
k =
∫
vk dψn(v), (8.78)
Since the roots of Pn lie between −(b+ 1) and (b+ 1),
supp(dψn) ⊂ [−(b+ 1), b+ 1], supp(dψ) ⊂ [−(b+ 1), b+ 1]. (8.79)
The dψn approximate dψ as measures in the sense that dψn produces integrals of polynomials of degree
k ≤ 2n− 1 exactly. Therefore,
µ
(n)
k = µk, 0 ≤ k ≤ 2n− 1. (8.80)
Since Pn(v) and Qn(v) are either even or odd, their roots are symmetric about the origin, and thus all odd
moments vanish,
µk = 0 and µ
(n)
k = 0 (k odd). (8.81)
The series for the ratio (5.52) used in the proof of Theorem 9 can be refined.
Proposition 12. The ratio of Pn+1(v) and Qn+1(v) satisfies
−bPn+1(v)
vQn+1(v)
= 1− v−2
∞∑
j=0
v−jµ(n)j . (8.82)
The proof falls out of the identity
−bPn+1(v)
vQn+1(v)
= 1− 1
v
∫
dψn(t)
v − t , (8.83)
which comes from −bPn(v) = Qn+1(v) (Proposition 5) and [4, Chapter III, Theorem 4.3].
This leads to a refinement of the asymptotics of the rogue curves in Theorem 9. See [14] for details of
the proof.
Theorem 13. If b ≥ 2 and α 6= 0, the components Cnn and Cn−1n of Dn(y, z) = 0 and the component C˚nn of
D˚n(y, z) = 0 have the following asymptotic behavior as y →∞ in the yz-plane.
αz = −cy + cy−1 + c(n)−2y−2 + c(n)−3y−3 + c(n)−4y−4 + · · ·+ c(n)−ky−k + . . .
The coefficient c
(n)
−k depends on α, b, and {µ(n−1)j }k−1j=0 only.
Putting this together with (8.80) says that the coefficient c
(n)
−k stabilizes when n is large enough that
k < 2n. Furthermore, the expansions for the curves Cnn , etc. for two different values of n are different.
The measure dµ can be computed easily from the expressions (5.40) of Pn and Qn. As a density, it
is the limit of the density of roots of these polynomials as n → ∞. By putting ξ = exp(iθ) we obtain
−b−(n+1)/2Qn = sinnθ/ sin θ. Thus we seek the density of roots of sinnθ as a function of v, which is
Rn(v) = sin
(
n arccos
v
2b1/2
)
, |v| < 2b1/2, (8.84)
which yields
dµ(v) =
2b1/2 dv
pi
√
4b− v2 , |v| < 2b
1/2. (8.85)
The following proposition refines the expression of Pn and Qn; its proof is omitted (see [14]).
Proposition 14. For n ≥ 1, Pn(v) is the polynomial part of
vn − (n− 1)b vn−2 + (n− 3)(n− 2)
2
b2vn−4 − (n− 5)(n− 4)(n− 3)
6
b3vn−6 + . . . ,
and Qn(v) is the polynomial part of
−b vn−1 + (n− 2)b2 vn−3 − (n− 4)(n− 3)
2
b3vn−5 +
(n− 6)(n− 5)(n− 4)
6
b4vn−7 + . . . ,
in which the ellipses indicate lower-degree monomials.
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