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Abstract
This paper proposes a method for hiearchical sampling for rule induction. The method generates training samples and test
samples in a two-level hierarchical way, and compared the results between these two levels, which corresponding to second-
order approximation of estimators in Edgeworth expansion. We applied this method to three medical datasets. The results
show that this method gives better performance than conventional methods.
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1. Introduction
One of the most important problems in rule induction methods [1–5] is how to estimate which method is the
best to use in an applied domain. While some methods are useful in some domains, they are not useful in other
domains. Therefore it is very diﬃcult to choose one of these methods.
In order to solve this problem, we introduce multiple testing based on recursive iteration of resampling methods
for rule induction methods (MULT-RECITE-R2). The method ﬁrst randomly splits training samples into two parts,
one for new training samples and the other for new test samples using a given resampling method. Then, it split
the generated training samples into new second training samples and second test samples. Rule induction methods
are applied to these second ones, metrics are estimated by the second test samples. This second procedure, as the
inner loop, is repeated for ﬁnite times. Third, in the same way, rules are induced from the ﬁrst training sample
and the metrics are calculated by the ﬁrst test samples. Metrics obtained from these two levels of sampling are
compared and if the diﬀerences are not not statistically signiﬁcant, then it is counted as a success. The second
and the third procedure, as the outer loop, are iterated for certain times estimated from precision preset by users.
Finally, the above results are interpreted by the criteria. We applied this MULT-RECITE-R2 method to three
original medical databases which are newly collected by ourselves and seven UCI databases [6]. The results show
that this method gives the best selection of methods in almost the all cases.
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2. Resampling Methods
Resampling Methods [7, 8] consist of iteration of the following four processes in general. First, new training
samples and new test samples are generated from original samples (Generation Process). And then they calculate
statistical objects, such as discriminant functions, allocation rules from the generated training samples (Induction
Process). Finally, they make statistical estimation of these objects from the test samples, such as error rate (Vali-
dation Process). These processes are repeated for ﬁnite times, say 100 times, and statistical reasoning is evoked
to process these obtained statistics. For example, when error rate is selected as a statistic, both the mean and the
variance of derived error rates are calculated (Estimation Process).
Although there have been proposed several resampling methods, such as cross-validation, the Bootstrap
method, the only diﬀerence is in generation process, or resampling plans. In this section, we focus on two
major resampling methods, called cross-validation method and the bootstrap method, since all other resampling
methods are based on generation processes of these two methods. Readers could refer to [7] for more information
on other resampling methods.
2.1. Cross-Validation Method
Cross-validation method [1, 7] is performed as follows: ﬁrst, in its generation process, the whole training
samples L are randomly split into V blocks: {L1,L2, · · · ,LV }. Second, rules or statistics are induced from the
training samples L − Li(i = 1, · · · ,V) and then, third, statistics are estimated by using Li as the test samples.
These two procedures are repeated for V times. Finally, estimation process is performed. For example, in the case
of error rate estimation, the whole error rate err are derived by averaging erri over i, that is, err =
∑V
i=1 erri/V .
This method is called V-fold cross-validation, since V iteration is needed to complete these processes.
For example, let L be given samples, say {1,2,3,4,5,6,7,8,9,10} 1, and V be equal to 5. And let us estimate
error rate of allocation rules. First, L is split into 5 blocks, say {1,5},{2,4},{3,7},{6,9}, and {8,10}. Then, {1,5} is
taken as test samples, and {2,3,4,6,7,8,9,10} as new training samples, and rules are induced from these training
samples and are validated by the test samples. These processes are iterated for 5 blocks. And ﬁnally, estimation
process is performed. For example, when ﬁve estimates of error rate are obtained, say 0.5, 1.0, 0.0, 0.5, and 1.0,
the error rate is equal to (0.5 + 1.0 + 0.0 + 0.5 + 1.0)/5 = 0.6. Although these processes are very simple, their
usefulness and exactness of estimation are empirically ensured in statistics [1, 7].
However, two problems are pointed out in cross-validation, one is theoretical, and the other is practical. The
former is that this method is not supported by mathematical theory, since this algebraic structure is very diﬃcult
for mathematics to deal with. However, as shown in the next subsection, this algebraic structure is very similar to
that of the bootstrap, although the bootstrap modiﬁes some points by randomization technique.
The latter is that cross-validation estimates have a little large variabilities, in other words, the variances of
cross-validation estimates are high [7]. Therefore estimation process is very important to tame these high vari-
abilities. One of the reason why the Bootstrap method is sometimes preferred is due to this problem, although the
Bootstrap estimates are a little worse than cross-validation estimates.
In order to tame these variabilities, Walker introduces repeated cross-validation [9]. This method iterates
ordinary cross-validation method for ﬁnite times, say 100 times, and estimators are averaged over all the trials.
For the above example, the aforementioned splitting is regarded as one trial. Next, another splitting is considered,
say {1,6}, {2,5}, {3,4}, {7,9}, {8,10}. Then the same cross-validation procedure is executed for each fold. These
procedures are iterated for ﬁnite times, say 100 times, and the overall estimator is derived by averaging all the
cross-validation estimators over the trials. Walker evaluate this method and shows that this resampling scheme
works very well both in artiﬁcial and real-world databases. We discuss the relations between this work and MULT-
RECITE-R later in Section 7. Since this repeating resampling scheme performs very well, we adopt this repeated
cross-validation as one of the candidates of MULT-RECITE-R resampling scheme.
1In this paper, a set {i, j, · · · , k} denotes a set of samples, whose number, such as i denotes the record number which is often attached to
databases. For example, ”1” in the above examples means the ﬁrst record in the samples.
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2.2. Bootstrap Method
On the other hand, the Bootstrap method [7] is executed in the following way. First, empirical probabilistic
distribution(Fn) is generated from the original training samples. Second, the Monte-Carlo method is applied and
the training samples are selected from Fn. Third, rules are induced from new training samples. Fourth, these
results are tested by the original training samples and statistical measures, such as error rate, are calculated. The
second to fourth steps are iterated for ﬁnite times. Finally, estimation process is performed.
Empirically, Efron shows that more than 200 times’ repetition is suﬃcient for estimation of bias correction of
error rates, and more than 1500 times’ repetition is needed for estimation of conﬁdence intervals [7]. 2
For example, let L be given samples, say {1,2,3,4,5,6,7,8,9,10}. And let us estimate error rate of alloca-
tion rules. First, probability 1/10 is assigned to each sample, which is equivalent to empirical distribution,
say F1. Here the above samples is denoted by a set [x]F1 , which means a set whose members are sampled
from F1. Then new training samples are randomly selected from F1, which allows for overlap sampling, say
{1,1,1,2,4,5,6,7,9,9}. Rules are induced from these samples and validated by test samples, which is equal to o-
riginal samples, {1,2,3,4,5,6,7,8,9,10}. These processes are repeated for ﬁnite times, say 200 times, and ﬁnally,
estimation process is performed.
What the Bootstrap method is diﬀerent from cross-validation are the following two points: one is that overlap
resampling is allowed, and the other one is that original samples are used as test samples. As to the ﬁrst point,
it is notable that overlap corresponds to decomposition of cross-validation. In the above example, the training
samples are equivalent to [x]F2 = {1, 2, 4, 5, 6, 7, 9} from the viewpoint of set theory, where F2 denotes a resampled
empirical distribution. Thus, in this case, there holds a set-theoretic relation, [x]F2 ⊆ [x]F1 . In this method, overlap
sampling has also another meaning: it removes sample-size eﬀect of statistical methods, since this eﬀect is not
negligible in small samples.
As to the second point, the important thing is that original samples include two parts: one is the subset equal
to distinct elements of new training samples, say {1,2,4,5,6,7,9}, and the other one corresponds to test samples
of cross validation, say {3,8,10}. Therefore the estimate by original samples will take an intermediate value be-
tween apparent error rate generated by the training samples and error rate derived by cross-validation, which is
intended to remove the variability of cross-validation estimates. Therefore the bootstrap method modiﬁes cross-
validation method in the following two points: removal of sample-size eﬀect and removal of the variabilities of
cross-validation estimates. Furthermore, this method is based on Monte-Carlo method, which is an approximation
method of numerical integration and enables us to formalize this resampling technique based on formal theory of
numerical integration [7]. And Monte-Carlo method also supports discussion of relations on asymptotic expan-
sions and the Bootstrap method. For further information, readers could refer to [10]. Without these modiﬁcations,
both algebraic structures are very similar to each other. These similarities are discussed in [7].
2.3. Precision and Loop Sample Size
It is empirically reported that loop sample size should be set to a larger number when higher precision level is
required [7, 8], since estimators e is usually derived by the following expression:
e =
Count
Nloop
,
where Count denotes how many times induced results satisfy given constraints and Nloop denotes loop sample
size. Hence Nloop directly determine the level of precision. For example, in the case of error estimation, we pay
more attention to from 10−2 to 10−3, or 0.01 to 0.001. Therefore, we need at least, 10−2 and at most 10−3 as the
level of precision. Nloop should be set to from 102 to 103. However, since in the case of estimation of conﬁdence
interval, or estimation of p-value, the precision we need is 10−3 to 10−4, Nloop should be set to around 10−4.
In this way, the above discussion suggests that loop sample size should be dependent on precision α (0 < α <
1), and that it is empirically suﬃcient for Nloop to be set to 10−α to 10−(α+1)3.
2These number of loop, called bootstrap sample size, or loop sample size, is closely related with precision needed for analysis. We discuss
this issue in the end of this section.
3When α > 1, Nloop should be set to 10α to 10α+1.
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3. ”Matryoshka” Principle
The fractal nature of the bootstrap method is concisely discussed by Hall [10], illustrated by a Russian ”ma-
tryoshka” doll, although Hall never mentions that this principle reﬂects fractalness. We call it the ”matryoshka”
principle and study the relationship between this principle and the characteristics of estimators derived by resam-
pling methods. In this section, we discuss the implicit assumption behind resampling methods in terms of Hall’s
formalism.
Ordinary statistical methods amount to describing the relationship between samples and the population where
the samples are drawn. Formally, statistical methods determines a solution of the following equation:
E( ft(F0, F1)|F0) = 0, (1)
where ft denotes a functional from a class { ft : t ∈ T } (T :a domain of a parameter), F0 and F1 denote the total
population and empirical distribution of original samples, respectively. Hall refers to this equation as population
equation, which corresponds to R1(F0, F1) discussed in Subsection 2.3.
To obtain an approximate solution of the population equation, we impose the same argument on the relation
between F1 and resampled samples F2:
E( ft(F1, F2)|F1) = 0, (2)
to which Hall refers as sample equation, which corresponds to R2(F0, F1).
We call this imposed relationship between equation (1) and equation (2) the ”matryoshka” principle. That is,
the relations between F1 and F2, denoted by R1(F1, F2), can be estimated by those between F0 and F1, denoted
by R2(F1, F2). In this case, we take R as ft. This discussion can be more rigorously explained as follows.
The idea of the bootstrap is that the solution of the sample equation should be a good approximation of that of
the population equation, which is assuming the fractal structure between these samples. That is,
E( fT (F1)(F0, F1)|F0)  0 (T (F0)  T (F1)),
where T (F0) and T (F1) is the solution of the population equation, and that of the sample equation, respectively.
The fractal structure gets much clearer when we think about improvements of the above approximation. Here, we
assume that T (F0) = U1(F1, t), where U1(F1, t) = T (F1)+ (correction term), instead of T (F0)  T (F1). Then, the
above population equation is transformed into
E( fU1(F1,t)(F0, F1)|F0) = 0. (3)
If we rewrite gt(F,G) = fU1(G,t)(F,G), then this equation is equivalent to:
E(gt(F0, F1)|F0) = 0.
Therefore we obtain an approximation by passing to the sample equation,
E(gt(F1, F2)|F1) = 0, or E( fU1(F2,t)(F1, F2)|F1) = 0.
If this equation has solution T1(F1) then the above approximate equation is transformed into:
E( fU(F1,T1(F1))(F0, F1)|F0)  0 (T (F0)  U(F1,T1(F1))).
Repeating these procedures, we obtain an asymptotic series of T (F0), such as:
T (F0)  T (F1) + (U1(F1, T1(F1)) − T (F1)) + (U2(F1,T2(F2)) − U(F1,T1(F1))) + · · · (4)
which corresponds to an asymptotic expansion of the Bootstrap estimate. And this formula illustrates algebraic
structure of the Bootstrap estimate. In summary, we examine the relations between F1 and F2, and we assume that
these relations reﬂect those between F0 and F1. So, when the total population is completely self-similar, F0, F1
and F2 will have the similar structure. This means that we obtain no diﬀerence between F1 and F2, and between
F0 and F1. Therefore statistical results of F1 are suﬃcient to predict statistical natures of F0 in this situation.
However, our sampling from the total population is always biased, and we always have some diﬀerences between
total population F0 and original samples F1. In the above discussion, we implicitly assume that these natures are
inherited in the relation between original samples F1 and training samples F2.
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4. MULT-RECITE-R2
4.1. Strategy of MULT-RECITE-R2
There are many reports on rule induction methods and their performance in the community of machine learn-
ing [5]. However, since each performance is diﬀerent in each paper, it is very diﬃcult to determine which method
should be selected.
Each of these methods has interesting characteristics of induced rules. For example, CN2 induces a decision
list subsection, while ID3 calculate a decision tree. Strangely, comparison of these features of induced rules are
used as secondary, because of the diﬃculties in evaluation, although classiﬁcation accuracy or error rate are as the
primary comparison index. However, as to classiﬁcation accuracy, it is pointed out that these performances may
depend on applied domains, although it is easy to apply statistical methods to testing signiﬁcance. Actually, it is
hard and controversial to determine what factor should be applied to evaluation of rule induction methods, which
remains to be an open question in machine learning [5].
Since our objective is to develop a method which empirically selects rule induction methods, we use accuracy
as a metric for statistical evaluation in this paper 4.
The next important thing is that one may want to evaluate these rule induction methods without domain
knowledge in case when domain-speciﬁc knowledge may not be applicable.
Therefore, since one of the most characteristics of resampling methods is that they are domain-independent [7,
11], one way for evaluation is to select one method from considerable resampling methods, that is to say, to select
the best rule induction method by using subsets of training samples. For example, let us consider when we have
training samples, say {1,2,3,4,5,6,7,8,9,10}. Then, ﬁrst, they are split it into new training samples, say {1,3,5,7,9},
and new test samples, {2,4,6,8,10}. Using new training samples, rule induction methods are applied and the results
are compared with the result by the new test samples. Then the method which gives the best metric, such as the
best classiﬁcation rate, will be selected. For example, let the accuracy of the induced decision tree be equal to 0.97,
and the accuracy of the rule to be equal to 0.82. Then induction of decision tree is selected as the best method. It
may depend on splitting, so these procedures should be repeated for certain times, say 100 times. several statistics
of the given metrics are calculated over these 100 trials, such as average, variance, and t-statistics.
In this method, we implicitly assume that the ”matryoshka” principle should be true. That is, the best method
for total population can be selected from original training samples, and the best method for original training
samples can be estimated from training samples generated by resampling plans. Therefore, in terms of Section 2
and 3, a domain of both R1 and R2 is the best select method (R1(F0, F1)  R2(F1, F2) = (the best method).)
4.2. An Algorithm for MULT-RECITE-R2
An algorithm for MULT-RECITE-R25 can be described by embedding a rule induction method into the fol-
lowing algorithm based on a resampling scheme.
INPUTS: S 0: Training Samples α: Precision for statistical test
αin: Precision for the Inner Loop αout: Precision for the Outer Loop
Lr: a List and Subprocedures of Rule Induction Methods
Lm: a List of Metrics R: Resampling Scheme
OUTPUTS: BI: the Best Induction method selected by success rate
M1: a List of Induction Methods ordered by success rates
SR: Overall Success Rate BIp: the Best Induction method
selected by adjusted-p Value M1p: a List of Induction Methods
ordered by adjusted-p Values SRp: Overall (Adjusted-)p Value
4It is notable that our MULT-RECITE-R can be applied to any numeric metrics.
5This is an extened version of MULT-RECITE-R2[12]
1023 Shusaku Tsumoto and Shoji Hirano /  Procedia Computer Science  91 ( 2016 )  1018 – 1027 
1) Set Counter to 0 (i := 0, succ := 0, p calc := 0). And set Bin and Bout to [10−αin] and [10−αout ], respectively 6.
2) Randomly split training samples(S 0) into two parts, one for new training samples(S 1) and the other for new test
samples(T1) using a given resampling plan(R).
3) Randomly split training samples(S 1) into two parts, one for new training samples(S 2) and the other for new test
samples(T2) using the same resampling plan(R). Then perform the following subprocedures.
3-a) Induce rules from S 2 for each member of L.
3-b) Test induced results using T2 and Calculate given metrics (S 2 metrics).
3-c) Repeat 3-b) and 3-c) for Bin times.
3-d) Calculate statistics of S 2 metrics.
4) Apply all the rule induction methods to S 1. Then execute the following procedures.
4-a) Test induced results by using T1 and Calculate given metrics(S 1 metrics).
4-b) Compare S 1 metrics with S 2 metrics. If the best induction method j for S 1 metrics is the same as that
of S 2 metrics, then Count this trial as a success on evaluation (succ j := succ j + 1). Otherwise, then Count it as a
failure.
4-c) Test statistical signiﬁcance between the best statistics of S 2 metrics and S 1 metrics using student t-test. If
not signiﬁcant, goto 5). Otherwise, Count this trial as a failure (p calc j := p calc j + 1).
5) Increment the counter (i := i + 1). If the counter is less than the upper bound(i < Bout),
goto 2). If not, goto 6).
6) Calculate the overall success rate (SR :=
∑
succ j/Bout). And calculate an ordered list of evaluation M1 with
the success rate succ j/Bout of each member in L.
7) Calculate the overall adjusted p-value (p :=
∑
p calc j/Bout). And calculate an ordered list of evaluation M1
with the success rate p calc j/Bout of each member in L.
8) Interpret the above results by the overall success rates. If a success rate is high, then this estimation method
is expected to well-performed, and output the induction method j which gives the best metric is selected as the
most suitable induction method (BI := j) and an ordered list M1. If a success rate is low, then this estimation is
expected to be not a good evaluation method. Thus, only a list of machine learning methods ordered by S 1 metrics
is returned as an output (BI := nil).
9) Interpret the above results by the overall adjusted-p values. If p < α, then this estimation method is expected
to well-performed, and output the induction method j which gives the best metric is selected as the most suitable
induction method (BIp := j) and an ordered list M1p. If p ≥ α, then this estimation is expected to be not a
good evaluation method. Thus, only a list of machine learning methods ordered by S 1 metrics is returned as an
output (BIp := nil).
10)Perform Correspondence Analysis with respect to success rates.
Let us make several remarks about the above algorithm. First, in the steps of evaluation, MULT-RECITE-R
calculate several fundamental statistics, such as average, mode, variances, and t-statistics, which are obtained by
these fundamental statistics.
Second, in the step 4-b) and 4-c), MULT-RECITE-R applies multiple testing technique, which is one of the
promising approaches in statistical data analysis. Intuitively, multiple testing is a technique for testing several
hypothesis simultaneously. In MULT-RECITE-R, only simple multiple testing is applied, since more powerful
methods require that the loop sample size be quite large. Thus, introducing several multiple testing would be a
future research direction of this resampling method.
Third, in the step 4-c), test statistics is equal to
t =
μs2 − μs1
σs2/
√
n
,
where μk denotes the mean of k, σs2 denotes the standard deviation of S 2 metrics, and n denotes sample size of
S 2.
Finally, fourth, we provide two modes to interpret the statistical evaluation. One is a simple one, which
evaluates rule induction methods in terms of whether the selected rule induction method succeeds in gaining the
6	x
 denotes a maximum integer which do not exceed x. For example, 	4.6
 is equal to 4.
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best classiﬁcation accuracy in original training samples. The other one is more statistical one, which gives p-value.
This value means that the probability of whether this estimation method fails is p under a given precision α. For
example, let α be equal to 0.01, and p be to 0.02. Then, the probability of whether the method fails is 0.02 at the
precision 0.01.
The reason why we provide two modes is that we would like to evaluate the results from two diﬀerent view-
points. On the one hand, the judge derived by a overall success rate may be optimistic when we have a too large
overall success rate, but when each rule induction method has almost the same error rate. In this case, even ex-
amining statistical signiﬁcance among these induction methods is not eﬀective. Moreover, we do not have any
precise probabilistic interpretation about overall success rate. On the other hand, the judge derived by a over-
all adjusted-p value may be conservative when we do not have a small p-value. In this case, the power of this
test becomes less. However, we have more exact probabilistic interpretation about adjusted-p values. Therefore,
combination of these two methods would evaluate rule induction methods more clearly. If we need probabilistic
interpretation, we much stress on adjusted-p value. Otherwise, we evaluate rule induction methods using the up-
per bound (estimators derived by overall success rates) and the lower bound (ones derived by overall adjusted-p
values.
5. Experimental Results
We apply this MULT-RECITE-R2 method to three original medical databases, which were collected by us,
and four UCI databases [6], which consist of lymphography, primary cancer, breast cancer, and breast cancer from
Wisconsin. In these experiments, we set Lr, Lm α, αin and αout be equal to the same values as the above Monk’s
problems and set R to {2-fold cross-validation, the Bootstrap method}.
Unfortunately, in these databases, test samples are not given independently. So we ﬁrst have to generate test
samples from the original training samples. to evaluate our MULT-RECITE-R2 methods in the same way as
evaluation shown in subsection 4.3. First, given samples are randomly split into training samples(S 0) and test
samples(T0). This T0 correspond to test samples of Monk’s problems, and S 0 correspond to training samples of
Monks problems. Then MULT-RECITE-R2 method is applied to new training samples. This splitting procedure
is repeated for 100 times in order for the eﬀect of random sampling to be small.
The results derived by 2-fold repeated cross-validation are shown in Table 2 to 6, and those by the Bootstrap
method are shown in Table 7 to 11.
In all the cases, the selected methods by 2-fold repeated cross-validation method are in agreement with the best
estimation methods and the derived estimators are very close to test estimators. On the other hand, the methods
by selected the Bootstrap are diﬀerent in the case of lymphography and meningitis.
Table 1. Information about Databases
Domain Samples Classes Attributes
primary tumor 339 23 17
lymphography 148 4 18
breast cancer 286 2 9
breast cancer 699 2 10
(from Wisconsin)
headache 232 10 20
meningitis 198 3 25
CVD 261 6 27
6. Discussion
The above experiments give us ﬁve interesting results, although all of the applied databases are of small size.
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Table 2. Result of S 2 Metric(Accuracy) by 2-fold Repeated
Cross-Validation
S 2 Metric
Domain C4.5 AQR CN2
primary tumor 45.4±2.5 41.4±2.4 43.0±1.9
lymphography 62.3±1.4 75.5±1.6 77.6±1.0
breast cancer 61.3±2.6 74.2±2.3 85.4±0.2
breast cancer 89.4±2.2 86.9±2.1 93.4±1.2
(Wisconsin)
headache 65.4±3.0 82.1±2.1 78.4±2.3
meningitis 76.9±1.9 62.4±2.9 77.3±1.2
CVD 59.3±3.4 69.2±2.7 74.2±2.6
Table 3. Results of S 1 Metric(Accuracy) by 2-fold Repeated
Cross-Validation
S 1 Metric
Domain C4.5 AQR CN2
primary tumor 49.4±1.7 47.4±1.4 46.0±1.2
lymphography 72.3±1.1 79.6±1.2 82.5±0.4
breast cancer 76.3±2.6 81.2±2.3 84.4±0.2
breast cancer 89.4±2.2 86.9±2.1 93.4±1.2
(Wisconsin)
headache 69.4±2.0 84.1±1.3 81.3±1.7
meningitis 78.9±1.2 65.4±2.2 79.3±0.8
CVD 73.3±1.4 72.2±2.0 77.2±2.1
Table 4. Success Rate by 2-fold Repeated Cross-Validation (100
Trials)
Overall
Success Success Rate
Domain Rate C4.5 AQR CN2
primary tumor 45 17 13 15
lymphography 64 11 9 44
breast cancer 71 9 12 50
breast cancer 82 13 11 58
(Wisconsin)
headache 79 19 42 18
meningitis 74 29 10 35
CVD 81 19 15 47
Table 5. Adjusted-p Value by 2-fold Repeated Cross-
Validation (100 Trials)
Adjusted
p- Adjusted-p Value
Domain Value C4.5 AQR CN2
primary tumor 0.45 0.15 0.17 0.13
lymphography 0.09 0.03 0.04 0.02
breast cancer 0.10 0.04 0.04 0.02
breast cancer 0.05 0.02 0.02 0.01
(Wisconsin)
headache 0.12 0.05 0.03 0.04
meningitis 0.16 0.05 0.08 0.03
CVD 0.07 0.03 0.03 0.01
Table 6. Results of T0 Estimator(Accuracy) by 2-fold Repeated Cross-Validation
T0 Metric
Domain C4.5 AQR CN2
primary tumor 50.4±1.7 49.4±1.4 49.0±1.2
lymphography 76.3±0.7 83.0±0.9 84.5±0.3
breast cancer 78.3±1.8 83.2±1.7 85.4±0.2
breast cancer 91.4±1.3 92.9±1.1 94.4±1.0
(from Wisconsin)
headache 71.4±1.3 84.1±1.1 83.3±0.6
meningitis 81.3±0.8 75.4±2.2 83.9±0.9
CVD 79.3±1.0 78.2±1.5 81.2±1.3
First, 2-fold repeated cross validation performs slightly better than the Bootstrap method, which corresponds
to the characteristics derived by [7]. Therefore, for predictive use, evaluation by cross-validation would be better,
although the variance of estimation will be larger.
Second, the best selected method does not always perform better than other two methods. That is, in some
generated samples, other methods will perform better. For example, in the Monk’s 1st problem, 73 percent of
selection shows that CN2 performs better, but in 21 percent of selection, it does not. These results also suggest that
generated training samples may aﬀect the performance of rule induction methods. Therefore empirical evaluation
only gives us probabilistic evaluation, that is, relative to training samples. As to training samples used in our
experiments, we cannot get the absolute selection such that the only one method always perform better than any
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Table 7. Result of S 2 Metric(Accuracy) by the Bootstrap
S 2 Metric
Domain C4.5 AQR CN2
primary tumor 46.4±1.5 41.4±1.2 44.3±0.9
lymphography 64.3±0.5 79.6±0.6 77.5±0.4
breast cancer 64.3±1.6 74.8±0.8 85.2±0.4
breast cancer 90.4±1.3 87.9±1.7 93.4±0.3
(Wisconsin)
headache 66.4±2.1 82.9±0.9 81.4±1.3
meningitis 79.3±0.9 64.4±1.5 78.9±0.3
CVD 62.3±2.1 70.8±1.9 75.2±1.6
Table 8. Results of S 1 Metric(Accuracy) by the Bootstrap
S 1 Metric
Domain C4.5 AQR CN2
primary tumor 49.4±1.7 47.4±1.4 46.0±1.2
lymphography 72.3±1.1 82.6±1.2 79.5±0.4
breast cancer 76.3±2.6 81.2±2.3 84.4±0.2
breast cancer 89.4±2.2 86.9±2.1 93.4±1.2
(Wisconsin)
headache 69.4±2.0 84.1±1.3 81.3±1.7
meningitis 79.3±1.2 65.4±2.2 78.9±0.8
CVD 73.3±1.4 72.2±2.0 77.2±2.1
Table 9. Success Rate by the Bootstrap (100 Trials)
Overall
Success Success Rate
Domain Rate C4.5 AQR CN2
primary tumor 45 18 12 15
lymphography 64 11 29 24
breast cancer 71 9 14 48
breast cancer 82 16 13 53
(Wisconsin)
headache 79 21 42 14
meningitis 74 33 10 31
CVD 81 19 13 49
Table 10. Adjusted-p Value by 2-fold Repeated Cross-
Validation (100 Trials)
Adjusted
p- Adjusted-p Value
Domain Value C4.5 AQR CN2
primary tumor 0.34 0.11 0.11 0.12
lymphography 0.04 0.01 0.01 0.02
breast cancer 0.05 0.02 0.02 0.01
breast cancer 0.01 0.01 0.00 0.00
(Wisconsin)
headache 0.10 0.03 0.03 0.04
meningitis 0.10 0.02 0.05 0.03
CVD 0.05 0.02 0.02 0.01
Table 11. Results of T0 Estimator(Accuracy) by the Bootstrap
T0 Metric
Domain C4.5 AQR CN2
primary tumor 51.4±0.9 50.4±0.4 51.0±0.9
lymphography 77.3±0.9 85.4±0.6 86.3±0.3
breast cancer 79.5±0.9 83.9±0.6 85.7±0.2
breast cancer 91.7±0.4 93.4±0.4 95.7±0.4
(Wisconsin)
headache 73.4±0.8 85.2±0.4 84.3±0.6
meningitis 82.5±0.9 77.4±1.2 84.7±0.8
CVD 80.1±0.5 78.5±1.3 82.4±0.9
other two methods.
Third, in the cases when MULT-RECITE-R2 does not go well, the diﬀerences of three rule induction methods
in accuracy are not so signiﬁcant. That is, we can select any of three methods, although the accuracy of each
method is not so high.
Finally, fourth, although accuracy is only used as a metric, the ”matryoshka” principle as to accuracy does
hold in almost all the databases. Therefore, if we would like to use accuracy as the ﬁrst metric for evaluation of
rule induction methods, then this representation procedure can be used as one of the good evaluation methods.
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7. Conclusion
This paper introduces multiple testing based on recursive iteration of resampling methods for rule-induction,
called MULT-RECITE-R2, which assumes a “matryoshka” principle, or the fractal nature of data sampling.
MULT-RECITE-R2 consists of the following four procedures. First, it randomly splits training samples(S 0) in-
to two parts, one for new training samples(S 1) and the other for new test samples(T1) using a given resampling
method(R). Second, S 1 are recursively split into training samples(S 2) and test samples(T2) using the same resam-
pling strategy(R). Then rule induction methods are applied to S 2, results are tested and given metrics(S 2 metrics)
are calculated by T2 for each rule induction methods. This second procedure, as the inner loop, is repeated for
ﬁnite times estimated from precision set by users and the statistics of metrics are obtained. Third, in the same way,
rules are induced from S 1 and metrics(S 1 metrics) are calculated by T1 for each rule induction methods. Then
S 1 metrics are compared with S 2 metrics. If the diﬀerences between both results are not statistically signiﬁcant,
then it is counted as a success. The second and the third procedure, as the outer loop, are iterated for certain
times estimated from precision preset by users, which gives a total success rate which shows how many times of
total repetitions S 2 metrics predict S 1 metrics. Finally, fourth, the above results are interpreted by using statistical
tests. We applied this MULT-RECITE-R2 method to three original medical databases which are newly collected
by ourselves and seven UCI databases [6]. The results show that this method gives the best selection of methods
in almost the all cases.
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