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1Summary:From the viewpoint of the adaptive solution of partial dierential equations a nite ele-ment method on hierarchical triangular meshes is developed permitting hanging nodesarising from nonuniform hierarchical renement.Construction, extension and restriction of the nonuniform hierarchical basis and the ac-companying mesh are described by graphs. The corresponding FE basis is generated byhierarchical transformation. The characteristic feature of the generalizable concept is thecombination of the conforming hierarchical basis for easily dening and changing the FEspace with an accompanying nonconforming FE basis for the easy assembly of a FE equa-tions system. For an elliptic model the conforming FEM problem is solved by an iterativemethod applied to this nonconforming FEM equations system and modi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31 EinleitungZur Berechnung von Naherungslosungen partieller Dierentialgleichungen kann der Ein-satz adaptive Verfahren wunschenswert sein, wenn Grenzschichten oder Singularitaten derLosung auftreten, und erst recht, wenn sich diese im Rahmen instationarer Probleme nochmit der Zeit bewegen.Werden adaptive Verfahren der FEM verwendet, sind zur Anpassung des Netzes an dieLosung solche Techniken der Netzverfeinerung oder -vergroberung weit verbreitet, die dieRegularitat des Netzes bewahren. Dabei wird unter Regularitat eines 2D-Netzes verstanden,da der Durchschnitt nichtdisjunkter Elemente entweder aus einem gemeinsamenEckknotenoder einer gemeinsamen vollstandigen Elementkante besteht bzw. im 3D-Fall aus einemgemeinsamen Eckknoten, einer gemeinsamen vollstandigen Elementkante oder -seitenache.In der vorliegenden Arbeit sollen allerdings nur Dreiecksnetze betrachtet werden, wobei sichdie meisten Uberlegungen leicht auf andere Netze ubertragen bzw. verallgemeinern lassen.Eine kurze Ubersicht uber bekannte Verfeinerungstechniken fur Dreiecksnetze, mit denendie Netzregularitat gewahrt werden kann, ndet sich zum Beispiel bei Verfurth [13].Grenzen jedoch Elemente mit Kanten unterschiedlicher Lange unmittelbar aneinander, gibtes wenigstens einen Eckknoten eines Elementes, der auf dem Rand eines anderen Elementesliegt, ohne dort Eckknoten zu sein. Diese Knoten werden als irregulare Knoten (auch hangingnodes) bezeichnet, Netze mit solchen Knoten entsprechend als irregulare Netze.Moderne Multilevel-Vorkonditionierungen fur die iterative Losung der FEM-Gleichungssy-steme, zum Beispiel die hierarchische Vorkonditionierung nach Yserentant [14], die BPX-Vorkonditionierung [3] oder auch Multigrid-Techniken, sind auf hierarchische Netzstrukturenangewiesen. Fur adaptive Verfahren mit derartigen Vorkonditionierern ist deshalb die Nut-zung solcher Algorithmen interessant, bei denen die Verfeinerung aller Elemente nach demgleichen Schema erfolgt und unabhangig von den Nachbarelementen ist, z.B. Dreieck ! 4kongruente Dreiecke durch Verbindung der Seitenmittelpunkte, Viereck! 4 Vierecke durchVerbindung gegenuberliegender Seitenmittelpunkte, Tetraeder! 8 Teiltetraeder. DerartigeVerfeinerungstechniken sind bei der Finite-Volumen-Methode bereits seit langem ublich.Die Vorteile bestehen in der Einfachheit, Lokalitat und Schnelligkeit der Verfeinerungsal-gorithmen sowie der einfachen Rekonstruierbarkeit von Elementen bei Netzvergroberung.Auerdem konnten entsprechende Raume von Ansatzfunktionen bei Netzverfeinerung einemonoton wachsende Folge im Sinne der Mengeneinschlieung bilden, eine Eigenschaft, diezumindest fur theoretische Untersuchungen nutzlich ist, vgl. etwa Oswald [11]. DieseArt von Verfeinerungsalgorithmen fuhrt jedoch zwangslaug zum Entstehen von irregularenKnoten und wurde deshalb im Rahmen der konformen FEM als selbstandige Technik derungleichmaigen Verfeinerung zunachst kaum eingesetzt. Multilevel-Loser in der FEM be-nutzen oft gleichmaig uber einem Grobnetz erzeugte Netzhierarchien oder ungleichmaigehierarchische Netzstrukturen, bei denen durch zusatzliche Abschlieungsoperationen derzunachst durch irregulare Knoten gestorte regulare Charakter des Netzes wiederhergestelltwird, vgl. zum Beispiel Leinen [9], Rude [12]. Die Abschlieungsalgorithmen stellen einenzusatzlichen Aufwand dar und tragen globalen Charakter, was bei Parallelverarbeitung zuzusatzlicher Kommunikation fuhren kann. Ist die Netzabschlieung nur temporarer Natur,wird auch die Monotonie der Folge der FE-Raume verletzt.
4Der alternative Weg, die irregularen Knoten zu akzeptieren und FEM-Schemata auf ir-regularen Netzen zu realisieren, ndet in der letzten Zeit jedoch zunehmend Interesse.Becker und Rannacher zum Beispiel erlauben in [1], [2] im Zusammenhang mit dort un-tersuchten adaptiven Techniken einen irregularen Knoten auf der Elementkante, der keinemzusatzlichen Freiheitsgrad der zu berechnenden FEM-Losung entspricht. Der entsprechendeWert der FEM-Losung wird aus den beiden regularen Nachbarknoten interpoliert und imLosungsproze ggf. eliminiert. Dies steht auch fur das Vorgehen anderer Autoren in alterenArbeiten.Die vorliegende Arbeit systematisiert und vertieft ein fruheres Konzept des Verfassers [5],[6], welches zunachst auf der Grundlage einschrankender heuristischer Uberlegungen ent-wickelt wurde, jedoch mit detaillierten Ausfuhrungen zu den verwendeten hierarchischenDatenstrukturen, ihrer Verwaltung sowie zu den Algorithmen der Netzanderung versehenist. Die nachfolgenden Darstellungen verzichten auf solche Einzelheiten der rechentechni-schen Implementierung, die aus [5] weitgehend unverandert ubertragen werden konnen. ImMittelpunkt steht nun die systematische Begrundung eines allgemeinen Konzeptes der FEMauf irregularen hierarchischen Netzen derart, da die von den benutzten Dreieckselementenunabhangigen, wesentlichen Grundzuge klar zutage treten.Die Untersuchungen der vorliegenden Arbeit beziehen sich nur auf stationare Probleme. AlsModellaufgabe werde ein lineares elliptisches Problem zweiter Ordnung betrachtet, das alsVariationsgleichung in V = W 12 (
) fur ein polygonales Gebiet 
 formuliert und mit denublichen Voraussetzungen des Lax-Milgram-Lemmas versehen seiu 2 V : a(u; v) = f(v) 8v 2 V : (1)Gegenstand des Abschnittes 2. ist die Denition und Untersuchung ungleichmaiger hier-archischer Basen, entsprechender FE-Basen und der ihnen zugeordneten FEM-Netze imKontext der adaptiven FEM fur (1). Dabei geht es hier nicht um die adaptive FEM selbst,sondern um eine dafur geeignete Struktur und Technologie des Umbauens der dem FEM-Schema zugrundeliegenden Basen, ihre Eigenschaften und Beschreibung. Gegenstand desAbschnittes 3. ist dann die Technik der FEM fur die Modellaufgabe (1) unter Benutzungdieser ungleichmaigen hierarchischen Basen bis hin zur Auosung entsprechender FEM-Gleichungssysteme mittels der vorkonditionierten Methode der konjugierten Gradienten.Folgende Aspekte kennzeichnen das Herangehen.1. Die FE-Raume werden mittels ungleichmaiger hierarchischer Basen deniert, weil indiesen Basen die lokale Verfeinerung/Vergroberung der diskreten Funktionsdarstellunggut uberschaubar ist. Die allgemeine ungleichmaige hierarchische Basis wird dabeieinfach als Teilmenge der gleichmaigen hierarchischen Basis aufgefat.2. Eine Klasse zulassiger ungleichmaiger hierarchischer Basen wird festgelegt, inner-halb der ein spezisch konzipierter Adaptionsproze durchgefuhrt werden kann. Indieser Klasse lassen sich Basiserweiterung bzw. -einschrankung sowie der zugehorigeNetzumbau relativ einfach organisieren.
53. Fur die Aufstellung des FE-Gleichungssystems ist die hierarchische Basis ungeeignet,weil die zugehorige Steigkeitsmatrix nicht schwach besetzt ist und deshalb i.a. nichtspeicherbar. Die hierarchische Basis wird deshalb in Analogie zum gleichmaigen Fallin eine FE-Basis mit "weitgehend\ schwach besetzter Steigkeitsmatrix transformiert.4. Die Basisfunktionen der FE-Basis konnen nach der Transformation relativ kompliziertaussehen, so da das Assemblieren des FE-Gleichungssystems problematisch wird.Die Hinzunahme weiterer, in irregularen Knoten unstetiger Basisfunktionen fuhrt aufein nichtkonformes FEM-Schema, dessen Matrix und rechte Seite mit der ublicheneinfachen Assemblierungstechnologie erzeugt werden konnen.5. Das Gleichungssystem des nichtkonformen Schemas kann fur die Losung des ursprung-lichen FEM-Gleichungssystems benutzt werden, wenn bei der CG-Iteration der Un-terraum der konformen Basisfunktionen nicht verlassen wird. In der hierarchischenBasis ist eine Projektion auf den Unterraum besonders einfach.In einem abschlieenden Unterabschnitt wird untersucht, wie sich eine adaptive FEM aufirregularen Dreiecksnetzen unter Verwendung von Residuenfehlerschatzern eektiv paralle-lisieren lat, wenn ein MIMD-Parallelrechner mit verteiltem Speicher und Botschaftenaus-tausch zugrunde gelegt wird.
62 Basen und Adaptivitat auf irregularen hierarchi-schen NetzenUber diese Arbeit hinausgehendes Ziel sei es, die Modellaufgabe (1) mittels adaptiver Finite-Elemente-Technik numerisch zu losen, wobei der Einfachheit halber lineare Dreieckselementezum Einsatz kommen. Wie bereits hervorgehoben, bestehe die Spezik des Herangehensdarin, die benutzten FE-Raume konsequent durch ungleichmaige hierarchische Basen zudenieren und die zur Erzeugung der FEM-Gleichungssysteme verwendeten FE-Basen ausden hierarchischen Basen durch Transformation zu gewinnen. Die dafur notwendigen tech-nologischen Grundlagen sollen im vorliegenden Abschnitt gelegt werden.Ein grobes regulares Netz wird zunachst gleichmaig hierarchisch verfeinert, die gleichmaigehierarchische und ihre entsprechende FE-Basis werden eingefuhrt. Zur Verdeutlichung sei-ner Struktur wird das gleichmaige hierarchische Netz mittels Graphen beschrieben, zurDarstellung des Ubergangs zwischen hierarchischer und FE-Basis werden elementare Trans-formationsmatrizen genutzt.Darauf aufbauend wird die ungleichmaige hierarchische Basis als Teilmenge der gleichmai-gen hierarchischen Basis deniert, was lokal unterschiedlich feine Darstellungen der FEM-Losung ermoglicht. Zur ezienten Beschreibung der Basis erfolgt die Denition eines zu-gehorigen, im allgemeinen irregulares FEM-Netzes.Die Vorstellung vom Adaptionsschritt als gesteuerter Basisveranderung in einer zulassigenMenge, die durch die unmittelbaren Nachfolger bzw. Vorganger der vorhanden Basisfunktio-nen in der Hierarchie begrenzt wird, fuhrt zur Festlegung der Klasse zulassiger ungleichmai-ger hierarchischer Basen, innerhalb der sich der Basisumbau zur lokalen Verfeinerung oderVergroberung der Losungsdarstellung algorithmisch unproblematisch realisieren lat.Zum Zweck der Erzeugung eines FEM-Gleichungssystems mit schwach besetzter System-matrix erfolgt die Transformation der ungleichmaigen hierarchischen in eine aquivalenteFE-Basis, die jedoch Schwierigkeiten beim Assemblieren bereitet. Eine Basiserweiterungum nichtkonforme Funktionen lost dieses Problem, erfordert dann aber eine FEM-Losungim Unterraum der konformen Ansatzfunktionen.2.1 Die Ausgangsbasis auf dem HauptnetzDen Ausgangspunkt fur die Konstruktion der hierarchischen Basis bildet ein regulares Drei-ecksnetz in 
, das als Hauptnetz bezeichnet werde. E0 sei die Menge seiner Elemente, diezunachst als 3-Knoten-Dreiecke betrachtet werden und eine Zerlegung von 
 bilden, N0sei die Menge der Eckknoten dieser Dreiecke. Dabei wird eine Menge von Elementen alsZerlegung von 
 bezeichnet, wenn die Elemente hinsichtlich ihrer inneren Knoten paar-weise disjunkt sind und ihre Vereinigung die Abschlieung 
 ergibt. Die als Elementseitenbenutzten geraden Verbindungen von Knoten mogen im weiteren auch Kanten heien, K0bezeichne die Menge der Kanten des Hauptnetzes. Das Hauptnetz wird somit durch fol-gende Gesamtheit von Elementen, Kanten und Knoten dargestellt, auch Hauptelemente,
7Hauptkanten und Hauptknoten genannt,E0 ; K0 ; N0 :Jedem Knoten i 2 N0 des Hauptnetzes wird dann eine stetige, stuckweise lineare Basisfunk-tion ̂0i : 
! R1 zugeordnet, eine der ublichen Hutchenfunktionen, die die Vereinigung derden Knoten i umgebenden Elemente aus E0 als Trager besitzt und in Knoten i den Wert 1annimmt. In Randknoten von 
 sind es entsprechende abgeschnittene Hutchenfunktionen.Das Hauptnetz mit seiner Basis f ̂0i j i 2 N0 g reprasentiert bei allen Basis- und zugeord-neten Netzveranderungen den stationaren Netzanteil, Verfeinerungen werden vom Haupt-netz aus hierarchisch durchgefuhrt, Vergroberungen konnen nicht weiter als bis zum Leveldes Hauptnetzes gehen. Die auf das Hauptnetz aufgesetzten, lokal moglicherweise in un-terschiedlichem Umfang erzeugten Hierarchielevel bilden den dynamischen Netzanteil, deradaptiv gesteuert werden kann.Das Hauptnetz selbst werde mittels eines geeigneten Generators fur regulare Netze erzeugt.Bei der Ubernahme und Anpassung der Datenstrukturen dieses Netzes fur die adaptiveNetzgenerierung sollte die Moglichkeit oengehalten werden, ggf. bereits vorhandene hier-archische Strukturen des Hauptnetzes zumindest fur die Vorkonditionierung des Gleichungs-systems mit in die neuen Datenstrukturen zu ubernehmen bei Beibehaltung des stationarenCharakters des Hauptnetzes.Im Rahmen der vorliegenden Arbeit wird davon ausgegangen, da mit dem Hauptnetzeine hinreichend genaue Geometrieerfassung des Problemgebietes erfolgt, das Gebiet alsoi.a. polygonal berandet ist.Bei Nutzung eines MIMD-Parallelrechners und Daten-Parallelisierung durch Gebietszerle-gung eignen sich die Elemente des Hauptnetzes, wenn hinreichend viele vorhanden sind, auchals Portionen fur die Lastverteilung, d.h. als Migrationseinheiten fur entsprechende Last-ausgleichalgorithmen, deren jeweiliges Gewicht fur Hauptspeicherauslastung und Aufwandan Rechenoperationen sich relativ schnell feststellen lat.2.2 Hierarchische und FE-Basis auf dem gleichmaigen hierar-chischen NetzZunachst werde die bei gleichmaiger hierarchischer Verfeinerung entstehende Basis de-niert { als Spezial- und in gewissem Sinne Maximalfall der nachfolgend betrachteten un-gleichmaigen hierarchischen Basen.Die regulare Verfeinerung eines Dreieckselementes sei die Zerlegung des Dreiecks in vierkongruente Teildreiecke durch geradlinige Verbindung seiner drei Seitenmittelpunkte. Imweiteren sollen Dreieckselemente nur regular verfeinert werden.
8 u u uu uu HHHHHHHHHH HHHHHAbbildung 1: Regulare Verfeinerung eines DreieckselementesDie regulare Verfeinerung samtlicher Elemente des Netzes heie gleichmaige Verfeinerung,die k-malige Ausfuhrung der gleichmaigen Verfeinerung in Folge heie gleichmaige hierar-chische Verfeinerung um k Level. Bei gleichmaiger hierarchischer Verfeinerung des Haupt-netzes um k Level sei Ek die Menge der beim letzten gleichmaigen Verfeinerungsschrittentstandenen Elemente, wiederum eine Zerlegung von 
. Kk bezeichne die Menge derKanten, welche die Seiten dieser Elemente bilden, und Nk die Menge der bei der letztengleichmaigenVerfeinerung neu hinzugekommenenKnoten, also die Menge der Mittelpunkteder Kanten aus Kk 1. Entsprechend seien E (J); K (J); N (J) die Mengen aller bis zum LevelJ erzeugten Elemente, Kanten und Knoten, alsoE (J) = J[k=0 Ek ; K (J) = J[k=0 Kk ; N (J) = J[k=0 Nk :Diese Gesamtheit von E (J); K (J); N (J) heie auch gleichmaiges hierarchisches Netz vomLevel J , kurz Netz vom Level J , und EJ die Menge seiner aktuellen Elemente. Das Netzenthalt somit die Stationen seiner hierarchischen Erzeugung, ausgehend vom Hauptnetz alsLevel 0.Alle bei der regularen Verfeinerung durch Verbinden der Kantenmitten entstehenden neuenKanten werden gemeinsammit den Hauptkanten Wurzelkanten genannt. Das Aussehen desNetzes ist vollstandig durch die Wurzelkanten beschreibbar, alle weiteren Kanten sind nurTeilkanten der Wurzelkanten.Ist  die eineindeutige Abbildung, die jeder Kante ihren Mittelknoten zuordnet, so giltoenbar (Kk) = Nk+1; (K (k)) = N (k+1) n N0; k = 0(1)J;nur die Hauptknoten aus N0 entsprechen keinen Kanten. Im Sinne dieser Abbildung konnenKante und Mittelknoten auch identiziert werden.Bemerkung: Bei Verwendung von linearen 3-Knoten-Elementen werden die Kanten desNetzes vom Level J mit den Knoten aus NJ+1 identiziert, diese gehoren jedoch nicht zuMenge N (J) der Netzknoten. Es ist sinnvoll, diese Kantenmittelknoten bereits in der Da-tenstruktur des Netzes vom Level J mitzufuhren, so da die aktuellen Elemente praktischwie 6-Knoten-Dreiecke behandelt werden und die Knoten aus NJ+1 bei Bedarf verfugbarsind. Dieser Vorgri auf das nachste Level J + 1 ohne explizite zugehorige Elementverfei-nerung erweist sich sowohl bei der Organisation der weiteren Netzverfeinerung als auch beider Nutzung hierarchischer Fehlerschatzer als nutzlich.
9Auch auf dem Netz jedes Levels k wird jedem Knoten i 2 N (k) eine stetige, stuckweiselineare Hutchenfunktion ̂ki : 
 ! R1 zugeordnet, die im Knoten i den Wert 1 annimmtund deren Trager die Elemente von Ek bilden, die den Knoten i umgeben, entsprechendeabgeschnittene Hutchenfunktionen sind es am Rand von 
. Dann werden auf dem Netzvom Level J zwei Basen unterschieden, die den gleichen FE-Raum aufspannen:Gleichmaige hierarchische Basis des Levels J heie die Mengef ̂ki j i 2 Nk; k = 0(1)J g (2)und gleichmaige FE-Basis des Levels J die Mengef ̂Ji j i 2 Nk; k = 0(1)J g = f ̂Ji j i 2 N (J) g: (3)2.3 Verfeinerungs- und TransformationsgraphenDie Erzeugung des Netzes vom Level J durch hierarchische Verfeinerung des Hauptnetzeskann mittels gerichteter Graphen beschrieben werden, separat fur Elemente, Kanten undKnoten. Diese Graphen veranschaulichen die Struktur der hierarchischen Netzverfeinerungund dienen dem besseren Verstandnis ungleichmaiger hierarchischer Basen und Netze sowievon deren Umbau (Verfeinerung und Vergroberung). Als Eckenmengen der Graphen fun-gieren die Mengen aller Elemente E (J), aller Kanten K (J) und aller Knoten N (J) des Netzesvom Level J , die Bogenmengen BJE ; BJK und BJN werden uber die Wirkung der regularenVerfeinerung erklart, also uber die erzeugten Nachfolgermengen. Das gleichmaige hierar-chische Netz vom Level J ist dann hinsichtlich seiner Struktur noch praziser zu denierenals Gesamtheit der drei nachfolgend angegebenen Verfeinerungsgraphen GJE ; GJK ; GJN .Bemerkungen: 1. Die Bezeichnungen Knoten und Kante sollen im weiteren immer fur diegeometrischen Objekte des Netzes und nicht alternativ fur Ecke und Bogen als Grundbe-standteile der Graphen benutzt werden.2. Die Graphen interessieren im Zusammenhang mit der FEM als konkrete Graphen, eswird nicht von der Natur der Ecken und Bogen abstrahiert im Sinne abstrakter Graphenals Aquivalenzklassen isomorpher konkreter Graphen.2.3.1 Elemente-VerfeinerungsgraphDieser gerichtete Graph beschreibe die Erzeugung der Elemente des Netzes vom Level Jdurch gleichmaige hierarchische Verfeinerung aller Hauptelemente mittels des Musters derregularen Verfeinerung.
10  TTTTTTTT TTTTT -e0 e1 e2e3e4Abbildung 2: Element-Verfeinerung, e0 2 Ek erzeugt e1; : : : ; e4 2 Ek+1Denition: Elemente-Verfeinerungsgraph des Netzes vom Level J heie der gerichteteGraph GJE = ( E (J) ; BJE ) mit BJE  E (J)  E (J) und(e0; e1) 2 BJE () e1 ist eines der vier Teilelementebei regularer Verfeinerung von e0:Genauer gilt BJE  J[k=1 Ek 1  Ek :GJE stellt einen Wald von Wurzelbaumen dar, wobei E0 die Menge aller Wurzeln bildet.Aus jedem Hauptelement als Wurzel erwachst somit ein Baum von Elementen, wobei alleElemente aus Ek den Abstand k von ihrer jeweiligen Wurzel besitzen und die Elemente ausEJ ; d.h. die aktuellen Elemente, die Blatter der Baume sind.Fur die spatere Umkehrung der Element-Verfeinerung, die Vergroberung, ist die datenmaigeRekonstruierbarkeit jedes Vaterelementes e0 aus seinen vier Sohnelementen e1; : : : ; e4 not-wendig. Dazu ist unter den Sohnelementen eine Ordnung zu denieren, etwa wie in Abb. 2,die sich an der Beschreibung des Vaterelementes orientiert und eine eindeutige Positionie-rung des Sohnes bezuglich seines Vaters liefert. Es entstehen dann geordnete Wurzelbaume.2.3.2 Kanten-VerfeinerungsgraphDieser gerichtete Graph beschreibe die Erzeugung der Kanten des Netzes vom Level J durchgleichmaige hierarchische Verfeinerung aller Hauptelemente, ohne fur das Entstehen neuerWurzelkanten Zusammenhange aufzuzeigen. Somit wirke nur folgendes Verfeinerungsmu-ster, wobei auf den Kanten auch die durch  zugeordneten Mittelknoten eingetragen sind.-u u uk0 k1 k2Abbildung 3: Kanten-Verfeinerung, k0 2 Kk erzeugt k1; k2 2 Kk+1Denition: Kanten-Verfeinerungsgraph des Netzes vom Level J heie der gerichteteGraph GJK = (K (J) ; BJK ) mit BJK  K (J)  K (J) und(k0; k1) 2 BJK () k1 ist eine der beiden Teilkanten bei Halbierung von k0:
11Hier gilt analog BJK  J[k=1 Kk 1 Kk :Auch GJK stellt einen Wald von Wurzelbaumen dar. Wurzeln sind jedoch nicht nur dieHauptkanten aus K0; sondern alle Kanten, die bereits fruher als Wurzelkanten bezeichnetwurden, also auch immer diejenigen drei Kanten, die bei der regularen Verfeinerung einesDreieckselementes in dessen Innerem neu entstehen. Die Kanten aus KJ bilden die Blatterder Baume. Jeder der Kanten-Wurzelbaume kann als Binarbaum betrachtet werden, indemauf der jeweiligen Wurzelkante eine Ordnung deniert wird, etwa in der Art: sei die linkeSeite der Wurzelkante diejenige mit der kleineren Nummer des Endknotens.2.3.3 Knoten-VerfeinerungsgraphDieser gerichtete Graph beschreibe die Erzeugung der Knoten des Netzes vom Level Jdurch gleichmaige hierarchische Verfeinerung aller Hauptelemente. Gleichzeitig kann damitdie systematische Erzeugung der den Knoten zugeordneten hierarchischen Basisfunktionenerklart werden. Nachfolgendes Verfeinerungsmuster beschreibt, welche neuen unmittelbarenNachbarn eines Knotens bei regularer Verfeinerung aller ihn umgebenden Elemente entste-hen. Dabei ist die Verfeinerung der Elemente selbst nicht mit dargestellt.QQQ 
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 u \\\u-n0 n1n2n3 n4 n5k = 0 : Hauptknoten n0 (zum Beispiel 5 Nachbarn)u"""bbb """ bbb uu"""ubbb u""" u bbbu-n0 n1n3n4 n2 n5n6k > 0 : Kantenmittelknoten n0 (immer 6 Nachbarn)Abbildung 4: Knoten-Verfeinerung, n0 2 Nk erzeugt n1; n2; : : : 2 Nk+1
12Denition: Knoten-Verfeinerungsgraph des Netzes vom Level J heie der gerichteteGraph GJN = (N (J) ; BJN ) mit BJN  N (J)  N (J) und(n0; n1) 2 BJN () Entweder n0 ist Hauptknoten und n1 ist Mittelknoteneiner von n0 ausgehenden Hauptelementkante,oder n0 ist Kantenmittelknoten eines Elementes und n1ist Mittelknoten einer von n0 ausgehenden Teilelement-kante, die bei regularer Verfeinerung dieses Elementesentsteht.Da n0 2 Nk fur irgendein k sein mu, so ist n1 Kantenmittelknoten einer der von n0ausgehenden Kanten aus Kk ; d.h. n1 2 Nk+1 ; wobei notwendigerweise k < J gilt, so daauch hier folgt BJN  J[k=1 Nk 1 Nk :Der gerichtete Graph GJN mit J > 0 besteht im Falle eines zusammenhangenden Hauptnetzesnur aus einer einzigen zusammenhangenden Komponente, die Zyklen enthalt und deshalbkeine Baumstruktur bildet.GJK kann als Untergraph von GJ+1N betrachtet werden. Sei namlich : K (J)  ! N (J+1)die bereits benutzte eineindeutige Abbildung, die jeder Kante ihren Mittelknoten zuordnet,und  : BJK  ! BJ+1N mit  ( (k0; k1) ) = ((k0); (k1)) : ordnet dem Bogen zwischen Kante und durch Halbierung entstandener Teilkante den Bo-gen zwischen den zugehorigen Kantenmittelknoten zu, ein Teilfall der Knotenverfeinerung(vgl. Abb. 3, 4). Dann deniert (; ) einen Isomorphismus von GJK zu einem echten Unter-graphen von GJ+1N : Dieser Untergraph unterscheidet sich vom Knoten-VerfeinerungsgraphenGJ+1N wie folgt. In der Eckenmenge  K (J) des Untergraphen fehlen gegenuber N (J+1) dieHauptknoten, in der Bogenmenge  BJK fehlen gegenuber BJ+1N die Bogen von den End-knoten zu den Mittelknoten der Wurzelkanten.2.3.4 TransformationsgraphIm nachsten Abschnitt soll die Transformation der hierarchischen Basis (2) in die FE-Basis(3) dargestellt werden. Dabei werden systematisch mit wachsendem k = 1(1)J die den Kan-tenmittelknoten j 2 Nk zugeordneten hierarchischen Basisfunktionen ̂kj benutzt, um (antei-lig) die den jeweiligen Kantenendknoten i; l 2 N (k 1) zugeordneten Funktionen ̂k 1i ; ̂k 1lum ein Level nach oben in ̂ki ; ̂kl zu transformieren. Die Beziehungen zwischen den Knotender transformierten und der transformierenden Funktionen werden in nachfolgendem ge-richteten Graphen widergespiegelt, wobei das Level k des Kantenmittelknotens jeweils dasLevelpaar (k   1; k) der Transformation festlegt.
13Denition: Transformationsgraph des Netzes vom Level J heie der gerichtete GraphĜJN = (N (J) ; B̂JN ) mit B̂JN  N (J)  N (J) und(n0; n1) 2 B̂JN () n0 ist Endknoten einer Kante, deren Mittelknoten n1 ist.Entsprechend folgt hier B̂JN  J[k=1 N (k 1) Nk :Wird der Betrachtungsstandpunkt von j zum Knoten i der transformierten Funktion ge-wechselt, so ist speziell fur i 2 Nk 1 die Menge seiner Nachfolger im Knoten-Verfeinerungs-graphen GJN genau die Menge der Knoten j 2 Nk; deren hierarchischen Basisfunktionen̂kj zur Transformation der hierarchischen Basisfunktion ̂k 1i in ̂ki benutzt werden, derKnoten-Verfeinerungsgraph GJN ist also ein Untergraph des Transformationsgraphen ĜJN .Zusammengefat gilt GJK  GJ+1N  ĜJ+1N : (4)GJN ist ein echter Untergraph von ĜJN , weil im Knoten-Verfeinerungsgraphen GJN nur dieMittelknoten der Wurzelkanten wie in ĜJN beide Endknoten als Vorganger besitzen, alleanderen Knoten mit Ausnahme der Hauptknoten besitzen in GJN als Vorganger genau deneinen Endknoten, der ihrem Vater im Kanten-Verfeinerungsgraphen entspricht. Der Trans-formationsgraph kann aus demKnoten-Verfeinerungsgraphen erzeugt werden, indem bei denKnoten mit nur einem Vorganger ein zweiter Vorganger eingetragen wird, d.h. der entspre-chende Bogen ndet Aufnahme in die Bogenmenge. Dieser zweite Vorganger des Knotensist nach dem Schema der Kantenverfeinerung derjenige Vorganger des ersten Vorgangers("Grovater\), der hinsichtlich der Ordnung auf der Wurzelkante auf der gleichen Seite desersten Vorgangers gelegen ist wie der Knoten selbst.Die beiden Vorganger, die alle Knoten mit Ausnahme der Hauptknoten in ĜJN besitzen,mogen wie bei den Baumstrukturen Vater genannt werde, wobei als erster Vater immerder Vater im Sinne des Kantenbaumes und als zweiter Vater der oben betrachtete zweiteVorganger bezeichnet werden, soweit es sich nicht um die Vater eines Wurzelkanten-Mittel-knotens handelt.Zur Verdeutlichung der Graphen GJK ; GJ+1N ; ĜJ+1N ist in Abb. 5 die anteilige Struktur derdrei Graphen auf einer beliebigen Wurzelkante dargestellt, auf der bereits drei weitere Kan-tenlevels existieren.Die dicken Pfeile gehoren dem isomorphen Abbild eines Kantenbinarbaumes mit der Wur-zel (dem Wurzelkanten-Mittelknoten) N und die beiden gestrichelten Pfeile beziehen alszusatzliche Bogen des Knoten-Verfeinerungsgraphen den linken (VL) und rechten (VR)Wurzelkanten-Endknoten als Vorganger mit ein. Die dunnen Pfeile sind die fur den Trans-formationsgraphen noch hinzukommenden Bogen von den auf der gleichen Seite gelegenen"Grovatern\, etwa zum linken Sohn SL von N der Bogen vom linken Vorganger VL von Nund analog der Bogen von VR zu SR usw.
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 AAAAAU u u u uu uuu uiuuuu uu uuiVL N VRSL SR ---aus  BJKaus BJ+1N n  BJKaus B̂J+1N nBJ+1NAbbildung 5: Anteile der Graphen GJK; GJ+1N und ĜJ+1N auf einer Wurzelkante2.3.5 Unendliche Verfeinerungs- und TransformationsgraphenDer Gesamtproze der Erzeugung gleichmaiger hierarchischer Netze mit wachsendem LevelJ und die Gesamtheit der hierarchischen Transformationen konnen durch entsprechende un-endliche Graphen GE ; GK ; GN ; ĜN beschrieben werden, die alle jeweiligen Verfeinerungs-bzw. Transformationsgraphen umfassenGE = ( 1[J=1 E (J) ; 1[J=1 BJE ) ; GK = ( 1[J=1 K (J) ; 1[J=1 BJK ) ;GN = ( 1[J=1 N (J) ; 1[J=1 BJN ) ; ĜN = ( 1[J=1 N (J) ; 1[J=1 B̂JN ) :Es ubertragt sich die UntergraphenbeziehungGK  GN  ĜN : (5)2.4 Elementare hierarchische BasistransformationenDie gleichmaige hierarchische Basis und die gleichmaige FE-Basis des Levels J spannenden gleichen Finite-Elemente-Raum auf. Die Transformation der einen Basis in die anderelat sich mittels elementarer Transformationsmatrizen ausfuhren. Da diese Matrizen auchbei der spateren Untersuchung der ungleichmaigen hierarchischen Basen eine groe Rollespielen, werden ihre Eigenschaften zunachst kurz dargestellt.Es sei RN der N -dimensionale euklidische Raum, und seien die ei 2 RN ; i = 1(1)N , dieVektoren seiner kanonischen Basis, d.h. sie unterscheiden sich vom Nullvektor durch eineEins in Zeile i. Sei weiterhin I 2 RNN die Einheitsmatrix.
15Denition: Elementare Transformationsmatrix heie jede Matrix T 2 RNN mitT = I + c ei e>j ; c 2 R1; i 6= j:T unterscheidet sich von der Einheitsmatrix nur durch das Element c in der Spalte j vonZeile i, die Einheitsmatrix ist ein Spezialfall.Eigenschaften:1. Die Matrix T ist regular, wobei T 1 = I   c ei e>j = 2I   T . Somit ist T 1 wiederelementare Transformationsmatrix. Entsprechendes gilt auch fur die transponierteMatrix T> = I + c ej e>i .2. Zwei elementare Transformationsmatrizen S = I + c ei e>j ; T = I + d ek e>l sindvertauschbar (ST = TS) genau dann, wenn wenigstens eine der folgenden drei Bedin-gungen gilt:a) cd = 0 (d.h. mindestens eine von S; T ist die Einheitsmatrix),b) i = k und j = l (d.h. ein Unterschied besteht hochstens in den Faktoren c; d),c) i 6= l und j 6= k (die wesentliche Bedingung).Beweis:Die Eigenschaften sind elementar nachzuweisen unter Verwendung einer auf der Hand lie-genden Eigenschaft dyadischer Produkte:fur u; v; x; y 2 RN gilt immer: (u v>) (x y>) = (v>x) (u y>):Zum Beispiel folgt 2. unmittelbar ausST   TS = cd (ei e>j ek e>l   ek e>l ei e>j )= cd ((e>j ek) ei e>l   (e>l ei)ek e>j ):Fur die Untersuchung der Basen auf hierarchischen Netzen werden spezielle Transforma-tionsmatrizen benotigt. Seien die Knoten des gleichmaigen hierarchischen Netzes vomLevel J nach wachsendem Knotenlevel und innerhalb der Levels beliebig, aber fest nume-riert, N sei die Knotenanzahl. Ist i 2 N (J) nN0, so seien V 1 = V 1(i); V 2 = V 2(i) die Vatervon i im Transformationsgraphen ĜJN.Denition: Elementare hierarchische Transformationsmatrizen des Knotens i 2 N (J) nN0heien die folgenden Matrizen Ti; T (V 1)i ; T (V 2)i 2 RNNTi = I   12 ei (e>V 1 + e>V 2) ; T (V j)i = I   12 ei e>V j ; j = 1; 2; (6)fur i 2 N0 seien Ti = T (V 1)i = T (V 2)i = I:Somit unterscheidet sich die Ti aus (6) von der Einheitsmatrix nur durch die Elemente 12 inden Spalten V 1; V 2 von Zeile i. Nachfolgende Eigenschaften sind wie die obigen elementar.
16Eigenschaften:1. Ti ist in die elementaren Transformationsmatrizen T (V 1)i ; T (V 2)i faktorisierbar:Ti = T (V 1)i T (V 2)i = T (V 2)i T (V 1)i = T (V 1)i + T (V 2)i   I;2. Die Matrix Ti ist regular, wobei T 1i = I + 12 ei (e>V 1 + e>V 2) = 2I   Ti.3. Zwei elementare hierarchische Transformationsmatrizen Ti = I  12 ei (e>V 1(i)+e>V 2(i)) ;Tj = I   12 ej (e>V 1(j) + e>V 2(j)) mit i 6= j sind vertauschbar (Ti Tj = Tj Ti) genau dann,wenn i 6= V 1(j); V 2(j) und j 6= V 1(i); V 2(i) (7)(wenn also keine "Vater{Sohn{Beziehung\ zwischen i und j besteht).Bemerkung:1. Gehoren die Knoten i; j in Eigenschaft 3. dem gleichen Level an, so folgt sofort dieVertauschbarkeit von Ti; Tj. Gehoren sie unterschiedlichen Levels an, kann hochstenseine der in Bedingung (7) negierten Teilaussagen zutreen. Tritt keiner dieser vierFalle ein, folgt auch die Vertauschbarkeit von Ti; Tj.2. Analoge Eigenschaften von T 1i ; T>i = I   12 (eV 1 + eV 2) e>i ) ; T >i sind oensichtlich.ImHinblick auf die Darstellung von Basistransformationen werden Basen im weiteren immerals Zeilenvektoren verstanden, in denen die Basisfunktionen entsprechend der Reihenfolgeihrer zugeordneten Knoten levelweise aufsteigend geordnet sind. Transformationen werdendann als formale Multiplikationen von rechts mit einer entsprechenden Matrix ausgefuhrt.Werde insbesondere mit ̂kNj der Teilvektor der Funktionen der FE-Basis des Levels k in denKnoten des Levels j bezeichnet, wobei j  k,̂kNj = (̂kl j l 2 Nj);so lassen sich mittels der elementaren hierarchischen Transformationsmatrizen zunachst diebekannten Transformationen zwischen Basisfunktionen benachbarter Levels darstellen, undzwar wie folgt:(̂k 1N0 : : : ̂k 1Nk 1 ̂kNk : : : ̂JNJ ) = (̂kN0 : : : ̂kNk ̂k+1Nk+1 : : : ̂JNJ ) Yi2Nk Ti ; k = 1(1)J: (8)Die Darstellung ist korrekt, da die Ti fur i 2 Nk alle miteinander vertauschbar sind. Diesukzessive Anwendung obiger Transformation mit k = 1(1)J liefert schlielich die Transfor-mation der gleichmaigen hierarchischen Basis in die gleichmaige FE-Basis des Levels J :(̂JN0 ̂JN1 : : : ̂JNJ ) = (̂0N0 ̂1N1 : : : ̂JNJ ) 0@Yi2N1 Ti1A : : : 0@ Yi2NJ Ti1A : (9)
17Fur die algorithmische Realisierung der hierarchischen Transformation (9) ist es wegen derVertauschbarkeitseigenschaft 3. der Matrizen Ti nicht notwendig, die elementaren hierar-chischen Transformationen nach Levels geordnet und vom unteren zum oberen Level hinauszufuhren. Es reicht aus, wenn die zu den Vatern eines Knotens gehorenden Transforma-tionen vor der zum Knoten selbst gehorenden Transformation erfolgen. Diese Bedingung andie Indexreihenfolge werde symbolisch als V (i)  i dargestellt. Durchlauft bei Produktendie Knotennummer i eine Indexmenge, so bedeute V (i)  i, da die Faktoren der Vater-knoten V 1(i); V 2(i), soweit selbige uberhaupt zur Indexmenge gehoren, links vom Faktordes Knotens i stehen mussen. Entsprechend bedeute i  V (i) eine umgekehrte Reihenfolge.Die hierarchische Transformation (9) kann damit allgemeiner wie folgt beschrieben werden:(̂JN0 ̂JN1 : : : ̂JNJ ) = (̂0N0 ̂1N1 : : : ̂JNJ ) Yi2N (J)V (i)i Ti : (10)Bemerkung: Erfullt der Index i beim Durchlaufen einer Knotenmenge A  N (J) die Bedin-gung V (i)  i , so ist dies aquivalent zur Berucksichtigung folgender Relation i  j in A imSinne von "i kommt vor j\.i  j () i 6= j und in ĜN [A] fuhrt ein gerichteter Weg von i zu j.Diese Relation ist irreexiv, asymmetrisch und transitiv und deniert eine teilweise Ordnungin A, die beim Durchlauf beachtet wird. i  V (i) entspricht der Teilordnung bei Umkehrder Wegrichtungen.2.5 Ungleichmaige hierarchische Basen und deren Netze2.5.1 Ungleichmaige hierarchische BasisIm Fall regularer Dreiecksnetze wird ublicherweise die FE-Basis zur Festlegung des FEM-Schemas fur ein Variationsproblem benutzt. Sie besteht durchgangig aus Funktionen mitkleinem Trager (Durchmesser O(h)), die einfach beschreibbar sind. Das FEM-Gleichungs-system wird daher unter Benutzung der FE-Basis erzeugt und besitzt eine schwach be-setzte Steigkeitsmatrix. Die hierarchische Basis wird erst im Zusammenhang mit eek-tiven Multilevel-Vorkonditionierern eingefuhrt, so da beide Basen den gleichen FE-Raumaufspannen. Die Steigkeitsmatrix des FEM-Schemas in der hierarchischen Basis ist auchfur groe Knotenzahlen gut konditioniert, aber nicht schwach besetzt und deshalb zumeistnicht speicherbar.Bei ungleichmaiger hierarchischer Verfeinerung ist die direkte Festlegung einer FE-Basiswegen der irregularen Knoten problematisch, vor allem auch im Hinblick auf eine eektiveAssemblierung. Eine fur die konforme FEM geeignete ungleichmaige hierarchische Basislat sich als Teilmenge der gleichmaigen hierarchischen Basis jedoch relativ einfach de-nieren. Auch Basisanderungen zur Verfeinerung oder Vergroberung der diskreten Losungs-darstellung lassen sich durch Hinzu- oder Wegnahme hierarchischer Funktionen leicht rea-lisieren. Fur die Festlegung und Veranderung des FE-Raumes im Rahmen irregularer hier-archischer Netze ist somit die ungleichmaige hierarchische Basis besser geeignet als eineentsprechende FE-Basis.
18Mit Blick auf den FE-Adaptionsproze werden deshalb nachfolgend die ungleichmaige hier-archische Basis und ein zugehoriges Netz deniert und untersucht. Es bleibt jedoch dasBesetztheitsproblem der entsprechenden Steigkeitsmatrix und damit die Notwendigkeitdes Uberganges von der ungleichmaigen hierarchischen zu einer geeigneten FE-Basis mitschwach besetzter Steigkeitsmatrix durch geeignete Transformation analog zu (10), woraufspater eingegangen wird.Denition: SeiM(a) eine KnotenmengemitN0 M(a)  N (J) ; J > 0; undNJ\M(a) 6= 0.Dann heie die Menge linear unabhangiger Funktionena(M(a)) = f ̂ki j i 2 Nk \M(a) ; k = 0(1)J g (11)die zur Knotenmenge M(a) gehorende hierarchische Basis, auch allgemein bezeichnet alsungleichmaige hierarchische Basis (mit der gleichmaigen hierarchischen Basis als Spezi-alfallM(a) = N (J)). Ihr maximales Level ist gleich J . Die Knoten der MengeM(a) werdendie aktiven Knoten genannt.Somit wird eine ungleichmaige hierarchische Basis als Teilmenge der gleichmaigen hierar-chischen Basis des Levels J eindeutig beschrieben durch Vorgabe ihrer MengeM(a) aktiverKnoten. Die Basis a(M(a)) ist per denitionem endlich und enthalt immer die Ausgangs-basis auf dem Hauptnetz. Im Zusammenhang mit der ungleichmaigen hierarchischen Basisnden die folgenden Teilmengen aktiver Knoten im weiteren haug VerwendungMk;a = Nk \M(a) ; M(k)a = N (k) \M(a) = k[l=0Ml;a ; k = 0(1)J:2.5.2 Ungleichmaiges hierarchisches NetzDer nachfolgende Begri des ungleichmaigen hierarchischen Netzes soll nicht allein dasgeometrische Objekt widerspiegeln, auf dessen Grundlage die bezuglich des Elementtypsvorbestimmte FE-Basis dann konkret festgelegt wird, sondern im weiteren Sinne die Infor-mationsstruktur, die zur Beschreibung und Veranderung einer bereits vor dem Netz gege-benen ungleichmaigen hierarchischen Basis notig ist, wobei verschiedene Basen durchausdas gleiche Netz haben konnen. Das Netz mu daher einerseits geometrische Informatio-nen in elementorientierter Darstellung bereitstellen, die fur die Assemblierung des FEM-Gleichungssystems und ggf. die Visualisierung der FEM-Losung benotigt werden, anderer-seits Strukturinformationen uber die Hierarchien, die fur lokale Veranderungen der Basis(Erweiterungen oder Einschrankungen) und hierarchiebezogene Vorkonditionierungen ver-schiedener Art notwendig sind.Das in diesem Sinne erforderliche Netz sollte aus Speicherplatzgrunden moglichst wenigRedundanz enthalten, wird also in der Regel nicht das gleichmaige hierarchische Netz desLevels J sein, sondern ein Netz mit ungleichmaigen Hierarchien, das mittels regularer Ver-feinerung gleichzeitig mit der Basis erzeugt wird. Es mu die Beschreibung jeder Basisfunk-tion ̂ki aus (11) ermoglichen, nicht notwendig aber weiterer Funktionen der gleichmaigenhierarchischen Basis vom Level J . Unter der Beschreibung von ̂ki werde hier die Angabe
19einer Menge von Elementen verstanden, die zusammen genau den Trager von ̂ki bilden. Furjeden aktiven Knoten i 2 Mk;a heit das, da die ihn unmittelbar umgebenden Elementeaus Ek im Netz verfugbar sein mussen bzw. erzeugbar aus im Netz verfugbaren Nachfol-gerelementen im weiteren Sinn. Fur k = 0 ist das immer der Fall und fur k > 0 genaudann, wenn die beiden Elemente aus Ek 1, die an der Kante aus Kk 1 mit dem Mittelpunkti anliegen (bzw. bei Randkante nur ein Element), auch regular verfeinert sind. Bei Umkehrdes Betrachtungsstandpunktes ergibt sich das folgendeElementverfeinerungsprinzip:Ein Element aus Ek 1 mu regular verfeinert sein genau dann, wenn auer moglicherweiseaktiven Eckknoten, die somit zu M(k 1)a gehoren, wenigstens ein weiterer aktiver Knoten,der dann nur aus M(a) nM(k 1)a sein kann, auf dem Rand oder im Inneren des Elementesliegt.Mittels dieses Prinzips kann schrittweise eine Zerlegung von 
 erzeugt werden, die zurBeschreibung aller Funktionen der ungleichmaigen hierarchischen Basis (11) geeignet ist.Ausgangspunkt sei die Zerlegung E 0 = E0 des Hauptnetzes. Fur k = 1(1)J werden rekursivfolgende Mengen deniert (die Elemente e sind als abgeschlossen zu betrachten), wobei +E (A) die Nachfolgermenge einer Menge A von Elementen im Graphen GE bezeichne,Ek 1 = f e 2 E k 1 j e \ (M(a) nM(k 1)a ) = ; g ;E k =  +E (E k 1 n Ek 1) :Wegen M(J)a =M(a) liefert analoge Erklarung EJ = E J , es gilt Ek  E k  Ek ; k = 0(1)J:Seien auerdem E( 1) = ; und E(k) = E(k 1) [ Ek ; k = 0(1)J , alsoE(k) = k[l=0El :Die Mengen E(k) [ E k+1 stellen Zerlegungen von 
 dar. Zunachst ist E( 1) [ E 0 = E0Zerlegung von 
, und wenn E(k 1) [ E k = E(k) [ (E k nEk) Zerlegung von 
 ist, so folgt dasauch fur E(k) [ E k+1 = E(k) [  +E (E k n Ek), es werden nur Elemente durch ihre vier Sohneersetzt.Mit der Zerlegung E( 1) [ E 0 sind alle Funktionen ̂0i beschreibbar, i 2 M0;a = N0 .Sei mittels der Zerlegung E(k 1) [ E k die Beschreibung aller Funktionen aus der Mengef ̂li j i 2 Ml;a ; l = 0(1)k g moglich. Dafur ist auch E(k)[E k+1 geeignet, es mussen dann nurdie Elemente von E k nEk aus ihren Sohnen zusammengesetzt werden. MittelsE(k)[E k+1 sindjedoch auch die Funktionen ̂k+1i mit i 2 Mk+1;a beschreibbar, somit also alle Funktionenaus f ̂li j i 2 Ml;a ; l = 0(1)k+1 g. Die Aussage fur Mk+1;a ergibt sich, weil zunachst ausder Denition der El folgt, da Knoten aus Mk+1;a bezuglich der Zerlegung E(k 1) [ E k =E(k) [ (E k n Ek) nur auf den Elementen aus E k n Ek  Ek liegen konnen, notwendigerweiseals Kantenmittelknoten. Nach dem Elementverfeinerungsprinzip gewahrleistet dann derUbergang von E k n Ek zu E k+1 die Beschreibbarkeit der ̂k+1i ; i 2 Mk+1;a. Somit folgtinduktiv: Die Funktionen der ungleichmaigen hierarchischen Basis (11) konnen mittelsder Zerlegung E(J 1) [ E J = E(J) von 
 beschrieben werden.
20Denition: Es seien E = J[k=0 E k ; E = E(J) = J[k=0 Ek ;K die Menge aller Kanten der Elemente aus E und M die Menge aller Eckknoten derElemente aus E. Dann heie die Gesamtheit der induzierten gerichteten GraphenGE[E ] ; GK[K] ; GN [M]das zur aktiven Knotenmenge M(a) bzw. zur Basis (11) gehorende hierarchische Netz, auchkurz bezeichnet als ungleichmaiges hierarchisches Netz. M heie dieMenge seiner Knotenund die Elemente aus der Zerlegung E von 
 heien seine aktuellen Elemente. ĜN [M]werde als der zum Netz gehorende Transformationsgraph bezeichnet.(Die schon fruher eingefuhrten Indizes E ; K ; N an den Bezeichnungen der Graphen verweisennur auf Elemente, Kanten und Knoten als die Natur der Ecken der Graphen und habeninsbesondere nichts mit entsprechend bezeichneten Mengen zu tun.)Bemerkungen: 1. Die Menge M enthalt zu jedem Knoten i auch dessen beide Vater inĜN , auer zu den Hauptknoten, die keine Vater besitzen. Das folgt aus der Denitiondes Netzes, da jeder Knoten aus Mk ; k > 0; durch regulare Verfeinerung eines Elementese 2 E k 1 n Ek 1 zum Eckknoten eines Elementes aus E k wird, wobei seine beiden Vaterbereits Eckknoten von e darstellen. Eckknoten bleiben bei weiteren Verfeinerungen immerEckknoten und gehoren schlielich zu M. Somit besitzen in dem zum Netz gehorendenTransformationsgraphen ĜN [M] alle Knoten mit Ausnahme der Hauptknoten auch zweiVater.2. Zur Menge M der Eckknoten aktueller Elemente gehoren auch solche, die gleichzeitigKantenmittelknoten anderer aktueller Elemente und somit irregulare Netzknoten darstel-len. Die Menge der ubrigen Kantenmittelknoten von Elementen aus E, also derjenigen,die nicht gleichzeitig auch Eckknoten von Elementen aus E sind, werde mit  fM bezeich-net. fM = M [  fM ist dann die Menge aller Eck- und Kantenmittelknoten aktuellerElemente. Die Menge fM reprasentiert die Kanten des Netzes zuzuglich der Hauptknoten,fM = (K)[N0 ; da samtliche Netzknoten des Levels k > 0 genau durch die regulare Verfei-nerung der Elemente von E k 1 nEk 1 als deren Kantenmittelknoten zu spateren Netzknotenwerden, wozu dann mit  fM noch die nicht erfaten Kantenmittelknoten aktueller Elementekommen. Die Grapheninklusionen (4), (5) ubertragen sich in der GestaltGK[K]  GN [ fM]  ĜN [ fM] : (12)Bei der praktischen Realisierung des Netzes und des Transformationsgraphen ist es eektiv,die drei Graphen GK[K] ; GN [M] ; ĜN [M] auf der Grundlage einer ĜN [ fM] entsprechen-den gemeinsamen Datenstruktur zu implementieren und dafur auch immer die Verfugbar-keit der Knoten aus  fM vorauszusetzen. Die Elemente werden deshalb im weiteren als6-Knoten-Dreiecke aufgefat, vgl. auch die entsprechende Bemerkung zum gleichmaigenhierarchischen Netz in 2.2.Jeder Knoten aus Mk+1;a tritt durch die Verfeinerung aller Elemente aus E k n Ek nur nochals Eckknoten der ihn umgebenden Elemente vom Level k+1 aus der Zerlegung E(k) [ E k+1auf, nicht mehr als Kantenmittelknoten. Auch bei weiteren Verfeinerungen bleibt er immer
21Eckknoten der ihn umgebenden Elemente. Somit konnen alle Knoten von M(a) bezuglichder Elemente der Zerlegung E von 
 nur Eckknoten darstellen, und zwar von Elementenmindestens des gleichen Levels. Insbesondere folgt M(a)  M. Im weiteren werden dieKnoten aus M(p) = MnM(a) als passive Netzknoten bezeichnet und in Analogie die fol-genden Mengen eingefuhrt, auch auf dem Level J+1 wegen obiger Bemerkung,Mk;p = Nk \M(p) ; M(k)p = N (k) \M(p) = k[l=0Ml;p ;Mk = Nk \M ; M(k) = N (k) \M = k[l=0Ml ; k = 0(1)J+1:Der Zusammenhang zwischen aktiven/passiven Knoten einerseits und regularen/irregularenKnoten andererseits ist der folgende. Aktive Knoten sind immer regular, da entsprechenddem Elementverfeinerungsprinzip beide an der zugeordneten Kante anliegenden Elementegleichen Levels verfeinert werden, falls es sich nicht sowieso um eine Randkante handelt.Umgekehrt mussen dann irregulare Knoten immer passiv sein. Es kann jedoch auch passiveregulare Knoten geben, zufallig entstanden durch Verfeinerung der Elemente beiderseitseiner Kante, wobei die aktiven Knoten als Verfeinerungsursache auf anderen Kanten liegen.Aus diesem Grunde ist das ungleichmaige hierarchische Netz durch die Basis bzw. M(a)zwar eindeutig bestimmt, aber nicht eineindeutig. Wird etwa ein passiver regularer Knotenin einen aktiven gewandelt, andert sich zwar die Basis, nicht jedoch das Netz.Das Netz des kleinen Beispiels in Abb. 6 wird durch die Menge M(a) erzeugt, die aus denunnumerierten Hauptknoten sowie den beiden aktiven Knoten 1,2 vom Level 1 besteht.Dieses Netz enthalt auerdem sieben passive Knoten: den regularen inneren Knoten 3, dieregularen Randknoten 4,5,6 und 7 sowie die beiden irregularen inneren Knoten 8 und 9.Die Wandlung der Knoten 3 bis 7 in aktive wurde das zugehorige Netz nicht andern, dieWandlung von Knoten 8 oder 9 wurde jedoch eine Verfeinerung des jeweils links vomKnotenliegenden Hauptelementes erfordern.u u uu u uu u uuuee eeeee1234 56789Abbildung 6: Aktive  und passive  Knoten eines Netzes
222.6 Ein Konzept der Adaptivitat2.6.1 Vorstellung vom FEM-AdaptionsalgorithmusDie adaptive FEM fur das Modellproblem (1) soll durch folgende Merkmale charakterisiertsein, die zum Teil noch weiter speziziert werden. Jeder Adaptionsschritt werde als gesteuerte Basisanderung in einer von der aktuellen Basisabhangigen zulassigen Menge von Basen und anschlieende Losung des FEM-Gleichungs-systems in der neuen Basis verstanden. Diese zulassige Menge von Basen mu geeignetdeniert werden. Einerseits ist zu sichern, da potentiell jedes Element des Raumes V imRahmen endlich vieler Basisanderungen mit vorgegebener Genauigkeit approximiert undin diesem Sinn der gesamte Raum V ausgeschopft werden kann. Andererseits darf diezulassige Menge fur den einzelnen Schritt insgesamt nur eine endliche Menge von moglichenBasisfunktionen in sich vereinen, da fur eine Auswahlentscheidung imRahmen der Steuerungnur endlich viele Informationen verarbeitbar sind. Bei Benutzung ungleichmaiger hierarchischer Basen zur Festlegung der FE-Raume istes moglich, die lokale Verfeinerung oder Vergroberung der Losungsdarstellung besonderseinfach als reine Hinzu- oder Wegnahme von Basisfunktionen ohne Veranderung der vor-handenen Basisfunktionen zu realisieren, d.h. als Basiserweiterung oder -einschrankung.Bei entsprechenden FE-Basen, die zur Assemblierung schwach besetzter Matrizen fuhren,andern sich vorhandene Basisfunktionen bei Hinzu- oder Wegnahme von Basisfunktionen.Die FE-Raume sowie deren Veranderung werden deshalb mittels ungleichmaiger hierarchi-scher Basen beschrieben, Assemblierung und Losung der FEM-Gleichungssysteme nutzenzugehorige FE-Basen. Basiserweiterung und Basiseinschrankung sind getrennte elementare Teilschritte des Ba-sisumbaus. Diese Trennung empehlt sich zum einen aus technologischer Sicht und zumanderen, um Uberlagerungseekten bei der Fehlersteuerung aus dem Wege zu gehen. Dabeikann auch bei stationaren Problemen die Basiseinschrankung als Aktion im Adaptionspro-ze sinnvoll sein: An Levelgrenzen sind zusatzliche Approximationsfehler moglich, vgl. dieBeispiele in [5], die wiederum Verfeinerungen nach sich ziehen. Handelt es sich um zeit-weilige, weil sich verschiebende Levelgrenzen, so sollte es ermoglicht werden, die unnotigenVerfeinerungen ruckgangig zu machen.Das ungleichmaige hierarchische Netz wird als Informationsstruktur zur Beschreibung derBasis benutzt und ist in jedemAdaptionsschritt entsprechend der Basis zu verandern. Damitsich dieser Netzumbau algorithmisch moglichst einfach realisieren lat, werden als zulassigeBasisanderungen im Adaptionsschritt nur solche in Betracht gezogen, die die Netzstrukturenlokal um hochstens ein Level andern, also eine Verfeinerung oder Vergroberung aktuellerElemente um hochstens ein Level erforderlich machen. Fehlerschatzer als berechenbare Informationen uber den lokalen Fehler der erzeugten FEM-Naherung werden zur Bewertung der zulassigen Basiserweiterungen herangezogen. Die be-absichtigte Nutzung hierarchischer Fehlerschatzer, wie sie von Verfurth in [13] untersuchtwurden, pat dann in das Konzept. Als Fehlerschatzer fur die Basiserweiterung werden die
23Residuen der FEM-Losung auf denjenigen hierarchischen Basisfunktionen als Testfunktio-nen verwendet, die die zulassige Basiserweiterung denieren. Ein analoges Vorgehen ist beiBasiseinschrankung zu realisieren. Die Steuerung des Adaptionsprozesses besteht dann aus einer Fehlerverminderungsstra-tegie, die in jedem Adaptionsschritt die Auswahlentscheidung aus der Menge der zulassigenBasen determiniert. Sie stellt einen wesentlichen Bestandteil des Adaptionsprozesses dar,der in der vorliegenden Arbeit jedoch nicht untersucht wird.2.6.2 Zulassige BasiserweiterungenFur die Denition der zulassigen Basiserweiterung gibt es verschiedene Moglichkeiten, auchbei Beschrankung des zugehorigen Netzumbaus auf ein Level. Naheliegend und naturlicherscheint die Vorstellung, fur jede bereits vorhandene lokale Feinheitsstufe der Losungsap-proximation den Ubergang zur nachstfeineren zuzulassen, also zu jeder vorhandenen Basis-funktion die Hinzunahme aller noch nicht vorhandenen Basisfunktionen des nachstfeinerenLevels aus der unmittelbaren Nachbarschaft zu gestatten, wobei unter unmittelbarer Nach-barschaft die Nachfolgerknoten des Bezugsknotens im Knotenverfeinerungsgraphen zu ver-stehen sind. Wurden diese unmittelbar benachbarten hierarchischen Funktionen tatsachlichalle in die Basis einbezogen, konnte die lokale Losungsdarstellung um den Knoten herumauf dem nachstfeineren Level realisiert werden, andernfalls nur partiell und damit richtungs-abhangig.Denition: Aktivierbarer Knoten heie jeder nicht aktive Nachfolger eines Knotens ausM(a) im Graphen GN. Bezeichnet  +N (A) die Nachfolgermenge einer Menge A von Knotenin GN, so ist M+(a) =  +N (M(a)) n M(a)die Menge aller aktivierbaren Knoten zur Menge M(a) der aktiven Knoten. Sei weiterhinM(a)  M+(a) eine beliebige Menge aktivierbarer Knoten und M(a) = M(a) [ M(a).Dann heie a(M(a)) = a(M(a)) [ a(M(a))die zulassige Basiserweiterung von a(M(a)), entstanden durch Aktivierung der Knoten ausM(a). Insbesondere werde a(M+(a)) mit M+(a) = M(a) [ M+(a) als maximale zulassigeBasiserweiterung von a(M(a)) bezeichnet.Bemerkungen: 1. Die Verfugbarkeit der aktivierbaren Knoten im Netz zur Menge M(a)aktiver Knoten lat sich wie folgt charakterisieren. Die in Nk+1 enthaltenen aktivierbarenKnoten sind Kantenmittelknoten von jeweils ein oder zwei Elementen e 2 Ek. Diese Kno-ten stellen Nachfolger von aktiven Knoten i 2 Mk;a im Knotenverfeinerungsgraphen dar,deshalb gehoren die Elemente e zu den Elementen aus Ek, die zur Beschreibung des Tragersvon ̂ki benotigt werden und entsprechend der Netzkonstruktion in E k enthalten sind. Liegtzum aktivierbaren Knoten wenigstens ein Element e in E k n Ek, so ist wegen der nachfol-genden Verfeinerung von E k nEk zu E k+1 der betreende aktivierbare Knoten auch passiverNetzknoten, d.h. aus M(p) . Ist der aktivierbare Knoten jedoch nur in Elementen e 2 EkKantenmittelknoten, so gehort er nicht der Menge der Netzknoten M an, wohl aber derKnotenmenge fM, die bei Realisierung der Elemente als 6-Knoten-Dreiecke zur Verfugung
24steht, vgl. die Bemerkung zur Denition des ungleichmaigen hierarchischen Netzes. Auchdie MengeM+ der Knoten des vonM+(a) erzeugten Netzes gehort noch fM an. fM kann auf-gefat werden als Menge der Eckknoten der Elemente, die durch regulare Verfeinerung allerElemente aus E hervorgehen. M+ hingegen ist die Eckknoten-Menge der Zerlegung E+, diedurch regulare Verfeinerung mancher Elemente aus E entsteht, derjenigen mit wenigstenseinem aktivierbaren Kantenmittelknoten. Also giltM(a)  M+(a)  M+  fM:Bei Verwendung von 6-Knoten-Dreiecken kann im Algorithmus der Basiserweiterung alsodavon ausgegangen werden, da sowohl die aktivierbaren Knoten als auch die bei ihrer Ak-tivierung neu erzeugten Netzknoten schon in den Datenstrukturen verfugbar sind, nur dienoch nicht vorhandenen Kantenmittelknoten aus fM+ n fM sind neu zu erzeugen.2. Die Denition aktivierbarer Knoten als nicht aktive Nachfolger aktiver Knoten zieht nachsich, da bei Aktivierung solcher Knoten das zugehorige Netz lokal hochstens um ein Levelverfeinert werden mu. Dies konnte nicht mehr gewahrleistet werden, wenn auch Nachfol-ger nicht aktiver Knoten als aktivierbare Knoten deniert wurden, insbesondere nicht beigleichzeitiger Hinzunahme mehrerer Schichten von Nachfolgern. Lokale Verfeinerungen desNetzes um mehrere Level sollen hier jedoch nicht betrachtet werden.3. Entsprechend obiger Denition konnen die aktivierbaren Knoten bestimmt werden, wennzu jedemKnoten seine Nachfolger imKnoten-Verfeinerungsgraphen GJ+1N zur Verfugung ste-hen und von allen Knoten bekannt ist, ob sie aktiv sind. Ist der Transformationsgraph, derden Knoten-Verfeinerungsgraphen enthalt, nur als ruckwarts verkettete Liste verfugbar, soerscheint bei Nutzung der Denition ein Wechsel der Betrachtungsposition vom aktiven zumaktivierbaren Knoten zweckmaig. Die aktivierbaren Knoten konnen dann bestimmt wer-den, wenn zu jedem Knoten seine Knotenvater im Transformationsgraphen zur Verfugungstehen und von allen Knoten bekannt ist, ob sie Wurzelkanten-Mittelknoten darstellen undob sie aktiv sind: Ein aktivierbarer Knoten ist ein nicht aktiver Knoten, der im Transfor-mationsgraphen ĜJ+1N entweder Mittelknoten einer Wurzelkante ist mit wenigstens einemaktiven Vaterknoten, oder der kein Mittelknoten einer Wurzelkante ist und einen aktivenersten Vaterknoten besitzt.4. In [5] wurde der Begri des aktivierbaren Knotens enger gefat, namlich als nicht ak-tiver Knoten, dessen beide Vater im Transformationsgraphen aktive Knoten sind. Die aufdieser Grundlage erzeugbaren hierarchischen Basen sind allerdings geometrisch weniger an-passungsfahig, besitzen jedoch eine spater dargestellte zusatzliche Moglichkeit zu Auosungdes FEM-Gleichungssystems.2.6.3 Zulassige BasenEntsprechend den Vorstellungen vom Adaptionsproze sollen nur noch solche hierarchischenBasen a(M(a)) betrachtet werden, die durch endlich viele aufeinanderfolgende zulassigeBasiserweiterungen aus der Hauptnetzbasis a(N0) erzeugbar sind. Da auer den Haupt-knoten alle weiteren aktiven Knoten nur durch Aktivierung im Rahmen einer zulassigenBasiserweiterung entstanden sein konnen, handelt es sich um Basen mit folgender Eigen-schaft.
25Denition: Die Menge aktiver KnotenM(a) und die ihr zugeordnete ungleichmaige hier-archische Basis a(M(a)) heien zulassig genau dann, wenn von den Knoten aus M(a) nurdie Hauptknoten im gerichteten Graphen GN [M(a)] keinen Vorganger besitzen.Oenbar ist auch umgekehrt jede zulassige Basis durch endlich viele zulassige Basiserweite-rungen aus der Hauptnetzbasis erzeugbar: Ist J das Maximallevel der zulassigen Basis, sowerden etwa im i-ten von J Schritten die Knoten ausMi;a aktiviert, die nach Denition derzulassigen Basis in diesem Moment alles aktivierbare Knoten darstellen. Fur die Erzeugungder Basis gibt es jedoch zumeist weitere Moglichkeiten.Die Zulassigkeit der Basis ist gleichbedeutend damit, da jeder aktive Knoten in GN [M(a)]von wenigstens einemHauptknoten aus erreichbar ist, d.h. da von wenigstens einemHaupt-knoten aus ein gerichteter Weg in GN [M(a)] zum Knoten existiert. Auf jedem dieser ge-richteten Wege erhoht sich mit jedem Schritt das Level des erreichten Zwischenknotens umgenau 1, das Level jedes erreichten Zwischenknotens ist somit gleich seiner Entfernung vonseinem amWeganfang stehenden Hauptknoten. Die Aktivierung weiterer Knoten entsprichtdann der Fortsetzung solcher gerichtetenWege um einen Schritt. Eine zulassige Erweiterungeiner zulassigen Basis erzeugt oenbar wieder eine zulassige Basis.2.6.4 Zulassige BasiseinschrankungenDie vorhandene Basis kann Resultat vorangegangener Basiserweiterungen sein. Die zulassigeBasiseinschrankung sollte deshalb so deniert werden, da sie zu einer denkbaren vorherigenBasiserweiterung nicht in Widerspruch steht. Vor allem sollte die Basiseinschrankung nichtdie Voraussetzung einer solchen Erweiterung beseitigen und gleichzeitig das Resultat derErweiterung anerkennen: Die Aktivierung eines Knotens im Rahmen der Basiserweiterungist an die Voraussetzung gebunden, da dieser im Knoten-Verfeinerungsgraphen Nachfolgereines aktiven Knotens ist. Von einem nunmehr aktiven Knoten darf also wenigstens einaktiver Vorganger in GN nicht deaktiviert werden, damit der aktive Knoten auch weiterhinals Resultat einer zulassigen Basiserweiterung aufgefat werden kann. Bei einem aktivenWurzelkanten-Mittelknoten heit das, einer der beiden Vorganger mu aktiv bleiben, beijedem anderen aktiven Knoten mit Ausnahme der Hauptknoten mu der einzige Vorgangeraktiv bleiben, Hauptknoten durfen prinzipiell nicht deaktiviert werden.Bei Wechsel der Betrachtungsposition zum zu deaktivierenden Knoten wird ein Problemsichtbar. Ein aktiver Knoten positiven Levels ohne aktive Nachfolger in GN kann problem-los deaktiviert werden. Das Deaktivieren eines Knotens ist auch bei vorhandenen aktivenNachfolgern denkbar. Ein solcher aktiver Nachfolger mute aber einer der vier moglichenWurzelkanten-Mittelknoten sein und einen zweiten aktiven Vorganger besitzen, der nicht de-aktiviert wird. Diesem konnte der aktive Nachfolger bei Deaktivierung des ersten Vorgangersdann zugeschrieben werden. Aus Symmetriegrunden ist jedoch die Entscheidung zu fallen,welcher der beiden Vorganger des aktiven Wurzelkanten-Mittelknotens deaktiviert werdenund welcher aktiv bleiben soll, wobei die ubrigen Nachfolger beider Vorganger die Entschei-dung beeinussen. Die Menge derartiger Entscheidungen im Gebiet 
 kann stark vernetztsein, die Bestimmung der deaktivierbaren Knoten aufwendig und bereits in einfachen Fallennicht eindeutig. Aus diesen Grunden empehlt es sich, den Begri der Deaktivierbarkeit
26von Knoten mit der zuerst erwahnten Situation zu verbinden und damit etwas enger alsmoglich, dafur aber praktikabel zu fassen.Denition: Deaktivierbarer Knoten heie jeder Knoten aus M(a), der im Graphen GNkeine aktiven Nachfolger besitzt und auch kein Hauptknoten ist. Bezeichnet   N (A) dieVorgangermenge einer Menge A von Knoten in GN, so istM (a) = M(a) n   N (M(a)) [ N0 die Menge aller deaktivierbaren Knoten zur MengeM(a) der aktiven Knoten. Sei weiterhinM(a)  M (a) eine beliebige Menge deaktivierbarer Knoten und M(a) =M(a) nM(a).Dann heie a(M(a)) = a(M(a)) n a(M(a))die zulassige Basiseinschrankung von a(M(a)), entstanden durch Deaktivierung der zuM(a) gehorenden Knoten. Insbesondere werde a(M (a)) mit M (a) = M(a) n M (a)als maximale zulassige Basiseinschrankung von a(M(a)) bezeichnet.Eine zulassige Basiseinschrankung uberfuhrt eine zulassige Basis wieder in eine zulassigeBasis, weil nach Denition der deaktivierbaren Knoten keinem aktiven Knoten, der einenaktiven Vorganger in GN besitzt, dieser Vorganger deaktiviert wird. Aus dem gleichenGrunde ist jeder aufM(a) bezogen deaktivierbare Knoten ein Nachfolger eines Knotens ausM(a) und deshalb auf M(a) bezogen ein aktivierbarer Knoten. Ist also die Basis a(M(a))durch zulassige Einschrankung der zulassigen Basis a(M(a)) entstanden, so ist umgekehrtdie Erweiterung von a(M(a)) zu a(M(a)) auch eine zulassige Basiserweiterung. Ist je-doch die Basis a(M(a)) durch eine zulassige Erweiterung der zulassigen Basis a(M(a))entstanden, so mu die Einschrankung von a(M(a)) zu a(M(a)) nicht notwendig einezulassige Basiseinschrankung sein, vgl. die Uberlegungen vor der Denition deaktivierbarerKnoten.2.6.5 Netzumbau bei BasisanderungOhne immer wieder gesondert darauf hinzuweisen, sollen von nun an nur noch zulassigeBasen, Basiserweiterungen und Basiseinschrankungen benutzt werden.Die Anderung der Basis von a(M(a)) zu a(M(a)) durch Erweiterung oder Einschrankungzieht einen Umbau des ungleichmaigen hierarchischen Netzes nach sich:GE[E ] ; GK[K] ; GN [M] ; GE[E ] ; GK[K] ; GN [M] ;wobei mit  die zur geanderten Basis gehorenden Mengen indiziert werden. Die Steuerungdes Netzumbaus kann primar uber den Umbau der Elementehierarchie erfolgen, die Kanten-und Knotenstrukturen werden dann begleitend mit verandert. Dieser Umbau der Elemente-hierarchie wird auf der Grundlage des Elementverfeinerungsprinzips abgewickelt, das dieBeschreibbarkeit der Basisfunktionen sichert und der Netzdenition zugrunde liegt.Bei Basiserweiterung durch Aktivierung der Knoten aus M(a)  M+(a) stellt sich dieSituation wie folgt dar. Die Elementemenge E = SJk=0 E k ist konstruktiv deniert durch
27schrittweise Verfeinerung derjenigen der vorhandenen Elemente des Levels k   1, d.h. ausE k 1 , auf deren Rand oder in deren Innerem wenigstens ein aktiver Knoten mindestens desLevels k liegt, E k =  +E (E k 1 n Ek 1) :Durch Aktivierung der Knoten aus M(a) entfallen keine der bisherigen Elementverfeine-rungen, weil sie auf Grundlage auch weiterhin vorhandener aktiver Knoten getroen wurden,weitere Elementverfeinerungen und damit Elemente konnen jedoch hinzukommen. Somitgilt E k  (E k ); k = 0(1)J+1; also E  E  ; wobei E J+1 = ; : Die neuen aktiven Knotenaus M(a) \ Nk treten alle als Kantenmittelknoten von Elementen aus E k 1 auf, vgl. dieBemerkung 1. zur zulassigen Basiserweiterung. Efk 1 sei die Menge der noch unverfeinertenderartigen Elemente, d.h. allgemein seiEfk = fe 2 Ek jwenigstens ein Kantenmittelknoten von e ist aktiv g ; k = 0(1)J :Diese Elemente aus Efk 1 sind wegen der aktiven Kantenmittelknoten alle in die Verfeinerungeinzubeziehen. Elemente aus Ek 1 n Efk 1 hingegen kommen dafur nicht in Frage. Siekonnen weder im Inneren noch auf dem Rand einen aktiven Knoten vom Level k oder hoherenthalten, da wegen der Zulassigkeit der Basiserweiterung zu diesem ein gerichteter Weguber einen aktiven Kantenmittelknoten fuhren mute. Bei Basiserweiterung sind also vonden unverfeinertenElementen aus E k 1 genau die Elemente aus Efk 1 zusatzlich zu verfeinern.Unter den durch diese Verfeinerung entstandenen Elemente aus  +E (Efk 1) gibt es keine, dieim Inneren oder auf dem Rand Knoten vom Level k + 1 oder hoher enthalten und deshalbweiter zu verfeinern waren, denn nach Denition der zulassigen Basiserweiterung wurdelokal nur um ein Level erweitert. Die Elemente aus  +E (Efk 1) stellen also alles neue aktuelleElemente des Levels k dar. Weiter verfeinert werden nur genau die alten aktuellen Elementeaus Efk , so da gilt (E 0 ) = E 0 = E0 ; E0 = E0 n Ef0 ;(E k ) = E k [  +E (Efk 1) ; Ek = (Ek n Efk ) [  +E (Efk 1) ; k = 1(1)J ;(E J+1) = EJ+1 =  +E (EfJ ) :Werden die entsprechenden Gleichungen aufaddiert, so liefert dies mit der Menge Ef der zuverfeinernden aktuellen ElementeEf = J[k=0 Efk ; E  = E [  +E (Ef ) E = (E n Ef ) [  +E (Ef) :Zusammengefat ergibt sich also nach Aktivierung der Knoten aus M(a)  M+(a) fol-gende Regel fur die zugehorigen Elementverfeinerungen, die E in E und damit auch E inE  uberfuhrt.Elementverfeinerungsregel (zur zulassigen Erweiterung einer zulassigen Basis):Nach der Aktivierung von Knoten sind genau diejenigen aktuellen Elemente regular zu ver-feinern, die mindestens einen aktiven Kantenmittelknoten besitzen.Bei Basiseinschrankung durch Deaktivierung der Knoten aus M(a)  M (a) kann auchumgekehrt (s.o.) der Ubergang von a(M(a)) zu a(M(a)) als zulassige Basiserweiterung
28betrachtet werden. Dann ist die Rolle von E; E einerseits und E ; E andererseits zu ver-tauschen, die Elementverfeinerungsregel lat sich wie folgt uminterpretieren.Elementvergroberungsregel (zur zulassigen Einschrankung einer zulassigen Basis):Nach der Deaktivierung von Knoten sind genau diejenigen Elemente als aktuelle Elementezu rekonstruieren, die vier aktuelle Elemente als Sohne besitzen, aber keinen aktiven Kan-tenmittelknoten.Der Wortlaut beider Regeln lat den Schlu zu, da sich die aus den zulassigen Basisande-rungen ergebenden Netzanderungen als Zyklen uber der Menge der aktuellen Elemente orga-nisieren lassen, und zwar im Anschlu an die Aktivierung bzw. Deaktivierung des maximaleinen erlaubten lokalen Knotenlevels.Bemerkung: In [5] wurden eine Implementation der Datenstrukturen des Netzes, derenVerwaltung sowie die Module fur die Basis- und zugehorige Netzanderungen ausfuhrlichbeschrieben.2.6.6 Ablauf des AdaptionsschrittesDie bisherigen Uberlegungen fuhren zu folgender Ablaufstruktur des Adaptionsschrittes,ausgehend von einer vorhandenen FEM-Naherung:2 Feststellung der deaktivierbaren Knoten2 Bewertung aller deaktivierbaren Knoten (Fehlerschatzer)2 Deaktivierungsentscheidung2 Netzruckbau2 Feststellung der aktivierbaren Knoten2 Bewertung aller aktivierbaren Knoten (Fehlerschatzer)2 Aktivierungsentscheidung2 Netzausbau2 Erzeugung des FEM-Gleichungssystems2 Losung des FEM-Gleichungssystems2.7 Hierarchische und FE-Basis, aktive und verfugbare BasisIn diesem Abschnitt werden vier Basen zusammengestellt, die bei der nachfolgenden Reali-sierung eines FEM-Schemas auf dem ungleichmaigen hierarchischen Netz und dessen ite-rativer Losung eine Rolle spielen. Sie wurden bereits in [5] eingefuhrt und berucksichtigenauch das hier etwas allgemeinere Aktivierungskonzept. Allen vier Basen liege dabei ein unddieselbe zulassige Menge aktiver Knoten M(a) zugrunde, die im weiteren als fest angenom-men und deshalb als Argument der Basis meist weggelassen werde.Der FE-Raum werde zunachst { den Vorstellungen vom Adaptionsschritt entsprechend {durch eine ungleichmaige hierarchische Basis a = a(M(a)) beschrieben, im Ensembleder vier Basen wegen Nutzung der hierarchischen Funktionen zu den aktiven Knoten alsaktive hierarchische Basis bezeichnet.
29Fur die Einfuhrung weiterer Basen gibt es zwei Grunde:Erstens darf aus Grunden von Speicherokonomie und arithmetischem Operationsaufwandder Vorteil der FEM nicht aufgegeben werden, schwach besetzte Systemmatrizen zu erzeu-gen. Wenn also die FE-Raume hier { im Gegensatz zur FEM auf regularen Netzen { primarmittels hierarchischer Basen deniert werden, so mussen diese Basen fur die Assemblie-rung der FEM-Gleichungssysteme in aquivalente FE-Basen transformiert werden, d.h. insolche Basen, deren Funktionen einen moglichst kleinen Trager (Ziel: Durchmesser O(h))besitzen. Als elementares Mittel zur Tragerverkleinerung dienen wie im Falle gleichmaigerhierarchischer Netze die hierarchischen Transformationen, wobei an diesen Transformatio-nen naturlich nur vorhandene Basisfunktionen teilnehmen konnen, an der Transformationvon a also die Funktionen von a.Zweitens darf aus Sicht des algorithmischen Aufwandes nicht auf die einfache Assemblie-rungstechnik fur FEM-Systemmatrix und zugehorige rechte Seite verzichtet werden. Dabei der Transformation mittels der Funktionen von a das Zusammentreen hierarchischerBasisfunktionen hinsichtlich Level und Position zueinander lokal sehr unterschiedlich seinkann, sind nach der hierarchischen Transformation in der Regel FE-Basisfunktionen unter-schiedlichster Gestalt zu erwarten, schwer geometrisch beschreibbar und mit komplizierterenTragerdurchschnitten, so da die ubliche einfache Assemblierungstechnologie fur die Steig-keitsmatrix nicht funktioniert. Dieses Problem kann wie bereits in [5] dargestellt durch einegeeignete Erweiterung der aktiven hierarchischen Basis um zumeist nichtkonforme Basis-funktionen gelost werden, so da in der zugehorigen erweiterten FE-Basis wieder wie ublichassembliert werden kann. Das FEM-Problem ist dann allerdings in dem durch die aktivehierarchische Basis bestimmten Unterraum zu losen.2.7.1 Zwei hierarchische BasenDie aktive hierarchische Basis wird so erweitert, da sie auch fur die passiven und damit furalle inM verfugbaren Netzknoten Basisfunktionen enthalt. In den regularen Knoten (auchden passiven) werden die ublichen hierarchischen Funktionen ̂ki benutzt, in den irregularenKnoten i 2 Mk die unstetigen "halben\ Hutchenfunktionen ki;e. Diese entstehen aus ̂kidurch Annullierung der Funktion auf demjenigen aktuellen Element e 2 El; l < k, auf dessenKante Knoten i liegt, ohne Kantenendpunkt zu sein. Wird mit e die charakteristischeFunktion von e n @e bezeichnet, so ist ki;e = (1   e) ̂ki .Denition: Verfugbare hierarchische Basis zur Menge M(a) aktiver Knoten heie dann = (M(a)) = (13)f ki j ki = ̂ki ; i 2 Mk und i regular; ki = ki;e; i 2 Mk und i irregular ; k = 0(1)J g:Zum Vergleich: die zugehorige aktive hierarchische Basis ista = a(M(a)) = f ki j ki = ̂ki ; i 2 Mk;a ; k = 0(1)J g: (14)Die ungleichmaigen Basen, insbesondere (13), (14), sollen im weiteren wie die gleichmai-gen Basen als Zeilenvektoren (unterschiedlicher Lange) geschrieben werden. Dabei seien die
30Knoten levelweise aufsteigend und innerhalb der Mk;a;Mk;p beliebig, aber fest geordnetentsprechendM0;a M0;p M1;a M1;p    MJ;a MJ;p (verfugbare Basen) ; (15)M0;a M1;a    MJ;a (aktive Basen) ; (16)wobei N = jMj; Na = jM(a)j die entsprechenden Knotenzahlen und damit Anzahlen vonBasisfunktionen bedeuten sollen.Praktisch wurde (15) eine nachtragliche Umnumerierung der Knoten bedeuten, die mit einerPermutationsmatrix  2 RNN beschrieben werden kann. Diese Umnumerierung betrafealle Matrizen und dabei Zeilen und Spalten in gleicher Weise, hatte fur die nachfolgen-den Ergebnisse wegen > = > = I jedoch keine Bedeutung. Es wird deshalb davonausgegangen, da die Knoten aus M von vornherein entsprechend (15) numeriert sind.2.7.2 Basiseinschrankung und elementare hierarchische TransformationenDer Ubergang von (15) zu (16) durch Auslassen der passiven Knoten ist verbunden miteiner weiteren Umnumerierung. Ist Ia 2 RNNa die Matrix der Basiseinschrankung auf dieaktiven Knoten, also eine Rechteckmatrix, die aus der entsprechenden Einheitsmatrix desRNN entsteht durch Streichen der Spalten der passiven Knoten, so gilta =  Ia: (17)Ia deniert eine Diagonalmatrix Pa 2 RNN , die wegen I>a Ia = I 2 RNaNa einen Ortho-projektor in RN darstellt Pa = Ia I>a ; (18)P 2a = Ia I>a Ia I>a = Pa ; P>a = Pa :(Ohne Unterscheidung der Raumdimension bezeichne I immer die Einheitsmatrix, solangedies zu keinen Miverstandnissen fuhrt.) Oensichtlich gilt auch Ia = Pa Ia :Alle Transformationsmatrizen Ti usw. beziehen sich im weiteren auf die Darstellung in derverfugbaren Basis, d.h. Ti 2 RNN . Seien weiterhin V 1 = V 1(i); V 2 = V 2(i) die Vaterdes Knotens i im Transformationsgraphen ĜN. Fur i 2 M; V j 2 fV 1; V 2g werden dannAnteile von Ti deniert, die auf aktive bzw. passive Vater wirken:T (V j)i;a = T (V j)i ; T (V j)i;p = I; falls V j 2 M(a) ;T (V j)i;p = T (V j)i ; T (V j)i;a = I; falls V j 2 M(p) ;Ti;a = T (V 1)i;a T (V 2)i;a = T (V 2)i;a T (V 1)i;a ; Ti;p = T (V 1)i;p T (V 2)i;p = T (V 2)i;p T (V 1)i;p :Oensichtlich folgtT (V j)i = T (V j)i;a T (V j)i;p = T (V j)i;p T (V j)i;a ; Ti = Ti;a Ti;p = Ti;p Ti;a :
31Folgende Vertauschbarkeitseigenschaften ergeben sich durch einfaches NachrechnenT (V j)i;a Pa = Pa T (V j)i;a = T (V j)i;a   I + Pa ; i 2 M(a) ; V j 2 fV 1; V 2g ;Ti;a Pa = Pa Ti;a = Ti;a   I + Pa ; i 2 M(a) : (19)In den letzten beiden Zeilen konnen die Matrizen T (V j)i;a und Ti;a auch durch die zugehorigentransponierten, inversen oder transponierten inversen Matrizen ersetzt werden.2.7.3 Zwei FE-BasenZu den beiden hierarchischen Basen werden aquivalente FE-Basen analog zu (9) deniert.Denition: Aktive FE-Basis a = a(M(a)) und verfugbare FE-Basis 	 = 	(M(a)) zurMenge M(a) aktiver Knoten heien danna =  Ia mit (20) = Ta und (21)Ta = 0@ Yi2M1;a Ti;a1A : : : 0@ Yi2MJ;a Ti;a1A = Yi2M(a)V (i)i Ti;a ; (22)	 = T mit (23)T = 0@ Yi2M1 Ti1A : : : 0@ Yi2MJ Ti1A = Yi2MV (i)i Ti : (24)Die Transformationen Ta bzw. T entsprechen dem (nicht zusammenhangenden) Ablaufen derTransformationsgraphen ĜN [M(a)] bzw. ĜN [M] unter Berucksichtigung der aus ĜN uber-tragenen Teilordnung  . Diese Transformationen sind korrekt deniert, weil fur i 2 M auchimmer beide Vater zu M gehoren, vgl. Bemerkung 1. zum ungleichmaigen hierarchischenNetz, und weil fur i 2 M(a) die transformierten Vater nach Denition von Ti;a zu M(a)gehoren.Eigenschaft (19) lat sich analog auf Ta ; T 1a ; T>a ; T >a ubertragen, d.h. zum BeispielTa Pa = Pa Ta = Ta   I + Pa usw. (25)Die Transformationsmatrix Sa 2 RNaNa fur die Erzeugung der aktiven FE-Basis aus deraktiven hierarchischen Basis a = a Sa (26)kann dann auch unmittelbar angegeben werden. Es ista = Ta Ia =  TaPa Ia = Pa Ta Ia = a I>a Ta Ia ;Sa = I>a Ta Ia :Die Matrix Sa ist regular, entsprechend giltS 1a = I>a T 1a Ia :
322.7.4 Einige Eigenschaften der FE-Basen1. Aktive FE-Basis:Ist a eine zulassige aktive hierarchische Basis, so haben die Funktionen der aktiven FE-Basis a auf jeder Wurzelkante des Netzes folgende Eigenschaft, die die systematischeTragerreduzierung durch die hierarchische Transformation Ta in Analogie zur Situation aufdem gleichmaigen hierarchischen Netz charakterisiert: Die zu den aktiven Knoten einerWurzelkante gehorenden Funktionen aus a fallen auf der Wurzelkante vom Wert eins imjeweiligen aktiven Knoten linear auf null im unmittelbar benachbarten aktiven Knoten abbzw. im Wurzelkantenendknoten, falls auf der entsprechenden Seite kein aktiver Nachbar-knoten existiert. In jedem Punkt der Wurzelkante sind also maximal zwei zu den aktivenKnoten der Wurzelkante gehorende Funktionen aus a von null verschieden. Die Eigenschaftfolgt durch Induktion nach dem Level. Bei nicht zulassigen Basen a gibt es Wurzelkanten,auf denen - eindimensional betrachtet - sich mehr als zwei entsprechende Funktionen mitpositiven Werten uberlappen konnen.2. Verfugbare FE-Basis:Die verfugbare hierarchische Basis  enthalt im allgemeinen unstetige Funktionen und istdaher fur ein bezuglich W 12 (
) konformes FEM-Schema ungeeignet. Sie besitzt jedoch ge-genuber der aktiven hierarchischen Basis a einen Vorteil. Werden die Basisfunktionennur im Inneren eines verfeinerten Elementes betrachtet, d.h. "wei man nichts\ vom mogli-chen unstetigen Verhalten auf den Kanten, so stellt sich wahrend der Transformation Tdie Situation wie bei der gleichmaigen hierarchischen Basis dar: Alle Eckknoten besit-zen Basisfunktionen vom Level des Elementes und alle Kantenmittelknoten besitzen solchevom nachsthoheren Level, so da die hierarchische Transformation (mit den Ti zu den Kan-tenmittelknoten) ein Level hoher auf den vier Teildreiecken die Situation der Eckknotenreproduziert. Die verfugbare FE-Basis 	 schlielich sieht lokal auf jedem aktuellen Elementaus wie im gleichmaigen Fall, so da die zum Knoten i 2 M gehorende Funktion  i derverfugbaren FE-Basis wie folgt zu veranschaulichen ist: Auf allen i als Eckknoten enthalten-den aktuellen Elementen e(i) fallt  vomWert eins in i linear zur gegenuberliegenden Kanteauf null ab, auf den ubrigen aktuellen Elementen ist die Funktion identisch null. Dadurchkonnen die von i ausgehenden Kanten Sprunglinien der Basisfunktion sein, die Funktion istdort nicht eindeutig bestimmt. Regulare Netzknoten i sind aber immer Stetigkeitspunkte,da sie nur als Eckknoten aktueller Elemente auftreten. Bezeichne xj die Koordinaten desKnotens j und ij das Kroneckersymbol, so folgt aus obigem fur die Funktionen aus 	 unddaraus fur Linearkombinationen der Gestalt u(x) = Pi2M ui  i (x)limx!xjx2e(j)  i (x) = ij ; i; j 2 M ; speziell:  i (xj) = ij fur regulare Knoten j, (27)uj = limx!xjx2e(j) u(x) ; speziell: uj = u(xj) fur regulare Knoten j. (28)3. Steigkeitsmatrix in der verfugbaren FE-Basis:Da die verfugbare FE-Basis 	 lokal auf jedem aktuellen Element wie im gleichmaigen Fallaussieht, konnen mit ihr auch die entsprechenden Elementsteigkeitsmatrizen berechnet wer-den, wegen der Unstetigkeiten auf den Elementkanten allerdings nur mit formalem Bezug
33zum Modellproblem (1). Die ubliche Assemblierungstechnik fur lineare Dreieckselementeauf der Zerlegung E von 
 entspricht dann der Erzeugung des Gleichungssystems fur einnichtkonformes FEM-Schema mit einem durch die verfugbare Basis denierten FE-Raumund Funktionalen ~a; ~f , die Erweiterungen der Funktionale a; f auf diesen FE-Raum dar-stellen. Die Erweiterungen werden erzeugt durch Summation der Funktionalanteile auf denaktuellen Elementen unter Verwendung entsprechender Funktionseinschrankungen. Diesesnichtkonforme FEM-Schema wird weiter unten zur Losung des mit der aktiven Basis de-nierten konformen Schemas herangezogen.Die zur verfugbaren FE-Basis gehorende Steigkeitsmatrix ist dabei schwach besetzt: EinNetzknoten i besitzt auf den beiden Seiten der vom Knoten i ausgehenden Kantenlinieunterschiedliche unmittelbare Nachbarn, wenn die beiden an der Kantenlinie anliegendenaktuellen Elemente e(i) unterschiedlichen Levels angehoren. Beim formalen Assemblierender Steigkeitsmatrix in der verfugbaren FE-Basis konnen deshalb in Zeile i bis zu zweimalsoviele Nebendiagonalelemente auftreten wie Kantenlinien vom Knoten i ausgehen, alsomaximal die doppelte Anzahl gegenuber der analogen Situation auf einem regularen Netz.Ist nH die Maximalzahl unmittelbarer Nachbarknoten im Hauptnetz (Hauptknoten), so giltwegen der regularen VerfeinerungstechnikAnzahl der Nebendiagonalelemente 2 maxfnH ; 6g:
343 FEM auf irregularen hierarchischen NetzenIn diesem Abschnitt wird die Technik der FEM fur die Modellaufgabe (1) behandeltu 2 V : a(u; v) = f(v) 8v 2 V ;wobei die im vorangegangenen Abschnitt eingefuhrten ungleichmaigen hierarchischen Ba-sen zur Denition der FE-Raume benutzt werden. Die Modellaufgabe stehe fur ein verall-gemeinertes lineares elliptisches Problem zweiter Ordnung in einem polygonalen Gebiet 
,formuliert als Variationsgleichung im Hilbertraum V = W 12 (
) (bzw. analoges Herangehen,wenn V einen Teilraum von W 12 (
) darstellt). Das bilineare Funktional a(:; :) : V V ! R1sei stetig, V -elliptisch und bei den Betrachtungen zur Methode der konjugierten Gradientenauch symmetrisch, das lineare Funktional f : V ! R1 sei stetig.Aus dem vorangegangenen Abschnitt geht hervor, da die Assemblierung des FEM-Glei-chungssystems in der verfugbaren FE-Basis erfolgen mu, um einen einfachen Assemblie-rungsalgorithmus und eine schwach besetzte Systemmatrix zu erhalten. Damit entstehtdie Frage, wie das ursprungliche, durch Verwendung der aktiven FE-Basis denierte kon-forme FEM-Problem gelost werden kann, ohne dessen Gleichungssystem zu erzeugen. ImAllgemeinfall ist das moglich durch Transformation der Losungsalgorithmen aus der akti-ven in die verfugbare FE-Basis, so da aus Sicht des Gleichungssystems in der verfugba-ren FE-Basis modizierte Algorithmen zur Losung eines Unterraum-Problems (Projektions-Aufgabe) entstehen. Im Spezialfall [5] der engeren Denition der Aktivierbarkeit und damitder engeren Denition zulassiger Basen ist auch eine praktisch realisierbare Transformationdes FEM-Gleichungssystems aus der verfugbaren in die aktive FE-Basis moglich, so dadann Standard-Solver benutzbar sind.Den Schwerpunkt des Abschnittes bildet ein entsprechender Losungsalgorithmus mittels vor-konditionierter Methode der konjugierten Gradienten (PCG). Als Vorkonditionierer werdendie hierarchische Vorkonditionierung nach Yserentant [14] und die BPX-Vorkonditionie-rung [3] betrachtet. Im ersten Fall erfordert das Unterraum-Problem im Rahmen des Algo-rithmus fur das Gesamtproblem nur die besonders einfache Projektion des Defektes aus derverfugbaren in die aktive hierarchische Basis, im zweiten eine ahnlich einfache Modikation.Abschlieend wird die Realisierung des Gesamtkonzeptes auf MIMD-Parallelrechnern mitverteiltemSpeicher untersucht. Aus der Verwendung irregularer FEM-Netze entstehen keinezusatzlichen Aufwendungen fur die Kommunikation, der Verzicht auf zusatzliche Manah-men zum Erhalt der Netz-Regularitat scheint aus Sicht der Parallelisierung daher einenVorteil darzustellen.3.1 FE-Raume und FEM-IsomorphismenWurde die Menge aktiver KnotenM(a) festgelegt, so liegen auch die aktiven bzw. verfugba-ren Basen fest und diese bestimmen einen konformen FE-Raum ~V und einen i.a. nichtkon-formen FE-Raum ~U~V = ~V M(a) = spana = spana  V = W 12 (
) ;
35~U = ~U M(a) = span	 = span 6 V; aber ~V  ~U :Die Basisdarstellungen der Funktionen aus ~V und ~U mit den Koezientenvektoren v a ; v a ;v ; v entsprechend ~V 3 v = a v a = a v a ; v a ; v a 2 RNa ;~U 3 v = 	 v =  v ; v ; v 2 RNdenieren vier FEM-Isomorphismen zwischen ~V und RNa bzw. ~U und RN~V 3 v$ v a 2 RNa ; ~V 3 v$ v a 2 RNa ; ~U 3 v$ v 2 RN ; ~U 3 v$ v 2 RN :Werden speziell fur die Funktionen aus ~V die Koezientenvektoren v ; v in den Basen von~U mit v (a) ; v (a) bezeichnet ~V 3 v = 	 v (a) =  v (a) ;so liefern die Basistransformationen (26), (23) und (17) nach Vergleich der Darstellungendie folgenden Zusammenhange zwischen den Koezientenvektoren einer Funktion v 2 ~Vv (a)v a
v (a)v a -
 -6? 6?TT 1I>a Ta IaI>a T 1a IaI>a Ia I>a T 1a T T 1 Ta Ia
 	
a aAbbildung 7: Transformationen der Koezientenvektoren von v 2 ~VFur die linearen Funktionale uber ~V bzw. ~U ergeben sich die entsprechenden FEM-Isomor-phismen bei analoger Bezeichnungsweise ausf 2 ~V  : f(v) = f(a v a) = f>a v a = f(a v a) = f>a v a 8 v = a v a = a v a 2 ~V ;f 2 ~U : f(v) = f(	 v) = f> v = f( v) = f> v 8 v = 	 v =  v 2 ~U :
36Bemerkung: Man denke daran, da die zu den linearen Funktionalen isomorphen Vektorenanders transformiert werden als die Koezientenvektoren, und zwar mit der transponiertenMatrix der inversen Transformation. da fur lineare Funktionale f 2 ~U , analog aus ~V ,f> v = f> v = f> T v = (T>f )> v 8 v = 	 v =  v 2 ~U ;so da f = T > f ; f a = S >a f a = I>a T >a Ia f a :3.2 Zwei FEM-Schemata und deren Assemblierung3.2.1 Konformes Schema in ~VDer FE-Raum ~V  V deniert das konforme FEM-Schema zur Modellaufgabe (1)u 2 ~V : a(u; v) = f(v) 8v 2 ~V : (29)Werden die zur aktiven FE-Basis a gehorende Steigkeitsmatrix Ka und rechte Seite f aeingefuhrt (Ka ua)> v a = a(a ua; a v a) 8ua ; v a 2 RNa ;f>a v a = f(a v a) 8v a 2 RNa ;so ergibt sich fur u = a u a das zugehorige FEM-Gleichungssystemu a 2 RNa : Ka u a = f a : (30)3.2.2 Nichtkonformes Schema in ~UDie beiden Funktionale a; f seien bezuglich 
 additiv in der Form, da sie als Summeelementbezogener bilinearer bzw. linearer Funktionale ae; fe uber W 12 (e) dargestellt werdenkonnen a(u; v) = Xe2E ae(ue; ve) =: ~a(u; v) ;f(v) = Xe2E fe(ve) =: ~f (v) ;wobei ue; ve die Einschrankungen von u; v auf e 2 E bedeuten. Diese Darstellung ist zu-mindest bei Funktionalen moglich, die durch Integration von Ausdrucken der Funktionenund ihrer Ableitungen uber 
 erklart sind. Die durch die Summenschreibweise erklartenFunktionale ~a; ~f sind in ~V zu a; f aquivalent, jedoch im Gegensatz zu a; f auch in ~Udeniert, so da in ~U mit ihnen das bereits fruher erwahnte nichtkonforme Schema fur dieModellaufgabe (1) deniert werden kann~u 2 ~U : ~a(~u; v) = ~f (v) 8v 2 ~U : (31)
37Werden hier analog die zur verfugbaren FE-Basis 	 gehorende Steigkeitsmatrix K undrechte Seite f eingefuhrt(K u)> v = ~a(	u; 	 v) 8u ; v 2 RN ;f> v = ~f (	 v) 8v 2 RN ;so ergibt sich fur ~u = 	 ~u das zugehorige FEM-Gleichungssystem~u 2 RN : K ~u = f : (32)Ka ist positiv denit und bei Symmetrie von a auch symmetrisch. Analoges gilt fur die - wiebereits erlautert - einfach zu assemblierende Steigkeitsmatrix K, wenn sich V -Elliptizitatbzw. Symmetrie von a auf ~a ubertragen.3.2.3 Zusammenhang der Gleichungssysteme beider SchemataAus den Denitionen der Basen in (20), (21) und (23) folgt der Zusammenhang zwischender aktiven FE-Basis a und der verfugbaren FE-Basis 	a =  Ia = Ta Ia = 	T 1 Ta Ia = 	Q mit Q = T 1 Ta Ia : (33)Daraus folgt(Ka u a)> v a = a(a ua; a v a) = ~a(a u a; a v a) = ~a(	Qu a; 	Qv a)= (KQu a)>Qv a = (Q>KQua)>v a ;das ergibt fur die Steigkeitsmatrizen und eine analog Rechnung fur die rechten SeitenKa = Q>KQ; f a = Q> f :Wird die Transformation Q durch Anwendung von T 1 und Ta realisiert, bildet die Dar-stellung in der verfugbaren hierarchischen Basis  ein Zwischenstadium. Insbesondere beider Transformation der Steigkeitsmatrix aus der verfugbaren in die aktive FE-Basis istdeshalb zwischenzeitlich mit einer starken Aufweitung des erforderlichen Speicherplatzeszu rechnen. Wenn es jedoch gelingt, die in Ta enthaltenen Transformationen Ti;a mittelsihrer Inversen aus T 1 zu neutralisieren, entscharft sich dieses Problem weitgehend. Nurdann scheint es zweckmaig zu sein, das FEM-Gleichungssystem in der aktiven FE-Basis adurch Transformation des Systems aus der verfugbaren FE-Basis 	 zu erzeugen und dannzu losen.Die Neutralisierung der Ti;a ist auf jeden Fall dann moglich, wenn die Aktivierbarkeit pas-siver Knoten in dem bereits erwahnten engeren Sinne [5] so deniert wird, da beide Va-terknoten aktiv sein mussen; die Vielfalt moglicher aktiver Basen wird hierdurch allerdingseingeschrankt. In diesem Falle gilt Ti;a = Ti fur i 2 M(a) ; und die Ti; i 2 M(a) ; sind mitallen Tj; j 2 M(p) ; vertauschbar, wenn j von niedrigerem Level oder vom gleichen Level
38wie i ist. Dann lassen sich in T die elementaren Transformationen zu aktiven und passivenKnoten separieren:T = 0@ Yi2M1;a Ti1A 0@ Yi2M1;p Ti1A    0@ Yi2MJ;a Ti1A 0@ Yi2MJ;p Ti1A= 0@ Yi2M1;a Ti1A    0@ Yi2MJ;a Ti1A 0@ Yi2M1;p Ti1A    0@ Yi2MJ;p Ti1A ;so da T darstellbar ist alsT = Ta Tp ( i.a. 6= Tp Ta ) mitTa = 0@ Yi2M1;a Ti1A    0@ Yi2MJ;a Ti1A = 0BBB@ Yi2M(a)V (i)i Ti1CCCA ;Tp = 0@ Yi2M1;p Ti1A    0@ Yi2MJ;p Ti1A = 0BBB@ Yi2M(p)V (i)i Ti1CCCA :Die Transformation Q erfordert dann nur noch die elementaren Transformationen in denpassiven KnotenQ = (Ta Tp ) 1 Ta Ia = T 1p Ia = 0BBB@ Yi2M(p)iV (i) T 1i 1CCCA Ia : (34)Wird jedoch die Aktivierbarkeit der Knoten nicht in obigem engeren Sinne deniert, werdenalso auch passive Vater bei aktiven Knoten zugelassen, so ist wegen Ti = Ti;a Ti;p vonfolgender, sich aus (24) ergebender Darstellung auszugehen:T 1 =0@ Yi2MJ;pT 1i 1A 0@ Yi2MJ;aT 1i;p 1A 0@ Yi2MJ;aT 1i;a 1A    0@ Yi2M1;pT 1i 1A 0@ Yi2M1;aT 1i;p 1A 0@ Yi2M1;aT 1i;a 1A :Fur die Neutralisierung der Ti;a ; i 2 M(a) ; in Q = T 1Ta Ia muten samtliche dieserFaktoren aus Ta unter Beibehaltung ihrer Reihenfolge nach links bis zu den T 1i;a tauschbarsein. Der Tausch vorbei an den T 1j ; j 2 M(p) ; mit j von niedrigerem Level als i istmoglich, da j kein aktiver Vater von i ist. Der Tausch vorbei an T 1j;p ; j 2 M(a) ; mit jvon niedrigerem Level als i ist jedoch genau dann nicht moglich, wenn j Vater von i undTj;p 6= I ist, der aktive Vater j von i also selbst einen passiven Vater k besitzt. Wird dieVertauschung trotzdem vorgenommen, so erfolgt eine Transformation der Basisfunktion von
39k mit einer vorfristig transformierten Funktion von j. Der Fehler in der BasistransformationQ wirkt sich dann nicht nur auf die Basisfunktion des passiven Vaters aus, die spater mitIa beseitigt wird, sondern auch auf wenigstens eine Basisfunktion eines aktiven Knotens, daim Sinne des Transformationsgraphen jeder Knoten irgendwelche aktiven Vorfahren besitzt,zumindest entsprechende Hauptknoten.Ein Hindernis fur die systematische Neutralisierung aller Ti;a ; i 2 M(a) ; in Q = T 1Ta Iaist somit jeder Fall, in dem ein aktiver Knoten sowohl einen aktiven Sohnknoten als aucheinen passiven Vaterknoten besitzt. Das Auftreten solcher Falle kann letzten Endes nurdurch obige engere Denition der Aktivierbarkeit verhindert werden, vom Zulassen passiverVater auf dem jeweils obersten Level aktiver Knoten abgesehen.Schlufolgerung: Wird die Aktivierbarkeit der Knoten im engeren Sinne von [5] deniert,dann nimmt die Transformation Q die einfachere Gestalt (34) an und die Erzeugung desFEM-Gleichungssystems (30) in der aktiven FE-Basis a durch Transformation des Systemsaus der verfugbaren FE-Basis 	 ist relativ problemlos moglich. Insbesondere kann die Stei-gkeitsmatrix bei einer V (i)  i erfullenden Knotennumerierung nach folgendem einfachenAlgorithmus transformiert werden, die rechte Seite analog,K(N) = K ;K(i) = ( K(i+1) fur i aktiv,T >i K(i+1) T 1i fur i passiv, i = N 1( 1)1 ;Ka = I>a K(1) Ia :Als Spezialfall von [5] kann auch das Vorgehen in [1], [2] betrachtet werden, wo irregulareKnoten nur einzeln auf der Kante zwischen zwei aktiven Knoten zugelassen werden, so dasamtliche Knoten positiven Levels zwei aktive Vater besitzen.Wird die Aktivierbarkeit wie in der vorliegenden Arbeit deniert, so mu von der allge-meinen Gestalt (33) ausgegangen werden, die eine Transformation der Steigkeitsmatrixi.a. nicht empehlt, so da fur die Berechnung der FEM-Naherungslosung das Gleichungs-system (32) in der verfugbaren FE-Basis 	 auf geeignete Weise zu nutzen ist.
403.3 Realisierung der Methode der konjugierten Gradienten3.3.1 PCG-Algorithmus fur das ~V -ProblemDas FEM-Gleichungssystem (30) des konformen FEM-Problems (29) in ~V werde mit einervorkonditioniertenMethode der konjugierten Gradienten (PCG) gelost. Es sei Ca 2 RNaNaeine geeignete Vorkonditionierungsmatrix, u0a 2 RNa ein Startvektor, etwa der Nullvektor,und mit^werden die neuen Iterierten gekennzeichnet. " > 0 sei ein Abbruchparameter, derden relativen Fehlerverminderungsfaktor in der energetischenNorm vonKa C 1a Ka darstellt.Ein ublicher PCG-Algorithmus ist dann der folgende.Start: u a = u0ar a = Ka u a   f aw a = C 1a r a = 0 = r>a w as a = w aIteration: 1: v a = Ka s a2:  = v>a sa ;  =  =3: û a = u a + s a4: r̂ a = r a +  v a5: ŵ a = C 1a r̂ a6: ̂ = r̂>a ŵ a ;  = ̂=7: ŝ a = ŵ a +  sa8: ̂  "2 0 ?nein ) zu 1. mitu a := ûa ; r a := r̂ a ; sa := ŝ a ;  := ̂ja ) Abbruch: ûa ist Naherung fur u aAbbildung 8: PCG fur das konforme FEM-Problem in der Basis a
413.3.2 PCG-Algorithmus fur das ~V -Problem in der FE-Basis von ~USoll die Losung des konformen FEM-Problems (29) in ~V mittels PCG ermittelt werden,ohne das zugehorige FEM-Gleichungssystem (30) zu erzeugen, so bietet es sich an, denPCG-Algorithmus fur (30) in die Basisdarstellung bezuglich 	 zu transformieren, so dadas einfach zu assemblierende Gleichungssystem (32) genutzt werden kann.Start: u (a) = Qu0ar = K u (a)   fw (a) = R r mit R = QC 1a Q> = 0 = r>w (a)s (a) = w (a)Iteration: 1: v = K s (a)2:  = v> s (a) ;  =  =3: û (a) = u (a) +  s (a)4: r̂ = r + v5: ŵ (a) = R r̂6: ̂ = r̂> ŵ (a) ;  = ̂=7: ŝ (a) = ŵ (a) +  s (a)8: ̂  "2 0 ?nein ) zu 1. mitu (a) := û (a) ; r (a) := r̂ (a) ; s (a) := ŝ (a) ;  := ̂ja ) Abbruch:ûa = I>a T 1a T û (a) ist Naherung fur u aAbbildung 9: PCG fur das konforme FEM-Problem in der Basis 	Dieser transformierte Algorithmus ergibt sich aus folgenden Uberlegungen. Anstelle derKoezientenvektoren ua ; w a ; s a werden ihre Bilder nach Abb. 7u (a) = Qua ; w (a) = Qw a ; s (a) = Qs a
42verwendet, 3. und 7. haben dann mit diesen Vektoren eine analoge Gestalt, auch der Start-vektor ist zu transformieren. Die fur Funktionale stehenden Vektoren r a ; v a werden durchr = K u (a)   f ; v = K s (a)ersetzt, so da r a = Q>r ; v a = Q>v gilt. Schritt 4. kann dann mittels einer analogenFormulierung fur r ; v dargestellt werden. Fur die Skalarprodukte folgt = r>a w a = (Q>r)> w a = r>w (a) ;  = v>a s a = v> s (a) :Der Vektor ŵ (a) berechnet sich mit der Matrix R = QC 1a Q> ausŵ (a) = Qŵ a = QC 1a Q> r̂ = R r̂ :Dies zusammen liefert den zum Algorithmus aus Abb. 8 aquivalenten PCG-Algorithmusder Abb. 9.Die Transformationen von Start- und Abbruchvektor im Algorithmus der Abb. 9 vollziehennur den Basiswechsel von a zu 	 durch Ubergang von RNa zu QRNa  RN bzw. umge-kehrt. Die Transformation des Startvektors ist trivial, wenn u0a der Nullvektor ist. Fur dieInterpretation der Abbruchiterierten, insbesondere fur auf den aktuellen Elementen arbei-tende Visualisierungstechniken, ist die Darstellung û (a) in der verfugbaren FE-Basis wegender Eigenschaft (27) sogar besser geeignet als die Darstellung û a in der aktiven FE-Basis.Somit unterscheidet sich der PCG fur das Gleichungssystem (30) des konformen FEM-Schemas in der Basis a bei Darstellung in der Basis 	 vom PCG fur das Gleichungssystem(32) des nichtkonformen FEM-Schemas in der gleichen Basis im wesentlichen nur durch denspezisch zusammengesetzten Operator zur Realisierung der VorkonditionierungR = QC 1a Q> = T 1 Ta IaC 1a I>a T>a T >; (35)mit dem auch das Verbleiben der Iterierten u (a) ; w (a) ; s (a) in QRNa abgesichert wird. DieUmsetzung des Operators R soll fur die Yserentant- und die BPX-Vorkonditionierungnoch genauer betrachtet werden.3.3.3 Hierarchische Vorkonditionierung in der FE-Basis von ~UDie hierarchische Vorkonditionierung nach Yserentant fur das Gleichungssystem (30)wird analog zu [14] deniert, und zwar mit der Basistransformationsmatrix Sa alsCa = S>a Sa : (36)Wegen der Vertauschbarkeit von Pa mit Ta istCa = I>a T>a Ia I>a Ta Ia = I>a T>a Pa Ta Ia= I>a T>a Ta Pa Ia = I>a T>a Ta Iaund analog C 1a = S 1a S >a = I>a T 1a T >a Ia : (37)
43Ausfuhrlich geschrieben bedeutet diesC 1a = I>a 0BBB@ Yi2M(a)iV (i) T 1i;a 1CCCA0BBB@ Yi2M(a)V (i)i T >i;a 1CCCA Ia : (38)Zum Vergleich: die entsprechende hierarchische Vorkonditionierung C des Gleichungssy-stems (32) fur das nichtkonforme Schema fuhrt aufC 1 = T 1 T > : (39)Fur die Realisierung der Vorkonditionierung Ca im PCG der Abb. 9 ergibt sichR = T 1 Ta Ia (I>a T 1a T >a Ia) I>a T>a T >= T 1 Ta Pa T 1a T >a Pa T>a T >= T 1 Pa Ta T 1a T >a T>a Pa T > ;R = T 1Pa T > = 0BB@ Yi2MiV (i) T 1i 1CCA Pa 0BB@ Yi2MV (i)i T >i 1CCA : (40)Damit ist der PCG fur das Gleichungssystem (30) des konformen FEM-Schemas in der Basisa bei Verwendung der hierarchischen Vorkonditionierung (36) aquivalent zum PCG fur dasGleichungssystem (32) des nichtkonformen FEM-Schemas in der Basis 	 bei Verwendungder zugehorigen hierarchischen Vorkonditionierung mit zwischengeschalteter Projektion Paund bei entsprechend transformiertem Startvektor.Der Projektor Pa hat dabei eine extrem einfache Gestalt, bei der Projektion sind nur dieKoezienten in den passiven Knoten auf null zu setzen.Bemerkung: Das Ergebnis gilt auch bei Einbeziehung eines Grobgitter-Losers unverandert.Dieser werde durch Invertierung einer Block-Diagonalmatrix dargestellt, die als ersten Blockdie Steigkeitsmatrix des Hauptnetzes oder eine geeignete Naherung dafur enthalt und alszweiten und gleichzeitig letzten Diagonalblock eine Einheitsmatrix. Beim nichtkonformenSchema sei dies die Matrix K0 2 RNN , dem entspricht beim konformen Schema - da alleHauptknoten auch aktive sind - die Matrix K0a = I>a K0 Ia 2 RNaNa . Dann folgtC = T>K0 T ; Ca = S>a K0a Sa ;C 1 = T 1 (K0) 1 T > ; C 1a = I>a T 1a (K0 ) 1 T >a Ia ; R = T 1 (K0 ) 1 Pa T > :3.3.4 BPX-Vorkonditionierung in der FE-Basis von ~UBei der BPX-Vorkonditionierung [3] stellt sich die Situation ahnlich dar wie bei der hier-archischen. Zunachst mussen jedoch einige Bezeichnungen eingefuhrt werden, die nur imZusammenhang mit der BPX-Vorkonditionierung notwendig sind.
44Hierarchische Transformationen des Levels k bzw. bis zum Level j:T(k) = Yi2Mk Ti ; T(k;a) = Yi2Mk;a Ti;a ; k = 1(1)J ;T (j) = T(1) : : : T(j) ; T (j)a = T(1;a) : : : T(j;a) ; j = 1(1)J :Matrizen I(j) ; I(j)a der Basiseinschrankung auf die Knoten bzw. aktiven Knoten bis Level j:diejenigen Matrizen, die aus I 2 RNN entstehen durch Streichen der Spalten zu allenKnoten des Levels groer als j bzw. zusatzlich zu den passiven Knoten. Insbesondere giltI(J) = I ; I(J)a = Ia ; die Matrizen (I(j))> I(j) und (I(j)a )> I(j)a sind Einheitsmatrizen.P (j) = I(j) (I(j))> ; P (j)a = I(j)a (I(j)a )> = Pa P (j) = P (j) Pa ; j = 0(1)J ;sind Diagonalmatrizen und stellen wie Pa = P (J)a Projektoren in RNN dar mit analogenEigenschaften: P (j) ist mit Ti ; T 1i fur i 2 Mk ; k  j ; vertauschbar und somit auch ver-tauschbar mit T (k) ; (T (k)) 1 ; (T (k))> ; (T (k)) > fur k  j : Gleiches gilt fur P (j)a bezuglichTi;a ; T 1i;a ; i 2 Mk;a ; sowie T (k)a ; (T (k)a ) 1 ; (T (k)a )>; (T (k)a ) >; falls k  j : Oenbar ist auchP (k) P (j) = P (j) P (k) = P (k) ; P (k)a P (j)a = P (j)a P (k)a = P (k)a fur k  j :Verfugbare hierarchische Basis bis Level j: (j) =  I(j) ;Aktive hierarchische Basis bis Level j: (j)a =  I(j)a ;Verfugbare FE-Basis des Levels j: 	(j) = T (j) I(j) ;Aktive FE-Basis des Levels j: (j)a = T (j)a I(j)a ; j = 0(1)J :Fur die zugehorigen Basistransformationen (j)a = (j)a S(j)a gilt dannS(j)a = (I(j)a )> T (j)a I(j)a ; (S(j)a ) 1 = (I(j)a )> (T (j)a ) 1 I(j)a :BPX-Vorkonditionierung:Diese werde analog zum Fall der gleichmaigen hierarchischen Basen deniert, wobei dieMatrix G (j)a der Erzeugung der aktiven FE-Basis (j)a aus der aktiven FE-Basis (J)a = aVerwendung ndet C 1a = JXj=0 G (j)a (G (j)a )>:Die Einbeziehung des Grobgitter-Losers kann analog zum hierarchischen Vorkonditionierererfolgen, indem (I(0)a )> (K0) 1 I(0)a zwischen G (0)a und (G (0)a )> geschaltet wird. Matrix G (j)aergibt sich aus folgender Rechnung in naheliegender Gestalt(j)a = (j)a S(j)a = P (j)a T (j)a I(j)a = T 1a P (J)a P (j)a T (j)a I(j)a= Pa T 1a T (j)a P (j)a I(j)a = a I>a T 1a T (j)a I(j)a = aG (j)a ;G (j)a = I>a T 1a T (j)a I(j)a = I>a T 1(J;a) : : : T 1(j+1;a) I(j)a :
45Dann ist C 1a = I>a 0@ JXj=0 T 1(J;a) : : : T 1(j+1;a) P (j)a T >(j+1;a) : : : T >(J;a)1A Ia : (41)Zum Vergleich: die entsprechende BPX-Vorkonditionierung C des Gleichungssystems (32)fur das nichtkonformeSchema fuhrt mit der Matrix T 1 T (j) I(j) der Erzeugung der verfugba-ren FE-Basis 	(j) aus der verfugbaren FE-Basis 	(J) = 	 aufC 1 = JXj=0 T 1(J) : : : T 1(j+1) P (j) T >(j+1) : : : T >(J) : (42)Realisierung der BPX-Vorkonditionierung in der Basis 	:Die Darstellung (35) der Vorkonditionierung in der Basis 	 liefert fur (41) wegen der Ver-tauschbarkeit von Pa = P (J)a mit allen T 1(j;a) ; T >(j;a) und wegen Pa P (j)a Pa = P (j)aR = T 1 Ta 0@ JXj=0 T 1(J;a) : : : T 1(j+1;a) P (j)a T >(j+1;a) : : : T >(J;a)1A T>a T > :Je nach vorliegenden Eigenschaften der Basis empfehlen sich unterschiedliche Umformungenfur eine eziente Realisierung von R. Dabei wird immer von einer geklammerten Organisa-tion der Summenabarbeitung derart ausgegangen, da jeder Operator T 1(k;a) ; T >(k;a) usw. beider Berechnung der Summe nur einmal auszufuhren ist.a) Allgemeinfall: Die Umformung mittels Ta = T(1;a) : : : T(J;a) fuhrt zuR = T 1 0@ JXj=0 T(1;a) : : : T(j;a) P (j)a T>(j;a) : : : T>(1;a)1A T > : (43)Die Anwendung von R erfordert neben der Akkumulation der Summanden einen Aufwandaquivalent zu zwei Transformationen T und zwei Transformationen Ta.b) Spezialfall 1: T = TaDies gilt fur M = M(a), d.h. wenn das Netz keine passiven Knoten enthalt. Im Rahmender vorliegenden Arbeit betrit das nur die gleichmaigen hierarchischen Basen, allgemeinerauch Verfeinerungstechniken mit anderem Herangehen auf regularen Netzen. Dann folgtR = C 1 ;der Aufwand neben der Akkumulation uber die Levels ist aquivalent zu nur noch zweihierarchischen Transformationen T .c) Spezialfall 2: T = Ta Tpbei Aktivierbarkeit im engeren Sinn, wie sie in [5] benutzt wurde (alle aktivierbare Knotenhaben zwei aktive Vater, vgl. Seite 37).R = T 1p 0@ JXj=0 T 1(J;a) : : : T 1(j+1;a) P (j)a T >(j+1;a) : : : T >(J;a)1A T >p :
46Auch hier ist der Aufwand neben der Akkumulation aquivalent zu zwei TransformationenT , jedoch sind diese getrennt nach aktiven und passiven Knoten zu organisieren.Die hohere geometrische Variabilitat im Allgemeinfall der hier benutzten ungleichmaigenhierarchischen Basen mu also durch einen zusatzlichen Aufwand bei der BPX-Vorkondi-tionierung erkauft werden, der zu zwei Transformationen Ta pro Iterationsschritt aquivalentist. Dieser zusatzliche arithmetische Aufwand ist moglicherweise reduzierbar, indem mitzusatzlichem organisatorischen Aufwand geklart wird, welche elementaren Transformations-matrizen Ti ; i 2 M(a) ; in (43) bis zu ihren Inversen vertauscht werden konnen.3.3.5 PCG-Variante fur das ~V -Problem bei relativ vielen passiven KnotenDer PCG-Algorithmus benotigt (abgesehen von inneren Erfordernissen der jeweiligen Vor-konditionierung) Speicherplatz fur 4 Vektoren sowie pro Iteration einen arithmetischen Auf-wand von 1 Multiplikation fMatrix  Vektorg, 2 Skalarprodukten und 3 linearen Vektor-Aufdatierungen der Gestalt fVektor + Skalar  Vektorg. Bei Transformation des PCG fur(30) in die Basisdarstellung von 	 gehoren alle Vektoren dem RN an, so da die DimensionN fur den Aufwand an Speicherplatz und arithmetischen Operationen mageblich ist. Ge-genuber dem ursprunglichen PCG in RNa entsteht durch die Transformation des gesamtenPCG ein redundanter Aufwand, der allein durch die Absicht motiviert ist, das einfach zuassemblierende, eine schwach besetzte Matrix aufweisende System (32) zu benutzen.Unterscheiden sich N und Na wesentlich, also bei relativ vielen passiven Knoten, empehltsich daher ein modizierter PCG-Algorithmus. Bei diesem wird nur die MultiplikationfMatrix  Vektorg (bzw. die Berechnung des Startresiduums) in der Basisdarstellung von	, also im RN ausgefuhrt, die ubrigen Operationen werden jedoch im RNa belassen. Umunnotigen Transformationsaufwand zu vermeiden, ist es zweckmaig, die aufzudatieren-den Vektoren in der hierarchischen Basis a zu fuhren. Diese Darstellung bildet sowiesoeine Zwischenstation bei der hierarchischen und der BPX-Vorkonditionierung. Die Trans-formation in die aktive FE-Basis a wahrend des Iterationsprozesses ist unnotig, nur dieStartnaherung wird praktischerweise in dieser Darstellung eingesetzt und bei Bedarf dieAbbruchiterierte dahin zurucktransformiert. Fur die Visualisierung der Abbruchiteriertenist allerdings die Darstellung in der Basis 	 wegen der Eigenschaft (28) besser geeignet.Der PCG aus Abb. 8 ist somit folgendermaen zu verandern. Koezientenvektoren undFunktionale werden in die aktive hierarchische Basis transformiertua = Sa u a ; w a = Saw a ; s a = Sa s a ; r a = S >a r a ; v a = S >a v a :Auerdem ist QS 1a = T 1 Ta Ia I>a T 1a Ia = T 1 Ta Pa T 1a Ia = T 1 Ia ;v a = S >a Ka S 1a sa = S >a Q>K QS 1a s a = I>a T >K T 1 Ia s a ;r a = S >a (Ka S 1a ua   f a) = S >a Q>(K QS 1a u a   f ) = I>a T >(K T 1 Ia u a   f):
47Start: u a = I>a Ta Ia u0a u (a) = T 1Ia u ar = K u (a)   f r a = I>a T > rw a = Ra r a mit Ra = I>a T RT>Ia = 0 = r>a w as a = w aIteration: 1:a s (a) = T 1Ia s a1:b v = K s (a)1:c v a = I>a T > v2:  = v>a sa ;  =  =3: û a = u a + s a4: r̂ a = r a +  v a5: ŵ a = Ra r̂ a6: ̂ = r̂>a ŵ a ;  = ̂=7: ŝ a = ŵ a +  sa8: ̂  "2 0 ?nein ) zu 1.a mitu a := ûa ; r a := r̂ a ; sa := ŝ a ;  := ̂ja ) Abbruch:û a = I>a T 1a Ia ûa ist Naherung fur u aAbbildung 10: PCG-Variante bei relativ vielen passiven KnotenDie Skalarprodukte bleiben bei der Transformation in die aktive hierarchische Basis invari-ant, die Vorkonditionierung fuhrt aufw a = SaC 1a S>a r a = Ra r amit Ra = SaC 1a S>a = I>a Ta IaC 1a I>a T>a Ia = I>a R Ia ; R = T R T> :Bei entsprechender Berucksichtigung von Start und Abbruch ergibt sich damit der zu denAlgorithmen aus Abb. 8 und 9 aquivalente Algorithmus von Abb. 10. Fur die Visualisierung
48der Abbruchiterierten ist die Darstellung in Basis 	 zu erzeugenû (a) = T 1 Ia ûa :Gegenuber dem ursprunglichen PCG wurde nur die Multiplikation fMatrix  Vektorg in denRN verlagert, alle anderen Operationen auerhalb 1. laufen im RNa ab. Wegen R = T R T>sind die hierarchischen Transformationen in 1:a und 1:c nur aus der Vorkonditionierungausgelagert und stellen keinen zusatzlichen Aufwand dar. Aus (40) und (43) folgt fur diehierarchische Vorkonditionierung, hier mit Grobgitterloser,Ra = I>a (K0 ) 1 Pa Ia = (K0a) 1und fur die BPX-VorkonditionierungRa = I>a 0@ JXj=0 T(1;a) : : : T(j;a) P (j)a T>(j;a) : : : T>(1;a)1A Ia :Neben dem Speicherplatz fur die drei Vektoren ua ; r a ; s a 2 RNa wird Platz fur die beidenVektoren s (a) ; v 2 RN benotigt, die Transformationen 1:a und 1:c sind innerhalb diesesSpeicherplatzes ausfuhrbar, auch ŵ a kann den Platz von v nutzen. Verglichenmit dem PCGin Basis 	 reduziert sich also die Lange dreier der vier Vektoren von N auf Na, zusatzlichzu s a ist jedoch der Vektor s (a) abzuspeichern, wofur ggf. innerhalb der VorkonditionierungRa genutzter weiterer Speicher eingesetzt werden kann.3.4 Parallelisierung auf MIMD-RechnernZur Losung grodimensionierter FE-Gleichungssysteme bietet sich der Einsatz leistungsfahi-ger Parallelrechner an. Es soll deshalb abschlieend untersucht werden, welche speziellenKonsequenzen die Realisierung der betrachteten FEM-Technik auf MIMD-Parallelrechnernmit verteiltem Speicher hat, deren Prozessoren durch Austausch von Botschaften miteinan-der kommunizieren.3.4.1 Nichtuberlappendes FEM-ParallelisierungskonzeptAls grundlegendes Parallelisierungsprinzip bezuglich Geometrie und Daten wird die Zerle-gung des Gesamtgebietes 





t = ; fur s 6= t;und deren Abbildung auf die p Prozessoren Ps entsprechend 
s ! Ps; s=1(1)p, vorausge-setzt, wobei die Teilgebiete 
s separat so vernetzt werden, da das resultierende Netz in 
regular ist. Dies liefert eine Verteilung der Elemente und der N Knoten des FEM{Netzes aufdie Prozessoren, auf gleiche Weise werden auch die Knotenwerte der FE-Ansatzfunktionen
49auf die Prozessoren aufgeteilt, das heit die Koordinaten xi von Vektoren x 2 RN usw.Anwendungen dieser Technik der Gebietszerlegung ndet man zum Beispiel in [10], [8], [7].Eine eektive Implementierung der schnellen Losungsalgorithmen fur die zugehorigen FE-Gleichungssysteme erfordert, grundlegende Vektoroperationen (vor allem Skalarprodukt,Matrix mal Vektor) unter Ausnutzung der Datenverteilung weitgehend lokal zu realisie-ren, das heit durch voneinander unabhangige Operationen auf den einzelnen Prozessorenund mit moglichst wenig zusatzlicher Kommunikation zwischen den Prozessoren. Problemeentstehen durch Knoten (und damit Knotenwerte), die sich im Besitz mehrerer Prozessorenbenden, sogenannte Koppelknoten.Das fur diese Problematik vonMeyer [10] entwickelte Konzept beruht auf zwei unterschied-lichen lokalen Speichertypen von Vektoren, die einerseits den Vektoren der Unbekanntenentsprechen (Typ I: Naherungen, Korrekturen, Suchrichtungen), andererseits den linearenFunktionalen in der Variationsformulierung des diskreten Problems (Typ II: rechte Seiten,Defekte). Wahrend Vektoren vom Typ I auf den Prozessoren in allen Knoten die zugehori-gen Knotenwerte enthalten und demzufolge in den Koppelknoten kompatibel sein mussen,werden Vektoren vom Typ II so gespeichert, da sie zwar in den Nicht-Koppelknoten (innereKnoten) die zugehorigen Knotenwerte enthalten, in den Koppelknoten jedoch nur additiveAnteile dieser Werte. Die korrekten Werte in jedem Koppelknoten und damit der Ubergangvom Typ II zum Typ I ergeben sich erst durch Aufsummieren der Anteile der am jeweiligenKoppelknoten beteiligten Prozessoren.Skalarprodukte zwischen Vektoren vom Typ II und solchen vom Typ I konnen als anteiligelokale Skalarprodukte auf den einzelnen Prozessoren realisiert werden, die dann in einerKommunikation uber die Prozessoren zu addieren sind. Multiplikationen fSystemmatrix Vektorg und Residuen-Berechnungen lassen sich verteilt durch entsprechende rein lokaleRechnungen auf den Prozessoren realisieren, wenn der zu multiplizierende Vektor als Typ Igespeichert ist und lokale Systemmatrizen und rechte Seiten auf den einzelnen Prozessorendurch den ublichen Assemblierungsproze erzeugt wurden, jedoch bezogen auf das lokaleTeilgebiet 
s. Dies alles erfolgt ohne Kommunikation, das Produkt bzw. das Residuum hatden Typ II. Das lineare Aufdatieren von Vektoren in der Gestalt fVektor + Skalar  Vektorgist innerhalb jedes Typs lokal, also ohne Kommunikation ausfuhrbar.Fur die Realisierung von Multilevel-Vorkonditionierern ist wesentlich, da die Multiplikationmit elementaren Transformationsmatrizen T 1i innerhalb des Typs I und mit ihren Trans-ponierten T >i innerhalb des Typs II ohne Kommunikation funktioniert. Dadurch wird abersowohl wahrend der hierarchischen als auch der BPX-Vorkonditionierung ein Typwechsel vonII zu I und damit Kommunikation notwendig. Insgesamt erfordert eine derartige parallelePCG-Realisierung also pro Iterationsschritt zwei Kommunikationen fur die Skalarprodukteund eine fur den Typwechsel wahrend der Vorkonditionierung (sogar bei C = I !), wahrenddie vorangehende Assemblierung des verteilten FE-Gleichungssystems kommunikationsfreierfolgt. Das Konzept vonMeyer wurde in [4] systematisch weiter aufbereitet, einen Schwer-punkt stellt dort die Herleitung notwendiger und hinreichender Bedingungen fur die lokaleRealisierbarkeit der Multiplikation fMatrix  Vektorg dar.Die Ubertragung dieses Parallelisierungskonzeptes auf die dargestellte Technik irregularerhierarchischer Netze ist unproblematisch. Nachfolgend sollen die Konsequenzen einer sol-
50chen Ubertragung beleuchtet werden. Das betrit einerseits die Assemblierung des FEM-Gleichungssystems und den PCG-Losungsalgorithmus entsprechend Abb. 9 oder 10 in ei-ner festen Basis mit zugehorigem Netz, andererseits den Proze der Bewertung und desVeranderns von Basis und Netz im Rahmen des fruher formulierten Konzeptes der Adap-tion.3.4.2 Datenverteilung bei irregularen hierarchischen NetzenAuch bei den irregularen Netzen nde die Verteilung der Daten auf die Prozessoren dadurchstatt, da die Daten (z.B. Beschreibungen von Knoten und Kanten, Stodaten) an die Ele-mente gekoppelt sind und mit diesen entsprechend der Gebietszerlegung den Prozessorenzugeordnet werden. Mit hAis werde dabei diejenige Teilmenge einer Menge A bezeichnet,die auf Prozessor Ps verfugbar ist. Die Startsituation und damit die verwendete Gebietszer-legung sei durch eine Verteilung der Hauptelemente e (abgeschlossen!) auf die ProzessorenPs beschrieben 
s = [e2hE0is e ;umgekehrt stellt dann hE0is eine Zerlegung von 
s dar. Bei dynamischer Lastverteilung bil-den die Elemente aus E0, wie fruher betont, die Migrationseinheiten, die dann mit samtlichenan sie gekoppelten Informationen von Prozessor zu Prozessor verschoben werden konnen.Genauer formuliert, verfuge jeder Prozessor Ps in der Startsituation und nach jeder Ande-rung der Basis uber folgende Informationen zu Basis und Netz:1. die anteilige Menge aktiver KnotenDM(a)Es = M(a) \ 
s ; (44)2. das zur aktiven Knotenmenge (44) gehorende, aus der Startzerlegung hE0is von 
s erzeugtelokale hierarchische Netz.Werden dessen entsprechende Elemente-, Kanten- und Knotenmengen bezeichnet alshE is ; hEis ; hKis ; hMis ; D fMEs ;so verfuge Prozessor Ps also uber die hierarchischen StrukturenGE[hE is] ; GK[hKis] ; GN[hMis] ; ĜN[hMis] :Da die Denition der Elemente und aktuellen Elemente eines ungleichmaigen hierarchischenNetzes rekursiv uber das Vorhandensein aktiver Knoten im Inneren und auf dem Rand vonElementen erfolgt (vgl. Seite 19), mu wegen (44) das Vorgehen bei der Erzeugung deslokalen Netzes auf Ps mit dem Vorgehen in 
s bei der nichtparallelisierten Vernetzung von
 ubereinstimmen, so da hE is = fe 2 E j e  
sg ;hE is = fe 2 E j e  
sg :
51Diese Ubereinstimmung auf 
s betrit jedoch nur die Elemente, denn zum lokalen Netzauf Ps gehoren nicht solche Objekte und entsprechende Teilstrukturen auf dem Rand von
s, die allein durch den Nachbarprozessor bzw. dessen Elemente veranlat wurden. Dassind passive Knoten und zugehorige Teilkanten, die nur durch Elementverfeinerungen desNachbarprozessors entstehen, etwa durch neue aktive innere Knoten im Teilgebiet des Nach-barprozessors initiiert. Es kann also nur geltenhKis  fk 2 K j k  
sg ; hMis  M\ 
s ; D fMEs  fM\ 
s :3.4.3 Paralleles Assemblieren und parallele PCG-IterationZunachst werde das parallele Losen des FEM-Gleichungssystems (30) mittels PCG-Algo-rithmus aus Abb. 9 oder 10 bei fester Basis untersucht. Gegenuber dem Vorgehen auf demregularen Netz gibt es keine wesentlichen Anderungen.Assemblieren des FE-Gleichungssystems:Es sind die Systemmatrix K und die rechte Seite f auf die Prozessoren verteilt zu assem-blieren. Dieses lokale Assemblieren in der verfugbaren FE-Basis 	 geschieht auf ProzessorPs mit der ublichen Technik unter Verwendung der lokalen Menge aktueller Elemente hE isund damit auch hier ohne Kommunikation.PCG-Iteration:Die Verwendung der Speichertypen I und II fur die Vektoren erfolgt vollig analog zur Vor-gehensweise auf dem regularen Netz, unabhangig davon, in welcher Basis die Vektorendargestellt sind, alsoTyp I : u (a) ; s (a) ; w (a) bzw. ua ; sa ; s (a) ; w aTyp II : r ; v bzw. r a ; v a ; vEntsprechend werden pro Iterationsschritt wieder zwei globale Kommunikationen zum Auf-summieren der lokalen Skalarprodukte notwendig sowie eine Kommunikation mit den Nach-barprozessoren zum Typwechsel von II zu I wahrend der hierarchischen oder BPX-Vorkon-ditionierung. Letztere ist eine Kommunikation nur uber die Werte in den aktiven Koppel-knoten! Beim Algorithmus von Abb. 9 gilt das, weil in der hierarchischen Basis alle Wertein den passiven Knoten sowieso annulliert werden (Projektoren Pa bzw. P (j)a ), beim Algo-rithmus von Abb. 10, weil der entsprechende Typwechsel vor oder nach der Anwendung vonRa stattnden mu.3.4.4 Paralleles Verandern von Basis und NetzNun werde das parallelisierte Verandern von Basis und Netz im Rahmen des Konzeptesder Adaptivitat aus 2.6.1 betrachtet. Parallelisierung bedeute auch hier { wie beim PCG-Algorithmus { die exakte Realisierung eines zunachst rechnerunabhangig formulierten Vor-gehens auf dem Parallelrechner. Die entscheidende Frage beim Ubergang zu einer neuen
52Basis mit der aktiven Knotenmenge M(a) ist die korrekte Aktualisierung der Information(44) uber den Anteil aktiver Knoten auf jedem Prozessor Ps , d.h. die Gewahrleistung vonDM(a)Es = M(a) \ 
s : (45)Dabei steht M(a) im Falle der Basiserweiterung bzw. Basiseinschrankung furM(a) = M(a) [M(a) ; M(a)  M+(a) bzw. (46)M(a) = M(a) nM(a) ; M(a)  M (a) : (47)Sobald die Information (45) auf Prozessor Ps vorliegt, bereitet die Aktualisierung des lokalenhierarchischen Netzes auf 
s kein Problem und ist ohne weitere Kommunikation nur durchlokale Anwendung von Elementverfeinerungs- bzw. -vergroberungsregel realisierbar. DieErzeugung der Information (45) erfolgt in Teilschritten.a) Feststellung der aktivierbaren bzw. deaktivierbaren Knoten:Diese Knoten beschreiben den zulassigen Bereich beim Steuern der Basisanderung. DasZiel des Teilschrittes besteht darin, die lokalen Mengen aktivierbarer bzw. deaktivierbarerKnoten so zu erzeugen, daDM+(a)Es = M+(a) \ 
s bzw. DM (a)Es = M (a) \ 
s : (48)Basiserweiterung:Durch die hierarchische Netzkonstruktion gehoren Kantenmittelknoten immer gemeinsammit ihrer Kante und damit ihren beiden Vatern zu 
s ; die ein oder zwei aktiven Vater einesaktivierbaren Knotens aus 
s liegen daher in DM(a)Es : Daraus folgt einerseits, da dieseaktiven Vater Eckknoten aktueller Elemente aus hE is sind, bei Verwendung von 6-Knoten-Dreiecken sind die aktivierbaren Knoten aus 
s also bereits auf Ps vorhanden, zumindestals Kantenmittelknoten eines aktuellen Elementes aus hE is ;M+(a) \ 
s  D fMEs :Andererseits folgt aus der Verfugbarkeit der aktiven Vater auf Ps ; da die (48) entspre-chende lokale Menge aktivierbarer Knoten DM+(a)Es in der lokalen Menge aller Element-knoten D fMEs ohne Kommunikation feststellbar ist, und zwar mit dem Algorithmus aus derBemerkung 3. auf der Seite 24.Basiseinschrankung:Die deaktivierbaren Knoten aus 
s gehoren zu der lokalen Menge aktiver Knoten DM(a)Esund sind deshalb auf Ps vorhanden, es ist jedoch nicht moglich, sie in dieser Menge ohneKommunikation festzustellen. Bei der Prufung auf Deaktivierbarkeit mu geklart wer-den, ob die Nachfolger eines aktiven Knotens im Knoten-Verfeinerungsgraphen alle pas-siv sind. Da die Nachfolger von Koppelknoten, die keine Hauptknoten sind, in der Regelauf zwei benachbarten Prozessoren liegen, kann dies nur durch Kommunikation mit denNachbarn geschehen. Jeder beteiligte Prozessor informiert dabei den Nachbarn, wenn aus
53seiner Sicht Einwande gegen die Deaktivierung irgendwelcher Koppelknoten aus M(a) be-stehen, d.h. wenn auf dem Prozessor wenigstens ein aktiver Nachfolger vorliegt. Einwandedieser Art und damit Kommunikation tritt nur zu den Koppelknoten aus M (a)  M(a)auf. Danach ist auf jedem Prozessor die (48) entsprechende Menge deaktivierbarer KnotenDM (a)Es  DM(a)Es bekannt.b) Bewertung der aktivierbaren bzw. deaktivierbaren Knoten:In diesen Knoten werden zugehorige Werte von Fehlerschatzern ermittelt, die Eingangsinfor-mationen fur die Fehlersteuerung darstellen, und zwar einerseits zum Erfassen der globalenFehlersituation, andererseits als lokale Entscheidungsgroen fur die Aktivierung oder De-aktivierung der Knoten. Da samtliche aktivierbaren und deaktivierbaren Knoten Kanten-mittelknoten sind, konnen die ihnen zugeordneten Fehlerschatzer auch als kantenorientierteFehlerschatzer betrachtet werden.Basiserweiterung:Nach der Konzeption aus 2.6.1 sollen als Fehlerschatzer fur die Basiserweiterung die Resi-duen der FEM-Losung mit den hierarchischen Basisfunktionen aus a(M+(a)) als Testfunk-tionen verwendet werden. Diese lassen sich als Koordinaten des Residuums des FEM-Glei-chungssystems in der aktiven hierarchischen Basis a(M+(a)) darstellen. Zur Berechnungdieses Residuums sind analog zum PCG-Algorithmus die Steigkeitsmatrix und die rechteSeite in der verfugbaren FE-Basis zur Menge aktiver KnotenM+(a) zu assemblieren, d.h. aufder Knotenmenge M+. Die Residuumsberechnung kann dann analog parallelisiert werdenwie fur die Menge aktiver Knoten M(a), mit entsprechend verteilter Speicherung von Ma-trix und rechter Seite, Speicherung des Koezientenvektors der FEM-Losung als Typ I undrein lokaler Erzeugung des Residuums als Typ II. Vor der Residuumsberechnung ist dieFEM-Losung in die Basis 	(M+(a)) zu transformieren, danach das Residuum in die Basisa(M+(a)), beides ist lokal realisierbar. Damit die Werte der Fehlerschatzer auch in denKoppelknoten aus M+(a) korrekt erzeugt werden, ist ein Typwechsel des Residuums vonII zu I notig, zumindest fur die Fehlerschatzer-Knoten. Das erfordert eine Kommunikationmit den Nachbarprozessoren uber die Koppelknoten aus M+(a).Basiseinschrankung:Bei Basiseinschrankung konnte analog die Nutzbarkeit der Residuen der auf span fa(M (a))geingeschrankten FEM-Losung untersucht werden, wobei die hierarchischen Basisfunktio-nen zu M (a) als Testfunktionen zu verwenden waren. Fur die Berechnung der korrek-ten Fehlerschatzer ware entsprechend eine Kommunikation mit den Nachbarprozessorenuber die Koppelknoten aus M (a)  M(a) notig. Diese Kommunikation und diejenigeaus a) zur Ubermittlung von Einwanden gegen die Deaktivierung konnen zu einer einzi-gen Kommunikation uber die Koppelknoten aus M(a) zusammengefat werden, wenn dieNicht-Deaktivierbarkeit durch eine uberhohte Groe des Fehlerschatzers klar gekennzeichnetwerden kann.c) Ermittlung und Verteilung der globalen SteuerinformationenDie dem Adaptionsproze zugrunde liegende Fehlerverminderungsstrategie wird als entspre-chend begrundeter Teilalgorithmus realisiert, der schrittweise die Menge der aktiven Kno-ten und damit den zugehorigen FE-Raum verandert. Dieser Algorithmus ist abhangig von
54anfangs festzulegenden Steuerinformationen, die allen Prozessoren durch globale Kommuni-kation bekanntzugeben sind, z.B. auf den Prozessoren verfugbarer Speicherplatz, Verteilungdes Hauptnetzes auf die Prozessoren, Steuerparameter der Losungsalgorithmen fur die FEM-Gleichungssysteme. Nach jedem Adaptionsschritt wird fur die berechnete FEM-Naherungmittels der Fehlerschatzer die globale Fehlersituation in verteilter Form ermittelt. Wesentli-che Charakteristika dieser Situation werden nun mittels einer globalen Kommunikation aufallen Prozessoren ubereinstimmend erzeugt, z.B. Abschatzungen globaler Fehlernormen,Informationen uber die Fehlerverteilung durch Einordnung der Fehlerschatzerwerte in einabsolutes Raster. Aus diesen globalen Fehler-Charakteristika und den bisherigen globalenSteuerinformationen werden durch ubereinstimmende lokale Rechnung neue globale Steuer-informationen fur die anstehende Basisanderung erzeugt, insbesondere global einheitlicheToleranzparameter fur die nachste Aktivierung bzw. Deaktivierung von Knoten.d) Aktivierungs- bzw. DeaktivierungsentscheidungMittels der in Koppelknoten ubereinstimmend berechneten Fehlerschatzer und der einheit-lichen Toleranzparameter wird auf den einzelnen Prozessoren lokal, aber kompatibel ent-schieden, welche KnotenDM(a)Es  DM+(a)Es bzw. DM(a)Es  DM (a)Estatsachlich aktiviert bzw. deaktiviert werden sollen, und diese Entscheidung ist umzusetzen,so daDM(a)Es = DM(a)Es [ DM(a)Es bzw. DM(a)Es = DM(a)Es n DM(a)Es (49)die neue lokale Menge aktiver Knoten bildet und die neue Basis damit bestimmt ist.Wegen der Kompatibilitat in den Koppelknoten istM(a) = p[s=1 DM(a)Esdie zugehorige globale Menge, fur welche giltDM(a)Es = M(a) \ 
s : (50)Aus (49), (44), (50) und (46) bzw. (47) folgt dann die Gewahrleistung von (45). Damitkann schlielich das lokale Netz auf Ps aktualisiert werden.Zusammenfassung:Die dargestellte Parallelisierung der Veranderung von Basis und Netz ist realisierbar mittels{ einer Kommunikation mit den Nachbarprozessoren, und zwar uber die Koppelknoten ausM+(a) bei Basiserweiterung (Residuen-Fehlerschatzer) bzw. ausM(a) bei Basiseinschrankung (Einwande gegen Deaktivierung, Residuen-Fehlerschatzer),{ einer globalen Kommunikation zur Verbreitung der Fehler-Charakteristika.
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