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Re´sume´
Cet article est consacre´ a` l’e´tude de l’e´quivalence rationnelle des alge`bres non com-
mutatives de polynoˆmes dans un cadre englobant a` la fois le proble`me classique de
Gelfand-Kirillov et son analogue quantique. On introduit dans ce contexte mixte
une classe d’alge`bres de re´fe´rence et on de´finit deux nouveaux invariants permettant
de se´parer les corps de fractions de ces alge`bres a` isomorphisme pre`s. L’un est lie´
a` la notion de sous-tore quantique maximal simple, l’autre est un invariant dimen-
sionnel mesurant via certains plongements le caracte`re classique, en terme d’alge`bre
de Weyl, des corps conside´re´s. A titre d’application on en de´duit des re´sultats con-
cernant l’e´quivalence rationnelle des alge`bres de Weyl quantiques multiparame´tre´es.
Abstract
This article is devoted to rational equivalence for non-commutative polynomial al-
gebras in a context including both the classical Gelfand-Kirillov problem and its
quantum version. We introduce in this “mixed” context some reference algebras
and define two new invariants allowing us to separate the fraction fields of these
algebras up to isomorphism. The first one is linked to the notion of maximal sim-
ple quantum sub-torus, and the second one is a dimensionnal invariant measuring
the classical character (in terms of Weyl algebras) of the skew-fields into consid-
eration. As an application we obtain results concerning the rational equivalence of
multiparametrized quantum Weyl algebras.
Key words: Rational equivalence, iterated Ore extensions, classical and quantum
Weyl algebras
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Introduction.
L’e´tude des corps de fonctions rationnelles non commutatifs (en un nombre
fini de variables) reste fortement impre´gne´e des proble´matiques de l’article
fondateur [16] de I.M. Gelfand et A.A. Kirillov de 1966. Deux d’entre elles
retiendront notre attention dans ce qui suit.
– La premie`re concerne la question de de´terminer des classes d’alge`bres non
commutatives de polynoˆmes (noethe´riennes, inte`gres) rationnellement e´qui-
valentes a` certains types canoniques.
– La seconde consiste a` de´gager des invariants permettant la classification ou
la se´paration de ces alge`bres canoniques entre elles a` e´quivalence rationnelle
pre`s.
Dans le contexte “classique”, le premier proble`me s’articule dans sa formula-
tion originelle autour de l’e´quivalence rationnelle des alge`bres enveloppantes
d’alge`bres de Lie alge´briques avec les alge`bres de Weyl sur un anneau de
polynoˆmes. Un contre-exemple a e´te´ produit dans l’article [4], ou` l’on trouvera
aussi des re´fe´rences exhaustives sur les nombreuses situations ou` la conjecture
est ve´rifie´e. Le second proble`me est entie`rement re´solu par deux invariants
dimensionnels entiers : le degre´ de transcendance du centre et la notion de
degre´ de transcendance non-commutatif de Gelfand et Kirillov, qui suffisent a`
se´parer a` isomorphisme pre`s les corps de fractions des alge`bres de Weyl (corps
de Weyl). L’ensemble constitue ce qu’il est d’usage de de´signer sous le nom de
proble`me de Gelfand et Kirillov.
Dans le contexte “quantique” le premier proble`me (formule´ par exemple en
[2], [19], [22], [9], [20], etc.) a conduit au cours des anne´es 1990 a` prouver
l’e´quivalence rationnelle de vastes classes d’alge`bres “quantiques” avec des es-
paces affines quantiques. La litte´rature concernant la version quantique de
la conjecture de Gelfand-Kirillov est abondante (pour une bibliographie plus
comple`te nous renvoyons le lecteur a` l’article [3] et au paragraphe II.10.4 de
l’ouvrage [8]), et il semble s’agir d’une proprie´te´ tout a` fait ge´ne´rale concer-
nant de vastes classes d’alge`bres noethe´riennes inte`gres ([26], [11]). Le second
proble`me est moins simple que dans le cas classique, les invariants dimen-
sionnels pre´ce´dents ne suffisant pas a` se´parer a` isomorphisme pre`s les corps
de fractions des espaces affines quantiques, du fait de leur parame´trisation
par toute une matrice de scalaires non-nuls. Sur ce point, mentionnons les
re´sultats obtenus dans le cas uniparame´tre´ par A.N. Panov ([25]), dans le
cas “ge´ne´rique” par V.A. Artamonov ([5], [6]), et enfin le the´ore`me 4.2 de
[27], rappele´ ici en 6.3, portant sur l’e´quivalence rationnelle des tores quan-
tiques multiparame´tre´s (alge`bres de polynoˆmes de Laurent non-commutatifs)
simples.
L’article [12] de L.J. Corwin, I.M. Gelfand et R. Goodman semble eˆtre l’un
des premiers a` poser explicitement des questions relatives a` l’e´quivalence ra-
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tionnelle dans des situations mixtes (c’est-a`-dire relevant simultane´ment des
contextes classique et quantique), en prenant pour alge`bres de re´fe´rence des
produits tensoriels d’alge`bres de Weyl et de plans quantiques. Mais c’est dans
l’article [3] de J. Alev et F. Dumas que sont obtenus sur ces questions des
re´sultats significatifs avec, d’une part la classification a` e´quivalence rationnelle
pre`s de ces alge`bres de re´fe´rence, et d’autre part la production de contre-
exemples d’alge`bres de polynoˆmes a` la fois classiques et quantiques mais non
rationnellement e´quivalentes a` un produit tensoriel d’une alge`bre de Weyl et
d’un espace affine quantique. A la fois par certains outils qui y sont introduits
et par certaines questions ouvertes qui y sont formule´es, l’article [3] peut eˆtre
conside´re´ comme un des points de de´part du pre´sent travail.
Dans la premie`re section de cet article nous introduisons les alge`bres polyno-
miales mixtes croise´es SΛn,r(k) (de´ja` mentionne´es dans [29]), extensions ite´re´es
de Ore parame´tre´es par deux entiers n et r et une matrice Λ ∈ Mn(k
∗) en
en donnant la de´finition, des exemples et les premie`res proprie´te´s. Le roˆle de
“standard” de ces alge`bres pour les situations a` la fois classiques et quan-
tiques est mis en e´vidence a` la section 2. On y montre en effet que toute
alge`bre de polynoˆmes en N variables x1, . . . , xN telle que la relation de com-
mutation entre deux ge´ne´rateurs ne soit que de l’un des deux types suivants,
quantique (xixj = λi,jxjxi avec λi,j ∈ k
∗) ou classique (xixj − xjxi = 1),
est ne´cessairement isomorphe a` une alge`bre polynomiale mixte croise´e. La
preuve se fait par une me´thode combinatoire sur les graphes associe´s a` de tels
syste`mes de ge´ne´rateurs. Via des me´thodes de plongements dans des corps de
se´ries de Malcev-Neumann (me´thodes maintenant standard), on calcule a` la
section 3 pour les corps de fractions de ces alge`bres leur centre, ainsi que les
invariants rationnels E et G introduits dans [2], permettant de se´parer les sit-
uations purement classiques des situations purement quantiques. L’e´tude des
situations mixtes conduit a` introduire deux nouveaux invariants. On montre
dans la section 4 que le tore quantique parame´tre´ par la matrice Λ, lorsqu’il
est simple, est un invariant de ces corps, appele´ sous-tore quantique maximal
simple. La section 5 est consacre´e a` la de´finition et au calcul d’un autre invari-
ant, dimensionnel celui-ci : le w-degre´ supe´rieur, e´gal a` la dimension de la plus
petite alge`bre de Weyl ne´cessaire au plongement d’une alge`bre donne´e dans le
corps de fractions du produit tensoriel de cette alge`bre de Weyl avec un espace
affine quantique. On montre alors que ce w-degre´ supe´rieur n’est autre pour le
corps de fractions d’une alge`bre SΛn,r(k) que le double de l’entier r parame´trant
cette alge`bre. Sous la seule hypothe`se (raisonnable au vu du the´ore`me 4.1.3)
de la simplicite´ du tore quantique parame´tre´ par Λ, on en de´duit a` la sec-
tion 6 un syste`me de conditions ne´cessaires pour l’isomorphisme de corps de
fonctions rationnelles mixtes croise´s. Ces conditions s’ave`rent eˆtre e´galement
suffisantes dans le cas dit semi-classique (ou` n = r), correspondant aux corps
de fractions des alge`bres d’ope´rateurs diffe´rentiels eule´riens sur l’espace quan-
tique parame´tre´ par Λ, redonnant ainsi un re´sultat de´ja` de´montre´ dans [27].
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Enfin la dernie`re section est consacre´e a` l’application des re´sultats pre´ce´dents a`
une classe d’alge`bres significative admettant des localisations communes avec
des alge`bres polynomiales mixtes croise´es : les alge`bres de Weyl quantiques
multiparame´tre´es.
Dans toute la suite k de´signe un corps de caracte´ristique ze´ro, et tous les
morphismes conside´re´s sont des morphismes de k-alge`bres.
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1 Alge`bres polynomiales mixtes croise´es.
1.1 De´finitions et premie`res proprie´te´s.
Afin de fixer les notations nous rappelons les de´finitions suivantes (voir par
exemple le chapitre I.2 de [8]).
De´finition 1.1.1 (1) Soit n ≥ 1 un entier. Une matrice Λ = (λi,j) ∈
Mn(k
∗) est dite multiplicativement antisyme´trique si ses coefficients ve´-
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rifient
λi,jλj,i = λi,i = 1 pour tous 1 ≤ i, j ≤ n.
(2) Soit Λ ∈ Mn(k
∗) une matrice multiplicativement antisyme´trique. On ap-
pelle espace affine quantique parame´tre´ par Λ, et on note
OΛ(k
n) = kΛ[y1, . . . , yn],
la k-alge`bre engendre´e par n ge´ne´rateurs y1, . . . , yn avec les relations
yiyj = λi,jyjyi pour tous i, j.
(3) On appelle tore quantique parame´tre´ par Λ, et on note
OΛ(k
∗n) = kΛ[y
±1
1 , . . . , y
±1
n ],
la localisation de l’espace affine quantique kΛ[y1, . . . , yn] en la partie mul-
tiplicative engendre´e par les e´le´ments normaux y1, . . . , yn.
(4) On appelle corps de fonctions rationnelles quantique parame´tre´ par Λ le
corps non commutatif
kΛ(y1, . . . , yn) = Frac(OΛ(k
n)) = Frac(OΛ(k
∗n)).
Remarque. Lorsque tous les coefficients de commutation λi,j sont puissance
d’un meˆme q ∈ k∗ on parle de cas uniparame´tre´.
Nous de´finissons maintenant les alge`bres polynomiales mixtes croise´es, qui
nous serviront d’alge`bres de re´fe´rence pour le proble`me de Gelfand-Kirillov
“mixte” (pour des exemples et des proprie´te´s homologiques de ces alge`bres,
voir [29]).
De´finition 1.1.2 Soient deux entiers n ≥ 1 et 0 ≤ r ≤ n, et une ma-
trice Λ = (λi,j)1≤i,j≤n ∈ Mn(k
∗) multiplicativement antisyme´trique. On ap-
pelle alge`bre polynomiale mixte croise´e parame´tre´e par n, r et Λ, note´e SΛn,r(k),
l’alge`bre engendre´e sur k par n + r ge´ne´rateurs y1, . . . , yn, x1, . . . , xr avec les
relations :
yiyj = λi,jyjyi si 1 ≤ i, j ≤ n,
xiyi = yixi + 1 si 1 ≤ i ≤ r,
xiyj = λ
−1
i,j yjxi si 1 ≤ i ≤ r, 1 ≤ j ≤ n, i 6= j,
xixj = λi,jxjxi si 1 ≤ i, j ≤ r.
Remarquons que la sous-alge`bre de SΛn,r(k) engendre´e par y1, . . . , yn est k-iso-
morphe a` l’espace quantique OΛ(k
n), et si r ≥ 1, la sous-alge`bre de SΛn,r(k)
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engendre´e par xi et yi est k-isomorphe pour tout 1 ≤ i ≤ r a` l’alge`bre de Weyl
A1(k).
Par ailleurs il est clair que SΛn,r(k) est une extension ite´re´e de Ore, noethe´rienne
et inte`gre. On peut donc conside´rer son corps de fractions.
De´finition 1.1.3 Soient deux entiers n ≥ 1 et 0 ≤ r ≤ n, et une matrice
Λ ∈ Mn(k
∗) multiplicativement antisyme´trique. On appelle corps de fonctions
rationnelles mixte croise´ parame´tre´ par n, r et Λ le corps Frac(SΛn,r(k)).
La GK-dimension et le GK-degre´ de transcendance sont deux invariants di-
mensionnels de´finis dans [16] afin de classer les alge`bres et les corps de Weyl.
La proposition suivante montre que pour les alge`bres SΛn,r(k) ils sont e´gaux au
nombre de ge´ne´rateurs de l’alge`bre.
Proposition 1.1.4 Soient n ≥ 1 et 0 ≤ r ≤ n deux entiers, et Λ ∈ Mn(k
∗)
une matrice multiplicativement antisyme´trique. Alors
GKdim(SΛn,r(k)) = GKtrdeg(Frac(S
Λ
n,r(k))) = n+ r.
Preuve. Pour la dimension de Gelfand-Kirillov de l’extension ite´re´e de Ore
SΛn,r(k), on utilise re´cursivement le lemme 2.2 de [18]. Le calcul du GK-degre´
de transcendance du corps de fractions re´sulte alors du the´ore`me 7.3 de [31].
Pour plus de de´tails sur le calcul de ces invariants dans le contexte de cet
article nous renvoyons au chapitre 1 de [28]. ⊓⊔
Notation. Pour n = 2, la matrice Λ est parame´tre´e par un seul scalaire
λ = λ1,2. On notera parfois S
λ
2,r(k) pour S
Λ
2,r(k).
Remarque. Comme on l’a de´ja` note´ dans [29], les alge`bres SΛn,r(k) peuvent
eˆtre vues comme des alge`bres d’ope´rateurs diffe´rentiels tordus sur un espace
quantique parame´tre´ par Λ.
1.2 Exemples et terminologie.
1.2.1 Cas purement quantique. Dans le cas ou` r = 0, l’alge`bre SΛn,0(k) n’est
autre que l’espace affine quantique OΛ(k
n).
1.2.2 Cas purement classique. Dans le cas ou` tous les λi,j valent 1, l’alge`bre
S(1)n,r(k) est l’alge`bre de Weyl Ar(k[yr+1, . . . , yn]) = Ar,t(k) avec t = n − r.
Lorsque r = n on retrouve l’alge`bre de Weyl usuelle An(k).
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1.2.3 Cas semi-classique. Dans le cas n = r, sans hypothe`se sur la matrice
Λ, les alge`bres SΛn,n(k) sont des cas particuliers d’alge`bres de Weyl quantiques
multiparame´tre´es Aq¯,Λn (k) (voir [2], [8], [17], [20],... ou la section 7 du pre´sent ar-
ticle), correspondant au cas ou` les parame`tres de quantification q¯ = (q1, . . . , qn)
valent tous 1. En particulier, l’alge`bre SΛ2,2(k) = A
(1,1),Λ
2 (k) est de´ja` conside´re´e
dans [3] (voir aussi le de´but de la section 5 de cet article). Les alge`bres SΛn,n(k)
sont simples, et de centre k (voir [17], et le chapitre 5 de [28]). Il est de´montre´
dans [29] que l’homologie et la cohomologie de Hochschild des SΛn,n(k) sont
identiques a` celles de l’alge`bre de Weyl An(k).
1.2.4 Beaucoup d’exemples d’alge`bres lie´es aux groupes quantiques ont des
localisations communes avec des alge`bres SΛn,r(k). C’est bien suˆr le cas de toutes
les situations ou` l’analogue quantique de la conjecture de Gelfand-Kirillov est
ve´rifie´ (avec alors r = 0). C’est le cas de l’alge`bre e´tudie´e par D.A. Jordan dans
[21], admettant pour corps de fractions le corps Frac(Sq2,1(k)), et de certaines
extensions ite´re´es de Ore (voir le chapitre 1 de [28]).
1.2.5 Les alge`bres polynomiales mixtes croise´es en dimension 2 sont l’alge`bre
commutative k[y1, y2] et le plan quantique kλ[y1, y2] pour n = 2 et r = 0, et
l’alge`bre de Weyl A1(k) pour n = r = 1. On de´duit alors des re´sultats de [7]
(voir aussi la proposition 3.2 de [2]) que toute extension de Ore ite´re´e en 2 vari-
ables est rationnellement e´quivalente a` une alge`bre polynomiale mixte croise´e.
Il est facile de ve´rifier qu’en dimension 3 les diffe´rentes alge`bres polynomiales
croise´es sont : l’alge`bre commutative k[x, y, z] et les espaces quantiques OΛ(k
3)
pour n = 3 et r = 0, et l’alge`bre de Weyl A1,1(k) = A1(k[z]) et les alge`bres
SΛ2,1(k) pour n = 2 et r = 1.
1.3 Repre´sentation graphique de certaines alge`bres.
On reprend ici (en l’ame´nageant au cadre multiparame´tre´) une convention in-
troduite en [3] pour illustrer les relations de commutation entre les ge´ne´rateurs
de certains types d’extensions ite´re´es de Ore.
Soit R une extension ite´re´e de Ore en N ge´ne´rateurs x1, . . . , xN . On suppose
que pour tous 1 ≤ i, j ≤ N les relations entre ge´ne´rateurs sont de l’un des 2
types suivants : [xi, xj ] = 1 ou xixj = λi,jxjxi avec λi,j ∈ k
∗. On repre´sente
alors R par un graphe a` N sommets indexe´s par x1, . . . , xN et tels que deux
sommets quelconques xi et xj sont relie´s par une areˆte oriente´e “colore´e” de
l’une des deux fac¸ons suivantes :
– areˆte de Weyl (e´paisse) :
xi xj signifie qu’on a la relation [xi, xj ] = 1 ;
– areˆte quantique (mince, ponde´re´e) :
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xi xj
λi,j
signifie qu’on a la relation xixj = λi,jxjxi.
Pour alle´ger, on convient de ne pas faire figurer sur le graphe les areˆtes quan-
tiques de poids 1. On a donc la convention supple´mentaire suivante :
– absence d’areˆte :
xi xj signifie qu’on a la relation xixj = xjxi.
Ainsi l’alge`bre de Weyl An,t(k) = An(k[z1, . . . , zt]) est repre´sente´e par le
graphe :
x1
y2y1
x2
z1 zt
yn
xn
Un espace quantique multiparame´tre´ OΛ(k
n) est repre´sente´ par un graphe du
type :
y1
y2
yn−1
yn
λ1,2
λ1,n−1
λ1,n
λ2,n
λn−1,n
λ∗,n−1
λ2,∗
λ2,n−1
λ∗,n
λ1,∗
y∗
Remarque. A ce stade, de tels graphes ne sont que des illustrations per-
mettant de pre´senter de fac¸on synthe´tique et parlante un certain nombre de
relations de commutation. La question de savoir reconnaˆıtre, parmis tous les
graphes que l’on peut ainsi construire, ceux qui correspondent effectivement a`
des extensions ite´re´es de Ore en N variables, ainsi que le proble`me de classi-
fier les diffe´rents graphes repre´sentant des alge`bres isomorphes sont traite´s de
fac¸on syste´matique a` la section suivante.
2 Graphes qW et alge`bres polynomiales associe´es.
Nous montrons dans cette section que les alge`bres polynomiales mixtes croise´es
sont la re´ponse a` la question (pose´e dans [12]) de savoir quelles classes d’alge`bres
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a` e´quivalence rationnelle pre`s on obtient a` partir de pre´sentations par ge´ne´ra-
teurs et relations ne faisant intervenir que des relations de type “quantique”
(XY = qY X) ou “de Weyl” (XY = Y X + 1).
2.1 Notion de graphe qW .
De´finition 2.1.1 On appelle graphe qW la donne´e de N sommets X1, . . .,
XN deux a` deux distincts relie´s entre eux par des areˆtes oriente´es ponde´re´es
des deux types suivants, arbitrairement (pour l’instant) de´nomme´es :
– areˆte de Weyl de poids pj,i ∈ Z :
Xj Xi
pj,i
– areˆte quantique de poids λj,i ∈ k
∗ :
Xj Xi
λj,i
tels que :
(1) aucune areˆte ne relie un sommet a` lui-meˆme ;
(2) une areˆte au plus relie deux sommets quelconques.
Lorsqu’une areˆte (quantique ou de Weyl) va du sommet Xj vers le sommet Xi
on dit que Xj est la source de l’areˆte, et que Xi est le but de l’areˆte.
Soit Γ un graphe qW quelconque. Il est clair que si l’on extrait de Γ un certain
nombre de sommets et toutes les areˆtes qui relient ces sommets, on obtient
encore un graphe qW , qu’on appelle un sous-graphe qW de Γ.
De´finition 2.1.2 On dit que deux graphes qW sont e´quivalents si l’on passe
de l’un a` l’autre par un nombre fini d’ope´rations des types suivants, ou leurs
inverses :
(1) on place une areˆte de Weyl de poids 0
Xj Xi
0
entre deux sommets relie´s par aucune areˆte
Xj Xi
(2) on place une areˆte quantique de poids 1
Xj
1
Xi
entre deux sommets relie´s par aucune areˆte
Xj Xi
(3) on remplace une areˆte de Weyl de poids pj,i de Xj vers Xi
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Xj Xi
pj,i
par une areˆte de Weyl de poids −pj,i de Xi vers Xj
Xj Xi
−pj,i
(4) on remplace une areˆte quantique de poids λj,i de Xj vers Xi
Xj Xi
λj,i
par une areˆte quantique de poids λ−1j,i de Xi vers Xj
Xj Xi
λ−1j,i
De´finition 2.1.3 Un graphe qW est dit admissible si tous ses sous-graphes
a` trois sommets sont e´quivalents a` l’un des graphes suivants :
; ;
Xk
XiXj
Xk
XiXj
µ n
p
λ m
ρ
(TA1) (TA2)
Xk
XiXj
;
λ
λ
p
(TA3)
ou` m,n, p ∈ Z, et λ, µ, ρ ∈ k∗.
On parlera parfois de “triangle admissible” pour de tels sous-graphes.
2.2 Alge`bre associe´e a` un graphe qW .
De´finition 2.2.1 Soit Γ un graphe qW a` N sommets X1, . . . , XN . On ap-
pelle alge`bre associe´e a` Γ, et on note A(Γ) le quotient de l’alge`bre libre en N
ge´ne´rateurs X1, . . . , XN par l’ide´al engendre´ par les e´le´ments {Rj,i}(j,i)∈I, ou`
I ⊂ {1, . . . , n}2, de´finis par :
– Rj,i = XjXi −XiXj − pj,i s’il existe une areˆte de Weyl de poids pj,i de Xj
vers Xi ;
10
– Rj,i = XjXi − λj,iXiXj s’il existe une areˆte quantique de poids λj,i de Xj
vers Xi ;
– Rj,i = XjXi −XiXj si Xj et Xi ne sont relie´s par aucune areˆte.
Dans la suite, Xi de´signera indiffe´remment un sommet d’un graphe Γ ou un
ge´ne´rateur de l’alge`bre A(Γ). Il est clair que deux graphes qW e´quivalents ont
des alge`bres associe´es k-isomorphes. Par ailleurs, une alge`bre SΛn,r(k) apparaˆıt
clairement comme une alge`bre associe´e a` un graphes qW , polynomiale en ces
ge´ne´rateurs. On de´montre dans la suite de cette section qu’a` isomorphisme
pre`s les alge`bres polynomiales mixtes croise´es sont les seules telles alge`bres.
Lemme 2.2.2 Soit Γ un graphe qW a` N sommets X1, . . . , XN . On sup-
pose que dans l’alge`bre A(Γ), les ge´ne´rateurs X1, . . . , XN sont k-line´airement
inde´pendants. Soient Xi et Xj deux ge´ne´rateurs de A(Γ) ve´rifiant XiXj =
XjXi + p, avec p ∈ Z \ {0}. Soit Xk un autre ge´ne´rateur. On a les deux
proprie´te´s suivantes :
(1) si XiXk −XkXi = m ∈ Z, alors XjXk −XkXj = n ∈ Z ;
(2) si XiXk = λXkXi, avec λ ∈ k \ {0, 1}, alors XjXk = λ
−1XkXj.
Preuve. 1. Supposons que XkXj = λXjXk. Puisque A(Γ) est associative, on
a : (XkXj)Xi = Xk(XjXi). Or
(XkXj)Xi = λXjXkXi = λXj(XiXk −m) = λXiXjXk − λpXk − λmXj .
Par ailleurs,
Xk(XjXi) = Xk(XiXj−p) = XiXkXj−mXj−pXk = λXiXjXk−mXj−pXk.
Par hypothe`se sur A(Γ), les ge´ne´rateurs Xj et Xk sont inde´pendants, on doit
donc avoir λp = p et λm = m. Puisque p 6= 0, on conclut λ = 1.
2. En inversant les roˆles de Xi et Xj, l’hypothe`se XiXj −XjXi = p ∈ Z \ {0}
et le point 1 impliquent qu’on ne peut pas avoir a` la fois XiXk = λXkXi, avec
λ ∈ k \ {0, 1}, et XjXk −XkXj = n ∈ Z \ {0}. On a donc : XjXk = µXkXj ,
avec µ ∈ k∗. Alors
(XkXj)Xi = µ
−1XjXkXi = µ
−1λ−1XjXiXk = µ
−1λ−1XiXjXk − µ
−1λ−1pXk.
Par ailleurs,
Xk(XjXi) = Xk(XiXj − p) = λ
−1XiXkXj − pXk = λ
−1µ−1XiXjXk − pXk.
A nouveau de (XkXj)Xi = Xk(XjXi) on de´duit que µ
−1λ−1p = p. Puisque
p 6= 0, on conclut λµ = 1. ⊓⊔
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Proposition 2.2.3 Soit Γ un graphe qW de sommets X1, . . . , XN . Alors les
deux assertions suivantes sont e´quivalentes :
(1) les monoˆmes {Xα11 . . .X
αN
N }α=(α1,...,αN )∈NN forment une base de k-espace
vectoriel de l’alge`bre A(Γ) ;
(2) le graphe Γ est admissible.
Preuve. A e´quivalence pre`s, les sous-graphes a` trois sommets d’un graphe
qW quelconque Γ sont de l’un des types suivants :
; ;
Xk
XiXj
Xk
XiXj
µ n
pρ
Xk
XiXj
p
.
Xk
XiXj
;
p
µ λ
(I) (II)
(III) (IV )
m
nλ
λ
On remarque que les triangles (I) et (II) sont toujours admissibles. Supposons
que le point (1) soit vrai. Alors le lemme 2.2.2 s’applique, et permet de montrer
que le cas (III) ne peut avoir lieu que si p = 0 (il se rame`ne alors au cas (I))
ou si λµ = 1 (ce qui donne un triangle admissible de type (TA3)). Le cas (IV)
ne peut avoir lieu que si λ = 1 (il se rame`ne alors au cas (II)) ou si n = p = 0
(il se rame`ne alors au cas (I)).
Re´ciproquement, supposons que Γ soit admissible. On montre que les monoˆmes
{Xa11 . . . X
aN
N } forment une base de k-espace vectoriel de A(Γ) graˆce au lemme
du diamant. Nous renvoyons le lecteur au chapitre I.11 de [8] pour une pre´-
sentation de ce re´sultat adapte´e au cadre de cet article, et pour les de´finitions
des notions de syste`me de re´duction, d’ambigu¨ıte´ d’inclusion et d’ambigu¨ıte´
de superposition. A e´quivalence pre`s, on peut re´orienter les fle`ches de Γ de
telle sorte qu’elles soient toutes oriente´es de Xj vers Xi pour j > i. En suivant
les notations du chapitre I.11 de [8], l’ordre longueur-lexicographique (c’est-
a`-dire qu’on ordonne les mots d’abord par leur longueur, puis on ordonne les
mots de longueur e´gale par l’ordre lexicographique usuel) sur les monoˆmes est
compatible avec le syste`me de re´duction
S = {(XjXi, XjXi − Rj,i), 1 ≤ i < j ≤ N},
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et il n’y a pas d’ambigu¨ıte´ d’inclusion, car les XjXi sont tous des mots dis-
tincts de la meˆme longueur. On peut alors avoir 8 types d’ambigu¨ıte´s de su-
perposition, suivant les relations que ve´rifient Xi, Xj, Xk avec i < j < k.
La ve´rification de la re´solubilite´ de toutes ces ambigu¨ıte´s de superposition est
facile sous l’hypothe`se que Γ est admissible. A titre d’exemple, soient i < j < k
tels que
Rj,i = XjXi −XiXj − 1, Rk,i = XkXi − λXiXk, Rk,j = XkXj − λ
−1XjXk.
Alors par re´solutions successives
(XkXj)Xi donne λ
−1XjXkXi, qui donne λ
−1XjλXiXk, qui donne
(XiXj + 1)Xk.
D’autre part,
Xk(XjXi) donne Xk(XiXj + 1), qui donne λXiXkXj +Xk, qui donne
λXiλ
−1XjXk +Xk,
et on a bien (XiXj + 1)Xk = XiXjXk +Xk. Les autres ambigu¨ıte´s de super-
position se traitent de meˆme, et sont laisse´es au lecteur. ⊓⊔
Corollaire 2.2.4 Soit Γ un graphe qW admissible avec N sommets X1, . . .,
XN . Alors :
(1) A(Γ) est une extension ite´re´e de Ore k[X1][X2; σ2, δ2] . . . [XN ; σN , δN ],
ou` les automorphismes et σ-de´rivations traduisent les relations entre les
ge´ne´rateurs Xi code´es par le graphe Γ ;
(2) GKdim(A(Γ)) = GKtrdeg(Frac(A(Γ))) = N .
Preuve. 1. Le fait que A(Γ) soit une extension ite´re´e de Ore de´coule de l’exis-
tence d’une base de k-espace vectoriel montre´e dans la proposition pre´ce´dente,
et des relations de commutation entre les ge´ne´rateurs, qu’on traduit a` l’aide
des automorphismes σi et des σi-de´rivations δi.
2. Comme a` la proposition 1.1.4, on utilise re´cursivement le lemme 2.2 de [18],
puis le the´ore`me 7.3 de [31]. ⊓⊔
Remarque. Les alge`bres polynomiales croise´es SΛn,r(k) de la section 1 sont,
de par leur de´finition meˆme, des exemples d’alge`bres A(Γ). Le but de la fin
de cette section est de de´montrer que re´ciproquement, toute alge`bre A(Γ)
associe´e a` un graphe admissible est isomorphe a` une alge`bre SΛn,r(k).
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2.3 Re´duction des graphes qW .
Plusieurs graphes qW peuvent e´videmment eˆtre associe´s a` des alge`bres iso-
morphes. Ainsi par exemple
et
X2X1
X3
X1
X3
X2
1 1
1
1
repre´sentent tous les deux l’alge`bre de Weyl A1,1(k) (dans la seconde alge`bre il
suffit de remplacer X2 par un autre ge´ne´rateur : X1−X2−X3 pour retrouver
les relations usuelles de A1,1(k)). On cherche donc a` re´duire les graphes qW a`
une forme canonique, qui correspondra exactement aux alge`bres polynomiales
mixtes croise´es.
De´finition 2.3.1 Soit Γ un graphe qW admissible a` N sommets. On appelle
famille de ge´ne´rateurs graphiques de l’alge`bre A(Γ) toute famille (Y1, . . . , YN)
d’e´le´ments de A(Γ), ve´rifiant les points suivants :
(1) les monoˆmes {Y α11 . . . Y
αN
N }α∈NN forment une base de k-espace vectoriel
de A(Γ) ;
(2) les Yi ve´rifient seulement des relations de type quantique (YiYj = λi,jYjYi,
λi,j ∈ k
∗) ou de type Weyl ponde´re´ (YiYj = YjYi + pi,j, pi,j ∈ Z).
Par de´finition, les sommets d’un graphe qW admissible Γ sont des ge´ne´rateurs
graphiques deA(Γ). Et si (Y1, . . . , YN) est une famille de ge´ne´rateurs graphiques
d’une alge`bre A(Γ) associe´e a` graphe qW admissible Γ, on peut construire un
graphe qW admissible Γ′, de sommets Y1, . . . , YN et dont les areˆtes codent les
relations entre les Yi dans A(Γ). Evidemment on a alors A(Γ) = A(Γ
′). On
dira dans la suite que Γ′ est le graphe qW admissible associe´ a` (Y1, . . . , YN).
Notations. Pour un graphe qW fixe´ Γ quelconque, on note W(Γ) l’ensemble
des sommets de Γ qui sont sommet d’au moins une areˆte de Weyl de poids non
nul de Γ. On note V (Γ) l’ensemble des paires {Xi, Xj} de sommets distincts de
Γ, tels que Xi et Xj sont relie´s par une areˆte de Weyl de poids non nul (dans
un sens ou dans l’autre), et tels que ni Xi ni Xj ne sont sommets d’une autre
areˆte de Weyl de poids non nul. Enfin, on note V(Γ) l’ensemble des sommets
de Γ e´le´ments d’une paire {Xi, Xj} appartenant a` V (Γ). On remarque que
V(Γ) ⊂ W(Γ).
Le but de ce qui suit est de montrer que, via un changement de ge´ne´rateurs
graphiques, on peut toujours se ramener a` V(Γ) =W(Γ). Cette re´duction est
obtenue au lemme 2.3.4 graˆce a` la suite de lemmes suivants.
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Lemme 2.3.2 Soit Γ un graphe qW admissible. Soient X, Y, Z trois sommets
de Γ, tels que XY = Y X + n et XZ = ZX + p, avec n, p ∈ Z \ {0}. Notons
T1, . . . , Tk les autres sommets de Γ. Dans l’alge`bre A(Γ), conside´rons Y
′ =
αY + βZ, ou` α, β ∈ Z, α 6= 0. Alors X, Y ′, Z, T1, . . . , Tk sont des ge´ne´rateurs
graphiques de A(Γ). Plus pre´cise´ment :
– si Y Ti = λTiY , avec λ 6= 1, alors Y
′Ti = λTiY
′.
– si Y Ti = TiY +m, avec m ∈ Z, alors il existe r ∈ Z tel que ZTi = TiZ + r,
et Y ′Ti = TiY
′ + αm+ βr.
Preuve. La famille (X, Y ′, Z, T1, . . . , Tk) ve´rifie le point 1 de la de´finition
2.3.1. Par ailleurs si Y Ti = λTiY , avec λ 6= 1, alors XTi = λ
−1TiX (lemme
2.2.2), et ZTi = λTiZ, d’ou` Y
′Ti = λTiY
′. De meˆme si Y Ti = TiY + m, on
ne peut pas avoir ZTi = λTiZ pour λ 6= 1, et le reste du lemme se ve´rifie
facilement. ⊓⊔
Lemme 2.3.3 Soit Γ un graphe qW admissible de sommets X1, . . . , XN . Si
V(Γ) 6=W(Γ), alors il existe une famille (Y1, . . . , YN) de ge´ne´rateurs graphiques
de A(Γ), tels que le graphe qW admissible Γ′ associe´ a` (Y1, . . . , YN) ve´rifie :
♯V(Γ′) > ♯V(Γ), et ♯W(Γ′) ≤ ♯W(Γ).
Preuve. La de´monstration se fait en plusieurs e´tapes. Soit X ∈ W(Γ)\V(Γ).
Notons Γo le sous-graphe de Γ constitue´ des sommets de Γ qui sont dans V(Γ).
Etape 1. Supposons X relie´ par r areˆtes de Weyl de poids p1, . . . , pr non nuls
respectivement a` des sommets S1, . . . , Sr de Γ. Notons Z1, . . . , Zt les sommets
restants de Γ. Parce que X 6∈ V(Γ), les sommets S1, . . . , Sr ne sont pas non
plus dans V(Γ), et V(Γ) est inclus dans {Z1, . . . , Zt}. Si r = 1 on pose Γ˜ = Γ et
on passe directement a` la deuxie`me e´tape. Sinon, on a partiellement le sche´ma
suivant :
λ
S1 X Sr
p1
n
λ
Zi
λ
Zj
pr
On va montrer qu’a` un changement de ge´ne´rateurs pre`s, on peut supposer
que X n’est sommet que d’une areˆte de Weyl de poids non nul. Pour cela
on de´montre qu’il existe des e´le´ments S ′1, . . . , S
′
r de A, ve´rifiant les points
suivants :
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(1) les e´le´ments X,S ′1, . . . , S
′
r, Z1, . . . , Zt sont des ge´ne´rateurs graphiques de
A ;
(2) pour tout i ∈ {1, r}, on a [X,S ′i] = p
′
i, et p
′
1 divise p
′
i pour tout i ≥ 2 tel
que p′i 6= 0 ;
(3) si on note Γ̂ le graphe qW admissible associe´ a` (X,S ′1, . . . , S
′
r, Z1, . . . , Zt),
on a pour tout j les implications :
[Zj ∈ W(Γ̂)⇒ Zj ∈ W(Γ)] et [Zj ∈ V(Γ) ⇐⇒ Zj ∈ V(Γ̂)].
Supposons d’abord que r = 2. Si p1 divise p2 ou si p2 divise p1, quitte a`
re´indexer S1 et S2 il n’y a rien a` faire. Sinon soit d = pgcd(p1, p2), de sorte
que d = up1+ vp2, avec u et v entiers non nuls. On pose alors S
′
1 = uS1+ vS2
et S ′2 = S2. Le lemme 2.3.2 permet de conclure que les points (1) et (2) ci-
dessus sont bien ve´rifie´s, et que pour tout j ≤ t, s’il existe λ 6= 1 tel que
S1Zj = λZjX1, alors S2Zj = λZjS2. Il de´coule de ceci qu’en remplac¸ant S1
par S ′1 on ne va “cre´er” de nouvelle areˆte de Weyl entre Zj et S
′
1 que si Zj e´tait
de´ja` relie´ par une areˆte de Weyl a` S1 ou S2. Ainsi on ne fait pas apparaˆıtre
dans W(Γ̂) des sommets Zj qui ne se trouvaient pas dans W(Γ), et une paire
de sommets {Zi, Zj} dans V (Γ) reste dans V (Γ̂). De la` de´coule le point 3.
Supposons maintenant r ≥ 3. On effectue l’ope´ration pre´ce´dente avec Sr−1 et
Sr. On obtient ainsi deux nouveaux ge´ne´rateurs S
′
r−1 et S
′
r ve´rifiant les trois
points ci-dessus. On recommence alors avec Sr−2 et S
′
r−1, et ainsi de suite
jusqu’a` obtenir une famille S ′1, . . . , S
′
r ve´rifiant les conditions voulues.
Le graphe Γ̂ ve´rifiant (1), (2) et (3) e´tant ainsi construit, on de´finit de nou-
veaux ge´ne´rateurs S ′′k = S
′
k−(p
′
k/p
′
1)S
′
1 dans A, pour tout k ≥ 2, en notant que
p′k/p
′
1 ∈ Z. Par construction X commute a` S
′′
2 , . . . , S
′′
r . Comme ci-dessus, on a
une nouvelle famille de ge´ne´rateurs graphiques, associe´s a` un nouveau graphe
Γ˜. On note que, a` cause du point (3) ve´rifie´ par les S ′i, on a ♯W(Γ˜) ≤ ♯W(Γ)
et V(Γ˜) contient Γo.
Etape 2. On suppose donc que X n’est sommet dans Γ˜ que d’une areˆte de
Weyl, de poids non nul p. Soit Y l’autre sommet de cette areˆte. Si, du fait
des manipulations effectue´es a` l’e´tape 1, Y n’est plus rattache´ a` aucune autre
areˆte de Weyl de poids non nul (cette situation ne pouvait pas eˆtre la situation
initiale puisqu’on a suppose´ X 6∈ V(Γ) ), on pose Γ′ = Γ˜ et on passe a` l’e´tape
3.
Sinon, on a partiellement le sche´ma suivant :
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λ
T1
Ts
p
X
Y
λ
λ
m1
n
ms
Z ′i
Z ′j
Quitte a` remplacer X par p−1X , on peut supposer que p = 1. Changeons
la notation des sommets de Γ˜. Le sommet Y est lie´ par des areˆtes de Weyl
de poids non nul a` X et a` des sommets T1, . . . , Ts. Quitte a` remplacer Γ˜ par
un graphe e´quivalent, on peut supposer que les areˆtes de Weyl sont oriente´es
de Y vers T1, . . . , Ts. Notons alors m1, . . . , ms le poids de ces areˆtes. Notons
Z ′1, . . . , Z
′
r les sommets restants. Comme pre´ce´demment V(Γ˜), et donc Γo sont
inclus dans {Z1, . . . , Zt}. On re´ite`re alors avec Y ce qui a e´te´ fait pour X a`
la fin de l’e´tape 1, en posant T ′i = Ti + miX pour tout i, ce qui donne une
nouvelle famille (X, Y, T ′1, . . . , T
′
s, Z1, . . . , Zr) de ge´ne´rateurs graphiques pour
A(Γ), tels que X ne soit lie´ par une areˆte de Weyl qu’a` Y et Y qu’a` X . Notons
Γ′ le graphe qW admissible qui leur est associe´. Comme pre´ce´demment, on a
♯W(Γ′) ≤ ♯W(Γ˜), et [Z ′j ∈ V(Γ
′) ⇐⇒ Z ′j ∈ V(Γ˜)].
Etape 3. De tout ce qui pre´ce`de il de´coule que {X, Y } ∈ V (Γ′), et les sommets
de Γo (c’est-a`-dire les sommets initialement dans V(Γ) ) sont encore dans
V(Γ′). On a donc ♯V(Γ′) ≥ ♯V(Γ)+2 > ♯V(Γ). Par ailleurs on s’est assure´ que
l’on avait ♯W(Γ′) ≤ ♯W(Γ˜) ≤ ♯W(Γ). Ainsi le lemme est de´montre´. ⊓⊔
Lemme 2.3.4 Soit Γ un graphe admissible de sommets X1, . . . , XN . Alors il
existe une famille (Y1, . . . , YN) de ge´ne´rateurs graphiques de A(Γ), tels que le
graphe qW admissible Γ′ associe´ a` (Y1, . . . , YN) ve´rifie V(Γ
′) =W(Γ′). Ainsi,
tout sommet de Γ′ est sommet d’au plus une areˆte de Weyl de poids non nul.
Preuve. On raisonne par re´currence sur le cardinal de W(Γ) \ V(Γ), a` l’aide
du lemme 2.3.3. ⊓⊔
The´ore`me 2.3.5 Soit Γ un graphe qW admissible a` N sommets. Alors il
existe deux entiers n ≥ 1 et 0 ≤ r ≤ n ve´rifiant N = n + r, et une matrice
multiplicativement antisyme´trique Λ ∈Mn(k
∗) tels que N = n+ r et l’alge`bre
A(Γ) est k-isomorphe a` l’alge`bre SΛn,r(k).
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Preuve. On peut sans restriction supposer que le graphe Γ ve´rifie les conclu-
sions du lemme 2.3.4. Il est clair par ailleurs (voir le point 1 de la de´finition
2.1.2) que l’on peut aussi supposer que Γ ne contient aucune areˆte de Weyl
de poids nul. Soit alors r le nombre d’areˆtes de Weyl de Γ. Pour chaque i ≤ r
notons Xi et Yi la source et le but de la i
e`me areˆte de Weyl, et pi le poids de
cette areˆte. Par les conclusions du lemme 2.3.4 les sommets X1, Y1, . . . , Xr, Yr
sont tous distincts. En remplac¸ant Xi par p
−1
i Xi, on peut supposer sans perte
de ge´ne´ralite´ que toutes les areˆtes de Weyl sont de poids 1. Posons n = N − r,
et notons Yr+1, . . . , Yn les sommets de Γ qui ne sont ni des Xi, ni des Yi pour
1 ≤ i ≤ r. L’alge`bre A(Γ) apparaˆıt alors comme l’alge`bre engendre´e sur k
par X1, Y1, . . . , Xr, Yr, Yr+1, . . . , Yn avec les relations donne´es en 1.1.2, ou` les
coefficients λi,j sont donne´s par le poids de l’areˆte quantique liant Yi a` Yj pour
tous 1 ≤ i, j ≤ n. On conclut que A(Γ) est k-isomorphe a` SΛn,r(k). ⊓⊔
Remarque. Soit Γ un graphe qW admissible a` N sommets X1, . . . , XN . No-
tons P (Γ) = (pi,j) la matrice antisyme´trique de MN (Z) dont le (i, j)
e`me coef-
ficient vaut 0 si Xi et Xj sont relie´s par une areˆte quantique ou par aucune
areˆte, et le poids de l’areˆte de Weyl de Xi vers Xj (on peut toujours choisir
l’orientation d’une areˆte de Weyl graˆce au point 3 de la de´finition 2.1.2) sinon.
On peut observer au cours des de´monstrations des lemmes 2.3.2, 2.3.3 et 2.3.4,
que les changements de ge´ne´rateurs graphiques effectue´s a` chaque e´tape cor-
respondent a` des ope´rations e´le´mentaires sur la matrice P (Γ). On ne change
donc pas son rang. Puisque P (Γ′) est clairement une matrice antisyme´trique
de rang 2r, on retiendra que l’entier r intervenant dans le the´ore`me 2.3.5 n’est
autre que la moitie´ du rang de la matrice P (Γ) associe´e au graphe de de´part
(et n est alors donne´ par n = N − r, ou` N est le nombre de sommets de Γ).
Les entiers n et r du the´ore`me 2.3.5 sont donc de´termine´s de fac¸on unique
et s’interpre`tent non seulement en terme d’isomorphisme des alge`bres SΛn,r(k),
mais meˆme d’e´quivalence rationnelle, comme on va le voir a` la section 5.
3 Premiers invariants des corps de fonctions rationnelles mixtes
croise´s.
3.1 Pre´sentation eule´rienne des corps Frac(SΛn,r(k)).
3.1.1 Notations.
Soient n ≥ 1 et 0 ≤ r ≤ n deux entiers, et Λ ∈ Mn(k
∗) multiplicativement
antisyme´trique. Dans l’alge`bre polynomiale mixte croise´e SΛn,r(k) de´finie en
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1.1.2, on de´finit les e´le´ments :
wi = yixi pour tout 1 ≤ i ≤ r.
On a alors :
[wi, wj] = 0 ∀i, j ∈ {1, . . . , r},
[wi, yk] = δi,kyk ∀k ∈ {1, . . . , n}, ∀i ∈ {1, . . . , r}.
Notons TΛn,r(k) la sous-alge`bre de S
Λ
n,r(k) engendre´e par w1, . . . , wr, y1, . . . , yr,
yr+1,. . .,yn, et T̂
Λ
n,r(k) le localise´ de T
Λ
n,r(k) en la partie multiplicative engendre´e
par les e´le´ments normalisants y1, . . . , yn. L’alge`bre T
Λ
n,r(k) [resp. T̂
Λ
n,r(k)] s’in-
terpre`te aise´ment comme la sous-alge`bre de End(OΛ(k
n)) [resp. de End(OΛ(k
∗n))]
engendre´e par les ope´rateurs de multiplication a` gauche par les ge´ne´rateurs
y1, . . . , yn [resp. et leurs inverses] et les de´rive´es eule´riennes d1, . . . , dr (qui
sont des vraies de´rivations), de´finies par di(yk) = δi,kyk pour tous 1 ≤ k ≤ n,
1 ≤ i ≤ r.
Il est facile de ve´rifier que TΛn,r(k) est l’extension de Ore ite´re´e :
TΛn,r(k) = k[w1, . . . , wr][y1; σ1] . . . [yn; σn],
ou` chaque automorphisme σi de k[w1, . . . , wr][y1; σ1] . . . [yi−1; σi−1] est de´fini
par :
σi(wj) = wj − δi,j pour tout 1 ≤ j ≤ r,
σi(yj) = λi,jyj pour tout 1 ≤ j < i.
En particulier on a :
TΛn,r(k) ⊂ S
Λ
n,r(k) ⊂ T̂
Λ
n,r(k),
et les alge`bres TΛn,r(k), T̂
Λ
n,r(k) et S
Λ
n,r(k) sont rationnellement e´quivalentes :
Frac(TΛn,r(k)) = Frac(T̂
Λ
n,r(k)) = Frac(S
Λ
n,r(k)) =
k(w1, . . . , wr)(y1; σ1) . . . (yn; σn),
ou` σ1, . . . , σn de´signent encore les prolongements des automorphismes ci-dessus
au corps de fractions des alge`bres conside´re´es. Les corps de fonctions ra-
tionnelles mixtes croise´s apparaissent ainsi comme des exemples des classes
de corps introduits par V.A. Artamonov dans [5] et note´s DQ,α(y1, . . . , yn) (il
suffit, avec les notations de [5], de prendre D = k(w1, . . . , wr), Q = Λ , et αi
est la restiction de σi a` D).
Lorsque n = 2, la matrice Λ est parame´tre´e par un seul scalaire λ. On notera
alors T λ2,r(k) pour T
Λ
2,r(k).
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Pour n = r = 1, on notera U(k) l’alge`bre T
(1)
1,1 (k), engendre´e par deux
ge´ne´rateurs w, y ve´rifiant [w, y] = y. C’est l’alge`bre enveloppante de l’alge`bre
de Lie re´soluble non abe´lienne de dimension 2 sur k. Il est clair que son corps
de fractions Frac(U(k)) est le corps de Weyl D1(k) = Frac(A1(k)).
3.1.2 Areˆtes eule´riennes.
Afin de pouvoir repre´senter par un graphe les relations de commutation des
alge`bres TΛn,r(k) (et donc aussi des corps Frac(S
Λ
n,r(k)) avec les nouveaux
ge´ne´rateurs w1, . . . , wr, y1, . . . , yn) on introduit une nouvelle convention :
Une areˆte e´paisse barre´e
wy
entre deux sommets y et w signifie que, dans l’alge`bre que l’on conside`re, on
a entre les ge´ne´rateurs y et w la relation de commutation : [w, y] = y, c’est-
a`-dire encore yw = (w − 1)y. Nous appellerons areˆtes eule´riennes les areˆtes
de ce type (cette terminologie est motive´e par le fait que dans un anneau de
polynoˆmes c’est ce type de relations que ve´rifie une de´rivation eule´rienne par
rapport a` une variable avec l’ope´rateur de multiplication par cette variable).
3.1.3 Remarques.
• De meˆme que nous avons montre´ ci-dessus au paragraphe 2.3 que les alge`bres
de´finies par ge´ne´rateurs et relations a` partir d’un graphe qW , sont exactement
les alge`bres polynomiales mixtes croise´es, se pose le proble`me de savoir quelles
sont les alge`bres correspondant aux graphes compose´s uniquement d’areˆtes
quantiques et d’areˆtes eule´riennes. Ce proble`me est re´solu au chapitre 7 de
[28] avec la de´finition d’alge`bre polynomiale “mixte eule´rienne”.
• L’un des inte´reˆts de cette pre´sentation des corps Frac(SΛn,r(k)) par des
graphes eule´riens est qu’elle permet de plonger les corps de fonctions ra-
tionnelles mixtes croise´s dans des corps de se´ries de Malcev-Neuman, comme
nous allons le voir au paragraphe suivant.
3.2 Plongements dans des corps de se´ries croise´es de Malcev-Neuman.
Notations. En reprenant les notations du paragraphe 3.1, on fixe un corps
de fonctions rationnelles mixte croise´ :
Frac(SΛn,r(k)) = k(w1, . . . , wr)(y1; σ1) . . . (yn; σn).
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On notera k(w1, . . . , ŵi, . . . , wr) le sous-corps de k(w1, . . . , wr) engendre´ sur k
par les variables wj pour 1 ≤ j ≤ r et j 6= i.
On va construire un plongement de Frac(SΛn,r(k)) dans un corps de se´ries de
Malcev-Neuman adapte´, suivant en cela une me´thode de´sormais classique (on
pourra en particulier se re´fe´rer a` l’article [10] de G. Cauchon, tre`s complet et
explicite sur la question ; voir aussi [3] et [28]).
3.2.1 Premie`re e´tape.
Notons si = w
−1
i pour tout 1 ≤ i ≤ r, de sorte queD = k(w1, . . . , wr) se plonge
dans le corps de se´ries de Malcev-Neuman commutatif K = kM [[s1, . . . , sr]].
Les e´le´ments de K sont des se´ries T =
∑
a∈Zr
T (a)sa, avec T (a) ∈ k, dont le
support est une partie bien ordonne´e de Zr. Pour un tel T ∈ K∗, on pose
µ(T ) = min(supp(T )) ∈ Zr, et Ψ(T ) = T (µ(T )) ∈ k∗. On ve´rifie facilement
que :
µ(T1T2) = µ(T1) + µ(T2), et Ψ(T1T2) = Ψ(T1)Ψ(T2).
En particulier µ(T−1) = −µ(T ) et Ψ(T−1) = Ψ(T )−1. Pour tout i, 1 ≤ i ≤ r,
on note µi(T ) la i
e`me coordonne´e de µ(T ). Le r-uplet µ(T ) est la valuation de T .
Le scalaire non-nul Ψ(T ) est le coefficient du terme de valuation minimale de
T . Les restrictions a` D = k(w1, . . . , wr) des automorphismes σ1, . . . , σr de´finis
ci-dessus se prolongent en des automorphismes de K encore note´s σ1, . . . , σr
en posant σi(si) =
∑
k≥1
ski et σi(sj) = sj si j 6= i.
Lemme. (1) ∀ a = (a1, . . . , ar) ∈ Z
r, ∀ T ∈ K∗,
Ψ(σa11 ◦ . . . σ
ar
r (T )) = Ψ(T ) ;
(2) soit T ∈ D∗, et supposons qu’il existe α ∈ k∗ tel que σi(T ) = αT . Alors
α = 1 et T appartient au corps k(w1, . . . , ŵi, . . . , wr).
Preuve. 1. C’est clair par de´finition des σi.
2. Par le 1 on a Ψ(σi(T )) = Ψ(T ) donc α = 1, et σi(T ) = T . Dans l’ex-
tension k(w1, . . . , ŵi, . . . , wr)((si)) de D, on peut e´crire T sous la forme T =∑
a≥a0
P (a)sai , avec P (a) ∈ k(s1, . . . , ŝi, . . . , sr). Alors :
T = P (a0)s
a0
i + P (a0 + 1)s
a0+1
i + . . . ,
et σi(T ) = P (a0)s
a0
i + (P (a0 + 1) + a0P (a0))s
a0+1
i + . . . .
Donc a0 = 0 et T est de valuation nulle en si dans k(w1, . . . , ŵi, . . . , wr)((si)).
On recommence alors avec T ′ = T − P (0), et ne´cessairement T ′ = 0, c’est-a`-
dire que T = P (0) ∈ k(w1, . . . , ŵi, . . . , wr). ⊓⊔
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3.2.2 Deuxie`me e´tape.
On de´finit un morphisme de groupes
σ : Zn → Aut(K) par σ(a1,...,an) = σa11 ◦ . . . σ
ar
r .
Notons que si r < n les coefficients ar+1, . . . , an de a ne jouent aucun roˆle dans
la de´finition ci-dessus. L’application α : Zn × Zn → k∗ de´finie par
α(a, b) =
∏
1≤i<j≤n
λ
aibj
i,j
est un 2-cocycle.
Le corps de fonctions rationnelles Frac(SΛn,r(k)) se plonge alors dans le corps
de se´ries croise´es F = KM [[Z
n; σ, α]] de´fini comme suit. Les e´le´ments de F sont
des se´ries X =
∑
a∈Zn
X(a)ya, avec X(a) ∈ K, dont le support est une partie bien
ordonne´e de Zn. Pour un tel X ∈ F∗, on pose ν(X) = min(supp(X)) ∈ Zn
la valuation de X , et Φ(T ) = x(ν(x)) ∈ K∗ le coefficient de son terme de
valuation minimale. A nouveau on ve´rifie que :
ν(T1T2) = ν(T1) + ν(T2), et Φ(T1T2) = Φ(T1)σ
ν(T1)(Φ(T2))α(ν(T1), ν(T2)).
En particulier ν(T−1) = −ν(T ) et Φ(T−1) = σ−ν(T )(Φ(T )−1)α(ν(T ), ν(T )).
Le plongement ci-dessus va nous permettre de de´terminer pour les corps de
fonctions rationnelles mixtes croise´s les premiers invariants rationnels : le cen-
tre, le groupe G de´fini dans [2], puis dans la section suivante un nouvel invari-
ant : le sous-tore quantique maximal simple.
3.3 Centre des corps de fonctions rationnelles mixtes croise´s.
Pour une k-alge`bre A on de´signe par Z(A) le centre de A.
Proposition 3.3.1 Soient n ≥ 1 et 0 ≤ r ≤ n deux entiers, et Λ ∈ Mn(k
∗)
multiplicativement antisyme´trique. Le centre du corps Frac(SΛn,r(k)) est l’in-
tersection du centre du sous-corps engendre´ par y1, . . . , yn avec le sous-corps
engendre´ par yr+1, . . . , yn :
Z(Frac(SΛn,r(k))) = Z(kΛ(y1, . . . , yn)) ∩ kΛ˜(yr+1, . . . , yn),
ou` Λ˜ est la matrice extraite de Λ en e´liminant les r premie`res lignes et
colonnes.
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Preuve. Soit X =
∑
a∈Zn
X(a)ya11 . . . y
an
n un e´le´ment du centre de Frac(S
Λ
n,r(k)),
de´veloppe´ dans le sous-corps DM [[Z
n; σ, α]] de F. Pour tout i, 1 ≤ i ≤ r, on
a : [wi, X ] = 0. Or :
[wi, X ] =
∑
a
X(a)[wi, y
a1
1 . . . y
an
n ] =
∑
a
X(a)aiy
a1
1 . . . y
an
n .
Donc pour tout i ≤ r, X ne contient dans son de´veloppement aucun monoˆme
avec un exposant non-nul en yi. Ainsi X =
∑
a
X(a)y
ar+1
r+1 . . . y
an
n .
De meˆme, pour tout i, 1 ≤ i ≤ r, on a : [yi, X ] = 0. Or :
[yi, X ] =
∑
a
σi(X(a))− ∏
j≥r+1
λ
aj
j,iX(a)
 yiyar+1r+1 . . . yann .
Donc σi(X(a)) =
∏
j≥r+1
λ
aj
j,iX(a) pour tout a ∈ Z
n, d’ou` l’on de´duit par le
lemme 3.2.1 d’une part que :
X(a) 6= 0⇒
∏
j≥r+1
λ
aj
j,i = 1,
c’est-a`-dire que y
ar+1
r+1 . . . y
an
n commute a` yi de`s que X(a) 6= 0, et d’autre part
que :
X(a) ∈ k(w1, . . . , ŵi, . . . , wr) pour tout a ∈ Z
n.
Puisque ceci est vrai pour tout i ∈ {1, . . . , r}, on a X(a) ∈ k pour tout a ∈ Zn.
Donc Z(Frac(SΛn,r(k))) est inclus dans le corps de se´ries kM [[yr+1, . . . , yn;α]].
Par le the´ore`me 1.10 de [10], on en de´duit que les e´le´ments centraux de
Frac(SΛn,r(k)) sont dans k(yr+1, . . . , yn;α). Par ailleurs un e´le´ment de ce centre
doit commuter a` tous les yi, et donc appartenir a`
Z(kΛ(y1, . . . , yn)) ∩ kΛ˜(yr+1, . . . , yn).
La re´ciproque est e´vidente. ⊓⊔
3.4 Invariants E et G.
Les deux invariants suivants sont de´finis dans [2] afin de se´parer notamment
les corps de Weyl des corps de fonctions rationnelles quantiques.
De´finition 3.4.1 Pour toute k-alge`bre A, on note :
– G(A) = (A∗)′ ∩ k∗ la trace sur k∗ du groupe de´rive´ du groupe multiplicatif
A∗ des unite´s de A ;
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– E(A) = [A,A] ∩ k la trace sur k de l’alge`bre de Lie de´rive´e de A.
Remarque. L’espace E(A) ne peut que valoir k ou {0}, suivant la pre´sence
ou pas dans A de deux e´le´ments x, y tels que [x, y] = 1.
Proposition 3.4.2 Soient n ≥ 1 et 0 ≤ r ≤ n deux entiers, et Λ ∈ Mn(k
∗)
multiplicativement antisyme´trique. Alors le corps Frac(SΛn,r(k)) ve´rifie les deux
points suivants :
(1) G(Frac(SΛn,r(k))) = 〈λi,j〉, le sous-groupe de k
∗ engendre´ par les λi,j ;
(2) E(Frac(SΛn,r(k))) = k de`s que r ≥ 1, et E(Frac(S
Λ
n,0(k))) = 0.
Preuve. 1. Il est clair que pour tout couple (i, j) on a yiyjy
−1
i y
−1
j = λi,j, et
donc 〈λi,j〉 est inclus dans G(Frac(S
Λ
n,r(k))).
Re´ciproquement, soit XYX−1Y −1 un commutateur dans Frac(SΛn,r(k)). On
calcule
Φ(XYX−1Y −1) = Φ(XYX−1)σν(XY X
−1)(Φ(Y −1))α(ν(XYX−1), ν(Y −1)).
En re´ite´rant, et sachant que
Φ(X−1) = α(ν(X), ν(X))σ−ν(X)(Φ(X)−1),
on obtient :
Φ(XYX−1Y −1) = ǫΦ(X)σν(X)(Φ(Y ))σν(Y )(Φ(X)−1)φ(Y )−1, (1)
avec
ǫ = α(ν(Y ), ν(Y −1))α(ν(XY ), ν(X−1))×
α(ν(X), ν(Y ))α(ν(X), ν(X))α(ν(Y ), ν(Y )).
On applique alors Ψ a` l’e´galite´ (1). Rappelons que pour tout T ∈ K et tout
a ∈ Zn on a Ψ(T−1) = Ψ(T )−1 et Ψ(σa(T )) = Ψ(T ). En remarquant que α est
a` valeurs dans 〈λi,j〉, on obtient que Ψ ◦Φ(XYX
−1Y −1) ∈ 〈λi,j〉. On conclut,
en notant que Ψ(Φ(X1X2)) = α(ν(X1), ν(X2))Ψ(Φ(X1))Ψ(Φ(X2)) pour tous
X1, X2 ∈ F
∗, que G(Frac(SΛn,r(k))) ⊂ 〈λi,j〉.
2. Il est clair que si r ≥ 1, alors E(Frac(SΛn,r(k))) = k. Si r = 0, alors
Frac(SΛn,0(k)) est un corps de fonctions rationnelles quantique, et le re´sultat
est e´nonce´ au the´ore`me 3.10 de [2]. ⊓⊔
Remarque. Avec la terminologie introduite en 1.2, le cas purement classique
est celui ou` l’invariant G est trivial, et le cas purement quantique celui ou` E
est trivial.
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4 Un invariant “quantique” : le sous-tore quantique maximal sim-
ple.
4.1 Proprie´te´s pre´liminaires.
La de´finition d’un tore quantique kΛ[y
±1
1 , . . . , y
±1
n ] a e´te´ rappele´e au point 3
de la de´finition 1.1.1. Il s’agit d’une alge`bre de polynoˆmes de Laurent non-
commutatifs, de dimension de Gelfand-Kirillov e´gale a` n (voir le point 5.1 de
[23]). J.C. McConnell et J.J. Pettit ont e´tabli dans [23] les caracte´risations
suivantes de la simplicite´ d’un tore quantique.
Proposition 4.1.1 Soient n ≥ 1, et Λ ∈ Mn(k
∗) multiplicativement an-
tisyme´trique. Pour le tore quantique OΛ(k
∗n), les conditions suivantes sont
e´quivalentes :
(1) OΛ(k
∗n) est simple ;
(2) le centre de OΛ(k
∗n) est re´duit a` k ;
(3) il n’existe pas de α ∈ Zn \ {0}, tel que
∀j, 1 ≤ j ≤ n, λα11,j . . . λ
αn
n,j = 1.
Preuve. C’est la proposition 1.3 de [23]. ⊓⊔
Les proprie´te´s suivantes concernant les morphismes de k-alge`bres entre tores
quantiques apparaissent de´ja` en partie dans [23] et [6], et figurent sous la forme
suivante dans [27]. Afin de fixer les notations nous les rappelons ici.
Notation. Soient Λ ∈ Mn(k
∗) et Λ′ ∈ Mn′(k
∗) multiplicativement anti-
syme´triques, et les tores quantiques associe´s OΛ(k
∗n) = kΛ[y
±1
1 , . . . , y
±1
n ] et
OΛ′(k
∗n′) = kΛ′[y
′
1
±1, . . . , y′±1n′ ]. Soit un morphisme Φ : OΛ(k
∗n) → OΛ′(k
∗n′).
L’e´le´ment Φ(yi) est inversible dans OΛ′(k
∗n′) pour tout i ∈ {1, . . . , n}, c’est
donc un monoˆme αi(y
′
1)
h1,i . . . (y′n′)
hn′,i , ou` αi ∈ k
∗, et hk,i ∈ Z. On note alors
Hy,y′(Φ) la matrice (hi,j) ∈Mn′,n(Z).
Proposition 4.1.2 Soient n, n′, n′′ ≥ 1 trois entiers.
(1) Soient Λ ∈ Mn(k
∗) et Λ′ ∈ Mn′(k
∗) deux matrices multiplicativement
antisyme´triques, et les tores quantiques associe´s
OΛ(k
∗n) = kΛ[y
±1
1 , . . . , y
±1
n ] et OΛ′(k
∗n′) = kΛ′[y
′
1
±1
, . . . , y′n′
±1
].
Soit Φ : OΛ(k
∗n) → OΛ′(k
∗n′) un morphisme. Notons Hy,y′(Φ) = (hi,j).
Alors on a :
∀i, j, 1 ≤ i, j ≤ n, λi,j =
∏
1≤k,t≤n′
λ′k,t
hk,iht,j . (2)
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Re´ciproquement, e´tant donne´e une matrice H = (hi,j) ∈ Mn′,n(Z) sat-
isfaisant les e´quations (2), il existe un unique morphisme Φ de OΛ(k
∗n)
dans OΛ′(k
∗n
′
) tel que Φ(yi) = y
′
1
h1,i . . . y′n
hn,i. Il ve´rifie H = Hy,y′(Φ).
(2) Soient Λ ∈Mn(k
∗), Λ′ ∈Mn′(k
∗), et Λ′′ ∈Mn′′(k
∗) trois matrices multi-
plicativement antisyme´triques, et les trois tores quantiques associe´s
OΛ(k
∗n) = kΛ[y
±1
1 , . . . , y
±1
n ], OΛ′(k
∗n
′
) = kΛ′[y
′
1
±1, . . . , y′±1n′ ],
et OΛ′′(k
∗n′′) = kΛ′′ [y
′′
1
±1, . . . , y′′±1n′′ ].
Conside´rons en outre deux morphismes de k-alge`bres
Φ : OΛ(k
∗n)→ OΛ′(k
∗n′) et Φ′ : OΛ′(k
∗n′)→ OΛ′′(k
∗n′′).
Alors :
Hy,y′′(Φ
′ ◦ Φ) = Hy′,y′′(Φ
′)Hy,y′(Φ),
au sens du produit usuel des matrices.
(3) Soient Λ ∈ Mn(k
∗) et Λ′ ∈ Mn′(k
∗) deux matrices multiplicativement
antisyme´triques, et les tores quantiques associe´s
OΛ(k
∗n) = kΛ[y
±1
1 , . . . , y
±1
n ] et OΛ′(k
∗n′) = kΛ′[y
′
1
±1
, . . . , y′n′
±1
].
Soit Φ : OΛ(k
∗n) → OΛ′(k
∗n′) un morphisme. Alors Φ est un isomor-
phisme si et seulement si n = n′ et Hy,y′(Φ) ∈ GLn(Z).
(4) En particulier, deux tores quantiques OΛ(k
∗n) et OΛ′(k
∗n) sont k-iso-
morphes si et seulement s’il existe une matrice H ∈ GLn(Z) ve´rifiant les
relations (2).
Preuve. Il s’agit des points (ii) a` (v) du lemme 1.4 de [27]. ⊓⊔
Par ailleurs on de´montre dans [27] le the´ore`me suivant.
The´ore`me 4.1.3 Soient n ≥ 1 un entier, et Λ ∈ Mn(k
∗) multiplicative-
ment antisyme´trique. Supposons le tore quantique OΛ(k
∗n) simple. Alors tout
endomorphisme de OΛ(k
∗n) est un automorphisme de OΛ(k
∗n).
Preuve. C’est le the´ore`me 3.6 de [27]. ⊓⊔
4.2 Sous-tores quantiques maximaux.
De´finition 4.2.1 Soient n ≥ 1 un entier, et Λ ∈ Mn(k
∗) une matrice mul-
tiplicativement antisyme´trique. Soit A une k-alge`bre. On dit que OΛ(k
∗n) est
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un sous-tore quantique maximal de A si les deux conditions suivantes sont
re´alise´es :
(1) il existe une sous-alge`bre de A k-isomorphe a` OΛ(k
∗n) ;
(2) pour tout tore quantique OM (k
∗m), avec m ≥ 1 un entier et M ∈Mm(k
∗)
multiplicativement antisyme´trique, s’il existe un morphisme d’alge`bres
φ : OM (k
∗m)→ A,
alors il existe un morphisme φ˜ : OM(k
∗m)→ OΛ(k
∗n).
Avec ces notations, le point 2 signifie que, si OΛ(k
∗n) est un sous-tore quan-
tique maximal de A, alors tout tore quantique admettant une image homo-
morphe dans A admet une image homomorphe dans OΛ(k
∗n). En particulier,
si OΛ(k
∗n) est un sous-tore quantique maximal de A, alors tout tore quantique
simple qui se plonge dans A se plonge dans OΛ(k
∗n).
Remarques. • Un tore quantique est toujours sous-tore quantique maximal
de lui-meˆme.
• Un sous-tore quantique maximal n’est pas unique : par exemple, il est facile a`
partir de la proposition 4.1.2 de ve´rifier que le tore quantique multiparame´tre´
OΛ(k
∗3) = kΛ[y
±1
1 ; y
±1
2 ; y
±1
3 ], avec Λ =
(
1 q 1
q−1 1 1
1 1 1
)
, admet au moins deux sous-
tores quantiques maximaux : lui-meˆme et le tore quantique kq[y
±1
1 , y
±1
2 ]. Par
contre, le lemme suivant, base´ sur le the´ore`me 4.1.3, permet de de´montrer
qu’un sous-tore quantique maximal simple, quand il existe, est unique a` k-
isomorphisme pre`s.
Lemme 4.2.2 Soit n ≥ 1 un entier. Soient Λ,Λ′ ∈ Mn(k
∗) multiplicative-
ment antisyme´triques. Soient A et B deux k-alge`bres. Supposons que OΛ(k
∗n)
est un sous-tore quantique maximal de A, et OΛ′(k
∗n) un sous-tore quantique
maximal de B. Si A et B sont k-isomorphes, et si OΛ(k
∗n) est simple, alors
OΛ(k
∗n) et OΛ′(k
∗n) sont k-isomorphes.
Preuve. L’isomorphisme de A sur B induit un morphisme injectif φ de
OΛ(k
∗n) dans B, donc un morphisme φ˜ de OΛ(k
∗n) dans OΛ′(k
∗n). De meˆme
on a un morphisme ψ˜ de OΛ′(k
∗n) dans OΛ(k
∗n). Donc ψ˜ ◦ φ˜ est un en-
domorphisme de OΛ(k
∗n). Puisque celui-ci est suppose´ simple, ψ˜ ◦ φ˜ est un
automorphisme de OΛ(k
∗n) d’apre`s le the´ore`me 4.1.3. D’apre`s la proposition
4.1.2 les matrices H et H ′ de Mn(Z) associe´es a` ψ˜ et φ˜ ont donc leur produit
dans GLn(Z), ce qui implique que H ∈ GLn(Z), et donc, toujours d’apre`s la
proposition 4.1.2, ψ˜ est un isomorphisme. ⊓⊔
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Proposition 4.2.3 Soient n, n′ ≥ 1 des entiers, et Λ ∈ Mn(k
∗) et Λ′ ∈
Mn′(k
∗) deux matrices multiplicativement antisyme´triques. Soient A et B deux
k-alge`bres. Si OΛ(k
∗n) est un sous-tore quantique maximal simple de A, si
OΛ′(k
∗n′) est un sous-tore quantique maximal simple de B, et si A et B sont
k-isomorphes, alors n = n′ et les tores quantiques OΛ(k
∗n) et OΛ′(k
∗n) sont
k-isomorphes.
Preuve. Comme dans la preuve du lemme 4.2.2, l’isomorphisme entre A et B
induit deux morphismes φ˜ de OΛ(k
∗n) dans OΛ′(k
∗n′) et ψ˜ de OΛ′(k
∗n′) dans
OΛ(k
∗n). Mais puisque ces tores quantiques sont simples, les deux morphismes
conside´re´s sont injectifs, d’ou` il de´coule que ces deux tores quantiques ont la
meˆme GK-dimension, c’est-a`-dire que n = n′. On conclut alors a` l’aide du
lemme 4.2.2. ⊓⊔
Corollaire 4.2.4 Si une k-alge`bre admet un sous-tore quantique maximal
simple, alors ce dernier est unique a` isomorphisme pre`s.
Preuve. On applique la proposition pre´ce´dente avec A = B. ⊓⊔
A la suite de la remarque faite apre`s la de´finition 4.2.1, notons qu’un tore
quantique simple est toujours un sous-tore quantique maximal simple de lui-
meˆme. Rappelons e´galement qu’un isomorphisme entre deux tores quantiques
s’interpre`te graˆce a` la proposition 4.1.2 comme une condition sur les coeffi-
cients des matrices de parame´trisation.
Remarque. Comme le montre la proposition suivante, une k-alge`bre n’admet
pas toujours un sous-tore quantique maximal simple.
Proposition 4.2.5 (Contre-exemple) Soit q ∈ k∗ non racine de l’unite´.
Soit T = OΛ(k
∗4), parame´tre´ par
Λ =

1 q 1 1
q−1 1 1 1
1 1 1 −1
1 1 −1 1

.
Alors T n’admet pas de sous-tore quantique maximal simple.
Preuve. Supposons que D admette un sous-tore quantique maximal simple
S. D’apre`s la remarque suivant la de´finition 4.2.1, S doit contenir les tores
quantiques simples Oq(k
∗2) et O−q(k
∗2). Donc le groupe G(S) doit contenir q
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et −q. Mais G(S) ⊂ G(T ) = 〈q,−1〉, donc G(S) = G(T ). Ainsi S n’est pas
uniparame´tre´, et donc GKdim(S) ≥ 3.
Supposons que GKdim(S) = 3. Notons S = kM [y
±1
1 , y
±1
2 , y
±1
3 ], parame´tre´ par
M = (µi,j) ∈ M3(k
∗) multiplicativement antisyme´trique. Conside´rons la sous-
alge`bre S ′ = kM ′[y
±2
1 , y
±2
2 , y
±2
3 ] engendre´e par les carre´s des ge´ne´rateurs de
S, ou` M ′ = (µ4i,j). D’apre`s la proposition 4.1.1 applique´e aux coefficients de
M et de M ′, on peut ve´rifier que la simplicite´ de S implique celle de S ′. Or
de G(S) = 〈−1, q〉 il de´coule que G(S ′) = 〈q4〉. Le tore quantique S ′ serait
uniparame´tre´ et de GK-dimension e´gale a` 3, et ne pourrait pas eˆtre simple en
vertu de la proposition 2.3(ii) de [27]. On aboutit donc a` une contradiction en
supposant S de GK-dimension e´gale a` 3.
Supposons que GKdim(S) = 4. Comme pre´ce´demment notons
S = kM [y
±1
1 , y
±1
2 , y
±1
3 , y
±1
4 ],
avec M = (µi,j) ∈M4(k
∗) multiplicativement antisyme´trique. La sous-alge`bre
S ′ = kM ′[y
±2
1 , y
±2
2 , y
±2
3 , y
±2
4 ] engendre´e par les carre´s des ge´ne´rateurs de S, ou`
M ′ = (µ4i,j), est un tore quantique simple uniparame´tre´ par q
4. D’apre`s la
preuve de la proposition 2.3 de [27], S ′ est k-isomorphe a` un tore quantique
simple OΛ′′(k
∗4) ou` Λ′′ est de la forme canonique
Λ′′ =

1 q4d1 1 1
q−4d1 1 1 1
1 1 1 q4d2
1 1 q−4d2 1
 ,
avec des entiers d1, d2 ≥ 1 tels que d1 divise d2. Remarquons que les ge´ne´rateurs
de S sont inversibles dans T , ce sont donc des monoˆmes en les ge´ne´rateurs de
T . Par conse´quent S ′ est une sous-alge`bre du tore quantique T ′ = OΛ′(k
∗4)
engendre´ par les carre´s des ge´ne´rateurs de T , avec
Λ′ =

1 q4 1 1
q−4 1 1 1
1 1 1 1
1 1 1 1
 .
Or Frac(OΛ′′(k
∗4)) ne peut pas se plonger dans Frac(OΛ′(k
∗4)) d’apre`s le
corollaire 2.14 de [3]. A nouveau on aboutit a` une contradiction.
Puisque GKdim(T ) = 4 on a ainsi de´montre´ la proposition. ⊓⊔
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4.3 Cas des corps de fonctions rationnelles mixtes croise´s.
Proposition 4.3.1 Soient n ≥ 1 et 0 ≤ r ≤ n deux entiers, et Λ ∈ Mn(k
∗)
multiplicativement antisyme´trique. Alors le tore quantique OΛ(k
∗n) est un
sous-tore quantique maximal de Frac(SΛn,r(k)).
Preuve. Il est clair que les yi et leurs inverses engendrent dans Frac(S
Λ
n,r(k))
un tore quantique isomorphe a` OΛ(k
∗n). Conside´rons alors un tore quantique
OM(k
∗m), avec M = (µi,j) ∈ Mm(k
∗) multiplicativement antisyme´trique,
et supposons qu’il existe un morphisme φ de OM(k
∗m) dans Frac(SΛn,r(k)).
Notons X±11 , . . . , X
±1
m les images par φ des ge´ne´rateurs de OM (k
∗m). On a
alors dans le corps Frac(SΛn,r(k)) les identite´s XiXj = µi,jXjXi pour tous
1 ≤ i, j ≤ m, et en appliquant dans le corps de se´ries F de´fini en 3.2.2 l’appli-
cation Ψ ◦ Φ, on obtient
α(ν(Xi), ν(Xj)) = µi,jα(ν(Xj), ν(Xi)).
Ainsi :
∀ 1 ≤ i, j ≤ m, µi,j =
∏
1≤k,t≤n
λ
νk(Xi)νt(Xj)
k,t .
En notant
H = (νk(Xi))1≤k≤n, 1≤i≤m,
on en de´duit par la proposition 4.1.2 qu’il existe un morphisme de k-alge`bres
de OM(k
∗m) dans OΛ(k
∗n). ⊓⊔
Corollaire 4.3.2 Reprenons les hypothe`ses de la proposition pre´ce´dente. Sup-
posons de plus que la matrice Λ ve´rifie l’une des trois conditions e´quivalentes
de la proposition 4.1.1. Alors OΛ(k
∗n) est un sous-tore quantique maximal
simple de Frac(SΛn,r(k)).
Preuve. Ceci est une conse´quence directe des propositions 4.3.1 et 4.1.1. ⊓⊔
5 Un invariant “classique” : le w-degre´ supe´rieur.
5.1 Notion de corps de Weyl mixtes.
On introduit ici une version multiparame´tre´e des corps de Weyl mixtes de´finis
dans [3].
De´finition 5.1.1 Soient m,n, t ∈ N, et soit q¯ = (q1, . . . , qn) ∈ (k \ {0, 1})
n.
On appelle corps de Weyl mixte associe´ a` ces donne´es, et on note Dq¯m,n,t(k),
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le corps de fractions de l’alge`bre Aq¯m,n,t(k), engendre´e sur k par 2m + 2n + t
ge´ne´rateurs
x1, . . . , xm, y1, . . . , ym, u1, . . . , un, v1, . . . , vn, z1, . . . , zt
soumis aux relations suivantes pour tous 1 ≤ i 6= j ≤ m, 1 ≤ k 6= l ≤ n,
1 ≤ p 6= s ≤ t :
[xi, xj ] = [yi, yj] = [xi, yj] = 0,
xiyi = yixi + 1,
[uk, ul] = [vk, vl] = [uk, vl] = 0,
ukvk = qkvkuk,
[zp, zs] = [zp, xi] = [zp, yi] = [zp, uk] = [zp, vk] = 0,
[xi, uk] = [xi, vk] = [yi, uk] = [yi, vk] = 0.
Remarque. Ces relations sont donc repre´sente´es par le graphe suivant :
y1
x1
ztz1 z2ym
xm
y2
x2
v2
q2
v1
q1
u1 u2 un
qn
vn
Exemples. • Il est clair qu’on retrouve dans le cas n = 0 les corps de Weyl
classiques : Dm,0,t(k) = Dm,t(k) = Frac(Am,t(k)).
• Si m = 0, on a : Dq¯0,n,t(k) = Frac(OΛ(k
2n+t)), corps de fonctions rationnelles
quantique parame´tre´ par la matrice Λ ∈M2n+t(k
∗), compose´e sur sa diagonale
de n blocs
(
1 qi
q
−1
i
1
)
, et de 1 partout ailleurs. Rappelons en particulier que,
d’apre`s le the´ore`me 2.19 de [25], tout corps de fractions d’un tore quantique
uniparame´tre´ est de ce type.
Proposition 5.1.2 Soient m,n, t, q¯ tels que dans la de´finition 5.1.1. Alors :
GKdim(Aq¯m,n,t(k)) = GKtrdeg(D
q¯
m,n,t(k)) = 2m+ t + 2n.
Preuve. Comme a` la proposition 1.1.4, on utilise re´cursivement le lemme 2.2
de [18], puis le the´ore`me 7.3 de [31]. ⊓⊔
Proposition 5.1.3 Soient m,n, t, q¯ tels que dans la de´finition 5.1.1. Soit r le
nombre de qi racines de l’unite´ dans k
∗. Alors Z(Dq¯m,n,t(k)) est une extension
transcendante pure de k, de degre´ r + t.
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En particulier Z(Dq¯m,n,t(k)) = k(z1, . . . , zt) de`s que tous les qi sont non racines
de l’unite´.
Preuve. C’est un cas particulier de la proposition 3.3.1. ⊓⊔
5.2 Un invariant dimensionnel : le w-degre´ infe´rieur.
Exemple pre´liminaire. Fixons q ∈ k∗ non racine de l’unite´, et conside´rons
les deux corps de Weyl mixtes F = D
(q,q)
1,0,2(k) et F
′ = D
(q)
2,0,1(k) :
.;q
u1
v1
q
x′2
y′2y
′
1
x′1
v′1
u′1x1
y1
q
v2
u2
(F ) (F ′)
Il est clair, au vu de tous les re´sultats qui pre´ce`dent, que
– GKtrdeg(F ) = GKtrdeg(F ′) = 6 ;
– Z(F ) = Z(F ′) = k ;
– E(F ) = E(F ′) = k.
De plus, d’apre`s la proposition 3.4.2 on a G(F ) = G(F ′) = 〈q〉 (re´sultat de´ja`
montre´ a` la proposition 2.5 de [3]).
L’invariant suivant, de´fini dans le cas uniparame´tre´ dans l’article [3], a entre
autres pour objectif de se´parer ce type de situations.
De´finition 5.2.1 (w-degre´ infe´rieur) Soit L un corps gauche contenant
k dans son centre. Notons M la borne supe´rieure de l’ensemble des entiers
m ≥ 1 pour lesquels il existe dans L un sous-corps k-isomorphe au corps
de Weyl classique Dm(k), avec la convention M = 0 s’il n’existe pas de tels
sous-corps. Alors 2M est appele´ w-degre´ infe´rieur de L, et note´ w-infdeg(L).
Remarques. • En d’autres termes, le w-degre´ infe´rieur de L est le GK-degre´
de transcendance du plus grand corps de Weyl classique qui se plonge dans L.
On a en particulier w-infdeg(L) ≤ GKtrdeg(L).
• J. Alev et F. Dumas calculent dans [3] le w-degre´ infe´rieur d’un corps de
Weyl mixte dans le cas ou` les qi sont tous puissances d’un meˆme q ∈ k
∗ non
racine de l’unite´. Leur me´thode de preuve (par re´duction modulo p) s’adapte
sans difficulte´ au cas multiparame´tre´. On obtient ainsi le the´ore`me suivant.
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The´ore`me 5.2.2 Soient m,n, t, q¯ tels que dans la de´finition 5.1.1. Alors :
w-infdeg(Dq¯m,n,t(k)) = 2m.
Preuve. On adapte la preuve du the´ore`me 2.11 de [3]. Pour plus de de´tails,
voir la preuve du the´ore`me 3.1.2.4 de [28]. ⊓⊔
Ainsi le w-degre´ infe´rieur “caracte´rise” le nombre d’areˆtes de Weyl d’un corps
de Weyl mixte, et deux corps de Weyl mixtes k-isomorphes doivent avoir le
meˆme nombre d’areˆtes de Weyl. Ceci re´soud en particulier l’exemple pre´sente´
au de´but de ce paragraphe, en montrant que les corps F et F ′ ne sont pas
k-isomorphes.
A titre d’illustration, on de´duit du the´ore`me 5.2.2 le re´sultat de plongement
suivant (valable en particulier pour les corps de Weyl classiques).
Corollaire 5.2.3 Avec les notations de la de´finition 5.1.1, si un corps de
Weyl mixte Dq¯m,n,t(k) se plonge dans un corps de Weyl mixte D
q′
m′,n′,t′(k), alors
m ≤ m′.
Preuve. Ceci de´coule directement de la de´finition du w-degre´ infe´rieur et du
the´ore`me 5.2.2. ⊓⊔
5.3 Notion de w-degre´ supe´rieur.
Nous introduisons dans ce paragraphe un autre invariant dimensionnel, di-
rectement lie´ au w-degre´ infe´rieur, mais plus facile a` calculer que ce dernier
pour les corps de fonctions rationnelles mixtes croise´s ge´ne´raux. On commence
par un exemple.
5.3.1 Un exemple de “de´tressage par plongement”.
Fixons q ∈ k∗ non racine de l’unite´. Conside´rons l’alge`bre SΛ2,2(k), avec Λ =(
1 q
q−1 1
)
. Il s’agit de l’alge`bre, note´e Sq2,2(k) avec les conventions introduites au
paragraphe 1.1, engendre´e sur k par x1, x2, y1, y2 avec les relations :
.
y2
x2
q
q
q
q
y1
x1
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Par des conside´rations tre`s techniques sur les centralisateurs de certaines paires
d’e´le´ments, il est de´montre´ au the´ore`me 3.5 de [3] que Frac(Sq2,2(k)) n’est pas
isomorphe a` un corps de Weyl mixte (nous donnons un peu plus loin en 5.3.3
une autre preuve de ce re´sultat). En revanche, il se plonge dans un corps de
Weyl mixte de la fac¸on suivante.
Proposition. Il existe un plongement de Frac(Sq2,2(k)) dans le corps de Weyl
mixte Dq2,1,0(k).
Preuve. Il est facile de ve´rifier que le graphe suivant est admissible, et
de´finit donc une extension ite´re´e de Ore R engendre´e sur k par 6 ge´ne´rateurs
x1, x2, y1, y2, y3, y4 avec les relations de commutation :
.
y4
q
q q
q
q
q
q q
y3
q
x1
y2
x2
y1
Il est clair que l’alge`bre Sq2,2(k) se plonge dans R. Mais Frac(R) admet comme
autre famille de ge´ne´rateurs :
y3
y4y1y
−1
4 y2y3
y4x1 y
−1
3 x2
;q
d’ou` le re´sultat annonce´. ⊓⊔
5.3.2 De´finition du w-degre´ supe´rieur.
Le w-degre´ infe´rieur s’ave`re eˆtre un invariant difficile a` calculer, et hormis
dans le cas des corps de Weyl mixtes (the´ore`me 5.2.2) et de certains exemples
particuliers (voir la question (ii) a` la fin de [3]), on ne dispose a` notre con-
naissance d’aucune me´thode permettant son calcul. Reprenons par exemple
le corps F = Frac(Sq2,2(k)) ci-dessus. Bien que l’on puisse raisonnablement
conjecturer que w-infdeg(F ) = 2, la question de´ja` pose´e en [3] de de´montrer
ce re´sultat reste a` notre connaissance toujours ouverte. Par contre, on a su
en 5.3.1 plonger F dans un corps de Weyl mixte sans augmenter le nombre
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d’areˆtes de Weyl dans le graphe traduisant les relations de commutation entre
les ge´ne´rateurs du corps.
L’ide´e est alors la suivante : puisqu’on ne sait pas mesurer “par en bas” le
corps de Weyl classique maximal qu’on peut plonger dans le corps F , on va
le faire “par en haut” en plongeant F dans un corps de Weyl mixte avec un
nombre minimal d’areˆtes de Weyl. D’ou` la notion suivante :
De´finition. (w-degre´ supe´rieur) Soit L un corps gauche contenant k dans
son centre. Notons M le plus petit des entiers m ≥ 0 pour lesquels il existe
un corps de Weyl mixte dont le w-degre´ infe´rieur est e´gal a` 2m, et admettant
un sous-corps k-isomorphe a` L, avec la convention M = +∞ s’il n’existe pas
de tels corps de Weyl mixtes. Alors 2M est appele´ w-degre´ supe´rieur de L, et
note´ w-supdeg(L).
Remarquons que, a` cause du the´ore`me 5.2.2 et par de´finitions, on a toujours
w-infdeg(L) ≤ w-supdeg(L).
Proposition. Soient m,n, t, q¯ tels que dans la de´finition 5.1.1. Alors :
w-infdeg(Dq¯m,n,t(k)) = w-supdeg(D
q¯
m,n,t(k)) = 2m.
Preuve. Par de´finition on a w-supdeg(Dq¯m,n,t(k)) ≤ 2m. Mais d’apre`s le
the´ore`me 5.2.2 et la remarque pre´ce´dente, on a
2m = w-infdeg(Dq¯m,n,t(k)) ≤ w-supdeg(D
q¯
m,n,t(k)).
⊓⊔
A titre d’illustration, montrons sur l’exemple e´tudie´ ci-dessus du corps de
fonctions rationnelles Frac(Sq2,2(k)) comment un re´sultat de “de´tressage par
plongement” permet le calcul du w-degre´ supe´rieur.
5.3.3 Retour a` l’exemple 5.3.1.
Proposition. Soient q ∈ k∗ non racine de l’unite´, et Λ =
(
1 q
q−1 1
)
. Alors
w-supdeg(Frac(SΛ2,2(k))) = 4.
Preuve. La proposition 5.3.1 montre que w-supdeg(Frac(SΛ2,2(k))) ≤ 4.
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Pour la re´ciproque, donnons-nous un corps de Weyl mixte Dq¯m,n,t(k) contenant
Frac(SΛ2,2(k)). Montrons qu’alors le corps de Weyl mixte D
(q¯,q)
m,n+1,t(k) contient
le corps de Weyl D2(k) = Frac(A2(k)). Pour cela, remarquons que le corps
D
(q¯,q)
m,n+1,t(k) est obtenu a` partir de D
q¯
m,n,t(k) en ajoutant au graphe de commu-
tation donne´ apre`s la de´finition 5.1.1 une areˆte quantique
vn+1un+1 .
q
Or Dq¯m,n,t(k) est suppose´ contenir Frac(S
Λ
2,2(k)), engendre´ par x1, x2, y1, y2 et
les relations :
.
y2
x2
q
q
q
q
y1
x1
Par ailleurs les ge´ne´rateurs un+1 et vn+1 dans D
(q¯,q)
m,n+1,t(k) commutent a` tous
les e´le´ments de Dq¯m,n,t(k), et on ve´rifie facilement que les e´le´ments
x′1 = v
−1
n+1x1, y
′
1 = y1vn+1, x
′
2 = u
−1
n+1x2, y
′
2 = y2un+1
engendrent dans D
(q¯,q)
m,n+1,t(k) une image homomorphe (donc isomorphe) de
l’alge`bre de Weyl A2(k). Donc D
(q¯,q)
m,n+1,t(k) contient un sous-corps isomorphe
au corps de Weyl D2(k). Ceci prouve, d’apre`s le the´ore`me 5.2.2, que m ≥ 2.
On en conclut par de´finition meˆme du w-degre´ supe´rieur que :
w-supdeg(Frac(SΛ2,2(k))) ≥ 4.
⊓⊔
Comme on l’a annonce´ au de´but du paragraphe, ce calcul permet par exemple
de retrouver le re´sultat suivant, prouve´ par une autre me´thode en [3].
Corollaire. Soit q ∈ k∗ non racine de l’unite´, et Λ =
(
1 q
q−1 1
)
. Alors le corps
Frac(SΛ2,2(k)) n’est k-isomorphe a` aucun corps de Weyl mixte D
q¯
m,n,t(k).
Preuve. Supposons que Frac(AΛ2,2(k)) soit k-isomorphe a` un corps de Weyl
mixte Dq¯m,n,t(k). D’apre`s la proposition 5.1.2, l’e´galite´ des GK-degre´s de tran-
scendance impliquerait 4 = 2m + 2n + t. Mais, d’apre`s les propositions 5.3.2
et 5.3.3, l’e´galite´ des w-degre´s supe´rieurs impliquerait alors 4 = 2m, donc
n = t = 0. Le corps Dq¯m,n,t(k) serait alors le corps de Weyl D2(k), ce qui est
absurde puisque G(Frac(SΛ2,2(k))) 6= {1}. ⊓⊔
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5.4 Calcul du w-degre´ supe´rieur dans le cas ge´ne´ral.
Nous allons ge´ne´raliser la me´thode de “de´tressage par plongement” de´crite sur
l’exemple pre´ce´dent afin de calculer le w-degre´ supe´rieur des corps de fonctions
rationnelles mixtes croise´s de dimension quelconque.
Lemme 5.4.1 Soient n ≥ 1 un entier, et Λ ∈ Mn(k
∗) une matrice multi-
plicativement antisyme´trique. Alors il existe des entiers positifs r, t ve´rifiant
2r + t = n(n− 1), et un r-uplet q¯ ∈ (k \ {0, 1})r tels que :
(1) l’espace affine quantique OΛ(k
n) se plonge dans l’alge`bre Aq¯0,r,t(k) de´finie
en 5.1.1 ;
(2) et donc Frac(OΛ(k
n)) se plonge dans Dq¯0,r,t(k).
Preuve. Conside´rons l’alge`bre A engendre´e sur k par n(n− 1) ge´ne´rateurs :
u12, v
1
2, u
1
3, v
1
3, . . . , u
1
n, v
1
n, u
2
3, v
2
3, . . . , u
2
n, v
2
n, . . . , u
n−1
n , v
n−1
n ,
soumis aux relations
uijv
i
j = λi,jv
i
ju
i
j, et [u
i
j, v
k
t ] = [u
i
j , u
k
t ] = [v
i
j , v
k
t ] = 0 si (i, j) 6= (k, t). (3)
On ve´rifie aise´ment que A est une alge`breAq¯0,r,t(k) au sens de la de´finition 5.1.1,
dont le corps de fractions est un corps de Weyl mixte (en fait ici purement
quantique) Dq¯0,r,t(k), ou` t est le double du nombre de λi,j e´gaux a` 1, ou` r est le
nombre de λi,j distincts de 1, et ou` les qi dans q¯ = (q1, . . . , qr) sont pre´cise´ment
les λi,j (avec i < j) distincts de 1.
On de´finit alors un morphisme de OΛ(k
n) = kΛ[y1, . . . , yn] dans A en posant :
φ(yi) = v
1
i . . . v
i−1
i u
i
i+1 . . . u
i
n pour 2 ≤ i ≤ n− 1,
φ(y1) = u
1
2 . . . u
1
n, et φ(yn) = v
1
n . . . v
n−1
n .
Pour montrer que φ est injectif on montre que pour tout 1 ≤ i ≤ n le mor-
phisme φi de´fini comme la restriction de φ a` la sous-alge`bre de kΛ[y1, . . . , yn]
engendre´e par y1, . . . , yi est injectif. Notons kΛi[y1, . . . , yi] cette sous-alge`bre.
Pour i = 1, l’injectivite´ de φ1 est claire. Soit i ≥ 2, et supposons φ1, . . . , φi−1 in-
jectifs. Notons P =
d∑
a=0
Pa(y1, . . . , yi−1)y
a
i un e´le´ment non nul de kΛi[y1, . . . , yi],
avec Pa(y1, . . . , yi−1) ∈ kΛi−1[y1, . . . , yi−1], et Pd 6= 0. Alors
φi(P ) =
d∑
a=0
φi(Pa(y1, . . . , yi−1))(v
1
i )
a . . . (vi−1i )
a(uii+1)
a . . . (uin)
a.
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Puisque vi−1i n’apparaˆıt dans aucun des φi(y1), . . . , φi(yi−1), le terme de plus
haut degre´ en vi−1i est φi(Pd(y1, . . . , yi−1))(v
1
i )
d . . . (vi−1i )
d(uii+1)
d . . . (uin)
d. Or
par hypothe`se de re´currence, φi(Pd(y1, . . . , yi−1)) = φi−1(Pd(y1, . . . , yi−1)) 6= 0,
donc φi(P ) 6= 0, ce qui montre l’injectivite´ de φi. Ainsi par ite´rations φn = φ
est injectif. Ceci montre le point (1). Pour le point (2), on e´tend φ en un
plongement de kΛ(y1, . . . , yn) dans Frac(A) = D
q¯
0,r,t(k). ⊓⊔
Illustrons ce lemme en dimension 3. Soit Λ ∈ M3(k
∗) multiplicativement anti-
syme´trique. L’espace affine quantique kΛ[y1, y2, y3] est engendre´ par y1, y2, y3
avec les relations :
.
y1
y2 y3
λ1,3λ1,2
λ2,3
L’alge`bre A de la preuve est engendre´e par u12, v
1
2, u
1
3, v
1
3, u
2
3, v
2
3 avec les rela-
tions :
u13
v13 v
2
3
u23
.
u12
v12
λ1,2 λ1,3 λ2,3
On de´finit alors un morphisme injectif de kΛ[y1, y2, y3] dans A par y1 7→ u
1
2u
1
3,
y2 7→ v
1
2u
2
3, y3 7→ v
1
3v
2
3.
Montrons maintenant comment “de´tresser” un graphe comprenant a` la fois
des areˆtes eule´riennes et des areˆtes quantiques.
Lemme 5.4.2 Soit q ∈ k \ {0, 1}. Alors le corps mixte croise´ Frac(Sq2,1(k))
se plonge dans le corps de Weyl mixte Dq1,1,0(k).
Preuve. L’alge`bre T q2,1(k) de´finie en 3.1 est engendre´e sur k par y1, y2, w1 avec
les relations :
y1y2 = qy2y1, y1w1 = (w1 − 1)y1 et y2w1 = w1y2,
Par ailleurs, conside´rons l’alge`bre A = U(k) ⊗ Oq(k
2) engendre´ sur k par
w, y, u, v, avec les relations :
38
y u
w v
q
On de´finit un morphisme de k-alge`bres de T q2,1(k) dans A en envoyant y1 sur
yu, y2 sur v, w1 sur w. Les monoˆmes en les ge´ne´rateurs formant une base
de k-espace vectoriel de A, on montre comme en 5.4.1 que ce morphisme est
injectif. On e´tend alors ce morphisme en un plongement de Frac(TQ2,1(k)) dans
le corps de Weyl mixte Dq1,1,0(k) = Frac(A). ⊓⊔
Enonc¸ons enfin le re´sultat ge´ne´ral.
Proposition 5.4.3 Soient n ≥ 1 et 0 ≤ r ≤ n deux entiers, et Λ ∈ Mn(k
∗)
une matrice multiplicativement antisyme´trique. Alors il existe des entiers posi-
tifs s, t ve´rifiant n(n−1) ≤ 2s+ t ≤ n(n−1)+r, et un s-uplet q¯ ∈ (k \{0, 1})s
tels que le corps de fonctions rationnelles mixte croise´ Frac(SΛn,r(k)) se plonge
dans le corps de Weyl mixte Dq¯r,s,t(k).
Preuve. Si n = 1 l’alge`bre S
(1)
1,r (k) vaut k[y1] ou A1(k) suivant que r = 0
ou r = 1, et il n’y a rien a` de´montrer. Supposons donc n ≥ 2. Soient
y1, . . . , yn, w1, . . . , wr les ge´ne´rateurs de la sous-alge`bre T
Λ
n,r(k) de S
Λ
n,r(k) de´finie
en 3.1. On va montrer que le plongement conside´re´ au lemme 5.4.1 pour la
sous-alge`bre engendre´e par y1, . . . , yn s’e´tend en un plongement de T
Λ
n,r(k)
tout entier dans une alge`bre A dont le corps de fractions est un corps de Weyl
mixte. Soit A l’alge`bre engendre´e sur k par n(n− 1) + r ge´ne´rateurs
u12, v
1
2, u
1
3, v
1
3, . . . , u
1
n, v
1
n, u
2
3, v
2
3, . . . , u
2
n, v
2
n, . . . , u
n−1
n , v
n−1
n , t1, . . . , tr,
avec les relations suivantes :
(1) les n(n−1) premiers ge´ne´rateurs uij et v
k
l ve´rifient les relations (3) de´finies
en 5.4.1 ;
(2) pour i < n, l’e´le´ment ti commute a` tous les ge´ne´rateurs excepte´ u
i
i+1,
avec lequel il ve´rifie la relation [ti, u
i
i+1] = u
i
i+1 ;
(3) enfin si r = n, alors tn commute a` tous les autres ge´ne´rateurs excepte´s
v1n, avec lequel il ve´rifie [tn, v
1
n] = v
1
n.
L’alge`bre ainsi de´finie est une extension ite´re´e de Ore en ces n(n − 1) + r
ge´ne´rateurs, et admet donc un corps de fractions K. On peut de´finir un mor-
phisme de TΛn,r(k) dans A, en comple´tant le morphisme de´fini au lemme 5.4.1
par wi 7→ ti. On de´montre comme en 5.4.1 que ce morphisme est injectif.
Le graphe Γ associe´ aux relations de commutation entre les ge´ne´rateurs de A
est constitue´ :
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– de sommets d’ou` ne part ni n’arrive aucune areˆte, correspondant a` des
coefficients λi,j valant 1,
– de sommets relie´s 2 a` 2 par une areˆte quantique et d’ou` ne part aucune
autre areˆte que celle-ci,
– et de triangles du type :
vii+1
λi,i+1
ti
uii+1
,
dont les sommets ne sont relie´s a` aucun autre sommet de Γ.
Ainsi A est produit tensoriel d’une alge`bre de polynoˆmes commutatifs, d’un
nombre fini de plans quantiques, et d’un nombre fini d’alge`bres T
λi,i+1
2,1 (k)
de´finies par un graphe du type ci-dessus.
Si λi,i+1 = 1, alors T
λi,i+1
2,1 (k) est le produit tensoriel de k[v
i
i+1] par une alge`bre
U(k) dont le corps de fractions est le corps de Weyl D1(k). Si λi,i+1 6= 1, de
fac¸on analogue a` ce qui a e´te´ fait au lemme 5.4.2, on plonge T
λi,i+1
2,1 (k) dans
une alge`bre produit tensoriel d’une alge`bre U(k) par un plan quantique.
On plonge ainsi A dans une alge`bre B produit tensoriel de plans quantiques,
d’alge`bres U(k), et d’une alge`bre de polynoˆmes commutatifs. On en de´duit
un morphisme injectif de TΛn,r(k) dans B. On e´tend alors ce morphisme en un
plongement du corps de fractions de TΛn,r(k) dans le corps de fractions de B,
qui est par construction un corps de Weyl mixte. ⊓⊔
Le lemme suivant est la dernie`re e´tape vers le calcul du w-degre´ supe´rieur d’un
corps de fonctions rationnelles mixte croise´.
Lemme 5.4.4 Soient n ≥ 1 et 0 ≤ r ≤ n deux entiers, et Λ ∈ Mn(k
∗) une
matrice multiplicativement antisyme´trique. Supposons qu’il existe des entiers
m, s, t, et q¯ ∈ (k \ {0, 1})s tels que le corps de Weyl mixte Dq¯m,s,t(k) admette
un sous-corps k-isomorphe au corps de fonctions rationnelles mixte croise´
Frac(SΛn,r(k)). Alors r ≤ m.
Preuve. Soit tΛ la matrice multiplicativement antisyme´trique transpose´e de
Λ. D’apre`s le lemme 5.4.1, il existe une alge`bre Aq¯
′
0,s1,t1(k) au sens de 5.1.1 telle
que OtΛ(k
n) se plonge dans Aq¯
′
0,s1,t1(k). Pour les donne´es m, s, t, q¯ de l’e´nonce´,
conside´rons l’alge`bre en 2m+ 2s+ t+ 2s1 + t1 ge´ne´rateurs
B = Aq¯m,s,t(k)⊗A
q¯′
0,s1,t1(k)
∼= A
(q¯,q¯′)
m,s+s1,t+t1(k),
ou` (q¯, q¯′) = (q1, . . . , qs, q
′
1, . . . , q
′
s1
) ∈ (k \ {0, 1})s+s1.
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Par hypothe`se Frac(SΛn,r(k)) se plonge dans D
q¯
m,s,t(k) donc dans Frac(B). En
particulier, il existe dans Frac(B) des e´le´ments y1, . . . , yn, w1, . . . , wr engen-
drant sur k une sous-alge`bre k-isomorphe a` TΛn,r(k), et des e´le´ments y
′
1, . . . , y
′
n
engendrant sur k une sous-alge`bre k-isomorphe a` OtΛ(k
n), et tels que les y′i
commutent aux y1, . . . , yn, w1, . . . , wr. Posons Yk = yky
′
k, et Xk = Y
−1
k wk dans
Frac(B) pour tout k ≤ r. Les e´le´ments X1, . . . , Xr, Y1, . . . , Yr engendrent dans
Frac(B) une image homomorphe (donc isomorphe) de l’alge`bre deWeyl Ar(k).
On conclut que Dr(k) se plonge dans Frac(B) = D
(q¯,q¯′)
m,s+s1,t+t1(k). Il de´coule
alors du the´ore`me 5.2.2 que r ≤ m. ⊓⊔
The´ore`me 5.4.5 Soit Λ ∈ Mn(k
∗) une matrice multiplicativement antisy-
me´trique, et r ≤ n. Alors
w-supdeg(Frac(SΛn,r(k))) = 2r.
Preuve. D’apre`s le lemme 5.4.4 on a w-supdeg(Frac(SΛn,r(k))) ≥ 2r, et la
proposition 5.4.3 montre l’ine´galite´ inverse. ⊓⊔
Remarque. On a ainsi caracte´rise´ r comme un invariant rationnel des alge`bres
SΛn,r(k), inde´pendant de la pre´sentation choisie. Rappelons que, si l’on voit
SΛn,r(k) comme une alge`bre A(Γ) de´finie a` partir d’un graphe qW admissible
Γ au sens de la section 2, alors r n’est autre que la moitie´ du rang de la ma-
trice P (Γ) codant les areˆtes de Weyl dans Γ. Pour certaines classes d’alge`bres
rationnellement e´quivalentes a` des alge`bres SΛn,r(k), il est inte´ressant de pou-
voir calculer r directement en fonction des parame`tres de´finissant ces alge`bres.
C’est le cas par exemple des alge`bres de Weyl quantiques multiparame´tre´es,
comme on le verra a` la section 7.
6 Equivalence rationnelle des alge`bres mixtes croise´es.
Commenc¸ons par donner une condition ne´cessaire pour l’e´quivalence rationnelle
de deux alge`bres polynomiales mixtes croise´es.
The´ore`me 6.1 Soient n, n′ ≥ 1 et r ≤ n, r′ ≤ n′ des entiers. Soient deux ma-
trices Λ ∈ Mn(k
∗), et Λ′ ∈ Mn′(k
∗) multiplicativement antisyme´triques. Sup-
posons que les deux corps Frac(SΛn,r(k)) et Frac(S
Λ′
n′,r′(k)) soient k-isomorphes.
Alors :
(1) n = n′ et r = r′.
(2) Si de plus le tore quantique OΛ(k
∗n) est simple, alors les tores quantiques
OΛ(k
∗n) et OΛ′(k
∗n′) sont k-isomorphes.
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Preuve. Par e´galite´ des GK-degre´s de transcendance on a d’apre`s la propo-
sition 1.1.4 l’e´galite´ n+ r = n′ + r′. Par ailleurs le the´ore`me 5.4.5 prouve que
r = r′, donc n = n′. Ainsi Λ et Λ′ ont la meˆme taille, et le point 2 re´sulte alors
du lemme 4.2.2 et de la proposition 4.3.1. ⊓⊔
La question se pose naturellement de la re´ciproque du point 2 du the´ore`me 6.1.
Il est assez facile de ve´rifier qu’une telle re´ciproque est vraie dans le contexte
des corps de Weyl mixtes (voir le the´ore`me 3.1.3.3 de [28]). Nous n’avons
de re´ponse comple`te pour les corps de fonctions rationnelles mixtes croise´s
Frac(SΛn,r(k)) que dans le cas semi-classique (n = r), que nous allons main-
tenant de´velopper. Observons d’abord que les corps de fonctions rationnelles
mixtes croise´s semi-classiques Frac(SΛn,n(k)) ne sont des corps de Weyl mixtes
que si ce sont des corps de Weyl classiques. C’est l’objet de la proposition
suivante, qui ge´ne´ralise le corollaire 5.3.3.
Proposition 6.2 Soient n ≥ 1 un entier, et Λ ∈ Mn(k
∗) multiplicativement
antisyme´trique. Supposons qu’il existe des entiers positifs m′, n′, t′ et un n′-
uplet q¯ ∈ (k \ {0, 1})n
′
tels que Frac(SΛn,n(k)) soit k-isomorphe au corps
de Weyl mixte Dq¯m′,n′,t′(k). Alors n = m
′, et n′ = t′ = 0, c’est-a`-dire que
Frac(SΛn,n(k)) est le corps de Weyl classique Dn(k) = Frac(An(k)).
Preuve. Par e´galite´ des GK-degre´s de transcendance on a : 2n = 2m′ +
2n′ + t′. Par ailleurs d’apre`s la proposition 5.3.2 et le the´ore`me 5.4.5, l’e´galite´
du w-degre´ supe´rieur des deux corps implique 2n = 2m′, ce qui prouve la
proposition. ⊓⊔
Par e´galite´ des GK-degre´s de transcendance, la re´ciproque au the´ore`me 6.1
dans le cas semi-classique n’a de sens que pour n = n′. Elle s’e´nonce alors
comme suit.
The´ore`me 6.3 (Cas semi-classique) Soient n ∈ N, et Λ,Λ′ ∈ Mn(k
∗)
multiplicativement antisyme´triques. Supposons que le tore quantique OΛ(k
∗n)
est simple. Alors les corps Frac(SΛn,n(k)) et Frac(S
Λ′
n,n(k)) sont k-isomorphes
si et seulement si les tores OΛ(k
∗n) et OΛ′(k
∗n) sont k-isomorphes.
Preuve. La condition est ne´cessaire par le the´ore`me 6.1.
Re´ciproquement, soit Φ un isomorphisme du tore quantique kΛ[y
±1
1 , . . . , y
±1
n ]
sur kΛ′[y
′±1
1 , . . . , y
′±1
n ]. Il existe d’apre`s la proposition 4.1.2 une matrice H =
(hi,j)1≤i,j≤n dans GLn(Z) telle que pour tout i, Φ(yi) = αiy
′
1
h1,i . . . y′n
hn,i ,
avec αi ∈ k
∗. Notons H−1 = (h′i,j)1≤i,j≤n. Notons w1, . . . , wn, y1, . . . , yn les
ge´ne´rateurs sur k de la sous-alge`bre TΛn,n(k) de S
Λ
n,n(k) de´finie en 3.1.1, et
w′1, . . . , w
′
n, y
′
1, . . . , y
′
n les ge´ne´rateurs sur k de T
Λ′
n,n(k). On ve´rifie alors aise´ment
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qu’il existe un isomorphisme Φ̂ de T̂Λn,n(k) sur T̂
Λ′
n,n(k), de´fini pour tous 1 ≤
i, j ≤ n par Φ̂(yi) = y
′
1
h1,i . . . y′hn,in et Φ̂(wj) = h
′
j,1w
′
1 + . . . + h
′
j,nw
′
n. Cet
isomorphisme s’e´tend aux corps de fractions, ce qui termine la preuve. ⊓⊔
Remarque. Le the´ore`me 6.3 permet de retrouver certains re´sultats de [27].
En effet, sa preuve montre en fait, pour les alge`bres d’ope´rateurs diffe´rentiels
eule´riens sur les tores quantiques simples (c’est-a`-dire les alge`bres T̂Λn,n(k) avec
les notations de 3.1.1), que les conditions suivantes sont e´quivalentes :
(1) T̂Λn,n(k) est k-isomorphe a` T̂
Λ′
n,n(k) ;
(2) T̂Λn,n(k) est rationnellement e´quivalente a` T̂
Λ′
n,n(k) ;
(3) les tores quantiques simples OΛ(k
∗n) et OΛ′(k
∗n) sont k-isomorphes ;
(4) les tores quantiques simples OΛ(k
∗n) et OΛ′(k
∗n) sont rationnellement
e´quivalents.
Notons enfin que dans le cas uniparame´tre´, meˆme sans l’hypothe`se de sim-
plicite´ du tore quantique sous-jacent, on peut de´montrer un re´sultat similaire,
graˆce a` la notion suivante de matrice canonique, utilise´e par A.N. Panov dans
[25].
De´finition 6.4 Soient deux entiers n ≥ 1 et 0 ≤ s ≤ n/2. Soit (c1, . . . , cs)
une famille d’entiers strictement positifs tels que ci divise ci+1 pour tout i. On
appelle matrice canonique antisyme´trique de taille n associe´e a` (c1, . . . , cs), la
matrice diagonale par blocs
Cn(c1, . . . , cs) = Diag[C1, . . . , Cs, 0, . . . , 0], ou` Ci =
(
0 ci
−ci 0
)
.
The´ore`me 6.5 (Cas uniparame´tre´) Soient n ≥ 1 un entier, et q ∈ k∗ non
racine de l’unite´.
(i) Soit S = (si,j) ∈Mn(Z) une matrice antisyme´trique de rang 2s, et posons
Λ = (qsi,j)i,j ∈Mn(k
∗). Alors il existe une matrice antisyme´trique canonique
C = (ci,j) = C
n(d1, . . . , ds) e´quivalente a` S, telle que Frac(S
Λ
n,n(k)) est k-
isomorphe a` Frac(SΛ
′
n,n(k)), ou` Λ
′ = (qci,j)i,j.
(ii) Soient s, s′ ≤ n/2 deux entiers, et deux matrices antisyme´triques canon-
iques C = Cn(d1, . . . , ds) et C
′ = Cn(d′1, . . . , d
′
s′). Alors les corps gauches
Frac(SΛn,n(k)) et Frac(S
Λ′
n′,n′(k)) sont k-isomorphes si et seulement si n =
n′, et C = C ′.
Preuve. On adapte les preuves de [25], en s’assurant qu’on peut remplacer
le corps de base k par le corps de Weyl Dn(k). ⊓⊔
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7 Applications aux alge`bres de Weyl quantiques multiparame´tre´es.
Un exemple particulie`rement significatif d’alge`bres rationnellement e´quivalentes
a` des alge`bres polynomiales mixtes croise´es est celui des alge`bres de Weyl quan-
tiques multiparame´tre´es. Notons que dans le cas “purement quantique”, cette
e´quivalence rationnelle a e´te´ e´tablie dans [2]. Il existe dans la litte´rature de
tre`s nombreuses fac¸ons d’introduire les alge`bres de Weyl quantiques associe´es
a` la de´finition d’un calcul diffe´rentiel sur diverses de´formations de l’espace
affine ([30], [24], [13], [17]...). Toutes aboutissent a` des formes particulie`res de
la de´finition ge´ne´rale que nous donnons ci-dessous (d’apre`s [24] ; voir aussi [8],
de´finition I.2.6, et la section 1.3 de [28]). Ces alge`bres ont fait l’objet de nom-
breuses e´tudes du point de vue de la the´orie des anneaux (voir par exemple
les articles [2], [20], [17], [14], [15] et leurs bibliographies, ainsi que le chapitre
5 de [28]).
De´finition 7.1 Soit n ≥ 1 un entier, soit Λ ∈ Mn(k
∗) multiplicativement
antisyme´trique, et soit q¯ = (q1, . . . , qn) ∈ (k
∗)n. L’alge`bre de Weyl multi-
parame´tre´e Aq¯,Λn (k) est la k-alge`bre engendre´e par 2n ge´ne´rateurs x1, y1, . . . , xn, yn
soumis aux relations ci-dessous, pour 1 ≤ i < j ≤ n :
yiyj = λi,jyjyi,
xixj = qiλi,jxjxi,
xiyj = λ
−1
i,j yjxi,
xjyi = qiλi,jyixj ,
xjyj = 1 +
∑
1≤k<j(qk − 1)ykxk + qjyjxj .
(4)
Comme pour les alge`bres polynomiales mixtes croise´es on peut ve´rifier que la
GK-dimension de Aq¯,Λn (k) et le GK-degre´ de transcendance de Frac(A
q¯,Λ
n (k))
valent 2n.
Les alge`bres de Weyl quantiques multiparame´tre´es de´finies ci-dessus, ou leur
version “alternative” Aq¯,Λn (k) pre´sente´e dans [1], admettent toujours une lo-
calisation commune avec des alge`bres SΛn,r(k). C’est l’objet de la proposition
suivante.
Proposition 7.2 Soient n ≥ 1 un entier, q¯ = (q1, . . . , qn) ∈ (k
∗)n et Λ ∈
Mn(k
∗) multiplicativement antisyme´trique. Soient r le nombre de qi e´gaux a`
1, et qi1 , . . ., qin−r les qi diffe´rents de 1. Soit Λ
′ ∈M2n−r(k
∗) multiplicativement
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antisyme´trique
Λ′ =
 (1) M
M ′ Λ
 , avec
M = (mk,t) ∈ Mn−r,n(k
∗) de´finie par mk,t = qik si t = ik et mk,t = 1 sinon,
M ′ = (m′k,t) ∈Mn,n−r(k
∗) de´finie par m′k,t = q
−1
it si k = it et m
′
k,t = 1 sinon.
Alors Frac(Aq¯,Λn (k)) est k-isomorphe a` Frac(S
Λ′
2n−r,r(k)).
Preuve. Dans Aq¯,Λn (k) soit zi = xiyi − yixi pour tout 1 ≤ i ≤ n (voir [20], et
la section 1.3 de [28]). Ce sont des e´le´ments normaux, et on note B q¯,Λn (k) le
localise´ de Aq¯,Λn (k) en la partie multiplicative engendre´e par les zi. Conside´rons
les e´le´ments x′j = z
−1
j−1xj et z
′
i = z
−1
i−1zi de B
q¯,Λ
n (k). Alors dans B
q¯,Λ
n (k) les
e´le´ments
yj1, . . . , yjr , yi1, . . . , yin−r , x
′
j1
, . . . , x′jr , z
′
i1
, z′in−r ,
ou` j1 < . . . < jr sont les indices tels que qjk = 1 pour 1 ≤ k ≤ r, et
i1 < . . . < in−r sont les indices tels que qik 6= 1 pour 1 ≤ k ≤ n − r, ve´rifient
les relations :
yiyj = λi,jyjyi, pour tous 1 ≤ i, j ≤ n,
yix
′
jk
= λ−1i,jkx
′
jk
yi, pour tous 1 ≤ i ≤ n, 1 ≤ k ≤ r, i 6= jk
x′jkyjk = yjkx
′
jk
+ 1, pour tous 1 ≤ k ≤ r
yjz
′
ik
= z′ikyj, pour tous 1 ≤ j ≤ n, 1 ≤ k ≤ n− r, j 6= ik
yikz
′
ik
= qikz
′
ik
yik , pour tous 1 ≤ k ≤ n− r,
x′jkz
′
il
= z′ilx
′
jk
, pour tous 1 ≤ k ≤ r, 1 ≤ l ≤ n− r.
(5)
On ve´rifie aise´ment que les monoˆmes en ces e´le´ments sont line´airement inde´-
pendants. Ceux-ci engendrent donc une sous-alge`bre de B q¯,Λn (k) k-isomorphe
a` l’alge`bre polynomiale mixte croise´e SΛ
′
2n−r,r(k). Par ailleurs leur de´finition
implique que le corps de fractions de cette sous-alge`bre est Frac(Aq¯,Λn (k)) tout
entier. ⊓⊔
Corollaire 7.3 Soit Aq¯,Λn (k) une alge`bre de Weyl quantique multiparame´tre´e.
On suppose que, pour tout 1 ≤ i ≤ n, on a qi=1 ou qi non racine de l’unite´.
Alors Z(Frac(Aq¯,Λn (k))) = k.
Preuve. On a vu a` la proposition 7.2 que le corps de fractions de Aq¯,Λn (k) est
le corps de fractions de l’alge`bre polynomiale mixte croise´e engendre´e par les
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ge´ne´rateurs
yj1, . . . , yjr , yi1, . . . , yin−r , x
′
j1
, . . . , x′jr , z
′
i1
, z′in−r ,
avec les relations (5). Avec les notations de 7.2, la proposition 3.3.1 mon-
tre que Z(Frac(Aq¯,Λn (k))) est l’intersection de Z(kΛ′(y1, . . . , yn, z
′
i1
, . . . , z′in−r))
avec le sous-corps de Frac(Aq¯,Λn (k)) engendre´ par yi1 , . . . , yin−r , z
′
i1
, . . . , z′in−r .
Puisqu’aucun des qi1 , . . . , qin−r n’est racine de l’unite´, on montre facilement
que le centre du tore quantique OΛ′(k
∗2n−r) ne comporte aucun monoˆme en
les ge´ne´rateurs yi1 , . . . , yin−r , z
′
i1
, . . . , z′in−r . On en de´duit avec la proposition 2.8
de [10] qu’il en est de meˆme du centre du corps kΛ′(y1, . . . , yn, z
′
i1
, . . . , z′in−r),
et donc que Z(Frac(Aq¯,Λn (k))) = k. ⊓⊔
Proposition 7.4 Soient n ≥ 1 un entier, Λ ∈ Mn(k
∗) une matrice multi-
plicativement antisyme´trique, et q¯ = (q1, . . . , qn) ∈ (k
∗)n. Notons r le nombre
de qi e´gaux a` 1. Alors
w-supdeg(Frac(Aq¯,Λn (k))) = 2r.
Preuve. Ceci de´coule du the´ore`me 5.4.5 et de la proposition 7.2. ⊓⊔
On obtient enfin les re´sultats suivants concernant les corps de fractions des
alge`bres de Weyl quantiques multiparame´tre´es.
The´ore`me 7.5 Soient n, n′ ≥ 1 deux entiers, q¯ ∈ (k∗)n, q¯′ ∈ (k∗)n
′
, Λ ∈
Mn(k
∗) et Λ′ ∈Mn′(k
∗) multiplicativement antisyme´triques.
Si Frac(Aq¯,Λn (k))
∼= Frac(A
q¯′,Λ′
n′ (k)), alors :
– n = n′ et q¯ et q¯′ ont le meˆme nombre r d’e´le´ments e´gaux a` 1.
– Si de plus le tore quantique O
Λ˜
(k∗2n−r) est simple, avec les notations de la
proposition 7.2, alors :
O
Λ˜
(k∗2n−r) ∼= OΛ˜′(k
∗2n−r).
Preuve. On applique le the´ore`me 6.1, via la proposition 7.2. ⊓⊔
Remarque. Si tous les qi sont e´gaux a` 1, c’est-a`-dire que r = n alors A
1¯,Λ
n (k) =
SΛn,n(k), et le the´ore`me 6.3 s’applique directement.
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