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Abstract
This paper deals with broadcasting in a network with t-locally bounded Byzantine
faults. One of the simplest broadcasting algorithms under Byzantine failures is referred
to as a certi¯ed propagation algorithm (CPA), which is the only algorithm we know
that does not use any global knowledge of the network topology. Hence, it is worth
focusing on a graph-theoretic parameter such that CPA will work correctly. Using the
theory of maximum adjacency (MA) ordering, a new graph-theoretic parameter for
CPA is proposed.
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1 Introduction
In bidirectional communication network, it is important to analyze the parameters of the
network for which a communication algorithm works correctly despite a limited number of
failures and with no knowledge of their locations. Of all possible types of faults, Byzantine
faults model the worst-case fault scenario. Byzantine failures demonstrate damaging be-
havior: they stop messages from being transmitted, and they transmit by false messages
maliciously. We assume that Byzantine failures are restricted by the content of messages
but they cannot a®ect schedules. Since Byzantine failures represent worst-case faults,
some algorithms working correctly in networks with Byzantine failures can be safely used
under any assumptions involving faults. Moreover, there are several other fault models
depending on the number and location of faults. One of these models is t-locally bounded,
in which at most t permanent malicious failures are permitted in the neighborhood of each
vertex.
In this paper, we deal with broadcasting in a network with t-locally bounded Byzantine
faults. Broadcasting is one of the most important procedures in communications. It
involves the task of transmitting a message that has originated at one processor, called
a source, to all other processors in the network. Fault-tolerant broadcasting has been
extensively studied (e.g. Pelc [3]). Koo [1] investigated broadcasting in special networks
under our fault model, and devised a simple broadcasting algorithm that is referred to
as a Certi¯ed Propagation Algorithm (CPA). Pelc{Peleg [4] established a graph-theoretic
parameter such that the CPA works correctly under our fault model in any network. They
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also found a graph-theoretic parameter such that no broadcast algorithm can work under
our fault model. So far, CPA is the only broadcast algorithm we know that works under
t-locally bounded Byzantine faults that does not use any global knowledge of the network
topology. Hence, it is worth focusing on a graph-theoretic parameter such that CPA will
work correctly.
2 Broadcast algorithm
We represent a communication network as a connected undirected graph G = (V;E),
where each vertex v 2 V corresponds to a processor and each edge e 2 E corresponds
to a communication line between processors. For v 2 V , let ¡(v) be the neighborhood
of v including v, i.e., ¡(v) = fu 2 V j (v; u) 2 Eg [ fvg. For a positive integer t, a
subset W of V is called t-local if jW \ ¡(v)j · t holds for any v 2 V . Let us consider a
broadcast algorithm from an arbitrary source vertex under any t-local set of Byzantine
faults. Two requirements of broadcast algorithms are that they never cause a vertex to
accept an incorrect message from a given source and that they deliver the message to all
the vertices. The assumption behind broadcast algorithms is that the source is fault-free
and that all vertices know which vertex is the source. We call a broadcast algorithm t-
locally fault-tolerant if it works correctly from an arbitrary source under any t-local set of
Byzantine faults.
The simplest t-locally fault-tolerant broadcast algorithm is CPA devised by Koo [1].
The following gives a precise formulation of CPA for a t-local set of faults.
Step 0 A given source s sends a message to all its neighbors ¡(s) n fsg.
Step 1 Each vertex in ¡(s) n fsg accepts the message received from source s, and sends
it to all its neighbors.
Step 2 If there is a vertex v 2 V n ¡(s) which has not accepted any message yet and
it receives t + 1 same messages from distinct neighbors, v accepts the message and
sends it to all its neighbors.
Step 3 If all the vertices accept the message, then stop. Otherwise, go to Step 2.
Pelc-Peleg [4] found a graph-theoretic parameter such that CPA works correctly. For a
graph G and for any s; v 2 V , de¯ne Xs(v) = jfu 2 V j ds(u) < ds(v)gj, where ds(v) is
the shortest path length from s to v. Let X(G) = minfXs(v) j s 2 V; v 2 V n ¡(s)g.
Lemma 1 ([4]Lemma 2.1) For a graph G, CPA is t-locally fault-tolerant if t < X(G)=2.
Pelc-Peleg [4] also established a di®erent parameter LPC(G) such that, for a graph G
and for t ¸ LPC(G), no broadcast algorithm can work under t-locally bounded Byzantine
faults. A subset C of vertices is called a t-local pair cut if a subgraph deleting C has
at least two connected components and C can be partitioned into two t-local sets. The
parameter LPC(G) is de¯ned by the smallest nonnegative integer t such that G has a
t-local pair cut.
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3 MA ordering parameter
Using the theory of a maximum adjacency (MA) ordering [2], we establish a new upper
bound on t for which CPA is t-locally fault-tolerant. For any vertex v 2 V and subset
W µ V of vertices, let ±(W; v) = jf(w; v) 2 E j w 2 Wgj. An MA ordering is de¯ned by
a total ordering ¾ = (v1; v2; : : : ; vn) of vertices in V such that ±(Wi¡1; vi) ¸ ±(Wi¡1; vj)
holds for all i; j with 1 · i < j · n, where W0 = ; and Wi = fv1; v2; : : : ; vig. In our
case, for source s, let W s0 = ¡(s) and ¾
s = (vs1; v
s
2; : : : ) be an MA ordering for V n ¡(s),
i.e., ±(W si¡1; v
s
i ) ¸ ±(W si¡1; vsj ) holds for all i; j with 1 · i < j · jV n ¡(s)j, where
W si = fvs1; vs2; : : : ; vsi g. De¯ne ~X(G) = minf±(W sk ; vsk) j s 2 V; k = 1; 2; : : : g.
Theorem 2 For a graph G, CPA is t-locally fault-tolerant if t < ~X(G)=2.
Proof. For a given source s and any vertex vsi 2 V n ¡(s), jW si¡1 \ ¡(vsi )j = ±(W si¡1; vsi ) ¸
~X(G) > 2t holds. Thus, at the ¯rst iteration of CPA, Step 2 can select vs1, which receives
more than t+1 same messages. By induction, we can show that, at the ith iteration, Step
2 can select vsi and that, at the end of the ith iteration, W
s
i is a set of vertices that accept
the message. Hence, CPA works correctly.
The following property shows that parameter ~X(G) is more e±cient than X(G) for
the upper bound on t for which CPA is t-locally fault-tolerant.
Property 3 For any graph G, ~X(G) ¸ X(G) holds.
Proof. Note that, for any s0 and v0 2 V n ¡(s0), Xs0(v0) ¸ X(G) holds. Let ~X(G) =
±(W s`¡1; v
s
` ). If we assume ~X(G) < X(G), we obtain Xs(v
s
` ) > ±(W
s
`¡1; v
s
` ), which implies
that there exists v^ that does not belong to W s`¡1 and that is nearer from s than v
s
` . If
there are many such vertices, we choose the one whose distance from s is minimum, i.e.,
we choose a vertex attaining minfds(v) j v 2 Xs(vs` ) nW s`¡1g. Let the order of v^ in ¾s be
vsm. From the de¯nition of MA ordering, we have ±(W
s
`¡1; v
s
` ) ¸ ±(W s`¡1; vsm). Hence, we
obtain
Xs(vsm) ¸ X(G) > ~X(G) = ±(W s`¡1; vs` ) ¸ ±(W s`¡1; vsm):
Thus, there exists a vertex v that does not belong to W s`¡1 and that is nearer from s than
vsm. This fact contradicts the choice of v
s
m.
Moreover, we can show a graph G so that the di®erence between ~X(G) and X(G) is large.
Example 1 For a positive integer h, graph Gh = (V h; Eh) has vertex set V h = fw1; w2; : : : ; whg[
fu1; u2; : : : ; uhg and edge set Eh = f(wi; uj) j 1 · i < j · hg [ f(ui; uj) j 1 · i < j ·
hg [ f(wi; wj) j 1 · i < j · hg. Obviously, we obtain X(Gh) = Xu1(wh¡1) = 1 and
~X(Gh) = h ¡ 1. Figure 1 shows graph Gh with h = 5. Indeed, CPA works correctly on
graph Gh for t · d(h ¡ 1)=2e ¡ 1. However, for t ¸ d(h ¡ 1)=2e, CPA stops before all
the vertices accept the message if u1 is the source and u2; : : : ; ud(h¡1)=2e+1 are Byzantine
failures.
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Figure 1: Graph Gh with h = 5
The parameter ~X(G) also establishes a lower bound on t for which CPA does not work
correctly under any t-local set of Byzantine faults.
Theorem 4 For any graph G, CPA is not t-locally fault-tolerant if t > ~X(G).
Proof. Assume that CPA is t-locally fault-tolerant for t > ~X(G). Let ~X(G) = ±(W s`¡1; v
s
` ).
With W , we denote a set of vertices that accept the message from s before Step 2 of
CPA selects vs` . Since v
s
` receives t + 1 same messages, ±(W; v
s
` ) > t holds. The fact
±(W; vs` ) > ±(W
s
`¡1; v
s
` ) implies W nW s`¡1 6= ;. Let v^ be a vertex selected ¯rst at Step
2 from W nW s`¡1, and let cW be a set of vertices that accept the message before Step 2
selects v^. From the de¯nition of v^, we have cW µ W s`¡1. Therefore, we obtain ±(cW; v^) ·
±(W s`¡1; v^) · ±(W s`¡1; v`) = ~X(G) < t, which contradicts that vk receives at least t + 1
messages.
Pelc-Peleg[4] established by LPC(G) a lower bound on t for which there was no t-
locally fault-tolerant algorithm. Even though ~X(G) is expected to give a better lower
bound for CPA than LPC(G), there exists no relation between ~X(G) and LPC(G).
Example 2 Graph G1 in Figure 2 shows an example where ~X(G) is larger than LPC(G).
We can verify ~X(G1) = 2. However, since C1 [ C2 is a 1-local pair cut for C1 = fx; x0g
and C2 = fy; y0g，we obtain LPC(G1) = 1. Thus, when there exists one Byzantine faulty
vertex, no broadcast algorithm works. Hence, CPA does not work correctly with one faulty
Byzantine vertex.
Graph G2 in Figure 2 shows an example where ~X(G) is smaller than LPC(G). We
have ~X(G2) = 1. Indeed, by using CPA, the inner four vertices cannot accept a message
from x when t = 1. Meanwhile, C1 [ C2 is a 2-local pair cut for C1 = fx; x0; x00g and
C2 = fy; y0; y00g. Since we can verify that there is no 1-local pair cut on G2, we obtain
LPC(G2) = 2.
From the above example, we can use both ~X(G) and LPC(G) to determine whether CPA
is t-locally fault-tolerant. However, we can conclude that ~X(G) is proper than LPC(G)
because we can calculate ~X(G) e±ciently.
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Figure 2: Examples of di®erence in inequality relation between ~X(G) and LPC(G)
4 Concluding remarks
The previous section presented new upper and lower bounds on t for which CPA is t-locally
fault-tolerant, using the theory of MA ordering. Even though the new upper bound is more
e±cient than the existing one, there is still a gap between our upper and lower bounds.
Finally, we discuss the possibility of other graph-theoretic parameters. The MA or-
dering is known to derive algorithmic results attained in the area of graph connectiv-
ity, where some other total orderings of vertices are also introduced. One of such or-
derings is minimum degree (MD) ordering. The MD ordering is an ordering of ver-
tices ¼ = (~v1; ~v2; : : : ; ~vn) that is obtained by repeating the procedure of choosing a
vertex with the minimum degree and removing it from the graph. In order to con-
struct a new graph-theoretic parameter, for source s, let ¼s = (~vs1; ~v
s
2; : : : ) be a total
ordering for V n ¡(s) such that ±(V n V si¡1; ~vsi ) · ±(V n V si¡1; ~vsj ) holds for all i; j with
1 · i < j · jV n ¡(s)j, where V s0 = ; and V si = f~vs1; ~vs2; : : : ; ~vsi g. We can de¯ne
Z(G) = minf±(G¡ V sk¡1; ~vsk) j s 2 V; k = 1; 2; : : : g. If each subgraph induced by V n V si¡1
is connected, Z(G) can give an upper bound on t for which CPA is t-locally fault-tolerant.
However, this parameter Z(G) does not seem to yield a good parameter.
Property 5 For any graph G, ~X(G) ¸ Z(G) holds.
Proof. Let ~X(G) = ±(W s`¡1; v
s
` ) and ¼(v
s
` ) = ~v
s
j . If we assume ~X(G) < Z(G), we obtain
±(V n V sj¡1; ~vsj ) ¸ Z(G) > ~X(G) = ±(W s`¡1; vs` ), which implies that (V n V sj¡1) nW s`¡1 6=
;. Let us select a vertex ~vsm 2 (V n V sj¡1) n W s`¡1 with the largest m. Then, we have
(V n V sm¡1) nW s`¡1 = f~vsmg. however, we obtain
±(V n V sm¡1; ~vsm) ¸ Z(G) > ~X(G) = ±(W s`¡1; vs` ) ¸ ±(W s`¡1; ~vsm);
where the last inequality comes from the de¯nition of MA ordering. Thus, there exists
v 6= ~vsm in (V n V sm¡1) nW s`¡1 which contradicts the choice of ~vsm.
Moreover, the following example shows that Z(G) does not give a lower bound on t for
which CPA is t-locally fault-tolerant. For a positive integer t, graph Gt = (Vt; Et) has
vertex set Vt = fsg [ fw1; : : : ; w2t+1g [ fu1; : : : ; u2t+1g [ fv1; : : : ; w4t+2g and edge set
Et = f(s; wi) j 1 · i · 2t+ 1g [ f(wi; uj) j 1 · i · 2t+ 1; 1 · j · 2t+ 1g [ f(ui; vj) j 1 ·
i · 2t+1; 1 · j · 2t+1g[f(vi; vj) j 1 · i < j · 4t+2g[f(w1; v1)g. Figure 3 shows graph
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Gt with t = 1. Note that the subgraphs of Gt induced by fw1; : : : ; w2t+1g[fu1; : : : ; u2t+1g
and induced by fu1; : : : ; u2t+1g[fv1; : : : ; v2t+1g areK2t+1;2t+1, respectively. The subgraph
induced by fv1; : : : ; v4t+2g is K4t+2. Thus, we can verify that CPA is t-locally fault-
tolerant on this graph Gt. On the other hand, we obtain MD ordering for source s,
¼s = (u1; u2; : : : ; u2t+1; v4t+2; v4t¡1; : : : ; v2; v1). Hence, we obtain Z(Gt) = 1.
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Figure 3: Graph Gt with t = 1
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