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Executive Summary
Over the past decade, there has been a rapid growth in the deployment of small un-
manned aerial vehicles (UAV). This type of aircraft has become a feasible solution
to many applications such as surveying complex terrain, remote sensing, filming
and many military purposes. Due to the nature of fixed-wing UAVs’ nonlinear
flight dynamics, a robust control system is required in order to achieve accurately
controllable flights. However, this desirable flight property presents significant
design challenges from a control systems perspective.
There are various problems with the conventional model-based method of con-
troller design for UAVs. Firstly, the physical and aerodynamic parameters can
be extremely difficult and time consuming to determine, especially for miniature
UAVs with very small parameters. Secondly, the actuator and sensor dynamics
are often ignored. Lastly, some nonlinear parameters may vary depending on op-
erating points. For these reasons, the identified parameters for the physical model
may not be ideal for flight controller design.
As a major contribution to the field, a novel automatic tuning approach was pro-
posed, one that ensures the desired closed-loop performance can be achieved, while
also being simple and straightforward to implement. The main idea is to identify
the open loop frequency response through closed-loop relay feedback experiment,
to be used in the controller parameter selection.
Futhermore, due to existing nonlinearities, a gain scheduled controller was adopted
to allow the aircraft to compensate for the change in airspeed. The gain sched-
uled controller was designed based on several linear models identified with the
autotuner.
Additionally, it is commonly known that the main challenges for small UAVs
are predominantly associated with maintaining steady and controllable operations
in turbulence. This type of UAV typically operates at low altitude, which is
characterised as having high level of turbulence intensity. Instability in the attitude
system can easily lead to deviation from the commanded trajectory or crashes as
a consequence of turbulence-induced perturbation.
Therefore, leading to another contribution of this research, which is the formula-
tion, modelling and implementation of the disturbance feedforward controller for
iv
perturbation mitigation. This work was performed on top of the autotuned system
to improve flight stability in turbulence. The feedforward controller was experi-
mentally validated and compared with several disturbance rejection controllers in
a wind tunnel, which has more challenging turbulence spectrums than what UAVs
typically experience in atmospheric turbulence. Finally, an outdoor flight test was
conducted to show how the system reacts to atmospheric gusts.
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Introduction
The term unmanned aerial vehicle, or UAV, has many definitions and can be used
interchangeably with unmanned aerial system (UAS). UAV is commonly defined
as,
“A reusable aircraft designed to operate without an onboard pilot. It
does not carry passengers and can be either remotely piloted or prepro-
grammed to fly autonomously.”
(Joint Capability Group on Unmanned Aerial Vehicles, STANAG
4671)
The use of the word reusable in the quote is of note as it highlights the difference
between unmanned aircraft and guided weapon/munitions.
UAVs have become more popular than ever in the last decades due to recent
technological advancement (Oland, 2014), which has led to lower cost, smaller size
and better portability (Dorobantu et al., 2011), thus, making them very accessible
nowadays. This type of air vehicle has gained strong interest, and been widely
employed as a feasible solution to many problems (Cai et al., 2010); for exam-
ple, reconnaissance in complex or dangerous terrains where pilot casualties are
possible is a major military application. UAVs can also be used for remote data
collection to survey or map areas using various onboard sensors such as camera,
optical, pressure, chemical radiation and electromagnetic sensors. There is also an
emerging trend to use drones for delivery, and this technology is currently being
developed by many established companies like Amazon, Google and Walmart. It
1
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is estimated that 90% of UAV applications are satisfied by the lower end units or
small-scale UAVs (norton Schwartz, 2015).
Due to the increasing demand for UAV deployments for varied applications,
many different configurations with significantly distinct flight characteristics have
been designed. Figure 1.1 shows the classification of various types of UAVs. Each
configuration has their own advantages and disadvantages in terms of energy ef-
ficiency, controllability/manoeuvrability, stability, payload capability and propul-
sion. The main focus of this research is on the fixed-wing UAV with conventional
configuration, because it is the most common configuration. Specifically, small-
scale UAVs or micro aerial vehicles (MAV) are of interest because they constitute
very unique challenges as opposed to larger aircraft.
Unmanned Aerial Vehicles
Lighter than air Heavier than air
Non-motorised Motorised Non-motorised Motorised
GliderBlimpBalloon Fixed-wing Bio-inspired
Helicopter MultorotorConventional Tandem wing Hybrid
Flapping wing
Ducted fan
Rotary wing
Figure 1.1: Types of UAVs (Adapted and updated from (Bouabdallah, 2007))
Dating back to the early 19th century, the fixed-wing aircraft model was
the foundation of many flight experiments, and the goal back then was to create a
passenger aircraft (Fisher, 2013). They were clockwork and rubber band powered,
and have been documented as being developed as early as 1857 (Mueller, 2009).
This was the initial step then towards the current UAVs.
The early models of aircraft had propulsion engines, radio transmitting
parts and control surfaces, and they were typically manually piloted (Fisher,
2013). Further improvements were enabled by the development of electric mo-
tors, rechargeable batteries and autopilot systems. In addition, the growth in
microelectromechanical systems (MEMS) technology, along with global position-
ing system and camera, has expanded the capability of UAVs by allowing them
to be even smaller and lighter (Chen, 2017). This type of miniaturised systems
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is referred to as MAV. Although the definition of MAV has become more open
nowadays, they are usually categorised by their small size, light weight and low
altitude operations.
1.1 Challenges and motivations
In recent years, development of small UAVs has become one of the most active
research areas due to the high demand (Bi et al., 2017). Many UAVs routinely
operate in urban environments and around large infrastructure, terrains which are
considered to have high levels of turbulence intensity (Watkins et al., 2006; White
et al., 2012). In addition, due to the nature of fixed-wing aircraft’s nonlinear dy-
namics, a robust attitude control system is required in order to achieve stable and
accurate controllable flights in most outdoor conditions. Flying in these condi-
tions and maintaining stability/accuracy present significant design problems from
a control perspective.
Attitude control system is a fundamental part of any flight control system,
as it allows an aircraft to be maintained in its desired orientation, which could
be directly specified by the pilot or by the guidance system. The design of the
attitude controller is one of the most important aspects in designing a flight control
system, as it is the first step towards achieving a fully autonomous aircraft.
Over the past decades, different control architectures have been proposed in
the control engineering field, such as proportional-integral-derivation (PID) (As-
trom, 1995; Li et al., 2006b), model predictive control (MPC) (Mayne et al., 2000;
Wang, 2009), H∞ control (Burl, 1998; Chen, 2000), iterative learning control (Free-
man and Tan, 2011), and many more. Due to its simplicity and low computational
demand, PID controller has become the most widely used controllers in autopilots
(Mystkowski, 2013). Cascaded PID remains the most dominant control method
in UAV markets as it provides comparable or even better performance than some
of the more sophisticated algorithms due to its robustness (Bouabdallah, 2007;
Pounds et al., 2010). The straightforwardness of PID controllers also allows pilots
to easily tweak and improve controller settings.
The most common practice in designing flight controllers first involves the
use of nonlinear simulation platforms of the aircraft physical models (Jafarov,
2006). This is followed by flight experiments while maintaining communication
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with the operator, who can switch between automatic and manual modes at any
time. The controller parameters are then further tuned by trial-and-error to opti-
mise the flight performance.
However, there are various problems with the common method of controller
design. Firstly, the physical and aerodynamic parameters are usually determined
through a series of experiments. Some of the parameters can be extremely diffi-
cult and time consuming to obtain (Hoffer et al., 2014), especially for a small UAV
where some of the parameters are very small. Secondly, the actuator and sensor dy-
namics are often ignored. Thirdly, some nonlinear parameters may vary depending
on operating points. The combination of measurement errors, neglected dynamics
and parameter variations significantly affect the accuracy of the model; hence, the
simulation platform is not an ideal representative of the UAV’s behaviour. Thus,
the controllers that have been adjusted and tuned in the simulation platform will
not always be able to achieve the desired performance when deployed on the ac-
tual aircraft. Tuning in-flight can be difficult for inexperienced pilots and this can
lead to crashes, which may result in broken expensive electronic parts. These fac-
tors have motivated the development of the automatic tuning for fixed-wing UAVs
flight control system, that is able to identify suitable PID controller parameters
with the minimal use of human interaction.
In addition, this type of UAVs typically operate at low altitude in the re-
gion referred to as the Atmospheric Boundary Layer (ABL). Depending on factors
including climate and terrain, the ABL region extends up to five kilometres above
the ground (Garratt, 1994). The spatial and temporal variations in wind veloc-
ity are exacerbated in the ABL (Abdulrahim et al., 2017), thus, inducing more
aggressive perturbations on UAVs. Furthermore, due to the fact that UAVs fly
at lower speed than normal aircraft, the challenges associated with atmospheric
turbulence for UAVs are significantly different to and more critical than those of
larger aircraft. Walshe (1972) has documented the variation in turbulent inten-
sity and gradient wind in different environments including urban, residential and
open terrain as shown in Figure 1.2. According to the figure, the wind profile is
significantly influenced by the roughness of the ground surface.
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Figure 1.2: Gradient wind and turbulence intensity for various terrains.
(Adapted from Walshe (1972); Watkins et al. (2010); Mohamed (2015))
It is well known that the main challenges for small UAVs are mostly associ-
ated with maintaining steady and controllable operations in turbulence (Watkins
et al., 2015). To date, these constraints have not been effectively addressed for a
number of reasons (Elbanhawi et al., 2017), such as inadequate control systems,
limited computation power, and limited actuation speed and power. Figure 1.3
shows the process of flight in turbulence, which leads to actuator fatigue and the
limitations in the control system.
Atmospheric
Turbulence
System
Aerodynamics
Dynamics &
Structure
Pilot & Payload
Control System
Velocity
Field
Forces &
Moments
Actuator Fatigue
Vehicle
Motion
Control Problems
Figure 1.3: Overview of turbulence process (Etkin, 1981)
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From a control perspective, UAV control laws are often designed based on
the nominal operating cruise condition, with generally benign atmospheric condi-
tions (Abdulrahim et al., 2017). The environment in which these controllers are
developed may not reflect what UAVs typically experience. Moreover, most pilots
usually schedule flight tests only on days with calm wind to improve flight qual-
ity. However, some applications may require the operation of UAVs in extreme
turbulence and simple controllers may not suffice. Additionally, instability of the
attitude system can easily lead to deviation from the commanded flight trajectory
or crashes as a consequence of turbulence-induced perturbations. A poorly con-
trolled UAV can also be problematic for vibration-sensitive payloads. Therefore,
a better attitude control system is required to achieve successful flight missions
in turbulence. This has led to the other objective of this research, which is to
improve flight stability in turbulence.
1.2 Literature review
This section provides a review of the literature to build an understanding of re-
search area. Firstly, fixed-wing UAVs and their control loops are discussed. Sec-
ondly, the history of PID automatic tuning and the design of gain scheduled control
systems are summarised. Finally, the disturbance rejection control and turbulent
perturbation mitigation for fixed-wing UAVs are reviewed.
1.2.1 Fixed-wing UAVs
The first UAV was manufactured by the Americans Lawrence and Sperry and was
flown in 1916, with its development marking the beginning of attitude control
(Nonami et al., 2010). Determined research and development of UAVs began at
the end of the 1950s, and has been continuing since (Gupta et al., 2013). The early
models of UAVs were mostly for military applications, and they were expensive to
develop and maintain. In the past decade, however, the emergence of high power
density batteries and miniaturised electronics has enabled UAVs to become more
affordable. The deployment of UAVs is now greater than ever and is expected
to continue growing (norton Schwartz, 2015). Modern UAVs are significantly
different to the older models due to the technological advancement. Although the
UAV’s autonomy has improved steadily in recent years, it has been shown that
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they are only able to operate autonomously in relatively structured environments
(Chen and Wang, 2013; Hassanalian and Abdelkefi, 2017). Human interactions
are generally still necessary to deal with uncertainties and unexpected faults.
To achieve flight operations, autopilot systems are required for the guidance
of UAVs, and there to assist human operators. Autopilot controllers are now widely
used on modern aircraft, ships and ground vehicles. The on-board controllers are
typically integrated with a variety of sensors such as gyroscope, accelerometer,
GPS, differential and absolute pressure sensors. The UAV autopilot system has
two main functions: state estimation, and control solution processing (Chao et al.,
2010). The control of fixed-wing aircraft are categorised in various levels (McLean,
1990), as illustrated in Figure 1.4. The top level of the control hierarchy is the
trajectory planning and following control loop. The objectives of the high-level
system are to interpolate waypoints and generate the desired path for the UAV
(Ollero and Merino, 2004). The low-level control is called stability augmentation in
the airplane control domain. The main task of the low-level system is to maintain
the aircraft in any desired orientation in space through manipulation of the control
inputs. The control of the attitude system requires a fast tracking response so as
to follow the commands from the high-level controller, while also being robust in
order to reject any attitude perturbation caused by external disturbances.
Attitude 
Control
UAV States
Position 
Control
UAVRate Control
Trajectory 
Following
Angular ratesEuler AnglesCoordinatesHeading
Path Planner
Waypoints
Current path
Attitude autopilotGuidance and path following
Figure 1.4: Hierarchical structure of UAV control system
1.2.2 Automatic tuning of PID controller
As previously mentioned, PID controllers are currently the most popular type of
controller for fixed-wing UAVs. The PID controller is an error-based controller
that does not require the plant’s mathematical model. It consists of three terms
proportional, integral and derivative, hence, the name PID. The proportional term
is the present control action, whereas the integral and derivative terms are respec-
tively the past and future control actions. In a PID closed-loop control system, the
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three parameters need to be selected appropriately to achieve the design require-
ments. Most of the widely adopted PID tuning methods require the plant’s model
before the controller can be designed (Li et al., 2006a). However, in practice, the
system information may not always be available. Systematically choosing PID pa-
rameters can be challenging when the plant’s model is unknown, thus, automatic
tuning has become an important topic in the control systems field.
The main function of an automatic tuner is to find the appropriate PID pa-
rameters of the controller based on a given set of specifications. Control engineers
are now seeking to minimise or completely eliminate human interaction in the de-
sign process. The central idea of automatic tuning lies in the identification of the
representative mathematical model of the physical system, where the controller
gains are chosen based on the estimated/simplified model. The main advantages
of automatic tuning are in negating the necessity for prior knowledge of the plant,
and in its ability to handle typically unmodelled dynamics.
Historically, the automatic tuning of PID controllers has been of high in-
terest for control engineers globally, and many approaches have been proposed.
The relay feedback has been one of the most vital method in the automatic design
of PID controller (e.g. (Astrom and Hagglund, 2006; Yu, 2006)). It was initially
introduced by (Astrom and Hagglund, 1984). It utilises the information from the
induced relay oscillation to identify the critical point on the Nyquist curve. The
controller parameters are then chosen by relocating the critical Nyquist point to
achieve the desired gain and phase margins.
In the literature on control engineering, there have been various automatic
tuning algorithms proposed for a variety of applications. Wang et al. (2003) pro-
vided a comprehensive review of relay feedback for identification and controller
design. Hagglund and Astrom (1991) introduced an adaptive feedback algorithm
to automatically obtain PID parameters. Fast Fourier transform (FFT) has been
used to calculate the frequency response of input and output responses of closed-
loop systems in order to tune the PID controller’s parameters (Wang et al., 2001).
A closed-loop automatic tuning tailored for nonlinear systems has also been ex-
plored (Tan et al., 2002). Jeng (2014) introduced a simultaneous tuning method
for cascade controllers based on closed-loop data. A model-free performance op-
timisation of PID controller parameters using extrenum seeking has been inves-
tigated (Killingsworth and Krstic, 2006). Gyo¨ngy and Clarke (2006) presented
an automatic tuning of PID process controllers by injecting sinusoidal waves and
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tuning with an adaptive approach. More recently, work on automatic tuning was
also proposed by using frequency sampling filters (Wang, 2017a). In addition, an
experimental comparison study of the original automatic tuning by Astrom and
Hagglund (1984) and recent algorithms has been performed (Berner et al., 2018).
Although the old autotuner is currently still being used in the industry, inter-
estingly, it has been found that it is time to update the autotuners to the 21st
century standard (Berner et al., 2018). Due to improvements in the computational
power of modern computers and embedded electronics, more complex autotuners
can now be implemented.
One of the problems with the automatic tuning methods that were proposed
over the years of research is that the majority of approaches only consider systems
with open-loop stability (Johnson and Moradi, 2005; Hang et al., 2002; Wang,
2017a). However, the linearised mathematical models of the attitude angles for
most UAVs are integrating systems, which are critically stable. This leads to a
number of issues such as instability during autotuning and that the relay feedback
system may not be able to generate data with sustained oscillation. A measure to
automatically tune fixed-wing UAV had not been introduced prior to this research.
Furthermore, there is no record in the literature that relay feedback has been
implemented on fixed-wing UAVs. Thus, questions still remain unanswered on
how to automatically tune UAVs with integrating dynamics.
1.2.3 Gain scheduling control
Gain scheduling involves interpolating a family of linear controllers to achieve the
specified closed-loop performance of a nonlinear plant. This technique has been
proven to be an effective measure for handling nonlinearities in a wide range of en-
gineering applications. The idea of gain scheduler design is to tune the controllers
for a set of linear time-invariant models that cover the whole operating range
(Rugh, 1991), as illustrated in Figure 1.5. In the implementation, the controller
gains are scheduled based on an operating condition identifier.
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f1(x)
f2(x)
f3(x)
Figure 1.5: Diagram of linearisation around multiple operating points of a
nonlinear system
An extensive review of gain scheduling has been published (Rugh and
Shamma, 2000). The gain scheduling method has been proven to guarantee robust-
ness, performance and nominal stability for slowly time-varying systems (Shamma
and Athans, 1991). Due to the increased demand in performance requirements,
researchers have shown increasing interest in using gain scheduling for aircraft con-
trol. This section only intends to provide a short overview of the vast literature
of gain-scheduled controllers. Gonsalves and Zacharias (1994) combines a fuzzy
logic controller with a gain-scheduled mechanism to improve closed-loop flight dy-
namics. Hybrid control of gain scheduling and switching has also been explored
(Shirnomura, 2003). Li and Chong (2000) introduced a method to generate trajec-
tory controllers to gain schedule PID control systems from step response data. An
autopilot with two-loop gain scheduling was investigated by Ravanbod and Noll
(2014).
Generally, the design and tuning procedures of a gain-scheduled flight con-
trol system are performed by mathematically calculating the gains based on the
aircraft’s aerodynamic and physical properties, where these parameters can be es-
timated through system identification or various wind tunnel experiments (Hoffer
et al., 2014). The common practice in choosing the controller parameters predom-
inantly involves the use of nonlinear simulation models (Jafarov, 2006). This is
then followed by experiments during flight tests, while maintaining communication
with the engineer who can tune the flight controller’s parameters. These extensive
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tuning procedures can be time-consuming and challenging for the flight test pilots
(Kada and Ghazzawi, 2011), especially when there are many parameters to tune.
Furthermore, there are various issues associated with the gain selection for
a gain-scheduled control system for a nonlinear system. Firstly, actuator, sen-
sor dynamics and time-delay are often ignored, because these dynamics can be
difficult to obtain. However, in practice, they can significantly impact the con-
trol performance; thus, the general approach to controller tuning may not provide
the optimal performance. Secondly, controller gains are often tuned by the trial-
by-error approach due to errors in the measurement of the physical parameters,
which cause the nonlinear simulation to be an un-ideal representative of the UAV.
Thirdly, the physical and aerodynamic parameters may vary with respect to the
change in operating conditions. Lastly, for a typical autopilot of a conventional
fixed-wing UAV, the control system is structured as a multi-loop cascaded con-
figuration, which further complicates the tuning procedures. These factors listed
above can result in increased cost and workload for the design engineer (Kada and
Ghazzawi, 2011; Luo et al., 2011; Ahsan et al., 2013).
In the majority of cases, it is often assumed that the approximated lin-
ear models, which cover the operational range of the nonlinear plant are readily
available. This is, however, not always the case in practice. A measure to auto-
matically tune gain-scheduled controllers for UAVs had not been explored prior to
the current research.
1.2.4 Disturbance rejection control
All systems are subject to external disturbances, which can potentially signifi-
cantly impact the closed-loop performance if unaccounted for (Tsuchiya, 2015).
Disturbances may come in different forms such as turbulence, vibration, sensor
noise and unmodelled dynamics. They could be bandlimited, broadband across
the frequency spectrum, time varying, linear/nonlinear or completely random.
The objective of a closed-loop control system is to minimise the error be-
tween the reference signal and its associated output. It is widely known that this
conventional control paradigm (shown in Figure 1.6) is ineffective in regulation of
systems in highly disturbed environments (Parvathy and Daniel, 2013). This has
led control engineers to the invention of disturbance rejection control strategies
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to deal with uncertainties. The central idea of disturbance rejection control is to
mitigate the effects of disturbances while maintaining the desired reference track-
ing performance. There are various types of disturbance rejection controllers, and
the common methods are discussed in this section.
−+
Reference
Controller
Error
Plant
Input +
+
Output
Sensor
Feedback
Disturbance
Figure 1.6: A closed-loop control system
Feedforward control
Rather than accounting for the disturbance with the feedback controller, a feed-
forward control system utilises both the state and disturbance measurements for
the computation of the manipulated input. An example of a feedforward control
diagram is presented in Figure 1.7. Feedforward control is the most direct and
active disturbance mitigation method. The disturbance rejection method employs
the disturbance measurement, and models of both the disturbance and the plant.
The design of feedforward controllers in real world applications is rather vague and
typically need to be tailored for particular applications (Danapalasingam, 2010).
−+
Reference
Controller
Error −
+ Plant
Input +
+
Output
Sensor
Feedback
Disturbance
Feedforward
Figure 1.7: A disturbance feedforward closed-loop control system
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In the context of disturbance rejection, feedforward control is widely used
in control engineering applications (Goodwin et al., 2000), where the effectiveness
of the feedfoward compensation relies on the accuracy of the disturbance measure-
ment or disturbance prediction. However, the application of feedforward control
is limited due to a number of reasons. In many applications, disturbances are un-
measurable, hard to measure or the measuring device can be prohibitively expen-
sive. Because in the majority of applications the sensing devices for disturbances
are not readily available, few applications directly use measured disturbance for
compensations, such as (Kazimierczuk and Starman, 1999; Jinzenji et al., 2000;
Jamaludin et al., 2009; Koerber and King, 2013; Castano, 2015). The question re-
mains as how to perform the disturbance model estimation for feedforward control
in conjunction with feedback control for fixed-wing UAVs.
Disturbance observer-based control
The majority of the literature on disturbance compensation is focused on estima-
tion of disturbances through input and output data, which is called disturbance ob-
server based control (DOBC). DOBC was originally introduced by Ohnishi (1987),
which has been adapted in the modern control era (Bodson, 2005; Zheng and
Tomizuka, 2008; Jia, 2009). The popular DOBC strategies have been covered by
Li et al. (2014).
The main idea of these control algorithms is to actively reject disturbances
with estimated augmented states, instead of passive compensation. DOBC is simi-
lar to feedforward control; however, instead of directly measuring the disturbances,
DOBC estimates the disturbance using the observer. This is also sometimes re-
ferred to as soft disturbance measurements. The control diagram of a typical
DOBC is shown in Figure 1.8. DOBC also employs the feedback controller, with
the addition of the disturbance observer. The observer, also known as a filter, is
used to estimate the disturbance based on the manipulated input and the feed-
back. The feedforward term is then calculated using the estimated disturbance
and the inverted model of the plant.
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Figure 1.8: A disturbance observer-based control system
In theory, DOBC is a promising control strategy because it improves the
disturbance rejection performance without sacrificing the nominal performance,
and it does not require any additional sensors (Li et al., 2014). However, in prac-
tice, there is a significant amount of approximation involved in DOBC controllers
because the observer requires the inverse of the plant model. Furthermore, the
plant inverse is usually not physically un-realisable due to time-delay or improper
model structure (Wang, 2002). Thus, the framework of DOBC relies on many
assumptions and having an accurate model of the plant.
1.2.5 Turbulent perturbation mitigation for fixed-wing UAVs
A variety of methods have been developed to mitigate the disturbing phenomena
of turbulence on aircraft’s attitude. These methods can be categorised as either
passive or active methods.
Passive methods
The sensitivity to turbulence of each aircraft varies significantly depending on the
physical design and size of the vehicle. The attitude stability in turbulence can be
improved by passive techniques, which are done by changing the design features,
such as mass, centre of gravity (CoG), moment of inertia, wing loading and wing
span.
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Experiments varying the physical/aerodynamic characteristics have been
performed to explore the vulnerability of fixed-wing UAVs in turbulence (Ab-
dulrahim et al., 2010). It has been found that the effectiveness of the resilience
to perturbations reduces as the mass and scale reduces (McMichael and Francis,
1997); thus, this poses many design challenges for small UAVs. There has also
been research done on flexible and morphing wings to reduce the perturbation
effects (Garcia et al., 2003; Abate et al., 2008; Ol et al., 2008).
High attitude stability can be achieved by the aforementioned techniques.
However, the improved inherent stability comes with a cost. An excessively stable
aircraft loses its manoeuvrability; thus, reducing the control authority (Mohamed
et al., 2015b). In every aircraft design, the trade-offs between perturbation re-
silience and manoeuvrability need to be considered. In addition to reduction in
control authority, it has been found that these techniques can only attenuate a
limited range of perturbation frequencies (Abdulrahim et al., 2010). Therefore,
inherently modifying the aircraft structure may not be suitable in many cases due
to the necessity of high controllability in waypoint navigation.
Active methods
Active techniques involve actively attempting to compensate for the disturbances
through a sensing-computing-actuating mechanism. This can be as simple as the
autopilot measuring the orientations of the aircraft and correcting by deflecting
the control surfaces.
In order to solve the turbulent flight problems for fixed-wing aircraft, vari-
ous control schemes have been introduced. For instance, Skarpetis (1995) proposed
a static state feedback control systems for aircraft in turbulent flights. Xiong Hua
et al. (2011) investigated active disturbance rejection control in an attempt to
improve the velocity and attitude control systems. There has also been research
performed in energy harvesting of turbulence to improve flight characteristics (Pa-
tel and Kroo, 2006; Depenbusch and Langelaan, 2010). An adaptive disturbance
rejection controller has been developed for fixed-wing aircraft (Wen et al., 2016).
Backstepping and inertial delay controller were used to control fixed-wing UAVs
based on an uncertainty estimator (SaiCharanSagar et al., 2016). All of the studies
Chapter 1: Introduction 16
mentioned above are based on simulations and no experimental validation was pre-
sented. Therefore, it is still questionable how these methods will actually perform
on real aircraft in perturbed environment.
Castano (2015) investigated bio-inspired strain sensors to detect the strain
on the aircraft’s wings in an attempt to reject the turbulent perturbations. How-
ever, this control method only compensates for the angular displacement after the
inertial response has been experienced by the aircraft. Due to the fact that ac-
tuators have a time-delay, this may not be an effective measure for perturbations
mitigation. This, therefore, has led Mohamed et al. (2015a) to the development
of the phase-advanced bio-inspired sensory system. This system is able to detect
the flow pressure ahead of the aircraft, so it can be used in the feedforward control
scheme. In Mohamed et al. (2015a)’s work, the actuators are simply reacting to the
measured pressure proportionally, as the sensor is not able to directly measure the
attitude disturbance but only the fluctuation in the air pressure. The disturbance
model was not identified; thus, raising very important questions of how effective
are the turbulence sensor and whether the actual attitude disturbances can be
estimated with the sensors. As mentioned earlier, feedforward control systems
heavily rely on the accuracy of the disturbance estimation and knowledge of the
plant. Blindly feedforwarding without having the disturbance model could actually
worsen the control performance due to wrongly-compensating (Danapalasingam,
2010).
As small scale UAVs only became available in recent years due to the inno-
vations in battery and embedded electronics technologies, perturbation mitigation
for this type of vehicle is seldom investigated. Most of the work in the literature
is targeted towards large aircraft. However, the dynamics and challenges for small
UAVs are significantly different. The literature still lacks actual experimental in-
vestigation on the enhancement of the control system for perturbation mitigation
of small fixed-wing UAVs.
1.3 Contributions
This thesis focuses on the design of fixed-wing UAV attitude control system using
automatic tuning for cascade PI and gain-scheduled controllers, as well as tur-
bulent perturbation mitigation. The contributions of this research include both
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theoretical and experimental work, they are listed as follows:
1.3.1 Conventional controller design for fixed-wing UAVs
This thesis provides a thorough review of the attitude control system development
as well as the conventional model-based controller design for a representative fixed-
wing UAV. Firstly, the derivation of the linearised model is presented using Jaco-
bian linearisation on the aircraft’s trimmed condition. The system identification
of UAV’s attitude model is then performed using frequency sampling filters. The
flight controller was designed using the root locus and pole placement methods.
It has been found that the closed-loop performance can drastically degrade, due
to the ignored dynamics of the sensors, actuators and inner loop system. This
contribution is presented in Chapter 2 and 3.
1.3.2 Automatic tuning of cascaded control system for fixed-
wing UAVs
In order to solve the existing problems in the conventional methodology, a novel
automatic tuner for fixed-wing UAVs’ attitude systems has been developed. Chap-
ter 4 provides the formulation of the autotuning algorithm along with experimental
validation on the representative fixed-wing UAV. Based on the literature, this is
the first time relay feedback has ever been used to tune a fixed-wing UAV. The
work in this chapter resulted in a peer-reviewed journal publication (Poksawat
et al., 2016). This automatic tuning method has also been further validated on
a hexacopter platform, which resulted in a peer-reviewed conference paper (Pok-
sawat and Wang, 2017).
There are four main novelties that differentiate this method to the other
approaches listed here. Firstly, using the closed-loop controlled experiments con-
ducted on a fixed wing UAV, linear time invariant models including actuator and
sensor dynamics for the cascade control system are automatically determined. Sec-
ondly, the fundamental frequency of the closed-loop system is identified recursively
using frequency sampling filters. Thirdly, these models are directly employed in the
cascade PID control system design, leading to a simple controller design method.
Lastly, due to modification of the typical relay tuner, the experiments are safe to
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conduct in a wind tunnel without endangering the fixed-wing UAV during the con-
troller tuning process. This is done by performing the relay feedback experiment
in a closed-loop environment, rather than open loop.
The first step in the proposed approach is to conduct a relay feedback
experiment on the system. The frequency sampling filter is then used to recursively
estimate the fundamental frequency of the closed-loop system (Wang and Cluett,
1997). The integrator plus time-delay model is then identified and the controller
parameters are calculated by using the tuning rules proposed in (Wang et al.,
1999). Finally, the theoretically derived controller is validated with several wind
tunnel and outdoor experimental tests.
The main advantage of this approach is that it can be performed on systems
with critically stable open loop poles, and since UAV’s attitude systems have
integrating dynamics, the method is particularly suitable for this application. As
discussed in Chapter 4, it has been experimentally validated that this automatic
tuning method is superior to the conventional model-based controller design. In
particular, the automatically tuned system has better step response characteristics
in overshoot, settling time and steady-state reference tracking. Furthermore, the
autotuner is also less time-consuming to employ and simpler to tune, as it does not
require any knowledge of the plant. In addition, the same tuning method can be
adapted to any type of UAV system. This design approach has also been validated
and proven to perform well on a multirotor UAV.
1.3.3 Gain-scheduled controller design and implementa-
tion using the automatic tuning algorithm
Due to the existing nonlinearities in fixed-wing UAVs, the PID controllers tuned
for one operating condition have been found to give severe oscillations when the
airspeed changes. Moreover, in turbulent atmospheric conditions, the wind speed
changes randomly, which can cause instability in the attitude control system.
Thus, it is paramount that the UAV is able to achieve controllable flight in vary-
ing wind conditions. This has motivated the investigation of gain-scheduled PID
control of fixed-wing unmanned aircraft. In Chapter 5, the process of the au-
tomatic tuning of a gain-scheduled control system is presented, along with the
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formulation of the gain scheduling mechanism. The contributions have been val-
idated with wind tunnel flight tests in a variety of wind conditions. In addition,
an experimental comparison study between the gain-scheduled controller and the
conventional cascaded PI controller was carried out. This contribution has also
been published in a peer-reviewed journal (Poksawat et al., 2017).
The design and tuning procedures of a gain-scheduled controller for an
aircraft require the mathematical model of the vehicles dynamics, and physical
parameters that can be estimated from system identification or via wind tun-
nel experiments (Hoffer et al., 2014). In the past, automatic tuning of PI/PID
controllers using relay feedback control has been extensively studied. However,
gain-scheduled PID controller design using relay feedback had not been previously
explored.
The current study, therefore, proposes the use of the autotuner for the
controller design to automate the PI parameter selection of UAVs. There are
several new contributions made in relation to gain-scheduled PI controller design
and implementation for fixed-wing UAVs. Differing from the traditional way of
designing gain-scheduled PI controllers, the proposed method will automatically
find a family of PI controller parameters through wind tunnel experiments under
relay feedback control in which the actuator and sensor dynamics are effectively
considered. Through choice of weighting parameters, the gain-scheduled control
signal is expressed in an incremental form, with an antiwindup mechanism, similar
to that used in the formulation of a model predictive controller (Wang, 2009;
Wang et al., 2015). This naturally leads to a bumpless transfer mechanism, which
is required when switching from one operational condition to another. Finally, a
sensor is used to measure the airspeed in advance in order to enable the scheduler to
correctly identify the particular linear PI controller associated with the operating
conditions. Significant improvement in attitude stability has been observed, which
ultimately enhances UAVs flight quality in varying wind conditions.
1.3.4 Disturbance feedforward compensation for turbulent
perturbation mitigation
Another major contribution of this thesis is the formulation, modelling and im-
plementation of the disturbance feedforward compensation for turbulence-induced
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perturbation mitigation. A novel method to improve attitude disturbance rejection
performance for fixed-wing UAV has been proposed. This original work resulted in
a peer-review journal publication (Poksawat et al., 2018). Chapter 6 provides the
disturbance model identification technique, along with the experimental validation
of the disturbance modelling. The formulation of the feedforward controller and
the experimental flight tests are presented in Chapter 7.
In order to improve flight stability in turbulence, this thesis proposes the
use of the phase-advanced pressure sensor (Mohamed et al., 2015a) for the flow
measurement, which is to be used in the disturbance prediction. The estimated
perturbation is then utilised in the feedforward compensation to enhance the dis-
turbance rejection performance of a fixed-wing UAV. The recent development of
this bio-inspired sensory system has allowed time-forward detection of oncoming
flow variation and dynamic pressure; hence, the controller is able to compensate
for the perturbation in advance rather than after the aircraft has been perturbed.
The contributions are outlined as follows. Firstly, the disturbance model
was identified using frequency sampling filters system identification method (Wang
and Cluett, 2000) applied to data collected from wind tunnel experiments. The
model is validated with different data sets with various turbulence conditions to
show its high fidelity. Experiments were also performed to identify the optimal
length of the pressure sensor. Secondly, a control implementation for the sensor
was formulated based on the linearised model of the UAV and how turbulence
affects the aircraft. Thirdly, the proposed approach was experimentally validated
with several wind tunnel flight tests in highly perturbed environment, along with
an outdoor flight test. Lastly, a comparison study was also conducted to bench-
mark the disturbance rejection performance between the conventional cascaded PI
and other type of disturbance rejection methods including disturbance observer-
based controller (Li et al., 2014) and phase-advanced attitude controllers (Mo-
hamed et al., 2015a; Gigacz et al., 2017). It was found that improvement in
attitude stability of turbulent flight was achieved with the proposed control ap-
proach.
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1.4 Publications
A number of publications, associated with the contributions of this thesis, have
been published in peer-reviewed journals and conferences as cited below:
Journal papers
• P. Poksawat, L. Wang, A. Mohamed, ‘Automatic tuning of attitude con-
trol system for fixed-wing unmanned aerial vehicles’, IET Control Theory &
Applications, 2016.
• P. Poksawat, L. Wang, A. Mohamed, ‘Gain scheduled attitude control of
fixed-wing UAV with automatic controller tuning’, IEEE Transactions on
Control Systems Technology, 2017.
• R. Gigacz, A. Mohamed, P. Poksawat, S. Watkins, A. Panta, ‘Exploring
tandem wing UAS designs for operation in turbulent urban environments’,
International Journal of Micro Air Vehicles, 2018.
Conference papers
• P. Poksawat, L. Wang, ‘Automatic tuning of hexacopter attitude control
systems with experimental validation’, 21st International Conference on Sys-
tem Theory, Control and Computing, 2017.
• R. Gigacz, A. Mohamed, P. Poksawat, S. Watkins, ‘Developing a stable
UAS for operation in turbulent urban environments’, The International Mi-
cro Air Vehicle Conference, 2017.
• J. Ligthart, P. Poksawat, L. Wang, ‘Experimentally validated model pre-
dictive controller for a hexacopter’, The 20th World Congress of the Interna-
tional Federation of Automatic Control, 2017.
1.5 Thesis structure
The structure of the thesis is outlined as follows.
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Chapter 1: Introduction
This section introduces the challenges of fixed-wing UAVs and motivations of the
research. The relevant literature is reviewed. The original contributions made by
this PhD research are also presented.
Chapter 2: Fixed-wing UAV Mathematical Model and Hardware Design
This chapter contains the derivation of the mathematical model of fixed-wing
UAVs and the linearisation of the representative transfer functions. In addition,
the description of the experimental setups used throughout the research are de-
scribed. The design and development of the autopilot system are also presented.
Chapter 3: Model-based Controller Design
Chapter 3 discusses the linear model identification of the UAV attitude system
and the cascade PI controller design of the flight controller.
Chapter 4: Automatic tuning of attitude control system
Chapter 4 shows the derivation of the automatic tuning of PID controller. The
experimental validation of the method is also presented along with a comparison
study between automatic tuner and model-based controller design.
Chapter 5: Gain-Scheduled Attitude Control System
This chapter demonstrates the automatic tuning method for gain-scheduled control
systems. The implementation of the scheduling and experimental results are also
discussed.
Chapter 6: Turbulent Disturbance Modelling
Chapter 6 describes the turbulence sensor and system identification method for the
disturbance model. Frequency-domain and time-domain validations of the model
are presented.
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Chapter 7: Turbulent Disturbance Feedforward Control System
Chapter 7 presents the formulation of the disturbance feedforward control sys-
tem. Wind tunnel experiments and comparison study between different control
architectures are discussed.
Chapter 8: Conclusion
The conclusion chapter puts forward and discusses the key conclusions from this
research and its contributions to the field.
Chapter 2
Fixed-wing UAV Mathematical
Model and Hardware Design
This chapter commences by reviewing the mathematical background that is used in
the development of the flight control system. A major part of a UAV’s dynamics
involves parameterisation of the coordinate frames and attitude representation.
This is followed by the derivation of the equations of motion and attitude dynamics
of an aircraft. The nonlinear differential equations are then linearised to obtain
the representative transfer functions, which are essential to the controller design.
Furthermore, the UAV’s hardware system is described, along with the design of
the attitude estimation algorithm for the autopilot. Finally, the wind tunnel setup
is introduced as the main testing environment used in this thesis.
2.1 Coordinate frames and attitude representa-
tion
The first step in any aircraft analysis is to develop the aircraft’s frame relative
to the Earth. The most convenient method is to use the inertial reference frame,
which is an earth-fixed coordinate system, with the aircraft’s original position
defined as the home location. The axes of this coordinate system consists of the
north-east-down (NED) axes. The north and east axes correspond to the earth
magnetic north and east directions, whereas the down axis points towards the
24
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centre of the Earth. These axes are also commonly referred to as x, y and z axes.
Here, they are denoted as F Ix , F
I
y and F
I
z .
In order to characterise the aircraft in relation to the inertial frame, the
aircraft itself is referenced with the body frame. The body reference frame also
contains three axes, denoted as FBx , F
B
y and F
B
z , as shown in Figure 2.1.
North
East
Down
P
UAV
F
B
x
F
B
y
F
B
z
F
I
x
F
I
y
F
I
z
W
d
dt
P
Figure 2.1: Inertial and aircraft body frames
where P ∈
[
pn pe pd
]T
is the position vector of the aircraft relative to the home
location. d
dt
P ∈
[
p˙n p˙e p˙d
]T
is a vector containing the travelling velocity and
direction of the aircraft and W ∈
[
wn we wd
]T
is the wind velocities the x, y, z
directions.
Additionally, the origin of the body frame is at the centre of gravity of the
UAV. The body reference frame is derived by three successive rotations around
the F Ix , F
I
y and F
I
z axes to produce three transformation matrices, R(φ), R(θ),
and R(ψ). Combining the three rotation matrices gives RI→B, as defined in the
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following equations:
RI→B = R(φ)R(θ)R(ψ)
=

1 0 0
0 cos(φ) sin(φ)
0 − sin(φ) cos(φ)


cos(θ) 0 − sin(θ)
0 1 0
sin(θ) 0 cos(θ)


cos(ψ) sin(ψ) 0
− sin(ψ) cos(ψ)0
0 0 1

=

cθcψ cθsψ −sθ
sφsθcψ − cφsψ sφsθsψ + cφcψ sφcφ
cφsθcψ + sφsψ cφsθsψ − sφcψ cφcθ
 (2.1)
where sϕ , sin(ϕ) and cϕ , cos(ϕ). It is also vital to note that the transformation
matrix has the convenient property of RI→B = (RB→I)T , where RI→B is used for
converting the inertial to body frame, whereas, RB→I is for body to inertial frame.
The roll, pitch and yaw angles are denoted respectively as φ, θ, ψ and they
are referred to as Euler angles; these are graphically illustrated in Figure 2.2, where
the side slip angle is denoted as βS, the angle-of-attack is α and the airspeed of the
aircraft is Va. This type of attitude parametrisation is commonly used because of
the simplicity of its physical interpretation. However, there is one issue with Euler
representation as it can cause computational instabilities due to the mathematical
singularity (Hua et al., 2014). This is also commonly referred to as gimbal lock, this
happens when the pitch angle is θ± 90◦ and the roll angle will not be computable
(Lindblom and Lundmark, 2015). However, this is not problematic for a controlled
fixed-wing UAV as the pitch angle is usually close to its equilibrium angle, which
in most cases, is very small.
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Figure 2.2: Attitude representation of an aircraft
It is also important to note that the inertial forces of the UAV are dependent
on velocities and accelerations, which are relative to the fixed inertial frame. The
aerodynamics forces, however, are relative to the surrounding air of the aircraft.
Assuming no wind condition, the ground speed Vg is equal to the airspeed Va.
However, aircraft usually fly in the presence of wind; thus, this lead to the following
equation
Va = Vg − Vw (2.2)
where Vw is the wind velocity vector.
The body frame airspeed vector is, therefore, defined as
V Ba =

uB
vB
wB
 =

u
v
w
−

uw
vw
ww
 = Va

cos(α) cos(βS)
sin(βS)
sin(α) cos(βS)
 (2.3)
where
[
u v w
]T
is the velocity components in the inertial frame,
[
uB vB wB
]T
is the velocity components in the body frame, and the body frame wind velocities
are denoted as
[
uw vw ww
]T
= WRI→B.
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Inverting Equation 2.3 gives the airspeed, angle-of-attack, and side slip
angle as
Va =
√
u2B + v
2
B + w
2
B (2.4)
α = tan−1
(
wB
uB
)
(2.5)
βS = sin
−1
(
vB
Va
)
(2.6)
2.2 Equations of motion
In this section, the nonlinear dynamic equations of motion are presented. A fixed-
wing UAV is typically described by the following 12 state equations of the six
degree-of-freedom (6-DOF) motions, this includes three translational motions and
three rotational motions.
2.2.1 Translational motion
Firstly, the translational velocities are found by the summation of the aircraft and
wind velocities (Beard and McLain, 2012).
p˙n
p˙e
p˙d
 = RB→I

u
v
w
 = RB→I

ur
vr
wr
+

wn
we
wd
 (2.7)
The linear accelerations are also defined as follows,
u˙
v˙
w˙
 =

rv − qw
pw − ru
qu− pv
+ 1m

fx
fy
fz
 (2.8)
where p, q and r denote the angular velocity of the roll, pitch and yaw axes respec-
tively. Furthermore, fx, fy, fz are the externally applied forces in the body frame
and m is the total mass of the UAV.
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2.2.2 Rotational motion
Due to the fact that the angles φ, θ and ψ are defined in a different coordinate
frame as p, q and r, rotational transformation is required as shown in the following
expressions (Beard and McLain, 2012),
p
q
r
 =

φ˙
0
0
+R(φ)

0
θ˙
0
+R(φ)R(θ)

0
0
ψ˙
 (2.9)
=

1 0 − sin(θ)
0 cos(φ) sin(φ) cos(θ)
0 − sin(φ) cos(φ) cos(θ)


φ˙
θ˙
ψ˙
 (2.10)
Equation 2.10 is then inverted to obtain the Euler angular rates as,
φ˙
θ˙
ψ˙
 =

1 sin(φ) tan(θ) cos(φ) tan(θ)
0 cos(φ) − sin(φ)
0 sin(φ) sec(θ) cos(φ) sec(θ)


p
q
r
 (2.11)
According to Newton’s second law of motion, the angular acceleration for
a rigid body is given by,
ω˙ = I−1[−ω × Iω + m]
where angular rate vector is ω ∈
[
p q r
]T
and the angular moment vector is
m ∈
[
l m n
]T
. For a conventional aircraft with a symmetrical structure about
the FBx − FBz plane, the moments of inertia is given by,
I =

Ix −Ixy −Ixz
−Ixy Iy −Iyz
−Izx −Iyz Iz
 =

Ix 0 −Ixz
0 Iy 0
−Izx 0 Iz
 (2.12)
where Iii is the moment of inertia and Iij is the a product of inertia (i 6= j).
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The angular accelerations can then be written as,
p˙
q˙
r˙
 =

Γ1pq − Γ2qr
Γ5pr − Γ6(p2 − r2)
Γ7pq − Γ1qr
+

Γ3l + Γ4n
1
Iy
m
Γ4l + Γ8n
 (2.13)
where the moments of inertia constants are defined as follows,
Γ1 =
Ixz(Ix − Iy + Iz)
Γ
,Γ2 =
Iz(Iz − Iy) + I2xz
Γ
,Γ3 =
Iz
Γ
,Γ4 =
Ixz
Γ
Γ5 =
Iz − Ix
Iy
,Γ6 =
Ixz
Iy
,Γ7 =
(Ix − Iy)Ix + I2xz
Γ
,Γ8 =
Ix
Γ
and
Γ = IxIz − I2xz.
2.3 Attitude Dynamics
δa
δa
δe
δr
Roll axis
Pitch axis
F
B
y
F
B
x
Yaw axis
F
B
z
Figure 2.3: Diagram of fixed-wing UAV with conventional configuration
To manipulate the attitude of the UAV, control surfaces are lifted or deflected
to produce aerodynamic moments. For a convention fixed-wing, there are three
control surfaces, which are the ailerons, elevator and rudder, as depicted in Figure
2.3. The deflection angles of the aileron, elevator and rudder are denoted as δa, δe
and δr respectively. The ailerons are primarily used to influence the roll axis; the
elevator is used for the pitch axis, and the rudder is used for the yaw axis. Note
that positive control surface deflection creates right-hand positive rotation around
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each axis. Also, the left and right ailerons are typically always symmetrically
deflected in the opposite direction, thus,
δa =
1
2
(δLEFTa − δRIGHTa )
.
To characterise the attitude dynamics based on the control surfaces, the
moments l,m and n are rewritten as the following functions,
l =
1
2
ρV 2a SbCl(βS, p, r, δa, δr) (2.14)
m =
1
2
ρV 2a ScCm(α, q, δe) (2.15)
n =
1
2
ρV 2a SbCn(βS, p, r, δa, δr) (2.16)
where these functions include the dynamic pressure 1
2
ρV 2a , surface area of the
main wing S, the wing span b, mean aerodynamic chord c, and their respective
dimensionless aerodynamic coefficient Cl, Cm, Cn. It is a common practice to de-
compose the dynamics into lateral (roll and yaw) and longitudinal (pitch) axis.
From the functions above, it is seen that there are coupling components in the
lateral dynamics, whereas the longitudinal dynamics are separated.
The attitude dynamic equations in Equation 2.13 can then be rearranged
to include the control surfaces as follows:
p˙ = Γ1pq − Γ2qr + 1
2
ρV 2a Sb
[
Cp0 + CpβSβS + Cpp
bp
2Va
+ Cpr
br
2Va
+Cpδaδa + Cpδr δr
]
+DTp˙
(2.17)
q˙ = Γ5pr − Γ6(p2 − r2)
+
ρV 2a Sc
2Iy
[
Cm0 + Cmαα + Cmq
cq
2Va
+ Cmδeδe
]
+DTq˙
(2.18)
r˙ = Γ7pq − Γ1qr + 1
2
ρV 2a Sb
[
Cr0 + CrβSβS + Crp
bp
2Va
+ Crr
br
2Va
+Crδaδa + Crδr δr
]
+DTr˙
(2.19)
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where DTp˙ , DTq˙ and DTr˙ are the normalised turbulent disturbances acting on the
roll, pitch and yaw axes.
To better understand the attitude dynamics, the aerodynamics coefficients
are explained below:
Cp0 and Cr0 determine the roll and yaw moment produced when βS = p =
r = δa = δr = 0. They both are usually zero for a F
B
x − FBz plane symmetrical
aircraft. In addition, airframes are generally designed such that Cm0 = 0 (Beard
and McLain, 2012).
Cpβs , Cmα , Crβs , Cpp , Cpr , Cmq , Crp , Crr are the static stability derivatives,
which are related to the aircraft’s tendency to rotate itself back to its nominal
condition when perturbed. The stability derivatives are typically negative for
conventional aircraft, as they are aerodynamically designed to be passively sta-
ble. Thus, a high magnitude of stability derivatives implies high stability but low
manoeuvrability, and vice versa.
The primary control derivatives Cpδa , Cmδm , Crδr determine the aggressive-
ness of the moments produced by their respective control surface deflections. In
other words, these coefficients determine the level of control authority of an air-
craft. These coefficients can be thought of as gains; and higher gains result in
higher moments produced.
Lastly, the cross control derivatives Cpδr , Crδa are associated with the cou-
pling of the roll and yaw axes. The coefficient Cpδr determines the roll rate pro-
duced by the rudder and Crδa determines the yaw rate produced by the ailerons.
2.4 Linearisation of the attitude model
It is generally accepted to design a flight controller based on the linearised model
even though it is known that the dynamics of an aircraft are nonlinear. Linear
equations can be derived that adequately describe how an aircraft behaves when
the control surfaces are deflected or encountering atmospheric disturbances, taking
into account some assumptions. This section provides the derivation of the attitude
linear models for the roll, pitch and yaw axes, and the autopilot will then be
designed based on these models.
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The attitude dynamics in Equations (2.17), (2.18) and (2.19) describe the
full nonlinear dynamics of an aircraft. However, these nonlinear equations are
not suitable for controller design due to the high degree of complexity. Designing
controllers based on the nonlinear model is very challenging, so a more straight-
forward method is usually utilised. This is done by decomposing the attitude
dynamics into various open loop aircraft dynamic modes. As described in the
literature, these modes include the aperiodic rolling mode, the short-period mode,
the phugoid mode, the spiral mode and the dutch-roll mode. These dynamic
modes can adequately represent the attitude motion of the aircraft’s dynamics in
response to control inputs and disturbances. They are typically used for control
system design (McLean, 1990).
2.4.1 Jacobian linearisation
The Jacobian linearisation method is used to find the linear equivalent models
of the nonlinear equations. This subsection provides a brief description of the
linearisation procedures.
Consider a general nonlinear state-space equation
x˙ = f(x, u) (2.20)
where f is a function mapping Rn ×Rm → Rn, x ∈ Rn is the state and u ∈ Rm
is the control vector.
Letting xo and uo be the equilibrium point of the state and control vector.
Leading to the following expression for a trimmed flight condition,
x˙o = f(xo, uo) = 0 (2.21)
Letting x¯ = x− xo, the following equation can be derived
˙¯x = x˙− x˙o
= f(x, u)− f(xo, uo)
= f(x+ xo − xo, u+ uo − uo)− f(xo, uo)
= f(xo + x¯, uo + u¯)− f(xo, uo)
(2.22)
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Applying Taylor series expansion on first term of the trim states
˙¯x = f(xo, uo) +
df(xo, uo)
dx
x¯+
df(xo, uo)
du
u¯+ H.O.T− f(xo, uo) (2.23)
Finally, by ignoring the higher order terms (H.O.T) the linearised dynamics is
achieved
˙¯x ≈ df(x
o, uo)
dx
x¯+
df(xo, uo)
du
u¯ (2.24)
From this, we can conclude that the aircraft’s linear model is determined by finding
the appropriate values of df
dx
and df
du
evaluated at the aircraft operational conditions,
also commonly known as trimmed flight conditions.
2.4.2 Trim conditions
A trimmed flight condition of an aircraft can be easily described to control engi-
neers as when a plant is operating at its equilibrium point. Therefore, the lineari-
sation was performed at trim conditions, due to the fact that fixed-wing aircraft
typically operate in their trim conditions (McLean, 1990). A UAV is said to be
trimmed when there is no rotation about the CoG (Ingebretsen, 2012). Although
not all of the UAV states are necessary to be constant for a trimmed flight, the
attitude components (which are the main focus of the thesis) are constant. For
example, the aircraft can be in a steady climb, where the alitude increases linearly
but the attitude angles remain constant. Namely, p¨od = φ˙
o = θ˙o = ψ˙o = po = qo =
ro = 0.
Furthermore, recall from Equation (2.11),
φ˙
θ˙
ψ˙
 =

1 sin(φ) tan(θ) cos(φ) tan(θ)
0 cos(φ) − sin(φ)
0 sin(φ) sec(θ) cos(φ) sec(θ)


p
q
r
 (2.25)
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However, in controlled flight conditions, the roll and pitch angles are relatively
small, namely φ ≈ θ ≈ 0. Thus, the nonlinearity is considered as disturbances,
φ˙
θ˙
ψ˙
 =

p
q
r
+

dφ
dθ
dψ
 (2.26)
Although dφ, dθ and dψ are not considered in the control system design, these low
frequency disturbances can be easily compensated for with the integral component
of the flight controller. This will be discussed in more detail later on in the thesis.
In addition, when performing linearisation on the trimmed states, the zero-
wind expression is used because the wind velocity vector is an unknown disturbance
(Beard and McLain, 2012). Namely, Vw = 0→ Va = Vg.
2.4.3 Roll axis
The rolling motion is a part of the lateral-directional dynamic modes, which in-
cludes the aperiodic roll mode, dutch-roll mode and spiral mode. However, for the
purpose of control system design, only the aperiodic roll mode is of interest here
because it has the largest influence on the angular accelerations. The aperiodic
roll is a highly damped fast motion, which represents the relationship between the
aileron deflection and the roll rate. For a conventional fixed-wing, there is no direct
aerodynamic moment to directly restore the roll angle to wings-level. However,
there is a damping on the roll rate, which is created by the slewing-about of the
main wings (Etkin, 1995). The transfer function of this mode is generally used for
the roll rate controller design where the input is the aileron deflection angle.
By applying the Jacobian linearisation on Equation (2.17), the following
linear differential equation for the roll acceleration is obtained
p˙ = Lββ + LpP + Lrr + Lδaδa + Lδrδr (2.27)
The rolling dynamic is obtained by assuming the aircraft is at trim condition and
there is no cross-coupling between each axis, in other words,
β = r = δr = 0
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This leads to
p˙ = Lpp+ Lδaδa (2.28)
Finally by applying Laplace transform and rearranging the equation, the transfer
function is derived as
sp(s) = Lpp(s) + Lδaδa(s) (2.29)
p(s)[s+ Lp] = Lδaδa(s) (2.30)
p(s)
δa(s)
=
Lδa
s+ Lp
(2.31)
For completeness, the transfer function of the roll angle is therefore obtained
as follows
Φ(s) =
1
s
Lδa
s+ Lp
[δa(s) + dφ(s)] (2.32)
where dφ(s) is the internal disturbance from the linearisation and the neglection
of the cross-coupling dynamics. This is graphically depicted in Figure 2.4.
δa
+
+
Lδa
s+Lp
1
s
φ˙ ≈ p φ
dφ
Figure 2.4: Linearised open loop roll transfer function diagram
2.4.4 Pitch axis
The longitudinal dynamic modes are the flight characteristics of an aircraft around
the pitch axis. There are two modes: the short-period mode and the phugoid mode.
The phugoid oscillation is a very slow interchange of kinetic and poten-
tial energy with large amplitude variation of altitude and airspeed but with very
small angle-of-attack (AoA) fluctuation. This can also be described as the aircraft
attempts to return to the equilibrium steady-flight condition after it has been per-
turbed. This slow motion and slightly damped mode can be easily compensated
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by the controller or pilot by actuating small elevator inputs (van der Sman, 2017).
Thus, this is not imperative to the controller design.
On the other hand, the short-period mode is more relevant to the controller
design as it has a heavily damped oscillatory and fast characteristics. The oscilla-
tion frequency is generally high; hence, it is called short-period. The motion is a
rapid change in the pitching of the aircraft about its CoG. If the short-period mode
is unstable it can be almost impossible for the pilot to safely manually control the
aircraft (Babister, 1980). Therefore, it is important this is effectively controlled
with the electronic autopilot, which has a faster and more accurate response than
a human operator.
Consider the pitch rate equation in (2.18), linearising the equation and
substituting α with u,w based on the relationship in Equation (2.5), we can obtain
the following approximated linear model as
q˙ = Muu+Mww +Mqq +Mδeδe (2.33)
The short-period approximation assumes that any variations of u as a result of
control surface deflection, turbulence or any aircraft motion, are very small and
that any terms involving u in the equation of motions are neglegible. In particular,
the short period transients are of a sufficiently short duration that u can be ignored.
Equation (2.33) can then be expressed as
q˙ = Mww +Mqq +Mδeδe (2.34)
Because of the vertical velocity term, we also need to consider the w term in
Equation (2.8), which can also be represented in its linear form as,
w˙ = Zww + Zqq + Zδeδe (2.35)
Defining the state and input vectors for the short period mode as,
x =
[
w
q
]
and u = δe
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Combining the Equations (2.34) and (2.35), the state space equation is
written as
x˙ = Ax+Bu =
[
Zw Zq
Mw Mq
][
w
q
]
+
[
Zδe
Mδe
]
δe (2.36)
We can solve for the transfer function using the following expression,
q(s)
δe(s)
= C(sI − A)−1B +D (2.37)
where in this case C =
[
0 1
]
and D = 0. Finally, this leads to the short-period
approximated transfer function,
q(s)
δe(s)
=
Mδe(s− Zw) +MwZδe
s2 − (Mq + Zw)s+ (MqZw −MwZq) =
Ksp(τsps+ 1)
s2 + 2ξspωsps+ ω2sp
(2.38)
Note that (Mq + Zw) is typically negative, as this describe the tendency for the
aircraft to pitch back to its equilibrium angle. The pitch angle transfer function
then can be found as,
Θ(s) =
1
s
Ksp(τsps+ 1)
s2 + 2ξspωsps+ ω2sp
[δe + dθ] (2.39)
The pitch transfer function is also illustrated as shown in Figure 2.5.
δe
+
+
Ksp(τsps+1)
s2+2ξspωsps+ω2sp
1
s
θ˙ ≈ q θ
dθ
Figure 2.5: Linearised open loop pitch transfer function diagram
2.4.5 Yaw axis
The yaw axis is also another part of the lateral-directional dynamic. The dutch-
roll mode is the main focus here. It is an oscillatory motion of the yaw and roll
motions. Although this motion does not usually affect the stability of a normal
aircraft, it is still undesirable when a steady flight is the main objective. The
dutch-roll is typically corrected using the rudder; therefore, this model is used for
the controller design for the yaw axis.
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Equation (2.19) can be linearised to
r˙ = NββS +Npp+Nrr +Nδaδa +Nδrδr (2.40)
and the linearised sideslip dynamics is obtained from (McLean, 1990) as,
β˙s = YvβS + Ypp+ Yrr + Yφ + Yδaδa + Yδrδr (2.41)
Neglecting the rolling motion and only considering the sideslip and the yaw rate
(p = φ = δa = 0), then Equation (2.40) and (2.41) become,
β˙S = YvβS + Yrr + Yδrδr (2.42)
r˙ = NββS +Nrr +Nδrδr (2.43)
Letting the state and input vectors be
x =
[
βS
r
]
and u = δr
The state-space representation of the dutch-roll mode is obtained as,
x˙ = Ax+Bu =
[
Yv Yr
Nβ Nr
][
βS
r
]
+
[
Yδr
Nδr
]
δr (2.44)
Again, we can also solve for the transfer function by letting,
r(s)
δr(s)
= C(sI − A)−1B +D (2.45)
where C = [01] and D = 0. The transfer function for the yaw axis is obtained as,
r(s)
δr(s)
=
Nδr(s− Yv) +NβYδr
s2 − (Nr + Yv)s+ (NrYv −NβYr) =
Kdr(τdrs+ 1)
s2 + 2ξdrωdrs+ ω2dr
(2.46)
which is also illustrated in Figure 2.6. Also, (NrYv) is normally negative for a
conventional fixed-wing aircraft.
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δr
+
+
Kdr(τdrs+1)
s2+2ξdrωdrs+ω
2
dr
ψ˙ ≈ r
dψ
Figure 2.6: Linearised open loop yaw transfer function diagram
2.5 Aircraft position model
Although the UAV’s position control system is not considered in this thesis due
to the lack of position sensing mechanism in the wind tunnel environment, the
position equations are briefly presented here to show the importance of attitude
control system.
To derive the altitude equation, firstly, we define the altitude to be the
opposite of the downward position as h = −pd. Recalling from Equation (2.7),
h˙ = −p˙d = u sin(θ)− v sin(φ) cos(θ)− w cos(φ) cos(θ) (2.47)
During constant speed flight, namely V˙a = 0, the pitch angle direct affects the
altitude (Beard and McLain, 2012). Thus, the equation can be reduced to,
h˙ = Vaθ + u sin(θ)− Vaθ − v sin(φ) cos(θ)− w cos(φ) cos(θ)
= Vaθ + dh
(2.48)
where dh is typically very small for straight flight; thus, the term can be considered
as disturbance.
In deriving the reduced order north-east velocity model, the attitude system
is assumed to be controlled. This is because the position loop is typically the outer
loop of the attitude system; thus, it is required that the attitude system is stable.
This would eliminate the force and moment terms, which simplifies the equations
and the complex aerodynamics forces would not need to be calculated. Therefore,
for a controlled aircraft the equation can be expressed as (Beard and McLain,
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2012), [
p˙n
p˙e
]
= Va
[
cos(ψ) cos(γa)
sin(ψ) cos(γa)
]
+
[
wn
we
]
(2.49)
where γa = θ − α, which denotes the air-mass-referenced flight path angle. As-
suming constant altitude and no wind conditions, Equation (2.49) can be reduced
to, [
p˙n
p˙e
]
≈ Va
[
cos(ψ)
sin(ψ)
]
(2.50)
It is very important that the aircraft must bank to turn rather than skid to turn
(Beard and McLain, 2012). Therefore, instead of using the rudder to turn, the
roll angle φ is often used to manipulate the turning angle ψ, in order to achieve
coordinated turn. Assuming constant airspeed, the turning rate is expressed as,
ψ˙ =
g
Va
tan(φ) (2.51)
This expression also holds true in the presence of wind.
It is seen in Equations (2.48), (2.50), and (2.51) that the attitude control-
lability is vital in the overall scheme of aircraft control. Without a robust attitude
system, the aircraft would not be able to follow its desired flight path.
2.6 UAV hardware
The airframe and hardware used in this thesis are presented in this section. In
addition, the design of the autopilot and attitude estimator are discussed.
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2.6.1 Airframe
Figure 2.7: Fixed-wing UAV airframe
The airframe selected for this study is the Slick 360 V2 Micro aircraft. It is electri-
cally powered, has high agility/maneuverability and high sensitivity to turbulence
due to its miniature size. It has a monoplane design with a conventional fixed-
wing configuration with large control surfaces. This specific airframe also has very
small coupling between each states and high control authority (Abdulrahim et al.,
2017). According to Mohamed (2015), this aircraft has no evident aileron/rudder
or rudder/aileron coupling. The specifications of the aircraft under experimental
studies are shown in Table 2.1.
Description Details
Airframe Slick 360
Airfoil NACA0012
Wing span (b) 0.490m
Fuselage length 0.421m
Wing area (S) 0.44m2
Average chord (c) 0.0885m
Weight (m) 130g
Cruise speed (V¯a) 10m/s
Propeller 5′′ - 4.3 pitch angle
Table 2.1: Fixed-wing UAV Specifications
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2.6.2 Actuators
A servomotor is a linear actuator that allows precise control of the angular position,
thus, it is typically used for control surface deflection of UAVs. Servomotors
usually consist of an internal closed-loop control system to control the shaft’s
position, with respect to the commanded position (either analogue or digital). A
servo model can be modelled as a unity gain first order transfer function and a
time-delay as shown in Figure 2.8.
kδ
U(s)
e−ds
τs+1
δ∗(s) δ(s)
Figure 2.8: Tranfer function diagram of a servomotor
where U(s) is the digital command, δ∗(s) is the commanded angle and δ is
the actual angle. Note that kδ converts the digital command to angular command.
The selection of actuators is vital in order to achieve high performance
flight, due to the fact that servos are partly responsible for the time-delay in the
closed-loop control systems. Additionally, small scale UAVs tend to experience
higher perturbation frequencies than traditional aircraft (Lissaman, 2009), and
fast actuation speed (rather than actuation power) is desired in this case.
Market research on commercially available servos was done to survey the
state-of-the-art servo performance in 2016. Figure 2.9 shows the weight, rated
speed and rated power of the currently available servos that were suitable for
MAVs (≤ 30g). According to the market survey, HK-5330 servo was the fastest
hobby-grade servo available, shown in Figure 2.10. It is rated at 25Hz no-load
maximum actuation frequency. Therefore, it was chosen for this research.
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Figure 2.9: Servo performance of commercially available small scale servos
(Early 2016)
Figure 2.10: HK-5330 servo
To model the servomotor, step response was performed, where the com-
manded and measured angle data was recorded. From the step data, the model
was found to be:
GSV (s) =
U(s)
δ(s)
=
1
3.33
e−0.02s
0.023s+ 1
Note that the digital command ranges between −100% to 100%, which correspond
to −30◦ to 30◦ of commanded angular position of the servo; hence kδ = 13.33 . Figure
2.11(a) shows the measured and simulated response of the servo.
Furthermore, frequency response tests were conducted to determine the
actuation responsiveness under load (attached to the main wing). Two brand new
servos were studied in parallel to show the repeatability of the experiment. The
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actuation angles were measured with the servos’ internal potentiometers, and the
servo commands were sent from the flight controller board. A frequency sweep
function was sent to the servo commands to move the servo arms, and data were
recorded at 200Hz. A coherence study was performed on the input-output data;
it is presented in Figure 2.11(b). It can be seen that although the servos are rated
at 25Hz the actuation performance evidently started to degrade at aprroximately
10Hz. Furthermore, for the actuation commands above 25Hz, the servos were not
responsive to the commands.
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Figure 2.11: Step and frequency response of the servo
2.6.3 Autopilot
2.6.3.1 Flight controller
The flight controller board used for the research was custom developed and in-
tended for UAV experimental tests, shown in Figure 2.12. Additionally, the spec-
ifications of the board and the avionic components are outlined in Table 2.2.
Figure 2.12: Flight controller board
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Components Descriptions
Processor 32-bit ARM Cortex M4 (Teensy 3.2)
IMU MPU-6050
Actuator HK-5330 Ultra-Micro servos
RC receiver LemonRx PPM receiver
RC transmitter Turnigy 9XR PRO radio transmitter
Datalogger CleanFlight Blackbox Datalogger
Electronic speed controller Turnigy Multistar 6A ESC
Brushless DC motor NTM Prop Drive 13-12 2600KV
Table 2.2: Flight controller and avionic components
As the board was programmed with the author’s proprietary codes, this al-
lows augmentation in the codes and implementation of various control strategies.
The autopilot loop starts with the processor obtaining the translational acceler-
ations and angular rates in the x, y, z axes from the inertial measurement unit
(IMU). These measurements are then used in the online computation of the roll
and pitch angles. Meanwhile, the processor also receives the pilot’s commands
to be used as reference signals from a radio control (RC) transmission protocol.
Based on this data, the flight control algorithm then calculates the associated
control signals, which are implemented on the actuators. In conjunction, the dat-
alogger collects all the data to be used for post-analysis. It it also important to
note that the flight control loop samples at 200 Hz (∆t = 0.005s). For clarity, the
control process is illustrated in Figure 2.13.
Figure 2.13: Configuration of the autopilot structure
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2.6.3.2 Attitude estimation
Determination of UAVs’ attitude angles is imperative, as every control systems
require feedback to be used in the control implementation. There are many ad-
vanced sensor fusion algorithms; however, they are computationally demanding
and unsuitable for small scale micro-controllers (Euston et al., 2008). This re-
search, therefore, adopted the complementary filter as a means to estimate the
UAV’s attitude with low-cost MEMS inertial sensors.
A 6-DOF IMU provides translational accelerations and angular velocity
for x, y and z axes. The problem with directly deriving the angles based on
the accelerations is that they contain high frequency noise in the measurements,
making the data unreliable in a “short term” sense. On the other hand, integrating
the angular rates from the gyroscope results in a drift in the estimation; therefore,
it is unreliable in a “long term” sense. By fusing these estimates together, we can
use the low-frequency data of the accelerometer and the high-frequency data of
the gyroscope to obtain an “all-pass” estimate of the attitude.
Low-pass filter design
Before we could apply the complementary filter, it is essential that practicality is
considered. A fixed-wing UAVs’ forward thrust is usually generated by a propul-
sion system, whereas in this case, it consisted of a motor and a propeller. The
problem with this type of propulsion system is that it creates vibration when the
propeller spins, and this induces noises in the IMU readings. To solve this issue, a
first order low-pass filter was used to eliminate of the high frequency components;
however, the cut-off frequency needed to be properly selected so that the filter
time-delay was not too prominent. Therefore, the fundamental frequency of the
noise needed to be identified, in order to determine the cut-off frequency.
To do this, the IMU was held in place where the roll and pitch angles were
zero degree. The propeller was commanded to spin at maximum throttle to create
the highest vibration to the IMU, thus, leading to very noisy data. Power spectral
analysis was then performed on the 6-DOF data as shown in Figure 2.14. It can
be seen that the vibration causes high peaks at approximately 33 to 55 rad/s for
all six sets of data. The cut-off frequency was then chosen to be lower than the
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noise frequencies, as ωcutoff = 21 rad/s, leading to the following transfer function
H(s) =
ωcutoff
s+ ωcutoff
Furthermore, the raw and filtered readings of the 6-DOF data are shown in Figure
2.15. It can be seen that the filtered data of Ax, Ay, p, q and r were close to zero,
while Az was close to the gravitational acceleration of 9.81m/s2. This shows that
the filtered data remained constant in a noisy environment when the IMU was not
moved.
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Figure 2.14: Power spectral density of the IMU data at full throttle
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Figure 2.15: Raw and filtered 6-DOF IMU readings: coloured lines indicate
measured data; black lines indicate filtered data
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Complementary filter design
The complementary filter combines the two sets of information to compute the
roll and pitch angles in real-time, namely φ and θ respectively. The translational
accelerations, f¯ ∈ (Ax, Ay, Az), are used to derive the angles σf¯ ∈ (φf¯ , θf¯ ), based
on Equation 2.52. The data is then filtered with a low-pass filter to filter out the
high frequency noises.
φf¯ = tan
−1(
Ay
Az
)
θf¯ = tan
−1(
Ax√
(Ay)2 + (Az)2
)
(2.52)
In conjunction, the gyroscope data, ω¯ ∈ (p, q, r), is integrated to get the angles,
σω¯ ∈ (φω¯, θω¯), and then filtered with a high-pass filter to compensate for the drift.
This is illustrated with a block diagram shown in Figure 2.16.
Eq. (2.52)
f¯
1
τs+1
σf¯ +
+
σˆ(f¯) σˆ(f¯ , ω¯)
1
s
ω¯ τs
τs+1
σω¯
σˆ(ω¯)
Figure 2.16: Block diagram of the attitude complementary filter
Figure 2.17 shows the bode diagram of σˆ(f¯), σˆ(ω¯) and σˆ(f¯ , ω¯) = σˆ(f¯) +
σˆ(ω¯), where τ denotes the cut-off frequency of the filter. This plot shows that the
combination of the two sets of data provides an “all-pass” filter of the data while
only including the reliable part of each data.
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Figure 2.17: Bode diagram of the complementary filter
In order to make the discrete implementation more straightforward, the
block diagram was simplified, as shown in Figure 2.18.
Eq. (2.52)
f¯ +
+
σf¯ 1
τs+1
H(s)
σˆ(f¯ , ω¯)
τ
ω¯
Figure 2.18: Simplified block diagram of the attitude complementary filter
The low-pass filter H(s) = Y (s)
U(S)
= 1
τs+1
was then discretized to be imple-
mented digitally with the following steps,
(τs+ 1)Y (s) = U(s), (2.53)
τsY (s) + Y (s) = U(s) (2.54)
Taking inverse Laplace tranform on both sides of Equation 2.54, gives
τ y˙(t) + y(t) = u(t) (2.55)
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The first order approximation of the time derivative was used, which was given as
y˙(t) ≈ y(tk)− y(tk−1)
∆t
(2.56)
where ∆t is the sample time. Substituting Equation (2.56) into (2.55) and solving
for y(tk), gives
y(tk) =
τ
τ + ∆t
y(tk−1) +
∆t
τ + ∆t
u(tk) (2.57)
This equation is commonly written as,
y(tk) = (1− a)y(tk−1) + au(tk) (2.58)
where a = ∆t
τ+∆t
.
The computation of the attitude angles could then be derived from the
block diagram in Figure 2.18 and the low-pass filter in Equation 2.58. Finally, the
output of the complementary filter yielded
σˆ(tk) = (1− a)σˆ(tk−1) + a(τ ω¯(tk) + σf¯ (tk)) (2.59)
In order to validate the attitude estimation and tune the cutoff frequency
τ , a motion capture system (manufactured by Qualisys) was used; the setup is
shown in Figure 2.19. Typically, it is very challenging to determine the ‘true’
angles; however, the motion capture was able to compute the roll and pitch angles
with extremely high precision. This allowed accurate validation of the estimation
algorithm. Five low-latency cameras were used to track the six trackers on the
aircraft.
This data was collected in conjunction with the on-board IMU, while the
aircraft was manually moved to replicate a maneuvering flight. The cutoff fre-
quency was selected based on the data obtained, with the cut-off frequency of
τ = 0.245rad/s. The onboard IMU data was then compared with the motion
capture data to show the fidelity of the attitude estimation, presented in Figure
2.20. From these figures, it is clear that the designed attitude estimator is able to
compute the aircraft’s attitude angles. It is also important to note that, although
complementary filter is not an optimal estimation algorithm, it is sufficient for the
purposes of this research.
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Figure 2.19: Motion Capture setup
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Figure 2.20: Comparison between IMU and Motion Capture angles
2.7 Wind tunnel setup
The RMIT wind tunnel was used for many of the experimental studies in this
thesis. The wind tunnel provided an ideal testing environment because of the
controllability and repeatability of the wind speed and turbulence spectrum. Due
to the random nature of turbulence, outdoor flight tests may result in unfair
comparison between different control strategies. The wind tunnel is, therefore,
the ideal experimental environment to produce repeatable results.
The 330kW DC motor is able to generate up to 50m/s wind speed, which
can be adjusted using the impeller RPM controller on the control panel. The test
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section of the wind tunnel is 3m wide, 2m high and 9m long. Due to the ane-
choic turning vanes, the acoustic noise is very low in the test section (Vino, 2005;
Pagliarella, 2009). The schematic of the wind tunnel is presented in Figure 2.21.
The wind tunnel’s clean configuration generates a turbulence intensity (Ti) of 1.5%
(Grusovin, 2006), where velocity fluctuations are present in all three orthogonal
directions. The wind tunnel’s turbulence and aerodynamic properties have also
been extensively studied by Ravi (2011).
Figure 2.21: RMIT wind tunnel schematic
A pitot static tube is attached in the test section and provides real-time
monitoring of the airflow velocity. The differential pressure sensor was calibrated
before all experiments were conducted.
Three test rigs were fabricated to allow the UAV’s attitude to be studied.
These were the roll, pitch and yaw test rigs, which are shown in Figure 2.22(a),
2.22(b) and 2.22(c) respectively. For the roll and yaw test rigs, the aircraft was
installed at 0◦ AoA. Whereas, for the pitch and yaw rigs, the banking angle was
also at 0◦. Each test rig allows the aircraft to rotate in its dedicated axis freely
with extremely low friction. This provides realistic replicated flight while also
ensuring safe operation inside the wind tunnel.
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(a) Roll rig
Pitch Axis
(b) Pitch rig
Yaw Axis
(c) Yaw rig
Figure 2.22: Fixed-wing UAV and the experimental test rigs
2.8 Summary
In this chapter, the dynamical equations of a fixed-wing UAV were derived. The
attitude representation was also explained, and it will be used throughout the
thesis. The UAV airframe and actuators were described, along with the design
of the autopilot system. The attitude estimation algorithm was validated with a
motion capture system, which showed accurate estimation capability. The linear
models derived in this chapter and the hardware will be employed in the following
chapters for the control system design.
Chapter 3
Model-based Controller Design
Since the linearised models neglect some nonlinear and cross-coupling dynamics, a
question naturally arises, whether the linearised models are good representatives
of the aircraft’s attitude dynamics? To answer this question, the first step in de-
signing any type of controller is to find the mathematical model corresponding to
the plant to be controlled. This chapter, therefore, firstly presents the identifica-
tion of the fixed-wing UAV’s attitude models by using frequency sampling filters
to find the frequency responses. The flight controller is then designed based on
the identified models in a cascaded configuration. The design procedure utilises
the root locus and pole placement methods to find the controller parameters. The
flight controller is then validated with several wind tunnel tests.
3.1 Identification of the plant’s frequency response
In order to obtain accurate and reliable representative models, the transfer func-
tions were found using the frequency response method described in this section.
The idea is to systematically excite the system and measure its response to
find the relationship between the input and output. Periodical sinusoidal inputs
(with varying frequencies) were injected into the system to obtain its response.
Once the input and output data were obtained from the experiments, the following
algorithm was used to identify the frequency response of the systems.
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Firstly, the Fourier series expansion of the periodic input signal u(t) is
expressed as (Kreyszig and Norminton, 2014)
u(t) =
4a
pi
(
sin(
2pi
Tp
t) + sin(
4pi
Tp
t) + sin(
6pi
Tp
t) + sin(
8pi
Tp
t) + . . .
)
(3.1)
At time tk = k∆t the input u(t) can be discretize as
u(k) =
4a
pi
(
sin
2pik
N
+
1
3
sin
6pik
N
+
1
5
sin
10pik
N
+ . . .
)
(3.2)
where the number of samples per periodN = Tp
∆t
. From the periodic input data, the
period of the oscillation is estimated by taking average of the sustained oscillation
yielding to the period N in number of samples, and subsequently the discrete
fundamental frequency is obtained as ωd =
2pi
N
. Alternatively, the sinusoids can be
written in the exponential notation as
sin
2pi
N
=
1
2j
(ej
2pik
N − e−j 2pikN )
Substituting the exponential form to Equation (3.2) leads to another representa-
tion of the input signal as,
u(k) =
2a
jpi
[
(ej
2pik
N − e−j 2pikN ) + 1
3
(ej
6pik
N − e−j 6pikN ) + 1
5
(ej
10pik
N − e−j 10pikN ) + . . .
]
=
2a
jpi
[
(ejωdk +
1
3
ej3ωdk +
1
5
ej5ωdk + . . . ) (3.3)
−(e−jωdk + 1
3
e−j3ωdk +
1
5
e−j5ωdk + . . . )
]
The open loop systems of the roll, pitch and yaw rate models are stable;
therefore, the z-transfer function model in frequency sampling filter form can be
used to express the open loop transfer function in the s-domain G(s) (Wang and
Cluett, 2000).
G(z) =
N−1
2∑
l=−N−1
2
G(ejlωd)F l(z) (3.4)
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where F l(z) is the lth frequency sampling filter given by
F l(z) =
1
N
1− z−N
1− ejlωdz−1
=
1
N
(
1 + ejlωdz−1 + · · ·+ ej(N−1)lωdz−(N−1))
This frequency sampling filter model represents the stable system with its
fundamental frequency parameters. Assuming that f l(k) is the lth output of the
frequency sampling filter, where
f l(k) = F l(q−1)u(k)
with q−1 being the backward shifting operator defined as q−1x(k) = x(k− 1). For
a symmetrical periodic input signal u(k) with discrete period N , according to the
Fourier analysis (Erwin Kreyszig, 2006), the signal only contains the odd number
frequencies while the magnitude reduces as the order number increases. Therefore,
the following relationship is true for periodic oscillations,
f l(k) =
0; if l = 0,±2,±4,±6, . . .2a
jpi|l|e
jlωdk; if l = ±1,±3,±5,±7, . . .
(3.5)
The open loop system with the input u(k) can then be expressed as
y(k) =
N−1
2∑
l=−N−1
2
G(ejlωd)f l(k) + v(k) (3.6)
where v(k) is the output measurement noised with zero-mean guassian distribu-
tion and variance of σ2. However, from a practical point of view, the higher order
of l should be neglected in order to reduce the computational intensity as the
magnitude of the filter output is inversely proportional to the number of order.
Additionally, due to the nonlinearity and noises in the system, the input signal is
generally not perfectly symetrically periodic, thus, violating the symmetric prop-
erty. Because of the aforementioned issues, the output is approximated by only
considering the combination of the first two pairs of frequency sampling filters and
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the possible low frequency disturbances, where
y(k) ≈ T (ej0)f 0(k) + T (ejωd)f 1(k) + T (e−jωd)f−1(k) + T (e2jωd)f 2(k)
+ T (e−2jωd)f−2(k) + T (e3jωd)f 3(k) + T (e−3jωd)f−3(k) + v(k)
(3.7)
This model is visualised by the block diagram in Figure 3.1.
1
N
1−z−N
1−ej0z−1
1
N
1−z−N
1−ej!dz−1
1
N
1−z−N
1−e−j!dz−1
1
N
1−z−N
1−e2j!dz−1
1
N
1−z−N
1−e−2j!dz−1
1
N
1−z−N
1−e3j!dz−1
1
N
1−z−N
1−e−3j!dz−1
u(k)
T (e0j) T (ej) T (e−j) T (e2j) T (e−2j) T (e−3j)T (e3j)
+
v(k) +
y(k)
Figure 3.1: Frequency sampling filter model block diagram (Goberdhansingh
et al., 1992)
Although the frequency sampling filter model in (3.7) only contains seven
complex terms, according to Wang (2017a), this model has been proven to be
sufficient for the majority of applications, even under the presence of disturbances
and nonlinearities which cause the signals to become non-periodic. It is also vital to
consider thatN is generally obtained by averaging the period of oscillations of u(k).
However, when the the signal is non-periodic, this no longer holds true. Another
approach to calculate the period is to determine the first maximum magnitude
of the discrete fourier transform of u(k) and the fundamental frequency ωd from
which 2pi
ωd
is rounded to the nearest integer.
In order to simplify the notations, the complex parameter vector is defined
as,
θ = [T (0) T (ejωd) T (e−jωd) T (ej2ωd) T (e−j2ωd) T (ej3ωd) T (e−j3ωd)]∗
and its corresponding regressor vector as
φ(k) = [f 0(k) f 1(k) f−1(k) f 2(k) f−2(k) f 3(k) f−3(k)]∗
where A∗ denotes the complex conjugate transpose of A.
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The least squares algorithm is used to estimated the parameters from the
experimental test data, summarised in Algorithm 1 (Wang and Cluett, 2000).
Algorithm 1 Least square estimate algorithm
1: if Initial state then
2: define k = 1
3: define P (0) and θˆ(0)
end if
4: Calculate the estimated parameter vector θˆ(k) = θˆ(k−1)+P (k−1)φ(k)(y(k)−
φ(k)T θˆ(k − 1))
5: Update the covariance matrix P (k) = P (k − 1)− P (k−1)∗φ(k)φ(k)∗P (k−1)
1+φ(k)∗P (k−1)φ(k)
6: if There’s more sample then
7: Increment k
8: Go back to Step: 4
end if
9: return θˆ
Once the frequency points on the nyquist have been obtained, the transfer
function is estimated using the complex-curve fitting method introduced by Levy
(1959). The algorithm is briefly summarised as follows. For a linear transfer
function with the following structure
H(s) =
B(s)
A(s)
=
b1s
n + b2s
n−1 + · · ·+ bn+1
a1sm + a2sm−1 + · · ·+ am+1 (3.8)
where n and m are the number of zeros and poles respectively. ai and bi are the
denomenator and numerator coefficients, which are to be estimated by minimising
an equation error as,
min
b,a
n∑
k=1
wt(k)|h(k)A(w(k))−B(w(k))|2 (3.9)
where the Fourier transforms of the polynomials ai and bi are denoted as A(w(k))
and B(w(k)), at the frequency w(k). n is the number of frequency points on the
nyquist plot.
3.2 Attitude model identification
For the determination of the UAV’s model, the aircraft was installed in the setup
presented earlier in Figure 2.22. Furthermore, the experiments for each axis were
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performed separately because the coupling dynamics are ignored in the linear
model. The wind speed used for all experiments in this chapter was at 10m/s,
which is the aircraft’s operational cruise speed, representing its trim condition.
For the sinusoidal inputs, four different fundamental periods and their sub-
sequent frequencies (2pi
Tp
, 4pi
Tp
, 6pi
Tp
, 8pi
Tp
) were injected to the roll, pitch and yaw systems.
As an example of the data generated by the sinusoidal input, a small section of
the roll data is presented in Figure 3.2 . The experimentation procedures for the
pitch and yaw were identically conducted.
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Figure 3.2: Examples of the sine wave data
The identified complex points for all axes are presented in Figure 3.3. The
identified Nyquist responses for the roll rate, pitch rate and yaw rate models are
plotted in Figure 3.3(a), 3.3(b) and 3.3(c), respectively. From the roll response
in Figure 3.3(a), it is seen that the second order model is more accurate than
the first order model, due to first order and time delay dynamics of the actuator.
However, to make sure that the research follows the majority of the literature, the
first order transfer function was selected instead. In addition, the design procedure
would be simplified. For the purpose of roll controller design, first order model
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is known to be sufficient for normal operating conditions on most aircraft with
conventional configuration as described by McLean (1990). For the pitch and yaw
axes, although the third order models are more accurate, the second order models
are selected for the controller design. This is to ensure that the models match the
linearised model and they are sufficient for the purpose of controller design.
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(a) Frequency response of the roll model
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(b) Frequency response of the pitch model
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(c) Frequency response of the yaw model
Figure 3.3: Nyquist responses and model identification in the frequency do-
main
Based on this, the identified transfer functions were found as follows,
Gp(s) =
p(s)
Ua(s)
=
67.85
s+ 12.71
(3.10)
Gq(s) =
q(s)
Ue(s)
=
12.78s+ 313.6
s2 + 7.421s+ 249.6
(3.11)
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Gr(s) =
r(s)
Ur(s)
=
16.39s+ 102
s2 + 3.82s+ 135.6
(3.12)
In order to validate the models, the aircraft was manually injected with
random inputs, shown in Figure 3.4(b), 3.4(d) and 3.4(f). The same inputs were
use in the simulation using the models obtained above to compare the actual
and simulated responses of the aircraft. Figure 3.4(a), 3.4(c) and 3.4(e) show the
comparison results. Although the nyquist curves of the models do not optimally
capture the whole dynamics of the plant, the time-domain data shows that the
simulated response is very close to the measured response. Thus, for the purpose
of controller design and maintaining simplicity, these models are sufficient.
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(c) Measured and simulated response
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Figure 3.4: Model validation
3.3 Attitude flight control system
Attitude control system is an essential part of modern flight control systems. It al-
lows the aircraft’s orientation to be maintained in response to the pilot’s command
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and/or generated by the outer loop path following algorithms. For a typical atti-
tude flight control system of a fixed-wing UAV, the main objective is to maintain
the attitude angles φ, θ and the yaw rate r to their respective reference signals,
φ∗, θ∗ and r∗.
For most flight manoeuvres, control system design based on linearised and
decoupled dynamics yield good performance (McLean, 1990), thus, leading to
simplification in the autopilot design and configuration of the cascaded loop flight
control system. The full multi-input-multi-output (MIMO) control system utilised
for this research is as shown in Figure 3.5. In particular, the lateral (roll) controller
consists of two PI controllers configured in a cascaded structure, where the inner
loop controller regulate the roll angular rate and the outer loop controller regulates
the roll angle. The manipulated variable for the roll controller is the aileron
deflection Ua. The longitudinal (pitch) controller is also structured similarly to
the lateral controller, where the manipulated variable is the elevator deflection Ue.
The directional (yaw) control system only requires a single PI controller to control
the yaw rate of the UAV and the manipulated variable is the rudder deflection Ur.
PI controller
PI controller
PI controller
PI controller
PI controller
p∗
q∗
r∗
Ua
Ue
Ur
+
φ∗
θ∗
rqpθφ
+
+
+
+
-
-
-
-
-
Feedback signals
UAV
Figure 3.5: MIMO flight control architecture
The motivation for this choice of cascaded PI control system is that it is
able to effectively deal with the existing nonlinearities due to the linearisation and
decoupling of the cross-axis coupling dynamics. The integral term provides a good
characteristics in the presence of low frequency disturbances that could be caused
by the coupling, unsymmetrical distribution of the payload, and low frequency
turbulence. In typical flight conditions, the integral term is also able to reject the
disturbances due to the cross-coupling dynamics (Beard and McLain, 2012). The
main reason the derivative term in the PID controllers is neglected is that it tends
to amplify noises in the system (Han, 2009). Therefore, the use of the derivative
term is not desirable in this case because the readings from the IMU can be very
noisy due to propellor vibration and turbulent perturbations.
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3.3.1 Formulation of the velocity form PI controller
The PI control law was implemented in discrete time by the microprocessor. There-
fore, this section presents the discrete time formulation of the velocity form PI
controller.
The time domain representation of a typical PI controller takes the following
form,
u(t) = Kc(r(t)− y(t)) + Kc
τI
∫ τ
0
(r(τ)− y(τ))dτ (3.13)
where u(t) is the control signal, r(t) is the reference and y(t) is the measured
output. Its transfer function in Laplace domain in relation to the error e(t) =
r(t)− y(t) is as follows,
U(s) = KcE(s) +
Kc
τIs
E(s) (3.14)
Rearranging Equation (3.14) gives,
sU(s) = KcsE(s) +
Kc
τI
E(s) (3.15)
which leads to the following differential equation,
u˙(t) = Kce˙(t) +
Kc
τI
e(t) (3.16)
Equation (3.16) is used to calculate the derivative of the control signal, hence, ex-
plaining the term ‘velocity’. To discretize the equation to be used in the controller
implementation, the following first order approximation at time k was used,
u˙(tk) ≈ u(tk)− u(tk −∆t)
∆t
(3.17)
e˙(tk) ≈ e(tk)− e(tk −∆t)
∆t
(3.18)
By substituting Equation (3.17) and (3.18) into Equation (3.16), and rearranging
the terms, the calculation of the control signal in discrete time becomes
u(tk) = u(tk −∆t) +Kc(e(tk)− e(tk −∆t)) + Kc
τI
e(tk)∆t (3.19)
It is also important to note that, as the control implementation is calculated
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based on the previous sample of the implemented control signal, the controller does
not need to know the nominal operating point of the control signal. In terms of
aircraft control, that essentially meant we do not need to manually trim the control
surfaces, and the trimming will be automatically taken care of by the velocity form
PI controller.
Additionally, as opposed to the position form PI controller given as
u(tk) = Kce(tk) +
Kc
τI
M−1∑
tk=0
e(tk)∆t,
the integral term of the velocity form does not wind-up, which provides a more
straight forward implementation, and an integral wind-up mechanism does not
need to be considered.
3.3.2 Control signal anti-windup mechanism
This section describes the implementation of the anti-windup mechanism for the PI
controller. The main reason the anti-windup is required is to limit the implemented
actuator commands within the practical constraints of the servos. Letting the
upper and lower limits of the control signals be Umax and Umin, the control signal
must satisfy the following constraint:
Umin ≤ u(t) ≤ Umax (3.20)
When violation of the saturation limit occurs, the implemented control signal,
u¯(tk), is constrained computationally by the following expression
u¯(tk) =
Umax; if u(tk) > UmaxUmin; if u(tk) < Umin (3.21)
3.4 Attitude controller design
The primary objective of the attitude control system is to control the roll/pitch
angles and yaw rate (φ, θ, r) of the aircraft. The cascaded loop controller design is
the most vital part in ensuring the UAV’s control surfaces are deflected appropri-
ately to achieve the commanded reference signals. In this section, the traditional
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approach to designing linear systems is the controller parameter selection method
used. Firstly, the inner loop controller was designed using the root locus method
by manipulating and adding poles/zeros into the system in an attempt to satisfy
the design requirements. Secondly, the controller gains for the outer loop systems
were calculated using the pole placements method because the outer loop plant’s
structure is simpler. The controller validation is also presented in this section to
show how the model-based controller performs.
3.4.1 Inner loop controller design
For the inner loop system the root locus approach was used to design the controller
parameters (Levine, 2010). This was done by exploring the variation in the loca-
tions of the closed-loop poles as a function of the system’s gain. The location of
the poles were selected based on the design specifications given in terms of steady-
state and transient requirements. Based on these requirements the S-plane was
partitioned into acceptable and unacceptable regions, where the controller gains
were selected such that all poles were strictly on the left-hand side of the S-plane
and within the acceptable region.
The transient specifications are typically given with reference to three major
performance measures, including the overshoot Mp, rise time tr and settling time
ts. The boundary parameters needed to be calculated in order to partition the
S-plane. The derivation of these parameters are briefly explained here.
For the overshoot requirement, the overshoot percentage is given by
Mp = e
− piξ√
1−ξ2 (3.22)
To satisfy the transient requirement, the overshoot expression is rearranged as
follows,
ξ ≥
√
ln(Mp)2
pi2 + ln(Mp)2
(3.23)
Leading to the angle β0, given as
β0 = sin
−1(
√
1− ξ2) (3.24)
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The rise time requirement specifies the minimum natural frequency, which
is defined as,
ω0 ≥ pi − β0
tr
√
1− ξ2 (3.25)
For the settling time specification, it is related to the exponential rate of
decay according to
e−ξω0ts ≤ δ (3.26)
where δ is the steady-state boundary requirement. This constrains the ξω0 ratio
product to be,
−ξω0 ≤ ln(δ)
ts
(3.27)
Lastly, by combining (3.24), (3.25) and (3.27), the S-plane is partitioned
into acceptable and unacceptable regions as illustrated in Figure 3.6.
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Figure 3.6: Root locus design specifications
In most cases, the closed-loop control system can become unstable when
the gains are chosen inappropriately, even though the above requirements are met.
The design of flight controller using the root locus technique invariably involves
selecting the locations of the closed-loop poles and/or adding zeros to manipulate
the dynamics of the system, so that acceptable flying qualities can be achieved.
It is a common practice to select the location of the poles to be in the acceptable
region but close to the unacceptable region. This way, the system will be able to
satisfy all the requirements without being pushed too far and losing its robustness.
Figure 3.7(a), 3.8(a) and 3.9(a) show the root loci of the identified models
in (3.10), (3.11) and (3.12) with the addition of a PI controllers. Using MAT-
LAB’s rlocfind() function to find the systems’ gains and pick the locations of the
new poles. Subsequently, the new locations of the poles and zeros are presented
in Figure 3.7(b), 3.8(b) and 3.9(b), where the crosses indicate poles and circles in-
dicate zeros. All the new poles are now located in the acceptable region satisfying
all the design requirements.
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(a) Inner loop root locus
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(b) Closed-loop pole and zero locations
Figure 3.7: Root locus and pole/zero map of the roll model
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(a) Inner loop root locus
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(b) Closed-loop pole and zero locations
Figure 3.8: Root locus and pole/zero map of the pitch model
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(a) Inner loop root locus
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Figure 3.9: Root locus and pole/zero map of the yaw model
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3.4.2 Outer loop controller design
Once the inner loop controller has been designed, the selection of the outer loop
controller was carried out using the pole placement method. Assuming that the
inner loop system is robustly controlled with fast response, the inner closed-loop
system can be approximately reduced to
T1(s) =
G1(s)C1(s)
1 +G1(s)C1(s)
≈ 1 (3.28)
As an example the estimated attitude control loop for the roll axis is presented
in Figure 3.10, note that the pitch is configured the same way. This reduced the
dynamics to a single integrator, resulting in the simplification of controller design.
−+
φ∗
PI
Outer loop
Controller
1
T1(s)
p∗
1
s
p φ
G2(s)
Figure 3.10: Attitude control system with approximated inner loop dynamics
Letting the outer loop transfer function be
G2(s) =
1
s
(3.29)
and the controller transfer function as
C(s) =
c1s+ c0
s
(3.30)
The closed-loop system can then be represented as
T (s) =
G(s)C(s)
1 +G(s)C(s)
(3.31)
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Substituting in the variables, the following expression was derived
T (s) =
c1s+c0
s
1 + c1s+c0
s
=
c1s+ c0
s2 + c1s+ c0
(3.32)
The second order canonical form was used to specify the closed-loop natural fre-
quency and damping coefficient. This is done by equating the characteristic equa-
tion and the second order canonical equation.
s2 + 2ξωns+ ω
2
n = s
2 + c1s+ c0 (3.33)
By solving Equation (3.33), the controller parameters were found as,
c1 = 2ξωn
c0 = ω
2
n
Kc = c1
τI =
c1
c0
(3.34)
In the selection of outer loop controller parameters, the damping ratio was chosen
as ξ = 0.707, which typically provides a good balance between the overshoot and
response speed. The natural frequency was chosen by trial and error.
3.4.3 Experimental results
The PI controller parameters were calculated and the resultant parameters are
presented in Table 3.11
Axes Kc1 τI1 Kc2 τI2
Roll 0.2 0.1 7.07 0.283
Pitch 0.5 0.2 7.07 0.283
Yaw 0.7 0.1 n/a n/a
Figure 3.11: Identified inner loop controller parameters
It was experimentally found that the pitch’s inner loop system was produc-
ing large overshoot; therefore, by trial-and-error the pitch’s proportional gain Kc1
was reduced to 0.3.
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Step response tests were performed on the roll angle, pitch angle and yaw
rate to evaluate the controller’s performance. The results are shown in Figure
3.12(a), 3.12(b) and 3.13(c) respectively, where the roll and pitch rate data are
plotted in Figure 3.13(a) and 3.13(b).
It is seen from all three step responses that the overshoots are quite high,
which can be detrimental in real flights. In addition, the steady-state characteris-
tics are also not ideal in all cases and the attitude seems to be slightly oscillatory.
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Figure 3.12: Step response of the roll and pitch angles: red (dashed) = refer-
ence signal; blue(solid) = measured data
Overall, the autopilot’s performance is considered to be poor. This is mainly
because of the common challenge model-based tuning method typically face, which
is the negligence of dynamics. In the design of the controller, the higher order
dynamics were estimated to first and second order models. Furthermore, in the
selection of the gains for the roll and pitch outer loop controllers, the inner loop dy-
namics were also simplified. Thus, making both roll and pitch outer loop estimated
transfer functions to be identical. However, the flight characteristics between the
roll and pitch axes are significantly distinct. Therefore, this approximation may
not be the ideal solution for aircraft controller design. Another factor that con-
tributed to the sub-par controller performance is the sensor dynamics. Due to
the fact that the outer loop feedback are calculated with the complementary filter
and low-pass filter, this may also introduce additional dynamics into the system.
The negligence of the servo, inner loop and sensor dynamics are believed to be the
main causes of the mismatch in the mathematical model and the actual physical
system. Resulting in unfulfilled control performance requirements, because the
design was done with inaccurate models.
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Figure 3.13: Response of the roll, pitch and yaw angular rates: red (dashed)
= reference signal; blue(solid) = measured data
3.5 Summary
This chapter explored and reviewed the conventional model-based controller design
of a fixed-wing UAV. The tranfer functions of the attitude system were identified
by estimating the nyquist plot based on the plant’s frequency responses. The
inner loop controllers were designed using the root locus method to manipulate
the location of the poles and zeros to achieve the desired characteristics. On
the other hand, the outer loop controllers were designed using the pole placement
method, where the inner closed-loop dynamics were ignored. From the experiment,
it has been shown that the unwanted effects from linearisation can be compensated
with integrators in the feedback control systems, as the aircraft is able to follow
its reference signals. However, the closed-loop performance was found to be sub-
par, due to the neglected inner loop, actuator and sensor dynamics. The work
performed in this chapter motivates the need for a better PID tuning method that
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is able to deal with the neglected dynamics. The novel automatic controller design
in the next chapter is, therefore, proposed as a solution to this problem.
Chapter 4
Automatic Tuning of the Attitude
Control System
The goal of automatic tuning is to simplify and automate the tuning procedures
without the need to determine the nonlinear parameters. Generally, a typical
autopilot requires cascaded configuration, which in this case means it is necessary
for five PI controllers to be tuned. This can complicate the tuning process and
increase the engineers’ workload (Kada and Ghazzawi, 2011; Luo et al., 2011).
The main idea of the automatic tuning algorithm is to fit the plant’s dom-
inant dynamics into an integrating plus time-delay model. This method lies in
the use of relay feedback control for generating a set of input and output data
that contain the dynamical information of the plant. In contrast to the general
approach of relay test, this method puts the system under proportional controlled
feedback within the relay loop. This approach, then, is really useful when applied
to integrating systems. This automatic tuning algorithm is particularly suitable
for UAVs as the linearised models of the UAV’s outer loop systems have integrating
dynamics and are unstable by nature
This chapter introduces the four steps of automatic tuning: the relay feed-
back structure, estimation of the frequency response, determination of the esti-
mated model and controller parameter selection. This is followed by a simulation
study to explore the tuning capability of the autotuner. The fixed-wing UAV then
76
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undergoes the automatic tuning process. The flight control system is also vali-
dated with wind tunnel experiments with various testing conditions. The closed-
loop performance is also compared against the controller design discussed in the
previous chapter.
4.1 Automatic tuner design
This section provides the formulation of the automatic tuning algorithm and ex-
plains how the PID controller parameters are chosen. The tuning process starts
with the system structured in a relay feedback control system. The closed-loop
frequency response is then determined based on the oscillatory feedback. This
closed-loop information can then be inverted to obtain the plant frequency re-
sponse and eventually the estimated integrating plus time-delay model. The con-
troller parameters are selected based on the model and a well-established tuning
rule.
4.1.1 Relay feedback control structure
Upon the selection of the control system configuration, the first step is to conduct
the relay feedback experimental analysis, which is to be structured as shown in
Figure 4.1. The key reason of utilising this configuration rather than using the
conventional relay structure is so that the response obtained will contain the lower
and median frequency ranges, which is imperative in order to identify the steady-
state and dominant time constant to be used in the design (Wang, 2017a).
r(t) −+
e(t)
Relay algorithm
−+
u¯(t)
KT System
y(t)
Figure 4.1: Relay feedback control system structure
The reference signal, denoted as r(t), is kept constant to maintain the
plant’s operational conditions. The relay signal u¯(t) is computed online based on
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the error and the reference signals. y(t) is the output of the plant. A proportional
gain KT is utilised to stabilise the system during the relay experiment. The relay
amplitude a is chosen to cover the whole plant’s operationl range, whereas the
hysteresis  is selected high enough so that the relay does not switch due to random
noises but lower than the relay amplitude ( < a). In order for the relay to operate
bumplessly, the initial state at time t0, is defined as u(t0) = r(t0). Assuming a
sampling time of ∆t = tk−tk−1, for all tk > t0, the relay control signal is calculated
online using Algorithm 2.
Algorithm 2 Relay algorithm
1: if A new set of data has been received then
2: Calculate the feedback error, e(k) = r(k)− y(k)
3: if |e(k)| ≤  then
4: u(k) = u(k − 1)
5: else u(k) = a× sign(e(k))
end if
6: return u(k)
It is well known that relay structured systems generate a sustained peri-
odic oscillation, denoted as Tp, that has the fundamental frequency (Astrom and
Hagglund, 1984, 1988). This fundamental frequency ω1 =
2pi
Tp
corresponds to the
frequency shown in Figure 4.2, where the imaginary part is approximately −pi
4a
.
Real axis
Imag axis
πǫ
4a
!
!1 =
2pi
Tp
Figure 4.2: Location of the fundamental frequency ω1 on the Nyquist plot
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4.1.2 Estimation of the plant frequency response
Once the input and output signals u and y are obtained from the relay experiment
for the identification. The key approach used in the estimation is to find the
frequency response of the unknown system by directly estimating the frequency
response of the closed-loop controlled system, which is expressed as,
T (jω1) =
KTG(jω1)
1 +KTG(jω1)
(4.1)
where G(jω1) is the open-loop frequency response at the fundamental frequency.
Here, the same frequency response estimation algorithm presented in Sec-
tion 3.1 is used to find the closed-loop frequency response. The algorithm is
applicable to this case because the relay closed-loop system can be considered a
stable system due to the inclusion of the proportional term, and the relay exper-
iment also generates sine wave output data. By applying the frequency response
estimation method on the relay closed-loop input and output data, the closed-loop
frequency response is obtained as T (ejωd).
Since the proportional gain KT was selected by the designer, the plant
frequency response at the fundamental frequency, G(ejωd), can be found by rear-
ranging the closed-loop frequency response,
T (ejωd) =
G(ejωd)KT
1 +G(ejωd)KT
(4.2)
which leads to,
G(ejωd) =
1
KT
T (ejωd)
1− T (ejωd) (4.3)
Under the assumption that the relay data were obtained at a fast sampling
rate, the discrete-time frequency response G(ejωd) can approximate its continuous-
time frequency response. The corresponding continuous-time fundamental fre-
quency is given by ω1 =
ωd
∆t
. Letting Gp(jω1) be the continuous-time frequency
response of the plant, it follows that,
Gp(jω1) ≈ G(djωd) (4.4)
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4.1.3 Integrating plus time-delay model
Once the continuous-time frequency response has been obtained, the integrating
plus time-delay model can be used to approximate the model. The estimated
model takes the following form,
Gest(s) =
KDCe
−ds
s
(4.5)
where KDC is the DC gain of the system and d is the time-delay, which is required
to approximate the existing time constants in the system due to actuators and
sensors dynamics.
It is also vital to emphasize that although the system is assumed to be an
integrating plus time-delay model, it can also be used to represent higher order
systems. For instance, for a second order system, the estimated time-delay d will
be approximately equal to the sum of the actual time-delay and the time constant
of the first order dynamics. This has been evaluated by Wang (2017a).
For an integrating plus time-delay model, a single frequency is enough to
obtain the DC gain and the time-delay. By letting Equation (4.5) equal the esti-
mated continuous-time plant frequency response, we get
KDCe
−jdω1
jω1
= Gp(jω1) (4.6)
The DC gain is found by comparing the magnitudes on both sides of Equa-
tion (4.6), where |e−jdω1| = 1, this leads to,
KDC = ω1|Gp(jω1)| (4.7)
Additionally, from Equation (4.6), the following relation is true,
e−jdω1 =
jω1Gp(jω1)
KDC
Here, the time-delay is calculated by equating the phase angles on both
sides of Equation (4.6),
d = − 1
ω1
tan−1
Imag(jGp(jω1))
Real(jGp(jω1))
(4.8)
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4.1.4 PID controller parameter selection
Once the estimated integrator plus time-delay model has been identified, the PID
controller parameters are selected based on this information. There are various
tuning rules for this type of system, such as (Tyreus and Luyben, 1992). However,
the tuning rule adopted in this research is by Wang and Cluett (2000), because
of its simplicity and robustness. This tuning rule has also been independently
evaluated (Visioli and Zhong, 2011; Wang, 2017b). It is important to note that this
tuning rule was developed using frequency response analysis without neglecting
the time-delay, while allowing the designer to choose the gain and phase margins.
Depending on the design requirement of the damping coefficient the normalised
PID parameters are calculated using the following equations.
For ξ = 0.707
Kˆc =
1
0.7138β + 0.3904
τˆI = 1.402β + 1.2076
τˆD =
1
1.4167β + 1.6999
(4.9)
For ξ = 1
Kˆc =
1
0.508β + 0.6208
τˆI = 1.9885β + 1.2235
τˆD =
1
1.0043β + 1.8194
(4.10)
where the parameter β is the weighting factor for the desired closed-loop time
constant, which is defined as
τcl = βd
For a higher β, the closed-loop response will be slower because of the larger desired
time constant, and vice versa. The gain and phase margins for the closed-loop
response corresponding to the weighting parameter β is shown in Figure 4.3, for
PID, PI and PD controllers.
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The actual PID controller parameters are then calculated as
Kc =
Kˆc
dKDC
τI = dτˆI
τD = dτˆD
(4.11)
where Kc is the proportional gain, τI is the integral time constant and τD is the
derivative time constant.
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Figure 4.3: Stability margins of the tuning rule
4.2 Autotuner validation
Due to the fact that controller parameters are selected based on a simplified model,
this raised the following questions:
• Is the estimated model a good representative of the actual plant?
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• Can this model be used for higher order systems?
• How does the autotuner perform on stable and integrating systems?
• How does β affect the system’s behaviour?
It has been demonstrated that integrating plus time-delay model can be
used for the controller design of higher order models (Astrom and Hagglund, 1995;
Visioli and Zhong, 2011; Wang, 2017b). This is because the higher order dynamics
are incorporated in the time-delay of the system. However, we still needed to
confirm if the feedback relay algorithm is able to obtain an accurate model, as the
accuracy of the model plays an important role in the controller design.
To verify the autotuner, simulation studies are performed on stable and in-
tegrating systems, which would address the questions listed above. The respective
transfer functions for each systems are as follows:
GactS (s) =
s+ 9
(s+ 1)(s+ 3)
e−0.01s;GactI (s) =
25
s(s2 + 12s+ 32)(0.5s+ 1)
e−0.024s
The feedback relay system results are as shown in Figure 4.4(a) and 4.4(b).
It is also important to note that in the simulation, white-noise was added into the
systems to replicate sensor dynamics, which typically exist in real systems.
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Figure 4.4: Relay test simulation results
The estimated models are then obtained as follows
GestS (s) =
1.2731
s
e−0.0393s;GestI (s) =
0.5623
s
e−0.7978s
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The open loop Nyquist plots of the actual systems and the estimated models
are presented in Figure 4.5(a) and 4.5(b). It is seen that for the stable case,
the simplified model is able to capture the higher frequencies responses of the
system but not the lower frequencies. This is because the actual model is not an
integrating system.
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Figure 4.5: Nyquist diagrams of the plants
However, this is not problematic in controller design, because all we need is
a single frequency point of the fundamental frequency. For the autotuner to work,
the response at the estimated continuous-time fundamental frequency, N(jω1),
needs to be close to the actual Nyquist plot. The locations of N(jω1) are also
shown in the Nyquist plots above, they are very close and almost right on top of
the actual Nyquist contour.
To prove this, the closed-loop Nyquist plots are presented in Figure 4.6(a)
and 4.6(b). These graphs show that if controlled, the closed-loop frequency re-
sponse of the simplified and the actual models are very close to each other. It is
also vital to note that for both cases the weighing factor was chosen as β = 5,
which lead to the controller parameters in Table 4.7.
The unit step responses of the actual and estimated systems are performed,
which are illustrated in Figure 4.8(a) and 4.8(b). Despite the fact that both cases
have very different transfer functions, by using the same β, the characteristics
of both cases are very similar. To further elaborate, the step responses of the
closed-loop controlled integrator plus time-delay model is very close to the actual
responses.
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Figure 4.6: Closed-loop Nyquist response of automatically tuned systems
Cases Kc τI τD
Case 1 2.558 0.5167 0.0072
Case 2 0.544 6.545 0.907
Figure 4.7: PID controller parameters
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Figure 4.8: Step response test of the actual and estimated closed-loop systems
To further explore the control performance, the effect of changing the weigh-
ing factor β was studied on Case 2. Figure 4.9(a), 4.9(b) and 4.9(c) show the
controller parameters corresponding to each value of β. Meanwhile, the unit step
responses for the set of weighing factors are illustrated in Figure 4.9(d). It is seen
that as β increases, the controller gains decrease leading to slower step response
characteristics. In addition, the actual gain margins and phase margins corespond-
ing to β are plotted in Figure 4.9(e) and 4.9(f). Here, it is seen that the estimated
margins are slightly different to the actual ones, due to the unmodelled dynamics
from the reduced order approximation.
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Figure 4.9: Comparison of the weighing factors and step response performance
4.3 Experimental results
This section presents the experimental results for the fixed-wing UAV attitude con-
troller tuned with the previously discussed automatic controller tuning algorithm.
The experiment was performed in the wind tunnel at the aircraft’s operational
cruise speed to get the nominal model of the plant and then select the controller
parameters accordingly.
For the automatic tuning of the controllers in roll, pitch and yaw axes, the
same wind tunnel experimental setup was used as shown in the previous chapter,
in Figure 2.22. This is imperative in ensuring that the axis being experimented
on does not get affected by the coupling dynamics.
4.3.1 Inner loop relay test
The first step to tuning any cascaded loop control system is to make sure that
the inner loop system is stable. Typically, the inner loop needs to have a faster
response than the outer loop. This ensures that the inner loop is able to react
to fast reference changes and high frequency disturbances, while the outer loop
handles the low frequency changes in the system. For the inner loop relay test,
the relay structure was configured as shown in Figure 4.10.
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r −+
Relay algorithm
−+
r¯
KT1 G1(s)
u y˙
Figure 4.10: Inner loop relay feedback structure
A fast proportional gain, of KT1 = 0.3, was selected so that the system
was stable during the relay test. The relay reference amplitude was selected as
100◦/s, which is within the UAV’s operating region, so that the experiment yields
practical results. The hysteresis was chosen as 30◦/s to prevent random relay
switching from the sensor noise. The relay test results of the roll, pitch and yaw
axes are presented in Figure 4.11(a), 4.11(b) and 4.11(c) respectively.
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Figure 4.11: Inner loop relay experimental result: red (dashed) = reference
signal; blue(solid) = measured data
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From the experiment, the periods of the sustained oscillation were found
to be NR1 = 30, N
P
1 = 39, N
Y
1 = 53, where the fundamental frequencies in the
sampling filters can be found as 2pi
N1
. Note that R,P, Y are abbreviated from roll,
pitch and yaw respectively.
By using the frequency sampling filter based estimation algorithm (Algo-
rithm 1), the closed-loop frequency responses of the inner loop were found as
T1(e
j 2pi
N1 ). The continuous-time frequency could then be calculated with following
relation ω1 =
2pi
N1∆t
. Using Equation (4.3), the continuous-time frequency response
of the inner loop system is defined as
N1(jω1) =
T1(e
j(2pi/N1))
1− T1(ej(2pi/N1))
Sequentially, the plant frequency response is found as
G1(jω1) =
1
KT1
N1(jω1)
The DC gain and the time-delay are the found as follows
KDC = ω1|Gp(jω1)|
d = − 1
ω1
tan−1
Imag(jGp(jω1))
Real(jGp(jω1))
leading to the following integrator plus time-delay model of
Gest1 (s) ≈
KDCe
−ds
s
The parameters obtained from the experiments corresponding to each axis
are outlined in Table 4.1.
Axes T1(e
j 2pi
N1 ) G1(jω1) KDC1 d1
Roll −0.915− j0.69 −1.7927− j0.555 65.51 0.0364
Pitch −0.4465− j0.3287 −1.1421− j0.4979 40.146 0.036
Yaw −0.2094− j0.3509 −0.7911− j0.7375 25.644 0.0346
Table 4.1: Estimated parameters of the inner loop systems
To validate the estimated fundamental frequency response of the plant,
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Figure 4.12 shows the Nyquist plots of the models identified in the previous chap-
ter and the fundamental frequency points. Note that the second (roll) and third
(pitch/yaw) order models are used here to provide better accuracy. In conjunc-
tion, the blue circles indicate the location of the continuous-time plant’s frequency
response G1(jω1) that corresponds to the fundamental frequency ω1. It can be
seen that G1(jω1) are close to the actual frequency responses, as required for the
controller parameter selection.
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Figure 4.12: Comparison between the inner loop plant’s Nyquist plots and
the estimated fundamental frequency response: red (solid) = Nyquist plots of
the identified models G1(jω); blue (circle) = estimated fundamental frequency
response of the plant G1(jω1).
It is also imperative to note that the autotuning algorithm does not require
the plant model, as the controller can typically be easily designed if the designer
has the mathematical model of the plant, and the autotuner really excels when
the designer does not have the plant model. The actual plant frequency response
is only shown here for comparative and validation purposes.
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To investigate how the gains change according to weighting factor, the PID
controller parameters for β1 valued from 1 to 10 are shown in Figure 4.13. The
proportional gain and derivative time constant reduces as the weighting factor
decreases, where as, the integral time constant increases. This means the closed-
loop response will be slower for a higher value of β.
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Figure 4.13: Inner loop PID controller tuning parameters based on different
weighing factors
Moreover, the closed-loop Nyquist plots for each of these weighting factors
β1 ∈ {1− 10} are presented in Figure 4.14.
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Figure 4.14: Closed-loop Nyquist plots of various weighting parameters
The specified closed-loop time constant is selected by choosing the weighting
parameter β1. As the inner loop should have a fast response speed, β1 was chosen as
2 for all axes. This provided a reasonably fast response while not being oscillatory
because it is still far from the −1 point on the real axis. Additionally, the closed-
loop time constant can be found as τcl1 = β1d.
Using the tuning rule in Equation (4.10), the PI controller parameters are
calculated as follows:
Axes τcl Kc1 τI1
Roll 0.0728 0.23 0.146
Pitch 0.072 0.381 0.144
Yaw 0.0692 0.62 0.14
Figure 4.15: Identified inner loop controller parameters
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With these gains, controller validation experiments were performed with
various types of reference changes. The results are presented in Figure 4.16.
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Figure 4.16: Roll angular rate tracking experimental validation: red (dashed)
= reference signal; blue (solid) = measured data
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Figure 4.17: Pitch angular rate tracking experimental validation: red (dashed)
= reference signal; blue (solid) = measured data
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Figure 4.18: Yaw angular rate tracking experimental validation: red (dashed)
= reference signal; blue (solid) = measured data
Figure 4.16(a), 4.17(a) and 4.18(a) show the measured angular rates with
their associated reference signals. It is seen that the output is able to follow the
reference signal with a fast response speed and without any steady-state error.
Furthermore, the deflection command for each control surfaces are given in Figure
4.16(b), 4.17(b) and 4.18(b).
4.3.2 Outer loop relay test
Once the inner loop had been tuned, the outer loop PI controllers followed the
same tuning procedures. Only the roll and pitch axes were required to be tuned
here as the yaw axis does not require an outer loop controller for the attitude flight
control system.
For the outer loop relay test, the control structure was configured as shown
in Figure 4.19, where the inner loop controller C1(s) is parametrised as shown
in Table 4.15. The main objective here is to find the estimated integrator plus
time-delay model for the combination of inner closed-loop and outer loop systems,
denoted as G2(s).
For this experiment, the relay parameters used were as follows: KT2 = 5,
relay amplitude a = 30◦ and hysteresis  = 15◦. The data obtained from the
wind tunnel experiment is presented in Figure 4.20 and 4.21. Here, the measured
period of the sustained oscillations were found to be NR2 = 106 and N
P
2 = 88.
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Figure 4.19: Outer loop relay feedback structure
Additionally, the continuous-time fundamental frequencies were ωR2 =
2pi
N2∆t
=
11.86rad/s and ωP2 = 14.28rad/s.
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Figure 4.20: Roll outer loop relay experimental result: red (dashed) = refer-
ence signal; blue (solid) = measured data
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Figure 4.21: Pitch outer loop relay experimental result: red (dashed) = ref-
erence signal; blue (solid) = measured data
The closed-loop, open loop, plant frequency responses and the integrator
plus time-delay models are also outlined in Table 4.2.
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Axes T2(e
j 2pi
N1 ) G2(jω1) KDC2 d2
Roll 0.075− j0.423 −0.0212− j0.0818 0.835 0.0256
Pitch −0.2514− j0.1952 −0.0440− j0.0243 0.7176 0.0746
Table 4.2: Estimated parameters of the outer loop systems
The next step was to verify the frequency response of the outer loop system.
The outer loop dynamics can be linearised to an integrating transfer function,
namely G3(s) =
1
s
. Thus, the inner closed-loop and outer loop dynamics can be
derived as,
G2(s) =
Y¯ (s)
R¯(s)
=
G1(s)C1(s)
1 +G1(s)C1(s)︸ ︷︷ ︸
inner closed-loop
× 1
s︸︷︷︸
outer loop
Figure 4.22 illustrates the Nyquist plot of the identified model and the outer
loop fundamental frequency response G2(jω2), with respect to the fundamental
frequency ω2. Again, the estimated frequency responses here are close to each
other.
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Figure 4.22: Comparison between the outer loop plant’s Nyquist plots and
the estimated fundamental frequency response: red (solid) = Nyquist plots of
the identified models G2(jω); blue (circle) = estimated fundamental frequency
response of the plant G2(jω2).
By applying the tuning rule, the PID controller parameters corresponding
to the various values of β2 ∈ {1− 10} are presented in Figure 4.23.
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Figure 4.23: Outer loop PID controller tuning parameters based on different
weighing factors
The nyquist diagrams for various values of β2 are shown in Figure 4.24,
where β2 is in twofold, threefold and fourfold of β1.
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Figure 4.24: Closed-loop Nyquist plots for various weighting parameters
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It is common knowledge that for a cascaded loop configuration, the outer
loop system needs to be much slower than the inner loop. Thus, the weighting
factor was selected to be 4 times larger than the inner loop’s factor, namely β2 =
8 = 4β1. This also implies that the outer loop time constant will be 4 times slower.
The computed controller gains were then found as follows:
Axes Kc2 τI2
Roll 7.67 0.318
Pitch 3.467 0.822
Figure 4.25: Identified outer loop controller parameters
Note that the PI controller parameters for roll and pitch outer loop systems
differ significantly, as opposed to the gains designed in the previous chapter, which
were identical.
4.4 Automatically tuned attitude controller val-
idation
In order to verify the efficacy of the cascaded control system, several experimental
tests were conducted. The roll controller was configured as shown in Figure 4.26,
where the inner loop controller C1(s) regulates the angular rate and the outer loop
controller C2(s) controls the angle. The pitch controller also has the same control
structure.
φ∗ −+ C2(s)
Outer loop
PI controller
−+
p∗
C1(s)
PI controller
Inner loop
G1(s)
Ua
G3(s)
p φ
Figure 4.26: Cascade PI control system structure
4.4.1 Step response
The experiment in this section was carried out in order to investigate the robust-
ness of the roll and pitch attitude controllers when there is a step change in the
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angular references. Note that step response test for the yaw rate has already been
presented earlier. The step responses of the attitude angles are presented in Figure
4.27(a) and 4.27(b). From the experimental data, it is clear that both systems are
able to follow their respective references. The inner loop of both systems are also
stable, as illustrated in Figure 4.27(c) and 4.27(d). The control signals are shown
in Figure 4.27(e) and 4.27(f). Moreover, the step responses characteristics are also
outlined in Table 4.28.
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(f) Elevator deflection
Figure 4.27: Step response tests of the attitude control system: red (dashed)
= reference signal; blue (solid) = measured data
Axes Overshoot Rise time Settling time σstd (asymtotic regime)
Roll 15.17% 0.4s 1.0s 0.9064◦
Pitch 24.5% 0.365s 4.21s 0.211◦
Figure 4.28: Step response characteristics of the automatically tuned attitude
control system
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4.4.2 Turbulent disturbance rejection test
To investigate how the automatically tuned system performs under disturbances,
a zero reference test in turbulent airflow was conducted. For this study, a wooden
box was placed in front of the plane to create mild turbulent airflow. The experi-
mental setup is presented in Figure 4.29.
Figure 4.29: Experimental setup with turbulent airflow
To evaluate the aircraft’s ability to reject external disturbances, the angular
references were maintain at 0◦ for the roll and pitch controllers. On the other
hand, the yaw rate reference was selected as 0◦/s. The data obtained from the
experiments is illustrated in Figure 4.30, 4.31, and 4.32. Although the output
deviation from the reference was higher than the previous cases, it is seen that the
UAV was still able to maintain its attitude closely to the reference. This implied
that the automatically tuned controller is robust enough to compensate for small
perturbations. Figure 4.30(c), 4.31(c), and 4.32(b) show the percentage of aileron,
elevator and rudder deflection, respectively. These signals can be seen as the
control effort required for the aircraft to maintain its stability in turbulence. It is
also important to note that this was only done as a preliminary test; more extreme
turbulent cases that are better representative of outdoor atmospheric turbulence
are experimentally evaluated in Chapter 6 and 7.
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Figure 4.30: Disturbance rejection test of the roll axis: red (dashed) = refer-
ence signal; blue (solid) = measured data
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Figure 4.31: Disturbance rejection test of the pitch axis: red (dashed) =
reference signal; blue (solid) = measured data
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Figure 4.32: Disturbance rejection test of the yaw axis: red (dashed) = ref-
erence signal; blue (solid) = measured data
To elaborate the disturbance rejection performance further, probability den-
sity function (PDF) and box plots are utilised to illustrate the spread and skewness
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of the data, as these data analysis techniques are more suitable in analysing data
with unknown distribution. More information on these data analysis techniques
can be found in Appendix A. The angular displacement of the roll and pitch axes
are shown in Figure 4.33(a). The angular rates for all three axes are in Figure
4.33(b) and control signals in Figure 4.33(c).
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Figure 4.33: Probability density function, box plots and power spectral den-
sity of the data obtained from the turbulent airflow experiment
From this set of data, it is seen that the PDFs of the pitch and yaw data
have higher peaks and lower deviation than the roll axis, thus implying that the
two axes are more robust in turbulent conditions. That also confirms the com-
mon knowledge that for an aircraft with a conventional configuration, the longi-
tudinal/directional axes are quasi-steady and passively-stable in turbulence. In
addition, a power spectral density analysis of the control signals was studied and
is presented in Figure 4.33(d). From the graphs, it is seen that the aileron com-
mand has higher power than the elevator and rudder commands in almost all
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frequency regions. This implies that the aileron actuators have to work harder,
and potentially lead to actuator overheat and degredation.
4.4.3 Outdoor flight test
An outdoor flight test was conducted to evaluate the flight stability of the au-
tomatically tuned control system, see Figure 4.34. The flight test results of the
closed-loop control system are presented in Figure 4.35, where the reference signals
were generated by a pilot via an RC transmitter. The test was performed in a
benign atmosphere. From the data obtained, it is clear that the aircraft was able
to track its respective reference signals and was stable as shown in Figure 4.35(a)
and 4.35(b).
Figure 4.34: Outdoor flight test
4.4.4 Comparison between the automatic tuner and model-
based controller design
In order to compare the performance of the attitude tracking of the proposed auto-
matic controller tuning and the traditional model-based design, the step responses
were plotted for comparison, and are presented in Figure 4.36. It is important
to note that in the design of both controllers, the closed-loop system time con-
stants were chosen to be the same, such that, τcl = βd =
1
ω0
. This was to ensure
that the comparison study is a fair one. It is observed from Figure 4.36(a) that
the autotuned system has lower overshoot, slightly faster settling time, as well as
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Figure 4.35: Outdoor flight result: red (dashed) = reference signal; blue(solid)
= measured data
better steady-state characteristics. The same improvements have also been found
on the pitch control system, as shown in Figure 4.36(b). This is because the
automatic tuning method incorporated the actuator and sensor dynamics in the
estimated model, whereas the model-based approach did not. Overall, the auto-
matic tuning algorithm is superior in terms of achieving high control performance.
Moreover, in the author’s opinion, the automatic tuning is much simpler and less
time-consuming to use than the traditional approach.
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Figure 4.36: Step responses: Comparison between automatic tuner and
model-based design
4.5 Summary
In this chapter, a novel automatic tuning approach was introduced, which was
validated with both simulation and experimental studies. The simulation has
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shown that dominant dynamics of systems with different levels of complexity can
usually be adequately represented using the integrating plus time-delay models.
This has been proven by the experimental validation on the fixed-wing UAV,
confirming that the controller design based on the estimated integrating plus time-
delay model is able to be used in the controller design for higher order systems,
while providing the desired performance. Stable and good tracking responses were
achieved with the automatic tuner. Clearly, from the experiments, the autotuned
system has better closed-loop performance than the model-based controller. In
particular, the step responses showed superior overshoot, settling time and stead-
state characteristics. This is due to the better parametrisation of the system’s
dynamics, as the effects of actuators, sensors and inner loop systems have been
automatically included in the design. This did, therefore, solved the problem that
was raised in the previous chapter.
In addition, this chapter has also confirmed the commonly known fact that
for a conventional fixed-wing configuration, the roll axis has the most disturbing
effect from turbulence-induced perturbation as shown in the PDFs.
Chapter 5
Gain-Scheduled Attitude Control
System
In Chapter 4, the UAV was tuned using the automatic tuning algorithm and was
proven to fly effectively at an operating condition. However, because of the nonlin-
earities that exist in the fixed-wing UAV’s dynamics, the cascaded PI controllers
tuned for one operating condition were found to perform poorly with changes in
the airspeed. This current chapter addresses this issue UAVs typically face in
turbulent flights.
It is common knowledge that the PID controller is the most widely used
control strategy for UAV autopilots, due to the simplicity in the implementation
and low computational demand (Mystkowski, 2013). However, the main disad-
vantage of this type of linear control structure is its inability to adapt to a wide
range of operational conditions because PID controllers are typically designed at
a single operating point. In order to solve this problem, the PID controller gains
can be adjusted in real-time based on the aircraft’s operating conditions. This
method is called ‘Gain Scheduling’, which enables the aircraft to maintain stabil-
ity in varying conditions while maintaining the simplicity and low computational
intensity.
This chapter discusses the use of the relay feedback to automate the gain-
scheduled controller design procedures. First of all, the gain-scheduled controller
is derived to formulate the discretised equations to be used in the implementation.
Subsequently, the automatic tuning of the gain-scheduled controller for the roll
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axis is presented. Various wind tunnel flight tests are then finally performed to
show its ability to fly in different wind speed conditions.
5.1 Controller design
For a typical gain-scheduled PID control system, several operating points are se-
lected to cover the whole operational range of the nonlinear plant. In the controller
design procedure for each of the chosen operating regions, a PID control system is
designed oﬄine before the commission of the gain-scheduled control system. Dur-
ing the control operation, the measured plant’s operating information is used in
the real-time selection of the interpolated PID controllers. Meanwhile, when the
operating condition changes, another corresponding PID controller automatically
takes over.
There are four main objectives that are necessary to achieve in order to
successfully design and implement a gain-scheduled control system. Firstly, the
operating condition identifier needs to be selected, as the real-time implementation
of the scheduler requires the plant’s current information. Secondly, a family of PID
controllers need to be designed at each operating point to provide a closed-loop
stability with the desired performance. Thirdly, the actual gain scheduling is to be
carried out by creating an interpolation between the family members of the linear
closed-loop system. This will enable a smooth transition from one operating point
to another. Lastly, as the gain-scheduled control system utilises a multiple linear
controller to regulate a nonlinear plant, its closed-loop stability is established using
the slow-time varying theory (Desoer, 1969). Hence, its stability validation is vital.
To motivate the need of the gain-scheduled PID control system, the dy-
namics of a conventional fixed-wing UAV is discussed. This was also used to find
the appropriate operating condition identifier. Although the attitude mathemat-
ical model consists of three axes, only the roll axis controller is considered. This
is because for an aircraft with a conventional configuration, instability in the roll
axis imposes the most significant effect in real flights (Mohamed et al., 2014).
Furthermore, the longitudinal axis of the aircraft was experimentally found to be
stable in the presence of airspeed changes (see Appendix B).
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Firstly, recall the roll dynamic differential equation from Equation 2.17.
p˙ = Γ1pq − Γ2qr + 1
2
ρV 2a Sb
[
Cp0 + CpβSβS + Cpp
bp
2Va
+ Cpr
br
2Va
+Cpδaδa + Cpδr δr
]
+DTp˙
(5.1)
Equation (5.1) shows that there are two bilinear relationship between p and
q as well as q and r. However, because of the multi-loop cascaded configuration,
the angular rates in the body frame (p, q and r) are under closed-loop feedback
control. In a normal operation, it is assumed that their values are very small.
Therefore, the variations on the dynamics from the bilinear terms do not have a
significant influence on the closed-loop stability and performance.
On the other hand, the airspeed term V 2a is not controlled and can dramati-
cally change depending on the flight path and weather conditions. This variation in
the airspeed does substantially impact the closed-loop stability and performance.
In other words, a PID controller design at a certain airspeed may become unstable
if Va changes. To confirm this theory, an experimental test was conducted to see
how the variation in airspeed affects the attitude regulation. For this test, shown
in Figure 5.1, the reference roll angle was maintained at zero, while the airspeed
was slowly increased to cover the whole operational range of the aircraft.
It is seen from the experimental results that the roll angle oscillated and
losed its stability as the airspeed increased. In addition, the control signal also
became saturated with high frequency; this was found to be problematic because
the actuators overheated and were degraded dramatically during the experiment.
This, therefore, showed that the aircraft’s roll dynamic was heavily affected by the
airspeed, meaning we needed to schedule the gains according to Va. Hence, the
airspeed Va was chosen as the operating condition identifier.
Next, recalling the roll dynamics from Equation (2.11), the outer loop roll
dynamic is given as,
φ˙ = p+ qsin(φ)tan(θ) + rcos(φ)tan(θ) (5.2)
From this equation, is it seen that the airspeed does not directly affect the angu-
lar dynamic, but rather indirectly through the inner loop. Thus, if the inner loop
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Figure 5.1: Conventional cascaded PI zero reference test with wind speed
variation: red (dashed) = roll reference signal; blue (solid) = measured data
system is effectively controlled, the outer loop will not be sensitive to airspeed vari-
ation. Hence, only the inner loop needs to be gain-scheduled. The experimental
validation later in this chapter confirms this is indeed the case.
5.2 Control implementation
To meet the control objectives, the closed-loop control system for the roll axis
was structured as shown in Figure 5.2, where the inner loop was regulated with a
gain-scheduled PI controller and the outer loop was controlled with a conventional
PI controller.
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Figure 5.2: Cascaded gain-scheduled PI control system diagram
The implementation approach used was to assign a set of unit-less weighting
parameters that were valued between 0 and 1, where each of these weighting
parameters corresponds to each of the operating conditions of the nonlinear plant.
For this application, three weighting parameters were defined for the high, medium
and low airspeed operation as λH , λM and λL, respectively. According to Rugh
and Shamma (2000), there are two main methods used for weighting parameter
calculations. One of them is to directly assign the values according to the plant
operation. By defining the high, medium and low speed airspeed variables as
V Ha , V
M
a and V
L
a respectively, the weighting parameters are calculated as,
if (Va(t) ≥ V Ha ) then λH = 1, λM = 0, λL = 0
else if (V Ma < Va(t) < V
H
a ) then λ
H = 0, λM = 1, λL = 0
else if (Va(t) ≤ V La ) then λH = 0, λM = 0, λL = 1
This is the simplest approach that takes into account the changes in the
plant’s dynamics due to airspeed changes. However, due to its over simplicity, this
method does not provide a smooth and continuous control signal. This potentially
could cause closed-loop instability if the system encounters severe disturbances
that cause significant changes in the plant dynamics.
In order to prevent random triggering and ensure smooth transition of the
weighting parameters under presence of disturbances and measurement noises, the
weighting parameters λH , λM and λL were calculated with respect to the actual
measurement of the airspeed Va. The calculation of the gain interpolation is
illustrated in Figure 5.3.
A tolerance band of ±δ was defined to create a boundary for the medium
airspeed region. More specifically, if the airspeed is in the each of the boundaries
Chapter 5: Gain-Scheduled Attitude Control System 112
Medium 
Speed
High 
Speed
Low
Speed 0;1 
HML 
0;1  HLM 
0;1  LMH 
0
1
2
)(





L
HM
M
a
H
a
M
aaH
VV
VtV





ML
L
a
M
a
L
aaM
H
VV
VtV










1
2
)(
0
H
aV
M
aV
L
aV

Figure 5.3: Weighting parameter interpolation diagram
the weighting parameters are calculated as,
if (Va(t) ≥ V Ha ) then λH = 1, λM = 0, λL = 0
else if (V Ma + δ < Va(t) < V
H
a − δ) then λH = 0, λM = 1, λL = 0
else if (Va(t) ≤ V La ) then λH = 0, λM = 0, λL = 1
If the airspeed is outside of the three boundaries, a combination of the
two controllers from the two closest regions are utilised. For instance, assuming
that the operating condition is between the high and medium speed band, namely
V Ma + δ < Va(t) < V
H
a , the parameters λ
H is defined as a function of Va(t) as
follows,
λH =
Va(t)− V Ha − δ
V Ha − V Ma − 2δ
and the paramaters λM and λL are
λM = 1− λH ;λL = 0.
On the other hand, if the airspeed is between the medium and low speed
region, where V La < Va(t) < V
M
a − δ, the weighting parameter λM is defined as a
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function of the airspeed instead,
λM =
Va(t)− V La − δ
V Ma − V La − 2δ
here, the parameters λH and λL are
λL = 1− λM ;λH = 0.
It is also important to note that, at any given instance, all the weighting
parameters will always be summed up to 1, this ensures that the linear time-
invariant PID controllers are weighted appropriately.
The control signal can then be realised through the computation of the
derivative control signal and the weighting parameters as,
u˙(t) =λL
[
KLc e˙(t) +
KLc
τLI
e(t)
]
+ λM
[
KMc e˙(t) +
KMc
τMI
e(t)
]
+ λH
[
KHc e˙(t) +
KHc
τHI
e(t)
] (5.3)
where the KLc and τ
L
I are the PI controller’s parameter designed at the low airspeed
V La ; K
M
c and τ
M
I are for the medium speed V
M
a parameters; K
H
c and τ
H
I are for
the high speed V Ha .
For the microcontroller implementation of the control signal, the discreti-
sation of Equation (5.3) is required. Letting the sampling interval be the time
difference between the previous sampling time and the current sampling time,
∆t = tk − tk−1. At the current sample k, the derivative variables were approxi-
mated as u˙(tk) ≈ u(tk)−u(tk−1)∆t and e˙(tk) ≈ e(tk)−e(tk−1)∆t . Substituting these approx-
imations into continuous-time control law in Equation (5.3), the corresponding
discrete-time form is defined as:
u(tk) = u(tk−1) + λL∆uL(tk) + λM∆uM(tk) + λH∆uH(tk) (5.4)
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where ∆u for each of the operating conditions are calculated as,
∆uL(tk) = K
L
c (e(tk)− e(tk−1)) +
KLc
τLI
e(tk)∆t (5.5)
∆uM(tk) = K
M
c (e(tk)− e(tk−1)) +
KMc
τMI
e(tk)∆t (5.6)
∆uH(tk) = K
H
c (e(tk)− e(tk−1)) +
KHc
τHI
e(tk)∆t (5.7)
It is also important to state that the discretised control signal at time tk is
computed from the previous sample of the control signal at time tk−1. The main
advantage of this iterative implementation is that it does not require the steady-
state value of the control signal. Not only simple, this approach provides bumpless
transfer when the operating condition changes. This approach was inspired by the
implementation of gain-scheduled model predictive controllers by (Wang et al.,
2015). In addition, in the implementation, the same anti-windup mechanism (dis-
cussed in Chapter 3.3.2) was also used here to prevent control signal saturation.
5.3 Automatic tuning of the gain-scheduled con-
troller
This section presents the experimental results of the automatic tuning on the inner
and outer loop systems at different operating conditions in order to obtain the
controller gains that satisfy the design requirements. Frequency response analysis
was also performed to show how integrator plus time-delay models compared with
the identified plant’s models at each of the operating conditions.
5.3.1 Inner loop relay test
Similar to the previous chapter, the inner loop relay experiment was performed
first to ensure the inner loop stability. The relay parameters were also the same,
where the proportional gain KT1 = 0.3, relay reference amplitude a = 100
◦/s and
hysteresis  = 30◦/s. Since the relay feedback test had already been performed
for the cruise speed, only the low (7m/s) and high (15m/s) airspeed conditions
were needed to be performed. This was so that the gain-scheduled controller could
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capture the existing nonlinearity that affected the inner loop system. Note that
for this particular aircraft, the operational airspeed range is between 7− 15m/s.
The results obtained from the relay tests are presented in Figure 5.4. It
can be seen from Figure 5.4(a) to 5.4(c) that despite having the same relay am-
plitude, gain and hysteresis used in the experiments, the output responses clearly
have different amplitudes. This was as expected due to the nonlinearities in the
dynamics.
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Figure 5.4: Inner loop relay experimental result: red (dashed) = reference
signal; blue (solid) = measured data
The continuous-time closed-loop frequency response T1(e
j 2pi
N1 ), plant fre-
quency response G1(jω1), steady-state gain KDC and the estimated time-delay d
were found for each operating conditions, as shown in Table 5.1. From the ob-
tained data, at low airspeed, the time-delay and gain are the smallest. As the
airspeed increased, both time-delay and gain had increased significantly. This was
as expected because according to Equation (2.17), with the same aileron actuation,
the roll rate increases as the airspeed increases.
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Airspeed T1(e
j 2pi
N1 ) G1(jω1) KDC d
Low speed −0.133− j0.268 −0.548− j0.659 24.918 0.0238
Cruise speed −0.915− j0.69 −1.478− j0.458 65.51 0.0364
High speed −2.123− j0.820 −2.335− j0.262 76.886 0.0446
Table 5.1: Estimated parameters of the inner loop system
To evaluate the frequency response data, Figure 5.5 shows the cruise speed
Nyquist plot GM1 (jω) and the identified fundamental frequency responses for low,
medium, and high airspeeds, denoted as GL1 (jω1), G
M
1 (jω1), and G
H
1 (jω1) re-
spectively. Although we do not have the transfer function of the low and high
speed models, the plant’s frequency responses showed the expected trend. The
magnitude of |GL1 (jω1)| is lower than |GM1 (jω1)|, which correspond to lower ag-
gressiveness in the moments produce by the ailerons. Whereas, |GH1 (jω1)| is larger
than |GM1 (jω1)| indicating higher aggressiveness.
-3 -2 -1 0 1 2 3 4 5
Real
-4
-3
-2
-1
0
1
2
Im
ag
GM1 (j )
GL1(j 1)
GM1 (j 1)
GH1 (j 1)
Figure 5.5: Inner loop Nyquist plot and the estimated fundamental frequency
responses
The collected data in Table 5.1 was then used in conjunction with the tuning
rules in Equation (4.9). Additionally, the same weighting factor is also used here,
where β1 = 2. This is because the previous chapter showed that this weighting
factor provided satisfactory inner loop characteristics for the aircraft. The PI
controller parameters corresponding to the three airspeeds were then calculated as
presented in Table 5.2. It is seen that the controller gains reduced as the airspeed
increased and that is exactly what we needed to ensure stable operation in varying
airspeeds. This is because for an aircraft flying at high speed, it would require
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smaller aileron deflection to achieve the same roll rate as if it were flying at a lower
speed.
Airspeed Kc1 τI1
Low speed 0.92 0.095
Cruise speed 0.23 0.146
High speed 0.16 0.178
Table 5.2: Identified controller parameters for the inner loop gain-scheduled
PI controller
Furthermore, the frequency responses of the closed-loop systems G¯L1 (jω)C
L
1 (jω),
G¯M1 (jω)C
M
1 (jω), and G¯
H
1 (jω)C
H
1 (jω) are illustrated in Figure 5.6 in order to show
the inner loop frequency responses of the plant at each of the operating conditions.
Note that G¯1 denotes the integrating plus time delay models from Table 5.1, where
G¯1 =
KDCe
−ds
s
. Further, CL1 (jω), C
M
1 (jω) and C
H
1 (jω) are the inner loop controllers
corresponding to low, medium, and high airspeed respectively.
-1.5 -1 -0.5 0 0.5 1 1.5
Real
-1.5
-1
-0.5
0
0.5
1
1.5
Im
ag
Low speed
Medium speed
High speed
Figure 5.6: Closed-loop Nyquist plots of the inner loop systems
5.3.2 Outer loop relay test
After the automatic tuning of the angular rate loop at each of the operating
conditions, the attitude loop was then tuned using the same approach. However,
for this case, instead of using a linear PI controller for the inner loop, the gain-
scheduled PI controller was used here. For clarity, the structure of the relay
feedback control system was configured as shown in Figure 5.7.
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Figure 5.7: Outer loop relay feedback control structure
Based on the same design procedure as the inner loop, the relay parameters
are selected as follows: the proportional gain KT2 = 3, a relay amplitude of 20
◦
and a hysteresis of 10◦. The relay test was also performed at the three operational
airspeeds and the measured data are presented in Figure 5.8. It is seen that de-
spite the fact that the experiments were conducted at different operating points,
the sustained oscillations in Figure 5.8(a), 5.8(b) and 5.8(c) had the same ampli-
tude and frequency. This was due to the scheduling of the inner loop controller
gains; thus, causing the closed-loop dynamics of the inner loop systems to be very
similar for all operating conditions. Furthermore, according to Equation (2.11),
the airspeed does not directly affect the attitude dynamics, but rather indirectly
through the roll rate. Thus, leading to similar relay outputs for all airspeeds.
From the obtained data, frequency sampling filters were used to identify
the frequency responses as well as the integrator plus time-delay models, as shown
in Table 5.3.
Airspeed T2(e
j 2pi
N2 ) G2(jω2) KDC d
Low speed 0.046− j0.401 −0.022− j0.075 0.492 0.0451
Cruise speed 0.075− j0.423 −0.024− j0.081 0.835 0.0256
High speed 0.040− j0.383 −0.020− j0.071 0.679 0.0302
Table 5.3: Estimated parameters of the outer loop system
In addition, the nyquist diagram of the cruise speed model and the esti-
mated fundamental frequency responses are plotted in Figure 5.9. Note that the
cruise speed model was derived as follows:
GM2 (jω) =
GM1 (jω)C
M
1 (jω)
1 +GM1 (jω)C
M
1 (jω)
× 1
jω
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Figure 5.8: Outer loop relay experimental result: red (dashed) = reference
signal; blue (solid) = measured data
It is seen that the frequency responses of all airspeeds are very close to
each other. This proved that although the inner loop dynamics varied signifi-
cantly in different airspeed conditions, the gain scheduled controller tuned with
the autotuner was able to effectively deal with this nonlinearity.
Subsequently, the controller parameters for the outer loop system were
calculated, as presented in Table 5.4. It is seen that the identified controller gains
have small relative difference to each other, confirming that it is not necessary to
schedule the outer loop controller gains.
Airspeed Kc2 τI2
Low speed 7.38 0.56
Cruise speed 7.67 0.318
High speed 8 0.375
Table 5.4: Identified controller parameters for the outer loop systems for each
of the operating conditions
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Figure 5.9: Comparison between the outer loop Nyquist plots and the esti-
mated outer loop frequency responses
The parameters for the outer loop PI controller were selected from the
cruise speed condition, as Kc2 = 7.67 and τI2 = 0.318. Figure 5.10 presents the
Nyquist plots of the outer loop system with its associated controllers; namely
G¯L2 (jω)C
L
2 (jω), G¯
M
2 (jω)C
M
2 (jω), and G¯
H
2 (jω)C
H
2 (jω).
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Figure 5.10: Comparison between the identified and the estimated closed-loop
Nyquist plots of the outer loop systems
5.4 Performance evaluation
In this section, the performance of the cascaded gain-scheduled controller is eval-
uated. The roll rig is also used here to restrict the pitching and yawing motions.
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In the implementation of the gain-scheduled control system, the variable used to
identify the operating conditions (Va) of the system needed to be measureable in
real-time, so that the scheduler is able to adapt to the change in operating con-
ditions. The aircraft was equipped with the phase-advanced pressure probes as
shown in Figure 5.11. For this purpose, only the airspeed information was used
for the gain scheduling.
Figure 5.11: Pressure probe on the aircraft’s main wing
The combination of the probes and differential pressure sensors allow air-
speed measurement by comparing the dynamic and static pressure. Bernoulli’s
equation states that the sum of dynamic and static pressure is equal to the total
pressure, which is expressed as
Pt = Ps +
ρV 2a
2
(5.8)
The airspeed can then be found as
Va =
√
2(Pt − Ps)
ρ
(5.9)
where ρ is the air density to be calibrated before every flight.
Moreover, during flight, the measurement is obtained in advance because
they are positioned ahead of the aircraft. The advanced measurement of the
airspeed is advantageous in providing phase-advanced information relating to the
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changes in operating conditions, giving more time for the actuators to react. This
leads to smoother transitions from one operating condition to another.
5.4.1 Zero reference test
To show the controller’s efficacy, the same experiment (as Figure 5.1) was per-
formed on the gain-scheduled controller. The roll angle reference was maintained
at 0◦, while the airspeed slowly increased to cover the whole operational region
(7m/s to 15m/s). The experimental results of the gain-scheduled control system
are presented in Figure 5.12. The measured airspeed, roll angle and control signal
are in Figure 5.12(a), 5.12(b) and 5.12(c), respectively.
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Figure 5.12: Gain-scheduled controller zero reference test with wind speed
variation: red (dashed) = roll reference signal; blue (solid) = measured data
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It is clearly seen that the flight control system was able to regulate the
roll angle closely to its respective reference signal as the airspeed increased. Fur-
thermore, the control signal did not become saturated, as opposed to what we
had seen in Figure 5.1, and the aircraft was able to maintain its stability. It is
also important to note that during the low airspeed regime, the control signal was
more aggressive than during the high airspeed regime, this also resulted in better
regulated performance.
5.4.2 Step response test
To investigate how the system responds to step changes in the roll reference, three
step response tests were performed at 7m/s, 10m/s and 15m/s.
Firstly, the conventional cascade PI controller was investigated. The re-
sults obtained are illustrated in Figure 5.13. Again, it is obvious that this linear
controller was not able to handle the changes in airspeed. The output oscillated
severely and had poor closed-loop characteristics.
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Figure 5.13: Conventional cascaded PI controller step response test: red
(dashed) = roll reference signal; blue (solid) = measured data
The gain-scheduled control system was then tested with the exact same
experimental conditions (presented in Figure 5.14), where the airspeed profile is the
same as the previous experiment shown earlier. Here, the control system was able
to adapt to the changes in airspeed. In particular, at 7m/s, the control commands
were fairly high to compensate for the need for high actuation, resulting in better
performance. Additionally, at 10m/s, the performance did not seem to improve, as
the conventional controller was tuned at this speed. Therefore, they were expected
to perform similarly. At 15m/s, the attitude performance improved significantly,
the standard deviation of the roll angle was much lower and the control signal did
not saturate.
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Figure 5.14: Gain-scheduled controller step response test: red (dashed) = roll
reference signal; blue (solid) = measured data
5.4.3 Wind tunnel flight test
Finally, the aircraft was flown inside the wind tunnel with a string tethered to its
centre of gravity to assess the performance of the gain-scheduled control system.
The tethered setup is shown in Figure 5.15. As outdoor wind is not controllable,
the wind tunnel provides a better testing environment to fully test the controller
in varying wind conditions.
The full MIMO attitude controller is represented by the control diagram in
Figure 5.16.
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Figure 5.15: Tethered wind tunnel experimental setup
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Figure 5.16: Full MIMO control system with roll gain-scheduled controller
In order to explore how the control system behaved in different airspeed
conditions, the airspeed was randomly adjusted during flight to replicate outdoor
atmospheric wind. The flight test result is shown in Figure 5.17.
The roll angle reference signal was maintained at zero so that the plane
would be constantly flying into the wind, representing straight and level flight.
It is seen from Figure 5.17(a) that the roll angle was regulated closely to its
respective reference signal. The roll rate and aileron deflection command are
shown in Figure 5.17(b) and 5.17(c). Figure 5.17(d) shows the airspeed mea-
sured by the on-board pressure sensors. The weighting parameters were calcu-
lated in real-time with respect to the airspeed, where the boundary parameters
were V La = 7m/s, V
M
a = 10m/s, V
H
a = 15m/s and δ = 1. The calculated weight-
ing parameters are presented in Figure 5.17(e) and it is seen that the parameters
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changed with respect to the change in airspeed. For instance, during high speed
flight between t = 130s to t = 150s, λL = 0 while λM and λH varied accordingly.
When the airspeed was within the medium region (V Ma −δ < Va < V Ha +δ) during
t = 155s to t = 172s, the parameter λM remained as 1, whereas λL = λH = 0.
It is clear that the aircraft was able to fly in varying airspeeds, which
validated the robustness of the automatic tuning algorithm for the gain-scheduled
controller. The flight data of the wind tunnel flight test with linear PI controllers is
not included here because it became unstable in varying wind conditions, therefore
a successful flight test could not be achieved. This confirmed that gain scheduling
is required for fixed-wing UAVs to maintain stability in varying airspeeds.
5.5 Summary
In summary, in order to enable the aircraft to fly in varying wind speed, the
gain-scheduled controller was implemented using the automatic tuning method.
The controller has been demonstrated to be a feasible solution to the nonlinearity
and turbulence issues. In comparison with the traditional controller, significant
improvement has been observed. The research in this chapter has also shown
the usefulness of the automatic tuner and its ability to characterise systems with
nonlinear dynamics for the purpose of controller design.
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Figure 5.17: Wind tunnel flight test results: red (dashed) = roll reference
signal; blue (solid) = measured data
Chapter 6
Turbulent Disturbance Modelling
In the previous chapter, the control system took into account the change in the
longitudinal air velocity. However, there is another disturbing effect of turbulence
that should be considered, which is the fluctuation in the gust.
This chapter, therefore, explores the modelling of the turbulence-induced
disturbance on fixed-wing UAV’s roll dynamics. The turbulence and its effect on
the attitude stability is described to provide a good understanding of how the
UAV is perturbed by the turbulence. The experimental setups are presented,
including the turbulence generating grid and the phase-advanced pressure sensor.
This chapter investigates how to find the optimal length of the sensors’ tips that are
positioned ahead of the aircraft. The input-output measurement of the disturbance
was used to find the disturbance model using the reduced order frequency sampling
filter for system identification. The model was validated with frequency and time
domain responses against different turbulence conditions.
The disturbance model identified in this chapter will be used in the distur-
bance feedfordward mechanism in the next chapter.
6.1 Turbulence and its effect on UAV attitude
stability
In order to mitigate this disturbing phenomena, the nature of turbulence should
be characterised. This section highlights the effects of turbulence acting on UAV’s
129
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attitude
The flight stability of a UAV is influenced by the vertical and horizontal
fluctuation of wind speed within the wind span of the UAV. Turbulence is normally
characterised by the turbulence intensity Ti and the turbulence length scale Lu.
The turbulence intensity is the deviating component of the wind velocity with
respect to the mean wind velocity V¯w, namely,
Ti =
σVw
V¯w
(6.1)
where the mean wind velocity is defined as the magnitude of the wind vector
V¯w =
√
u2w + v
2
w + w
2
w. Moreover, another factor to consider is the turbulence
length scale. It is defined by the dimension of the eddies within the airflow (Mo-
hamed et al., 2014). The length scale is usually comparable to the size the objects
generating turbulence, these include buildings, trees, and etc.
Turbulent effects on the UAV’s attitude stability are very difficult to char-
acterise, due to the random nature of turbulence. However, it is known that the
clusters of velocity vectors or gusts mainly induce either roll or heave perturba-
tion on fixed-wing UAV, which causes instability effects in real flights (Thompson
et al., 2011).
To further elaborate, the flow pitch angle variations in the oncoming flow
create the most destabilising feature of turbulence rather than the variation in
velocity magnitude or yaw flow angle (Thompson and Watkins, 2010). As a gust
impacts the main wing, this induces a variation in the wing load distribution, as
illustrated in Fig. 6.1. For instance, when the length scale of the gust is shorter
than the wingspan, this causes the wing load distribution to be uneven. This leads
to a perturbed rolling motion, as shown in Figure 6.1(a) and 6.1(b). However, for
length scale greater than the aircraft’s wingspan there will be the same loading
on both sides of the wings. This does not affect the roll attitude but will cause
the aircraft to heave instead. This phenomenon is illustrated in Fig. 6.1(c) and
6.1(d).
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Wing load
(a) Positive rolling motion (b) Negative rolling motion
Heave up
(c) No rolling motion
Heave down
(d) No rolling motion
Figure 6.1: Wing loading and roll perturbation
On the other hand, the pitch and yaw axes are much less sensitive to turbu-
lence, and they are considered passively stable (quasi-steady) (Irving, 2014). This
is because a fixed-wing aircraft’s tail provides stabilising moments in flight around
the longitudinal and directional axes (Watkins et al., 2006). In other words, an
aircraft’s pitch and yaw flight bevahiour are generally designed to have high aero-
dynamic damping coefficients, causing the vehicle to stabilise itself in turbulent
flights. Additionally, these perturbations can be easily compensated for with a
typical cascaded control system.
6.2 Turbulence generating grid
This section explains the turbulence properties of the wind tunnel installed with
turbulence grids. The turbulence setup has been independantly studied and char-
acterised by Ravi (2011), but is also briefly explained here.
The clean configuration of the wind tunnel generates up to Ti = 1.5%
turbulence intensity, this means that the level of turbulence is too low for typical
outdoor atmospheric turbulence. Therefore, two types of planar grids (shown in
Figure 6.2(a) and 6.2(b)) were used to create turbulent airflow in the wind tunnel
for the experimental tests. The side view of the setup is also presented in Figure
6.2(c). The main reason for utilising the grids instead of outdoor experiments is
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due to the repeatability issues associated with the random nature of atmospheric
turbulence. This can cause unrepeatable data and lead to unfair comparison of the
experiments. By using the controlled experimental environment, it can be ensured
that in each test the aircraft experiences turbulence with similar characteristics.
(a) Grid 1: Ti = 6.7% (b) Grid 2: Ti = 13.6%
Smooth airflowTurbulent airflow
Turbulence grid
Test section
(c) Side view of the wind tunnel
Figure 6.2: Turbulence generating grid setup in the wind tunnel
It is also important to note that the length scale of outdoor turbulence is in
the order of 15 meters (Mohamed et al., 2015a), whereas, the wind tunnel’s length
scale is much smaller and is in the order of 1 meter. This implies that the generated
turbulence in the wind tunnel has more spectral energy in the high frequency
components compared to outdoor turbulence. In other words, the perturbation in
the wind tunnel is more detrimental than what UAVs typically experience outdoor.
To identify the turbulence properties of the grids, experiments were perform
to obtain the power spectrum of the turbulence. The longitudinal wind velocity
was measured at 625 Hz with a pressure measuring device, where the airspeed was
set to the UAV’s operational cruise speed. The spectrum of the measured data
was then compared with the widely used von Karman spectra model, presented in
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Figure 6.3. Additionally, the von Karman spectra model is given as,
Su(f) =
4σ2uLu
V¯
1[
1 + 70.8
(
Luf
V¯
)2] 56 (6.2)
where Su us the longitudinal velocity spectrum in terms of frequency f in Hz, Lu
is the length scale, V¯ is the mean wind velocity and σu is the standard deviation
of the longitudinal component of the wind vector u.
The graphs in Figure 6.3 show that the wind tunnel generates a good rep-
resentation of a well-mixed outdoor turbulence across all frequencies as it follows
the popular turbulence model. In addition, these grids provide turbulence charac-
teristics that are most detrimental to this particular UAV airframe (with respect
to Ti and Lu) (Abdulrahim et al., 2017).
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Figure 6.3: Power spectral density plots of the longitudinal turbulence of the
wind tunnel and Von Karman spectrum (5 minutes of data recorded at 625 Hz)
6.3 Phase-advanced pressure sensor
This section presents the description of the phase-advanced pressure sensor, along
with the method for obtaining the input-output data of the disturbance model.
Furthermore, due to the fact that the probes are positioned in front of the air-
craft, the length of the probes need to be systematically chosen. An experimental
investigation is also performed to find the suitable probe length.
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6.3.1 Sensor description
High intensity turbulence has always been a challenging issue for UAVs, but not
for birds who are the masters of the sky. It is suggested by Carruthers et al.
(2007) that birds use the leading edge of their feathers to sense the variation
of the oncoming flow speed and angle. The phase-advanced (i.e time-forward)
sensing information is then used to compensate for the gust by morphing the
wings accordingly. This avian capability has inspired Mohamed et al. (2015a) to
the development of the phase-advanced pressure sensor. The replication of the
bio-inspired sensory system consists of multi-holes pressure probes, as shown in
Figure 6.4, positioned in front of the aircraft’s main wing. The pressure sensor is
able to measure the directional velocity vector as well as the airspeed. Although
pressure-based multi-hole probes are commonly used to measure flow angles and
velocity for other purposes (Hooper and Musgrove, 1997; Chen et al., 2000), they
had not been used in feedforward compensation.
Figure 6.4: Multi-hole pressure probe
The probes were 3D printed, which allowed precise angled chamfer at 45◦,
creating the measurement range of the vertical velocity vector of 90◦. The internal
tubes were connected to high accuracy analogue differential pressure sensors, rated
at ±10mbar, where each probe were connected to two sensors. The first sensor was
connected to the middle and static tubes to measure the airspeed, whereas another
sensor was connected to the top and bottom tubes to measure the directional flow
pressure. The chamfered tip enabled the sensor to measure the flow direction
and dynamic pressure of the oncoming flow, which is useful in the disturbance
feedforward control system for perturbation mitigation.
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6.3.2 The input and output measurement
In order to find the disturbace model, the input-output data needed to be extracted
without any influence from the control inputs. This subsection outlines how the
input-output data was collected.
Recalling from Equation (2.17),
p˙ = Γ1pq − Γ2qr + 1
2
ρV 2a Sb
[
Cp0 + CpβSβS + Cpp
bp
2Va
+ Cpr
br
2Va
+Cpδaδa + Cpδr δr
]
+DTp˙
(6.3)
When there is no manipulated inputs to the aicraft, namely,
Ua = Ue = Ur = δa = δe = δr = 0
the aircraft’s response to the turbulent disturbance is approximately equal to DTp˙ .
It is because the turbulence would be the only contributor to the rolling motion.
The approximation is taken as
p˙(t) ≈ DTp˙ (6.4)
Here, the measurement of the roll acceleration p˙(t) is used as a representative
of the turbulence disturbance DTp˙ when there is no control input to the aircraft
and is measured by differentiating the roll rate data from the IMU. This process
is illustrated in Figure 6.5, where υ is the combined measured pressure, ˜˙p is the
output caused by the ailerons and p˙ is the total output. The total pressure υ
is calculated by adding the top and bottom tubes pressure on both ailerons, as
follows,
υ = υL + υR = [υLbot − υLtop] + [υRtop − υRbot] (6.5)
where υLbot denotes left probe, bottom tube; υ
R
top denotes right probe, top tube.
Note that because the probes are on different side of the wing and we assume
positive right hand roll, the top and bottom pressure for both probes are in the
opposite direction.
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Ua = 0 +
+
˜˙p = 0 p˙
Turbulence UAV dynamics
DTp˙
Pressure Probes
υ
Figure 6.5: System diagram of the experiment
An example of the input and output data is overlaid and is presented in
Figure 6.6 to visually demonstrate the similarity between the measured pressure
and roll acceleration. It is seen that there is a high correlation between the input
and output, as the waveforms followed a similar trend. It is also important to note
that there is a time delay between the input and output, and this is as expected
because the sensor is positioned ahead of the aircraft.
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Figure 6.6: Measured pressure and roll acceleration
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6.3.3 Probe length selection
Another aspect of the phase-advanced sensory system that needed to be considered
is the selection of the probe length. Ideally, the length of the probe should be
long enough to compensate for the UAV’s time-lag as well as the actuator time-
delay. However, there are several practical constrainsts with long probes, such as
increased mass, tube vibration and bending. In addition, if the turbulence is sensed
too far ahead, the shape of turbulence may change once it arrives at the wing’s
leading edge, resulting in a reduced correlation in the measured and actual pressure
fluctuation. According to Taylor’s hypothesis, the turbulence structures remain
frozen during advection (Taylor, 1937). In practice, turbulence shape changes in all
dimensions; however for a short distance, Taylor’s hypothesis holds true (Mesbah
Uddin et al., 1997). Therefore, a sensible probe length needed to be selected.
An experiment to investigate the measurement accuracy for different probe
lengths was performed. The turbulent disturbance and the rolling motion were
measured, where the lengths of the probes were 10cm, 15cm, 20cm and 30cm.
To provide an understanding of the correlation in the frequency domain, Figure
6.7 shows the coherence plots between the pressure and roll acceleration various
probe lengths and AoAs. As expected, the coherence decreases as the probe length
increases because of the change in turbulence shapes. From these plots, it is also
seen that the aircraft is only affected by the turbulence within approximately
0.3− 80Hz, where the coherence peaks at 7− 10Hz.
In addition, it is observed that the magnitude of coherence is highest at 0◦
AoA. Evidently, the coherence at very high (+15◦) and low AoAs (−15◦) is lower
than other AoAs. Ideally, the tip of the probes should be vertically aligned with
the wings to achieve accurate sensing. However, when the aircraft pitches, the
measured turbulence might be missed by the aircraft, resulting in reduced corre-
lation. During high and low AoAs, only large gusts (occuring at low frequencies)
can be detected. Meanwhile, small gusts (occuring at high frequencies) can be
missed by the wings. Nevertheless, this does not pose a problem as the measure-
ment bias that happens during high/low AoAs can be easily compensated in the
control implementation. This is done by introducing a band-pass filter, which will
be discussed in detail in Chapter 7.
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Figure 6.7: Coherence plots of different probe lengths and Angle-of-Attack
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In addition, it is observed that there is a drop in the coherence magnitude
at around 20Hz for 30cm probe length. To visualise this, Figure 6.8 shows the
coherence plots for the longest probe length of 30cm. This was mainly due to
the vibration of the probes causing inaccurate measurements around the 20Hz
frequency region.
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Figure 6.8: Coherence plots of 30cm probe length setup
Based on the comparison in Figure 6.9, the averaged maximum coherence
of the 15cm probes is 1.91% lower than 10cm probes, but the time-advantage
is increased by 33.33%. Furthermore, the 20cm probes coherence is reduced by
13.94% when compared with the 15cm. From these results, a probe length of 15cm
was selected, eventhough there is a reduction of 1.91% in coherence but it is worth
it because of the much improvement in time-advantage. This provides as much
time-advantage as possible while not violating the practical constraints.
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Figure 6.9: Maximum coherence coefficient for each probe length and AoA
6.4 Frequency sampling filters for system iden-
tification
In the identification of the disturbance model, frequency sampling filters (FSF)
for system identification method was used. This section, therefore, provides a
summary of the FSF model and the parameter identification algorithm for arbitary
input, as opposed to periodic signal in Section 3.1.
6.4.1 Frequency sampling filters model
FSF Model structure is derived from a linear finite impulse response (FIR) model,
as it is an input only type of model. Particularly, this is effective to avoid the
problem of estimated parameter bias in the presence of noise. As a result, it
inherits the benefits of the FIR model. The only prior information required is an
approximation of the model’s settling time.
For a single input single output (SISO) system that is stable, linear and
time invariant, a discrete time FIR model can be used to represent the dynamics
as
G(z) =
N−1∑
i=0
hiz
−i (6.6)
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where N is the model order, z−1 is the backward shift operator and hi is the model
coefficients, with i = 0, 1 · · · (N − 1). Additionally, N is the estimated model or-
der, which can be obtained from the settling time ts, where N =
ts
∆t
. Under the
assumption that N is an odd number, the relationship between the frequency re-
sponse and impulse response can be found using inverse discrete Fourier transform
(DFT) as (Goberdhansingh et al., 1992)
hi =
1
N
N−1
2∑
k=−N−1
2
G(ej
2pik
N )ej
2pik
N (6.7)
where G(ej
2pik
N ) represents the discrete frequency response at ωk =
2pik
N
. This re-
lationship converts a set of discrete time frequency response coefficients to the
discrete time unit impulse response coefficients. Namely, from G(ej
2pik
N ), k =
0,±1,±2, · · · ,±N−1
2
to hi, i = 0, 1, · · · , N − 1.
The corresponding FSF model can then be derived by substituting Equation
(6.7) into (6.6), which gives
G(z) =
N−1
2∑
k=−N−1
2
G(ej
2pik
N )
1
N
1− z−N
1− ej 2pikN z−1
(6.8)
As the FSF model is derived from a linear FIR model, the unit step response
coefficients of the plant can be represented as follows,
gm =
m∑
i=0
hi ≈
N−1
2∑
k=−N−1
2
G(ej
2pik
N )
1
N
1− ej 2pik(m+1)N
1− ej 2pikN (6.9)
where gm denotes the unit step response of the plant at sampling instant m and
m = 0, · · · , (N − 1).
This, therefore, leads to the FSF model form as
G(z) =
N−1
2∑
k=−N−1
2
G(ej
2pik
N )
1
N
1− z−N
1− ej 2pikN z−1
(6.10)
A block diagram in Figure 6.10 shows the representative discrete time block
diagram of the FSF model, where u(k) is the input, y(k) is the output and ξ(k)
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is the disturbance. In summary, the input passes through a set of parallel filters
with various frequencies. The outputs of each filter are then weighted by the
discrete frequency response evaluated at the corresponding central frequencies.
The weighted filter outputs are then added together to obtain the output.
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Figure 6.10: Frequency sampling filters model diagram
It is also important to note that the filters in the FSF model are band-
limited around the central frequency, where both sides of the central frequency
are symmetrical.
6.4.2 Reduced order frequency sampling filters model
Although there are N parameters in the FSF model in Equation (6.10), only the
frequencies close to the central frequency have high magnitudes. Whereas, the
further frequencies are very low in magnitude due to the frequency response in
continuous time approaching zero as the frequency increases. Assuming the trans-
fer function is strictly proper, the continuous time frequency response |G(jω)| → 0
as ω →∞. We can conclude that for systems with fast sampling rate, there exists
an odd integer n such that for all `, where n−1
2
< |`| ≤ N−1
2
and the magnitudes
of the FSF model parameters, |G(ej2pi`/N | ≈ 0. Base on these conditions, the FSF
model with reduced nth order can be written in this form:
G(z) ≈
n−1
2∑
k=−n−1
2
G(ej
2pik
N )
1
N
1− z−N
1− ej 2pikN z−1
(6.11)
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The corresponding step response coefficients, evaluated for the reduced order FSF
model is then obtained as
gm ≈
n−1
2∑
k=−n−1
2
G(ej
2pik
N )
1
N
1− ej 2pik(m+1)N
1− ej 2pikN
(6.12)
The selection of the reduced order model, n, is dependant on the proper-
ties of the underlying system, which relates to how fast the frequency response
magnitude reduces as the frequency increases.
6.4.3 Model parameter identification and reduced order
selection
The coefficients of the reduced order FSF model can be estimated using the least
squares algorithm based on the input-output data. For an arbitary input u(k),
measured output y(k) and disturbance ξ(k), the frequency sampling filter model
can be written as
y(k) = G(z)u(k) + ξ(k) (6.13)
A linear regression form is used to define the parameter vector as follows:
θ = [G(ej0) G(ej(2pi/N)) G(e−j(2pi/N)) · · ·
G(ej(2pi(n−1)/N)) G(e−j(2pi(n−1)/N))]T
(6.14)
and the regressor vector as
φ(k) = [f(k)0 f(k)1 f(k)−1 · · ·
f(k)(n−1)/2 f(k)−(n−1)/2]T
(6.15)
where
f(k)r =
1
N
1− z−N
1− ej(2pir/N)z−1u(k) (6.16)
for r = 0,±1, · · · ,±n−1
2
. Equation (6.13) can then be rewritten as
y(k) = φ(k)T θ + ξ(k) (6.17)
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To formulate the least squares solution, Equation (6.13) is rearranged in matrix
form of input-output data.
Y = Φθ + ξ (6.18)
where
Y T =
[
y(1) y(2) · · · y(M)
]
V T =
[
v(1) v(2) · · · v(M)
]
ΦT =
[
φ(1) φ(2) · · · φ(M)
]
To minimize the summed of squared prediction errors,
E = (Y − Φθ)T (Y − Φθ) (6.19)
the least squares algorithm estimates the FSF model parameters using the follow-
ing equation
θˆ = (Φ∗Φ)−1Φ∗Y (6.20)
where Φ∗ denotes complex conjugate transpose of Φ.
In the estimation of the disturbance model, the reduced order model was
used in order to reduce the computation and get rid of the high frequency compo-
nents, which may introduce noise in the system. How can we systematically select
n, such that the prediction error is as small as possible? To answer that question,
the well established predicted residual error sum of squares (PRESS) method is
used to determine the value of n.
The PRESS method computes the weighted residuals of the least squares
estimated model that represents the true prediction error. The use of PRESS
criterion calculates the reduced order n based on the input-output data, which
ensures high accuracy of the FSF model (Wang and Cluett, 1996). The residuals
determine the quality of model fit but, however, not necessarily the predictive
accuracy of the model.
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Myers (1986) has defined the computation of the PRESS residuals as
ek(k) =
e(k)
1− φ(k)T (φTφ)−1φ(k) (6.21)
The PRESS static can then be calculated as
PRESS =
M∑
k=1
ek(k)
2 (6.22)
where the values of PRESS is used to measure the capability of the prediction.
6.5 Disturbance model identification
This section presents the experimental validation of the model identification of
the disturbance model. Since the implementation of the disturbance feedforward
controller is performed with a single disturbance model, it is vital to validate how
the model predictive capability will perform across different turbulence profiles.
Therefore, in order to verify the validity of the disturbance model, multiple ex-
periments were conducted with various airspeeds and turbulence intensities. The
airspeeds were arbitrarily selected within the operational range of this specific
aircraft as shown in Table 6.1.
Model Airspeed (Va) Turbulence intensity (Ti)
D1(z) 12.78 m/s 13.6 %
D2(z) 11.25 m/s 13.6 %
D3(z) 10 m/s 13.6 %
D4(z) 9.2 m/s 13.6 %
D5(z) 8.8 m/s 13.6 %
D6(z) 7.8 m/s 13.6 %
D7(z) 7.5 m/s 13.6 %
D8(z) 12.08 m/s 6.7 %
D9(z) 10.97 m/s 6.7 %
D10(z) 10 m/s 6.7 %
D11(z) 9.5 m/s 6.7 %
D12(z) 8.8 m/s 6.7 %
D13(z) 7.9 m/s 6.7 %
D14(z) 7.3 m/s 6.7 %
Table 6.1: Disturbance models and their associated experimental conditions
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Furthermore, a coherence study between the pressure measurement and the
roll disturbance was performed. Figure 6.11 shows the coherence plots of the 14
data sets. The coherence magnitude is highest (above 0.6) between 2−30Hz. The
UAV is not responsive to disturbances above 70Hz due the aircraft’s mass moment
of inertia. From these plots, it is seen that all plots are relatively similar, meaning
the turbulence disturbs the aircraft in the same frequency range in all turbulent
conditions. Although the fundamental frequency of the turbulence changes as
the airspeed and intensity change, this particular airframe is only perturbed at a
certain frequency band.
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Figure 6.11: Coherence plots of the measured pressure and roll acceleration
In the implementation, the disturbance needed to be estimated in real-
time in every control loop. If the order of the disturbance model was too high,
this could cause several issues such as high computation demand and inclusion of
noise. Thus, to improve the practicality, the reduced order model was used. From
the input-output data, PRESS was used for the selection of the process model
structure. In other words, the number of reduced order n based on the PRESS
behaviour. Figure 6.12 shows the PRESS residuals in accordance to the number of
frequencies of the FSF model. The PRESS residuals are measures of the quality of
model fit to a given set of data. From this, the PRESS value decreased rapidly up
to n = 10. It then continued to gradually decrease as n increases. It is observed
that increasing the order number beyond 25 would not significantly improve the
predictive capability of the disturbance model. Therefore, the reduced order was
chosen as n = 25.
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Figure 6.12: PRESS residual
Based on the experimental data, 14 disturbance models were identified us-
ing the FSF model structure with the experimental conditions shown in Table
6.1. Sequentially, further investigation was performed to evaluate the frequency
response of the models. Figure 6.13(a) shows the frequency points corresponding
the FSF models, whereas the amplitude of the frequency responses are presented
in Figure 6.13(b). It is evident that the changes due to the airspeed and turbu-
lence intensity on the dynamics of the disturbance model are relatively small, as
illustrated by the similarity between the Nyquist curves of each model. This is
also confirmed by the comparison of the amplitude of the frequency responses.
On the other hand, considering the zero-frequency points of each models,
namely, frequency points on the real axis in Figure 6.13(a) and the first number of
frequency in Figure 6.13(b), it is observed that the difference of the zero-frequency
points between each model is considerably large. This is due to the lack of steady-
state information in the input-output data. As turbulence is completely random,
we could not accurately generate a step response of the model. Therefore, the zero-
frequency point of the disturbance model will be ignored in the implementation.
This is easily done with a band-pass filter, which is required due to the another
issue mentioned in Subsection 6.3.3. Note that in the identification stage, the
filtered pressure data was used rather than the raw data. This was to ensure that
the filter dynamics was incorporated into the identified disturbance models, so that
the filter dynamics would not degrade the control performance in the feedforward
implementation.
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Figure 6.13: Frequency responses of the disturbance models
To validate the models, the time-domain estimated disturbance for all the
models were compared with the experimentally measured roll disturbance on the
aircraft. Given the same input to the disturbance models, the time-domain re-
sponses are presented in comparison to the actual disturbance, in Figure 6.14. It
is seen that the predicted perturbation matched with the measured disturbance.
This finding is vital for us to conclude that a single disturbance model is ade-
quate to perform the feedforward disturbance prediction when the airspeed and
turbulence intensity changes.
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Figure 6.14: Disturbance model validation
6.6 Summary
The disturbance process relating to surface pressure and roll attitude perturbation
has been characterised in this chapter. In particular, the disturbance model was
identified using reduced order frequency sampling filters, where the order of the
model was selected based on the PRESS criterion. It was found that the probe
length of 150mm provided the best trade-off between time-advantage and coher-
ence in attitude perturbation. The disturbance model has been proven to provide
good estimation of the actual perturbation acting on the aircraft. The identified
model was further investigated by comparison with other disturbance models iden-
tified at different wind speeds and turbulence intensities. It was observed that the
Nyquist responses of all the models are very similar. This was also confirmed by
the time-domain responses. Thus, this means that a single model is sufficient to
be employed in the feedforward scheme, to be implemented in the next chapter.
Chapter 7
Turbulent Disturbance
Feedforward Control System
The previous chapter investigated the phase-advanced pressure sensor’s predictive
capability of the disturbance on the aircraft’s attitude. This chapter further utilises
the disturbance model in the feedforward control configuration in order to improve
the disturbance rejection performance. To compensate for the roll attitude per-
turbation, the feedforward control architecture is formulated. The configuration
of the controller is explained in detail. The disturbance rejection performance is
assessed with turbulent wind tunnel and outdoor flight tests. The proposed con-
trol system is then compared with other types of disturbance rejection controllers
including disturbance observer-based and phase-advanced attitude controllers.
7.1 Disturbance feedforward control system
The main idea of this disturbance feedforward control system (referred to as DFF)
is to compensate for the surface pressure fluctuation on the wing by actively de-
flecting the ailerons, rather than reject passively with cascaded PI controller. To
visualise this, Figure 7.1 demonstrates the disturbance rejection process of the roll
feedforward controller. The pressure probes measure the flow direction and the
intensity of the pressure. The autopilot then computes the associated feedforward
term Uˆa, which is then used in the deflection of the control surface to compensate
for the rolling motion caused by the turbulence.
150
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Rolling motion caused by the turbulenceRoll axis
 for the perturbation
Probe measures !ow direction
and pressure intensity
Figure 7.1: Side view of the main wing: turbulent perturbation mitigation
process
7.1.1 Formulation
In the formulation of the disturbance feedforward mechanism, firstly, we recall the
linearised roll dynamics from Equation (2.26) as
φ˙ = p+ dφ (7.1)
Differentiating Equation (7.1) and substituting in Equation (2.17) gives,
φ¨ = p˙+ d˙φ (7.2)
= Γ1pq − Γ2qr + 1
2
ρV 2a Sb
[
Cp0 + CpβCβC + Cpp
bp
2Va
+Cpr
br
2Va
+ Cpδaδa + Cpδr δr
]
+ d˙φ + dTp˙
(7.3)
= Γ1pq − Γ2qr + 1
2
ρV 2a Sb
[
Cp0 + CpβCβC + Cpp
b
2Va
(φ˙− dφ)
+Cpr
br
2Va
+ Cpδaδa + Cpδr δr
]
+ d˙φ + dTp˙
(7.4)
=
(
1
2
ρV 2a SbCpp
b
2Va
)
φ˙+
(
1
2
ρV 2a SbCpδa
)
δa
+
(
Γ1pq − Γ2qr + 1
2
ρV 2a Sb
[
Cp0 + CpβCβC + Cpr
br
2Va
+ Cpδr δr
]
+ d˙φ
)
+ dTp˙
(7.5)
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The differential equation can be rewritten in the following form,
φ¨ = −aφ1φ˙1 + aφ2δa + d¯φ + dTp˙ (7.6)
where the linearised parameters are obtained at the aircraft’s nominal states as,
aφ1 = −
1
2
ρV 2a SbCpp
b
2Va
aφ2 =
1
2
ρV 2a SbCpδa
d¯φ = Γ1pq − Γ2qr + 1
2
ρV 2a Sb
[
Cp0 + CpβCβC
+Cpr
br
2Va
+ Cpδr δr
]
+ d˙φ
Note that d¯φ is the low frequency internal disturbance that exists due to the
linearisation and dTp˙ is the roll attitude turbulent disturbance.
To define the feedforward term, let the implemented control signal be:
Ua = U˜a − Uˆa = δ˜
∗
a
kδ
− δˆ
∗
a
kδ
where U˜a is the calculated control signal and Uˆa is the feedforward term. Substi-
tuting this into (7.6) and assuming fast servo response (δ∗a ≈ δa), we get
φ¨ = −aφ1φ˙1 + aφ2kδU˜a − aφ2kδUˆa + d¯φ + dTp˙ (7.7)
To completely eliminate the attitude perturbations DTp˙ , we ideally want the feed-
forward term to be equal to the disturbance, namely
aφ2kδUˆa = dTp˙
However, the disturbance is not directly measurable, but can be estimated
by utilising the phase-advanced sensors and the disturbance model previously iden-
tified. Letting dˆTφ be the estimated disturbance and assuming that the roll dis-
turbance can be accurately predicted,
dˆTp˙ ≈ dTp˙
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Therefore, the feedforward term can be found as,
Uˆa =
dˆTp˙
aφ2kδ
(7.8)
By implementing this control approach, the turbulent disturbance dTp˙ will be
rejected with the feedforward control signal Uˆa. Whereas, the lower frequency
disturbance d¯φ will be compensated with the embedded integrator of the PI con-
trollers. Although, in extreme turbulent conditions the frequency of d¯φ may not
be very low; however, cascaded PI and PID had been shown to be sufficient in
dealing with disturbances from linearisation (Abdulrahim et al., 2017; Mohamed
et al., 2015a).
7.1.2 Configuration of the feedforward controller
The control architecture employed is configured as shown in Figure 7.2. The
feedforward term Uˆa is calculated based on the disturbance and plant models. In
the implementation, a band-pass filter is used as it is imperative to filter out the
very high and low frequencies for a number of reasons associated with practicality:
1. According to the coherence plot in Figure 6.11, the aircraft is only affected
by a certain range of turbulence frequencies. Therefore, the band-pass filter
will allow us to maintain only the relevant turbulence information.
2. High frequency readings from the probes could result in high frequency actu-
ation commands, causing the servos to overheat and degrade over time due
to the limited actuation speed.
3. During extreme flight manoeuvre (very high and low AoAs), there is a bias
in the pressure sensor readings, as discussed in Section 6.3.3.
4. The disturbance model lacks the steady-state information, as shown in Fig-
ure 6.13.
However, the issues mentioned above can be easily solved by the band-pass filter,
so that we only keep the disturbance information that has the most impact on the
UAV.
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Figure 7.2: Cascaded PI roll-axis control system with disturbance feedforward
compensator (DFF)
7.2 Experimental assessment of the disturbance
rejection performance
For the experimental validation of the DFF controller, the aircraft’s nose was
tethered to a string as shown in Figure 7.3. The setup is ideal for this experimental
comparison for a number of reasons. Firstly, the turbulence spectrum needs to be
repeatable in order to provide a fair comparison between the control architectures.
Due to the randomness of outdoor turbulence, it is impossible to make sure the
aircraft experiences the same turbulence during various flight tests. Therefore, the
wind tunnel turbulence setup provides an ideal testing environment. Secondly,
when the aircraft’s nose is tethered, this allows the aircraft to fly without any
command from the pilot. It is important that human interaction is completely
eliminated to ensure that the attitude data is not affected or manipulated by
the pilot’s input. Although there might be forces induced on the pitch and yaw
attitude, these forces have been found to be minimal and there is absolutely no
effect on the roll, which is the main focus of this research.
The probability density functions and boxplots of the wind tunnel flight test
results for the roll, pitch and yaw axes are presented in Fig. 7.4. In this figure, the
term PI represents the cascaded PI control system automatically tuned in Chapter
5. The roll angle and yaw rate references were kept at 0◦ and 0◦/s. Furthermore
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Aircraft’s nose  is
tethered to a string
Figure 7.3: Wind tunnel flight test experimental setup
the pitch angle reference was trimmed to its equilibrium angle of 7◦, so that the
aircraft flew a straight and level flight. Figure 7.4 show the probability density
function of the attitude perturbation and angular rate for the three-axes, which
are representative of the disturbance rejection performance of the controllers.
Significant improvement in the roll axis is observed from the results ob-
tained from the flight test, due to the lower deviation in the roll angle. Further-
more, performance gain was attained for the pitch axis. A very small reduction in
the yaw perturbation is also observed in the results. Although both systems have
the same pitch and yaw controllers, these improvements in the attitude stability
have been achieved as a secondary effect from a higher roll stability.
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Figure 7.4: Wind tunnel flight test result
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7.3 Comparison with other types of perturba-
tion mitigating controllers
In order to benchmark the disturbance rejection performance, the DFF controller
was compared with two other types of perturbation mitigating controller for UAVs.
In this section, the disturbance observer-based controller (DOBC) is introduced.
Followed by the derivation of the controller and tuning of the observer filter. The
phased-advanced attitude controller (PAA) is then discussed, along with the se-
lection procedure of the feedforward gain. Lastly, the experimental comparison
study is performed and presented.
7.3.1 Disturbance observer-based controller (DOBC)
This section briefly describes the DOBC controller from Li et al. (2014). The
main idea of disturbance observer-based control system is to actively reject dis-
turbances with estimated augmented states. In recent years, DOBC has become a
popular solution for UAVs to improve the stability of turbulent flights. The basic
framework of DOBC consists of two parts: the feedback control system and feed-
forward control system. The feedback control system is required for the tracking
of the nominal plant. Whereas, feedforward control system is utilised to improve
the disturbance rejection associated with external disturbances and uncertainties.
In simple terms, the disturbance observer measures the control input and output
to compute the feedforward term. This is done by using the combination of the
inverted model of the plant and observer filter. The design of the filter is the main
determination factor of the estimation capability of DOBC system.
A brief description of the frequency domain disturbance observer for a
single-input-single-output (SISO) system is discussed here. The disturbance ob-
server block diagram is presented in Fig. 7.5.
Chapter 7: Turbulent Disturbance Feedforward Control System 158
−+
U˜(s) +
+
U(s)
G(s)
Y (s)
D(s)
Q(s) − + Q(s)G−1(s)Dˆ(s)
Figure 7.5: Disturbance observer based controller
where Y (s) is the controlled output of the plant G(s), U˜(s) is the calculated control
signal from the controller, Dˆ(s) is the feedforward term based on the disturbance
observer, U(s) = U˜(s) − Dˆ(s) is the control input, and D(s) is the disturbance.
The disturbance observer filter is represented by Q(s), which is to be selected such
that as time goes to infinity, Dˆ(s) converges to D(s). From the block diagram the
feedforward term can be written as,
Dˆ(s) = Q(s)G−1(S)Y (s)−Q(s)U(s)
= Q(s)G−1(s)G(s)[U(s) +D(s)]−Q(s)U(s)
= Q(s)D(s)
(7.9)
The disturbance estimation error is defined as,
Ed(s) = Dˆ(s)−D(s) = [Q(s)− 1]D(s) (7.10)
Therefore, estimation error Ed(s) will tend to zero if the observer filter Q(s) is
chosen as a low-pass form, where lim
s→0
Q(s) = 1. Note that the disturbance ob-
server can estimate not only external disturbances but also internal disturbances
such as the mismatch in the mathematical model. Furthermore, the estimation
performance is determined by the design of the filter Q(s). It has to be designed
such that the order difference between the denominator and numerator of Q(s)
should be no less than the plant model, in order to have a realisable transfer func-
tion. In other words, Q(s)G−1(s) needs to be proper. This will guarantee that
Dˆ(s) ≈ D(s), meaning the disturbance can be attenuated by using a feedforward
compensation design based on the disturbance observer.
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In regards to the selection of the observer filter, the accuracy of the distur-
bance estimation is based on the parameter λ in Q(s). The characteristic of the
prediction is determined by the frequency response of the function 1 − Q(s) (Li
et al., 2014). The bode plots for different values of λ are shown in Figure 7.6(a).
From the figure, it can be seen that the magnitude of 1−Q(s) reduces as λ gets
smaller. In other words, the estimation error converges to zero faster for smaller
value of λ. However, in practice, the value λ cannot be too small as it would cause
the convergence to be too aggressive, resulting in reduced robustness.
To systematically select the value of λ, a simulation study is performed. By
using the actual experimental data obtained from Section 6.5 (5 minutes data),
the disturbance was estimated using various values of λ. Comparing the measured
disturbance with the estimated disturbance, the boxplots of the squared estimation
error are plotted, as shown in Figure 7.6(b). From this, it is evident that the
estimation error did reduce as the λ decreases. However, if it was inappropriately
chosen to be too small, the estimation capability becomes significantly degraded.
Based on the simulation study, λ was chosen as 0.02, which correspond to the
smallest estimation error as illustrated in the boxplots.
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Figure 7.6: Disturbance observer’s simulated estimation capability based on
the experimental data
In order to validate the disturbance estimation capability of the observer,
the time-domain data of the measured and estimated disturbances (λ = 0.02) are
overlaid, as shown in Figure 7.7. Based on this, it is seen that the disturbance
observer is adequate in providing a good estimation of the aircraft’s perturbation.
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Figure 7.7: Time-domain data of the disturbance estimation using the distur-
bance observer
Furthermore, the boxplots in Figure 7.8 show the distribution of the error
squared of both the disturbance observer and DFF, so the quality of the pre-
diction can be compared. The root mean squared error of both estimators are
RMSEDOBC = 1.432 × 103 and RMSEDFF = 1.18 × 103. Therefore, we can
conclude that pressure based estimation (DFF) provided better estimation than
the observer (DOBC).
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Figure 7.8: Boxplots of the estimation error of DFF and DOBC
The roll control system was adapted to include the disturbance observer.
The DOBC system is structured as shown in Fig. 7.9. The disturbance observer
(DO) has two inputs: the implemented aileron command Ua and the roll rate
p. The output of the observer is the feedforward term Uˆa, which is computed in
real-time in the implementation.
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Figure 7.9: Disturbance observer-based control structure for the roll axis
7.3.2 Phase-advanced attitude controller (PAA)
Phased-Advanced Attitude control (PAA) was originally introduced by Mohamed
et al. (2015a). This method of turbulence mitigation utilises the turbulence sensor
and directly feedforward the pressure measurements in the actuator implementa-
tion with a single gain K, as shown in Figure 7.10. Rather than compensating
for the perturbed motion, the ailerons only react to the measured pressure pro-
portionally. In addition, the ailerons are decoupled, meaning both sides of the
ailerons can operate independently. Since the feedforward gain was not derived
from the plant or disturbance models, there is no systematic way to tune the gain.
Therefore, the feedforward gain K was chosen by trail-and-error to find the value
that corresponded to the best possible disturbance rejection performance.
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PI −+
p∗
PI G1(s) G2(s)
p φ
Left probe K +
−
U lefta
U˜a
Right probe K
+−
U righta
Figure 7.10: Phase-advanced attitude roll control system (PAA)
7.3.3 Experimental comparative study
For this experimental comparison between each controller, the roll rig setup was
utilised. Each experiment was conducted for the duration of 5 minutes. The box-
plots of the roll angular deviation for both Ti = 6.7% and Ti = 13.6% are presented
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in Figure 7.11. Moreover, the boxplots of the roll rate for various controllers are
shown in Figure 7.12. From this attitude data, it is observed that the DFF con-
troller provided the lowest deviation in angle and angular rates in both turbulence
conditions. On the other hand, DOBC and PAA also provided slight improvement
over the conventional cascaded PI controller.
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Figure 7.11: Boxplots of the roll angle
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Figure 7.12: Boxplots of the roll rate
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To assess the performance, the standard deviation of the attitude data is
presented in Table 7.1. It is seen that the DFF has the best performance in all
categories due to the lowest standard deviation for all the experimental conditions.
In comparison with the conventional cascaded PI controller, the DFF controller
was able to achieve an average of 19.33% reduced standard deviation. On the
other hand, DOBC and PAA gained average of 7.78% and 11.39% improvement,
respectively.
Table 7.1: Standard deviation of the attitude data
In addition, the mean squared error between the reference and attitude
data is shown in the Table 7.2. Again, it can be seen that DFF outperforms the
other three controllers as indicated by the lower mean squared error in all test
cases.
Table 7.2: Mean squared error of the attitude data
In order to further investigate the controllers, the power spectral density
of the commanded control signals for all controllers are plotted in Fig. 7.13. It
is observed that PI and DOBC were limited to low frequencies, meaning they
were not reacting to the high frequency disturbances that are detrimental to the
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UAV. On the other hand, DFF has high power between 5 − 20Hz region, which
correspond to the highest perturbation impact frequency range according to the
coherence plot in Figure 6.11. Meanwhile, PAA has the highest power in the
very high frequency region and this can be detrimental to the actuators. This
high frequency information came from the pressure probe real-time measurements,
which corresponded to the surface pressure fluctuation. It was found that the
actuators overheated/degraded significantly and had to be replaced after each
experiment while using PAA.
Although PAA is superior in heaving compensation when the aircraft en-
counters symmetrical gusts (due to decoupled ailerons), the actuator stress is its
main issue. To provide a better understanding, assume a scenario where an aircraft
encounters a gust on the right wing and a total of 20◦ of aileron deflection is re-
quired to compensate for the perturbation. PAA controller would counter the gust
effect by deflecting the right aileron at δRIGHTa = δa + 20
◦, whereas the left aileron
deflection would be δLEFTa = δa. This induces unnecessary stress on the right
aileron. On the other hand, DFF controller would solve this problem by deflecting
both ailerons symmetrically, namely, δRIGHTa = δa + 10
◦ and δLEFTa = δa + 10
◦.
Assuming linear relationship between control surface and roll rate, DFF would
achieve the same rolling motion, with less stress on the actuators by averaging the
required deflection.
Going back to the coherence plot between the servo command and servo
movement in Figure 2.11, it is seen that the servo performance started to degrade
at 10Hz and became unresponsive for commands above 25Hz. This meant that
the servos were not able to actuate all the commanded control signals as the spec-
trum of the commands go beyond 25Hz. This also explained why the controller’s
disturbance rejection performance was worse in higher turbulence intensity (higher
power spectrum).
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Figure 7.13: Commanded control signal spectral densities of the controllers
To summarise, the controllers were evaluated based on factors associated
with turbulence mitigation for UAVs. The evaluation is presented in Table 7.3.
This evaluation matrix does not intend to quantitatively assess the controllers, as
some of the criteria cannot be factually quantified. Therefore, the matrix is only
presented here as a subjective qualitative assessment. It is imperative to highlight
that some criteria are more critical than others. For example, the disturbance
rejection performance and the actuator stress are the most critical factors as they
directly have effect on the closed-loop performance. On the other hand, design
complexity is not as important, as the controller only has to be designed once and
does not affect the control system in the long run.
Table 7.3: Controller evaluation matrix
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7.4 Outdoor flight test
Finally, the UAV was flown outdoor in atmospheric turbulent conditions. The
time-domain response of the aircraft is presented in Figure 7.14. As outdoor
turbulence is completely random, it is almost impossible to ensure that in each
flight test the aircraft would experience the same turbulence and gust. Therefore,
the experimental data presented here does not intend to quantify or compare the
flight performance, but rather to show how the 29kph.
From the results, it is seen at 174.7, 180.5, and 183.8 seconds that the
aircraft encountered gusts that greatly deviated the roll angle from its reference
signal. The UAV was able to reject the disturbance with slight overshoot, which
brought its roll attitude back to stability.
7.5 Summary
This chapter investigated the disturbance feedforward for mitigating the attitude
perturbance of a fixed-wing UAV by utilising the phase-advanced pressure sensor.
Experimental validations were conducted in wind tunnel and outdoor experiments.
Significant improvement in disturbance rejection performance has been observed
over the conventional PI controller. This is not only in the roll axis but also the
pitch axis as a secondary effect.
Moreover, this research also reviewed the popular controller DOBC and the
PAA controllers. Although the main drawback was the design complexity, it was
found that DFF is superior in comparison to the other two controllers in terms of
disturbance rejection due to lower attitude deviation in turbulent conditions. Due
to the high perturbations, the power spectral density of the controller commands
indicate that faster actuation rate, or perhaps higher control authority, is required
to achieve further improvements.
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Figure 7.14: Outdoor flight test data: red (dashed) = reference signal; blue
(solid) = measured data
Chapter 8
Conclusion
With the rapid growth in UAV deployment, attention has been drawn to the
study of design, implementation and performance improvement of UAV’s flight
control systems. This thesis has put forward a solution for the prominent issues
associated with UAV control system design and turbulent flights. In particular,
the contributions of this thesis can be summarised in four parts:
1. Conventional controller design for fixed-wing UAVs.
2. Automatic tuning of cascaded control system for fixed-wing UAVs.
3. Gain scheduled controller design and implementation using the automatic
tuning algorithm.
4. Disturbance feedforward compensation for turbulent perturbation mitiga-
tion.
This chapter further consolidates the research findings presented in this thesis and
summarises the contributions of the research.
8.1 Conventional controller design for fixed-wing
UAVs
In Chapter 2, the mathematical model of the fixed-wing UAV was established,
along with the associated attitude representation. The hardware used for this
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research was also presented. The attitude estimation algorithm was introduced,
derived and validated to show the estimation capability. The UAV airframe pre-
sented here is used throughout the whole thesis for the design and testing of the
proposed control systems.
In Chapter 3, the traditional approach to designing a flight controller was
thoroughly reviewed. Firstly, in order to design a flight controller based on the
aircraft’s model, system identification was performed on the aircraft to deter-
mine its transfer functions. The cascaded flight control system was then designed.
The inner loop system was designed with the root locus, whereas the outer loop
controller’s parameters were calculated with the pole placement method. Step
response tests were then performed to analyse the control performance.
It was observed that the aircraft was able to follow its reference signals
without any steady-state error, due to the embedded integrator in the controller.
However, the closed-loop performance was found to be low. This was because
of the neglected dynamics of the inner loop systems, actuator, sensors and the
attitude software filters. This sub-par performance, therefore, led to the need of a
better controller design methodology that was able to include the aforementioned
dynamics.
8.2 Automatic tuning of cascaded control sys-
tem for fixed-wing UAVs
As opposed to the traditional approach to designing flight controllers, Chapter
4 introduced a novel automatic tuning method for fixed-wing UAVs. The work
performed in this chapter is the first published study on relay autotuners for fixed-
wing UAVs in the public domain. The key idea of the autotuner is to identify the
plant’s dominant dynamics and fit them into a simpler model (integrator plus
time-delay model). This was achieved by the proposed proportionally controlled
relay feedback structure, where the advantage is that it can be implemented on in-
tegrating systems. A simulation study was conducted to show its ability to capture
the information of the plant’s fundamental frequency. The controller parameters
were then selected based on the well-established set of tuning rules. Lastly, flight
tests in various testing conditions were performed.
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From the experimental data, it was found that the autotuner was able to
design a flight control system with desirable flight properties. The control perfor-
mance was also compared with the conventional approach, in Chapter 3. It was
seen that the autotuned system clearly outperformed the model-based control sys-
tem. This was due to the better parametrisation of the system’s dynamics, where
the effects of actuators, sensors and inner loop systems had been automatically
included in the design.
8.3 Gain scheduled controller design and imple-
mentation using the automatic tuning algo-
rithm
Aircraft are always experiencing randomly changing airspeed, due to turbulence
and the change in thrust produced by the propeller. As the airspeed term is a
part of the attitude dynamics equations, a flight control system tuned at a single
airspeed has been found to produce severe oscillations. In Chapter 5, the research
in the previous chapter was extended to design a gain scheduled controller with
the automatic tuner. The gain scheduled controller was used in the real-time
scheduling of the controller parameters, in order to improve the attitude stability
in varying airspeed conditions. The automatic tuning approach was used to de-
sign the family of PI controllers, as the mathematical models of all the operating
conditions were not readily available.
The experiments performed have shown the aircraft’s ability to adapt to
the nonlinearity effects of the airspeed. Significant improvement has been ob-
tained from the implementation of the gain scheduled controller designed with the
autotuner.
8.4 Disturbance feedforward compensation for
turbulent perturbation mitigation
A novel feedforward method for fixed-wing UAV has been proposed and validated,
resulting in improved disturbance rejection performance in turbulent flights.
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In Chapter 6, the disturbance process relating to pressure fluctuation and
roll attitude perturbation were characterised. By using the pressure sensor, the
disturbance model was determined using the reduced order frequency sampling
filters. PRESS criterion was utilised for the selection of the model structure.
The identified disturbance model was validated in different wind and turbulence
conditions. According to the experimental frequency-domain and time-domain
responses, the model was able to provide high accuracy estimation of the attitude
perturbation. Thus, it was adequate in characterising the disturbance dynamic of
the UAV to be used in the feedforward scheme.
In Chapter 7, the disturbance feedforward controller was formulated, val-
idated and compared with other types of controller. Firstly, the configuration
of the feedforward control system was derived using the disturbance model iden-
tified in the previous chapter. The control strategy was then implemented to
assess its disturbance rejection performance in the turbulence wind tunnel setup.
Significant improvement in the attitude stability was observed over the conven-
tional controller. Furthermore, a comparison study between the proposed DFF,
conventional cascaded PI, DOBC and PAA was investigated. It was found that
the proposed methodology outperformed the other types of disturbance rejection
controllers.
8.5 Recommendations for future research
Further research on this topic is suggested in this section.
PID automatic tuner
The proposed automatic tuner has the potential to be applied on any stable, in-
tegrating or higher order systems. This can be further extended to other types
of applications. In addtion, the proposed method could also potentially be modi-
fied/adapted to be implemented on unstable systems.
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MIMO automatic tuner
A MIMO automatic tuning method for a flight control system is another interest-
ing research path to persue. This is due to the fact that fixed-wing aircraft are
multivariable in nature, the MIMO tuning method should effectively deal with this
dynamics. This would significantly further simplify the tuning process of UAVs
(or any other MIMO system).
Actuator
It has been found that even the fastest available servo does not have enough ac-
tuation speed to actuate all the commanded control signals. Therefore, further
research could usefully investigate improving actuator speed and power to accom-
modate for the fast actuation required in turbulent flights.
Control authority
Instead of improving actuation speed, increasing forces produced by the control
surfaces could be another solution to the problem. A potential solution is to use
non-conventional control surfaces, such as leading edge control surfaces, in order
to enhance the control authority.
Segmented control surfaces
Rather than generating an opposing force by the same wing or another wing,
another potential solution is to cancel the incremental lift increase due to the gust
on the wing. Segmenting the control surfaces may potentially allow improved
attitude stability in turbulent flights without compromising the nominal control
performance.
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Advanced disturbance sensor
If a more sophisticated sensor is invented in the future, the design complexity
of DFF would greatly be reduced. For example, advanced measurement of iner-
tial displacement would be more useful than wind pressure, which will essentially
eliminate the need to model and predict the actual disturbances.
Appendix A
Probability density function and
box plot
The Exploratory Data Analysis technique is utilised as it is an ideal approach
to analyse data when the statistical distribution is unknown (Hoaglin, David C
and Mosteller, Frederick and Tukey, 1983). Boxplot and histograms, visualised in
Fig. A.1, were used to illustrate the deviation of the attitude information. The
boxplots depict the spread and the skewness of the standard deviations, where
the histograms show the data distribution, which are measured as the Probability
Density Function (PDF).
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Appendix B
Step response of pitch control
system in varying airspeed
As disscussed in Section 5.1, for an aircraft with convention configuration, the
longitudinal axis is considered passively stable. To prove that the pitch controller
of the UAV does not require gain scheduling, step response tests are performed in
varying airspeed that covers the plant’s operational range.
From the step response data in Figure B.1, it is clear that, unlike the roll
axis, the pitch axis does not become unstable when the airspeed changes. Although
there is a reduction in the nominal performance, gain scheduling for the pitch axis
is not required to maintain stability.
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Figure B.1: Conventional cascaded PI step response test: dashed indicates
pitch angle reference, solid indicates measured data
Appendix C
Pseudo codes
C.1 Autopilot program
1 void setup ( ) {
2 I n i t i a l i s e F l i g h t c o n t r o l l e r ( ) ;
3 }
4
5 void main loop ( ) {
6
7 // Set c o n t r o l loop f requency
8 current sample ms = m i l l i s ( ) ; // Get cur rent time in m i l l i s e c o n d
9 i f ( ( current sample ms − prev ious sample ms ) >= 5) { // s e t to 200Hz
10
11 get IMU ( ) ; // Get IMU data
12
13 Read Commands ( ) ; // Get r e f e r e n c e s i g n a l s ( phi , theta , r )
14
15 // Ca lcu la te outer loop c o n t r o l s i g n a l s
16 c a l c P I (&phi ) ; // Rol l ang le loop
17 c a l c P I (&theta ) ; // Pitch ang le loop
18
19 // Update inner loop r e f e r e n c e s i g n a l s
20 p . r = phi . u ;
21 q . r = theta . u ;
22
23 // Ca lcu la te inner loop c o n t r o l s i g n a l s
24 c a l c P I (&p) ; // Rol l r a t e loop
25 c a l c P I (&q ) ; // Pitch ra t e loop
26 c a l c P I (&r ) ; // Yaw ra t e loop
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27
28 // Implement c o n t r o l s i g n a l s
29 Implement actuator (p . u , q . u , r . u ) ;
30
31 // Log data onto SD card
32 Log data ( ) ;
33 }
34 }
C.2 PI controller
1 // Def ine ob j e c t f o r the PI c o n t r o l l e r s t r u c t
2 typede f s t r u c t {
3 f l o a t Kp; // Propor t i ona l ga in
4 f l o a t Ki ; // I n t e r g r a l ga in
5 f l o a t u ; // Control s i g n a l
6 f l o a t r ; // Reference s i g n a l
7 f l o a t y ; // Output s i g n a l
8 f l o a t uPast ; // Past va lue o f the c o n t r o l s i g n a l
9 f l o a t rPast ; // Past va lue o f the r e f e r e n c e s i g n a l
10 f l o a t yPast ; // Past va lue o f the output s i g n a l
11 f l o a t u max ; // The maximum l i m i t o f the c o n t r o l s i g n a l
12 f l o a t u min ; // The minimum l i m i t o f the c o n t r o l s i g n a l
13 }PI obj ;
14
15 // Ca lcu la te the c o n t r o l s i g n a l
16 void c a l c P I ( PI obj ∗ obj ) {
17 // obj : Object po in t e r to the ob j e c t s t r u c t PI obj
18 // d e l t a t : Sampling time
19 // In every loop , r and y are updated be f o r e t h i s func t i on i s c a l l e d .
20
21 // Ca lcu la te u
22 obj−>u = obj−>uPast + obj−>Kp∗(−obj−>y + obj−>yPast ) + obj−>Ki∗
d e l t a t ∗( obj−>r − obj−>y ) ;
23
24 // Anti−windup mechanism
25 i f ( obj−>u > obj−>u max ) {
26 obj−>u = obj−>u max ;
27 }
28 e l s e ( obj−>u < obj−>u min ) {
29 obj−>u = obj−>u min ;
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30 }
31
32 // Update past v a r i a b l e s
33 obj−>rPast = obj−>r ;
34 obj−>yPast = obj−>y ;
35 obj−>uPast = obj−>u ;
36 } ;
C.3 Gain scheduled controller
1 #d e f i n e Va H 15 // d e f i n e high a i r spe ed l i m i t
2 #d e f i n e Va M 10 // d e f i n e medium a i r spe ed l i m i t
3 #d e f i n e Va L 7 // d e f i n e low a i r spe ed l i m i t
4 #d e f i n e d e l t a 0 .5 // d e f i n e boundary
5
6 // Def ine ob j e c t f o r the Gain scheduled c o n t r o l l e r s t r u c t
7 typede f s t r u c t {
8 f l o a t Kp H ; // Propor t i ona l ga in f o r high a i r sp e ed
9 f l o a t Ki H ; // I n t e r g r a l ga in f o r high a i r sp e ed
10 f l o a t Kp M; // Propor t i ona l ga in f o r medium a i r spe ed
11 f l o a t Ki M ; // I n t e r g r a l ga in f o r medium a i r spe ed
12 f l o a t Kp L ; // Propor t i ona l ga in f o r low a i r spe ed
13 f l o a t Ki L ; // I n t e r g r a l ga in f o r low a i r spe ed
14 f l o a t u ; // Control s i g n a l
15 f l o a t r ; // Reference s i g n a l
16 f l o a t y ; // Output s i g n a l
17 f l o a t uPast ; // Past va lue o f the c o n t r o l s i g n a l
18 f l o a t rPast ; // Past va lue o f the r e f e r e n c e s i g n a l
19 f l o a t yPast ; // Past va lue o f the output s i g n a l
20 f l o a t u max ; // The maximum l i m i t o f the c o n t r o l s i g n a l
21 f l o a t u min ; // The minimum l i m i t o f the c o n t r o l s i g n a l
22 f l o a t lambda H ; // Weighting parameter ( High a i r spe ed )
23 f l o a t lambda M ; // Weighting parameter (Medium a i r spe ed )
24 f l o a t lambda L ; // Weighting parameter (Low a i r spe ed )
25 }GS obj ;
26
27 // Ca lcu la te the c o n t r o l s i g n a l
28 void ca lc GainScheduled ( GS obj∗ obj , f l o a t Va) {
29 // obj : Object po in t e r to the ob j e c t s t r u c t GS obj
30 // Va : Measured a i r spe ed
31
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32 // Ca lcu la te the weight ing parameters lambda H , lambda M and
lambda L based on the a i r sp e ed Va
33 i f (Va > Va H) {
34 obj−>lambda H = 1 . 0 ;
35 obj−>lambda M = 0 . 0 ;
36 obj−>lambda L = 0 . 0 ;
37 }
38 e l s e i f (Va < Va H && Va > (Va M + d e l t a ) ) {
39 obj−>lambda H = (Va − Va M − d e l t a ) /(Va H − Va M − 2 ∗ d e l t a ) ;
40 obj−>lambda M = 1.0 − obj−>lambda H ;
41 obj−>lambda L = 0 . 0 ;
42 }
43 e l s e i f (Va > (Va M − d e l t a ) && Va < (Va M + d e l t a ) ) {
44 obj−>lambda H = 0 . 0 ;
45 obj−>lambda M = 1 . 0 ;
46 obj−>lambda L = 0 . 0 ;
47 }
48 e l s e i f (Va < (Va M − d e l t a ) && Va > Va L ) {
49 obj−>lambda H = 0 . 0 ;
50 obj−>lambda M = (Va − Va L − d e l t a ) /(Va M − Va L − 2 ∗ d e l t a ) ;
51 obj−>lambda L = 1.0 − obj−>lambda M ;
52 }
53 e l s e i f (Va < Va L ) {
54 obj−>lambda H = 0 . 0 ;
55 obj−>lambda M = 0 . 0 ;
56 obj−>lambda L = 1 . 0 ;
57 }
58
59 // Ca lcu la te the a s s o c i a t e d incrementa l c o n t r o l s i g n a l based on
each a i r sp e ed cond i t i on
60 f l o a t u H = obj−>Kp H∗(−obj−>y + obj−>yPast ) + obj−>Ki H∗ d e l t a t ∗(
obj−>r − obj−>y ) ;
61 f l o a t u M = obj−>Kp M∗(−obj−>y + obj−>yPast ) + obj−>Ki M∗ d e l t a t ∗(
obj−>r − obj−>y ) ;
62 f l o a t u L = obj−>Kp L∗(−obj−>y + obj−>yPast ) + obj−>Ki L∗ d e l t a t ∗(
obj−>r − obj−>y ) ;
63
64 // Ca lcu la te the c o n t r o l s i g n a l to be implemented
65 obj−>u = obj−>uPast + lambda H∗u H + lambda M∗u M + lambda L∗u L ;
66
67 // Anti−windup mechanism
68 i f ( obj−>u > obj−>u max ) {
69 obj−>u = obj−>u max ;
70 }
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71 e l s e ( obj−>u < obj−>u min ) {
72 obj−>u = obj−>u min ;
73 }
74
75 // Update past v a r i a b l e s
76 obj−>rPast = obj−>r ;
77 obj−>yPast = obj−>y ;
78 obj−>uPast = obj−>u ;
79 } ;
C.4 Disturbance feedforward controller
1 #d e f i n e order number . . . // Def ine the order number o f the
d i s turbance model
2 #d e f i n e a ph i 2 . . . // Def ine a i r c r a f t c o e f f i c i e n t
3 f l o a t D[ order number ] = { . . . } ; // Def ine the d i s turbance model (FIR)
4 f l o a t P[ order number ] ; // Def ine an array to hold the
p r e s su r e measurements
5 f l o a t d hat ; // Estimated d i s turbance
6
7 // Ca lcu la te the c o n t r o l s i g n a l
8 void calc DFF ( PI obj ∗ obj ) {
9 // obj : Object po in t e r to the ob j e c t s t r u c t PI obj
10 // d hat : Estimated d i s turbance
11
12 // Ca lcu la te u
13 obj−>u = obj−>uPast + obj−>Kp∗(−obj−>y + obj−>yPast ) + obj−>Ki∗
d e l t a t ∗( obj−>r − obj−>y ) ;
14
15 // F i l t e r the raw measurement o f the p r e s su r e data
16 f i l t e r e d p r e s s u r e = b a n d p a s s f i l t e r ( measured pressure ) ;
17
18 // Estimate the r o l l angular d i s turbance
19 d hat = e s t i mat e d i s tu r banc e ( f i l t e r e d p r e s s u r e ) ;
20
21 // Subtract the feed forward term
22 obj−>u = obj−>u − d hat / a ph i 2 ;
23
24 // Anti−windup mechanism
25 i f ( obj−>u > obj−>u max ) {
26 obj−>u = obj−>u max ;
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27 }
28 e l s e ( obj−>u < obj−>u min ) {
29 obj−>u = obj−>u min ;
30 }
31
32 // Update past v a r i a b l e s
33 obj−>rPast = obj−>r ;
34 obj−>yPast = obj−>y ;
35 obj−>uPast = obj−>u ;
36 } ;
C.5 Complementary filter
1 void get IMU ( ) {
2 // Read raw measurements from acce l e romete r and gyroscope
3 get 6DOF data(&ax , &ay , &az , &gx , &gy , &gz ) ;
4
5 // Apply low−pass f i l t e r
6 L P f i l t e r (&ax , &ay , &az , &gx , &gy , &gz ) ;
7
8 // Ca lcu la te phi and theta from acce l e romete r data
9 phi a = atan2 ( ay , az ) ;
10 the ta a = atan2 ( ax , s q r t ( ayˆ2 + az ˆ2) ) ;
11
12 // Ca lcu la te sample time
13 t = m i l l i s ( ) ;
14 dt = ( f l o a t ) ( t−t p a s t ) /10 00 . 0 ;
15 t p a s t = t ;
16
17 // Complementary f i l t e r ( Update outer loop s t r u c t s )
18 phi . y = lambda ∗ ( phi + gx∗dt ) + ( 1 . 0 − lambda ) ∗ phi a ;
19 theta . y = lambda ∗ ( theta + gy∗dt ) + ( 1 . 0 − lambda ) ∗ the ta a ;
20
21 // Update inner loop s t r u c t s
22 p . y = gx ;
23 q . y = gy ;
24 r . y = gz ;
25 } ;
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