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Abstract
Accurate liver segmentation from computed tomography (CT) scan images is an essential and crucial step in 
computer-aided diagnosis of liver tumor. The automatic and unsupervised methods are used to segment CT image 
that reduce the time and eliminate the need for manual interface. In this paper, the adaptive threshold, morphological 
processing, and kernel fuzzy C-means (KFCM) clustering algorithm have been used with spatial information for 
visualizing and measuring the tumor area tumor part of liver which is segmented from CT abdominal images. The 
proposed process was tested and evaluated to a series of test images on MICCAI 2008 liver tumor segmentation 
challenge datasets to extract the tumor region. The area of the tumor reason has been calculated also. The KFCM 
algorithm introduces a kernel function on fuzzy c-means clustering (FCM) to reduce the effect of noise and 
improves the ability of clustering. Experimental results showed positive results for the proposed algorithm.  The 
PSNR and MSE have been calculated for FCM and KFCM method to compare the results to segment the images. 
An experimental result shows that the proposed method could be used effectively to segment the liver cancer region 
in terms of high PSNR and low MSE values and achieves high consistency to detect small changes in images.
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1. Introduction
Liver tumor is one of the most deadly non-communicable diseases, caused for the death of large number of people 
every year around the world [1]. If it is detected early and accurately it can be treated efficiently. The medical 
imaging techniques play an important role for early diagnosis of tumor. The different modalities related to image are 
X-rays, Ultrasound, Computed Tomography (CT), Magnetic Resonance Imaging (MRI). As the volume of the 
digital imaging data is increasing massively, it is difficult for radiologists to manually diagnose the diseases, which 
causes misdiagnosis. Thus, computer-aided diagnosis systems have applied frequently with all interest for the 
diagnosis of diseases as a method for more accuracy and efficiency for the radiologists [2]. Automatic diagnostic 
systems assist the physicians in making diagnostic decisions to detect the various types of cancers [3]. Image 
segmentation is most important part of computer-aided diagnosis systems. Due to the rapid growth in technology 
and in CAD system, it is easier to segment the biomedical images quickly and accurately. Image segmentation is a 
process of partitioning an image into multiple segments having similar feature according to some previously defined 
criteria. For the accurate tumor segmentation from liver image, pre-processing of abdominal CT image is very 
essential. The segmentation process is required to extract the liver portion exactly from the CT images of abdomen.
As liver is consisting of soft tissues and there is a large change of liver structure from patient to patients, it is a big 
challenge in segmentation process. As the liver has made of similar kind of tissues like neighbouring organs heart, 
kidney etc., which causes a limited contrast between them in CT gray image [4]. It is also a challenging task for 
segmenting tumor from CT liver image due to the small discernible changes between the tumor and other healthy
tissues [5].
          Various methods have been proposed to segment the body organs in CT scan volumes. An automatic liver 
segmentation based on a statistical shape model (SSM) integrated with an optimal-surface-detection strategy method 
has been proposed for CT images [6]. In a method an automatic liver segmentation system by combining several 
phases of the contrast-enhanced CT images has been proposed with employing a region-growing algorithm. In this 
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method to eliminate over and under segmentation, the pre- and post-processing functions are incorporated with 
anatomical and multi-phase information. [7]. In 2009 Foruzan et al. applied a knowledge-based technique for liver 
segmentation to estimate the initial liver boundary and to separate the liver from other tissue,  a multi-step heuristic 
technique was employed in multi-slice CT images of liver [8]. In a proposed method to segment a liver 
segmentation a thresholding method was used to separate the ribs and spines from the input image and fuzzy C-
means clustering, morphological filtering along with umultilayer perceptron (MLP) neural network algorithms are 
used for segmenting liver region [9].
There are a lot of methods available to segment the CT image having liver cancer. Among them, fuzzy 
segmentation method is considered as much more beneficial because this method extracts a lot of information from 
the original image unlike hard segmentation method [10]. In fuzzy c-means clustering method [11] the pixel of 
image are assigned to fuzzy cluster rather than label. FCM allows pixel to belong to multiple clusters by varying 
degrees of membership function, unlike the hard clustering method which forcefully assigns the pixel to exclusively 
one class. Finally a clustered image having sensible image partition with the fuzzy boundaries is presented to the 
physician to correct the boundary region [12].
Recently a machine learning work has been focused on ‘kernel method’ to construct the nonlinear version 
of the linear methods. The kernel method has found successful applications in pattern recognition and function 
approximation. Among them Support Vector Machines (SVM) [13-15], Kernel Fisher Discriminant (KFD) [16]   
and Kernel Principal Component Analysis (KPCA) [17] take a great deal of attentation. These algorithms are based 
on kernel (substitution) trick, that is, first a (implicit) nonlinear mapping is formed between the data space and 
feature space [18], where the data-sets (data in lower dimensions) is mapped to a feature space or inner product
space F with higher diamention, which solves the original nonlinear problem in the input space easily in the high 
dimensional feature space. Here the ‘kernel method’ is applied to unsupervised clustering to segment the image. 
Although the clustering prototypes lies in the feature space of  higher diamention the clustering results lack clear 
and have spontaneous description as in the original space  [19]
A new unified level set model integrated with image gradient, region competition and prior information for CT 
liver tumor is estimated by unsupervised fuzzy clustering segmentation is found to be an effective solution for liver 
tumor segmentation on contrast-enhanced CT images. [20]. A hybrid segmentation method for the ultrasound 
medical images that utilized both the features of the Gaussian kernel based fuzzy C-means (GKFCM) clustering and 
active contour model followed by region scalable fitting (RSF) energy function is utilized to initialize the contour 
that spreads to identify the estimated regions and also ensures an improvement in segmentation accuracy compared 
to others [21]. A novel Kernelized fuzzy c-means algorithm is modified with objective function in FCM with the 
original Euclidian distance is replaced by a kernel-induced distance metric. The proposed algorithm has better 
performance in the presence of noise and other artifacts realized for magnetic resonance imaging (MRI) images 
[22]. A fully automatic method with adaptive thresholding and morphological processing followed by a fuzzy c-
means clustering differentiated the tumor with relatively high accuracy in CT of images of liver [23]. A stochastic 
resonance based methodology in discreate transform is used to enhance the contrast of pathological CT liver image. 
In a recent work a CA based method has been proposed reconstruct the liver surface from low contrast CT images. 
A cellular automata and a level set method is proposed to prevent the object boundary and a promising results is 
obtained with better accuracy on the liver data compaired with ground truth data [24].
In this work a Kernelized fuzzy c-means (KFCM) algorithm with adaptive thresholding have been proposed to 
segment the CT images of liver to detect the liver tumor. The implemented results are efficient to detect liver tumor 
regions compared to FCM method.
2. Method
In this work, the modules filtration, image segmentation, and classification are used for the extraction the tumor in 
the CT image. An overview of liver tumor lesion protocol is shown in Fig 1. A scanning of the adominal CT image 
is essential for the identification of various types of tumors in liver. In the CT image the contrast of the tumor 
portion is less comparing to other healthy tissues; this feature will help for automatic identification of tumor portion. 
The CT image of abdomen consists of liver with some portion of kidney, spleen etc. The liver region is separated 
from the abdominal CT image before the extraction of tumor portion.
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2.1 Pre-processing
First the selected image is given to a 3D-gaussion filter to eliminate the noise and other artifacts. The filtered CT 
image is applied to adaptive threshold technique to extract the liver region from the CT image of liver.
2.2 Adaptive threshold 
The adaptive thresholding is used for accurately separating the liver region from abdomen of the CT image with
different threshold label for disnguishing different portion of the image. The steps of adaptive thresholding are given 
bellow.
x Firstly the histogram of the CT image is analysed. The middle intensity of the liver region is represented by 
the highest pitch, except the background and foreground within the intensity range of liver. Certain margin 
is introduced within the histogram intensity range to accommodate any changes in the pixels of liver 
region.
x For every slice of the liver region a particular intensity range is obtained.
x Two values are selected from the histogram of the CT image and considering these two values for
thresholding 
x Morphological processing will produce the liver region and remove the presence of other organs.
                                           Fig.1. An overview of liver image segmentation protocol
2.3 Fuzzy c-means clustering algorithm
As stated earlier, In FCM the pixels are assigned to the cluster based on their fuzzy membership values. It is an
iterative algorithm. The cost function that it strives to minimize is given as follows:
ܬ ൌ σ σ ௜ܷ௞௠ԡܺ௞ െ ௜ܸԡଶே௞ୀଵ஼௜ୀଵ (1)
where ௜ܷ௞ is the membership of pixel ܺ௄ to the ith cluster ׊ܺ௄ א Ω, where Ω represents the set of points that 
composed an image, N and C represent the total number of clusters and data points in Ω,  ௜ܸ is the ith cluster
centroid, and ‘m’ is the degree of fuzzyness which is set 2 for most application. The cost function of FCM is 
Abdominal CT images
            3D-gaussian filtering
Extraction of liver region using 
Adaptive thresholding
Morphological operations
Calculation of ROI
Extraction of tumor using 
Kernelized Fuzzy C Means 
Extraction of tumor using 
Fuzzy C Means 
Calculation of ROI
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minimized by updating the cluster centroid iteratively.  Based on the distance from the canter of different cluster to 
the pixel, the fuzzy membership values are assigned. The degrees of membership will higher if the distance between 
the pixel and cluster canter is smaller and vice versa.
           To update the fuzzy membership function and cluster canter, respectively the following mathematical 
expression are used:
௜ܷ௞ ൌ ଵ
σ ൫ԡ௑ೖି௏೔ԡ ௑ೖି௏ೕൗ ൯
మ
೘షభೖಿసభ
(2)         
௜ܸ ൌ σ ௎೔ೖ௑ೖೖಿసభσ ௎೔ೖ೘ೖಿసభ                                                                                                                                                          (3)
2.4. Kernelized fuzzy C-means algorithm
As discussed in section 1, in the feature space F the inner product can implicitly be executed for every algorithm. 
This will famous as kernel trick and can also be used for clustering. A kernel can be represented as a function of K 
in the feature space i.e.
ܭሺݔǡ ݕሻ ൌ ۦ߮ሺݔሻǡ ߮ሺݕሻۧ                                                                                                                                            (4)
Where ۦ߮ሺݔሻǡ ߮ሺݕሻۧ is the inner product operation. Gaussian radial basis function (GRBF) kernel is expressed as
ܭሺݔǡ ݕሻ ൌ ݁ݔ݌ ቀିԡ௫ି௬ԡమఙమ ቁ                                                                                                      (5) 
A common philosophy behind these algorithms is that the clustering canter will be represented as the linearly 
combined sum of allሺݔ௞ሻ , i.e. the clustering center lies in the feature space .The objective function of a novel 
Kernelized FCM algorithm is discussed as follows:
ܬ௠ ൌ σ σ ݑ௜௞௠ே௞ୀଵ஼௜ୀଵ ԡ߮ሺܺ௞ሻ െ ߮ሺ ௜ܸሻԡଶ                                                                                                                      (6)
Where ߮represents an implicit nonlinear mapping and߮ሺ ௜ܸሻ is a so called representation, but in the original space it 
still reviewed as the mapped point(image) of ௜ܸ , then by applying kernel substitution trick, we have
ԡ߮ሺܺ௞ሻ െ ߮ሺ ௜ܸሻԡଶ ൌ ൫߮ሺܺ௞ሻ െ ߮ሺ ௜ܸሻ൯்൫߮ሺܺ௞ሻ െ ߮ሺ ௜ܸሻ൯
                                =  ߮ሺܺ௞ሻ்߮ሺܺ௞ሻ െ ߮ሺ ௜ܸሻ்߮ሺܺ௞ሻ െ ߮ሺܺ௞ሻ்߮ሺ ௜ܸሻ ൅߮ሺ ௜ܸሻ்߮ሺ ௜ܸሻ
                                =ܭሺܺ௞ǡ ܺ௞ሻ ൅ ܭሺ ௜ܸ ǡ ௜ܸሻ െ ʹܭሺܺ௞ǡ ௜ܸሻ                                                                                         (7) 
Here we restrict ourselves to Gaussian RBF kernel which is discussed before, So K(X, X) =1. From Esq. (6) and (7), 
can be simplified to
ܬ௠ ൌ ʹσ σ ݑ௜௞௠ே௞ୀଵ஼௜ୀଵ ൫ͳ െ ܭሺܺ௞ǡ ௜ܸሻ൯                                                                                                                        (8)
Now the objective function is similar to standard FCM algorithm. The objective function of ܬ௠ can be minimized 
under the constraint of U. Two necessary conditions for ܬ௠ will be obtained by taking the first derivatives of  ܬ௠
with respect to ݑ௜௞ and ௜ܸ and zeroing them, respectively
ݑ௜௞ ൌ ൫ଵି௄ሺ௑ೖǡ௏೔ሻ൯
షభ
ሺ೘షభሻ
σ ቀଵି௄൫௑ೖǡ௏ೕ൯ቁ
షభ
ሺ೘షభሻ಴ೕసభ
                                                                                                                                     (9)   
                                            
௜ܸ ൌ σ ௨೔ೖ
೘௄ሺ௑ೖǡ௏೔ሻ௑ೖ೙ೖసభ
σ ௨೔ೖ೘௄ሺ௑ೖǡ௏೔ሻ೙ೖసభ
                                                                                                                                             (10)                   
Gaussian RBF kernel is used for simplicity of derivation of   Esq. (9) and (10)
Steps of the proposed Kernelized fuzzy c-means algorithm:
Step1: For some positive constant fix C,ݐ௠௔௫ǡm>1 and  א൐ Ͳ.
Step2: Initialize the membership functionsݑ௜௞଴ .
Step3: For t=1,2,……ݐ௠௔௫ǡ do:
(a) Update all centres of the clusters ௜ܸ௧ with Eq.(10)
(b) Update all membership functions ݑ௜௞௧ with Eq.(9)
(c) Compute ܧ௧ ൌ ݉ܽݔ௜ǡ௞ȁݑ௜௞ െ ݑ௜௞௧ିଵȁ,
If ܧ௧ ൏א,
Stop;
End;
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3. Experimental Results 
In this paper, we proposed a segmentation method based on KFCM with adaptive thresholding to detect tumor 
lesion of a liver cancer. The CT images were collected from the database of cancer imaging .net. and the method 
was implemented using MATLAB. The results were compared with image segmented by FCM. Tumor lesion 
segmentation was obtained in four slices of CT images. The regions are delineated and segmented by Fuzzy C-
means and Kernelized fuzzy C-means with adoptive thresholding. Initially the selected images are filtered by a 3D-
gaussian filter and classified based on their intensity labels of liver tissue. Therefore the classes are classified and 
assigned fuzzy membership with a gray level intensity from 0-255. The output results of the processed images are 
given in Fig.2. We observed from the results that both the methods detect the tumor region from the CT images but 
the KFCM will provide more clarity compared to FCM method in terms of high PSNR and low MSE values.
          
(A)                              (B)                                (C)                               (D)
Fig 2 Segmentation (A) original image (B) segmented Liver image (C) segmented tumor using FCM  (D)
segmented tumor using KFCM
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The proposed methodology enables identification of the tumor lesion and differentiation from the liver tissue. 
Table1 and Table2 present a comparison of segmentation result between FCM and KFCM by providing the relative 
area affected by tumor. The relative tumor region is less in KFCM compared to FCM. The   PSNR (peak signal to 
noise ratio) and MSE (mean squired error) parameters were calculated between the two methods (Table.3).The 
proposed method Kernelized fuzzy C-means  is found to have high PSNR and less value of MSE.                            
The relative tumor region is calculated as: 
 
ܴ݈݁ܽݐ݅ݒ݁ݐݑ݉݋ݎݎ݁݃݅݋݊ ൌ ݈݁ݏ݅݋݊ܽݎ݁ܽ א ݌݅ݔ݈݁ݐ݋ݐ݈݈ܽ݅ݒ݁ݎܽݎ݁ܽ א ݌݅ݔ݈݁ ൈ ͳͲͲ
TABLE 1. Calculation of relative lesion area using FCM
Sl. No Images Liver area
(in pixel)
Lesion area
(in pixels)
Relative
cancer region
1 IM1 8436.75 647.625 7.67%
2 IM2 8354.875 611.625 7.32%
3 IM3 5177.625 296.00 5.71%
4 IM4 7209.125 468.875 6.50%
 
TABLE 2. Calculation of relative lesion area using KFCM
Sl. No Images Liver area
(in pixel)
Lesion area
(in pixels)
Relative
cancer region
1 IM1 8436.75 527.00 6.29%
2 IM2 8354.875 610.75 7.31%
3 IM3 5177.625 273.87 5.28%
4 IM4 7209.125 388.00 5.38%
 
Table 3. Evaluated parameters of fuzzy methods
Sl.No Parameters FCM KFCM
 
1 PSNR           2.7374 8.5299
2           MSE            34646 9121.2
4. Conclusions
This paper presents the modified KFCM with adoptive thresholding for image segmentation in the CT images of 
abdomen having liver tumor. The key feature of process is to detect liver cancer and measure the relative area of the 
lesion. Firstly the CT abdomen image of liver segmentation is achieved by adaptive threshold which separate the 
other organs like kidney, spleen etc. The FCM and KFCM applied to segment liver image and results are compared. 
The original Euclidian norm metric in FCM is replaced by a new kernel-induced metric in KFCM to reformulate and 
interpreted the results in the original space. Compared with FCM, the proposed Kernel based fuzzy c-means 
clustering algorithm (KFCM) with adaptive thresholding is more efficient to extract information with the noisy 
images. We found that the KFCM method has extracted the tumor efficiently having high PSNR and low MSE 
values. In future work, the focus will be on extracting the tumor region in all slices of CT images in order to 
measure the liver volume and classifying the results with robust classifier to test the accuracy of the method.
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