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ABSTRACT 
A suboptimal estimation scheme similar t o  t h e  Kalman f i l t e r  
i s  descr ibed which makes use of scalar w e i g h t i n g  f a c t o r s  i n s t e a d  
of m a t r i x  f a c t o r s .  I t  is  shown t h a t  t h e  a c c u r a c y  d e g r a d a t i o n  o f  
t he  subop t ima l  e s t ima to r  i s  n o t  t o o  g r e a t  f o r  most cases of 
p r a c t i c a l  i n t e r e s t .  Moreover, it r e a d i l y   l e n d s   i t s e l f   t o   p h y s i -  
cal  i n t e r p r e t a t i o n .  
A SUBOPTIMAL  APPROXIMATION 
T O  THE KALMAN FILTER 
By Leon B e s s  
E lec t ronics  Research  Center  
SUMMARY 
A suboptimal scheme s imilar  t o  t h e  Kalman f i l t e r  i s  i n v e s t i -  
ga t ed  he re .  The b a s i c  i d e a  u n d e r l y i n g  t h e  new dev ice  i s  t h a t  
scalar w e i g h t i n g  f a c t o r s  i n s t e a d  o f  m a t r i x  f a c t o r s  are u s e d  i n  
c o n s t r u c t i n g  t h e  estimate. I t  i s  q u a n t i t a t i v e l y  shown t h a t  t h e  
deg rada t ion  in  accu racy  of t h e  new e s t i m a t o r ,  i n  most cases, i s  
n o t  too g r e a t  ( t y p i c a l l y  a r o u n d  a factor of t w o ) .  Aside  from 
t h e  p o s s i b i l i t y  of s impl i fy ing  t h e  e s t ima t ion  p rocedure ,  t he  new 
d e v i c e  h a s  t h e  a d v a n t a g e  o f  r e a d i l y  l e n d i n g  i t s e l f  t o  p h y s i c a l  
i n t e r p r e t a t i o n .  T h i s ,  i n  t u r n ,  i s  shown t o   b e   u s e f u l   i n   u n d e r -  
s t a n d i n g  t h e  a s s o c i a t e d  Kalman f i l t e r  and al lowing some s i g n i f i -  
c a n t  a p r i o r i  t e s t i n g  o n  i t .  
The t r ea tmen t  here i s  confined t o  t h e  case where the dimen- 
s i o n a l i t y  o f  t h e  measurement vector i s  t h e  same as t h a t  o f  t h e  
s ta te  v e c t o r ,  b u t  it is  sugges ted  how the  t rea tment  could  be  
ex tended  to  t h e  g e n e r a l  case. 
I .  - INTRODUCTION 
The o b j e c t i v e  h e r e  i s  t o  i n v e s t i g a t e  a c e r t a i n  t y p e  o f  es t l -  
mator which i s  s imilar  t o  t h e  Kalman f i l t e r  b u t  i s  subopt imal  in  
performance. The b a s i c  i d e a  u n d e r l y i n g  t h e  new dev ice  i s  t h a t  
s c a l a r  w e i g h t i n g  f a c t o r s  are used  i n s t e a d  of m a t r i x  f a c t o r s  i n  
cons t ruc t ion   o f  t h e  estimate. I t  i s  shown t h a t   t h e   d e g r a d a t i o n  
in  accu racy  of the  subopt imal  filter i s ,  i n  most  cases ,  no t  too 
g rea t   ( t yp ica l ly   be ing   a round  a f a c t o r  of t w o ) .  An obvious 
advantage of t h e  new f i l t e r  i s  t h a t ,  a t  l eas t  i n  c e r t a i n  cases, 
it c a n  o f f e r  a s i g n i f i c a n t  s i m p l i f i c a t i o n  i n  t h e  e s t i m a t i o n  
procedure.  
Another advantage i s  t h a t  t h e  new f i l t e r  r e a d i l y  l e n d s  i t s e l f  
t o  p h y s i c a l  i n t e r p r e t a t i o n  a n d  t h i s ,  i n  t u r n ,  may prove  to  be  of  
va lue   i n   unde r s t and ing  t h e  a s s o c i a t e d  Kalman f i l ter .  I n  p a r t i -  
c u l a r ,  it w i l l  be  shown t h a t  b y  c a l c u l a t i n g  a c e r t a i n  factor ,  it 
shou ld  be  poss ib l e  t o  o b t a i n  a rough idea,  a p r i o r i ,  o f  t h e  a b s o -  
l u t e  e f f e c t i v e n e s s  o f  t h e  Kalman estimator. The e f f e c t i v e n e s s  
c r i t e r i o n  d e v e l o p e d  h e r e  i s  compared  wi th  the  des igna t ion ,  "opt i -  
mum", which  here tofore  has  been  the  preva len t  concept  in  estimator 
e f f e c t i v e n e s s .  The a p r i o r i  t e s t i n g  c o u l d  be of p r a c t i c a l  v a l u e  
i n  c o n s t r u c t i n g  a computer program that would make t h e  most e f f e c -  
t i ve  use  of t h e  available f a c i l i t i e s .  
11. - PRELIMINARY  MATHEMATICAL  FORMULATION 
T h i s  s e c t i o n  i s  t o  be devoted t o  der iv ing  those  mathemat ica l  
formulas which form t h e  basis of t h e  i n v e s t i g a t i o n  t o  be desc r ibed .  
The t r e a t m e n t  h e r e  i s  t o  be l i m i t e d  t o  t h e  case of discrete sam- 
p l ing  in t e rva l s  where  the  measu remen t  da t a  ( in  the  fo rm o f  the  
measurement vectors, 2k-i)  are con t inuous ly  supp l i ed  t o  t h e  
estimator a t  t h e  d i s c r e t e  times,. t k - i ,  w i t h  a f i n i t e  t i m e  i n t e r -  
va l ,  Atk-i (= t k - i  - t k - i - l )  
The Kalman-Bucy e q u a t i o n s  f o r  t h i s  case are w e l l  known 
( r e f s .  1, 2 ,  and 3 ) .  The c a n o n i c a l   e q u a t i o n s   t a k e   t h e   f o r m : *  
The estimator e q u a t i o n s  are:  
A 
x ( k  1 k )  = ( I  - KkHk)x(k I k - 1) + Kkz(k)  A 
where 
Kk E [P (k  I k - 1)HE] b k P ( k  1 k - l ) H k  + Rk I” 
The e q u a t i o n  f o r  t h e  v a r i a n c e  m a t r i x ,  P ( k  + 1 I k )  i s :  
* I n  r e g a r d  t o  n o t a t i o n ,  t h e  s y m b o l s  u s e d  h e r e  are s t anda rd  ( such  
as employed i n  r e f e r e n c e s  1 and  3)  and are more or  less s e l f -  
e x p l a n a t o r y   i n   e q u a t i o n  sets (1) t h r o u g h   ( 3 ) .   I n   g e n e r a l ,   a n  
upper case Greek or L a t i n  l e t t e r  w i l l  r epresent  an  (nxm) mat r ix .  
A lower case L a t i n  l e t t e r  w i l l  r e p r e s e n t  a ( I x n )  vector. A 
lower case Greek l e t t e r  w i l l  r e p r e s e n t  a scalar .  
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It i s  u n d e r s t o o d  t h a t  t h e  matrices Rk and Qk are de f ined  by 
t h e  f o l l o w i n g  r e l a t i o n s :  
cov[u(k)  , v ( i ) ]  = 0 (3e)  
By making repeated use of t h e  estimator equat ion  set  ( 2 )  fo r  
t h e  t i m e  i n s t a n t s  t k - i  (where i = 0 ,1 ,2 ,3 ,  . . . , m ) ,  it i s  p o s s i b l e  
t o  o b t a i n  an expres s ion  of t h e  estimate which has t h e  form: 
where 
It i s ,  o f  c o u r s e ,  a p p a r e n t  t h a t  t h e  e x p r e s s i o n  f o r  x g iven  
A 
i n  Eq. ( 4 )  i s  s t r i c t l y  va l id  o n l y  i f  t h e  i n v e r s e  H i l i  e x i s t s .  
This assumption w i l l  be made h e r e  f o r  t h e  t r e a t m e n t  which follows. 
P h y s i c a l l y ,  t h i s  means t h a t  a complete z e r o  b ias  estimate, 
xo(k 1 k )  , can be constructed only from the contemporary data, 
z (k)  and  the  d imens ions  of  z (k)  must  be t h e  same as x(k) . 
Although in  the i n t e r e s t  o f  s i m p l i c i t y  o n l y  t h e  case just de- 
scribed i s  t o  be c o n s i d e r e d  e x p l i c i t l y ,  it seems p o s s i b l e  a t  
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t h i s  t i m e  t h a t  t reatment  developed here  can be extended t o  the 
genera l  case .*  
In  ex tending  t h e  i summation  of E q .  ( 4 )  t o  i n f i n i t y ,  it has 
been assumed t h a t  t h e  e s t i m a t o r  has reached a "s teady  s ta te"  
where t h e  i n i t j a l  measurement values, z ( o ) ,  no longer  inf luence  
t h e  estimate, x. 
I n  a manner s i m i l a r  t o  t h a t  u s e d  i n  Eq. ( 4 ) ,  t h e  r e p e a t e d  
a p p l i c a t i o n  o f  the equat ion  set  ( 3 )  can  br ing  t h e  va r i ance  ma t r ix  
t o  the form: 
m 
P(k  I k )  = R ( k , k  - i) [ ]RT(k,k - i) 
i=l 
. - n T ( k , k  - i) 
where 
I n  s tudying  Eq .  ( 4 )  f o r  t h e  optimum estimate, x, it  i s  
p o s s i b l e  t o  regard  the ma t r ix  f ac to r s ,  wk- i ,  as we igh t ing  f ac to r s .  
I t  becomes v e r y  s u g g e s t i v e  t o  r e p l a c e  these matrix fac;ors with 
scalar f a c t o r s ,  a n d  c o n s t r u c t  a new kind  of estimate, x 
A 
A '  
I t  can be shown t h a t  a z e r o  b i a s  estimate can indeed be 
cons t ruc t ed  t o  have the form: 
W 
GA(k 1 k )  = ~ ~ , ~ O ( k , k -  i) (k - i)] 
i = O  
*For d e t a i l s  on how t h i s  might be done see Appendix C.  
-I- 
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However, it is  n e c e s s a r y  t h a t  t h e  scalar factors, yk,i, 
s a t i s f y  t h e  f o l l o w i n g  r e l a t i o n :  
y k , i  = 1  i = O  
Moreover, t he  cova r i ance  ma t r ix ,  




The scalar  fac tors  Bk, i  and  y k , i  can be made t o  t a k e  a more 
sugges t ive  fo rm i f  t hey  are de f ined  In  terms of a new scalar  
f a c t o r ,  a k - i I  s u c h  t h a t :  
f o r  i > 1 - 
'k,o E 1  
Thus, it can be shown t h a t  i f :  
y k , i   ' k , i   B , i - l  
-  - - Bk, i ( l - ak - i )  
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both  E q s .  ( 7 )  and  (8b) A are a a t i s f i e d .  Moreover, Eqs. ( 4 )  and 
( 6 )  f o r  t h e  estimates x and xA have a d i r ec t  co r re spondence  
s i n c e  Eq. ( 6 )  r e s u l t s  from Eq. ( 4 )  i f  wk-i i s  r ep laced  by  "k-i. 
[This i s  also t r u e  f o r  t h e  v a r i a n c e  E q s .  (3a)  and (511. 
A t  t h i s  p o i n t ,  a few specula t ive  remarks  about  the  scalar 
weight ing factor,  ak-i ,  might be of i n t e r e s t .  
I n t u i t i v e l y ,  it seems reasonable  t o  assume t h a t  when t h e  
a ' s  are a d j u s t e d  t o  make xA an optimum ( i . e . ,  when t r [ P A ( k  I k ) ]  
i s  a minimum), t h a t  a k - i  will bear some close r e l a t i o n s h i p  t o  
wk-i  such as having a va lue*  nea r  l / n  t r (Wk- i l r  t he  mean charac- 
t e r i s t i c  root  of wk-i.   This  assumption w i l l  l a t e r  be shown t o  
be r e a s o n a b l y  v a l i d  a t  l eas t  f o r  t h e  case o f  g r e a t e s t  p r a c t i c a l  
i n t e r e s t .  It  fo l lows   f rom  th i s   tha t   ak- i   should   a lways   have  a 
va lue  be tween  ze ro  and  un i ty .  Th i s  r e su l t  i s  a l s o  a consequence 
of t h e  c o n s i d e r a t i o n  t h a t  t h e  i n f i n i t e  series e x p r e s s i o n  f o r  f; 
i n  Eq. ( 4 )  must  converge so t h a t  a "s teady  s ta te"  i s  reached 
( i . e . f  a cond i t ion  i s  reached  where  the  estimate is  no longer  
in f luenced  by t h e   i n i t i a l  z (k - i) d a t a )  . 
111. - QUANTITATIVE COMPARISON O F  ESTIMATORS 
I n  t h i s  s e c t i o n ,  t h e  s u b o p t i m a l  f i l t e r  b e i n g  s t u d i e d  h e r e  
w i l l  be compared with i t s  corresponding Kalman f i l t e r  by ,evalua- 
t i n g   t h e  t w o  per formance  ind ices  t r [P(k  I k )  1 and tr[PA(k I k)  1. 
T h i s  w i l l  a c t u a l l y  be d o n e  o n l y  f o r  t h e  t w o  extreme cases  of  high 
" p r e d i c t a b i l i t y "   a n d  l o w  " p r e d i c t a b i l i t y " .  The g e n e r a l  case i s  
v e r y  d i f f i c u l t  t o  t r e a t  and  moreover ,  the  h igh  "predic tab i l i ty"  
case i s  u s u a l l y  t h e  o n e  o f  g r e a t e s t  p r a c t i c a l  i n t e r e s t .  
Low P r e d i c t a b i l i t y  Case 
I t  can be shown** t h a t  f o r  t h e  case of  low " p r e d i c t a b i l i t y "  
( o r  more e x p l i c i t l y  where I IDk- i l l>>  IIEk-i)I f o r   a l l  i) ***  t h a t :  
*Where t r ( A )  Trace A and n i s  the  d imens iona l i ty  o f  t he  
squa re  ma t r ix .  
**See Appendix A f o r  d e t a i l s  o f  t h e  c a l c u l a t i o n .  
***Where IIAII E [ t r ( A T A ) ] ' I 2 .  
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where 
From Eq. (lo), and i t s  approx ima te  r e l a t ionsh ip  t o  wk s t a t e d  i n  
Sec t ion  11, it would f o l l o w  t h a t  f o r  t h i s  case ak-i  << 1 
I f  Eq. ( 1 0 )  i s  used i n  e v a l u a t i n g  P ( k  I k )  from Eq. (3b) 
a long  wi th  the  approximat ion  for  P (k I k - 1) developed  in  
Eq. (5a)   in   Appendix A ,  t h e  r e s u l t  is: 
In  s tudy ing  Eq. (ll), it can  be  seen  tha t  t h e  Kalman v a r i -  
ance  mat r ix ,  P(k  I k )  , (which i s  a l s o  t h e  s y s t e m  e r r o r  m a t r i x )  i s  
de te rmined  a lmos t  en t i r e ly  by the  measurement  e r ror  mat r ix ,  Rk, 
corresponding  to  the  contemporary  measurement  vec tor ,  z (k) ,  
( s ince  the  second  ma t r ix  i n  t h e  b racke t  i s  small compared t o  I ) .  
T h i s  r e s u l t  can be understood on purely physical  grounds s ince 
a s  Rk grows smal le r  (and  IIEkll becomes small compared t o  IIDkII) , 
t h e  optimum estimate f o r  t h e  p r e s e n t  i n s t a n t  o f  t i m e ,  t k ,  s h o u l d  
be based more  on z ( k )  and less on any of the z (k - i)  (i > 1).  
The u n c e r t a i n t y  i n  " u p d a t i n g "  w i l l  s t a r t  t o  produce  e r roFs  la rge  
compared t o  Ek and when t h i s  happens,  the z (k - i)  (i > 1) d a t a  
can have l i t t l e  va lue  i n  determining t h e  optimum estimate and 
therefore   mus t   be   exc luded .   Thus ,   for   the  case of low " p r e d i c t -  
a b i l i t y " ,  t h e  sys t em e r ro r  shou ld  be  nea r ly  the  same a s  t h e  
measurement e r ror  and  the  Kalman f i l t e r  p r o v i d e s  little improve- 
ment  over  an est imator  using only the current  measurement  data ,  
z (IC). Since ,  as seen above a k - i  << 1 f o r  t h i s  case, it c a n  r e a d i l y  
be shown t h a t  P A ( k  I k)  2 Ek and  the  same statement can be made 
f o r  t h e  s u b o p t i m a l  f i l t e r .  I t  i s  t h e n  a p p a r e n t  t h a t  t h e  t w o  
performance indices  t r [ P  (k I k ) ]  a n d  t r [ P A ( k  I k)  ] a r e  n e a r l y  e q u a l  
f o r  l o w  " p r e d i c t a b i l i t y "  cases. 
High-Pred ic t ab i l i t y  Case 
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w i l l  g r e a t l y  s i m p l i f y   t h e  c a l c u l a t i o n s .  The assumptions are 
t h a t  f o r  i = 0 , 1 , 2 , .  ..,a, t h e  f o l l o w i n g  r e l a t i o n s  are t r u e :  
@ ( k   - i , k - i  - 1) = e FAt . wk-i = I - AW ; ~ l ~ - ~  = a  
The matrices, D,  E ,  F,  and AW a r e   c o n s t a n t s .  A l l  of t h e   f o r e -  
go ing  a s sumpt ions  a re  r easonab le  i f  t he  e s t ima to r  has  r eached  
i t s  " s t eady  s ta te ' ' ,  where  the  var ious  parameters  show little 
v a r i a t i o n  i n  a t i m e  i n t e r v a l ,  N e a t ,  [where N e  i s  t h e  " e f f e c t i v e "  
number of c o n t r i b u t i o n s  t o  t h e  estimate f rom the  va r ious  z (k  - i)]. 
Using  the  foregoing  assumptions  in   Eqs.  (5)  and (8a) f o r  
t h e  t w o  v a r i a n c e  m a t r i c e s ,  t h e  r e s u l t  w i l l  be: 
P ( k  I k) = [ ( I -AW)eFAt] i [D]  [eF A t ( I -  A W T ) I i  
m T 
i=l 
i = O  A W ) e F A t I i  l A W ) E ( A W T ) l  [eFTAt(I- A,.)]
03 
PA(k I k )  = ( a )  2 i  [eiFAtDeiFTAt] 
i=l 
m iFAtEeiFTAt] 
( 1 3 )  
i = O  
The fo l lowing  r e l a t ionsh ip*  w i l l  p r o v e  t o  be o f  v a l u e  i n  t h e  
deve lopmen t s  o f  t h i s  s ec t ion :  
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As w i l l  be seen la te r ,  as Dk-to; P ( k  I k)+O.  Thus, it fo l lows  
t h a t  as [ ~ ~ D ~ ~ / ~ ~ E ~ ~ ] - t O ;  AW-tO and moreover (1 - a)+O. 
It can be shown t h a t  f o r  t h e  " h i g h - p r e d i c t a b i l i t y "  case, t h e  
i n f i n i t e  sums of E q s .  ( 1 2 )  and (13) can be  approximated  by  inf i -  
n i t e  i n t e g r a l s  w i t h  t h e  r e s u l t i n g  errors be ing  only  of t h e  o r d e r  
of IIAWII and (1 - a) . The a c t u a l  i n t e g r a l  f o r  P (k I k) would be 
of t h e  form: 
P (k  I k )  = d m d y  e ( A F - A W ) y b +  ( A W ) E ( A W  ) e 1 (AFT-AWT) (15) 
where 
AF FAt 
To o b t a i n  Eq. (15)  from Eq. ( 1 2 )  , t he  D i n t e g r a t i o n  lower 
l i m i t  w a s  extended  from 1 t o  0 ,  a n d  t h e  q u a n t i t y  (I - A W )  w a s  
approximated  by e-Aw. Both  of   these  operat ions  would  introduce 
errors on ly   o f   t he  order of IIAWII.  S i m i l a r l y ,  t h e  i n t e g r a l  form 
f o r  P (k I k )  can  be shown t o  be: 
:A 
where 
Again ,  the  D i n t e g r a t i o n  lower l i m i t  w a s  extended from 1 t o  
0 ,  and error h e r e  i s  of t h e  o r d e r  o f  Aa. The e v a l u a t i o n  of i n t e -  
g r a l s  of t h e  form  given  in   Eqs.  (15) and ( 1 6 )  has   been   t r ea t ed  
ex tens ive ly* ,  and  t h e  r e s u l t s  c a n  b e  e x p r e s s e d  i n  t h e  form of 
the  fo l lowing  sets o f  a lgeb ra i c  ma t r ix  equa t ions :  
( A W  - AF)P + P ( A W ~  - A F ~ )  = D + ( A W ) E ( A W ~ )  
*See, f o r  example ,  " In t roduct ion  t o  Matr ix  Analys is"  by R. Bellman, 
page 231; M c G r a w - H i l l  Book Company, Inc . ,  1 9 6 0 .  
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I: 
( A C X  -AF)P + PA(Aa- AF ) = D + (Aa) E T 2 
A 
A s -  i n d i c a t e d  by  Eqs. (17 )  and ( 1 8 )  , t he  ope ra t ion  o f  ma in  
i n t e r e s t  h e r e  i s  ob ta in ing  exp l i c i t  fo rms  o f  t r ( P )  and t r ( P A 1  
and  comparing  them. To do t h i s ,  it is  expedient  t o  calculate 
t h e   q u a n t i t y ,  A P ( E  PA-  P )  f rom  these  equat ions.   Thus,  i f  Eq. (17) 
i s  sub t r ac t ed  f rom Eq. ( 1 8 )  a n d  u s i n g  t h e  r e l a t i o n  o f  Eq. ( 1 4 )  
[P = (A\W)E] , it i s  p o s s i b l e  t o  o b t a i n  t h e  f o l l o w i n g  r e l a t i o n :  
+ 1 / 2 ( P  - AaE) (Aa - AW ) = 0 T 
t r  [ ( A a  - AF) AP] = 1/2tr [ E(AW T - a d ]  
Eq. ( 2 0 )  can  be  changed t o  a more suggest ive  form by aga in  us ing  
t h e  r e l a t i o n  of  Eq. ( 1 4 )  so t h a t  it becomes: 
t r  [(I - B)AP] = ( - )  [tr(PE-'P) - ( 2 A a ) t r ( P )  + (Aa)2 t r (E ; ]  
where 
The 1 .h .s .   of  Eq. ( 2 1 )  r e s u l t s  f r o m  t h e  f a c t  t h a t  AP i s  a sym- 
metric ma t r ix .  
A s  can  be  seen  from Eq. ( 2 1 )  , t r ( A P )  i s  a func t ion  o f  t he  
s c a l a r ,  Aa; and it w i l l  assume a minimum v a l u e  f o r  a c e r t a i n  
choice  of Aa. I n  g e n e r a l ,  t h e  v a r i a t i o n  o f  t h e  m a t r i x  f a c t o r ,  
(I - B )  w i l l  n o t  g r e a t l y  a f f e c t  (Aa),, t h e  v a l u e  o f  Aa f o r  which 
t r ( A P )  i s  a minimum: so f o r  s i m p l i c i t y ,  ( n u ) ,  i s  t o  be  determined 
by minimizing  the r . h . s .  of  Eq. (21). This   can  be  done  as  a 
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s t r a i g h t f o r w a r d  d i f f e r e n t i a t i o n  p r o b l e m ,  b u t  it is  more s u g g e s t i v e  
t o  do it by making t h e  f o l l o w i n g  s u b s t i t u t i o n :  
(22 )  ha = 6 o  fi 
where 
When E q .  ( 2 2 )  i s  s u b s t i t u t e d  i n  E q .  ( 2 1 )  and   bo th   s ides  are 
d iv ided  by t r ( P ) ,  t h e  r e s u l t  is: 
where 
I t  i s  e v i d e n t   t h a t  t h e  r .h . s .   o f  E q .  (23)   (which  represents  
a rough  measure of t h e  percentage  devia t ion  of P and PA) i s  a 
minimum when t h e  s c a l a r  p a r a m e t e r ,  rl = 1, so  t h a t  ( A o l ) ,  = 8 0 .  
Moreover, t h e  minimum i s  f a i r l y  b r o a d  s i n c e  TI can  vary  from 1 / 2  
t o  2 and t h e  r . h . s .  of E q .  ( 2 3 )  w i l l  s t a y  w i t h i n  s i x  p e r c e n t  of 
i t s  minimum va lue .  
I t  i s  t o  be  noted  tha t  bo th  symmetric matrices AP and 
( I  - B) must be p o s i t i v e  d e f i n i t e * .  T h i s  is t r u e  for  AP because 
PA must  always  exceed P ,  t h e  p o s s i b l e  minimum. I t  i s  t r u e  f o r  
( I  - B )  , since o t h e r w i s e  t h e  i n t e g r a l  i n  E q .  (16) w i l l  become 
* I t  shou ld  be  no ted  a t  t h i s  p o i n t  t h a t  t h e  t e n t a t i v e  a s s u m p t i o n  
made i n  Sec t ion  I1 about  t h e  magnitude of (3k-i can now be veri- 
f i e d .  From E q .  ( 2 2 )  it fo l lows  t h a t  (1- a )  = kr(AWTEAW)/ t r (E)]% 
whereas a t  t h e  b e g i n n i n g  of Sec t ion  I11 it w a s ,  i n  e f f e c t ,  
assumed t h a t  (1 - a) = ( l / n )  t r  ( A W )  . It can  be  shown t h a t ,  i n  
g e n e r a l ,  t h e  t w o  v a l u e s  w i l l  roughly agree ( t o  wi th in  a f a c t o r  
of two).  
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i n f i n i t e .  It  can therefore be shown t h a t * :  
A - t r ( A P )  2 t r [ ( I -  B)AP] >Amtr (AP)  M 
where 
AM i s  t h e  maximum characteristic root of t h e  m a t r i x  (I  - B) 
and A m  i s  the  minimum c h a r a c t e r i s t i c  root .  Hence  by e v a l u a t i n g  
AM and A m ,  t h e  range  of  var ia t ion  of  tr ( A P ) / t r ( P )  can  be  de te r -  
mined from Eqs. (23)  and 2 4 a ) .  However, s i n c e  i n  what  follows 
only  a rough estimate of t r ( A P ) / t ( P )  i s  d e s i r e d ,  Eq .  ( 2 4 a )  sug- 
g e s t s  t h a t  t h e  effects o f  t h e  m a t r i x  factor ,  (I  - B ) ,  can be 
approximated  wi th  suf f ic ien t  accuracy  ( a t  least  i n  most cases) 
by  means o f  t h e  f o l l o w i n g  r e l a t i o n :  
tr[ ( I  - B ) A P ]  ABtr (AP)  ( 2 4 b )  
where 
The A i  are t h e  c h a r a c t e r i s t i c  roots o f  (I  - B )  . 
I t  i s  appa ren t   i n   s tudy ing  E q .  (23) t h a t  t he   pa rame te r ,  5 ,  
i s  of cen t r a l  impor t ance  in  de t e rmin ing  the  va lue  o f  t r ( A P ) .  It 
i s  first t o  be n o t e d  t h a t  621, s ince  o the rwise  t r ( A P )  might be 
negative.  Moreover,  (assuming t h a t  n = 1 so t h e  f a c t o r  i n  f r o n t  
of & is  u n i t y ) ,  it i s  s e e n  t h a t  t h e  q u a n t i t y  [ t r ( A P ) / t r ( P ) ]  
which is  the measure of t h e  accuracy degradat ion has  a va lue  
roughly equal  t o  [ ( fi - 1) / X  B] . The va lue  of  5 i n  any p a r t i c u l a r  
case, of course,  depends on t h e  na tu re  o f  the est imat ion problem 
( i .e . ,  on t h e  e x a c t  form of t h e  matrices D ,  E ,  and F ) ;  and it 
can assume values  ranging from those n e a r  u n i t y  t o  o t h e r s  much 
g r e a t e r  t h a n  u n i t y .  It  is  f e l t  t h a t  it might  be  of  value t o  
e s t ima te  the  pa rame te r ,  5, f o r  a couple  of selected examples 
w h i c h  s h o u l d  i l l u s t r a t e  t h e  behavior  of t h i s  p a r a m e t e r .  T h i s  i s  
t o  be undertaken in  what  fol lows,  but  first it i s  t o  be noted 
t h a t  i n  o r d e r  
*See Appendix 
t o  e v a l u a t e  6, it i s  necessa ry  t o  c a l c u l a t e  P. 
B f o r  de t a i l s  of t h e  d e r i v a t i o n .  
1 2  
The operat ion can be accomplished by s o l v i n g  t h e  s y s t e m  of a lge-  
b ra i c   equa t ions   de r ived   f rom Eqs. (14) and (17)  and  represented 
i n   m a t r i x  form as : 
D + P(AFT) + (AF)P - PE’lP = 0 (25) 
I n  o b t a i n i n g  a unique  form  of P from Eq. (25 ) ,  t he  supp lemen ta ry  
c o n d i t i o n  t h a t  a s  D + O ,  P-tO i s  t o  be used. 
The ma t r ix  Eq. (25)  i s  s e e n  t o  c l o s e l y  resemble Eq. Set ( 3 ) ,  
t h e  Kalman va r i ance  equa t ions  [it becomes i d e n t i c a l  i f  0 on t h e  
r . h . s .  i s  r ep laced  by At (dP /d t ) ] .  The  main d i f f e rence ,   o f   cou r se ,  
i s  t h a t  it i s  a set o f  a l g e b r a i c  r a t h e r  t h a n  d i f f e r e n t i a l  e q u a -  
t i o n s .  The d e t a i l s  o f  o b t a i n i n g  a p r a c t i c a l  s o l u t i o n  t o  Eq. (25) 
i s  t o  be l e f t  f o r  t h e  f o l l o w i n g  s e c t i o n .  I n  t h i s  s e c t i o n ,  it i s  
simply assumed t h a t  P can be made a v a i l a b l e  from Eq. ( 2 5 ) .  
Having p i j  ( t h e  components of P ) ,  the  parameter  5 can be 
c a l c u l a t e d  and can be shown t o  take t h e  e x p l i c i t  form: 
I n  o b t a i n i n g  E q .  ( 2 6 ) ,  t h e  s implifying assumption has  been 
made t h a t  t h e  m a t r i x  E i s  diagonal .   This   assumption i s  a c t u a l l y  
n o t  t o o  r e s t r i c t i v e  b e c a u s e  it covers  many, i f  n t most, c a s e s  
o f  p r a c t i c a l  in terest .  It  i s  t o  be n o t e d  t h a t  p 2 i j  = c p i i p j j ,  
where -1 I c i j  I1 which  fo l lows  f rom the  def in i t ion  of  Pi; I k) (= P). 
The i l l u s t r a t i v e  case t o  be cons ide red  now i s  where c i j  = 1 
and a l l  t h e  components  of E ,  e . i ,  are n e a r l y  e q u a l .  I t  i s  readily 
seen f r o m  Eq. ( 2 6 )  t h a t  5 = n kere, and t h e  d e g r a d a t i o n  f a c t o r  
i s  [ (  6 -  AB]. Thus ,  un le s s  t he  ma t r ix  d imens iona l i ty  i s  
v e r y  l a r g e ,  it i s  seen t h a t  t h e  a c c u r a c y  d e g r a d a t i o n  f o r  t h e  sub- 
opt imal  estimator need not  be too g r e a t  f o r  t h i s  case. 
The n e x t  c a s e  t o  b e  c o n s i d e r e d  i s  where  one  par t icu lar  com- 
ponent  of E ,  ( s ay  e l l ) ,  i s  much l a r g e r  ( a t  least  a f a c t o r  of 2n) 
t h a n  t h e  o t h e r s  a n d ,  m o r e o v e r ,  t h i s  w i l l  cause  i t s  corresponding 
P component,  pll, t o  be much l a r g e r  ( b y  a t  least a f a c t o r  of 
2n[e l l /e i i ] ' l2 )   than   the   o thers .  For t h e s e   c o n d i t i o n s ,  it can 
b e  s e e n  t h a t  5 2 1 and the  accu racy  degrada t ion  f ac to r  i s  much 
smaller than   un i ty .  For t h i s  case, the   subop t ima l   e s t ima to r  i s  
ve ry  nea r ly  as good as t h e  Kalman f i l t e r .  
The t w o  examples treated above were chosen because the 
f i rs t  case r e p r e s e n t s  a n  e a s i l y  r e a l i z a b l e  s i t u a t i o n  w h e r e  t h e  
suboptimal estimator would be performing a t  n e a r l y  i t s  worst 
compared t o  a Kalman f i l t e r , .  a n d  t h e  s e c o n d  c a s e  r e p r e s e n t s  a 
s i t ua t ion  where  the  subop t ima l  estimator i s  per forming  near ly  
t h e  best t h a t  i s  p o s s i b l e .  I n  g e n e r a l ,  t h e  s i t u a t i o n  m i g h t  be 
roughly  summar ized  by  say ing  tha t  the  accuracy  degrada t ion  fac tor  
w i l l  have a value  of  around 2 .  This  i s  t o  say  tha t  t he  ag reemen t  
between PA(k I k) and P (k I k)  i s  u s u a l l y  f a i r l y  close. 
I V .  - ESTIMATOR  EFFECTIVENESS 
One of t h e  b e n e f i t s  t o  be derived from the viewpoint  devel-  
oped i n  t h e  p r e v i o u s  s e c t i o n  i s  t h a t  it a l lows  an  absolu te  cr i -  
t e r i o n   i n   j u d g i n g   t h e   e f f e c t i v e n e s s   o f   a n   e s t i m a t o r .   H e r e t o f o r e ,  
the designat ion,  "opt imum",  has  been prevalent  i n  t h e  q u e s t i o n  
of estimator e f f e c t i v e n e s s .  A s  w i l l  b e  s e e n ,  t h i s  i s  a c t u a l l y  
a vague  c r i te r ion  which  i s  much more meaningfu l  to  a mathematician 
than t o  a p h y s i c i s t  or engineer .  I t  i s  p roposed  he re  tha t  t h e  
s tandard  aga ins t  which  any  es t imator  should  be compared should 
b e  t h e  estimator which uses only contemporary data [where the 
e s t ima te  i s  HC1z ( K j  1.  I n  t h i s  l i g h t ,  t h e  p r a c t i c a l  l i m i t a t i o n s  
of the designat ion,  "opt imum",  become apparent  when it i s  no t i ced  
t h a t  it i s  p e r f e c t l y  p o s s i b l e  t h a t  o n e  e s t i m a t o r  be only about 
1.1 times as a c c u r a t e  as i t s  corresponding contemporary data 
e s t ima to r ,  wh i l e  ano the r  e s t ima to r  be 1 0 0  times a s  a c c u r a t e  and 
both could be optimum es t ima to r s .  
I t  i s  a lso proposed here that the parameter which i s  t h e  
measure  of  es t imator  e f fec t iveness  be Ne;  t h e  " e f f e c t i v e "  number 
o f  con t r ibu t ions  t o  t h e  optimum estimate. From t h e  c e n t r a l  limit 
theorem of  probabi l i ty ,  it would f o l l o w  t h a t  t h e  error i n  t h e  
optimum estimate i s  r o u g h l y  e q u a l  t o  t h e  error i n  any one contr i -  
but ion divided by Ne.  T h i s  would seem t o  fit  i n  w i t h  t h e  p r o p o s a l  
to  use  the  contemporary  da ta  es t imator  as a s t a n d a r d ,  s i n c e  N e  
c an  the re fo re  be def ined  by t h e   r e l a t i o n  t r [ P ( k  1 k)] = l / N e t r ( E k ) .  
I t  would then  follow  from  Eqs. ( 2 2 )  and ( 2 3 )  t h a t  
Ne r P  = (./s/so) 
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Thus, it i s  s e e n  t h a t  Ne can indeed be the measure of t h e  
e f f e c t i v e n e s s  o f  a n  estimator, s i n c e  t r ( E k ) i s  t h e  m e a s u r e  o f  t h e  
overall  error of a contemporary data estimator j u s t  as t r ( P )  i s  
the  ove ra l l  measu re  o f  i t s  corresponding Kalman f i l t e r .  The 
case of t h e  Kalman f i l t e r  i s  given by Eq. ( 2 7 ) ;  and f r o m  t h i s  i t  
w o u l d  f o l l o w  t h a t  t h e  error r e d u c t i o n  c a n  b e  v e r y  l a r g e ,  s i n c e  
(as w i l l  be  seen)  , 6 0  can  be made q u i t e  small. The a c t u a l  cal- 
cu la t ion  o f  Ne r e q u i r e s  t h e  knowledge of t h e  c o v a r i a n c e  m a t r i x ,  
P[= P ( k  I k)]. The e v a l u a t i o n  of P i s  t o  be the main concern of 
t h e  f o l l o w i n g  s e c t i o n ,  a n d  a s  w i l l  be  seen, i n v o l v e s  a n  i t e r a t i o n  
s o l u t i o n  t o  the   ma t r ix   a lgeb ra i c   equa t ion ,  Eq. ( 2 5 ) .  Although 
t h e r e  would be only one evaluat ion,  the actual  performance could 
be q u i t e  i n v o l v e d  a n d  g e n e r a l l y  r e q u i r e s  t h e  services of a d i g i -  
t a l  computer. If only  a rough  a -p r io r i  eva lua t ion  o f  Ne be 
s u f f i c i e n t ,  t h e  c a l c u l a t i o n   c o u l d  become q u i t e   s i m p l e .  Drawing 
from t h e  r e s u l t s  ,of t h e  fol lowing sect ion,  one approach i s  to 
approximate P by P of Eq. ( 3 4 )  ( i n  S e c t i o n  V) and  use t h i s  i n  
t h e  d e f i n i t i o n  of Ne g i v e n  i n  Eq. ( 2 7 ) .  N e  t hen  becomes the 
q u a n t i t y  ( l / o o )  [ d e f i n e d  i n  Eq. (34 ) ]  wh ich  can  eas i ly  be  ca l cu -  
la ted.  I t  i s  of i n t e r e s t  t o  n o t e  t h a t  i n  c e r t a i n  cases [ i . e . ,  
where [ A t  t r ( F E ) I 2  > > t r ( E )  - t r ( D ) ] ( l / a g )  w i l l  s i m p l i f y  t o  
[ t r ( D ) / t r ( E ) ] 1 / 2 .  
Using t h i s  rough es t imate  of N e ,  i t  i s  a p p a r e n t  t h a t  as t h e  
" p r e d i c t a b i l i t y "  increases ( i . e . ,  as ~ ~ D ~ ~ / ~ ~ E ~ ~ + O )  , N e  a l s o  i n c r e a s e s  
and  even tua l ly  approaches  in f in i ty .  
V. - SUBOPTIMAL ESTIMATOR 
A s  w i l l  be shown i n  t h e  following development,  obtaining 
t h e  optimum value of  t h e  s c a l a r  w e i g h t i n g  f a c t o r ,  a ,  i n  the  sub-  
opt imal  scheme proposed here  requires  only the knowledge of  the 
s c a l a r  f a c t o r  t r ( F P )  n o t  t h e  whole covariance matr ix ,  P ,  as i n  
t h e  Kalman f i l t e r .  Thus ,   on ly   one   s ca l a r   quan t i ty  i s  needed  in- 
s t e a d  of n2   quant i t ies .   Moreover ,  as can  be  seen  from Eq. (231, 
t h e  t r ( F P )  need  no t ,  i n  m o s t  c a ses ,  be  eva lua ted  too a c c u r a t e l y  
( s i n c e  it was shown t h a t  the  parameter ,  rl, could  vary  a f a c t o r  
of 2 w i t h o u t  g r e a t l y  a f f e c t i n g  t h e  r e s u l t s ) .  A l l  of t h i s  would 
s u g g e s t  t h a t  it should be p o s s i b l e  t o  e f f e c t  a s i g n i f i c a n t  s i m p l i -  
f i c a t i o n  i n  t h e  c a l c u l a t i o n a l  p r o c e d u r e  ( e s p e c i a l l y  f o r  a n  x of 
a l a r g e  number of dimensions) i n  i n s t i t u t i n g  t h e  subopt imal  
scheme r a t h e r  t h a n  t h e  Kalman f i l t e r .  In   what   fo l lows ,   one   p ro-  
p o s a l  w i l l  be  sugges t ed  a s  t o  how t h i s  s i m p l i f i c a t i o n  c a n  be 
r ea l i zed .   The re   p robab ly   ex i s t  other approaches  which  could 
perhaps even be more advantageous.  
The implementation of the  subop t ima l  estimator being proposed 
here  i s  more o r  less t h e  same as t h a t  of t h e  Kalman filter, .except  





"k-& i n  Eq. (28)  i s  t h e  optimum va lue  of t h e  y e i g h t i n g  f a c t o r ,  a .  
I t  1s t o  b e  c a l c u l a t e d  a t  t h e  i n s t a n t  tk-R. ak-2 i s  determined  by 
Eq. ( 2 2 )  which i n   t u r n   r e q u i r e s   t h e   k n o w l e d g e   o f  t r ( P E ' 1 P ) .  From 
Eq. (25) it f o l l o w s   t h a t :  
* 
a = 1 -  k-R 
Since  it has been assumed i n  t h e  p r e v i o u s  d e v e l o p m e n t  t h a t  
t h e  b a s i c  e s t i m a t o r  matrices D ,  E ,  and F are only  s lowly  vary ing ,  
s t a y i n g  p r a c s i c a l l y  c o n s t a n t  i n  a t i m e  i n t e r v a l ,  N e A t ,  the  weight -  
i n g  f a c t o r ,  ak-R need  not  be  ca lcu la ted  more f r e q u e n t l y  tGan a t  
in te rva ls   o f   Neatapar t .   Hence ,  it follows t h a t  t h e  same ak-g be 
used  over  the  whole t i m e  i n t e r v a l  t k - g  t o  tk (where R = Nea t ) .  
A s  ind ica ted  before ,  the  main  advantage  of the  subopt imal  
scheme resides i n  t h e  s i m p l i f i c a t i o n  i n  t h e  r e q u i r e d  e v a l u a t i o n  
o f   t he   cova r i ance   ma t r ix ,  P .  The  proposed  evaluation  procedure 
i s  now t o  b e  p r e s e n t e d  i n  d e t a i l  a n d  i t s  advantages pointed o u t .  
The e v a l u a t i o n  i s  accomplished by the  approximate  so lu t ion  
o f  t h e  set o f  a l g e b r a i c  e q u a t i o n s ,  Eq. (25) ,  and  it i s  t o  be 
n o t e d  t h a t  t h i s  e q u a t i o n  set  i s  v a l i d  f o r  a n y  g i v e n  i n s t a n t  o f  
t i m e .  Thus, i f  t h e  m a t r i c e s ,  D, E ,  and F ,  a l l  c o r r e s p o n d   t o   t h e  
i n s t a n t ,  t k - g ;  t h e n  P = P(k  - R I k - E ) .  
The  method t o  be  used i n  s o l v i n  f o r  P i n  Eq. (25) i s  an 
i t e r a t i o n  p r o c e d u r e  w h e r e  t h e  (i - l)?h i t e r a t i o n  of P i s  obta ined  
from (i)th i t e r a t i o n  by t h e  r e l a t i o n :  
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BY s u b s t i t u t i n g  Eq. ( 3 0 )  i n t o  Eq. (25) , it can be shown t h a t  
APi is  i n  t u r n  d e t e r m i n e d  b y  t h e  r e l a t i o n :  
APi[E-l[t’+ 1 2 APi) - AFT] 
+ [r:’+ APi)E-l - AF]APi = A (i) V 
where 
I f  api i s  de f ined  so a s  t o  s a t i s f y  t h e  r e l a t i o n :  
and thus 
(i) api [( P + APi-l ) E-’ - AF] A 
I t  can  be seen t h a t  i s  a c t u a l l y  a s o l u t i o n   t o  E q .  (31) I b u t  
it i s  not   symmetr ic   ( the   mat r ix  AVi however i s  symmetric). It  i s  
t o  be expected that  an approximate symmetr ic  solut ion t o  Eq. (31) 
i s  of t h e  form: 
APi = -- APi + APi 2 (33) 
Eqs.  (301,  (32b) I and  (33)   form  the  working  re la t ions f o r  t h e  
i t e r a t i o n  c y c l e .  T h e r e  i s  now l e f t  o n l y  t h e  t a s k  of f i n d i n g  t h e  
i n i t i a l  t r i a l  f u n c t i o n ,  Po. This  i s  t o  be  determined  from  the 
set  of r e l a t i o n s :  
(0) 




The scalar f a c t o r ,  oo, has  been  chosen so t h a t  t r ( A V o )  = 0 ,  
a s s u m i n g  t h a t  t r ( F E ) I  0 .  
I t  i s  o f  i n t e r e s t  t o  n o t e  h e r e  t h a t  Eq. (25)  can  be  solved 
b y  e x a c t l y  t h e  same p r o c e d u r e  u s e d  t o  s o l v e  t h e  Riccati d i f f e r -  
ence equat ion   of   the  Kalman f i l t e r .  T h i s  wou ld   be   an   i t e r a t ion  
procedure similar t o  t h e  o n e  d e s c r i b e d  a b o v e  e x c e p t  t h a t  i n s t e a d  
o f   u s i n g   t h e   r e l a t i o n s   o f  E q s .  (32b)   and  (33) ,  t h e  r e l a t i o n  
Api = Avi would  be  used. Po would  have some a r b i t r a r y  v a l u e  
which would usually be f a r  removed from t h e  f i n a l  a s s y m t o t i c  o n e .  
AS a rough estimate, it can be shown t h a t  t h e  number  of i n t e r a -  
t i o n s  t h a t  would be necessary for  a r easonab ly  accu ra t e  estimate 
of P would  be  of t h e  o r d e r  o f  (l/do). For a h i g h - " p r e d i c t a b i l i t y "  
type of  estimator, t h e  q u a n t i t y  (l/60) cou ld  ve ry  eas i ly  have  
v a l u e s  i n  t h e  r a n g e  f r o m  1 0  t o  1 0 0 ,  and t h i s  would a l so  be  the  
number  of i t e r a t i o n s  n e c e s s a r y  when us ing  s t anda rd  Kalman pro- 
c e d u r e  i n  s o l v i n g  f o r  P. 
Fo r  the  p roposed  subop t ima l  i t e r a t ion  p rocedures  [ r ep re -  
s en ted  by  Eqs. ( 3 0 )  t o  ( 3 3 ) ] ,  it i s  e x p e c t e d  t h a t  n o t  more than  
3 or 4 i t e r a t i o n s  w i l l  b e  r e q u i r e d  ( s i n c e ,  u s u a l l y ,  it should 
b e  s u f f i c i e n t  t o  c a l c u l a t e d  t r ( F P )  t o  w i t h i n  a f a c t o r  o f  2 of 
i t s  t r u e  v a l u e ) .  The decrease  i n  t h e  number  of r e q u i r e d  i t e r a -  
t i o n s  a p p e a r s  f o r  t h e  f o l l o w i n g  r e a s o n s .  The f i r s t  i s  t h a t  Po of 
Eq. ( 3 4 )  i s  much c l o s e r  t o  t h e  c o r r e c t  P [ a t  l e a s t  when it i s  
used i n  t r ( F P ) ]  t h a n  t h e  u s u a l  Po u s e d  i n  t h e  s t a n d a r d  Kalman 
procedure.  The second  reason i s  t h a t  Eq. (32b) i s  used t o  ca lcu-  
l a t e  A P i  i n s t e a d  of t h e  r e l a t i o n  APi  = AV. Thus, i n  e a c h  i t e r a -  
t i o n  APi  advances toward i t s  a s symta t i c  va lue  by a b i g g e r  s t e p  
( a  f a c t o r  of t h e  order  of  II[(Pi + 21 A P i - l ) E - l  - AF]-lll l a r g e r )  t h a t  
it would have i n  t h e  s t a n d a r d  Kalman procedure.  
A l t h o u g h  t h e  s i g n i f i c a n t  s i m p l i f i c a t i o n  i n  s o l v i n g  f o r  P i n  
the  subop t ima l  scheme would seem t o  b e  e s t a b l i s h e d  t h e o r e t i c a l l y ,  
it would  be  of  grea t  va lue  t o  v e r i f y  it exper imenta l ly .  This  
would mean i n i t i a t i n g  a computer  program solving var ious types of  
s imula ted  estimator problems. The implementat ion  of   this   program, 
however, must be l e f t   f o r  a f u t u r e  i n v e s t i g a t i o n  d u e  t o  t h e  l a r g e  
e f f o r t  r e q u i r e d .  
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V I .  - CONCLUDING REMARKS 
In  summarizing the foregoing developments ,  it can be seen 
t h a t  p r o b a b l y  t h e  most j..mportant r e s u l t  d e r i v e d  i s  p r o o f  t h a t  
the  subopt imal  estimator us ing  scalar weight ing  factors  can 
produce  an estimate which, i n  m o s t  cases o f  i n t e r e s t ,  i s  n e a r l y  
as good as t h e  o p t i m a l  Kalman estimate. I n  view of t h i s  r e s u l t ,  
the suboptimal scheme, being easier t o  unde r s t and  phys ica l ly ,  
can become u s e f u l  n o t  o n l y  as a s i m p l i f i e d  estimator b u t  a l s o  as 
a means  of g a i n i n g  a d d i t i o n a l  i n s i g h t  i n t o  t h e  a s s o c i a t e d  Kalman 
f i l t e r .  One o f  t h e  r e s u l t s  o f  t h i s  new i n s i g h t  i s  t h e  p o s s i b i l -  
i t y  of an a p r i o r i  e v a l u a t i o n  o f  t h e  e f f e c t i v e n e s s  o f  a Kalman 
f i l t e r ,  which w a s  shown t o  be more meaningful i n  p r a c t i c e  t h a n  
t h e  d e s i g n a t i o n  "optimum". 
Another by-product of the new i n s i g h t  i s  one  tha t  migh t  
a p p e a l  t o  t h e  more p r a c t i c a l  p h y s i c i s t s  a n d  e n g i n e e r s .  T h i s  i s  
t h e  a b i l i t y  of be ing  ab le  t o  provide a r o u g h  q u a l i t a t i v e  d e s c r i p -  
t i o n  i n  p h y s i c a l  t e r m s  of how a Kalman f i l t e r  o p e r a t e s .  The 
d e s c r i p t i o n  i s  now t o  be  presented  i n  w h a t  f o l l o w s ,  b u t  f i r s t  it 
i s  n e c e s s a r y  t o  g i v e  a phys ica l  i n t e rp re t a t ion  o f  t he  subop t ima l  
estimation  scheme.  This i s  best   done  by,studying Eq. ( 6 )  which, 
i n  essence, d e s c r i b e s  how t h e  estimate, xA(k I k ) ,  i s  cons t ruc t ed .  
I t  has  a l r eady  been  e s t ab l i shed  i n  Sec t ion  I11 t h a t  y k , i  i s  
a scalar we igh t ing   f ac to r  whose va lue  i s  given  by Eq. ( 9 b ) .  The 
s e c o n d  f a c t o r ,  [ @ ( k , k -  i ) H c i l z ( k -  i ) ] ,  on t h e  r . h . s .  o f  E q .  ( 6 )  
c an  be  in t e rp re t ed  as the measurement taken a t  t h e  t i m e ,  t k - i ,  
conve r t ed  to  an  estimate (by H E A i )  and  "updated" t o  t h e  t i m e ,  t k ,  
[by @ ( k , k  - i ) ] .  I t  now becomes p o s s i b l e  t o  g i v e  a q u a l i t a t i v e  
exp lana t ion  of how t h e   e s t i m a t o r   f u n c t i o n s .  I t  has   a l ready   been  
shown i n  S e c t i o n  I11 t h a t  when t h e  " p r e d i c t a b i l i t y "  i s  l o w  ( i . e . ,  
IIDk- II>> IlEk-ilI) ak- i   becomes  very  small .   Thus,   the  series i n  
Eq. t 6 )  converges   r ap id ly   w i th   t he   " e f f ec t ive"   number ,  N e ,  of 
terms being  smal l .  This  means t h a t  o n l y  a few  of t he  con t r ibu -  
t i o n s  o f  t he  ea r l i e r  measu remen t s ,  z ( k  - i) .(where i > 11, are used 
i n  t h e  estimate. Most of t h e   c o n t r i b u t i o n s  are b e i n g   r e j e c t e d  
b e c a u s e  o f  t h e  u n r e l i a b i l i t y  i n  t h e  " u p d a t i n g "  c a u s e d  b y  t h e  
random f o r c i n g  f u n c t i o n  u ( k  - i) i n  t h e  i n t e r v a l ,  ( t k  - ti).  On 
t h e  o t h e r  h a n d ,  i f  t h e  " p r e d i c t a b i l i t y "  i s  high ( i . e . ,  I f  
IIDk-iII >> IIEk-ill), "k-i can be shown t o  approach uni ty .  The series 
i n  Eq. ( 6 )  now i s  s lowly  converging  and  the  "effect ive" number 
of terms, N e ,  i s  l a r g e .   T h i s ,   o f   c o u r s e ,   i m p l i e s   t h a t   c o n t r i b u -  
t i o n s  from many of t h e  ear l ier  measurements are be ing  used  in  
t h e  e s t i m a t e .  
S ince  (as has  been ghown i n  S e c t i o n  111) t h e r e  i s  a f a i r l y  
close agreement between xA(k I k) and x(k I k )  [ o r  a c t u a l l y  b e t w e e n  
t r ( P A )  and t r ( P ) ] ,  is c a n  b e  i n f e r r e d  t h a t  t h e  m a i n  p r o c e s s e s  
t a k i n g  p l a c e  i n  t h e  x ( k  I k )  e s t i m a t e  s h o u l d  t a k e  p l a c e  i n  t h e  A 
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f; (k 1 k) estimate. Thus, as a r e s u l t  of s tudying  the  subopt imal  
f i l ter , . i t  does become p o s s i b l e  t o  g i v e  t h e  r o u g h  q u a l i t a t i v e  
physical   descr ipt ion  ment ioned  above.  One of t h e  main f u n c t i o n s  
of a Kalman filter i s  t o  e s sen t i a l ly  ' ' upda te"  the  measu remen t  
d a t a  of t h e  p r e v i o u s  i n s t a n t s  of time t o  a set  of va lues  corres- 
ponding t o  the   p resent   ins tan t .   These   "updated"   measurements  
are used  a long  wi th  the  cur ren t  measurements  t o  form an optimum 
estimate of t h e  s ta te ,vec tor .  It i s  t o  be  no ted  tha t  because  o f  
t h e  random d i s tu rbance  term, u ( k  - i) , in  the  "Canonica l"  equa-  
t i o n s ,  t h e r e  i s  an  uncer ta in ty  in  "updat ing"  the  measurements  of  
t h e   p r e v i o u s   i n s t a n t s .   I n   f a c t ,   t h e  ear l ier  t h e  i n s t a n t ,  t h e  
g r e a t e r  w i l l  b e  t h e  u n c e r t a i n t y .  The  Kalman f i l t e r  scheme t a k e s  
a c c o u n t  o f  t h i s  f a c t  by e s s e n t i a l l y  a s s i g n i n g  w e i g h t i n g  f a c t o r s  
t o  t h e  c o n t r i b u t i o n s  o f  t h e  p r e v i o u s  i n s t a n t s  so tha t  t he  we igh t -  
i n g  f a c t o r  becomes sma l l e r  a s  t he  co r re spond ing  in s t an t  goes  back  
i n  t i m e .  The f a c t  t h a t  t h e  Kalman f i l t e r  u s e s  m a t r i x  w e i g h t i n g  
f a c t o r s  so  t h a t  each component i n  t h e  s t a t e  v e c t o r  c a n  b e  w e i g h t e d  
i n d i v i d u a l l y  p r o b a b l y  a c c o u n t s  i n  p a r t  f o r  i t s  s u p e r i o r i t y  i n  
performance t o  the suboptimal scheme proposed here (using only 
s c a l a r  w e i g h t i n g  f a c t o r s ) .  
As seen i n  S e c t i o n  I V ,  t h e  more prec ise  the  knowledge  of  the  
unde r ly ing  na tu ra l  p rocesses  ( i . e . ,  t h e  g r e a t e r  t h e  " p r e d i c t a b i l -  
i t y " )  t h e  g r e a t e r  w i l l  be t h e  " e f f e c t i v e "  number, N e ,  o f  t h e  
measurement  vec tors  used  to  cons t ruc t  the  optimum est imate  and 
a l s o  t h e  more a c c u r a t e  w i l l  be tha t   e s t ima te .   Thus ,  it fol lows 
t h a t  t h e  Kalman f i l t e r  i s  a b e t t e r  e s t i m a t o r  t h a n  o n e  u s i n g  o n l y  
contemporary measurement data only because it h a s  a v a i l a b l e  e x t r a  
in format ion  in  the  form of  par t ia l  knowledge  of  the  na tura l  p ro-  
cesses genera t ing  the  measurement  da ta  ( i . e . ,  it has  the  "Canon- 
i ca l "  equa t ions ) ,  and  it u s e s  t h i s  i n f o r m a t i o n  t o  s u p p l y  i tsel f  
w i t h  e x t r a  d a t a  d e r i v e d  from the measurements of the  p rev ious  
i n s t a n t s .  
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A P P E N D I X  A 
I f  M and S a r e  s q u a r e  matrices, s u c h  t h a t  IISM-lI1 < I, then 
it i s  p o s s i b l e  t o  v e r i f y  t h a t :  
Thus, i n  e v a l u a t i n g  t h e  m a t r i x  Wk of t h e  t es t ,  it i s  t o  be 
n o t e d  t h a t  
wk = [HklRk] [ H P H   k k k  + R k  1" [Hk] 
where 
where only t h e  f i r s t  two terms i n  E q .  (1A) have  been  included. 
With the  use  of mat r ix  a lgeb ra ,  E q .  ( 3 A )  can  be  brought   to  
the form: 
Using t h e  f i r s t  term of the  approxina t ion  of  Eq. ( 4 A )  i n  Eqs. 
( 3 a )  a n d  ( 3 b )  o f  t h e  t e x t ,  t h e  r e s u l t  c a n  b e :  
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I n  view of t h e  i n i t i a l  a s s u m p t i o n ,  t h e   f i r s t  term i n  t h e  
r . h . s .  of E q .  (5A) i s  small compared t o  the  second.   Thus,  Pk 
can be approximately  given  by PC which i s  de f ined  as: 
PC E Hk %Hk -1 T - 1  
+- rk,k-lQk-l rT k,k-1 
Upon s u b s t i t u t i n g  P* from E q .  ( 6 A )  i n  E q .  (4A), t h e  r e s u l t  w i l l  
be  E q .  (10) of t h e  t e x t .  
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A P P E N D I X  B 
Assuming t h a t  M and S are p o s i t i v e  d e f i n i t e  s y m m e t r i c  s q u a r e  
matrices, it fo l lows  f r o m  ma t r ix  theo ry  tha t* :  
M = UAmU T 
and 
where U and T are u n i t a r y  matrices and Am and A s  are d iagona l  
matrices. I t  a lso fo l lows   f rom  mat r ix   theory   tha t* :  
t r ( M S )  = tr(M*As) 
where 
M* : T ~ M ~  = ( T ~ u )  nm(u  T TI 
I t  is  t o  b e  n o t e d  t h a t  t h e  p r o d u c t  (T U) i s  a lso a u n i t a r y  m a t r i x *  
and ,  t hus ,  M* i s  a l s o  a p o s i t i v e  d e f i n i t e  symmetric mat r ix .  
Eq. (2B) can be r e w r i t t e n  as: 
T 
where m i i  a r e  t h e  diagonal elements of M* and a i  are t h e  d i a g o n a l  
e lements  of A, .  S i n c e  o i 1  0 ,  it follows t ha t :  
*See  " In t roduct ion  t o  Matr ix  Analysis"  by R. Bellman, pp. 3 8  and 
9 5 ,  M c G r a w - H i l i  Book Co., InC., 1 9 6 0 .  
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where (m), i s  t h e  maximum o f  t h e  m i i  elements and (m), i s  t h e  
minimum. Moreover, it fol lows  f rom E q .  (1B) t h a t * :  




Gij 2 = 1 
3 
The a i j  a r e  t h e  e l e m e n t s  of ( T  U) and u j  are the  d i agona l  e l emen t s  
of A,. Hence, it i s  r e a d i l y   s e e n   t h a t :  
T 
where (111, is  t h e  maximum of t h e  u j  elements  and (111, i s  t h e  
minimum. 
Using E q s .  ( 4 B )  and ( 6 B )  a n d   i d e n t i f y i n g  M w i t h  ( I  - B )  and 
S wi th  AP, it c a n  e a s i l y  b e  s e e n  t h a t  Eq.  ( 2 4 )  o f  t h e  t e x t  w i l l  
r e s u l t .  
*See  " In t roduc t ion  to  Mat r ix  Ana lys i s "  by  R. Bellman, pp. 3 8  and 
9 5 ,  M c G r a w - H i l l  Book C o . ,  I n c . ,  1 9 6 0 .  
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APPENDIX  C 
It  is  to  be  assumed  here  that  systems to be considered  are 
only  those  whose  associated  Kalman  filters  are  completely  con- 
trollable  and  completeiy  observable.  If  this is  true,  it  becomes 
apparent  by  considering the  definition  of  observability*  (at 
least  in  the  case  where  the  matrices  of  the  Canonical  equations 
are slowly varying)  that  the  relations  developed  in  the  following 
section can be  valid. 
First,  a  new  measurement  vector z * ( k )  must  be  defined so 
that  it  has  a  dimensionality of n instead of the  m  dimensionality 
of z ( k )  (where  m < n) . 
Thus: 
- The  integer, s, is chosen  in Eq. (1C) so that n/m 5 s < n/m + 1. 
z (k - s + 1) is a vector  using  only  the  first  p  components  of 
z ( k  - s +  1) where p = n - ( s  - 1 ) m .  It  would  follow  that  it is 
possible to construct a new nxm  matrix H C  which  has  an  inverse 
and  is  defined by: 
z * ( k )  = HjZx(k) + v * ( k )  
where 
v* ( k )  
@ ( k , k  -l)v(k - 1) 
-@ ( k , k  - s + l ) F ( k  - s + 1), 
*See  "Optimal  Estimation  Identification  and  Control"  by  Robert 
C.K. Lee, pp. 82-83, M.I.T. Press,  Cambridge,  Mass.,  1964. 
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I n  terms of t h e  nxm, m a t r i x  Hk, t h e  new m a t r i x  Hj: would 
h a v e  t h e  e x p l i c i t  form: 
Hk 
,k- 1 
- S f  
where &-s+l i s  the  reduced  pxn matr ix  formed by u s i n g  t h e  f i r s t  
p r O W S  O f  Hk-s+l. 
By u s i n g   z * ( k - i ) ,  and R C - i  i n s t e a d   o f  z ( k - i ,  Hk" 
and  Rk-i) i n  t he  e s t ima to r  sys t ems ,  It i s  s e e n  t h a t  t h e  t r e a h e n t  
developed i n  t he  t ex t  can  be  ex tended  t o  t h e  g e n e r a l  c a s e .  How- 
ever, it i s  a p p a r e n t  t h a t  by u s i n g  t h i s  scheme es t imates  cannot  
be made a t  t h e  end of every  t i m e  t k - i  (where i = 0,1,2, ...), bu t  
t he  in t e rva l s  be tween  e s t ima tes  wou ld  be sAt a p a r t  ( i . e . ,  e s t i -  
mates would occur a t   t h e  times tk - i  where  i = O,S,~S,~S, ...). 
Moreover, - s i n c e  some of t h e  z ( k  - i) data i s  thrown away [ t o  form 
z ( k  - s + 1) 1 the  accu racy  of the  es t imate  would  be reduced. 
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