Abstract. This paper concerns the enumeration of simultaneous conjugacy classes of tuples of commuting unitary matrices and of commuting symplectic matrices over a finite field Fq of odd size. For any given conjugacy class, the orbits for the action of its centralizer group on itself by conjugation are called branches. We determine the branching rules for the unitary groups U2(Fq), U3(Fq), and for the symplectic groups Sp2(Fq), Sp4(Fq).
Introduction
Let G be a finite group and k a positive integer. The group G acts on the set, G (k) of k-tuples of pair-wise commuting matrices in G by simultaneous conjugation. The evaluation of the number of simultaneous conjugacy classes, in this case, is done with the help of branching rules. For a given conjugacy class, the orbits for the conjugacy action of that centralizer on itself are called branches of that given conjugacy class. The first named author studied this problem for the algebra of all matrices over finite field in [Sha16b, Sha16a] which also gives the answer for the group GL n (F q ). In this paper we continue this study for unitary and symplectic groups. In [BMRT11] the simultaneous conjugacy classes, the orbits of the action of G on G k by conjugation, are studied in the context of complete reducibility for algebraic groups. The moduli spaces of ordered pairs and ordered triples of commuting elements in a compact Lie group, up to simultaneous conjugacy, is studied in [BFM02] .
Let F q be a finite field, where q is a prime power, and q is odd. Consider F q 2 , the degree 2 field extension of F q and the involution σ : F q 2 → F q given by σ(x) = x q for x ∈ F q 2 . Let V be an n-dimensional vector space over F q 2 , and let β : V × V → F q 2 be a non-degenerate sesquilinear form. We say that β is hermitian if with respect to some basis for V , the matrix, [β ij ] of β satisfies t [β . We say that g is a unitary matrix with respect to the hermitian form β if t gβg = β. The set U n,β (F q 2 ) = {g ∈ GL n (F q 2 ) | t gβg = β} forms a group, The proof of this theorem is in two parts. The case of U 2 (F q ) is in Section 3.1, and the case of U 3 (F q ) is dealt in Section 4.1. Now, consider finite field F q of odd size and a vector space V of dimension 2l over it. We consider the non-degenerate skew-symmetric bilinear form β : V × V → F q , which is unique up to equivalence, i.e., the matrix of β satisfies β = − t β. Then any element g ∈ GL 2l (F q ) is said to be symplectic if gβ t g = β. The set Sp 2l (F q ) = {g ∈ GL 2l (F q ) | gβ t g = β} of symplectic matrices over F q , forms a group and is called the symplectic group. The representation theory of symplectic group is studied in [Sri68, Vin05] . We compute the branching rules in this group. Theorem 1.2. The branching rules for the symplectic groups, Sp 2 (F q ) ∼ = SL 2 (F q ) and Sp 4 (F q ) are as in the branching table in Table 3 and Table 4 respectively.
The proof of this theorem too is in two parts. The proof in the case of Sp 2 (F q ) is in Section 5.1, and the proof in the case of Sp 4 (F q ) is in Section 6.2. We also see that for the case of Sp 4 (F q ) three new branches appear and hence the table is of size 21 + 3 = 24 instead of 21 which is the number of conjugacy class types. In all other cases the branching table is of the same size as the number of conjugacy class types.
In addition to determining the branching rules, we observe the following: Corollary 1.3.
(1) Let c u (2, k, q) be the number of simultaneous conjugacy classes of k-tuples of commuting matrices in U 2 (F q ), and c g (2, k, q) the same for GL 2 (F q ). The, c u (2, k, q) can be obtained from c g (2, k, q) by swapping the (q − 1)'s with (q + 1)'s in the formula of c g (2, k, q) for any k.
(2) Using SageMath [S + 18], we show that for k ≤ 20 the number of simultaneous conjugacy classes of commuting k-tuples in U 2 (F q ), U 3 (F q ), and Sp 2 (F q ), are polynomials in q with non-negative integer coefficients. (1, 1) 1 (2) 1 (1) 1 (1) 1 (1) 2 q + 1 0 0 0 q + 1 q(q + 1) 0 0 q+1 2 0 (q + 1) 2 0 q 2 −q−2 2 0 0 q 2 − 1 (1, 1, 1) 1 (2, 1) 1 (1, 1) 1 (1) 1 (3) 1 (2) 1 (1) 1 (1) 1 (1) 1 (1) 1 (1) 2 (1) 1 It would be interesting to prove the second result in this corollary, as the computations suggest, in its full generality. We hope to explore this in future.
1.1. Notations Used. For any k-tuple (A 1 , A 2 , . . . , A k ) of pair-wise commuting matrices in U n (F q ), the common centralizer of the tuple is the intersection of the centralizers of the A i 's i.e.,
We denote this by Z Un(Fq) (A 1 , A 2 , . . . , A k ). The number of simultaneous conjugacy classes of k-tuples of commuting unitary n × n matrices with entries in F q 2 is denoted as c u (n, k, q). For any k-tuple (A 1 , A 2 , . . . , A k ) of pair-wise commuting matrices in Sp 2l (F q ), the common centralizer
The number of simultaneous conjugacy classes of k-tuples of commuting 2l × 2l symplectic matrices over F q is denoted as c s (2l, k, q). 
Preliminaries for the unitary groups
We need to understand the conjugacy classes in unitary groups. We briefly recall that here.
2.1. Self U -reciprocal and U -irreducible Polynomials. In this section, we shall discuss polynomials over
be a monic polynomial as above. Letf (x) be the poly-
In [BS18] these polynomials are used to understand conjugacy of centralizer subgroups in unitary groups. We shall also define U -irreducible polynomials.
Thiem and Vinroot in [TV07] used these polynomials and called it F -irreducible. It is a routine exercise to check that any U -irreducible polynomial in F q 2 [t] is a self U -reciprocal polynomial. We now have a useful lemma due to Ennola (see Lemma 2 in [Enn62] ), which will help us determine when a U -irreducible polynomial is irreducible in the usual sense. For a proof see Section 2.1 in [TV07] .
is even in this case).
Next, we need to find out the number of U -irreducible polynomials of any given degree. Consider the polynomial a n (t) = t q n −(−1) n − 1. Any x such that x (−q) d = x, for d such that d | n, is a root of a n (t). Thus, every root of a U -irreducible polynomial whose degree divides n, is a root of a n (t). Hence, a n (t) is a product of all U -irreducible polynomials of degrees that divide n, i.e., a n (t) = t 
Lemma 2.4.φ n (q) = φ n (q), for n ≥ 3. For n = 1 and 2, we havê
The proof of this is an easy exercise.
2.2. Similarity class types and centralizers. In [Sha16b] , we discussed that there is a bijection between similarity classes of M n (F q ), and the following set of maps:
where Λ denotes the set of integer partitions. For unitary matrices, the characteristic polynomials are products of U -irreducible polynomials in F q 2 [t]. In case of U n (F q ), we have a bijection between similarity classes of U n (F q ), and the following set of maps:
where U Irr denotes the set of U -irreducible polynomials in F q 2 [t]. We can now bring in Green's definition (see [Gre55] ) of similarity class types, for the unitary groups. Before stating Green's definition of types, we define for non-negative integer d, and partition µ, and a function ν : U Irr(F q 2 [t]) → Λ, the number r ν (µ, d) as follows:
Definition 2.5 (Green). Let A and B be two unitary matrices over F q 2 . Let ν A denote the partition function associated with the similarity class of A,and ν B , be that associated with B. We say that A and B are of the same similarity class type (or simply type), if
An alternative definition of similarity class types, which can be shown to be compatible with Green's definition is this.
Definition 2.6. Let (A 1 , . . . , A k ), and (B 1 , . . . , B l ), be tuples of commuting unitary matrices. We say that these two tuples are of the same similarity class type if their respective common centralizers in U n (F q ) are conjugate in GL n (F q 2 ).
A type is written as a partition in the following way,
For n, k ≥ 1, we denote by U n (F q ) (k) , the set of k-tuples of commuting matrices in U n (F q ). We denote by c u (n, k, q), the number of simultaneous similarity classes of U n (F q ) (k) . We can see that
where Z varies over the subgroups of U n (F q ), the number s Z is the number of similarity classes of U n (F q ) whose centralizer is conjugate to Z in GL n (F q 2 ), and c Z (k − 1, q) is the number of orbits for the simultaneous conjugation action of Z on Z (k−1) . So, given a matrix A ∈ U n (F q ), to know the number of simultaneous similarity classes of pairs of commuting matrices, with A as the first coordinate, it suffices to know the orbits for the conjugation action of the centralizer Z Un(Fq) (A) on itself. Each of these orbits will be called branches. In what follows we determine the branches for U 2 (F q ) and U 3 (F q ). In the similar way we define branches for the symplectic groups in later sections.
Branching rules for
In this section we explore the 2×2 unitary groups. There are a total of q 2 +2q similarity classes in U 2 (F q ). We begin with explicit description of the canonical forms of the various types of classes in U 2 (F q ). Recall that a matrix A ∈ GL 2 (F q 2 ) is in U 2 (F q ) if t AβA = β for a fixed hermitian form β. In what follows we work with different hermitian form matrices while dealing with a particular class, depending on the one which makes our computations easier. We usually take the hermitian matrix to be either I 2 , the identity matrix, or β = 1 1
. As these are equivalent over finite field, we can use any of these forms as per our convenience. Let A = a 0 a 1 a 2 a 3 ∈ GL 2 (F q 2 ). Then, A is unitary with respect to the hermitian form I 2 if it satisfies t AA = I 2 . By writing
we get the following equations to be satisfied by A,
Similarly we get the following equations for A ∈ GL 2 (F q 2 ) to be unitary with respect to the second β,
. Now we write down the 4 types of classes and the canonical forms of matrices of each of the types of classes of U 2 (F q ).
(1, 1) 1 This is Central type corresponding to (1, 1) 1 . There are q + 1 such classes. This comprises of scalar matrices, aI 2 . The matrices aI 2 ∈ U 2 (F q ) with respect to either of the hermitian forms I 2 or β, if a q+1 = 1. (2) 1 There are q + 1 such classes. In GL 2 (F q 2 ), a matrix of a similarity class of this type can be written as a 0 a 1 a 0 . With respect to the second hermitian form β, such a matrix is unitary if it satisfies the equations 3.2 which gives a q+1 0 = 1, and a 0 a q 1 + a q 0 a 1 = 0. These equations have a non-zero solution as q is an odd prime. Thus, we have a canonical form for a unitary matrix of the type (2) 1 , of the form a 0 a 1 a 0 .
(1) 1 (1) 1 There are q+1 2 such classes. A matrix of this type has diagonal canonical form
, where a 0 = a 1 . With respect to the hermitian form I 2 , this diagonal matrix is in U 2 (F q ) if and only if a Now we compute the branching rule for each type.
Proposition 3.1. For a matrix A of the Central type, the branching rules are given as follows,
Proof. The centralizer of any matrix of the Central type in U 2 (F q ) is U 2 (F q ) itself. Thus, enumerating the similarity classes in U 2 (F q ) gives us the table mentioned in the statement of this proposition.
Proposition 3.2. For a matrix of similarity class type (2) 1 , there are q(q + 1) branches of the type (2) 1 .
Proof. Let A be a unitary matrix of type (2) 1 . Then, A has the canonical form a 0 a 1 a 0
where a q+1 0 = 1, and a fixed a 1 , which satisfies a 0 a
In this case we work with the second hermitian form β, we have x q+1 0 = 1, and
is an orbit for the conjugation of Z U 2 (Fq) (A) on itself. Each of these orbits has Z U 2 (Fq) (A) as the centralizer. Thus, A has q(q + 1) branches of the type (2) 1 . = 1, and a 0 = a 1 . This is a regular semisimple element with centralizer
= 1 , a maximal torus which is commutative. Thus A has (q + 1) 2 branches of the type (1) 1 (1) 1 .
Proposition 3.4. For type (1) 2 , there are (q 2 − 1) branches of type (1) 2 .
Proof. A unitary matrix A of type (1) 2 has the canonical form A = a a −q where a −q = a with respect to the second hermitian form β. This is a regular semisimple class and hence centralizer is an anisotropic maximal torus which is commutative. This we can also do by explicit computation and get
is commutative, each of its members form an orbit for the conjugation action of Z U 2 (Fq) (A) on itself. Thus, |Z U 2 (Fq) (A)| = q 2 − 1 and A has q 2 − 1 branches of type (1) 2 .
3.1. Proof of Theorem 1.1 in the case of U 2 (F q ). We shall write down the four similarity class types in the order:
.3, and 3.4, the branching rules for U 2 (F q ) can be summarized in a matrix or in a table with rows and columns indexed by the similarity class types chosen above. We call this matrix BU 2 of which entries are described in the Table 1 . Given a conjugacy class type τ of U 2 (F q ), the branches of a canonical matrix of type τ are given in the column corresponding to τ . Proof of the remaining part of this theorem for the case U 3 (F q ) will follow in the next section.
3.2. The number of simultaneous similarity classes. We define 1 = 1 1 1 1 and e 1 is the column vector with 1 at the first place and 0 elsewhere. From the branching Table 5 . c u (2, k, q) k c u (2, k, q) 1 q 2 + 2q + 1 2 q 4 + 3q 3 + 5q 2 + 5q + 2 3 q 6 + 4q 5 + 10q 4 + 17q 3 + 16q 2 + 7q + 1 4 q 8 + 5q 7 + 17q 6 + 39q 5 + 53q 4 + 43q 3 + 23q 2 + 9q + 2 matrix BU 2 , we get c u (2, k, q) = 1(BU 2 ) k e 1 . Table 5 shows some values of c u (2, k, q). We consider the generating series h u (2, t) for c u (2, k, q) in k:
We get
which after further simplification we get h u (2, t) = q 4 t 2 − q 3 t 3 + 2q 3 t 2 − 3q 2 t 3 + q 2 t 2 − 3qt 3 − 2q 2 t − t 3 − 2qt + 1 (qt + t − 1)(q 2 t − t − 1)(q 2 t + qt − 1)(q 2 t + 2qt + t − 1) .
.
As both the numerator and denominator of h u (2, t) are polynomials with integer coefficients, it is clear that c u (2, k, q) is a polynomial in q with integer coefficients. From the data in table 5, and calculations of c u (2, k, q) for higher k, upto 20 using Sage [S + 18], we prove a part of Corollary1.3(2). We close this section with a comparison of c u (2, k, q) with c g (2, k, q), the number of simultaneous conjugacy classes of k-tuples of commuting 2 × 2 matrices in GL 2 (F q ).
Proof of Corollary 1.3(1). For GL 2 (F q ), we have the following branching matrix (from the 2 × 2 case in [Sha16b] )
and we have c g (2, k, q) = 1.Bg k 2 .e 1 . This leads to the generating function, h G (2, t) in k for c g (2, k, q):
From Equation 3.3 we get that c u (2, k, q) is:
and from Equation 3.4 we get that c g (2, k, q) is:
From the above we can see a certain duality between c u (2, k, q) and c g (2, k, q). We can obtain c u (2, k, q) from c g (2, k, q) by swapping the (q − 1)'s and (q + 1)'s in the formula of c g (2, k, q).
Branching rule for
Now, we consider 3 × 3 unitary group U 3 (F q ), which is of size q 3 (q + 1)(q 2 − 1)(q 3 + 1). The hermitian forms, which we will consider for various similarity classes in U 3 (F q ) are
, and I 3 the 3 × 3 identity matrix.
There are 8 types of similarity classes in U 3 (F q ). We shall list them along with their canonical forms here. These can be obtained by doing a similar calculation as in the case of U 2 (F q ) done in the last section from that of in GL 3 (F q 2 ) with respect to one of the suitable forms mentioned above.
(1, 1, 1) 1 : The scalar matrices aI 3 , where a q+1 = 1. (1) 3 : A matrix of this type has a U -irreducible polynomial of degree 3, as its minimal polynomial.
Now we move on to the branching rules for each type. 
Proof. The centralizer of any Central type of matrix is the entire group U 3 (F q ). Hence, enumerating the similarity classes gives the table above.
Proposition 4.2. For a matrix of type (1, 1) 1 (1) 1 , the branching rules are as follows, 
We deal with the two cases separately when a 0 = d and a 0 = d. When a 0 = d: In equation 4.1, we can choose y ∈ F q 2 such that x 0 c ′ = 0, thus making c ′ = 0. Now replace c by c ′ = 0, and substitute in equation 4.2. We get
which is the centralizer group of a unitary matrix of type (2) 1 (1) 1 . Hence (A, B) is a branch of type (2) 1 (1) 1 . The number of such branches is (q + 1)q 2 (as a 0 is arbitrary, d = a 0 , and for each a 0 , there are q a 1 's satisfying a 0 a q 1 + a 1 a q 0 = 0). When a 0 = d: In this case, instead of using the XB = B ′ X approach, and reducing B to a possible 'canonical' form, we shall look at XB = BX. Here we have B with a 0 = d. We have, There are q such y ∈ F q 2 so that y q = c q−1 a 2 0 y/x 2 0 . Hence, the centralizer of A and B is:
This leaves us with
The centralizer is a commutative subgroup of U 3 (F q ), and is conjugate to that of a matrix of type (3) 1 . The size of the conjugacy class of B in
= q(q + 1). Hence, the number of orbits is
= q 2 − 1. So we have q 2 − 1 branches of type (3) 1 .
For a matrix of the remaining types, (3) 1 , (2) 1 (1) 1 , (1) 1 (1) 1 (1) 1 , (1) 2 (1) 1 , and (1) 3 , the centralizer group of the matrix is the group of polynomials in that matrix with coefficients from F q 2 , such that they are in U 3 (F q ). Thus, for any such matrix A, the Z U 3 (Fq) (A) is a commutative subgroup of U 3 (F q ). Hence, each orbit for the conjugation action of Z U 3 (Fq) (A) on itself, is a singleton. Thus, each branch (A, B) of A is of the same type as A. We summarize this in the following, Proposition 4.4. For a matrix A of any of the types, (3) 1 , (2) 1 (1) 1 , (1) 1 (1) 1 (1) 1 , (1) 2 (1) 1 , and (1) 3 , table below gives us type of A, type of the branch of A, and number of branches.
Type of A Type of branch No. of branches
(1) 3 (q 3 + 1)
4.1. Proof of Theorem 1.1 in the case of U 3 (F q ). We shall write down the types of similarity classes of U 3 (F q ) in the following order:
Using the order above, and the results of Propositions 4.1, 4.2, 4.3, and 4.4, we have the branching rules for U 3 (F q ) summarized in the Table 2 with rows and columns indexed by the eight conjugacy class types of U 3 in the order mentioned above. We write the entries of this table as a matrix, called branching matrix, BU 3 . This completes the proof of this theorem.
4.2. The number of simultaneous conjugacy classes c u (3, k, q) and c g (3, k, q). Now that we have the branching matrix BU 3 , we define 1 = 1 1 1 1 1 1 1 1 and e 1 is the column vector with 1 at the first place and 0 everywhere else. Therefore
We list c u (3, k, q) for some k in Table 6 . From the data in the this table, and further Table 6 . c u (3, k, q) for k = 1, 2, 3, 4. k c u (3, k, q) 1 q 3 + 2q 2 + 3q + 2 2 q 6 + 3q 5 + 8q 4 + 15q 3 + 15q 2 + 8q + 2 3 q 9 + 4q 8 + 14q 7 + 37q 6 + 66q 5 + 81q 4 + 64q 3 + 29q 2 + 7q + 1 4 q 12 + 5q 11 + 22q 10 + 74q 9 + 178q 8 + 313q 7 + 395q 6 + 357q 5 + 241q 4 + 126q 3 + 49q 2 + 13q + 2 computations using Sage [S + 18] for c u (3, k, q) up to k = 20, we see that c u (3, k, q) is a polynomial in q with non-negative integer coefficients. This proves Corollary 1.3(2). We recall the branching matrix of GL 3 (F q ) from [Sha16b] ,
The number of types for GL 3 (F q ) and U 3 (F q ) are same and given by the same partitions. With the help of the branching matrices BU 3 (for U 3 (F q )), and B g 3 (for GL 3 (F q )) we can compute c u (3, k, q) and c g (3, k, q). However, we do not see any obivious interesting pattern like the duality pattern visible between c u (2, k, q), and c g (2, k, q).
Branhcing Rules of Sp 2 (F q )
Here we will see the branching rules of 2 × 2 symplectic matrices over the finite field We calculated c s (2, k, q) for k up to 20 using Sage [S + 18], and observed that for each of those k, the value of c s (2, k, q) is a polynomial in q with non-negative integer coefficients. This proves Corollary 1.3(2).
Branching Rules for Sp 4 (F q )
We now move to Sp 4 (F q ). We know that Sp 4 (F q ) is {A ∈ GL 4 (F q ) | A.β. t A = β} where β is a non-degenerate skew-symmetric matrix. We use one of the following depending on the ease of computation,
This group is of size q 4 (q 4 − 1)(q 2 − 1). The conjugacy classes of Sp 4 (F q ) are neatly described in Srinivasan's paper [Sri68] (see pages 489-491) with respect to the form β 1 . We reproduce the same in Appendix A in Table 7 for two reasons (a) for the convenience of reader, and, (b) a slight change in the nomenclature of the conjugacy class types, but based very much on Srinivasan's nomenclature.
Proposition 6.1. For a matrix of type A 1 , the branching rules are the first two columns of the Table 7 .
Proof. Since these matrices are central, the result follows.
Proposition 6.2. For a matrix in Sp 4 (F q ) of type A 2 , there are:
• 2q branches of type A 2 .
• 4(q − 1) branches of type A 4 .
• 2q branches of type D 2 .
• 4q branches of type D 3 .
• q(q − 3) branches of type C 4 .
• q(q − 1) branches of type C 2 .
• 4q branches of a new type, which we shall call N 1 . The common centralizer of a pair of this type is
. This centralizer is of size 4q 3 , which none of the already known centralizers have.
• 4 branches of a new type, which we shall call N 2 . A pair of this type has the common centralizer
, which is of size 2q 3 , which none of the already known centralizers have.
Proof. A matrix of type A 2 has the canonical form
, where a 0 = ±1 and λ = 1 or γ (where γ = F * q , hence γ is a non-square), with respect to the form β 2 . To prove this proposition, it is enough to prove it, when λ = 1. The centralizer of A is
, and
. Like in the proofs of any of the propositions in [Sha16b] , we work on XB = B ′ X, to reduce B to the simplest forms possible, and find the common centralizer of the branch (A, B) of A, accordingly, and state the type and number of branches. In this case XB = B ′ X leads us to a ′ 0 = a 0 , and (
. Thus, we can take ( c 0 c 1 c 2 c 3 ), to be a representative of a conjugacy class of SL 2 (F q ), and ( z 0 z 1 z 2 z 3 ) to be its centralizer matrix. This leads us to the following set of equations:
We use these to simplify B to get the branches listed in the statement.
Proposition 6.3. For a matrix of type A 3 the branches are as follows:
• 2q branches of type A 3 .
• (q − 3)q 2 branches of type B 9 .
• 2q 2 branches of type D 3 .
• q(q + 3) branches of a new type, which we will call new type N 3 , with the following common centralizer
• 2q(q − 1) branches of the new type, N 1 .
Proof. A matrix A of type A 3 has the canonical form
, where a 0 = ±1, with respect to the bilinear form β 3 . The centralizer of A is
where ∆ = 1 −1 = ∆ −1 . So, the C described above is a matrix in the orthogonal group O + 2 (F q ). We see C satisfying: t C −1 = ∆C∆.
We work on XB = B ′ X, to reduce B to the canonical forms of the branches of A.
Here, XB = B ′ X leads us firstly to ZC = C ′ Z. So we might as well take C to be a representative of a conjugacy class of O + 2 (F q ), and Z to be a matrix in its centralizer in O • 2q branches of type A ′ 3 .
• q(q − 1) 2 branches of type B 7 .
• q(q − 1) branches of the new type N 3 , and • 2q(q − 1) branches of new type N 1 .
Proof. A matrix A of this type has a canonical form a 0 I 2 ∆ a 0 I 2 with respect to the bilinear form β 3 where I 2 is the identity matrix, ∆ = 1 −γ with a 0 = ±1, and γ is such that γ = F * q , a non-square. The centralizer of A is
The matrix C lies in the non-split orthogonal group O − 2 (F q ). Using the steps similar to the proof of Proposition 6.3, we get the branching rules as per the statement of the lemma, with help of the conjugacy classes of O − 2 (F q ) described in Appendix B.
Proposition 6.5. A matrix of type B 6 , has the following branches:
• q + 1 branches of type B 6 , • q(q − 2) branches of type B 2 , • q + 1 branches of type B 7 , and • q + 1 branches of type B 4 .
Proof. A matrix of this type, in Sp
, where x 2 − bx + 1 is an irreducible polynomial in F q [x] with respect to the form β 2 . This is different from the way the canonical form of this is given in the Table 7 , as the form in the table has entries from the degree 2 extension F q 2 of F q . The centralizer in Sp 4 (F q ) is
where B is the subgroup 1 −by/2 y 1 y −by/2 1 1
. The subgroup B is of size q(q 2 − 1), and putting the (q − 1+ 2) = q + 1 cosets together, the Z Sp 4 (Fq) (A) is of size q(q+1)(q 2 −1). The center of Z Sp 4 (Fq) (A) is a 0 −a 1 a 1 a 0 +ba 1 a 0 a 1 a 1 a 0 +ba 1 | a 2 0 + ba 0 a 1 + a 2 1 = 1 . The centralizer of each of these in Z Sp 4 (Fq) (A) is Z Sp 4 (Fq) (A) itself, and these are q + 1 in number. Hence, (q + 1) branches of yype B 6 . Now, we take a matrix
which is of size q 2 −1. This is a branch of type B 2 , and there are q(q−2) of these. Next, we
, where a 2 0 + a 0 a 1 + a 2 1 = 1, and then
This centralizer is commutative of size q(q + 1). This branch (A, B) of A is of type B 7 , and there are (q + 1) such branches.
Lastly, we take B = AD(1) 
This is a group of size (q + 1) 2 . This branch (A, B) is of type B 4 , and there are q + 1 branches. This completes the proof.
Proposition 6.6. For a symplectic matrix of type B 8 , there are:
• (q − 1) branches of type B 8 .
• (q − 1) branches of type B 9 .
• 1 2 (q − 1)(q − 2) branches of type B 3 .
• 1 2 q(q − 1) branches of type B 2 .
Proof. A matrix A of type B 8 has the canonical form aI 2 a −1 I 2 , where a ∈ F * q and a = ±1, with respect to the form β 3 . The centralizer of A is:
It is enough to know the conjugacy classes of GL 2 (F q ) here. So, each branch is of the form B = C t C −1 , where C is a canonical matrix of its conjugacy class type, and
The next four non-regular types C 1 ,C 3 , D 1 , and D 2 are non-primary types, i.e., their canonical forms are of the kind: A B , where A and B are non-conjugate elements of Sp 2 (F q ). Thus its centralizer is
Hence the branches of such a matrix are of the form C D , where C is a branch of A, and D is a branch of B. Thus we can use this argument to prove the next four propositions regarding the branching of the types C 1 , C 3 , D 1 , and D 2 .
Proposition 6.7. For a symplectic matrix of type C 1 , these are the branches:
• 2(q + 1) branches of type C 1 .
• 4(q + 1) branches of type C 2 .
• 1 2 (q − 3)(q + 1) branches of type B 5 .
• 1 2 (q 2 − 1) branches of type B 4 .
Proposition 6.8. For a symplectic matrix of type C 3 , these are the branches:
• 2(q − 1) branches of type C 3 .
• 4(q − 1) branches of type C 4 .
• 1 2 (q − 3)(q − 1) branches of type B 3 .
• 1 2 (q − 1) 2 branches of type B 5 . C 3 2(q − 3)
Proposition 6.10. A symplectic matrix of type D 2 has the following branches:
• 4q branches of type D 2 , • 8q branches of type D 3 ,
• q(q − 3) branches of type C 4 , and • q(q − 1) branches of type C 2 .
These are the branching rules of the non-regular types. The remaining types of similarity classes of Sp 4 (F q ) are the regular types. So, their centralizers in Sp 4 (F q ) are commutative subgroups. Each of these matrices have the same regular type as their only branch. We summarize this in the following, Proposition 6.11. For all the Regular types, the only branch is that type itself, and the the number of branches is the size of its centralizer. The branching for the 11 Regular types in Sp 4 (F q ) is as follows:
q 2 − 1 6.1. Branching rules of the new types in Sp 4 (F q ). In the process of computing the branching rules for A 2 , A 3 and A ′ 3 in the Proposition 6.2, 6.3 and 6.4 we get three new types N 1 , N 2 and N 3 . Thus to complete the branching rule for arbitrary size tuples we further need branching rules for these new ones.
Proposition 6.12. For a commuting pair of symplectic matrices, of type N 1 , the branches are,
• 2q 2 branches of type N 1 .
• q 2 (q − 1) branches of type N 3 .
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Proof. With respect to the form β 3 the common centralizer of a pair (A, B) of commuting
We look at cases a 0 = d 0 , and d 0 = −a 0 , to get the b ′ 1 , and thus the branches as mentioned in the statement.
Proposition 6.13.
(1) For a pair of commuting matrices, of type N 2 , there are 2q 3 branches of the same type.
(2) For a pair of commuting matrices of type N 3 , there are 2q 3 branches of the same type.
Proof. The centralizer of a commuting pair of symplectic matrices (A, B) of type
, with respect to the bilinear form β 2 . It is easy to see that it is a commutative group and hence 2q 3 branches. Similarly, for a commuting tuple of type N 3 , the centralizer is
, with respect to the bilinear form β 3 . Again, this one too is commutative. Now, in this process we do not get any new type. Thus, the process of computing branches stops here and we get the complete branching rules for Sp 4 (F q ).
6.2. Proof of Theorem 1.2. The similarity class types (the existing ones, along with the three new types) are written in the order {A 1 , A 2 , A 3 , A ′ 3 , A 4 , B 1 , B 2 , B 3 , B 4 , B 5 , B 6 , B 7 , B 8 , B 9 , C 1 , C 2 , C 3 , C 4 , D 1 , D 2 , D 3 , N 1 , N 2 , N 3 }. The Propositions 6.1 to 6.13 give the branching rules for Sp 4 (F q ). This is summarized in the form of a Table given in Table 4 , and we call this matrix BSp 4 . This can be used to compute c s (4, k, q). However, this gets quite complicated so we refrain from presenting that here.
( 1 1 0 1 ),
η is a non-square in F q 1, 1 2q
Next we describe the conjugacy classes of Sp 4 (F q ) which is already known (with respect to β 1 ) (see pages: 489-491 from Srinivasan [Sri68] ). We have changed the nomenclature slightly, but kept it as close as possible to that of Srinivasan's. Also here we bring in κ ∈ F * q 4 , a generator of the multiplicative cyclic group. Define ζ = κ q 2 −1 ∈ F q 4 \ F q 2 , θ = κ q 2 +1 ∈ F * q 2 , which is, in fact, a generator of F * q 2 . Also define η = θ q−1 ∈ F q 2 \ F q , and γ = θ q+1 , thus a generator of F q , and a non-square. 
