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Abstract
Issued from Optimal Transport, the Wasserstein distance has gained importance in
Machine Learning due to its appealing geometrical properties and the increasing
availability of efficient approximations. In this work, we consider the problem of
estimating the Wasserstein distance between two probability distributions when
observations are polluted by outliers. To that end, we investigate how to leverage
Medians of Means (MoM) estimators to robustify the estimation of Wasserstein
distance. Exploiting the dual Kantorovitch formulation of Wasserstein distance,
we introduce and discuss novel MoM-based robust estimators whose consistency
is studied under a data contamination model and for which convergence rates
are provided. These MoM estimators enable to make Wasserstein Generative
Adversarial Network (WGAN) robust to outliers, as witnessed by an empirical study
on two benchmarks CIFAR10 and Fashion MNIST. Eventually, we discuss how
to combine MoM with the entropy-regularized approximation of the Wasserstein
distance and propose a simple MoM-based re-weighting scheme that could be used
in conjunction with the Sinkhorn algorithm.
1 Introduction
Distances between probability distributions play a key role in Machine Learning where histograms
are ubiquitous in a wide range of tasks such as generative modeling and clustering. Optimal
transport (Villani (2003); Santambrogio (2015)) offers an appealing and insightful tool for this
problem. The Wasserstein distance between two probability distributions is defined in terms of the
solution to the Monge-Kantorovich optimal mass transportation problem. Interestingly, it relies on
a ground distance between points to build a distance between probability distributions (Peyré and
Cuturi (2019)). For that reason, the Wasserstein distance stands out from the divergences usually
exploited in generative modeling like the f-divergences (Csiszàr (1963); Nguyen et al. (2009)),
by its ability to take into account the underlying geometry of the space, capturing the difference
between probability distributions even when they have non-overlapping supports. This appealing
property has been successfully exploited in Generative Adversarial Networks (GANs) (Goodfellow
et al. (2014); Arjovsky et al. (2017); Gulrajani et al. (2017)) as well as in Variational Autoencoders
(VAEs) (Bousquet et al. (2017)) where the Wasserstein distance can advantageously replace an f-
divergence in the loss function, providing much more useful gradients. Many other tasks (Courty et al.
(2017); Flamary et al. (2018); Genevay et al. (2018)) rely on the entropic-regularized approximations
introduced by Cuturi et al. (2013) which has considerably alleviated the inherent computational
complexity of the Wasserstein distance in the discrete case, by drawing on the Sinkhorn-Knopp
algorithm. A common feature to almost all these works is that the Wasserstein distance is estimated
from finite samples. While this problem has long been theoretically studied under the i.i.d. assumption
(Dudley, 1969; Bassetti et al., 2006; Weed and Bach, 2019), it has never been tackled at the lense of
robustness to outliers, a crucial issue for Reliable Machine Learning. Data is nowadays collected at
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a large scale in unmastered acquisition conditions though a large variety of devices and platforms.
The resulting datasets often present undesirable influential observations, whether they are errors
or rare observations. The presence of corrupted data can heavily damage the quality of estimators,
calling for dedicated methods such as Robust f-GAN (Gao et al., 2018), Robust Divergences (Futami
et al., 2018) or more general tools of Robust Statistics (Huber and Ronchetti, 2009). The aim of
this work is to propose outliers-robust estimators of the Wasserstein distance and illustrate their
application in generative modeling. To that end, we explore how to combine a Median-of-Means
approach with Optimal Transport. The Median-of-Means (MoM in short) is a robust mean estimator
firstly introduced in complexity theory during the 1980s (Nemirovsky and Yudin, 1983; Jerrum et al.,
1986; Alon et al., 1999). Following the seminal deviation study by Catoni (2012), MoM has recently
witnessed a surge of interest, mainly due to its nice sub-gaussian behavior under the sole requirement
that the second order moment is finite (Devroye et al., 2016).Originally devoted to scalar random
variables, MoM has notably been extended to random vectors (Minsker et al., 2015; Hsu and Sabato,
2016; Lugosi and Mendelson, 2017) and U -statistics (Joly and Lugosi, 2016; Laforgue et al., 2019)
with minimal loss of performance. As a valuable alternative to the empirical mean in presence of
outliers or heavy-tailed distributions, MoM is now the cornerstone of many robust learning procedures
such as bandits (Bubeck et al., 2013), robust mean embedding (Lerasle et al., 2019), or the more
general frameworks of MoM-minimization (Lecué et al., 2018).
In this paper, we introduce and study novel outliers-robust estimators of the Wasserstein distance
based on the MoM methodology. Our contributions are three-folds:
• Focusing on the Kantorovich-Rubinstein dual formula (Kantorovich and Rubinstein, 1958),
we present three different MoM-based estimators, notably by leveraging Medians of U-
statistics and provide theoretical guarantees of these estimators such as strong consistency
and non-asymptotic bounds in the realistic setting of contaminated data.
• We robustify (w.r.t. outliers) Generative Adversarial Networks using the MoM-based
estimator in the WGAN loss and show the benefits of this approach by convincing numerical
results on two well known benchmarks, CIFAR10 and Fashion MNIST, contaminated by
outliers.
• In the discussion, we show that we cannot use the same approach for the entropic-regularized
approximation of the Wasserstein distance and introduce an alternative plug-in approach to
use MoM procedure before applying the Sinkhorn algorithm, leaving numerical illustrations
in the supplements.
2 Background and objectives
Before introducing the problem to be addressed, we recall few notions in Optimal Transport.
2.1 Background
Let µ ∈M1+(X ) and ν ∈M1+(Y) be two measures such thatM1+(X ) is the space of all probability
measures on a compact X ⊂ Rd.
Wasserstein Distance: Given p ∈ [1,∞), the Wasserstein distance of order p between two arbitrary
measures µ and ν over X ⊂ Rd writes in terms of the solution of the Monge-Kantorovitch mass
transportation problem (Villani, 2003; Peyré and Cuturi, 2019):
Wp(µ, ν) = min
pi ∈ U(µ,ν)
(∫
X
‖x− y‖pdpi(x× y)
)1/p
, (1)
where U(µ, ν) = {pi ∈ M1+(X × Y) :
∫
pi(x, y)dy = µ(x);
∫
pi(x, y)dx = ν(y)} denotes the set
of joint probability distributions with marginals µ and ν.
In the remainder of this paper, we focus on the Wasserstein of order 1,W1. For sake of simplicity,
we omit the superscript p = 1.
Dual Kantorovich-Rubinstein formulation (Kantorovich and Rubinstein, 1958) of the 1-
Wasserstein distance:
W(µ, ν) = sup
Φ∈BL
EX∼µ [Φ(X)]− EY∼ν [Φ(Y )] (2)
2
with BL the unit ball of Lipschitz functions space.
Estimation problem: Of particular interest is the problem of estimating the Wasserstein distance
between two distributions µ and ν, given a finite numbers n and m of observations. In the following,
we suppose that both samples have the same size, i.e. n = m. The usual assumption about the two
available samples X = {X1, . . . , Xn} and Y = {Y1, . . . , Yn}) is that they are i.i.d. samples drawn
respectively from µ and ν. Let us denote µˆn =
∑n
i=1 aiδxi and νˆn =
∑n
i=1 biδyi the corresponding
empirical distributions, where a = 1n/n and b = 1n/n with 1q being the one-vector of dimension
q, for any q ∈ N∗, the usual key questions are: how to compute the estimatorW(µˆn, νˆn) and does it
converges toW(µ, ν) ?
Computational aspects with observations: In the dual formulation, the expectations are replaced
by empirical means while the unit ball of Lipschitz functions can replaced by a parameterized family
of M -Lipschitz functions, e.g. {fMw }, more amenable for the learning problem when it i used as a
loss function as in Wasserstein GAN (Arjovsky et al., 2017).
In the primal formulation computed for empirical distributions, the expression boils down to
W(µˆn, νˆn) = min
P∈ U(a,b)
〈P,C〉F where U(a,b) = {P ∈ Rn×n+ : P1n = a and P>1n = b}
denotes the set of admissible joint probability matrices. To avoid the prohibitive computational cost
that one has to pay to compute optimal solutions of the problem in Eq. 1, it is highly preferable to use
the entropic-regularized approximation of the optimal transport problem (Cuturi et al., 2013) which
can be solved using the celebrated Sinkhorn algorithm (Sinkhorn and Knopp, 1967).
Statistical aspects: From the theoretical side, a substantial number of works has studied the conver-
gence of these estimators. Statistical rates of convergence of the original OT problem are known to
be slow rates w.r.t. the dimension d of the input space with an order in O(n−1/d) (Dudley, 1969;
Bassetti et al., 2006; Weed and Bach, 2019; Boissard, 2011).
2.2 Goal of this work
This work aims at building novel estimators Ŵ(µˆn, νˆn) ofW(µ, ν) robust to outliers. In order to
assess the robustness property, we choose to study study the within the realistic O ∪ I framework (
see e.g. Huber and Ronchetti (2009); Lecué and Lerasle (2020)), devoted to data contamination. In
this setting, the i.i.d. assumption is relaxed and instead the following assumption is adopted:
Assumption 1 X is assumed to contain n−nXO > n/2 informative data, e.g. inliers, independently
distributed according to µ and nXO is the number of its outliers. A similar assumption is made on Y
which is supposed to contain n− nYO > n/2 independent observations sampled from distribution
ν with nYO being the number of its outliers. Moreover we suppose that inliers belong to a compact
set K ⊂ Rd. In contrast, no assumption is made on the outliers, that may not be bounded. The
proportions of outliers in samples X and Y are denoted τX = nXO/n and τY = n
Y
O/n respectively.
We investigate how Medians of Means estimators can be leveraged to bring outliers-robustness. In
Section 3 we focus on the dual formulation of the 1-Wasserstein distance and prove strong consistency
and non-asymptotics bounds under Assumption 1. Section 4 presents an illustration on a robust
Wasserstein Generative Adversarial Network. We then discuss in Section 5 how to robustify the
entropic-regularized approximation and suggest a simple plug-in MoM-based estimator which can be
directly exploited by a Sinkhorn algorithm, opening the door to further extensions.
3 Median-of-Means estimator of Wasserstein distance
In this section, we consider the dual formulation of the Wasserstein distance and explore how it can
be estimated by leveraging Median of Means estimators.
Classically defined for an i.i.d. sample X = {X1, . . . , Xn}, Median-of-Means is a robust estimator
of the empirical mean that takes the median of the empirical means on disjoints blocks of the sample
X. Let K < n. Given BX1 , . . . , B
X
K , a sequence of disjoint blocks obtained by any sampling scheme
such that blocks have the same cardinality, |BXk | = bn/Kc for k ≤ K, and a function Φ : X → R,
the MoM estimator of the empirical mean w.r.t. to the function Φ writes as:
MoMX[Φ] = median
{ 1
|BXk |
∑
i∈BXk
Φ(Xi), 1 ≤ k ≤ K
}
(3)
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Now working on a distance estimator, we are not only interested in robust mean estimation but also
in robust 2-sample U-statistics of order 1 (Lee, 1990).
Assuming similarly an i.d.d. sample Y = {Y1, . . . , Yn} and a sequence of disjoint blocks obtained
by any sampling scheme such that blocks have the same cardinality, |BYk | = bn/Kc for k ≤ K, let
us denote BXYk,l , the blocks of tuples (Xi, Yj) such that Xi ∈ BXk and Yj ∈ BYl . Given U(h) be
a 2-sample U-statistics of order 1 (Lee, 1990) with the kernel h : X × Y → R, the Median-of U
statistics (MoU) w.r.t. the kernel h, can be derived following the same way:
MoUXY[h] = median
{ 1
|BXYk,k |
∑
(i,j)∈BXYk,k
h(Xi, Yj), 1 ≤ k ≤ K
}
(4)
MoU-CBXY[h] = median
{ 1
|BXYk,l |
∑
(i,j)∈BXYk,l
h(Xi, Yj), 1 ≤ k, l ≤ K
}
(5)
3.1 MoM and MoU-based estimators
Starting from the expression of the dual expression in Eq. 2, we observe that it can be considered
with a two-fold perspective.The first one consists in considering the Wasserstein distance as the
supremum of the difference between two expected values. The second one, obtained by linearity of
the expectation, rather regardsW(µ, ν) as the supremum of single expected values, but taken with
respect to the tuple (X,Y ), and associated to the kernel: hφ : (X,Y ) 7→ φ(X)− φ(Y ).
Although quite elementary at first sight, this two-fold perspective gains complexity when applied
to empirical distributions µˆn and νˆn. Indeed, following the first perspective, the natural estimator
obtained is the supremum of the difference between empirical averages while the second one lead to
the supremum of 2-samples U -statistics of degrees (1, 1) and kernels hφ. So far, both points of view
are strictly equivalent by linearity of the expectation and the empirical mean but this equivalence
breaks down as soon as non-linearities are introduced, for instance, through MoM-like estimators .
Thus, distinct robust estimators ofW(µ, ν) may be constructed, according to whether one considers
MoMs or MoUs defined. We therefore introduce our MoM/MoU-based robust estimators of the
Wasserstein distance based on Eqs. 3, 4 and 5.
Definition 2 We define the Median of Means and the Median of U-statistics estimators of the
Wasserstein-1 distance as follows:
WMoM(µˆn, νˆm) = sup
φ∈BL
{MoMX [φ]−MoMY [φ]} (6)
WMoU(µˆn, νˆm) = sup
φ∈BL
{MoUXY [hφ]} (7)
WMoU-CB(µˆn, νˆm) = sup
φ∈BL
{MoU-CBXY [hφ]} (8)
While WMoM relies upon the supremum over the difference between the median blocks of each
sample separately, WMoU-CB explores the whole possible combination blocks between X and Y.
An intermediate step, seeWMoU, is to look after diagonal blocks only as represented in (c) of the
Figure 1. This formulation is also used by Lerasle et al. (2019) for deriving robust mean embedding
and Maximum Mean Discrepancy estimators, in order to simplify theoretical analysis due to the
independency of blocks but leading to an increasing variance of the estimator (Joly and Lugosi, 2016).
Remark 3 (OPTIMIZATION OVER MOM/MOU). As the Wasserstein distance often plays the role of
a loss function for instance in generative modeling (VAEs, GANs), the question of how to perform
optimization through a MoM/MoU-based loss is important. One can typically uses a MoM-gradient
descent algorithm (Lecué et al., 2018) by performing a gradient step into the median block. As the
choice of the blocks drastically governs the optimization performance, the authors of Lecué et al.
(2018) propose to sample blocks following a new permutation of the dataset at each step of the
optimization and then find the median blocks over this permutation which brings more stability to the
algorithm.
Discussion on blocks’s sampling strategies The simplest way to extend the MoM methodology to 2-
samples U -statistics consists in partitioning both samples into the same number of blocks, respectively
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Figure 1: Different sampling strategies to build MoM/MoU estimators
(BX1 , B
X
2 , B
X
3 ) and (B
Y
1 , B
Y
2 , B
Y
3 ), as (c) in Figure 1. This way, the diagonal U -statistics built (in
blue, red, green) are independent from each other, and the same arguments as for standard MoMs
apply. Yet, one problem that typically arises with 2-samples U -statistics is that partitioning the full
2-dimensional grid (as in MoU-CB) leads to very expensive exploration computationally.
One way to remedy this limitation is to consider MoMs based on randomized blocks (Laforgue et al.,
2019). Rather than partitioning the dataset, this method builds blocks by sampling them independently
through simple Sampling Without Rejection (SWoR). One consequence is that the randomized blocks
(BX1 , BX2 , BX3 ) may now overlap (see (b)) , making the estimator’s concentration analysis harder.
Nevertheless, guarantees similar to MoM’s have been established (up to constants), and the extension
of this approach to 2-samples U -statistics allows for a better exploration of the grid.
However, despite the possibility to reach every part of the grid, the exploration scheme of (c) shows
an important structure (e.g. always 3 cells per column, 4 cells per row). The totally free alternative, as
depicted in (d), consists in sampling directly from the pairs of observations, and generates incomplete
U -statistics. If no theoretical guarantees have been established for this extension due to the complex
mechanism of replications between blocks, it still benefits from good empirical results (Laforgue
et al., 2019), consistent with the grid covering it allows.
3.2 Theoretical guarantees
As announced in Section 2, we analyze the statistical properties of the proposed estimators under
Assumption 1, e.g. within the O ∪ I framework.
First notice that if µˆMoM denotes with a language abuse the measure such that for all application
φ : Rd → R it holds EµˆMoM [φ] = MoMX [φ], it is direct to see that
WMoM(µˆn, νˆm) =W(µˆMoM, νˆMoM).
Then, the following holds:WMoM(µˆn, νˆm) −W(µ, ν) ≤ W(µ, µˆMoM) +W(νˆMoM, ν). Thus, one
only needs to address the theoretical guarantees of the right-hand side terms. Next, we prove that if
at least the half of the blocks are not contaminated by outliers in each sample, i.e. KX > 2nXO and
KY > 2n
Y
O then the three estimators are strongly consistent as stated in the next proposition. This
condition implies that the number of outlier can not be higher that 50% of the sample.
Proposition 4 Assume that KX > 2nXO and KY > 2nYO such that KX = o(n) and KY = o(n).
Then, when n goes to infinity, it holds:
WMoM(µˆn, µ) a.s−→ 0∣∣WMoU(µˆn, νˆn)−W(µ, ν)∣∣ a.s−→ 0∣∣WMoU-CB(µˆn, νˆn)−W(µ, ν)∣∣ a.s−→ 0
Following this, convergence rates, both in expectation and with high probability, can be derived
from classical chaining arguments under few assumptions. We introduce the map α : τ 7→ α(τ),
an upper-bound of the function τ 7→ 2τ to generalize and enhance the constraint 2nXO < KX . It is
designed such that 2τX < α(τX) < KX/n. Several possibilities of α are available, see Laforgue
et al. (2020).
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Proposition 5 Let X be a contaminated sample with proportion τX . Then for all δ ∈]0, e−4nα(τX)]
and KX = dα(τX)ne, it holds with probability at least 1− δ:
W(µˆMoM, µ) ≤ C1(τX)
n1/(d+2)
+ C2(τX)
√
log(1/δ)
n
,
with C1(τX) = 2 +CLC2(τX), C2(τX) = 4 diam(K) Γ(τX), Γ(τX) =
√
α(τX)/(α(τX)− 2τX),
and CL a universal constant depending only on BL.
Now, letX andY be two contaminated samples with proportions τX and τY such that τX+τY < 1/2.
Then, for all δ ∈]0, e−4nα(τX+τY )], KX = dα(τX + τY )ne and KY = dα(τX + τY )ne , it holds
with probability at least 1− δ:∣∣∣WMoU(µˆn, νˆm)−W(µ, ν)∣∣∣ ≤ 2C1(τX + τY )
n1/(d+2)
+ 2C2(τX + τY )
√
log(1/δ)
n
.
Before stating our main theorem, we need some assumption on the number of outliers nO, and more
precisely on the way it grows with n. We indeed need it to be sub-linear.
Assumption 6 There exist CO ≥ 1 and 0 ≤ αO < 1 such that nO ≤ C2O nαO .
We are now ready to state our main theorem, that consists in bounding the expected value of
WMoM(µˆn, νˆm) andWMoU(µˆn, νˆm) by integrating Proposition 5’s deviation probabilities.
Theorem 7 Let X be a contaminated sample with proportion τX . Let β ∈ [0, 1] and assumption 6
be satisfied. Then for all n such that n
1
d+2+
1−β
2 ≥√1/4α(τX)C1(τX)/C2(τX), it holds:
E [W(µˆMoM, µ)] ≤ κ1(τX)
n1/(d+2)
+
κ2(τX)
n(β−αO)/2
+
κ3(τX)
nβ/2
,
with κ1(τ) = C1(τ), κ2(τ) = 2COC2(τ)
√
α(τ)/(τ), κ3(τ) =
√
piC2(τ)/2, bounded on [0, 1/2].
Of course, the above bound only makes sense if β > αO. In particular, if αO ≤ d/(d+ 2), then for
all n such that n
1
d+2 ≥√1/4α(τX)C1(τX)/C2(τX), and the notation κ = κ1 + κ2 + κ3, it holds:
E [W(µˆMoM, µ)] ≤ κ(τX) n−1/(d+2).
Similarly, let X,Y be two contaminated samples with proportions τX , τY such that τX + τY < 1/2.
Then for all n such that n
1
d+2 ≥√1/4α(τX + τY )C1(τX + τY )/C2(τX + τY ), it holds:
E
∣∣WMoU(µˆn, νˆm)−W(µ, ν)∣∣ ≤ κ′(τX + τY ) n−1/(d+2),
with κ′(τX + τY ) = 2κ1(τX + τY ) + 2
√
2κ2(τX + τY ) + 2κ3(τX + τY ).
Theorem 7 shows that there is no median-of-means miracle. If the number of blocks allows to cancel
the impact of the outliers, the statistical performance then scales as 1/
√
B =
√
K/n. Since K is
roughly 2nO, this means a
√
nO/n rate. So if one allows nO to grow proportionally to n, K also
needs to grow proportionally to n, and B remains constant. To get guarantees improving with n, we
thus need nO to scale as nαO with αO < 1. The resulting rate is n(1−αO)/2.
We point out that the condition on n is a simple way to ensure that W(µˆMoM, µ) ≥
C1(τX)/n
1/(d+1) − C2(τX)
√
log(1/δ)/nβ by showing that the right hand side is negative while
W(µˆMoM, µ) is by construction positive. This assumption can surely be relaxed, through a deeper
analysis of functions present in BL for instance. Bound on MoU-CB are more difficult to obtain due
to the block’s dependency and is leave for futur work.
Remark 8 The only property of the Wasserstein distance we used, as compared to other Integral
Probability Metrics (IPMs) (Sriperumbudur et al., 2012), is the way to bound the entropy of the unit
ball of Lipschitz functions. The present analysis can be extended in a direct fashion to any other IPM
that have finite entropy.
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4 Application to robust Wassertein Generative Adversarial Networks
In this part, we introduce a robust modification of WGANs, named MoMWGAN, using one of the
three proposed estimators in Section 3.
Let us briefly recall the GAN principle. A GAN learns a function gθ : Z → X such that samples
generate by gθ(z) ∼ Pθ, taking as input a sample z (from some reference measure ξ, often Gaussian)
in a latent space Z , are close to those of the true distribution Pr of data. Wasserstein GANs (Arjovsky
et al., 2017; Gulrajani et al., 2017) use the 1-Wasserstein Distance under its Kantorovich-Rubinstein
dual formula as the loss function. Instead of maximizing over the unit ball of Lipschitz functions, one
uses a parametric family of M-Lipschitz functions under the form of neural net with clipped weights
w (Arjovsky et al., 2017).
Following up the theoretical analysis of Section 3, we introduce a MoM-based WGAN (MoMWGAN)
model, combining theWMoM estimator studied in 3 and WGAN’s framework. We now use the central
assumption exposed in Section 2, e.g. the training sample X = {x1 . . . , xn} is supposed to be
contaminated by a proportion of τX outliers; in Algorithm 1, Pc denotes the (observed) contaminated
distribution. Following the weight clipping approach, MoMWGAN boils down to the optimization
problem:
min
θ
max
w
{
MoMX[fw]− 1
m
m∑
j=1
fw(gθ(zj)), k ≤ K
}
(9)
Note that the MoM procedure is chosen to be only applied on the observed contaminated sample. It
is not clear in which way the sample drawn from the currently learned density is polluted and thus
definingK would be an issue. Optimization in WGAN is usually performed by taking mini-batches to
reduce the computational load. In the same spirit, we apply MoM inside contaminated mini-batches as
described in Algorithm 1. To get the outliers-robust property observed in the numerical experiments,
we pay the price of finding the median block at each step by evaluating the loss which significantly
increases the computational complexity.
Remark 9 As MoM losses are not differentiable, Lecué et al. (2018) introduced MoM gradient
descent, a simple way to perform a gradient descent over the median block. It consists of shuffling the
sample, partitioning it into blocks, evaluating the loss for each block and then performing a gradient
step on the median block. MoM gradient minimizes the expectation of the loss over all possible
permutations of the sample as pointed out in Lecué et al. (2018). Note that MoMWGAN does not
need this permutation step as it is already done by performing MoM on a subsample of X.
Algorithm 1 MoMWGAN
Initialization: α, the learning rate. c, the clipping parameter. b, the batch size. nc, the number of
discriminator iterations per generator iteration. w0, θ0 the initial critic and generator’s parameters.
1: while θ has not converged do
2: for t = 0, . . . , nc do
3: Sample {xi}bi=1 ∼ Pc to get Xt and sample {zi}bi=1 ∼ ξ
4: Sample K disjoint blocks BXt1 , . . . , B
Xt
K from a sampling scheme
5: Find the median block BXtmed
6: gw ← ∇w
 1
|BXtmed|
∑
i∈BXtmed
fw(xi)− 1b
∑b
j=1 fw(gθ(zj))

7: 7.1 w ← w + α× RMSProp(w, gw); 7.2 w ← clip(w,−c, c)
8: end for
9: Sample {zj}bj=1 ∼ ξ
10: 10.1. gθ ← −∇θ 1b
∑b
j=1 fw(gθ(zj)); 10.2. θ ← θ − α× RMSProp(θ, gθ)
11: end while
Numerical experiments To test the robustness of MoMWGAN we contaminated two well-known
image datasets, CIFAR10 and Fashion MNIST, with two anomalies settings. Noise based-anomalies
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are added to CIFAR10, i.e., images with random intensity pixels drawn from a uniform law. For
Fashion MNIST, the five first classes are considered as "informative data" while the sixth (Sandal)
contains the anomalies. In both settings, WGAN and MoMWGAN are trained on the training samples
contaminated in a uniform fashion with a proportion of 1.5% of outliers in both datasets. Both
models use standard parameters of WGAN. K = 4 blocks have been used by MoMWGAN in both
experiments. To assess performance of the resulting GANS, we generated 5000 generated images
using each model (WGAN and MoMGAN) and measured the Fréchet Inception Distance (FID)
(Heusel et al., 2017) between the generated examples in both cases and the (real) test sample. The so-
called FID relies on statistics (mean, standard deviation) of the Inception-v3 activation distributions
(Salimans et al., 2016) between the real samples (the test set) and the generated ones. Table 1
shows that MoMWGAN improves upon WGAN in terms of outliers-robustness. Furthermore, some
generated images are represented in Figure 2. One can see that outliers do not affect MoMWGAN
generated samples while WGAN reproduce noise on contaminated CIFAR10 dataset. For Fashion
MNIST, one may see that fewer images are degraded with MoMWGAN generator.
WGAN MoMWGAN
Figure 2: Generated samples from trained WGAN and MoMWGAN on CIFAR10 and Fashion
MNIST datasets.
The choice of blocksK rely on the num-
ber of outliers. MoM/MoU estimators
(and then MoMWGAN) brings robuste-
ness as long as K is higher than 4 times
the number of outliers (see Lecué et al.
(2018) for details). When dealing with
more outliers, one may choose the pa-
rameter K accordingly.
WGAN MoMWGAN
Polluted CIFAR10 57 55.7
Polluted Fashion MNIST 14.2 13.6
Table 1: FID on polluted datasets.
5 Discussion
Towards a MoM Sinkhorn Distance We now consider the discrete primal formulation of the
Wasserstein distance described in Section 2. MoM is of course not eligible but we should ask whether
MoU could be applied in a straightforward fashion. This is not the case because the following
expression min
P∈U(µn,νn)
med {〈PBk,l ,CBk,l〉, 1 ≤ k, l ≤ K} with PBk,l being the restriction of
the matrix P to the block Bk,l, is ill-defined. Indeed, suppose the associated sampling block scheme
is a uniform partition with all crossed blocks. One may set diagonal blocks to non-zero to respect
the constraints and zero to others blocks. Then the values of the proposed expression will be zero
because at least bK2/2c+ 1 are null.
However, to provide robustness to the entropic-regularized approximation of Wasserstein distance, we
suggest two natural heuristic re-weigh procedures that can be used in conjunction with Sinkhorn Al-
gorithm. The first one consists in soft-maxing the mean MoM distance for each observation of X and
Y . Let d˜(Xi, Yj) =
∣∣d(Xi, Yj)−med
i,j
{d(Xi, Yj)}
∣∣, and let further d˜i = (d˜(Xi, Y1), ..., d˜(Xi, Yn))
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(resp. d˜j = (d˜(X1, Yj), ..., d˜(Xn, Yj))). Then the new weights are:
aei = σ
(
E
[
MoMY [d˜i]
])
(resp.bej = σ
(
E
[
MoMX [d˜j ]
])
). (10)
where σ is the soft-max function. Following the same idea, we suggest to choose weights equal
to the probability of the data to fall into the median block as the second computationally tractable
heuristic. Numerical illustrations of these heuristics using POT Library (Flamary and Courty, 2017)
are presented in the Supplementary materials in Section 2.
Perspectives The theoretically well-founded MoM approaches to robustify the Wasserstein distance
open the door to numerous applications beyond WGAN, including variational generative modeling.
The promising MoMGAN deserves more attention and future work will concern the statistical
analysis of the estimator it provides. From the other side, the simple heuristic approaches based on
MOM-re-weighting could be exploited in clustering (J.Ye et al., 2017). Eventually, the larger family
of Integral Probability Metric (Sriperumbudur et al., 2012) will be studied at the lense of the same
MoM/MoU approach.
Broader Impact
When dealing with an ensemble of observations (presumably) of the same or similar nature, a
statistical way to handle the indescribable uncertainty is to present them as those generated by a
probability distribution. In treating a number of such samples (or distributions), one may need
to transport one of them to another, an operation that also gives rise to the distance between two
samples of observations. Nowadays, with constantly increasing number of collected data, the threat
of contamination by outliers is high, which can drastically influence the results in any application
area. This work, fusing the optimal transport theory and the robust Median-of-Means estimator, and
covering both theoretical and practical aspects, can have applications beyond the illustrated WGAN
such as anomaly detection, image retrieval or histogram-based clustering. Moreover, the established
bridge between the two methodologies can be further broadened to general distribution distances and
robust estimators as well as enriched by theoretical and implementation developments.
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APPENDIX
A Technical Proofs
In this section are detailed the proofs of the theoretical claims stated in the core article.
A.1 Proof of Proposition 4
We first show the consistency ofWMoU−CB(µˆn, νˆn), that ofW(µˆMoM, µ) andWMoU(µˆn, νˆn) being
then straightforward adaptations. We address here the case where KX 6= KY and n 6= m, that
generalizes the simpler case presented in the core article. Let KX = o(n), KY = o(m). This
hypothesis ensures that the size of each blocks grows toward infinity when n goes to infinity such that
nXO , n
Y
O are still lower than K/2. Furthermore, Assume that τX + τY − τXτY < 1/2, and choose
KX ,KY > 0 such that 2(τX + τY − τXτY ) < KXKY /(nm). The latter condition implies that the
blocks containing no outlier are in majority. Indeed, the number of contaminated blocks is upper
bounded by:
nXOKY + n
Y
OKX − nXOnYO ≤ (τX + τY − τXτY )nm < KXKY /2.
Let IX (respectively IY ) denote the set of indices of X blocks (respectively Y blocks) containing no
outlier. Let K be a bounded subspace of Rd, and assume that X,Y are valued in X ,Y ⊂ K. Finally,
we denote by φX,k and φY,l the quantities
φX,k =
1
|BXk |
∑
i∈BXk
φ(Xi), and φY,l =
1
|BYl |
∑
j∈BYl
φ(Yj).
Using the shortcut notation Eµ [φ] = EX∼µ [φ(X)] and Eν [φ] = EY∼ν [φ(Y )], first notice that:
WMoU−CB(µˆn, νˆm) = sup
φ∈BL
MoU-CBXY [hφ],
= sup
φ∈BL
med
1≤k≤KX
1≤l≤KY
{
φX,k − φY,l
}
,
= sup
φ∈BL
med
1≤k≤KX
1≤l≤KY
{
φX,k − Eµ[φ] + Eµ[φ]− Eν [φ] + Eν [φ]− φY,l
}
,
≤ sup
φ∈BL
med
1≤k≤KX
1≤l≤KY
{
φX,k − Eµ[φ] + Eν [φ]− φY,l
}
+W(µ, ν). (11)
Conversely, it holds:
W(µ, ν) = sup
φ∈BL
{
Eµ [φ]− Eν [φ]
}
,
≤ sup
φ∈BL
{
Eµ[φ]− φBXmed + φBYmed − Eν [φ] + φBXmed − φBYmed
}
,
≤ sup
φ∈BL
med
1≤k≤KX
1≤l≤KY
{
Eµ[φ]− φX,k + φY,l − Eν [φ]
}
+WMoU−CB(µˆn, νˆm), (12)
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where BXmed and B
Y
med are the median blocks of φX,k−φY,l for 1 ≤ k ≤ KX and 1 ≤ l ≤ KY . From
Equations (11) and (12), we deduce that:∣∣WMoU−CB(µˆn, νˆm)−Wc(µ, ν)∣∣ ≤ sup
φ∈BL
med
1≤k≤KX
1≤l≤KY
{∣∣φX,k − Eµ[φ] + Eν [φ]− φY,l∣∣}, (13)
≤ med
1≤k≤KX
1≤l≤KY
{
sup
φ∈BL
∣∣φX,k − Eµ[φ] + Eν [φ]− φY,l∣∣ },
≤ sup
k∈IX , l∈IY
sup
φ∈BL
∣∣φX,k − Eµ[φ] + Eν [φ]− φY,l∣∣,
≤ sup
k∈IX
sup
φ∈BL
∣∣φX,k − Eµ[φ]∣∣+ sup
l∈IY
sup
φ∈BL
∣∣Eν [φ]− φY,l∣∣,
where we have used the Jensen’s inequality for the median (see Theorem 1.8 in Merkle (2005)),
the fact that IX × IY represents a majority of blocks, and the subadditivity of the supremum. By
independence between samples X and Y, and between the blocks, it holds:
P
{∣∣WMoU−CB(µˆn, νˆm)−Wc(µ, ν)∣∣ −→
n→+∞
m→+∞
0
}
≥
∏
k∈IX
P
{
sup
φ∈BL
∣∣φX,k − Eµ[φ]∣∣ −→
n→+∞ 0
}
·
∏
l∈IY
P
{
sup
φ∈BL
∣∣φY,l − E[φ]∣∣ −→
m→+∞ 0
}
.
Now, the arguments to get the right-hand side equal to 1 are similar to those used in Lemma 3.1 and
Proposition 3.2 in Sriperumbudur et al. (2012). We expose them explicitly for the sake of clarity.
Let N (ε,BL, L1(µ)) be the covering number of BL which is the minimal number of L1(µ)
balls of radius ε needed to cover BL. Let H(ε,BL, L1(µ)) be the entropy of BL, defined
as H(ε,BL, L1(µ)) = logN (ε,BL, L1(µ)). Let F be the minimal enveloppe function such
that F (x) = supφ∈BL |φ(x)|. We need to check that
∫
Fdµ and
∫
Fdν are finite and that
(1/n)H(ε,BL, L1(µˆn)) and (1/m)H(ε,BL, L1(νˆm)) go to zero when n and m go to infinity. Then,
we can apply Theorem 3.7 in van de Geer (2000) which ensures the uniform (a.s.) convergence of
empirical processes. For any φ ∈ BL, one has
φ(x) ≤ sup
x∈K
|φ(x)| ≤ sup
x,y∈K
|φ(x)− φ(y)| ≤ sup
x,y∈K
‖x− y‖ = diam(K) < +∞. (14)
Therefore F (x) is finite, and following Lemma 3.1. in Kolmogorov and Tihomirov (1961) we have
H(ε,BL, ‖ · ‖∞) ≤ N (ε/4,K, ‖ · ‖2) log
(
2
⌈
2diam(K)
ε
⌉
+ 1
)
.
SinceH(ε,BL, L1(µˆn)) ≤ H(ε,BL, ‖ · ‖∞) andH(ε,BL, L1(νˆm)) ≤ H(ε,BL, ‖ · ‖∞) then when,
respectively, n and m go to infinity, we have
1
n
H(ε,BL, L1(µˆn)) µ−→ 0, and 1
m
H(ε,BL, L1(νˆm)) ν−→ 0,
which leads to the desired result.
Adaptation to other estimators. The above proof can be adapted in a straightforward fashion to
W(µˆMoM, µ) andWMoU(µˆn, νˆn). Indeed, it holds
W(µˆMoM, µ) ≤ sup
φ∈BL
med
1≤k≤K
∣∣φX,k − Eµ [φ]∣∣ ,
and ∣∣∣WMoU(µˆn, νˆm)−W(µ, ν)∣∣∣ ≤ sup
φ∈BL
med
1≤k≤K
∣∣φX,k − Eµ [φ] + Eν [φ]− φY,k∣∣ .
It is then direct to adapt the reasoning from Equation (13).
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A.2 Proof of Proposition 5
Let ψ ∈ BL. From Equation (14), we know that −diam(K) ≤ ψ(X) ≤ diam(K), so that ψ(X)
is in particular sub-Gaussian with parameter λ = diam(K). A direct application of Proposition 1
in Laforgue et al. (2020) then gives that for all δ ∈]0, e−4nα(τ)] and K = dα(τ)ne , it holds with
probability at least 1− δ:∣∣∣MoMX [ψ]− Eµ [ψ] ∣∣∣ ≤ 4 diam(K) Γ(τ)√ log(1/δ)
n
, (15)
with Γ(τ) =
√
α(τ)/(α(τ)− 2τ). Using Theorem 10, observe also that ∀(φ, ψ) ∈ B2L it holds:∣∣MoMX [φ]− Eµ [φ] ∣∣ ≤ ∣∣MoMX [φ]−MoMX [ψ]∣∣+ ∣∣Eµ [φ]− Eµ [ψ] ∣∣+ ∣∣MoMX [ψ]− Eµ [ψ] ∣∣,
≤ 2‖φ− ψ‖∞ +
∣∣MoMX [ψ]− Eµ [ψ] ∣∣. (16)
Now, let ζ > 0, and ψ1, . . . , ψN (ζ,BL,‖·‖∞) be a ζ-coverage of BL with respect to ‖ · ‖∞. We know
Sriperumbudur et al. (2012) that there exists CL > 0 such that for all ζ > 0 it holds:
log(N (ζ,BL, ‖ · ‖∞)) ≤ C2L(1/ζ)d (17)
From now on, we use N = N (ζ,BL, ‖ · ‖∞) for notation simplicity. Let φ be an arbitrary element
of BL. By definition, there exists i ≤ N such that ‖φ− ψi‖∞ ≤ ζ. Equation (16) then gives:∣∣∣MoMX [φ]− Eµ [φ] ∣∣∣ ≤ 2ζ + ∣∣∣MoMX [ψi]− Eµ [ψi] ∣∣∣. (18)
Applying Equation (15) to every ψi, the union bound gives that with probability at least 1− δ it holds:
sup
i≤N
∣∣∣MoMX [ψi]− Eµ [ψi] ∣∣∣ ≤ 4 diam(K) Γ(τ)√ log(N/δ)
n
.
Taking the supremum in both sides of Equation (18), it holds with probability at least 1− δ:
sup
φ∈BL
∣∣∣MoMX [φ]− Eµ [φ] ∣∣∣ ≤ 2ζ + 4 diam(K) Γ(τ)√C2Lζ−d + log(1/δ)
n
.
Choosing ζ ∼ 1/n1/(d+2) and breaking the square root finally gives that it holds with probability at
least 1− δ:
sup
φ∈BL
∣∣∣MoMX [φ]− Eµ [φ] ∣∣∣ ≤ C1(τ)
n1/(d+2)
+ C2(τ)
√
log(1/δ)
n
,
with C1(τ) = 2 + CLC2(τ), and C2(τ) = 4 diam(K) Γ(τ).
Adaptation to MoU. From Equation (14), we get that the kernel hφ : (X,Y ) 7→ φ(X)− φ(Y ) has
finite essential supremum ‖hφ(X,Y )‖∞ ≤ diam(K). Using Proposition 4 in Laforgue et al. (2020)
with the same reasoning as above leads to the desired result, multiplying constants by a 2 factor.
A.3 Proof of Theorem 7
Since n
1
d+2+
1−β
2 ≥√1/4α(τ)C1(τ)/C2(τ), then for all δ ∈]0, e−4nα(τ)], it holds:
C1(τ)
n1/(d+2)
≤ C2(τ)
√
4nα(τ)
nβ
≤ C2(τ)
√
log(1/δ)
nβ
.
One then has:
W(µˆMoM, µ) ≥ 0 ≥ C1(τ)
n1/(d+2)
− C2(τ)
√
log(1/δ)
nβ
.
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Combining with the first results of Proposition 4, for all δ ∈]0, e−4nα(τ)], it holds with probability at
least 1− δ: ∣∣∣∣W(µˆMoM, µ)− C1(τ)n1/(d+2)
∣∣∣∣ ≤ C2(τ)
√
log(1/δ)
nβ
.
Reverting the inequation gives that it holds
P
{∣∣∣∣W(µˆMoM, µ)− C1(τ)n1/(d+2)
∣∣∣∣ > t} ≤ e−nβt2/C22(τ), (19)
for all t such that
t ≥ 2
√
α(τ)C2(τ)
√
n1−β = 2
√
α(τ)
τ
C2(τ)
√
n1−β
nO
n
. (20)
Using Assumption 6, Equation (19) is in particular true for t ≥ 2
√
α(τ)
τ COC2(τ)
√
nαO−β . One
may finally use that for a nonnegative random variable it holds:
E
∣∣∣∣W(µˆMoM, µ)− C1(τ)n1/(d+2)
∣∣∣∣ = ∫ ∞
0
P
{∣∣∣∣W(µˆMoM, µ)− C1(τ)n1/(d+2)
∣∣∣∣ > t} dt,
≤
∫ 2√α(τ)τ COC2(τ)√nαO−β
0
1dt+
∫ ∞
0
e−n
βt2/C2
2(τ)dt,
≤ 2
√
α(τ)
τ
COC2(τ)
n(β−αO)/2
+
√
pi C2(τ)
2 nβ/2
. (21)
Adaptation to MoU. The adaptation is straightforward, up to Equation (20), that now writes:
t ≥ 4
√
α(τX + τY )C2(τX + τY )
√
n1−β ,
= 4
√
α(τX + τY )
τX + τY
C2(τX + τY )
√
n1−β
nXO + n
Y
O
n
.
Using Assumption 6 on both samples X and Y, Equation (19) becomes in particular true for
t ≥ 4
√
2CO
√
α(τX + τY )
τX + τY
C2(τX + τY )
√
nαO−β ,
leading to the desired constants.
Lemma 10 Let a and b be two vectors of Rd. Then it holds∣∣median(a)−median(b)∣∣ ≤ ‖a− b‖∞.
Proof 1 It is direct to see that:
a  b  c ⇒ median(a) ≤ median(b) ≤ median(c).
Thus, for all b within the infinite ball of center a and radius  it holds:
median(a)−  = median(a− 1d) ≤ median(b) ≤ median(a + 1d) = median(a) + .
Hence the conclusion.
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Algorithm 2 SINKHORN(C,U(a,b), λ)
Initialization: K = exp(−λ × C), ` ← 0,
u(0) ← 1, v(0) ← 1, P(0) ← K/||K||1
1: while dist
(
P(`),U(a,b)
)
> ε do
2: u(`+1) =
a
K v(`)
r
3: v(`+1) =
b
K> u(`+1)
4: P(`+1) = D(u(`+1)) K D(v(`+1))
5: end while
Figure 3: Sinkhorn Algorithm
B Towards a MOM Sinkhorn Distance
B.1 More details about the two re-weighting procedures
As pointed out by the discussion (Section 5 of the core paper), we give here more insights about the
two re-weighting procedures proposed for robustifying the entropic-regularized Wasserstein distance
approximation Cuturi et al. (2013) using MoM. We recall here its definition.
For a given hyperparameter λ > 0, the regularized (sharp) approximation of the Wasserstein distance
Cuturi et al. (2013), denoted byWλ is defined as follows:
Wλ(µˆn, νˆn) = 〈P∗,C〉F , (22)
where P ∗ = min
P∈ U(a,b)
〈P,C〉F + λKL(P | µˆn ⊗ νˆn) with the discrete Kullback-Leibler divergence
KL(P | µˆn ⊗ νˆn) =
∑n
i,j=1 Pij log(
Pij
(µˆn⊗νˆn)ij ).
P ∗ can be obtained by applying the Sinkhorn algorithm. Due to the preservation of the probability
mass when transporting the distribution of X to the distribution of Y (in 1), the original optimal
transport is not robust with respect to the outliers, which empirically have mass of 1/m (or 1/n) and
also need to be transported. In this last case, one aims for a robust procedure, which does not transport
such abnormal observations. One way to achieve this is to re-weight the observations (empirical
mass) so that—for an outlier Xi (resp. Yj)—the weight ai (resp. bj) is closer to 0 (instead of 1/m,
resp. 1/n). After this, the traditional Sinkhorn Algorithm can be employed.
Algorithm 3 MoM-based re-weighting
Initialization: C, a block sampling scheme for X and for Y
1: for n = 1, . . . , NMC do
2: Sample two set of blocks {BXi }KXi and {BYj }KYj
3: a(n+1)i ← a(n)i + MoMY[d˜i], for 1 ≤ i ≤ n
4: b(n+1)j ← b(n)j + MoMX[d˜j ], for 1 ≤ j ≤ m
5: end for
6: a← a(NMC) / NMC , b← b(NMC) / NMC
7: Output: ae ← σ(a), be ← σ(b)
Following the MoM principle, we suggest two natural heuristic re-weighting procedures. The
first one consists in soft-maxing the mean MoM distance for each observation of X and Y . Let
d˜(Xi, Yj) =
∣∣d(Xi, Yj) − med
i,j
{d(Xi, Yj)}
∣∣, and let further d˜i = (d˜(Xi, Y1), ..., d˜(Xi, Yn)) (resp.
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d˜j = (d˜(X1, Yj), ..., d˜(Xm, Yj))). Then the new weights are:
aei = σ
(
E
[
MoMY [d˜i]
])
(resp.bej = σ
(
E
[
MoMX [d˜j ]
])
). (23)
where σ is the soft-max function. Algorithm 3 implements this estimate by replacing the mean by
NMC Monte-Carlo re-sampling scheme. Please note that the block are chosen here independently in
each of the two samples, see Section 3 for details. Since for outlying observations the expectation of
the MoM of distances to the to the sample will be higher, they will obtain lower weights.
Following the same idea, we suggest to choose weights equal to the probability of the observation to
fall into the median block as the second computationally tractable heuristic:
api = P
(
Xi ∈ Bmed
∣∣ X,Y) (resp.bpj = P (Yj ∈ Bmed ∣∣ X,Y) ) (24)
with Bmed = arg med
i,j
{||CBi,j ||F}, where the blocks are drawn mutually, which leads to a trivial
modification of Algorithm 3.
B.2 Numerical Illustration
To illustrate the advantageous behavior of Algorithm 3, we perform a family of simulation studies,
whose results are summarized in Figure 4. The experiment is performed as follows: A portion of
outliers is added to the source distribution. We employ the two versions of Algorithm 3 (designated
“Probab-” and “Softmax-”, respectively) sampling blocks either uniformly (designated “Unif”) or due
to the random pairs strategy (designated “RandP”). The middle column of Figure 4 indicates the new
weights of the source sample, where the outlying observations are under-weighted. Right column
of Figure 4 plots the Wasserstein distance (〈P,C〉F , we use Euclidean distance as cost) for varying
fraction of outliers for the four modifications of Algorithm 3 compared to the original Sinkhorn
algorithm, which illustrated their robustness to outlying observations. One also observes that—when
properly thresholded—the new weights can be further used as a score for detection of abnormal
observations (anomaly score), see e.g. Rousseeuw and Hubert (2018) and references therein. When
representing images as bi-variate histograms, the proposed algorithm can be further applied for robust
image clustering (Del Barrio et al., 2019); see also information retrieval (Pele and Werman, 2009).
C Additional Experiments on MoMWGAN
In this section, an additional experiment on CIFAR10 and Fashion MNIST is displayed. The
proportion of outliers represents now the tier of a class, i.e., 3% for CIFAR10 and 6% for Fashion
MNIST. As the robustness of MoMWGAN relies on the number of blocks K, we choose K = 12 for
these experiments. The rest of the experimental settings is the same to those in section 4 of the paper.
As shown in Figure 5, higher porportion of outliers drastically affects generated images by WGAN
while only few images are deteriorated with MoMWGAN.
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Figure 4: Comparison of the proposed algorithms with two blocks sampling schemes on three datasets.
Each row correspond to a dataset. Left column: datasets with 20%of outliers. Center column: new
observation weights for the source distribution with 20% of outliers. Right column: Wasserstein
distance values Wα of the transport plan when using the new weights in the classical Sinkhorn
algorithm, for a varying fraction of outliers.
WGAN MoMWGAN
Figure 5: Generated samples from trained WGAN and MoMWGAN on CIFAR10 and Fashion
MNIST datasets.
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