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of Isoelectric Point Prediction in Proteins
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Computational biology has attacked the problem of isoelectric point prediction with little
success, achieving a rough accuracy level of only 30%. In 2005, Matthew Conte performed a
study focused on the relationship between sequence characteristics and isoelectric point
prediction accuracy. Results indicated that charges between adjacent amino acids could have a
significant impact on the overall predicted pi for the protein. In this study we introduce an
evolutionary computation approach aimed at accounting for these problem dipeptides. For each
possible dipeptide involving charged amino acids (7 chargeable groups -> 49 possibilities), the
algorithm predicts a pKa value that, when included in the pi prediction algorithm, should result in
a more accurate prediction. By accounting for these charged, adjacent amino acids, the pi
prediction showed improvements for those proteins with the greatest deviation between
experimental and predicted pi value (Apl > 0.7). However, these results were not generalized, as
the incorporation of these values had the reverse effect on remaining proteins, most notably those
from the most accurate data set (Apl < 0.1). While this research lays a foundation for improving
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Two-dimensional gel electrophoresis (2DE) first emerged in 1975 when Dr. Patrick O'Farrell
displayed the ability to separate 1,100 polypeptides from Escherichia coli [1]. With the theory
and technique being slightly ahead of its time, it was initially practiced by only a handful of
scientists around the world. Since then, the emergence ofnew analytical tools, combined with
numerous large-scale, public information databases, has shed a whole new light on this once
dormant technique [2]. Today, 2DE remains a leading technique for separation and
identification ofproteins.
Isoelectric focusing (IEF) is the main focus of this study and makes up the first dimension of
2DE. IEF is amethod in which amphoteric molecules are separated in a polyacrylamide gel
according to their isoelectric point values [2]. When placed in a pH gradient, a protein will
migrate to the position where its net charge is equal to zero. The pH at this position is known as
the isoelectric point (pi) value. Isoelectric point is determined by charged groups in the protein,
and is often between 3 and 12, with most falling between 4 and 7[1 1,12].
Traditional techniques used to form pH gradients involvedmixing ampholytes that had been
chemically engineered to a certain pKa value[13]. While this method worked efficiently, the pH
gradient was extremely difficult to reproduce. Since then, immobilized pH gradients (IPGys)
have been introduced. In an IPG, the ampholytes are bound in acrylamide gel, forming a fixed
pH gradient and ensuring reproducibility [8,13].
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The second dimension of2DE is a separation by molecular mass. A charge is applied to a
buffer that surrounds the gel, attracting the molecules to the opposite end and causing them to
migrate. The larger of these molecules travel the slowest and will remain near the top of the gel,
while the smaller molecules will travel further and be seen toward the bottom of the gel. After
staining, the end result of2DE is a grid of spots with each spot referring to the location of a
protein molecule in the gel (Figure 1). The X value in the grid corresponds to the pi value of that
protein, while the Y value corresponds to the distancemigrated in the gel.
The application of this technique has proven to
be a powerful tool and has provided researchers
with a great amount ofdata [5]. However, the
difficulty and time requirements associated with
performing and interpreting 2DE correctly have led
to the emergence of computational approaches to
2DE [5]. While the benefits associated with
simulations are often quite attractive, the
limitations placed upon the pi prediction portion of





Figure 1. Sample outputfrom 2-
DimensionalElectrophoresis. Obtained
from Swiss 2DPAGE database, protein
ID#P16700[7,10]
heel of the entire simulation.
The isoelectric point prediction algorithm to be optimized in this study is part of a 2DE
simulator that was originally developed at the Rochester Institute ofTechnology as part of an
honor's thesis project[3]. This algorithm was implemented to calculate charge, based on side
chains of amino acids found in the sequence. The charge on each side chain is a function of the
pH of the surrounding solution and the pKa of that chain. A list of pKa values used in calculating
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Amino Acid Default pKa Value
R - Arginine 12
D - Aspartic Acid 4.05
E - Glutamic Acid 4.45
H - Histidine 5.98
K - Lysine 10
C - Cysteine 9
Y - Tyrosine 10
charge on the amino acid side chains is shown in Table 1
Using the values from Table 1 and
starting with a pH of 7, the algorithm
looks at each individual amino acid in
the sequence and computes its charge.
Each individual amino acid charge is
then added to a running total of charge,
resulting in total charge for the protein.
If the total charge is greater than 0.005
or less than -0.005, the pH value used in
, ,
. ,.
, , , ,
Table 1. Default pKa values used in originalpi
the calculation is admsted and the charge ,. , .f,J
prediction algorithm
calculation is repeated. This cycle continues until the total charge is reported to be between
-0.005 and 0.005, practically zero. Finally, the pH value resulting in a net charge of zero on the
protein is returned, and considered the pi value for that protein. While the pKa values are heavily
relied on in this calculation, variables such as post-translational modifications and charge-charge
interactions are left unaccounted for, significantly affecting prediction accuracy[3].
In 2005, Matthew Conte performed sequential analyses on numerous proteins from the E.
coli proteome, obtained from the Swiss 2DPAGE database[3, 7]. In doing so, he uncovered a
correlation between the occurrence of charged dipeptides in the sequence and the level of
discrepancy between experimental and predicted pi, known in his study as well as this one as Apl
[3]. His results showed that the higher the number of charge-charge dipeptides in the sequence,
the greater the deviation between actual and predicted pi value for that protein [3].
The pi calculation is based on the pKa values for the amino acid side chains. Based on his
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results, our hope was to derive new pKa values using a genetic algorithm. As in Conte's work,
Escherichia coli was the proteome of choice. E. coli is thought to have a relatively low number
ofpost-transcriptional modifications such as methylation and phosphorylation, and it is one of
the most widely studied bacteria in science, making it an ideal subject[3]. Furthermore,
experimental isoelectric point data from only one group was used, assuring consistency in lab
practices and data submission[3,9].
Now a cornerstone in biology, evolution and the underlying theory ofnatural selection are
accredited to Charles Darwin after his research in the mid
19th
century [4]. His theory ofnatural
selection proposed that individuals best adapted to their surrounding environment are more likely
to survive and mate. Over time, those with the less-favorable traits die out, while favorable traits
are passed on, eventually introducing adaptations into the population.
Evolutionary computation models like the genetic algorithm (GA) used in this study loosely
follow Darwin's theories. In this case, each individual in the population is a set ofpKa values
used to accommodate the charge-charge amino acid pairs that normally hurt the accuracy ofpi
prediction. In each generation, the most well adapted individuals are those that lead to the most
accurate pi prediction, and are known as the fittest of the population.
According to evolution, the fittest individuals are those most likely to survive and mate, so
the fittest from each generation automatically survive into the next. Over time, simulated
processes ofmutation, crossover and recombination are applied to each generation, resulting in a
population of the best possible individuals. Further details regarding the workings of the GA are
found in Section 2.4, entitled "The Genetic Algorithm".
Methods
ExPASv 2DPAGE Database
The ExPASy server's Swiss 2DPAGE database (http://ca.expasy.org/ch2d/)
contains vast
2DE gel information for human, mouse, Arabidopsis thaliana, Dictyostelium discoideum,
Escherichia coli, Saccharomyces cerevisiae, and Staphylococcus aureus
(N315))[7]. For each
protein in the database, information regarding experimental pi value, molecularweight,
experimental methods, references, and a photo of the actual gel run in the experiment is
available[7].
Because many groups have contributed to this database, it is not uncommon to find multiple
submissions for any one protein. For that reason and to keep experimental practices consistent,
only those entries from Tonella were used in this study[9]. For ease ofuse, the Swiss
2DPAGE
allows for the information to be downloaded into a tab delimited text file to be imported to a
spreadsheet14]. The fields available in this file include gene name, description, Swiss 2DPAGE
accession number, spot ID, experimental pi, experimental molecular weight, mapping methods,
comment topics and a reference to the group carrying out the experiments.
Trimming the Data Set
After obtaining the initial Tonella data set containing roughly 340 proteins, it was not
uncommon to see up to eight entries for any one protein. Again, duplications are a result of
post-
translational modifications that cause a change in pI/MW on the protein, leading to a unique spot
on the gel. Because most of these duplicate pi values were quite similar (often within .01 of one
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another), an average pi value was taken to represent the protein in the data set, and the remaining
duplicates removed. In the event that drastically different pi values were recorded, only the first
entry was saved, and that protein was omitted from training the genetic algorithm later in the
study.
170 proteins remained after all duplicates were removed from the data set, which were then
broken into four groups based on the difference between experimental and predicted pi value,
known as jpKO.l, 0.1<_pl< 0.3, 0.3<_pl<0.7, and (Appendix A). The greatest
concern for this study were proteins found in the and 0.3<_pl<0.7 data sets, with
expectations that improving those predictions would greatly improve the overall accuracy level
for the algorithm. For a complete listing of the proteins used after trimming, see Appendix A.
Sequence Gathering
All Swiss 2DPAGE protein entries are cross-linked with the Swiss-Prot database, making it
possible to acquire FASTA formatted sequence through the NCBI Batch Entrez search[15]. To
use this tool, a simple list of the 170 protein accession numbers was uploaded to the NCBI,
which returned all 170 proteins in FASTA format. To easily associate the experimental pi value
with the protein sequence, each experimental value was manually entered into the second line of
the respective FASTA file of that protein. This resulted in one large FASTA formatted file
containing all 170 proteins, complete with accession numbers, pKa value and sequence. A perl
script then parsed this file and saved each protein sequence separately, basing the file name on
the protein's accession number. Finally, another short program was written to read in all 170
protein sequences and sort them according to the difference between experimental and predicted
pi value. All data files used in this research have been saved into a compressed folder and can be
obtained at http://www.rit.edu/~cdp351 1/thesis/
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Training & Testing Data
After this organization was complete, each data set was run through the algorithm in the
following manner. First, a folder was made to contain "training
data,"
which contained four
proteins chosen from the data set. Each of these proteins was deemed acceptable (only one
Swiss 2DPAGE submission per protein) and was automatically read from the directory by the
GA, which requires directory name as input. The algorithm was then set to run starting with a
randomly generated population. After 80 generations on average, the ideal set ofpKa values that
resulted in the best overall pi prediction for that data set was displayed.
Next, a similar run was carried out on four new proteins, known as
"testing"
data. This
time, the initial population was seeded with a chromosome representing the fittest values from
the previous run. Theoretically, if the pKa values found in the previous run lead to an accuracy
increase for the training data, they could be expected to make a positive impact on accuracy for
similar proteins from the same organism. Again, the results were collected, compared to the
original, and the 4 proteins previously known as testing data were added to the training data.
All eight proteins were then run at once, this time being seeded with two chromosomes, one
from the original training run and one from the first testing run. The results from this were then
used to seed four new proteins that become the testing set. This process continued until all
acceptable proteins from the data set were a part of the training data, giving the best overall pIQ
values for that set.
The Genetic Algorithm
The genetic algorithm, written in the Java programming language, was the driving force
behind this project. As previously indicated, the GA is set up to loosely simulate evolution and
follows Charles Darwin's theory of "survival of the fittest". As mentioned, the original
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prediction algorithm steps through the sequence, looking at one amino acid at a time. In the
following sections, the ideas and code behind the algorithm are explained.
The Chromosome
The first step in any GA is to develop an initial population ofwhat are called
chromosomes[4]. A chromosome is an object representing the parameters used to optimize the
problem at hand. For the purposes of this experiment, a chromosome could be defined as an
array ofbinary integer values that represent pKa values, one for each dipeptide of interest. For
example, ifwe wanted to represent an arginine when it occurs next to another arginine, or an
arginine next to an aspartic acid (as they might occur in the protein sequence), the array might
hold values such as "001
1"
or "0110". When converted to integers, these binary strings equal
"3"






Each chromosome then holds the entire set of pKa values used to optimize the pi prediction
algorithm. The initial population is obtained by using a random number generator, providing a
number between 0 and 14 inclusive to represent to represent each pIQ value.
Fitness
After the initial generation is in place, each chromosome is tested for what is known as its
"fitness."
As noted, each chromosome holds the parameters that are utilized in the prediction
algorithm, outputting a predicted pi value. In this experiment, a chromosome's fitness can be
defined as the average difference between the experimental and predicted pi value for each
protein being tested. Therefore, ifwe have 100 chromosomes and are testing on a set of 10
proteins, that means that for each generation, the fitness value is calculated 1,000 times. Testing
on the entire data setmeans 100 chromosomes tested on 170 proteins, for 17,000 calculations per
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generation.
Found in the fitness function, the pi prediction algorithm is simply the original algorithm,
modified to look at two amino acids at a time. For example, the original algorithm would see a
"K"
in the sequence and assign it a pKa value of 10. Instead, the modified algorithm sees the K
and then checks the amino acid immediately following. If it is an amino acid with a charged side
chain, like arginine for example, the function looks at the current chromosome and extracts the
corresponding pKa value for K-R, and assigns it to K. After doing so, the algorithm steps ahead
one spot and sees the R, and then repeats the process. The overall fitness then depends on how
well the parameters found in the chromosome work, or how close the resulting pi prediction ends
up being to the experimental pi.
After all chromosomes in the generation have been assigned a fitness value, they are sorted.
The top 5% fittest chromosomes are called
"survivors,"
and are automatically placed in the next
generation. Remaining chromosomes are chosen in pairs to represent parents, and they are
mated to produce two new offspring.
Tournament Selection
The method by which chromosomes are chosen formating is known as a
"tournament"
selection. Many variations of tournament selection exist, with the chosen method mostly being
personal preference. In this case, the tournament selection starts out by selecting 4 chromosomes
at random, excluding the surviving 5%. From the four selected chromosomes, the two with the
best fitness values are mated by crossover. For example, consider the following parent
chromosomes:
ParentA = 1010 1100 0011 0101
ParentB =1111 0000 1 100 001 1
Now, consider the possible children resulting from a cross ofParentA and ParentB:
ChildA = 1010 1000 1 100 001 1
ChildB = 1111 0100 0011 0101
Notice the effects that this crossover had on the second pKa values for these chromosomes.
Initially, the second pKa value listed in ParentA had a value of "1
100"
or 12, while ParentB was
"0000"
or 0. Following the crossover, ChildA has
"1000"
or 8 while ChildB has "0100", or 4.
By implementing this type of crossover, as well as introducing random mutation of individual
bits, numerous variations can be quickly introduced into the population, simulating evolution
(see the sections on crossover and mutation formore information). The tournament selection
repeats, again selecting four chromosomes at random and mating the fittest two, until the new
generation contains the desired amount of chromosomes (default set to 100 for this experiment).
Crossover
To keep the mating process unbiased, crossover and mutation were both implemented
randomly. As mentioned, a crossover requires two parent chromosomes, and results in the
creation of two offspring. First, a crossover point is determined using a random number
generator. Because a Chromosome object is actually an array ofbinary strings, this
determination must actually be done in two steps:
1 . Randomly select an index in the Chromosome array to set the crossover point in. This
should be a number from 0-24 inclusive and points to one four bit pKa value.
2. Within the string selected at that index, choose a point to cross over. Each string has a
length of4 bits, so this value must be between 0 and 3 inclusive.
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After the crossover point is selected, the crossover is carried out as previously demonstrated,
with second halfof one chromosome added to the first halfof the other, and vice versa.
Mutation
Mutations are simply another way to introduce variation into the population and occur
roughly 5% of the time. Although different from the crossover, they work in a similar manner.
After the two random selections are made, the selection is simply flipped from 0 to 1 or 1 to
zero.
For instance:
ChromosomeA before mutation = 1001 1011 0011 0101 0111
IfChromosomeA was to be selected formutation and the second position in the array, third
position in that string were selected, the mutation would end up as follows:
ChromosomeA after mutation = 1001 1001 0011 0101 0111
The resulting Chromosome has gone from having a pKa value of 1 1 in the second position to
one having a pKa of 9, which could have a significant impact on the overall pi prediction.
Mutation of fit chromosomes could have a detrimental effect on overall population fitness. To
avoid this problem mutation rates are kept low, no higher than 5%.
In addition to automatically being placed into the next population, the fittest chromosomes
are saved after each generation. If after a pre-determined number ofgenerations (always
between 50 and 150 in this study), the fittest chromosome has not changed, that fitness is




Containing roughly 800 lines of code (comments included), the program consisted of three
classes, the Generation class, the Chromosome class, and the Evolve class. See Table 1 for an
explanation of each of the three classes and the important functions within those classes.
Class Name Explanation
Chromosome.class Used for representing pKa values for the dipeptides in question, a
Chromosome object is an array ofbinary strings used to represent integers.
This class is used to perform operations such as:
Random creation ofnew chromosomes
Mating(crossover) and offspring creation
Fitness determination
Information gathering from Chromosomes themselves
Generation.class The Generation class is a sort of container for the chromosomes in each
population. Availability of a Generation object becomes especially useful
when passing the surviving chromosomes from one generation to the next.
Functionality contained within this class includes:
Creation of initial, random generation
Creation of a new generation based on chromosomes from the
previous generation (aforementioned tournament selection)
Utilities for accessing individual chromosomes within the
generation
Sorting by fitness level
Introduction ofmutations
Utilities for reporting results
Evolve.class The smallest class of the three, Evolve is simply used to get the algorithm
running and to determine when to end the evolving process. Mostly all
actual functionality is borrowed from the other classes, so this class can be
thought of as an organizer of the entire process.
Table 2. The list ofJava classes comprising the genetic algorithm and their role in theprocess.
The previous section gives an overall idea ofhow the genetic algorithm works. For the
complete source code, fully commented and complete with instructions, see Appendix B.
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Results
An Example Genetic Algorithm Run
Figure 2 shows the progress made by a genetic algorithm when run on a set of five
proteins. This is only meant to display the manner in which the GA arrives at its conclusion,
and
doesn't directly correspond to the final results.










5 10 15 20 25 30 35 40 45 50
# of Generations
Figure 2. This graph shows progress made by the genetic algorithm on a set of
five randomly chosen proteinsfrom theApl > 0.7 data set
The five proteins were selected at random from the Apl > 0.7 data set for use in this
example. Typical ofmost GA runs, the algorithm makes quick improvements early in the run,
and starts to slow as time progresses. When considering the later results, the rapid convergence
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seen here is most likely an indication that the underlying theories behind the GA need to be
strengthened.
In this example, the algorithm was allowed to run for 50 generations without any
improvement on the top fitness value. Great improvements can be noted for the proteins in this
example, as the Apl values went from being over 0.7 on average to having an average Apl of
0.03. Unfortunately, results like these are uncommon when using a larger number of protein
sequences.
Suggested pKa Values
The genetic algorithm was run on four different protein data sets before being run on the
complete Escherichia coli data. Each of the four sets corresponded to a different level of
discrepancy between experimental and predicted pi values (Apl), and the results of these runs are
shown below in Table 3.
Dipeptide Pair I)ata Set UsedlinGA
Apl <0.1 0.1 < Apl < 0.3 0.3 < Apl < 0.7 Apl > 0.7 C()mplete
HH 6 12 13 7 1
HK 5 5 3 3 3
HR 1 8 7 10 13
HE 1 11 3 5 3
HD 13 9 7 12 12
HC 9 9 1 11 13
HY 10 8 5 11 12
KH 11 3 6 13 1
KK 5 14 11 1 9
KR 11 12 14 13 12
KE 7 13 1 3 13
KD 14 5 1 10 5
KC 11 14 11 14 14
KY 11 14 5 13 14
RH 12 7 1 1 7
RK 8 9 14 11 11
14
RR 7 11 8 10 5
RE 12 9 9 13 14
RD 9 14 10 10 14
RC 1 1 7 12 9
RY 13 11 5 10 12
DH 5 12 1 13 5
DK 11 1 9 3 1
DR 3 5 5 11 1
DE 3 8 5 3 7
DD 5 1 3 5 5
DC 7 14 3 13 3
DY 5 3 13 3 12
EH 11 1 1 1 1
EK 3 1 2 3 1
ER 5 5 5 3 5
EE 3 3 5 5 7
ED 5 3 6 11 5
EC 13 3 1 1 5
EY 1 10 11 1 1
CH 6 3 3 1 1
CK 11 7 5 3 1
CR 5 9 9 3 3
CE 7 8 1 8 7
CD 3 13 1 10 12
CC 5 1 5 7 10
CY 9 1 3 13 7
YH 13 1 12 13 13
YK 8 13 14 11 12
YR 11 3 1 13 1
YE 12 14 8 1 1
YD 5 9 13 10 10
YC 14 1 13 10 9
YY 12 14 1 13 11
Table 3.pKa values suggested by GAfor incorporation into thepiprediction algorithm. Each
column shows the values suggested when using the data set indicated.
Each column represents the pKa values suggested by the genetic algorithm when running
on a different set ofdata. For instance, the first column ofdata represents the fittest chromosome
from the GA runs using proteins assigned to the Apl < 0. 1 data set. When used in the pi
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prediction algorithm, these dipeptide pKa values resulted in the highest average accuracy level
for that group.
At first glance, there are certain aspects ofTable 3 that stand out as problem areas. Most
notable is the inconsistency when comparing one column to the next. A number of times a value
suggested for use from one data set is very distant from that from another data set. For example,
the GA suggested a pKa value of 6 for histidine when it occurs next to another histidine in the
Apl < 0.1 data set. Moving across to the 0.1 < Apl < 0.3 column, the value suggested for the
same dipeptide pair is much higher, at 12.
In addition, some of the values suggested by the algorithm don't entirelymake sense.
Aspartic Acid has a default value of4.05, but has suggested pKa values upwards of 13 from the
genetic algorithm. A shift of this magnitude seems improbable and is evidence that the fitness
function associated with this GA may need alteration. Alone, this information has little to say
about how each suggested dipeptide pKa has affected the accuracy of pi prediction. In the
following series of graphs, the suggested pKa values from Table 3 are put to the test when the
new Apl values are compared to those of the original pi prediction. Again, the difference
between the original and new algorithms is the incorporation of dipeptide pKa values that were
expected to have a positive effect on the overall prediction accuracy. For complete excel
spreadsheets containing these results, visit http://www.rit.edu/~cdp351 1 /thesis/.
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Effects on pi Prediction
Using ApK 0.1 Data Set
Effects of Modified Algorithm on Apl < 0.1 Data
Set






















Figure 3. A comparison ofApl before and after the incorporation ofdipeptide pKa values into
the prediction algorithmfor the Apl < 0.1 data. UsingpKa values suggested by the GAfor the
Apl<0.1 data set, the pink, jagged line shows Apl values when using the modified algorithm.
The blue line corresponds toApl valuesfor the same protein set when using the original,
unmodified algorithmforprediction.
Further evidence is found in Figure 3, where we see a clear indication that not all proteins
were positively affected by the new prediction method. The blue, gradually increasing line
represents the Apl before addition of dipeptide pKa values and the jagged, pink line shows the
new discrepancy levels. While some improvements can be seen (where the pink line dips below
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the blue), the majority of the results show a negative impact on prediction, especially in those
proteins that previously showed a fairly high level of accuracy. To explain the increasing nature
of the blue line in Figure 3 and the figures to follow is very simple. Prior to creating these
graphs, the proteins were sorted by the original Apl values, which were calculated using the
original pi prediction method.
Using 0.1<ApI< 0.3 Data Set
Effects of Modified Algorithm on
0.1 < Apl < 0.3 Data Set
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Figure 4. A comparison ofpi before and after the incorporation ofdipeptide pKa values into the
prediction algorithmfor the 0.1<pl<0.3 data. Using pKa values suggested by the GAfor the
0.1<ApI <0.3 data set, the pink, jagged line showsApl values when using the modified
algorithm. The blue line corresponds toApl valuesfor the same protein set when using the
original, unmodified algorithmforprediction.
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Similar results are found in Figures 4, 5 and 6, showing both positive and negative
impacts on prediction accuracy. However, it becomes clear that the data sets with greater
discrepancy levels generally yield a greater overall improvement on prediction accuracy.
Consider the comparison ofFigures 3 and 6. On only three occasions did the new prediction
accuracy decrease for the Apl > 0.7 data set (Figure 6), whereas the negative impacts seem to
outweigh the positive for the Apl < 0.1 data. The theme can also be seen in comparing Figures 3
and 5, where there is an accuracy on all but four proteins in the 0.3 < Apl < 0.7 data set (Figure
5).
Using 0.3<ApI< 0.7 Data Set
Effects of Modified Algorithm on 0.3 < Apl < 0.7
Data Set
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Figure 5. A comparison ofpi before and after the incorporation ofdipeptide pKa values into the
prediction algorithmfor the 0.3<pl<0.7 data. Using pKa values suggested by the GAfor the
0.3<ApI<0.7 data set, the pink, jagged line showsApl values when using the modified algorithm.
The blue line corresponds to Apl valuesfor the same protein setwhen using the original,
unmodified algorithm forprediction.
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Using Apl > 0.7 Data Set
Effects of Modified Algorithm on Apl > 0.7 Data Set
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Figure 6. A comparison ofApl before and after the incorporation ofdipeptide pKa values into
the prediction algorithmfor the Apl > 0.7 data. Using pKa values suggested by the GAfor the
Apl>0.7 data set, the pink, jagged line showsApl values when using the modified algorithm.
The blue line corresponds toApl valuesfor the same protein set when using the original,
unmodified algorithmforprediction.
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Using Entire E. coli Data Set
Proceeding the GA runs on each of the four partial data sets, the best chromosome from
each run was used to seed one last run on the entire E. coli data, and those suggested pKa values
were plugged into the algorithm. The results of this run are shown in Figure 7. Again, it is
evident thatmost improvements came for those proteins with high Apl values, while the
modified algorithm faltered for the more accurate proteins.
Effects of Modified Algorithm on Complete Data Set











1 1 1 1 1 1 1 1 1 1 m 1 1 1 1 1 1 1 1 ifII 1 1 M 1 1 1 1 M 1 1 1'l u 1 1 1 1 N l
E. coli Protein Data Set
Figure 7. A comparison ofApl before and after the incorporation ofdipeptide pKa values into
the prediction algorithmfor the complete E. coli data. Using pKa values suggested by the GA
for the entire data set, the pink, jagged line shows Apl values when using the modified algorithm.
The blue line corresponds to Apl valuesfor the same protein set when using the original,
unmodified algorithm forprediction.
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Furthermore, the entire data set was used to test the modified algorithm when incorporating
pKa values from the Apl < 0. 1 , 0. 1 < Apl < 0.3, 0.3 < Apl A 0.7 and Apl > 0.7 data sets and the
corresponding results can be found in figures 8, 9, 10, and 11. Again, the inaccuracies tend to
overshadow the positive effects had on pi prediction.
Effects on Entire E. coli Data Set Using Values Predicted in Apl < 0.1 Data
Effects of Modified Algorithm on Complete Data Set Using
Values Suggested from ApKO.l Data
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Figure 8. A comparison ofApl before and after the incorporation ofdipeptide pKa values into
the prediction algorithmfor the complete E. coli data. Using pKa values suggested by the GA
for the Apl<0.1 data set, the pink, jagged line shows Apl values when using the modified
algorithm. The blue line corresponds to Apl valuesfor the same protein setwhen using the
original, unmodified algorithmforprediction.
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EffectsonEntire E. coli Data Set Using Values Predicted in O.K Apl < 0.3 Data
Effects of Modified Algorithm on Complete Data Set
Using Values Suggested from 0.1 < Apl < 0.3 Data
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Proteins in E. coli Data Set
Figure 9. A comparison ofApl before and after the incorporation ofdipeptide pKa values into
the prediction algorithmfor the complete E. coli data. Using pKa values suggested by the GA
for the 0.1<ApI<0.3 data set, the pink, jagged line shows Apl values when using the modified
algorithm. The blue line corresponds to Apl valuesfor the same protein set when using the
original, unmodified algorithmforprediction.
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Effects on Entire E. coli Data Set Using Values Predicted in 0.3 < Apl < 0.7 Data
Effects of Modified Algorithm on Complete Data Set
Using Values Suggested from 0.3<ApI<0.7 Data
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Proteins in E. coli Data Set
Figure 10. A comparison ofApl before and after the incorporation ofdipeptide pKa values into
the prediction algorithmfor the complete E. coli data. Using pKa values suggested by the GA
for the 0.3<ApI<0.7 data set, the pink, jagged line shows Apl values when using the modified
algorithm. The blue line corresponds to Apl valuesfor the same protein set when using the
original, unmodified algorithmforprediction.
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Effects on Entire E. coli Data Set Using Values Predicted in Apl > 0.7 Data
Effects of Modified Algorithm on Entire Data Set
Using Values Suggested from Apl>0.7 Data














Proteins in E. coli Data Set
Figure 11. A comparison ofApl before and after the incorporation ofdipeptide pKa values into
the prediction algorithmfor the complete E. coli data. Using pKa values suggested by the GA
for the Apl > 0.7 data set, the pink, jagged line shows Apl values when using the modified
algorithm. The blue line corresponds to Apl valuesfor the same protein set when using the
original, unmodified algorithmforprediction.
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As an alternative method for displaying these results, average Apl values for each data set
are shown in Table 4. Although the overall accuracy appears to have decreased slightly, from
0.31 to 0.33 on average, the average Apl value was decreased by about0% in the 0.3 < Apl < 0.7
data set, and by roughly 30% for proteins in the Apl > 0.7 set. While the problem ofprediction
accuracy clearly still remains, these results may be a step in the right direction.
Average Apl Values Before and After
Table 4 shows the average Apl values for each data set before and after incorporation of
dipeptide pKa values in the prediction algorithm.
Data Set Original Avg. Apl Modified Avg. Apl
ApKO.l 0.0455 0.0970
0.1<ApI<0.3 0.18 0.17
0.3 < Apl < 0.7 0.5060 0.2782
Apl > 0.7 1.1148 0.8403
Complete Set 0.3069 0.3340
Complete Set Using
ApKO.l Values 0.3069 0.3583
Complete Set Using
0.1<ApI<0.3 Values 0.3069 0.3793
Complete Set Using
0.3<ApI<0.7 Values 0.3069 0.3627
Complete Set Using
Apl > 0.7 Values 0.3069 0.3810
Table 4. A comparison ofaverage Apl valuesfor each data set
between original andmodifiedprediction algorithms.
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Discussion
Overall, it appears that our learning algorithm wasn't completely effective in improving
on isoelectric point prediction in proteins. While one can only speculate as to exactly why the
results appeared as they did, one idea was that the training data set was insufficient for the GA to
produce reasonable results.
To test this theory, a final experiment was performed that is known as a
"leave-one-out"
approach. This approach addresses the training set problem by including all but one protein in
the training data. For example, in a data set that contains 170 proteins, the first GA training run
included protein #s 2 - 170, while protein #1 was set aside as the testing data. After collecting
pKa values from the GA run on the training data, those values were incorporated into the pi
prediction algorithm to test their effects on prediction for the testing data, or protein #1. This
information, including experimental pi value, predicted pi value, and predicted pi value from the
modified algorithm, was then recorded into a table.
After recording the data, protein #1 was put back into the set of proteins and protein #2
was removed and set aside as the testing data. Again the GA was run and results were collected
and recorded as they were in the first run. Next, protein #2 was re-introduced into the data set
and protein #3 was removed and set aside, and this process was repeated over and over. When
each of the 170 proteins in the data set had at one time been set aside as testing data, the
experiment was complete. The next step was to compare average Apl values of the original and
modified pi prediction algorithms.
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Using the original prediction algorithm, the average Apl was 0.31. Using the leave-one-out
approach to optimize the pi prediction showed a significant decrease in accuracy, ending up with
an average of 0.47. While this wasn't the result that was hoped for, it is consistent with results
from the previous experiment where we were unable to improve on overall prediction accuracies
for the complete data set.
Vast possibilities exist for expanding on this work in an attempt to significantly improve
our pi prediction algorithm. First, cutting down the list of dipeptides in the chromosome might
make the genetic algorithm more efficient in its results. Throughout the GA runs, it became
clear that chromosomes containing notably different pKa values could oftentimes result in very
close fitness values. If those dipeptides were greatly impacting the prediction algorithm, we
would expect to see consistent results. Instead, the inconsistencies might indicate that the
charges on the side chains of these adjacent amino acids do not affect one another to a large
extent, in which case trying to account for them may actually hurt prediction accuracy. The
study to accomplish this might include a comparison of sequence characteristics between the
positively and negatively affected proteins. By narrowing the search space in this manner, the
chances ofhaving a positive effect without the negative repercussions should increase.
Another problem area in this study and possibility for further research might involve
limiting how far the suggested pKa values are allowed to deviate from the default. As previously
mentioned, some of the pKa values were more than doubled in the modified prediction algorithm.
To illustrate this problem, we might consider any randomly chosen dipeptide, like a histidine-
aspartic acid combination, for instance.
Histidine has a default pKa of 5.98, but when it occurred next to aspartic acid in the Apl >
0.7 data set, the GA suggested using a value of 12. At this point, we need to question how many
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times the H-D dipeptide occurred in this data, which is the smallest set of the four. At the start of
the GA runs, all pKa values are randomly generated, so if there were a low occurrence ofH-D
combinations in any data set, the fitness value wouldn't be affected as much as it is by highly
occurring dipeptides. In turn, this means that outrageous pKa values might not end up being
replaced and could survive in the fittest population.
This point could be used to explain the results when running on the complete data set.
Again, the pKa value for H-D was suggested to be 12. For this example it is important to keep in
mind that the GA run using the complete data set was initially seeded with the top chromosomes
from each of the four previous runs. This means that the top chromosome from the Apl > 0.7 run
was used, immediately introducing a pKa value of 12 into the population. Even in the instance
that the chromosome wasn't in the top 5% fitness level and didn't survive to the next generation,
it's likely that the value of 12 for H-D stayed intact through a series ofmating and crossover
events. If at some point the chromosome containing that pKa value was in the top 5% of fitness
levels, it was automatically moved to the next generation, saving that value for the histidine -
aspartic acid pair.
Over time, the fittest chromosomes end up being reproduced more readily, which in this
example would mean that the value of 12 for the H-D pair dominates the population even though
it might not have a significant effect on prediction accuracy. Eventually, this value is
incorporated into the algorithm, and could end up having a negative impact on the prediction.
Therefore, by limiting how far the pKa values can deviate, it would decrease the negative impact
in cases such as this, and might not overshadow the suggested pKa values that really are having a
positive effect.
A third approach might be to expand on the chargeable groups and introduce uncharged
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amino acids into the equation. Previous research has shown that N-terminal asparagine had a
significant impact on the predicted pi value [5]. Although the means by which this occurs
remain unclear, one possibility may be that the hydrophobic, uncharged amino acids interfere
with charged, adjacent side chains when in contact with water. Although possibilities are
extensive for this type of research, one method of attacking this problem might be to consider
events where a hydrophobic amino acid rests between charged side chains. Similar to the
research presented here, an evolutionary programming approach could be used in attempt to find
pKa values that remedy the problem.
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Conclusion
This thesis work has investigated the possibility of improving isoelectric point prediction
by using evolutionary programming to account for charge-charge interactions within the
sequence. While an increase in accuracy was seen on a small scale, it was not substantial enough
and was overshadowed by decreases in accuracy in other areas. For that reason we cannot say
our work has resulted in a better algorithm. However, isoelectric point prediction is a difficult
problem that still has much room for investigation. While the results failed to yield evidence to
an overall accuracy increase, the information presented here puts us one small step closer to a
successful pi prediction and provides a genetic algorithm that may prove useful in future studies.
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Appendix A - Escherichia coliData Set
Protein Actual pi Predicted |Actual-Pred| Color Codes:
P0AE08 5.05 5.050048828 4.88E-05 ApKO.l
P05055 5.13 5.129943848 5.62E-05 0.1<ApK0.3
P45578 5.2 5.200439453 4.39E-04 0.3 < Apl < 0.7
P0AEZ9 5.74 5.7421875 0.0021875 Apl > 0.7
P37689 5.15 5.152587891 0.002587891
P0ABB0 5.81 5.806274414 0.003725586
P0A6L0 5.52 5.514892578 0.005107422
P13029 5.16 5.16583252 0.00583252
P61714 5.19 5.183349609 0.006650391
P23869 5.51 5.502929688 0.007070312
P09030 5.8 5.807983398 0.007983398
P0AEZ3 5.28 5.26965332 0.01034668
P0A7A9 5.06 5.049194336 0.010805664
P0A6P1 5.22 5.234619141 0.014619141
P0AFU8 5.67 5.655029297 0.014970703
P0ABB4 4.95 4.932983398 0.017016602
P0A817 5.1 5.121826172 0.021826172
P0AB71 5.56 5.537109375 0.022890625
P36683 5.24 5.263671875 0.023671875
P0ACU7 5 4.973144531 0.026855469
P0A6E4 5.28 5.252563477 0.027436523
P0A6F5 4.91 4.879150391 0.030849609
P00509 5.53 5.561035156 0.031035156
P39172 5.58 5.611450195 0.031450195
PI 6703 5.47 5.437988281 0.032011719
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P0AE67 4.95 4.915039063 0.034960938
P0ADU2 5.77 5.807128906 0.037128906
P0A9C3 4.9 4.860778809 0.039221191
P0A877 5.38 5.338867188 0.041132812
P0C054 5.63 5.588378906 0.041621094
P62707 5.82 5.861816406 0.041816406
P0A799 5.15 5.107299805 0.042700195
P0AAI9 5.03 4.98425293 0.04574707
P0A6M8 5.21 5.256408691 0.046408691
P26646 5.6 5.648193359 0.048193359
P07004 5.39 5.438842773 0.048842773
P0A6D3 5.34 5.389282227 0.049282227
P0A7Z4 5.04 4.988952637 0.051047363
P0A870 5.08 5.132080078 0.052080078
P63284 5.44 5.383728027 0.056271973
P0A796 5.43 5.487548828 0.057548828
P08312 5.74 5.799438477 0.059438477
POAGEO 5.41 5.472167969 0.062167969
P0A6G7 5.6 5.537109375 0.062890625
P0A6F9 5.23 5.166259766 0.063740234
P0A7F3 7.01 6.941894531 0.068105469
POAE18 5.71 5.638793945 0.071206055
P24216 4.96 4.888549805 0.071450195
P09832 5.48 5.551635742 0.071635742
P23721 5.47 5.391845703 0.078154297
POA850 4.93 4.849884033 0.080115967
P0AB55 5.29 5.208984375 0.081015625
P76149 5.38 5.46105957 0.08105957
P0AG67 4.99 4.908416748 0.081583252
PI6659 5.06 5.146606445 0.086606445
P0AA25 4.8 4.711669922 0.088330078
P0A9A9 5.78 5.688354492 0.091645508
P08142 5.22 5.314086914 0.094086914
PI8843 5.34 5.434570313 0.094570313
POAC55 5.78 5.875488281 0.095488281
P05194 5.31 5.213256836 0.096743164
P0A6Y8 4.96 4.863128662 0.096871338
P0A9M5 5.44 5.538818359 0.098818359
P0A6D7 5.18 5.280761719 0.100761719
POAEDO 5.2 5.097900391 0.102099609
P0A9D2 5.76 5.863525391 0.103525391
P06960 5.73 5.625976563 0.104023438
34
P0A8G6 5.51 5.615722656 0.105722656
P0AG78 6.49 6.596679688 0.106679687
P0AEQ3 7.32 7.435791016 0.115791016
P60595 5.24 5.359375 0.119375
P0ABU2 5.02 4.900085449 0.119914551
P0A7L0 8.24 8.115966797 0.124033203
P0ABD8 4.78 4.654846191 0.125153809
P0AF03 4.84 4.965454102 0.125454102
P04949 4.7 4.573669434 0.126330566
P68066 4.98 5.106445313 0.126445312
P0A6E6 5.34 5.46875 0.12875
P0A6A3 5.72 5.8515625 0.1315625
P75797 7.32 7.186279297 0.133720703
P29744 4.82 4.683044434 0.136955566
P09029 5.75 5.612304688 0.137695313
P61889 5.49 5.629394531 0.139394531
P00547 5.33 5.472167969 0.142167969
P0A7E1 7.28 7.13671875 0.14328125
P67910 4.98 4.835571289 0.144428711
P0AGD3 5.45 5.595214844 0.145214844
P0A9A6 4.83 4.680480957 0.149519043
P00946 5.16 5.31237793 0.15237793
P12758 5.66 5.82421875 0.16421875
P0A955 5.43 5.595214844 0.165214844
P0A8M0 5.01 5.195739746 0.185739746
P69783 4.95 4.762939453 0.187060547
P0AFC7 5.42 5.612304688 0.192304688
P0A9Q9 5.2 5.393554688 0.193554687
P25553 5.29 5.095336914 0.194663086
P0AEX9 5.23 5.435424805 0.205424805
P28635 4.95 5.156860352 0.206860352
P0A9G6 4.98 5.189758301 0.209758301
P0A6W5 4.95 4.73815918 0.21184082
P39177 6.25 6.037841797 0.212158203
P0A862 5.02 4.800537109 0.219462891
P0A715 6.1 6.323242188 0.223242188
P0AC69 4.96 4.727050781 0.232949219
P0A7N1 8.3 8.065551758 0.234448242
P0ABU5 4.92 4.685180664 0.234819336
P0A7K2 4.87 4.633056641 0.236943359
P0AES9 4.84 5.0859375 0.2459375
P0AD96 5.31 5.561889648 0.251889648
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P38489 5.55 5.812255859 0.262255859
P0AEK4 5.33 5.595214844 0.265214844
P0A6N1 5.58 5.314086914 0.265913086
P0A855 7.05 6.78125 0.26875
P46850 5.65 5.928466797 0.278466797
P0A9C5 5 5.282470703 0.282470703
P35340 5.2 5.485839844 0.285839844
P0A9M2 5.38 5.080810547 0.299189453
P04036 5.11 5.46105957 0.35105957
P37902 7.87 7.516113281 0.353886719
P0A940 5.33 4.967163086 0.362836914
P0A763 5.19 5.557617188 0.367617187
P0A8X2 5.2 5.591796875 0.391796875
P63020 4.96 4.568115234 0.391884766
P76290 5.8 5.373046875 0.426953125
P04816 5.08 5.516601563 0.436601562
P0A8Q6 5.4 4.959472656 0.440527344
P0AG82 6.85 7.293945313 0.443945313
P0ABT2 5.27 5.718261719 0.448261719
P09551 5.17 5.622558594 0.452558594
P08200 4.7 5.17565918 0.47565918
P0A8P3 5.46 5.937011719 0.477011719
P23847 5.71 6.196777344 0.486777344
P37329 6.7 7.187988281 0.487988281
POAEUO 4.99 5.489257813 0.499257812
P0AEE5 5.19 5.697753906 0.507753906
P0AFK9 4.76 5.270507813 0.510507813
P0ADG7 5.49 6.017333984 0.527333984
PI6700 6.58 7.128173828 0.548173828
P69441 5 5.567871094 0.567871094
P0AFZ3 5.01 4.428833008 0.581166992
P23843 5.47 6.052368164 0.582368164
P69797 5.17 5.755859375 0.585859375
P0AGE9 5.73 6.321533203 0.591533203
P0A6P9 4.74 5.344848633 0.604848633
P18335 5.19 5.797729492 0.607729492
P0A858 5.01 5.649047852 0.639047852
P31663 5.25 5.926757813 0.676757813
POCOVO 8.01 7.329833984 0.680166016
P0A879 5.03 5.717407227 0.687407227
tUUBUBSBBBBKNUtt
P0ADG4 5.71 6.453125 0.743125
P30859 5.07 5.813964844 0.743964844
36
P00894 8.11 7.352050781 0.757949219
P0AET2j 5 5.762695313 0.762695313
P0A910 : 5.23 5.996826172 0.766826172
P61316 , 5.52 6.306152344 0.786152344
P0ABK51 4.95 5.843017578 0.903017578
P0ADE8 \ 6.11 5.179931641 0.930068359
P0ADA3 8.84 7.902770996 0.937229004
P0AFL3 8.52 7.567382813 0.952617187
P76002 9.2 8.246704102 0.953295898
POAFGO 5.4 6.37109375 0.97109375
P0AD59 5.33 6.306152344 0.976152344
P0AEM9 5.19 6.230957031 1.040957031
P0A7R1 5.1 6.186523438 1.086523438
: P77348 8.55 7.314453125 1.235546875
P0A9B2 5.32 6.583007813 1.263007812
P33136 8.04 6.608642578 1.431357422
P00811 9.06 7.55456543 1.50543457
P0ADV7 10.3 7.978393555 2.321606445
P68919 10.6 8.2578125 2.3421875
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* date: September, 2006
*
* Class for construction andmanipulation of a chromosome, which contains
* information regarding pKa values for amino acid triplets
*/
public class Chromosome {
private String[] chromosome; //array representing the chromosome
//chromosome labels
private static Stringf] represented;
* default constructor (randomly assigned values)
*













for(int i=0; i<represented.length; i++) {
















create an empty chromosome of specific length
**************#************************************************/
public Chromosome(int length) {




create a chromosome based on an input string array
************************************************************








return the length of the chromosome array
***************************************************************/







return the current pKa value for the specified array index in binary format
* @param: arraylndex - the index corresponding to the represented array
***************************************************************/







return the current pKa value for the specified array index in int form
* @param: arraylndex - the index corresponding to the represented array






mutate the chromosome by flipping a randomly chosen bit
public voidmutate() {








//get the binary value to mutate
String beforeMutation = chromosome[indexToFlip];

































add leading zeros to keep binary values consistent
public String addLeadingZeros(String input, int needed) {
//create a String Buffer to be used for appending 0's
StringBuffer sb = new StringBuffer(input);















return the fitness of the chromosome
*
Majority of this code created by Jill Zapitocny






double fitnesses = 0;






// Calculate charge at a certain pH, starting with a pH of7
double pH = 7;
// pH boundaries used to determine pH where charge is 0
double lowpH = 0, highpH
= 14;
// Length ofprotein sequence
int Plength = pro.length();
// Total charge on the protein at specified pH, initialize to 1
double charge = 1 ;
// Type ofAA: a - acid, b
- base, n - neutral
char type = 'n';
// pK value of specified AA
double pK = 0;
// Calculate total charge at varying pH values until the




// Reset charge to 0
charge
= 0;
// Calculate the charge for each AA until reach end of sequence
// Add the charge for each AA to the value of total charge
for ( int a
= 0; a < Plength; a++ ) {
// Determine appropriate pK value for current AA
// IfAA not acid or base, set to neutral
// and give default pK of 0

























































else if(pro.charAt(a+l) == 'R'){
pK
= (double)(getIntValueAt(9));





















































































































}else if(pro.charAt(a+l) == 'E'){
pK=
(double)(getIntValueAt(31));





































}else if(pro.charAt(a+l) == 'D'){
pK
= (double)(getIntValueAt(39));
}else if(pro.charAt(a+l) == 'C'){
pK
= (double)(getIntValueAt(40));





























}else if(pro.charAt(a+l) == 'C'){
pK = (double)(getIntValueAt(47));








default : type = 'n'; pK = 0; break;
}
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-Math.pow( 10, pH-pK ) /
( 1 +Math.pow( 10, pH-pK ) );
}
// Calculate charge for bases, then add to total charge
if(type=='b'){
charge +=1/(1+Math.pow( 10, pH-pK ) );
}
// Calculate charge on C-terminus and add to total charge
charge
+=
-Math.pow( 10, pH-2.18 ) /
( 1 +Math.pow( 10, pH-2.18 ) );
// Calculate charge on N-terminus and add to total charge
charge +=1/(1+Math.pow( 10, pH-9.53 ) );
}
// If total charge is greater than +0.005, then
// set pH to a higher value and recalculate charge
if( charge > 0.005 ) {
// Set lower pH limit to value ofcurrent pH
lowpH = pH;
// Set new pH to a value midway between current pH
// and upper pH limit
pH = (lowpH + highpH) / 2;
}
// If total charge is less than -0.005, then
// set pH to a lower value and recalculate charge
if( charge < -0.005 ) {
// Set upper pH limit to value ofcurrent pH
highpH = pH;
// Set new pH to a value midway between current
// pH and lower pH limit
pH = ( lowpH + highpH) 12;
}
}
double tmpDifference = (double)(Math.abs(pH-actualPI));
fitnesses += (tmpDifference * tmpDifference);
}
//Method returns the average of the fitnesses for that chromosome








used to set a value in the chromosome








mate two chromosomes by crossing over
*
convert them to strings first to simplify the process
******************************#********************************/
public static Chromosome[] crossover(Chromosome a, Chromosome b) {
int crossPoint = (int)(Math.random()
*
a.getLengthO);
Chromosome newA = new Chromosome(a.getLengfhO);
Chromosome newB = new Chromosome(b.getLength());






















































public static voidmain(String args[]){
Chromosome myChromosome = new Chromosome();
myChromosome.printBinaryO;
System.out.println("");

















print the binary representation of the chromosome
***************************************************************/
public void printBinary() {































* date: September, 2006
*




private final int POPULATION SIZE = 100;
private final int SURVIVTNG_NUMBER = (int)(POPULATION_SIZE * 0.05);
private Chromosome[] generation, survivors;
private double[] fitnessArray;









for(int i=0; ^POPULATION SIZE; i++){











* Constructor for a generation resulting frommating
*
First, pass the surviving chromosomes on to the new generation
*
Secondly, mate the remaining chromosomes and add them to the new generation
********************************************************************/
48









//put the incoming 5% of fit chromosomes in the new generation
//update the fitness array for the new generation






int[] templndeces = new int[4];
Chromosome parentA, parentB;
for(int j=SURVIVING_NUMBER; j<(POPULATION_SIZE-2);j+=2) {




* (POPULATION_SIZE - 4)) +
(SURVrVING_NUMBER - 1));
}



















int howMany = POPULATIONSIZE - generation.length;
for(int k=(POPULATION_SIZE - howMany)-l; k<POPULATION_SIZE; k++){









* Constructor for an initial, biased generation
* Takes an array of good chromosomes as input
*
First, pass in the surviving chromosomes
********************************************************************/
public Generation(Chromosome[] surviving) {
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generation = new Chromosome[POPULATION_SIZE];
fitnessArray = new double[POPULATION_SIZE];






for(int j=surviving.length; j<POPULATION_SIZE; j++) {










* determine a random chromosome to generate, then call the mutate
* function on that chromosome
********************************************************************j
public void introduceMutation() {









return the chromosome at the specified index in the generation
********************************************************************/
















return the fitness value at the specified index in the fitnessArray
********************************************************************/








return the fittest five percent of the current generation
********************************************************************/















print out the surviving chromosomes from the current generation
public void printSurvivors() {
System.out.print("Fittest Chromosomes: \n");







































print out the current generation of chromosomes with their fitness levels
*******************************************************!)c****^^+,|!.l..|!,
public void printGeneration() {














// TESTING PURPOSES ONLY
//
//





doublef] myFitness = g.getFitnessArray();



















* date: September, 2006
*
* Utilize the Chromosome and Generation classes to run the genetic algorithm
* Continue searching for better results until the fittness level stops increasing
* formore than 200 generations
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*/
public class Evolve {
//declare global variables for holding the sequences
public static Sequence sequences;
//mutation rate (%)
private static final intMUTATIONRATE = 5;







System.out.println("Usage: Java Evolve directoryName");
System.out.println("directoryName = directory that holds the sequences to use");
System.exit(O);
}




boolean notDone = true;
unchangedCount
=
generationCount = 1 ;





create the initial generations
*
- first, create the random generation
*
- move top 5% to a new generation and fill the remaining
*
by mating, or crossover
***********************************************************/
currentGen = new Generation();
/**********************************************************
*
create the initial BIASED generation
*
- used for putting in fittest chromosomes from training run




/*Chromosome[] inputChrs = new Chromosome[4];
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String[] chrC =
{"01 10","0101","0001","0001","1 101","1001","1010","101 1","0101","101 1","01 1 1","1 1 10","101 1","101








o","i ioi","oooi","ioi i","ioio","i ioi","ioioM,"i ioo","ioioM,"i lorvooi rvioi rv'ooi lvoiorvi i
01","0011","0001","0011","0011","0101",''1011","0001",''0001","0001","0011","0011","1000","1010","0
111","1101","1011","1101","0001","1010","1010","1101"};



























































loop through creating new generations and pulling the fittest
*
out every time. Do this until the fitness level does not

























//if the best fitness level is less than the previously noted,
//replace it and reset the unchanged counter
























//once we reach a stopping point, print out our results
if(unchangedCount > 50) {
System.out.println("\n\nResults : ");
nextGen.printGeneration();
System.out.println("
");
nextGen.getChromosome(0).printIntValues();
System.out.println("Generations completed:
"
+ generationCount);
notDone = false;
break;
}
//System.out.println("Best Fitness:
"
+ bestFitness);
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