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Kernel Pooled Local Subspaces for Classiﬁcation
Peng Zhang, Student Member, IEEE, Jing Peng, Member, IEEE, and Carlotta Domeniconi
Abstract—We investigate the use of subspace analysis methods
for learning low-dimensional representations for classiﬁcation. We
propose a kernel-pooled local discriminant subspace method and
compare it against competing techniques: kernel principal com-
ponent analysis (KPCA) and generalized discriminant analysis
(GDA) in classiﬁcation problems. We evaluate the classiﬁcation
performance of the nearest-neighbor rule with each subspace
representation. The experimental results using several data sets
demonstrate the effectiveness and performance superiority of the
kernel-pooled subspace method over competing methods such as
KPCA and GDA in some classiﬁcation problems.
Index Terms—Classiﬁcation, Kernel machines, nearest neigh-
bors, subspace analysis.
I. INTRODUCTION
S
UBSPACE analysis methods play an important role in pat-
tern classiﬁcation and computer vision research. For ex-
ample, in visual learning and modeling, the principal modes are
extracted and utilized for description, detection, and classiﬁca-
tion. Using these “principal modes” to represent data can be
found in parametric descriptions of shape [1], target detection
[2]–[4], visual learning [5], face recognition [4], [6], [7], linear
discriminant analysis [8], and Fisherfaces [9].
Subspace analysis often signiﬁcantly simpliﬁes tasks such
as regression and classiﬁcation by computing low-dimensional
subspaces having statistically uncorrelated or independent
variables. Principal component analysis (PCA) [10] is a prime
example that employs eigenvector-based techniques to reduce
dimensionality and extract features. Independent component
analysis (ICA) [11] is another technique that performs linear
decomposition by computing statistically independent and
non-Gaussian components and modeling the observed data as
a linear mixture of (unknown) independent sources. Nonlinear
PCA [12], [13], kernel principal component analysis (KPCA)
[14], and generalized discriminant analysis (GDA) [15] extend
these linear techniques in a nonlinear fashion.
While GDA and KPCA have shown promise in dimension
reduction, they are entirely global techniques and, hence, may
not be adequate for representing high-dimensional data ex-
hibiting local variations. Here, we propose a subspace method
for learning low-dimensional representations by pooling local
dimension information. That is, we perform a global dimen-
sionality reduction by pooling local discriminants in feature
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space and using the kernel trick [16] to capture nonlinearity. As
a result, our method has the potential of achieving the best of
both global and local dimension reduction techniques. The re-
sulting curved subspace is discriminant and compact, whereby
better classiﬁcation performance and greater computational
efﬁciency can be expected.
The rest of the paper is organized as follows. Section II dis-
cusses related work in subspace analysis methods. Section III
describes local pooling for dimension reduction in the input
space. After that, Section IV introduces the kernelized version
of input space local pooling. Section VII shows experimental
results evaluating the efﬁcacy of the proposed method using a
number of data sets. Finally, Section IX concludes the paper by
highlighting the main contributions of the work.
II. SUBSPACE METHODS
The objective of subspace analysis is to represent high-di-
mensional data in a low-dimensional subspace according to
some optimality criteria. Classiﬁcation then takes place on the
chosen subspace. Here, we brieﬂy describe several methods for
computing both linear and nonlinear subspaces and highlight
their corresponding characteristics. We assume that the data
can be captured by a compact and connected subspace, which
is often the case, for example, in face recognition [4], [6], [7],
[9], [17].
A. Principal Component Analysis
In PCA [10], the basis vectors are obtained by solving the
eigenvalueproblem ,where isthecovariancema-
trix of the data, is the eigenvector matrix of , and is the
correspondingdiagonalmatrixofeigenvalues.Matrix deﬁnes
a transformation (rotation) that decorrelates the data and makes
explicittheinvariantsubspaceofthematrix“operator” .Often
in PCA, only the largest (or principal) eigenvectors are used to
project the data. That is, , where is a submatrix
of representing theﬁrst principal eigenvectors. PCA repre-
sents a global linear projection of the data onto a lower dimen-
sional subspace corresponding to the maximal eigenvalues.
B. Kernel Principal Component Analysis
PCAiscapableofdiscoveringlinearcorrelationsamongdata.
KPCA is a nonlinear generalization of PCA [14]. KPCA ﬁrst
applies a nonlinear mapping to the input ,
andthensolvesforalinearPCAintheinducedfeaturespace ,
where and possibly inﬁnite. In KPCA, the mapping is
made implicit bythe use of kernel functionssatisfying Mercer’s
theorem [18]
(1)
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Since computing covariance involves only dot products, per-
forming a PCA in the feature space can be formulated with ker-
nels in the input space without the explicit (and possibly pro-
hibitive) direct computation of . Assuming that the projection
of the data in feature space is zero-mean, the covariance matrix
in feature space is given by
(2)
Like linear PCA, we solve the eigenvector equation
. Here, is a vector of possibly inﬁnite dimensions, and
thus, it is not proper to solve it directly. Notice that since the
solution must lie in the span of the training data , there
must exist coefﬁcients such that
(3)
where is the number of training samples. It must be also true
for each training data
for (4)
Substituting(2)and(3)into(4),weobtaintheequavalenteigen-
value problem:
(5)
where is the Gram matri. , and
is the vector of expansion coefﬁcients of a given
eigenvector ,a sd e ﬁned in (3). Equation (5) is solved in the
same way as in PCA.
Then, the KPCA principal components of any input data can
be computed with kernel evaluations against the data set. For
example, the th principal component of is given by
(6)
SimilartoPCA,theeigenvectors canberankedbydecreasing
order of their eigenvalues .A n -dimensional projection of
is , with individual components deﬁned by
(6).
AmajoradvantageofKPCAoverprincipalcurves[19]isthat
KPCA does not require nonlinear optimization. On the other
hand, selecting the optimal kernel (and its associated parame-
ters) remains an engineering problem.
C. Linear Discriminant Analysis
Linear discriminant analysis (LDA) is a traditional statistical
method that has been successfully used as a dimensionality re-
duction technique in many classiﬁcation problems [20], [21].
The objective of LDA is to ﬁnd a projection that maximizes
the ratio (Fisher’s criterion)
(7)
where is the between-sum-of-squares matrix and the
within-sum-of-squares matrix. It turns out that it is equivalent
to solving an eigenvalue problem. The columns of an optimal
are the generalized eigenvectors that correspond to the
largest eigenvalues in
(8)
D. Kernel Fisher Discriminant Analysis
Similar to KPCA, GDA [15] is a kernelized version of LDA.
Nonlinear mapping is used to replace . Let be the
mean of class in feature space. For simplicity, we assume that
each mapping has been centered in the feature space, that
is, .
For a given set of training data, the within-sum-of-squares
matrix is
(9)
The between-sum-of-squares matrix is
(10)
where is thenumber ofclasses. SimilartoLDA, we maximize
the ratio
(11)
which is equavalent to solving the eigenvector equation
(12)
For the same arguments as in KPCA, there must exist coefﬁ-
cients such that
(13)
Substituting(9),(10), and(13) into (12),we obtaina new eigen-
vector equation
(14)
where is the coefﬁcient vector of , and
and are matrices by some manipulation of Gram ma-
trix . The technique used here is somewhat involved, but it is
similar to the technique used in our kernel local pooling method
that is described in the latter part of this paper. Equation (14) is
solved,andtheeigenvectorsthatcorrespondtothelargesteigen-
values are chosen. The projection of any input data can be com-
puted with kernel evaluations against the data set. It follows the
same way as in KPCA.
The major problem associated with LDA (or GDA) is that the
within-sum-of-squares matrix is usually degenerated in prac-
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pseudo inverse or PCA to remove the null space of the within-
sum-of-squares matrix. However, it can be shown that the null
space potentially contains signiﬁcant discriminant information
[22]. Recently, a direct version of LDA, known as DLDA, has
been proposed [22], [23], and its nonlinear version using the
kernel trick is described in [17].
E. Other Techniques
The Fukunaga–Koontz Transform [24] is a subspace method
thathas beensuccessfully usedintargetand facedetection. Huo
et al. [25] recently showed that under certain conditions, the
Fukunaga–Koontz Transform is the optimal low-rank approx-
imation to a statistically optimal classiﬁer.
It shouldbe noted thatLDA can have manycriteria [21] other
than Fisher’s criterion (7) describled above. For example, Bi-
asmap, which is an LDA-related algorithm, has been proposed
for multimedia Retrieval [26].
More recently, Fukumizu et al. [27] proposed a novel dimen-
sion-reduction approach. The idea is to ﬁnd a low-dimensional
“effective subspace” for , which retains the statistical relation-
ship between and its label .
III. POOLED LOCAL SUBSPACE METHOD
Hastie and Tibshirani [28] proposed a global dimen-
sionality-reduction technique by pooling local discriminant
information. The technique computes a global subspace that
summarizes local class centroid deviations. By doing so, it
attempts to achieve the best of both global and local dimen-
sionality reduction techniques. It produces a unique global
subspace, which is highly desirable for interpretation and
visualization purposes. It is also cost effective, because it can
be computed ofﬂine. At the same time, it preserves local dis-
criminant information, to the extent possible, which is critical
to achieve accurate classiﬁcation performance.
Theideaistocomputeasubspacecorrespondingtotheeigen-
vectors of the average local between-sum-of-squares matrices.
More speciﬁcally, for each training point, local pooling calcu-
lates the local centroid deviations , where
denotes the mean of points from class in a neighborhood of
the th training point, and denotes the overall mean. Then,
itseeksasubspacethatiscloseinaverageweightedsquareddis-
tance to all these deviations. If denotes an orthonormal basis
for the subspace, this subspace can be computed by minimizing
the total weighted residual sum of squares
RSS (15)
where represents the local class membership proportions.
It turns out, as shown in [28], that this subspace is spanned by
the largest eigenvectors of the average between-sum of squares
matrix
(16)
where denotes the local between-sum-of-squares matrices
at the th training point
(17)
The experimental results presented in [28] show that the
pooled local subspace method is very promising. Nevertheless,
the approach has a major drawback. In high-dimensional input
spaces where data become sparse, the estimation of local linear
discriminant dimensions may be highly biased. This is because
we are forced to look far away from the th training point to
ﬁnd samples to compute the local between-sum-of-squares
matrices. As such, we may violate local linear constraints. One
way to compensate for the potential loss of linearity is to try
to estimate curved local discriminant subspaces by using the
kernel trick [16], thereby reducing bias.
It is important to note that local pooling does not sphere the
data locally before calculating the centroid deviations. An argu-
mentgivenin[28] is that anylocal spherical windowcontaining
two classes will likely have a linear decision boundary orthog-
onal to the line joining the two means. As a result, local pooling
willnotsufferthesmallsizesampleproblem(degeneratewithin
class matrices) facing FDA or GDA [15], [22]. It is interesting
to note that locally linear embedding also uses pooled locally
linear constraints to compute a global subspace [29]. Table I
shows the notations used in this paper.
IV. KERNEL POOLED LOCAL SUBSPACE METHOD
We now show how to compute a nonlinear pooled local
discriminant subspace by using the kernel trick [16]. Let
be the nonlinear mapping from to .
Consider, in the feature space, that a neighborhood of the
th point contains points: . Let
be the mean of points from class in the neighborhood:
( is the class label of sample
), and let be the overall mean in the same neigh-
borhood: . Here, represents
the number of points from class in the neighborhood, and
represents the number (which is given) of all points in the
neighborhood. In addition, we have
(18)
Then, the local between-sum-of-squares matrix at the th
training point in the feature space is
(19)
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TABLE I
NOTATION
where is deﬁned by
(21)
The pooled local subspace method seeks a discriminant sub-
space that is close to all of . The average between-sum-of-
squares matrix in the feature space is
(22)
Similar to KPCA [14], we have the eigenvector equation
. Clearly, all solutions must lie in the span
of . Therefore, there exist coefﬁcients
such that
(23)
It is also true that for all ,w eh a v e
(24)
Substituting(23) and (22) into (24),we obtain theleft-hand side
of (24)
(25)
For the right-hand side of (24), we have (see Appendix A)
(26)
for all . Here, , and
(27)
Deﬁne
(28)
and
(29)
We obtain
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Fig. 1. Upper left panel. Two-dimensional toy example. Upper right panel. Subspace computed by KPCA. Lower left panel. Subspace computed by KPooLS
with ￿ equal to 1. Lower right panel. Subspace computed by KPooLS with ￿ equal to 0.1.
which is a generalized eigenvector problem [20]. By solving
(30), the th principal component of can be calculated ac-
cording to
(31)
where denotes the th eigenvector of the feature space.
A. Centering in Feature Space
Computing both (28) and (29) requires centering the
data. Similar to KPCA [14], the data can be centered in the fea-
ture space as follows:
(32)
Let be a matrix with entries . Then, the
centered Gram matrix is given by
(33)
Ontheotherhand, isdifferent.Itiseasytoseethatcentered
is the same. Let be the centered matrix .W eh a v e
(34)
where
(35)
Thus, the generalized eigenvector problem (30) becomes
(36)
V. KERNEL POOLED LOCAL SUBSPACE ALGORITHM
A. Implementation Detail
Calculating is the key step in the implementation. Here,
we show how it is done. We need only show how to compute
eachsubmatix of .Let bethe
points from class in the neighborhood of the th point. Notice
that
where , ,
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Fig. 2. Left panel. First principal component values of KPCA. Right panel. First principal component values of KPooLS.
, . Thus, a sub-
matrix of corresponding to and , can be
calculated according to
(37)
B. Kernel Local Pooling Algorithm
Here, we summarize the mainsteps of thekernel pooled local
discriminant subspace (KPooLS) algorithm. Note that KPooLS
has two procedural (“meta”) parameters: used to determine
the local neighborhood for pooling and in a Gaussian kernel
or in a polynomial kernel. In the experiments reported below,
these procedural parameters are determined through cross-vali-
dation over training data.
Algorithm 1 (KPooLS algorithm)
1) Calculate (28).
2) Calculate (33).
3) For each training point
, find nearest neighbors
using kernelized dynamic neural net-
work (DANN), and calculate (37).
4) Stack all (37), for and
to calculate .
5) Calculate by (35) and (34).
6) Solve the generalized eigenvector
(36).
Note that nearest-neighbor computation in Step 3 involves a
kernelizedversionoftheDANNalgorithm(KDANN).KDANN
is iterated only once in the experiments reported in this paper.
The KDANN algorithm is described in Appendix B. When
in Step 3 is set to , KPooLS results in GDA (assuming data will
be sphered). In this sense, KPooLS can be viewed as a general-
ization of GDA.
Fig. 3. Two class data in two dimensions. The test point is chosen to be close
to the boundary.
VI. TWO-DIMENSIONAL DATA ILLUSTRATION
Here, we use a two-dimensional (2-D) toy example to il-
lustrate subspace computation by KPCA and KPooLS using
Gaussian kernels
(38)
TheupperleftpanelinFig.1showsthe2–Dtoyexample,where
the two class data are uniformly distributed in two dimensions,
separated by a sinusoidal decision boundary. The upper right
panel in the ﬁgure shows the projection of the data onto the ﬁrst
two eigenvectors computed by KPCA. The two lower panels
plot the projection of the data onto the ﬁrst two eigenvectors
of the feature space computed by the KPooLS algorithm with
equalto1and0.1,respectively.Thelowerrightpanelshowsthat
the ﬁrst eigenvector of the feature space sufﬁciently separates
the two class. On the other hand, KPCA fails to do so (we tried
different values and obtained similar results).
Fig. 2 shows the intensity values of the ﬁrst principal compo-
nent when the 2-D space is projected onto the ﬁrst eigenvector
of the feature space. The intensity values of the two classesZHANG et al.: KERNEL POOLED LOCAL SUBSPACES FOR CLASSIFICATION 495
Fig. 4. Nearest neighborhoods obtained by KDANN using Gaussian kernels. Left panel: ￿ =0 :2. Middle panel: ￿ =0 :5. Right panel: ￿ =1 .
Fig. 5. Nearest neighborhood computed by KDANN with a polynomial kernel. Left panel: Second order n =2 . Right panel: Fourth order n =4 .
are visibly different for KPooLS, thus showing that this one-di-
mensional nonlinear subspace captures discriminant informa-
tion. However, this is not the case for KPCA.
A crucial step of the KPooLS algorithm is the estimation
of local between sum-of-squares matrices. This estimation de-
pends critically on how the local neighborhood of each training
point is computed. KPooLS invokes KDANN to compute these
neighborhoods,wheredifferentkernelsresultindifferentneigh-
borhoods. Here, we use two class data in two dimensions to il-
lustrate local calculation. Fig. 3 shows the 2-D data, where the
two classes are separated by a sinusoidal class boundary. The
test point close to the boundary is chosen whose nearest neigh-
bors are computed using KDANN.
Fig. 4 shows the nearest neighborhoods of the test point com-
putedbyKDANNusingaGaussiankernel.Theleftpanelshows
the neighborhood with small : (38). The neighbor-
hood is somewhat errant. The middle panel uses a moderate :
. The neighborhood extends exactly along the nonlinear
boundary. Intherightpanel,a larger isused: .Italsoex-
tends a little bit along the nonlinear boundary, but not far at all.
It still stays closer to the test point. This implies that the choice
of is very critical in KDANN. In practice, cross-validation is
used to pick up a good parameter .
Fig. 5, on the other hand, shows the nearest neighborhood
of the test point computed by KDANN using a polynomial
kernel. In the left panel, the second-degree polynomial kernel
is used (39): . This case is similar to the Gaussian
kernel with large . The neighborhood extends along with the
decision boundary slightly. In the right panel, the fourth-degree
polynomial kernel is used: . This case is similar to the
Gaussian kernel with and the neighborhood region
extends nicely along the decision boundary.
VII. EXPERIMENTAL RESULTS
In the following, we use six data sets to examine the classi-
ﬁcation performance of the nearest neighbor rule (3NN) with
each subspace representation:
• KPCA—Kernel PCA;
• GDA—Kernel Fisher discriminant analysis;
• KPooLS—Kernel pooled local subspace method pro-
posed here.
Since our focus here is on subspace methods, a simple clas-
siﬁer is preferred.
For each data set, three experiments were performed. In the
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TABLE II
UCI DATA DESCRIPTION FOR BINARY CLASSIFICATION PROBLEMS
nels (38) only. In the second experiment, each subspace method
employs polynomial kernels only
(39)
where isallowedtotakeonvalues2,3,or4.Inthethirdexper-
iment, each method selects either Gaussian (38) or polynomial
(39)kernelsautomaticallythroughcross-validation.Inaddition,
each method determines kernel parameters through cross-vali-
dation over training data.
For each data set, we randomly select 60% of the data as
training and remaining 40% as testing. This process is repeated
ten times, and the everage error over ten runs are plotted.
Ouranalysisisalsoperformedwithrespectto :thenumber
of selected feature vectors. Usually, there is an optimal number
of feature vectors for each algorithm. The classiﬁcation error
initially declines with the addition of new features, achieves a
minimum, and then starts to increase [30]. To illustrate the ef-
fects of the number of selected feature vectors , we plot error
rates as a function of for all the data sets.
A. UCI Data Sets
The data sets used are Ionosphere, Breast Cancer, Heart
Cancer Cleveland, Heart Cancer Hungarian. They all contain
two classes: negative and positive classes. The details of the
data sets are given in Table II.
Beforeapplyingthesubspacemethods,weﬁrstnormalizethe
data so that on each dimension the variable is in the range [0,1].
Remember that is the dimension of data . Let be the vari-
able on the th dimension, the minimum, and the
maximum of over all the data. Then, is normalized ac-
cording to
for (40)
Note that for all the three algorithms (KPCA, GDA, and
KPooLS), the data are centered in feature space by indirectly
manipulating Gram and other matrices involved. Therefore,
there is no need to center the data in the input space. The nor-
malization process has two beneﬁts without introducing bias
in favor of or against a particular method. First, it scales each
dimension to the same range so that no single dimension domi-
nates. Second, it signiﬁcantly cuts the cost of cross-validation.
Often, in order to search for the best Gaussian kernel parameter,
a wide range of has to be examined. For the Gaussian kernel
(38), small (or large) is needed when the norm is
small (or large). By scaling all variables by (40), we can greatly
reduce the search range of the Gaussian kernel parameter .
The classiﬁcation performance of 3NN with each subspace
method on the UCI data sets are shown in Fig. 6. GDA usually
achieves the best performance when . This is justiﬁed by
the Fisher criteria (7): Only one eigenvector has nonzero eigen-
value, so only one dimension is enough for binary classiﬁca-
tion. Let us take a look at the performance of KPCA, GDA, and
KPooLS at . If Gaussian kernel is employed, KPooLS is
the best on heart cleve and heart hungery. If polynomial kernel
is employed, KPooLS is the best on breast cancer, heart cleve,
and ionosphere. If any kernel is allowed, KPooLS is the best
on heart cleve and heart hungery. In the cases that KPooLS is
not the best, either all of the three methods achieve close perfor-
mance, or GDA is slightly better than KPooLS.
B. Cat and Dog Image Data
In this experiment, the data set is composed of 200 images
of cat and dog faces.1 Each image is a black-and-white 64 64
pixelimage,andtheimageshavebeenregisteredbyaligningthe
eyes. Sample cat and dog images are shown in Fig. 7. The cat
and dog data then has 4096 features. The data are normalized so
that on each dimension, the variable is in the range [0,1].
The results are shown in Fig. 8. KPCA performed poorly on
the Cat and Dog data, especially when the number of principal
dimensions is small. KPooLS is better than KPCA but worse
than GDA when the Gaussian kernel is employed.
C. Feret Face Image Data
This data set consists of 160 FERET faces: 20 individuals
(classes), each of which contains eight views. All these face
images were aligned, normalized, and resized into a standard
image size of 150 130 that is commonly used in face recog-
nition tasks, as described in [31]. The resulting vector space
has a dimensionality of 19500. The distribution of face images
is highly complex. Fig. 9 shows sample images of the FERET
database.
The performance results are shown in Fig. 10. The KPooLS
algorithm is better than KPCA but somewhat worse than GDA.
VIII. DISCUSSIONS
Here, we discuss the experimental results. The experiments
show that on the UCI data sets, our kernel local pooling method
performs better than GDA, whereas on the two image data,
GDA is better. KPooLS’ performance depends greatly on
the computation of local neighborhoods. In the experiments
reported here, we used a ﬁxed number of the nearest
neighbors to estimate the local between sum-of-squares ma-
trices.Thisnumbermightbetoosmallinsomecases.Whentwo
classes are close to each other, the nearest neighborhood con-
tains data points from both class, as shown in the left panel in
Fig. 11. In this case, KPooLS can adapt well the neighborhood
along the boundary. If two classes are far from each other (as
shown in the right panel in Fig. 11), the nearest neighborhood
may contain data points only from one class or very few points
from the other class. In this case, KPooLS may not capture
critical discriminant directions. We can pontetially enlarge the
neighborhood to mitigate this problem. However, when
increasing the size of the neighborhood, it is necessary to
whiten the between sum-of-squares matrices ,a si nL D A .
In fact, if we add a whitening step for computing local
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Fig. 6. Average error rates on the UCI data sets as a function of M. Each row corresponds to a data set. From top to bottom, they are breast cancer, heart cleve,
heart hungery, and ionosphere. The columns, from left to right, correspond to Gaussian, polynomial, and any kernels (Gaussian or polynomial).
and increase the number of the nearest neighbors, the perfor-
manceofKPooLSwillatleastbethesameasGDA.Byadapting
thisneighborhood,KPooLScanpotentiallyoutperformGDAon
high-dimensional data.
It can be noticed in the experiments that GDA performed
quite well on the image data sets but relatively poorly on the
UCI data sets. This can be explained from the point of view of
learning theory [32]. In [33] and [34], we demonstrate that reg-498 IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS—PART B: CYBERNETICS, VOL. 35, NO. 3, JUNE 2005
Fig. 7. Sample cat and dog images.
Fig. 8. Average error rates on the cat and dog data as a function of M. From left to right: Gaussian, polynomial, and any kernels.
Fig. 9. Sample Feret face images.
Fig. 10. Average error rates on the Feret facial image data as a function of M. From left to right: Gaussian, polynomial, and any kernels.ZHANG et al.: KERNEL POOLED LOCAL SUBSPACES FOR CLASSIFICATION 499
Fig. 11. When does KPooLS perform well? Left panel: Nearest neighborhood contains data from both classes. Right panel: Nearest neighborhood contains data
only from one class.
ularized least squares (RLS) classiﬁers achieve similar perfor-
mancetoSVMsonanumberofdatasets,includingtheUCIdata
sets and the Cat and Dog data used in this paper. We also show
that GDA can be viewed as a special case of RLS by setting
a regularization constant to zero [34]. The regularization con-
stant is used to control the complexity of function approxima-
tors. RLS chooses the regularization constant through cross val-
idation. A small regularization constant prefers more complex
functions, whereas a large value gives rise to simple or smooth
functions.
It isshown[34] thatontheUCIdatasets, RLSpreferstohave
a larger regularization constant, which means that smoother
functions produce better generalization performance. However,
on the image data such as the Cat and Dog data, RLS chooses a
very small regularization constant, implying that more complex
functions are needed to ﬁt the Cat and Dog data. Since GDA
is at one end of the complexity spectrum of RLS (the complex
end), its performance is similar to that of RLS when RLS
prefers more complex classiﬁers. However, its performance is
far worse than RLS when simple (less complex) classiﬁers are
preferred.
IX. SUMMARY
This paper presents a kernel pooled local subspace method
for learning low-dimensional representations for classiﬁca-
tion. This method performs a nonlinear global dimensionality
reduction by pooling local dimension information and using
the kernel trick to extend to the nonlinear case. The resulting
subspaces are nonlinear and discriminant, whereby better clas-
siﬁcation performance and greater computational efﬁciency can
be achieved. The experiments show that KPooLS outperformed
both KPCA and GDA on several UCI data sets, whereas it did
not perform as well as GDA on the image data sets, especially
when the Gaussian kernel was employed. The performance
of KPooLS can be boosted by adapting local neighborhoods
for computing locally between sum-of-squares matrices. We
conclude that KPooLS adds another tool to subspace computa-
tion and can achieve better performance on some classiﬁcation
problems over competing methods such GDA and KPCA.
APPENDIX
A. Derivation of Equation (26)
To derive (26), from the right-hand side of (24), we have
(41)
for all . Here, , and is given
by (27).
B. Kernelized DANN
1) Review of the DANN Algorithm: For the th data
, KDANN is computed once to get adapted nearest
neighborhood. For simplicity, in this section, we drop the
notation . For example, is replaced by and is
replaced by , but remember that thus, is the overall mean
of all data points within the nearest neighborhood of th data.
Later when we mention “within the nearest neighborhood,” we
mean the neighborhood around the th data.
In the input space, the local between and within sum-of-
squares matrices are
(42)
and
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where
(44)
Deﬁne and ,where is
the initial metric. Then, the weight assigned to the are given
by
(45)
where by default.
The DANN metric is deﬁned as
(46)
where , which is the between sum-of-
squares in the sphered space. To prevent neighborhoods from
extending inﬁnitely in the null space of , a better metric is
given by
(47)
where issomesmallnumber.Inourexperiments,weset .
The DANN algorithm is brieﬂy as follows. First, a initial
metric is given ; ﬁnd nearest neighbors with re-
spect to the distance . Then, update ,
and ; Set , and repeat the process if needed.
2) Kernelized DANN: To kernelize DANN, we must com-
pute the between (42) and within (43) the sum of squares ma-
trices in the feature space:
(48)
and
(49)
where
(50)
Here, matrices and are given by
(51)
(52)
where
(53)
Note that both and can be in an inﬁnite-di-
mensionalspace.Thus,caremustbetaken.Outerproductsmust
be transformed into inner products so that the kernel trick can
be applied. Let us consider and .
Let be the matrix whose columns are the eigenvectors of
, and let be the diagonal matrix whose diagonal en-
tries are the eigenvalues of (we will show later how to
compute ). We then have
(54)
Similarly, we deﬁne matrices and corresponding to the
eigenvectors and eigenvalues of . Let
(55)
It follows that
(56)
and
(57)
Therefore, the DANN metric in feature space becomes
(58)
For any two points and in feature space, we have
where , and . This allows
us to calculate
(59)
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3) Calculation of : Let (50). We have
where diag , and is
the feature space mapping of all training data. Here, is
, where
if the th data point is in class
and it is within nearest neighborhood
otherwise
and .W ed e ﬁne
(60)
Thus
4) Calculation of : Let .
where , for .I ti sa
vector, and
if the th data point is in class
and
and the th data point is within the
nearest neighborhood
otherwise.
Basically, is a pick-up vector for each , and it picks up a
distinct neighbor, which is in class .
(61)
Therefore
(62)
5) Calculation of :
(63)
6) Calculation of :
where , when ; otherwise,
Thus
(64)
is the th row of gram matrix .
7) KDANN Algorithm: According to the above analysis, the
mainstepsoftheKDANNalgorithmaregivenbythefollowing.
Algorithm 2
1) Calculate the gram matrix
2) Calculate , (60), ,
(61).
3) Calculate (62), get its
eigenvectors and eigenvalues
.
4) Calculate (63), (64).
5) Calculate the distance from every
data point to the test data by
(59).
6) Update the local neighbor ac-
cording to the distance and go
back to step 2.
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