Bandit algorithms have been predominantly analyzed in the convex setting with functionvalue based stationary regret as the performance measure. In this paper, we propose and analyze bandit algorithms for both general and structured nonconvex problems with nonstationary (or dynamic) regret as the performance measure, in both stochastic and non-stochastic settings. First, for general nonconvex functions, we consider nonstationary versions of first-order and second-order stationary solutions as a regret measure, motivated by similar performance measures for offline nonconvex optimization. In the case of second-order stationary solution based regret, we propose and analyze online and bandit versions of the cubic regularized Newton's method. The bandit version is based on estimating the Hessian matrices in the bandit setting, based on second-order Gaussian Stein's identity. Our nonstationary regret bounds in terms of second-order stationary solutions have interesting consequences for avoiding saddle points in the bandit setting. Next, for weakly quasi convex functions and monotone weakly submodular functions we consider nonstationary regret measures in terms of function-values; such structured classes of nonconvex functions enable one to consider regret measure defined in terms of function values, similar to convex functions. For this case of function-value, and first-order stationary solution based regret measures, we provide regret bounds in both the low-and high-dimensional settings, for some scenarios. * abroy@ucdavis.edu † kbala@ucdavis.edu ‡ sghadimi@princeton.edu § pmohapatra@ucdavis.edu
Introduction
Consider a sequence of functions {f t (x) = E ξ [F t (x, ξ)]} T t=1 , such that f t : R d → R, for all t = 1, . . . , T , with the corresponding sequence of minimal vectors {x * t ∈ argmin x∈X f t (x)} T t=1 , where X ⊂ R d . Here, the random variable ξ corresponds to the noise in the observations. Online bandit optimization is a sequential decision making problem in which the decision maker picks a decision x t (or several decisions) in each round and observes the stochastic loss suffered F t (x t , ξ t ) as a consequence of the decision, a posteriori. The goal of the decision maker is to select the decisions x t to minimize the so-called regret, which compares the accumulated loss over all T rounds, against the loss suffered by a certain oracle decision rule that could be computed only knowing all the functions, a priori. In the most well-studied setting of this decision making problem, the loss functions f t are typically assumed to be convex and the oracle decision rule compared against, is chosen to be a fixed rulex * def = argmin x∈X T t=1 f t (x). In this case, a natural notion of stationary regret is given by R = T t=1 f t (x t )− T t=1 f t (x * ). It is easy to see that the regret of any non-trivial decision rule should grow sub-linearly in T and several algorithms exists for attaining such regret -we refer the reader to [FKM05, CBL06, HAK07, AD10, AFH + 11, ST11, BCB + 12, Sha13, Sha17, BLE17] for a non-exhaustive overview of such algorithms and their optimality properties under different assumptions on f t .
Recently, the focus of online optimization literature has been increasingly on the case when the oracle decision rule compared against is not a fixed vector, but is rather assumed to change. Assuming convex loss functions, a natural choice to compare against, is the sequence of minimal vectors {x * t } T t=1 . In this case, the non-stationary regret is defined as R = T t=1 f t (x t )− T t=1 f t (x * t ); see also [BW02, HS09, BGZ14, BGZ15, HW15, YZJY16] . Indeed, to obtain sub-linear regret in this setting, the degree of allowed non-stationarity in terms of either the functions or the minimal vectors is assumed to be bounded [BGZ15, YZJY16] . Additional issues arise when the loss functions are assumed to be nonconvex. As the optimal value of a function can be computationally hard to obtain in general, the notion of the above function value based regret, might become meaningless from a computational point of view. In this case, more structural assumptions need to be assumed about the functions f t to still provide tractable regret bounds in terms of function values. Two such assumptions are quasi convexity and submodularity. In the absence of such assumptions, we focus on regret measures based on first-or second-order stationary solutions, motivated by standard nonlinear nonconvex optimization literature [Nes18] . A step towards the above two directions have been made in [HSZ17] and [GLZ18] respectively. Specifically, [HSZ17] considered general nonconvex functions with appropriately defined notions of first-and secondorder stationary point based regrets and [GLZ18] extended the results of [BGZ15, YZJY16] , where regret is defined in terms of function values, to the case of weak pseudo-convex (WPC) functions assuming bounds on the degree of allowed nonstationarity. While [HSZ17] focused only on the online nonconvex optimization setting (where gradient and/or Hessian information about f t are available as feedback a posteriori ), [GLZ18] also considered the bandit setting.
In this paper, we consider several notions of regret for nonstationarity online nonconvex optimization, and make progress on several fronts. First, we propose a notion of nonstationary regret based on gradient size where the allowed degree of nonstationarity is bounded, similar to [BGZ15, GLZ18] . We provide constant-regret bounds in both the low-and high-dimensional setting, for the above mentioned notion of regret. Next, we propose a second-order stationary point based nonstationary regret measure for nonconvex online optimization, where the allowed degree of nonstationarity in the functions f t is bounded. This notion is different from the smoothed second-order stationary point based regret measure proposed in [HSZ17] . We then propose online and bandit versions of cubic-regularized Newton method and obtain bounds for the above mentioned notion of nonstationary regret. The proposed bandit Newton method is motivated by the recently proposed estimator of Hessian with a three-point feedback mechanism from [BG18] and is based on second-order Gaussian Stein's identity. To the best of our knowledge, we provide the first regret analysis of cubic-regularized Newton method in the online and bandit settings.
Finally, we establish sub-linear regret bounds in terms of function-value based regret measures for the class of K-Weak Quasi Convex (K-WQC) functions and weakly DR submodular functions. For this purpose, we use a Gaussian Stein's identity based two-point feedback algorithm (based on [NS17] ) and use a notion of nonstationary regret based on function values, proposed in [GLZ18]. We quantify the dependence of this regret on the dimensionality d (which is polynomial in d and is referred to as the low-dimensional setting). To allow for the dimensionality to grow faster, we also propose structural sparsity assumptions on the functions f t and obtain regret bounds that depend only poly-logarithmically on d; such a scenario is referred to as the high-dimensional setting. It is worth mentioning that recently, [WDBS18] and [BG18] proved related results for high-dimensional stochastic zeroth-order offline optimization. Furthermore, [CZHK19] proved related results for zeroth-order offine submodular maximization.
Our Contributions: To summarize the discussion above, in this paper, we make the following three contributions. The precise rates obtained are summarized in Table 1 in Appendix Section 7.
• Gradient-size regret: We first propose and establish sub-linear regret bounds for gradientsize based nonstationary regret measures in both the low-and high-dimensional setting for general nonconvex functions f t whose variation is bounded in the sense of Definition 2.2
• Second-order regret: Next, we propose a notion of second-order stationary point based regret, when the nonconvex functions f t are assumed to be nonstationary in the sense of Definition 2.2. We then propose and analyze online and bandit versions of cubic-regularized Newton method and establish sub-linear bounds for the above mentioned regret measures.
• Function-value based regret: Finally, we analyze Gaussian smoothing based Bandit algorithms and establish regret bounds in both the low-and high-dimensional setting for a class of K-Weak Quasi Convex functions (Assumption 2.6) and DR weakly submodular functions (Definition 2.3).
Note that in the deterministic case, we have access to f (x),∇f (x), and ∇ 2 f (x) instead of their noisy approximations. Consequently, in the deterministic case, σ = 0, and ζ = 0. We also require the following different assumptions, that are standard in the optimization literature [BCB + 12, Nes18] , characterizing smoothness properties of the function Assumption 2.2 (Lipschitz Function) The functions F t are L-Lipschitz, almost surely for any
Here, we assume · = · 2 , unless specified explicitly.
Assumption 2.3 (Lipschitz Gradient) The functions F t have Lipschitz continuous gradient, almost surely for any ξ, i.e.,
Assumption 2.4 (Lipschitz Hessian) The functions f t have Lipschitz continuous Hessian, i.e.,
In the above assumptions, the choice of the norm is fixed later in the individual sections. We also make the following assumption on the gradients to facilitate high-dimensional regret bounds; we refer the reader to [WDBS18, BG18] for a motivation of such an assumption in the context of zeroth-order optimization.
Next, following [BGZ15, GLZ18], we also define the so-called uncertainty sets corresponding to the functions {f t } T t=1 that capture the degree of nonstationarity allowed either in term of minimal vectors (Definition 2.1) or function values (Definition 2.2).
Definition 2.1 ([GLZ18]) For a given V T ≥ 0, the uncertainty set of functions S T is defined as
(1)
Recall that for the case of function-value based regret, we need certain classes of structured nonconvex functions. We first state and provide two examples of functions that satisfy the following K-WQC condition.
Assumption 2.6 (K-weak-quasi-convexity(K-WQC)) The function f t satisfies K-WQC with respect to
Example 1 The first example based on the relation between 1-WQC functions and star-convex function. A function f (x) is defined to be star convex over a set X , if its set of global minima X * is non-empty, and for any x * ∈ X * , and x ∈ X the following holds:
Example 2 The next example is based on a certain class of homogenous function, defined in [GLZ18]. A function is said to be α-homogenous with respect to its minimum if there exists α > 0 for which the following holds
, and X is a convex set. The following proposition relates α-homogenous to K-WQC functions.
Proposition 2.1 If a function is differentiable and satisfies α-homogeneity w.r.t its minimum then the function is K-WQC where K > max 1, 1 α .
Proof Taking derivative on both sides of (3) w.r.t β and setting β = 1 we get,
Example 3 As defined in [GLZ18], the gradient of a function f (x) is said to satisfy acute angle condition, if there is Z > 0 such that,
If the gradient of a Lipschitz continuous function satisfies acute angle condition then the function is
Remark 1 The difference between K-WQC and WPC defined in [GLZ18] is as follows, namely, a subset of submodular functions. If a K-WQC function is L-Lipschitz then the function is KL-WPC. In this sense K-WQC is a weaker assumption than WPC. As an example, consider the function f (x) = x 2 , which is K-WQC for K ≥ 2 but not WPC, as f (x) is not Lipschitz continuous. The difference between our results and that of [GLZ18] is that, [GLZ18] make two more assumptions, namely error bound and Lipschitz continuity of gradient as well to prove their sub-linear non-stationary regret bounds.
Finally, we define the next class of structured nonconvex functions.
for all x ≤ y.
3. The co-efficient of weak DR submodularity is given by
Nonstationary Regret bounds for Gradient-size
The assumption of K-WQC allows for a class of nonconvex function that preserve several useful properties of convex function which enables one to get regret bounds in terms of function values. In the absence of such an assumption, considering such regret bounds in terms of function values would lead to intractable bounds. Furthermore, it has been shown in [HSZ17] that if Assumption 2.2, and Assumption 2.3 hold for a sequence of bounded functions (possibly non-convex), a smoothed version of a particular gradient-size based regret is Ω (T ). Hence, we assume f t s are general nonconvex function, but satisfying the condition in Definition 2.2. Indeed such an assumption is made for convex function in [BGZ15] . To get tractable regret bounds, we consider the following notion of gradient-size based nonstationary regret.
Definition 3.1 (Expected Gradient-size Regret) The expected gradient-size regret of a randomized online algorithm is defined as
Similar to the previous section, we now obtain both low-and high-dimensional regret bounds for Algorithm 3.
Theorem 3.1 Let {x t } T 1 be generated by Algorithm 3 with X = R d , and Assumption 2.3 holds for any sequence of
we have
In the deterministic case, as σ = 0, choosing η = 1 4L G (d+4) , we get
, 1
For the deterministic case σ = 0.
The proof is in Section 8.1. We now state the corresponding high-dimensional result.
Theorem 3.2 Let Assumption 2.3 be satisfied with · = · ∞ and Assumption 2.5 hold for any sequence of {f t } T 1 ∈ D T .
(a) By choosing
In the deterministic case, setting σ = 0, we get
we obtain
The proof is in Section 8.2.
Nonstationary Second-Order Regret Bounds
While gradient-size based regret (in Definition 3.1) controls first-order stationary solutions, it does not allows us to avoid saddle-points that are prevalent in nonconvex optimization problems in machine learning and game theory [DPG + 14, HSZ17]. Hence, we propose a notion of secondorder stationary point based regret, in both online setting (Definition 4.1) and bandit setting (Definition 4.2). We then propose online and bandit versions of cubic regularized Newton method and obtain the respective nonstationary regret bounds.
Algorithm 1 Online Cubic-Regularized Newton Algorithm (OCRN)
wheref
end for
Online Cubic-regularized Newton Method
The standard cubic-regularized Newton method [NP06] has been recently extended to the stochastic setting in [TSJ + 18] and to the zeroth-order setting in [BG18] . In Algorithm 1, we consider it in the online setting. Note that [HAK07] used online Newton method previously in the context of online convex optimization to obtain logarithmic regret bounds under certain assumptions and [HSZ17] used a modified online Newton method in the context of online nonconvex optimization. Here, we consider the following notion of regret, based on second-order stationary solutions, and provide a regret bound for the online cubic-regularized Newton method.
Definition 4.1 (Second-order Regret) The second-order regret of an online algorithm is defined as
Theorem 4.1 Let us choose the parameters for Algorithm 1 as follows:
Let Assumption 2.3, and Assumption 2.4 hold for any sequence of functions {f t } T 1 ∈ D T . Then, Algorithm 1 with the choice of M ≥ L H produces updates such that
where the second-order regret R EN C is defined in (17).
In the deterministic case, setting σ, and ζ to 0 we get,
Algorithm 2 Bandit Cubic Regularized Newton Algorithm (BCRN)
The proof is in Section 9.1.
Remark 2 We now compare our second-order regret bound to that in [HSZ17], which is given bŷ
This bound is obtained by assuming each loss function f t is bounded instead of assuming their total gradual variation is bounded as we have in Definition 2.2. Noting that r N C (t) ≤ O r N C (t) +r N C (t) , we can bound our regret by using the second-order method in [HSZ17] such that
where the first inequality follows from Hölder's inequality. We immediately see that an improved second-order regret bound in achieved in (21), in comparison to [HSZ17].
Bandit Cubic-regularized Newton Method
We now extend the online cubic-regularized Newton method to the bandit setting. In order to do so, we leverage the three-point feedback based Hessian estimation technique, proposed in [BG18] , which is based on Gaussian Stein's identity. The bandit cubic-regularized Newton method is provided in Algorithm 2. We now define the notion of second-order regret for the bandit setting and provide nonstationary regret bounds in Theorem 4.2
Definition 4.2 (Expected Second Order Regret) The expected second-order regret of a randomized online algorithm is defined as
Theorem 4.2 Let us choose the parameters for Algorithm 2 as follows:
Let Assumption 2.3, and Assumption 2.4 be true. For any sequence of such functions {f t } T 1 ∈ D T , Algorithm 2 produces updates for which R EN C (T ) is bounded by,
In the deterministic case, setting σ = 0, we get,
Remark 3 Although, the bound obtained in Theorem 4.2 is independent of dimension, we emphasize that we are sampling the function at multiple points during each time step. The total number of function calls is hence, T t=1 Remark 4 Recall that our results are based on estimating gradients and Hessian matrix based on Gaussian Stein's identities. It is common in the literature to also consider gradient estimators based on random vectors in the unit sphere; see for example [NY83, FKM05] . Hence, it is natural to ask if Hessian estimators could be constructed based on random vectors on the unit sphere. Here we provide an approach for estimating Hessian matrix of a deterministic function; we leave the analysis and algorithmic applications of such estimators as future work. Let S d−1 , and B d denote the unit d dimensional ball, and the unit d-sphere respectively. We will use S, and B instead of S d−1 , and B d respectively where the dimension is understood clearly. Let u 1 , and u 2 are chosen randomly on S d−1 and v 1 , and v 2 are chosen randomly from B d .
The last equality follows from Stoke's theorem. Let
f (x + νu 2 + νv 1 ) dv 1 = [g 1 (x + νu 2 ) , g 2 (x + νu 2 ) , · · · , g d (x + νu 2 )] ⊤ , and x = x 1 , x 2 , · · · , x d ⊤ . Then, using Stoke's theorem again, we have
Algorithm 3 Gaussian Bandit Gradient Descent (GBGD) Input: Horizon T , η and ν.
where P X (y) is the projection operator, i.e., P X (y) := argmin x∈X y − x end for
So we can write,
C i for i = 1, 2, · · · , 7 are constants. Hence, we have a bandit Hessian estimator, as this relates the Hessian of the function to point queries of the function.
Nonstationary Regret bounds for Function Values
As opposed to stationary solution based regret measures, in this section, we consider classes of structured nonconvex functions for which one could provide function-value based regret bounds. We provide such regret bounds when the functions {f t } T t=1 satisfy (i) K-Weak Quasi Convexity, as in Assumption 2.6 and (ii) γ-weak DR submodularity, as in Definition 2.3.
K-WQC in Low-dimensions
We first consider the low-dimensional setting. We also assume the constraint set X is convex and bounded and the diameter of the set X ⊂ R d is bounded by R < ∞, i.e., ∀x,
, we define the Gaussian Stein's identity based gradient estimator of ∇f t (x t ) as,
where u t ∼ N (0, I d ). Based on this, the Gaussian bandit gradient descent algorithm is given in Algorithm 3. We denote the filtration generated up to the t-th iteration of Algorithm 3 by F t . The use of two point feedback to estimate the gradient in this algorithm, leads us to the following definition of nonstationary regret; see also [GLZ18].
Definition 5.1 (Expected Non-stationary Regret) For ν > 0 and u t ∼ N (0, I d ), the expected non-stationary regret of a randomized online algorithm is defined as
where the expectation is taken w.r.t filtration generated by {x t } T 1 , and {u t } T 1 .
Theorem 5.1 Let {x t } T 1 , {x t + νu t } T 1 be generated by Algorithm 3 for any sequence of K-WQC loss functions {f t } T 1 ∈ S T defined in (1). a) Under Assumption 2.2 and by choosing
the following bound holds for expected nonstationary regret:
We get the the same result for the deterministic case as well.
b) If, in addition, Assumption 2.3 holds and if
then the above regret bound is improved to
In the deterministic case the upper bound becomes O d(T + V T T ) as σ = 0.
The proof of this theorem is in Section 10.1.
K-WQC in high-dimensions
The dependence of the expected nonstationary regret on the dimensionality d is of polynomial order, which restricts the applicability of the algorithm for high-dimensional problems. In order to address this issue, in this section, we make structural sparsity assumptions to get improved regret bounds that depends only poly-logarithmically on the dimensionality. Specifically, we first get improved regret bounds (in terms of dimensionality), under the assumption that the function f t depend only on s of the d coordinates -see Section 10.2 in Appendix for more details. In this section, we make sparsity assumptions on the gradient and optimal vectors to get similar regret bounds. In order to do so, we also require the truncated bandit gradient descent algorithm, as described in Algorithm 4. Furthermore, we require the constraint set X to preserve the sparsity structure, when projected onto. We also show that any norm-ball based constrained set X := {x ∈ R d : x ≤ R} satisfies such an assumption.
Algorithm 4 Gaussian Bandit Truncated Gradient Descent (GBTGD)
Input: Horizon T ,
where Pŝ (x) keeps theŝ largest components (in absolute value) of x and sets the other components to 0. end for Assumption 5.1 (Sparsity Preserving Projection) Let X be a convex decision set such that projection of a point onto this set preserves the sparsity of the point before projection, i.e., the projection P X (y) of a s-sparse vector y on X , has zeros at the same indices where y had zeros.
Lemma 5.1 Projection onto set X := {x ∈ R d : x ≤ R} is sparsity preserving, i.e., the projection P X (y) of a s-sparse vector y on X , has 0 at the indices where y has 0.
Proof W.L.G assume that the first s indices of a vector y ∈ R d are non-zero. Let a = P X (y) be given such that there exists at least one i ∈ {s + 1, · · · , d} with a i = 0. Define vector b ∈ R d such that b j = a j for i = j and b i = 0. Clearly, b ≤ a and hence b ∈ X . Furthermore, b − y ≤ a − y contradicting the assumption of a = P X (y). Such decision sets are common in machine learning, e.g., l 1 -norm arises in compressed sensing to achieve sparse solutions. Such constraints also help us achieve better bias-variance tradeoffs. Finally, we also assume that the optimal vectors have a sparse structure and state our regret bound. 
the following bound holds for expected non-stationary regret:
b) If, in addition, Assumption 2.3 holds and
the above regret bound is improved to
In the deterministic case we have to set σ = 0 while choosing η.
The proof is in Section 10.3.
Submodular function: Gradient Ascent
The next class of structured nonconvex functions are the class of submodular functions, for which we consider the maximization problem (as opposed to minimization problem in the previous sections). Submodular function maximization in the offline setting has a long history since the seminar work of [NWF78] . Motivated by several applications in machine learning [Bil15] , several works have provided improved algorithms in both the offline and online setting; see for example, [B + 13, CVZ14, BLKB17, HSK17, CHK18, Bac19, CZHK19] for a non-exhaustive overview.
Here, we consider bandit algorithms for submodular maximization in the nonstationary setting. In order to proceed, we first require the following definition of regret.
Definition 5.2 (Expected α-Nonstationary Regret) For ν > 0, and 0 < α < 1, the expected α-nonstationary regret of a randomized online algorithm is defined as
where u t ∼ N (0, I d ), and the expectation is taken w.r.t filtration generated by {x t } T 1 , and {u t } T 1 . We also modify our Gaussian gradient estimator to account for the fact that the submodular functions are defined on the domain A as opposed to R d . We define the gradient estimator of ∇f t (x t ) as,
where u t ∼ N (0, I d ). We need to sample the function at x t + ν ut ut to calculate G ν t,SM (x t , u t , ξ t ). But this point may lie outside the box A where the function is not defined. To bypass this problem, following [CZHK19], we look for a solution in the box
If ν is small enough, under Assumption 2.2 we can find a sequence of points which achieves the same bound as we would expect if we could sample points from A. Unlike [CZHK19], which use random vectors on the d-dimensional unit sphere, our gradient estimators are based on Gaussian smoothing technique. Finally, we assume that the constraint set K ⊆ A is convex and diameter of K is R. Our Bandit Gradient Ascent (BGA) algorithm for nonstationary submodular maximization is stated in Algorithm 5.3. We now provide the following regret bounds for our algorithm.
Algorithm 5 Bandit Gradient Ascent (BGA) Input: Horizon T , η, ν
1 be generated by Algorithm 5.3 for a sequence of monotone, γweakly DR-submodular function f t :
Then, under Assumption 2.2, and Assumption 2.3, and choosing
the following bound holds for α-nonstationary regret:
where α = γ 2 1+γ 2 . Interestingly, under our assumptions the rates remain the same for the stochastic and deterministic cases. The proof is in Section 10.4. Providing regret bounds for nonstationary submodular maximization in the high-dimensional setting for has eluded us thus far. It would be interesting to reduce the dimension dependence under different structural assumptions on the submodular functions -we leave this as future work.
Discussion
In this paper, we provide regret bounds for nonstationary nonconvex optimization problems in the bandit setting. We make three specific contributions: (i) low and high-dimensional regret bounds in terms of gradient-size for general nonconvex function with bounded stationarity, (ii) online and bandit versions of cubic regularized Newton method for bounding second-order stationary solution based nonstationary regret, and (iii) low and high-dimensional regret bounds in terms of function values for K-WQC functions and low-dimensional regret bounds in terms of function values for submodular function maximization.
There are several avenues for future work: (i) obtaining lower bounds for the regrets considered is challenging, (ii) defining other notions of uncertainty set that provide improved regret bounds is also interesting, (iii) obtaining parameter-free algorithms, similar to the convex setting (see for example, [JRSS15, LS15, CSLZ18, ACG + 19] ) is interesting and (iv) establishing connections between online nonparametric regression and nonstationary regret bounds (see for example [BW19]) is interesting.
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Taking conditional expectation on both sides, we get
Re-arranging the terms and noting Lemma 10.2, we obtain
Summing from t = 1 to T , and using Definition 2.2 we get
Now we split the proof in two parts corresponding to the parts in Theorem 3.1.
(a) From (45) we get,
Choosing ν and η according to (6), we get (7).
(b) It is possible to improve the dependence of the regret bound on the problem dimension assuming that the loss functions are Lipschitz continuous. In this case, we have ∇f t (x t ) ≤ L which together with (45), imply that
Choosing ν and η according to (9), we obtain (10).
Proof of Theorem 3.2
Proof Under Assumption 2.3 w.r.t l ∞ -norm and similar to (44), we get
Noting Lemma 10.5, the fact that ∇f t (x t ) 1 ≤ √ s ∇f t (x t ) 2 under Assumption 2.5 and after re-arranging the terms, we obtain
Summing up both sides of the above inequality, noting (11) and Definition 2.2 we get (12). Noting Lemma 10.4 under Assumption 2.2, part b) follows similarly.
9 Proofs for Section 4 9.1 Proof of Theorem 4.1
Proof In order to prove the above theorem, we require the following result from [NP06] .
Lemma 9.1 ([NP06]) Let {x t } be generated by Algorithm 1 with M ≥ L H . Then, we havē 
In the rest of the proof we use ∇ t , ∇ 2 t , h t , and λ t,min to denote ∇f t (x t ), ∇ 2 f t (x t ), (x t+1 − x t ), and the minimum eigenvalue of ∇ 2 f t (x t ) respectively. Using Assumption 2.3,
Using, Assumption 2.4, (47a), (50), and Young's inequality, be generated by Algorithm 3 for any sequence of K-WQC loss functions {f t } T 1 ∈ S T , that depends on only s of the d coordinates. Also, suppose that Assumptions 2.2 hold, with · = · 2 . a) By choosing
the expected non-stationary regret is bounded by 
In the deterministic case the upper bound becomes O s(T + V T T ) as σ = 0.
Proof of Theorem 5.3
To prove Theorem 5.3 we need the following two Lemma.
Lemma 10.6 Under Assumption 2.2, the following holds:
In addition, if Assumption 2.3 holds, then
Proof a) Using Assumption 2.2,
