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I. INTRODUCTION
G ROUP testing (GT) is a general term for a family of test schemes designed to identify a number of subjects with some particular characteristic -called defectives (or positives)-among a large pool of subjects. The idea behind GT is that if the number of defectives is much smaller than the number of subjects, one can reduce the number of experiments required for identifying the defectives by testing properly chosen subgroups of subjects rather than testing each subject individually. In its full generality, GT may be viewed as the problem of inferring the state of a system from the superposition of the state vectors of a subset of the system's elements. As such, GT has found many applications in communication theory [2] - [5] , signal processing [6] - [8] , computer science [9] - [11] , and mathematics [12] . Some examples of these applications include error-correcting coding [4] , [13] , [14] , identifying users accessing a multiple access Manuscript received October 8, 2012 ; revised October 8, 2013 ; accepted May 8, 2014 . Date of publication May 30, 2014 , date of current version July 10, 2014 . This work was supported in part by the Natural Sciences and Engineering Research Council of Canada Scholarship, in part by the National Science Foundation under Grant CIF 1218764, Grant CIF 1117980, and in part by Science and Technology Center Class 2010 under Grant CCF 0939370. This paper was presented at the 2012 IEEE International Symposium on Information Theory [1] .
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Digital Object Identifier 10.1109/TIT. 2014.2327630 channel (MAC) [15] , [16] , reconstructing sparse signals from low-dimensional projections [6] , [7] , and many others. The group testing literature examines two partially overlapping categories of problems, based on the way the number of defectives is modeled: probabilistic GT and combinatorial GT. In the former case, a probability distribution is considered for the number of defectives, and the goal is to minimize the expected number of tests (see for example [17] - [20] ). 1 In the latter case, the number of defectives (or at least an upper bound on the number of defectives) is known in advance [8] .
Another way to distinguish between different GT schemes is through the way the tests are performed. In nonadaptive group testing all the tests are designed in advance. 2 In other words, the tests are designed in one pass, and the outcome of one test does not affect the design of another test. On the other hand, in sequential (adaptive) group testing, the result of one test may be used to govern the design of other tests, leading to more efficient pooling schemes (see [8] and references therein). Although, in general, sequential GT requires fewer tests, in most practical applications nonadaptive GT is preferred since it allows one to perform all tests simultaneously. This reduces the overall time required for testing. In what follows, we focus on combinatorial, nonadaptive GT.
Many different models have been considered for combinatorial GT; in the original setting described by Dorfman [17] (henceforth, conventional GT or CGT) the result of a test indicates if there exist at least one defective in the test. Hence, the test output equals 0 if there are no defectives in the test, and 1 otherwise. Another important model is the additive model [8] , also known as quantitative GT (QGT). In this model, the result of a test equals the exact number of defectives in that test. In the threshold group testing (TGT) model [21] , if the number of defectives in a test is smaller than a fixed lower threshold, the test outcome is negative (or equal to 0); if the number of defectives is larger than a fixed upper threshold, the test outcome is positive (or equal to 1); and if the number of defectives is between the lower and upper threshold, the test result is arbitrary (either equal to 0 or 1). The difference between the upper and lower thresholds is called the gap. In yet another model introduced in [22] , a threshold is fixed beforehand and the test output corresponds to an additive model output whenever the number of defectives does not exceed the threshold. If the number of defectives exceeds the threshold, the output of the test is some value outside the range of the sub-thresholded additive model output.
In all these models, each subject is assigned a unique binary vector (codeword) of length equal to the total number of tests. Each coordinate of a subject's codeword corresponds to a test and equals 1 if the subject is present in the test, and equals 0 otherwise. Since in nonadaptive GT all the tests are designed in parallel, it is convenient to group all the codewords into a matrix (code) termed the test matrix (test code). The test matrix is a binary matrix of size m ×n, where m is the number of tests and n is the number of subjects. The design of efficient test matrices has been a topic of interest for many years: for a comprehensive survey of such codes, see [8] , [23] , [24] . The two main families of test codes were originally designed for CGT by Kautz and Singleton [25] . The first family is known as disjunct codes (or zero-false-drop codes), while the second family is usually referred to as separable codes (or uniquely decipherable codes). Disjunct codes satisfy an inclusion constraint: a d-disjunct code has the property that no codeword is included in -or is covered by -the componentwise Boolean ORs of any other ≤ d number of codewords. This property enables disjunct codes to uniquely identify up to d defectives and also endows them with an efficient decoding algorithm. Separability is a weaker notion than disjunctness as it only requires the component-wise Boolean ORs of any two distinct sets of ≤ d codewords to be different.
Despite the significant interest the subject has garnered in computer science, coding and combinatorial theory, and despite the analysis of many diverse extensions of the underlying problem, group testing has still not seen widespread use in medical sciences and biology. Two notable exceptions were the early use of group testing for DNA sequence analysis [23] and the very recent work on group testing for genotyping and biosensing [26] - [28] . The reason behind this practical failure of group testing in life sciences is that most analytical models do not capture the full complexity of bioengineering systems. Model simplifications are necessarily introduced in order to derive closed-form expressions on the smallest number of tests required to perform the experiments or to guarantee code constructions with provable performance guarantees, thereby neglecting the fact that in practical applications such simplifications may not be appropriate. For example, one would be inclined to accept a number of tests higher than those predicted to be theoretically optimal for a coarse model if there is evidence that the scheme is suitable for practical implementation.
This work represents the first step in developing a novel framework for group testing that caters to the unique needs of the emerging field of genotyping through high-throughput sequencing, 3 as motivated below.
A. Challenges in Genotyping, and Semi-Quantitative Group Testing
Genotyping is an emerging field in systems biology concerned with determining genetic variations in the traits of individuals. At the core of every genotyping method is DNA sequencing -determining the genetic blueprint of an individual -and a comparative analysis of the sequences obtained from different individuals. Comparative studies of the DNA makeup play an indispensable role in medical genetics, the goals of which are to efficiently determine "outliers" in genetic codes that may lead to devastating disorders or illnesses [26] .
One of the most important applications of genotyping is detecting the carriers of a particular genetic disorder. Since the human genome consists of pairs of chromosomes, and paired chromosomes contain genes with matching functionalities, a human who has inherited a mutated gene may not display the symptoms of the genetic disease. In this situation, the individual has a normal (unmutated) copy of a gene, which prohibits the disease from being expressed. Although the carrier does not display disease symptoms, the offspring of two carriers may have the disease. While affected individuals can be diagnosed based on their symptoms, a carrier can only be identified via DNA screening.
In the screening process of genotyping, one targets genomic regions known to harbor genetic mutations. Until recently, only serial sequencing of the genome of one individual was possible; however, the introduction of the new class of genome sequencing methods dubbed the next-generation sequencing technologies [29] enabled parallel sequencing of the genome. These platforms break the genomic region of interest into short fragments and perform millions of sequence reads in a single run (for the description of one such platform, see Illumina [30] ). Due to the high cost of sample preparation for sequencing, and, in order to fully utilize the potential of the sequencing platforms, multiplexing a large number of specimens in a single batch is essential. As a result, group testing presents itself as a natural paradigm to address these challenges, and the first steps in this direction were taken in [26] , [27] , [31] , [32] . Despite the promising results of applying the existing group testing models to genotyping, many practical problems still stand in the way of the widescale use of this method.
One such problem arises from the fact that genotyping methods allow for more precise readings at the output than classical GT detectors, but still do not provide full information about the abundance of a target gene in the test. As a result, codes constructed for CGT or TGT underutilize the potential of these sequencers, while codes constructed for QGT are prone to errors due to "overestimating" the sequencers' precision. Specifically, since the precision of a sequencer often depends on the number of defectives and the amount of genetic material in the test, the error is signal/design dependent and cannot be modeled easily. In order to overcome this problem, in what follows we propose a new framework called semiquantitative group testing (SQGT).
In SQGT, the result of a test is a non-binary value that depends on the number of defectives through a given set of thresholds. The thresholds depend on the sequencer and represent its precision. The SQGT paradigm may be viewed as a combination of the adder model (QGT) and a decimator (quantizer). Although QGT has been widely studied in literature, the addition of a system-dependent decimator makes test construction and analysis quite challenging. It is worth emphasizing that the application of SQGT model is not limited to genotyping, and in general any scheme in which tests are obtained using a test device with limited precision may be modeled as an instance of SQGT. In particular, CGT, TGT (with zero gap), and QGT are all special cases of SQGT.
We also allow for the possibility of having different amounts of sample material for different test subjects, which results in non-binary test matrices. Although binary testing is required for some applications -such as the classic coin weighing problem -in other applications, such as conflict resolution in multiple access channel (MAC) and genotyping, non-binary tests may be used to further reduce the number of tests. While in binary test matrices a value 0 or 1 corresponds to the absence or presence of a subject in a test, respectively, in non-binary SQGT the value of an entry of the test matrix reflects the "strength" or "concentration" of a subject in a test. For example in conflict resolution in MAC, different non-binary values in a test correspond to different power levels of the users, while in genotyping they correspond to different amounts of genetic material of different subjects. For example, if the value corresponding to the j th subject in a genotyping test equals 2, while the value corresponding to the k th subject is equal to 1, this indicates that the amount of DNA of subject j in this test is twice the amount of the DNA of subject k.
The reason for focusing on integer-valued test matrices, as opposed to real-valued matrices, is that the sample preparation in genotyping is performed by robotic arms that are usually programed to sample the same amount of DNA. One could program the robotic arm to dispense different amounts of DNA into test wells, but such a process would be extremely complicated and imprecise. A better alternative is to program the robotic arm to dispense the same amount of DNA into a test well multiple times. Since all test wells contain integer multiples of the same volume of DNA, one can model the test parameters using bounded integers.
Note that non-binary integer-valued group testing can be also used in applications where:
• The subjects to be tested come as a whole and cannot be divided into real-valued parts. For example, in the coinweighing problem, if one has n bags of coins, where each bag contains q − 1 identical coins, and some of the bags have counterfeit coins, one can use tests with an alphabet of size q to find the counterfeit bag with fewer experiments than when using binary tests.
• A real-valued alphabet may not be practical due to "limited precision". With unlimited precision, one could design one single experiment to find any number of defectives among any number of subjects.
• Some robustness to errors and noise is needed in the testing schemes; integers, unlike reals, are spaced discretely, which ensures a form of error protection (see for example [33] ). While there exist information theoretic approaches applicable to the study of non-binary test matrices [24, Ch. 6] , to the best of the authors' knowledge, the results on non-binary code construction relevant to group testing are limited to a handful of papers, including [34] and [35] , where constructions are considered for an adder MAC channel (i.e. QGT).
For the new model of SQGT with Q-ary test results and q-ary test sample sizes, Q, q ≥ 2, we define a new generalization of disjunct and separable codes, called "SQ-disjunct" and "SQ-separable" codes, respectively. Probabilistic constructions as well as explicit constructions are provided for these two families of codes when the number of defectives is much smaller than the total number of subjects. In addition, the important special case of SQGT with equidistant thresholds is discussed in detail, and test constructions are provided for this model as well. 4 Furthermore, a generalization of the Lindström construction for QGT [37] is described, capable of identifying any number of defectives, even as large as the total number of subjects.
Other problems arising in the context of genotyping -such as copy number variation [38] - [40] , probabilistic modeling of family trees within the GT framework, as well as multiple gene mutation disorder screening, and the resulting notion of two-dimensional group testing, will be discussed elsewhere.
The paper is organized as follows. Section II describes the SQGT model. Section III introduces SQ-disjunct and SQ-separable codes and their properties. In Section IV, we describe a number of combinatorial and probabilistic constructions for SQGT codes, in addition to some decoding algorithms for these codes. The characteristics and parameters of these codes are summarized at the end of this section. Section V summarizes the main results described in the paper. Finally, in Appendix A we describe a belief propagation decoder for probabilistically constructed SQGT for which no efficient decoder exists.
II. THE SEMI-QUANTITATIVE GROUP TESTING MODEL
Throughout the paper, we adopt the following notation. Bold-face upper-case and bold-face lower-case letters denote matrices and vectors, respectively. Calligraphic letters are used to denote sets. Asymptotic symbols such as ∼, o(·), and O(·) are used in a standard manner. For a positive integer k, we define [k] := {0, 1, . . . , k − 1}, and k := {1, 2, . . . , k}. For simplicity, we sometimes use X = {x i } s 1 to denote a set of s codewords, X = {x 1 , x 2 , . . . , x s }.
Let n, m, and d denote the number of test subjects, the number of tests, and the number of defectives, respectively. Let S i denote the i th subject, i ∈ n , and let D j be the j th defective, j ∈ d . Furthermore, let D denote the set of defectives, so that |D| = d. Let w ∈ [2] n be a binary vector with its i th coordinate equal to 1 if the i th subject is defective, and 0 otherwise.
We assign to each subject a unique q-ary vector of length m, termed the codeword of the subject. Each coordinate of the codeword corresponds to a test. If x i ∈ [q] m denotes the codeword of the i th subject, then the k th coordinate of x i , denoted by x i (k), may be viewed as the "amount" of S i used 4 SQGT with equidistant thresholds may be viewed as a special instance of quantized integer compressive sensing, introduced in [33] , where the entries of the sensing matrices as well as the sparse vectors are allowed to be bounded integers. Another topic in the compressive sensing literature related to this SQGT model is quantized compressive sensing, one instance of which was discussed in [36] . in the k th test. 5 Note that the symbol 0 indicates that S i is not present in the test. We denote the test matrix, or equivalently, the code, by C ∈ [q] m×n . The goal is to construct a code such that the defectives can be uniquely identified in an SQGT model.
The result of each test in SQGT is an integer from the set [Q] . Each test outcome depends on the number of defectives and their sample amount in the test through Q thresholds, η l (l ∈ {1, 2, . . . , Q}). Table I summarizes the previously described notation.
In order to simplify the relationship between the test results and the codewords assigned to the defectives, we use the following definition.
Definition 1: The "SQ-sum" of a set of s ≥ 1 codewords, 
where 
where x i j is the codeword of the j th defective. This equation implies that the result of the k th test depends on the sum of the k th coordinate of the defectives' codewords,
as shown in Fig. 1. Fig. 2 provides an example of a SQGT code, an incidence vector of the defectives, and vector of test Based on the definition, it is clear that SQGT may be viewed as a concatenation of an adder channel and a decimator (quantizer). Also, if q = Q = 2 and η 1 = 1, the SQGT model reduces to CGT. Furthermore, if Q − 1 = d(q − 1) and ∀r ∈ [Q], η r = r , then SQGT reduces to the adder model (QGT), with a possibly non-binary test matrix. Similarly, TGT with zero gap and the model in [22] also represent special instances of SQGT. Fig. 3 describes all these models for q = 2.
Note that in the SQGT model, we assume that η Q > (q − 1)d. Of special interest is a SQGT model with a uniform quantizer -i.e. SQGT with equidistant thresholds. In this case, η r = r η, where r ∈ [Q + 1], and the SQ-sum of s codewords,
, where · denotes the floor function. We discuss code constructions for the uniform model in more detail in the next sections.
III. GENERALIZED DISJUNCT AND SEPARABLE CODES FOR SQGT
In what follows, we introduce two new families of codes suitable for SQGT, termed SQ-disjunct and SQ-separable.
These codes are generalizations of binary disjunct and binary separable codes introduced in [25] for efficient zeroerror identification of defectives in CGT. SQ-disjunct codes, similar to their CGT counterparts, benefit from a simple decoding algorithm with complexity of O(mn). For both of these codes, we use a set of parameters as explained below.
A 
A. SQ-Disjunct Codes
In what follows, we define a new family of disjunct codes for SQGT that shares many of the properties of binary disjunct codes. We start by providing the following definitions. Note that for q = Q = 2 and η 1 = 1, Definition 2 is equivalent to the definition of inclusion for disjunct codes in CGT [25] . Based on the notion of inclusion, we may define SQ-disjunct codes for the error-free scenario, e = 0. 
The next two theorems describe some properties of SQ-disjunct codes. 
where y {x i } is the syndrome of {x i }, and y X \{x i } is the syndrome of the other d codewords in X . Note that for equidistant SQGT, (1) implies
The uniqueness property in Remark 2 can be proved as follows. Fix a set X and x i , x j ∈ X such that i = j and k i = k j . Using Definition 1, it can be easily verified that for any coordinate k,
Using (1) and (2), one has
Applying condition (1) to x j and using (2), one similarly obtains
Since k i = k j , (3) and (4) contradict each other, which completes the proof. Using the notion of unique coordinate, we can generalize Definition (3) to SQ-disjunct codes that are capable of correcting up to e > 0 errors.
Definition 4 (SQ-disjunct codes): A code is called a [q; Q; η; (1 : d); e]-SQ-disjunct code of length m and size n if for any set of d
, and for any codeword x i ∈ X , there exists a set of coordinates, R i , of size at least 2e + 1 such that ∀k i ∈ R i ,
and R i is disjoint of any R l for which x l ∈ X and l = i; in this equation y {x i } is the syndrome of {x i }, and y X \{x i } is the syndrome of the remaining d codewords in X . Such a code is capable of uniquely identifying up to d defectives, in the presence of up to e errors in the vector of test results. If a codeword x i does not correspond to a defective, its syndrome contains at least e + 1 coordinates satisfying y {x i } (k) > y(k). On the other hand, if x i corresponds to a defective, its syndrome contains at most e coordinates satisfying y {x i } (k) > y(k). (1) and (5) 
Remark 3: It can be easily seen from

B. SQ-Separable Codes
Although SQ-disjunct codes can be used to find defectives in a SQGT design via a simple decoding procedure, the requirements imposed on such codes may appear too restrictive for certain applications. As a result, relaxing these structural constraints may lead to a reduction in the number of tests for fixed values of n. Since SQ-disjunct codes cannot be used for the case when q ≤ η 1 , one may be interested in designing codes with smaller alphabet size. SQ-separable codes are a family of q-ary codes that are capable of overcoming these issues. 
Definition 5 (SQ-Separable Codes): A code is called a
Such codes are capable of identifying defectives when the vector of test results contains at most e errors, given that the number of defectives is at least l and at most u. Note that as next proposition demonstrates, SQ-disjunct codes are special cases of SQ-separable codes.
Proof: Consider any [q; Q; η; (1 : d); e]-SQ-disjunct code, and any two distinct sets of codewords X and Z that satisfy 1 ≤ |X |, |Z| ≤ d. Without loss of generality, assume that |X | ≤ |Z|. Since these two sets are distinct, Z\X = ∅; let z be a codeword such that z ∈ Z\X . Since |X ∪ {z}| ≤ d + 1, using the definition of SQ-disjunct codes, one can conclude that there exists a set of coordinates, R, of size at least 2e + 1, such that ∀k ∈ R,
On the other hand since z ∈ Z, Definition 1 implies that 
IV. CODE CONSTRUCTION FOR SQGT
Next, we discuss both probabilistic and explicit combinatorial constructions of SQ-disjunct and SQ-separable codes. For each of these code families, we first describe constructions with arbitrary thresholds, η. While such constructions are applicable to any set of thresholds, one may be able to construct codes with smaller test numbers designed specifically for a certain choice of thresholds. For example, QGT is a special case of SQGT; while there are many interesting code constructions for QGT, these constructions do not apply to CGT, another special case of SQGT. Therefore, after introducing some general constructions, we focus on one of the most important special cases of SQGT: SQGT with equidistant thresholds.
The section is organized as follows. In Subsections IV-A and IV-B, we describe constructions of q-ary SQ-disjunct and q-ary SQ-separable codes, respectively. The construction of binary SQ-separable codes are described in IV-C. In IV-D, construction of SQ-separable codes for arbitrary number of defectives are described. Finally, the parameters of the codes constructed in this section are summarized and compared to each other in IV-E.
In some of the constructions described in this section, we take advantage of the properties of binary disjunct and separable codes designed for CGT and QGT. These codes are defined in what follows.
Definition 6 (Binary d-Disjunct Codes for CGT): A binary d-disjunct code designed for CGT, capable of correcting up to e errors, is a code of length m and size n such that for any
, and for any codeword x i ∈ X , there exists a set of coordinates R i of size at least 2e + 1, such that ∀k ∈ R i , x i (k) = 1 and x j (k) = 0, for x j ∈ X and j = i. 
Definition 7 (Binary d-separable codes for CGT): A binary d-separable code designed for CGT, capable of correcting up to e errors, is a code of length m and size n such that for any two distinct sets of codewords
A. Construction of q-ary SQ-Disjunct Codes
SQ-disjunct codes represent generalizations of conventional binary disjunct codes. As a result, it is expected that one can construct SQ-disjunct codes using conventional disjunct codes. The following proposition describes one such construction. 6 by q − 1, where
Proposition 2 (Construction 1): Any code generated by multiplying a conventional binary d-disjunct code capable of correcting e errors
Proof: A conventional binary d-disjunct code, capable of correcting e errors, satisfies the condition that for any set of
Multiplying such a code with q − 1, where q − 1 ≥ η 1 , produces a q-ary code such that for any set of d +1 codewords, X = {x j } d+1 1 , and for any codeword x i ∈ X , there exists a unique set of coordinates, R i , of size at least 2e + 1, such that ∀k ∈ R i ,
As a result, ∀k ∈ R i ,
Next, we focus on SQGT with equidistant thresholds, i.e., codes for which η r = r η, where r ∈ [Q + 1]. The following lemma will be used for constructing SQ-disjunct codes with equidistant thresholds. 
is a unique coordinate of the l th column of C for which (5) is satisfied for the given set S, the same condition will still be satisfied in C for l and S. The reason is that after the substitution, the i th coordinate of the syndrome of the l th column remains unchanged, while the i th coordinate of the syndrome of the other d codewords indexed by S\{l} will have a smaller value. Since this is true for any S ⊆ n with |S| = d + 1 and for any l ∈ S, C is a [q; Q; η; (1 : d) ; e]-SQ-disjunct code. On the other hand, if for i ∈ m , none of the columns of C indexed by S has a unique coordinate in the i th row, then this substitution may generate a unique coordinate in a column and therefore improve the error correcting capability of the code. 6 For constructions of binary d-disjunct codes with error correcting capabilities, see [8] , [41] , [42] and references therein.
We use this lemma and remark to describe a probabilistic construction for SQ-disjunct codes with equidistant thresholds.
Theorem 3 (Construction 2): Form a matrix C ∈ {0, η, 2η, . . . , I η} m×n by choosing each entry independently according to the following probability distribution, Proof: Fix a choice of d +1 column indices, S ⊆ n , and among them choose one index, l ∈ S. There are
ways to choose S and l. Let π I be the probability of "success" of a row, i.e., the probability that for a row of C denoted by r, one has
. Due to the fact that the alphabet consists of integer multiples of η, the aforementioned conditioned is equivalent to
Let E β be the event that (6) is satisfied and that r(l) = βη. From this definition, and the law of total probability, it follows that
Pr(E β ).
On the other hand, one has 
equation (7) simplifies to
Consequently, using the union bound, we can derive an upper bound on the probability that C is not a
As a result, for any δ > 0, one has
This result can be generalized for [q; Q; η; (1 : d); e]-SQ-disjunct codes, where e is allowed to grow with n. For a fixed S and l, ∀ j ∈ m , let N j be a Bernoulli random variable with value 1 if the j th row of C satisfies (6), and 0 otherwise. By definition, the random variables N j are independent identically distributed (i.i.d.) and Pr(N j = 1) = π I , for j ∈ m . Based on the Chernoff bound, for 0 < δ < 1, one obtains
which provides an upper bound on the probability that for a fixed S and l, at most 2e rows of C satisfy (6) . As a result, the probability that C is not a [q; Q; η; (1 : d); e]-SQ-disjunct code is upper bounded by
It can be easily seen that for any δ > 0,
We can compare the number of tests m I for a code constructed using this method with the number of tests m 1 in a code constructed by multiplying a conventional binary d-disjunct code with η (Construction 1), provided that they have the same number of codewords n. It can be easily verified -see for example [8] -that for a fixed n, the distribution P X (x) that minimizes the number of tests of a conventional binary d-disjunct code is the one that assigns
maximizes the probability of "success" of a row. 8 Since Construction 1 does not change the size and length of the underlying binary d-disjunct code, asymptotically it holds that
On the other hand,
where we changed the order of the limit and the summation operations, since the sum was over a finite number of terms. (8) and (9), Fig. 4 . Reduction in the number of tests of a SQ-disjunct code based on Construction 2 for a simple choice of the probability P 0 . 
The constructed code is a [q; Q; η; (1 : d); e]-SQ-separable code with decoding complexity O(mn).
Proof: First, we show that the value of the largest entry of C is at most q − 1. In order to prove this claim, it suffices to focus on C K . The largest entry of this matrix is equal to
the largest entry of C K (and therefore the largest entry of C) is at most equal to η
Step 1: Set y K = y and form vectors y j , 1 ≤ j ≤ K , using the rules:
and
Step 2: Use the decoding algorithm in Remark 4 for C j and y j to find the defectives among the subjects corresponding to the columns of C j .
The result is obviously true for d = 1. Therefore, we focus on the case d > 1. If there are no errors, using induction one can prove that each y j , 1 ≤ j ≤ K , is the syndrome of a subset of columns of C j corresponding to defectives. Let
, where 1 ≤ j ≤ K . Since the non-zero entries of C are multiples of η, ηy is the sum of columns of C corresponding to a subset of defectives. Also, the maximum value of the entries of C K −1 equals η
Since there are at most d defectives, the maximum value of their sum does not exceed η
, the minimum non-zero entry of C K . As a result, y K is the syndrome of the defectives with codewords in C K , and y K −1 is the syndrome of defectives with codewords in C K −1 . Similarly, it can be shown that ∀ j, 1 ≤ j ≤ K − 1, y j is the syndrome of the defectives with codewords in C j , and y j −1 is the syndrome of the defectives with codewords in C j −1 .
On the other hand if there are e > 0 errors in y, for each y j , 1 ≤ j ≤ K , there are at most e erroneous coordinates. Since from Theorem 2 we know that each C j is a [q; Q; η; (1 : d) ; e]-SQ-disjunct code, using Step 2 one can uniquely identify the defectives with codewords from C j .
In order to gain a better understanding of this construction, consider the binary 2-disjunct code from Step 1 of the decoding procedure begins by setting y 2 = y. Then, we form the vectors 
B. Construction of q-ary SQ-Separable Codes
Similar to the case of SQ-disjunct codes, SQ-separable codes may also be constructed from classical binary separable codes. Proof: The proof follows easily from the definition of SQ-separable codes and separable codes and is consequently omitted.
While the proposition describes the construction of q-ary SQ-separable codes for an arbitrary set of thresholds, it is also of interest to consider q-ary SQ-separable codes for the equidistant SQGT model. In this case, SQ-separable codes are closely related to separable codes for the additive model (QGT) (1 : d) ; e]-SQ-separable code.
An interesting code design for the additive model is the construction by Lindström, described in [37, Th. 8] . In his approach, Lindström used a theorem by Bose and Chowla in additive number theory [43] such that |X ∩Z| < d, and
which implies that there exists two sets of d integers with the same sum. This contradicts the assumptions behind the construction of C q , and completes the proof.
Remark 8 (Construction 6): A corollary of Construction 4 is that the same concatenation method used in Theorem 4 along with binary d-disjunct codes may be combined with binary d-separable codes for CGT and QGT in order to construct q-ary SQ-separable codes for equidistant thresholds with high rates. This claim can be easily verified using the same steps performed in the proof of Theorem 4. Note that the decoding complexity of these codes, unlike that of the codes in Construction 3, may not be O(mn) as it depends on the decoding complexity of the underlying d-separable codes.
To illustrate the aforementioned construction, consider the binary 2-separable code from [25] As a parting note, d-separable codes for QGT can be used in conjunction with the same concatenation method to form SQ-separable codes.
C. Construction of Binary SQ-Separable Codes
The constructions considered up to this point used an alphabet size of q ≥ η 1 + 1. On the other hand, it is important to address the issue of constructing SQGT codes with alphabet size q ≤ η 1 , and in particular q = 2. This problem may be solved by noticing that SQGT can be viewed as a generalization of TGT with a zero gap. While in TGT with zero gap there exist only one threshold, in SQGT one may have more than one threshold if Q-ary test results are allowed. This implies that any code constructed for TGT is also a SQ-separable code. In [44] , Chen and Fu observed that a variation of binary disjunct codes, also studied under the name of cover-free families (see [45] - [47] ), can be used for TGT. In [48] Cheraghchi showed that a weaker notion of disjunct codes, so called threshold disjunct codes, are also applicable to the TGT problem and provided constructions with high rates. In the following theorem, we describe a generalization of these codes that are particularly useful for the SQGT model. This generalization provides binary and non-binary codes for arbitrary thresholds, η. 
Then, C is a [q; Q; η; (
Consider two distinct sets of codewords (i.e. columns of C), denoted by X and Z, such that From the definition of C, there exists a set of row-indices with size |R| ≥ 2e + 1 such that ∀k ∈ R, conditions (10)- (12) are satisfied. This implies that ∀k ∈ R, Proof: The idea behind this construction is that each submatrix C i , i ∈ r , satisfies conditions (10)-(12) for different sizes of S.
From Theorem 6, we know that for q = 2 it is only required to consider S with size η α ≤ |S| ≤ d; therefore, for any such choice of S we can find i ∈ r such that η α 2 i−1 ≤ |S| < 2 i η α . Fix a choice of S, a choice of l ∈ S, and a choice of N such that |N | ≤ |S|. Let A i denote the total number of such choices. Form C i by choosing each entry independently according to a Bernoulli distribution such that the probability of choosing 1 equals
. Let π i denote the probability that a fixed row of C i denoted by r satisfies conditions (10)- (12) . Note that since the entries of C i are chosen according to an i.i.d. probability distribution, the choice of r does not affect π i . Let E β , β ∈ α , be the event that k∈S r(k) = η β , and k∈N r(k) = 0, and r(l) = 1. Consequently,
where the second equality follows from the disjointness of these events. A lower bound on the probability of the event E β can be found using
As a result,
. Consequently, a lower bound on π i reads as
which is independent of i . Using a union bound and (13), we arrive at an upper bound on the probability that C does not satisfy the conditions in Theorem 6, i.e.
Here, P F i (π i ) is the probability that C i does not satisfy the conditions in Definition 5 for a choice of S that satisfies η α 2 i−1 ≤ |S| < 2 i η α . Next, let m denote the number of rows of C i , for all i ∈ r . If e = 0, then
otherwise, for e > 0 we can use the Chernoff bound to find
Since these upper bounds are independent of i , (14) simplifies to
where A α = r i=1 A i and p F (ρ) are defined in (15) and (16) for e = 0 and e > 0, respectively.
Since A α is equal to the total number of choices for S, l, and N , one has
where s denotes the size of S and z denotes the size of N . Since n−s z ≤ n s for any z ∈ {0, 1, . . . , min(s, n − s)}, by assuming that d ≤ n 2 for simplicity, we may write
where e = exp(1) denotes the base of the natural logarithm and is not to be confused with the number of errors e that the code can correct. Note that the third inequality follows from the fact that the largest term in 
Using (13), (15), (17), and (18), the probability that C is not a [2; Q; η, α; d, 0]-SQ-separable code of size n and length m = rm is upper bounded by
Similarly, the probability that C is not a [2; Q; η, α; d, e]-SQ-separable code of size n and length m = rm is upper bounded by 
where R S Q7 = Proof: In order to show that for a fixed d, the rate R T D is a decreasing function of η T = η, 2 ≤ η ≤ d, we express the rate as
,
In what follows, we prove that ∀η ∈ {2, 3,
One has
where the inequality follows since η ≥ 2. Let K = log 2
This proves the claim that R T D is a decreasing function in η T . Next, we describe an explicit construction of the family of codes described in Theorem 6. In [48] , an explicit construction based on lossless condensers [49] for TGT codes was described. In what follows, we explain how to use the building blocks of [48, Construction 3] for TGT and leverage the fact that in SQGT we have Q thresholds at our disposal.
The key ingredient of our method are building block matrices for threshold disjunct codes (henceforth, BBTD matrices) [48, Construction 3] . BBTDs are obtained from a strong lossless (k,˜ )-condenser 10 f : {0, 1}ñ × {0, 1}t → {0, 1}l ; if the parameters of the BBTD matrix are m × n , then n = 2ñ and m = 2t +k 8η T 2l −k
where η T is the threshold in the TGT model, andk and˜ denote the entropy and the error in the definition of a lossless condenser, respectively. Also,˜ < (1 − p)/16 for some real parameter 0 ≤ p < 1. Letγ := max{1, 2k −l 2k/(10η T )}. The following lemma was proved in [48] . Lemma 3: In a BBTD matrix B with parameters described above, and for any subset of column-indices S ⊆ n with 2k −2 ≤ |S| ≤ 2k −1 , and for any N ∈ n , where |N | ≤ |S|, and S ∩ N = ∅, there exists a set of row-indices R with size at least pγ 2t , such that
The BBTD matrices described above are used in [48] to obtain the so-called "regular" matrices, which are then converted into threshold disjunct codes.
In the next theorem, we use BBTD matrices to construct SQ-separable code with rates exceeding their threshold disjunct code counterparts with η T ∈ {η 1 , η 2 , . . . , η Q }. 
, and
First, we provide the sketch of the proof in order to build some intuition. The idea behind the proof is to first show that the interval
Then by construction of B i , i ∈ [r + 1], we have that B i has at least pγ i 2t rows that satisfy (19) and (20) for η T = η 1 − 1 and 2k i −2 ≤ |S| ≤ 2k i −1 , whereγ i = max{1, 2k i −l i 2k i / 10(η 1 − 1) }. Since each B i is formed by concatenating B i vertically 2 r−i times, i ∈ [r + 1], then B i has at least pγ i 2t +r−i rows that satisfy (19) and (20) for η T = η 1 − 1 and 2k i −2 ≤ |S| ≤ 2k i −1 .
Similarly, since C is formed by concatenating the B i matrices vertically, i ∈ [r + 1], it follows that C has at least pγ i 2t rows that satisfy (19) and (20) Consider a set of column-indices S such that η α −1 ≤ |S| ≤ d − 1. Since η α = 2 log 2 (η α −1) , one has
In addition, since r = log 2 (d − 1)/η α , one also has
Using inequalities (21) and (22), one obtains η α /2
This implies that for any set of column indices S, where
On the other hand, using Lemma 3 we know that ∀i ∈ [r + 1], B i has at least pγ i 2t rows that satisfy (19) and (20) for η T = η 1 −1 and 2k i −2 ≤ |S| ≤ 2k i −1 ,
In the first step of the construction, ∀i ∈ [r + 1], we formed
has at least pγ i 2t +r−i rows that satisfy (19) and (20) for
then B i contains at least p2tγ rows satisfying (19) and (20) for η T = η 1 − 1 and 2k i −2 ≤ |S| ≤ 2k i −1 , wherẽ
This result, in addition to the fact that for any set of column indices S for which η α − 1 ≤ |S| ≤ d − 1, there exists a i ∈ [r + 1] for which 2k i −2 ≤ |S| ≤ 2k i −1 , implies that C has at least e = p2tγ rows that satisfy
for any set S and N , where
In order for C to be a [2; Q; η; (η α : d); e]-SQ-separable code, 11 we need to show that for any two distinct sets of code- 11 Although this construction resembles the construction of threshold disjunct codes in [48] , one should notice that the matrix C generated in Step 2 of Construction 8 is not a regular matrix (i.e. it is neither a (d − 1, e ; η 1 − 1)-regular matrix, nor a (d − 1, e ; η α − 1)-regular matrix) . Consequently, [48, Lemma 6 ] cannot be used directly to show that C is a SQ-separable code.
words, i.e. columns of C, denoted by X 1 and X 2 , for which η α ≤ |X 2 | ≤ |X 1 | ≤ d, one has y X 1 = y X 2 . Note that this constraint is weaker than the conditions (10)- (12) . Without loss of generality, we made the assumption that |X 2 | ≤ |X 1 |.
Let S 1 and S 2 be the set of column-indices corresponding to X 1 and X 2 , respectively. Since S 1 = S 2 and |S 1 | ≥ |S 2 |, the set S 1 \S 2 is nonempty. Let l ∈ S 1 \S 2 . Given that |S 2 | ≤ d, it follows from the definition of binary d-disjunct matrices that for the set S 2 ∪ {l} there exists a set of row indices of D, denoted by R D , with size at least 2e 1 + 1, such that
Let
Otherwise, let N = S 2 \S 1 . Clearly, |N | ≤ |S|. Next, let R C be the set of row-indices of C for which (23) and (24) are satisfied for the sets S and N . Consider some i ∈ R C and some j ∈ R D . The ( j + (i − 1)m d ) th row of C is formed by finding the bit-wise OR of the i th row of C and the j th row of D. Consequently,
where C( j + (i − 1)m d , l) = 1 follows from (26) , and (27) is a consequence of the following argument. First, note that using (20) and (25), one has k∈N C( j
Otherwise, one has
Since |R C | ≥ e and |R D | ≥ 2e 1 + 1, C has a set of row indices R, |R| ≥ e (2e 1 + 1), for which (27) and (27) are satisfied. This implies that . Note that C is an m × n matrix, where n = 2ñ, and
Remark 10: A comparison between the rate of the code described in Construction 8, denoted by R S Q8 , and the rate of the threshold disjunct code described in [48] 
In order to compute this ratio, one needs to carefully calculate R T D , keeping track of the constant values that may be hidden in the asymptotic expressions. It turns out that if the same d-disjunct binary matrix D is used in both constructions, n S Q8 = n T D , and
D. Construction of SQ-Separable Codes for Arbitrary Number of Defectives
The constructions described up to this point are able to identify up to d defectives in a pool of n subjects whenever d is significantly smaller than n,
It is also of interest to address the same questions when d is not constrained in size, so that one allows 0 ≤ d ≤ n. This "dense" testing regime may be of use whenever no bound on the number of defectives is known a priori or when the number of defectives is inherently large.
In [37] , Lindström described a binary construction for the adder model capable of identifying up to n defectives. In the next theorem we describe a generalization of this construction that employs a q-ary alphabet; using this generalization, we construct a SQ-separable code capable of identifying up to n defectives in an equidistant SQGT model. Extensions of [37] to a q-ary alphabet were also addressed in [34] . Multiplying these codes with η results in a SQ-separable code with the same rate as our construction. But unlike our direct and very simple approach, the methods of [34] and [35] may only be used in a recursive and rather complicated manner.
Before describing our construction, we state a lemma from [37] that will be useful in proving the next theorem.
Lemma 4: Let F be a collection of sets such that if B ∈ F , then F contains all the subsets of B as well. In other words, ∀B ∈ F , if A ⊂ B, then A ∈ F . Let g : F → {0, 1} be a function defined on F such that for some fixed set S ∈ F , one has g(A∩S) = g(A) whenever A ∈ F . If C ∈ F and C ⊂ / S, then
Proof: See [37] .
Theorem 9 (Construction 9): Let
κ ∈ Z + and m = 2 κ − 1.
Consider the set κ and label each of its non-empty subsets by S i , i ∈ m , such that for any two subsets
as follows. For j ∈ m and k ∈ q + 1 , set
where j ∈ m . Form a matrix C = ηC where
Proof: As before, we define w ∈ [2] n to be a binary vector such that its l th coordinate is equal to 1 if the l th subject is defective, and 0 otherwise. From the construction, the matrix C is formed from m sub-matrices C i , each corresponding to a subset of κ , S i . This implies that each S i corresponds to a set of variables, i.e. coordinates of w. In addition, we label rows of C using subsets S i , i ∈ m , such that the i th row is labeled by S i . Since each row of C corresponds to an equation in y = Cw, each S i corresponds to exactly one equation.
The decoding includes m steps, and in each step one solves for the variables corresponding to S i , given all the variables corresponding to S i+1 , S i+2 , . . . , S m . To find the variables corresponding to S i , we form two equations: the first equation is obtained by adding all the equations corresponding to the odd subsets of S i while the second equation is obtained by adding all the equations corresponding to the even subsets of S i . These two equations can be represented by s odd i T w = y odd i and s even i T w = y even i , respectively. Finally, we form the equation
For simplicity, let w i k be the k th variable corresponding to S i , where k ∈ q + |S i | . The key in the proof of the theorem is to show that (31) is of the form
where a is a scalar that depends on y and the known variables corresponding to S i+1 , S i+2 , . . . , S m . This implies that all the coefficients of the variables corresponding to S 1 , S 2 , . . . , S i−1 are zero; also, given that w i k ∈ [2] for all k ∈ q + |S i | , the unknown variables can be determined by finding the unique binary representation of a. Note that the coefficient of the variable w l k , l ≤ i , in the aforementioned expression equals
We now show that ∀l < i , the coefficients of the variables in S l of (31) are all zero. Although Lemma 4 cannot be directly applied to our problem since the matrix C is not binary, we make use of this lemma in our proof as follows.
Let F = {S} m 1 ; this set satisfies the condition of Lemma 4. Let l < i ; due to the specific ordering of the elements of F , we have S i S l , and can consequently set C = S i and S = S l . Consider the k th column of C l , where k ∈ {q + 1,
, ∀ j ∈ m , and g l,k (·) ∈ {0, 1}. Using Lemma 4, we conclude that
Next, consider the k th column of C l , where k ∈ q . For this column, let
As a result, ∀l < i and k ∈ q + |S l | one has
To complete the proof, consider the k th column of C i , where k ∈ q + 1 . Since (31) is formed using the rows labeled by odd and even subsets of S i , the coefficient of w i k is equal to
where 2 |S i |−1 is the number of odd subsets of S i . Next, consider the k th column of C i , where k ∈ {q +2, q +3, . . . , q + |S i |}. From the definition of T i,k and its relationship to T i,k−1 , it can be shown that the coefficient of the variable w i k equals
Using (33), (34) , and (35) one can write (31) in the form
where a depends on y and the known variables corresponding to S i+1 , S i+2 , . . . , S m . This completes the proof of the claimed result.
As an example, let κ = 3, η = 2, and q = 5; consequently, m = 7, q = 9, and q = 2. We label the non-empty subsets of 3 as follows: S 1 = {1}, S 2 = {2}, S 3 = {3}, S 4 = {1, 2}, S 5 = {1, 3}, S 6 = {2, 3}, S 7 = {1, 2, 3}. In construction C 7 , corresponding to S 7 , fix T 7,4 = {1, 2} and T 7,5 = {1}. 12 Based on (29) and (30), one has 
Using (29) and (30), we obtain 
In order to prove that C = 2C is a SQ-separable code, we only need to show that C is a separable code for an adder model. Let w ∈ [2] n be a binary vector such that its l th coordinate is equal to 1 if the l th subject is defective and 0 otherwise. In the adder model, the vector of test results equals y = Cw, which is a system of linear equations with n variables and m equations. Note that each set S i corresponds to q + |S i | variables.
We solve the system of equations in a recursive manner, by first solving for variables corresponding to S m , subtracting their effect on the syndrome and then solving for variables corresponding to S m−1 , and so on.
Returning to our example, we can solve for the variables corresponding to S 7 as follows. Add all the equations corresponding to odd subsets of S 7 . The result is an equation of the form s T odd 7 w = y(1) + y(2) + y(3) + y(7), 12 Note that there exist other choices for T 7,4 and T 7,5 that provide for valid code constructions. 
E. Comparison of Different SQGT Code Constructions
The constructions described in this section were designed for a variety of code parameters and different modeling assumption for SQGT schemes. For example, the codes described in Constructions 1-4 and Construction 6 are capable of identifying an arbitrary number of defectives as long as 1 ≤ |D| ≤ d, but require a non-binary alphabet; on the other hand, the codes described in Constructions 7 and 8 use binary test matrices, but are restricted by |D| being larger than a lower bound. Construction 9 introduced a family of codes capable of identifying an arbitrary number of defectives, i.e. 1 ≤ |D| ≤ n.
We summarized different properties of the constructions, including number of measurements, alphabet size, bounds on the number of defectives in Tables II and III possible SQGT codes would be well beyond the scope of this paper. We therefore focused on a small set of classical binary disjunct and separable codes well-documented in the literature, see [8] , [23] . In addition, for cases where a reduction in the value of m was achieved by using a particular method of concatenating the BBs, we emphasized such improvements by explicitly providing the parameters in the expression for m. Construction 8 used BBTD matrices as BBs, the parameters of which depend on the underlying lossless condenser. Different forms of condensers were discussed in [48] , and we refer an interested reader to this paper for more information. For an asymptotic bound on the number of measurements m obtained via Construction 8, we used the parameters and condensers outlined in Construction M8 of [48, Table 1 ].
Note that in all the aforementioned code constructions, we assumed that q is fixed and does not grow with n. 
On the other hand, if q = η2 κα , for some fixed α > 0, similar calculations reveal that
In addition, if q grows faster than exponential with κ (or equivalently, q grows faster than logarithmic with m), then m ∼ 1 q n.
V. CONCLUSIONS
In this paper, we introduced the notion of semi-quantitative group testing, amenable for pooling schemes associated with high-throughput genotyping applications. We showed that the SQGT model can be considered as a unifying framework for group testing in the sense that most known group testing models are special cases of SQGT. For the novel (possibly) non-binary group testing framework, we generalized the notion of disjunct and separable codes for the most general case of SQGT with arbitrary thresholds. In addition, we described a number of combinatorial and probabilistic constructions for such codes in different regimes (e.g.
binary test matrices q = 2, etc.). In addition, we proposed several decoding algorithms for these codes. Finally, in Appendix A we used a Bayesian framework to address the practical issue of identifying the defectives efficiently using sparse test matrices for which no efficient decoder is currently known or using test matrices that may not be even SQ-separable.
APPENDIX A BELIEF PROPAGATION DECODERS FOR SQGT
In Section IV, we described several decoding algorithms for the proposed SQGT codes. The SQ-disjunct codes, as well as the codes described in Construction 3 are endowed with an efficient decoding procedure with a computational complexity of O(mn). In addition, in the proof of Theorem 9 we described an iterative decoding algorithm for the SQ-separable codes described in Construction 9. In this appendix, we address the issue of efficiently identifying the defectives for probabilistically constructed codes (e.g. Constructions 2 and 7).
Due to their simple construction, in many practical applications, the probabilistically constructed codes are preferred to the complicated combinatorially constructed ones. However, employing such codes in real applications where the number of subjects may not exceed a few hundreds, can be problematic. The reason is that the guarantees derived for these codes only hold in the asymptotic domain; more specifically, if n is not sufficiently large, the number of tests required to guarantee that with high probability these codes are SQ-separable or SQ-disjunct may be larger than n. As a result, since the motivation behind employing these codes is to reduce the number of tests compared to testing each subject individually, one should either retire from using these codes, or alternatively choose m < n but without expecting any guarantees.
For example in Construction 2, the asymptotic guarantees were results of an upper bound on the probability that C is not a [q; Q; η; (1 : d); 0]-SQ-disjunct code. This bound took the form
where π I was the probability of "success" of a row, as defined in the proof of Construction 2. However, as an example, when n = 100, m = 50, η = 2, q = 11, and d = 15, this upper bound is larger than 1, i.e. P F > 1, and therefore we cannot guarantee that the code considered for these parameters is [q; Q; η; (1 : d); 0]-SQ-disjunct with high probability. In this case, we can use the Bayesian framework to find the set of subjects that are most likely to be defective. On the other hand, a maximum a posteriori (MAP) decoder for this problem is computationally expensive. In order to reduce the computational complexity, and since the proposed codes are sparse (as is evident from their constructions), one can use belief propagation (BP) [50] approaches to approximately solve the MAP estimation problem in an efficient manner.
BP is an iterative message passing algorithm for inference on graphical models, and it is centered around calculating the marginal distributions of the variables corresponding to the vertices of the underlying graph. BP decoding for binary disjunct codes was originally proposed by one of the authors in [51] . Later on, BP decoding was also considered in [52] for CGT decoding. Motivated by these two methods, we propose a BP decoder for SQGT, which performs an approximate bitwise MAP decoding of SQGT codes in the presence of errors.
Note that BP decoding can be used for different error models and assumptions; however, in the rest of this section, we focus on the following model. Consider a SQGT model with thresholds η as defined in Section II. Assume that each subject is defective with probability d/n independent of other subjects. Note that one consequence of this assumption is that the number of defectives |D| is a random variable. Consider a set of n subjects and let W ∈ [2] n be a random vector representing the incidence vector of defectives. Also, let w t ∈ [2] n denote the true incidence vector of defectives, i.e. the realization of W that we want to reconstruct. Also, let C ∈ [q] m×n and z ∈ [Q] m be the test matrix and the observed vector of (possibly) erroneous test results, respectively.
The messages passed in a BP decoder depend on the message error model. As an example, we focus on a simple substitution error model for the test results. Let Y ∈ [Q] m and Z ∈ [Q] m be the random vectors corresponding to the errorfree test results and the erroneous test results, respectively. We model the effect of false positives and false negatives using two probabilities, γ p and γ n , respectively. In other words, for the t th test, if
t) with probability 1−γ n and Z (t) = Y (t)−1 with probability γ n . The reason for considering this model is that this error model is a good simplification of many practical scenarios (especially in the genotyping application); the reason is that when the result of a test is erroneous, it is more likely that the outcome is affected by only +1 or −1. Note that considering a different error model, one can use a similar approach to design the messages in the BP decoder.
For the i th subject, we consider a bitwise MAP estimator,
where P W (i)|Z (·|·) denotes the conditional probability distribution of W (i ) given Z . Henceforth, we use P(·) as a generic symbol for probability distribution and for simplicity, do not explicitly display the random variables in the subscript of P(·). Using the definition of conditional probability, P (w(i )|z) = P (z, w(i ))/P (z). Since the maximization in (37) 
where the last equality follows by marginalizing out all the w( j )'s, j = i , from P (z, w).
Since the result of the tests are independent of each other conditioned on W = w, it holds that P (z|w) = where the last equality follows since we assumed that the event that a subject is defective is independent of the event of other subjects being defective. Finally, given that each subject is defective with probability d/n, one obtainŝ 
where I (·) denotes the indicator function, equal to 1 if the statement in the brackets holds, and equal to 0 otherwise. Using (39), we can form a factor graph that corresponds to the bitwise MAP estimator with n variable nodes and m factor nodes; a factor node corresponding to test t is only connected to variable nodes corresponding to subjects present in the t th test. Similarly, a variable node corresponding to the i th subject is only connected to the factor nodes corresponding to the tests in which the i th subject is used. As a result, the complexity of the BP decoder depends on the sparsity of the code matrix, C. Designing specialized sparse SQGT codes amenable to BP decoding is a problem we plan to address in a companion paper.
Let N (t) denote the neighbors of the factor node corresponding to test t in the factor graph. Also, let N (i ) denote the neighbors of the variable node corresponding to the i th subject. Let χ (l) i→t (w(i )) denote the message from the i th variable node to the t th factor node in the l th iteration, 1 ≤ l ≤ L. Similarly, letχ (l) t →i (w(i )) denote the message at the l th iteration from the t th factor node to the i th variable node. The BP message update rules for finding the marginal distributions of each subject according to the MAP estimator of (39) take the form: 
where ∝ denotes "equal up to a multiplicative constant." For an in-depth explanation regarding message updates for marginals of a distribution, we refer the interested reader to [50] and the references therein. In order to get an explicit form for the message updates, we need to calculate the term P (z(t)|w) in (41) for different values of z(t). For this purpose, let ω i := +γ p I(η r−1 −C(t, i ) ≤ ω i < η r −C(t, i )) +γ n I (η r+1 −C(t, i ) ≤ ω i < η r+2 −C(t, i )).
Using standard BP message independence assumptions, the marginal distribution of the i th subject after the L th iteration may be written as:
w(i )).
Upon computing the marginals, the set of defectives may be determined based on the following two methods. In the first method,D W (i)|Z (1|z) . (43) Note that the complexity of this BP decoder can be further reduced by adapting approaches such as the ones described in the context of q-ary BP decoding in [53] - [56] , which is out of the scope of this paper. For demonstrative purposes, we applied the BP algorithm to an equidistant SQGT model with η = 2. We used Construction 2 to generate codes with n = 100 and d = 15, which represent reasonable parameter choices for the application at hand. In Fig. 6 we plotted the probability of error, P e , as a function of q for different values of γ p and γ n , when m = 50. We generated 400 different sets of defectives (trials) for each choice of q and fixed the number of iterations in the BP algorithm to L = 20. The set of defectives was obtained using (43) . Fig. 7 shows the performance of the BP algorithm in a similar setting when (42) was used to obtain the set of defectives. To keep the waterfall curves sufficiently uncluttered, we only reported on noisy SQGT performance. Note that the probability of false negatives, P F N , is defined as the probability that a defective is not detected, while the probability of false positives, P F P , is defined as the probability that a non-defective subject is detected as defective. Note that in method (43) , P e = P F N = P F P .
As may be seen from the simulation results, there is a clear advantage of using codes with q ≥ 3 from the perspective of BP decoding in the presence of errors. Unfortunately, this effect is accompanied by an increase in the complexity of non-binary BP decoding, which may be mitigated by applications of the aforementioned methods of [53] - [56] . One may also notice that the decoding error probability of the BP decoder for the codes with the considered parameters remains bounded above a value close to 0.1. We believe that this phenomenon is not a result of the unsuitability of BP decoding in SQGT, but rather a consequence of the fact that given the parameters used to construct the test matrices, m = 50 tests does not guarantee (even with a reasonable probability) that the constructed matrices are SQ-disjunct or even SQ-separable (see the discussion provided in the beginning of the appendix). A probability of error of approximately 0.15 for q ≥ 11 shows that even though the considered codes may not satisfy the disjunctness property, one is still able to correctly identify the set of defectives with empirical probability approximately 0.85, which is sufficiently high for the described genotyping applications.
In order to demonstrate the effect of m on the performance of the algorithm, we applied the BP algorithm on an equidistant SQGT model with η = 2. Using Construction 2, we generated codes with n = 100, d = 15, and q = 11. Fig. 8 shows the probability of error as a function of m for noisy and noise-free scenarios when (43) was used to obtain the set of defectives. For each m, the BP algorithm was applied on 400 random codes and terminated with no more than L = 20 iterations. Similarly, Fig. 9 shows the probabilities of false negatives and false positives when (42) was used to find the set of defectives.
As a final remark, one should note that while many decoders have been proposed in the literature for CGT (see [57] - [60] ), due to the more complicated nature of SQGT, their direct application to SQGT does not appear to be plausible.
