We propose an efficient system for realistic speech animation. The system supports all steps of the animation pipeline, from the capture or design of 3D head models up to the synthesis and editing of the performance. This pipeline is fully 3D, which yields high flexibility in the use of the animated character. Real detailed 3D face dynamics, observed at video frame rate for thousands of points on the face of speaking actors, underpin the realism of the facial deformations. These are given a compact and intuitive representation via Independent Component Analysis (ICA). Performances amount to trajectories through this 'Viseme Space'. When asked to animate a face the system replicates the 'Visemes' that it has learned, and adds the necessary coarticulation effects. Realism has been improved through comparisons with motion captured groundtruth. Faces for which no 3D dynamics could be observed can be animated nonetheless. Their visemes are adapted automatically to their physiognomy by localising the face in a 'Face Space'.
I. INTRODUCTION

R
EALISTIC face animation for speech still poses a number of challenges, especially when we want to automate it to a large degree. Faces are the focus of attention for an audience, and the slightest deviation from normal face dynamics is noticed. This said, people would find it difficult to put their finger on what exactly it is that was wrong. We have to deal with subtle effects, that leave strong impressions.
Face animation research dates back to the early 70's [1] . Since then, the level of sophistication has increased dramatically. For example, the human head models used in Pixar's Toy Story had several thousand control points each [2] . More recent examples such as Final Fantasy and Lord of the Rings demonstrate that now a level of realism can be achieved that allows virtual humans to play a lead part in a feature movie. Nevertheless, there is performance capturing and still much manual work involved. We present a system that can help to automate the process further, while not sacrificing too much realism.
A. Related Work
For face animation, both 2D image and 3D model based strategies have been proposed. Recombining images can yield high realism, but 3D face models give more flexibility in changing viewpoints, illuminations or compositions with other 3D objects. This increased flexibility leads to a wider range of applications (in games, TV and movie markets). 1 Computer Vision Lab, ETH Zurich, Switzerland 2 Eyetronics Inc., Belgium 3 ESAT/PSI/Visics, KULeuven, Belgium 2D: For reaching photorealism, the most effective approaches have been to reorder short video sequences [3] or to 2D morph between photographic images [4, 5, 6, 7] . Most techniques rely on a manual specification of the morphing parameters. Beymer [8] and Bichsel [9] have proposed image analysis methods where the morphing parameters are determined automatically, based on optical flow. While this approach gives an elegant solution to generating new images from a set of reference images, one still has to find the proper reference images. Moreover, since the techniques are based on 2D images the range of head poses they can support is rather limited. Ezzat [6, 7] has demonstrated a sample-based talkinghead system that uses morphing to generate intermediate appearances of mouth shapes from a rather small set of mouth samples. While morphing generates smooth transitions between mouth samples, this system does not model the whole head and does not synthesize head movements and emotional expressions. But the results for neutral, frontal speech are convincing.
2.5D:
Cosatto [10, 11] developed a 2.5D talking head as a clever combination of 2D and 3D techniques. Sample-based image sequences are mapped onto a crude head model, composed of different 3D parts. Hence photorealism is combined with larger head rotations of maximally ± 15 degrees.
3D:
For animating a 3D model of a human face, a distinction can be made between appearance-based and physicsbased approaches. The former are typically based on scans or multi-view reconstructions of the face exterior. Animation takes the form of 3D morphs between several, static expressions [12, 13, 14] or a more detailed replay of observed face dynamics [15, 16] . In Chen et al.'s work [12] , the animator must manually indicate a number of correspondences on every scan, whereas optical flow does the job in Blanz and Vetter's approach [13] . Pighin et al. [14] have presented remarkable face animations, based on linear morphs between 3D models acquired for different expressions. In contrast to the laser scanning techniques the 3D models are created by matching a generic model to 3D points measured on an individual's face using photogrammetric techniques and interactively indicated correspondences. Though this approach is very convincing for expressions, it would be harder to implement for speech, where higher levels of geometric detail are required, especially on the lips. Photogrammetric techniques are also used in the contributions of Guenter et al. [15] and Lin et al. [16] , to reproduce the facial motion of a certain performer. Markers are placed on an actor's face, and facial motions are accurately estimated from multiple view sequences.
As an alternative to these appearence-based methods, physics-based approaches model the underlying anatomy in detail, as a skull with layers of muscles and skin [17, 18, 2, 19] . The activation of the virtual muscles drives the animation. Again, excellent results have been demonstrated, but emphasis has often been on the animation of emotions.
So far, what seems to be lacking is highly realistic animation of speech for novel characters.
B. Our Approach
We present a system for realistic face animation geared towards speech. Our approach allows us to animate faces from which no speech could be observed and to show the animated faces from arbitrary viewpoints (purely 3D). Since people can clearly tell good animations from bad ones without any knowledge about facial anatomy, we go for the relative simplicity of the appearance-based school. Realism comes through the extensive use of detailed motion capture data. The system supports the animation of novel characters based on their static head model, but with dynamics which nevertheless are adapted to their physiognomy.
II. SYSTEM OVERVIEW Our system consists of several different tools which form the pipeline that is shown in figure 1 . At the input side, different options are open to the user. A static head can be supplied either as a cylindrical scan of both range and texture data (e.g. the output of a scanner) or as a face directly designed in a Face Space [13] (section IV). A second part of the input that is needed, is a time-stamped sequence of phonemes corresponding to the desired animated speech.
The remeshing tool (section III) translates the cylindrical scans into the internal topology of the system. This tool requires limited interactive help from the user. Head models generated in the Face Space -which is an integral part of the system -are directly expressed in terms of the internal shape topology and texture representation and require no further adaptation. Also the position in Face Space of the remeshed cylindrical scans is determined. Ten reference faces with known positions in this space are already available to the system as references, and the incoming face is approximated as a linear combination of these. The corresponding coefficients play an important role in the sequel.
In order to guarantee good realism, the ten reference faces have been observed in 3D during speech. People were asked to read -at a prescribed speed -sentences with a sufficient variety of visemes. A structured light system [20] was used to capture the 3D motions of thousands of points of these faces, at the temporal resolution of video (25 3D meshes in a second). Based on these data, the basic modes of facial deformation during speech were extracted. They span a space, henceforth referred to as 'Viseme Space' (see section V). Visemes are the visual counterparts of phonemes. In this space, they are represented by points.
Before the actual animation can start, phonemes have to be transcribed into visemes. This is achieved through the Transcription Tool (section VI). Speech animation amounts to generating trajectories in Viseme Space. The trajectories visit the visemes in the time order as specified by the phoneme time-stamps. The precise shape of these trajectories is determined by the Animation Tool (section VII). It takes co-articulation effects into account, again in agreement with measured groundtruth. Moreover, it uses personalised visemes. These are obtained as linear combinations of the visemes of the reference faces, with the same coefficients as calculated for the approximation above.
The animation pipeline has been implemented as an Alias' Maya [21] plug-in.
III. THE REMESHING TOOL
Capturing the 3D shape of faces has recently become relatively easy. Several scanners and structured light techniques are available, that typically render a 3D face model as a cylindrical, regularly sampled representation, with aligned range and colour data. One such system has been fully integrated into the pipeline [20] .
A. Generic Head Template
Scanned meshes are not directly appropriate for animation. A generic head template, designed for this purpose, has to be fitted to the captured 3D data. In order to reach high realism, this template should be rather detailed. Figure 2 shows the one used here. It's skin is a quadrilateral mesh and consists of 2268 vertices. Fitting the head template to the 3D data proceeds largely automatically. In order to be compatible with standards, the MPEG-4 points are a subset of the vertices. They are shown in figure 2 on the right. The skin template is supplemented with separate polygonal objects for eyes, eyelashes, gums, teeth, and tongue. These objects are positioned automatically with respect to the skin, but a series of parameters which allow the user to adapt these parts to the individual character, have to be set by hand. Indeed, the individual details, like teeth alignment, have to be adapted manually, as scanner data are of low quality in these areas, if available at all. 
B. Skin Remeshing Procedure
Fitting the generic head template to the captured 3D data proceeds in a number of steps. Based on prominent features such as the eyes, nose, and mouth, the generic head template is first roughly aligned with the data. This rough alignment includes a global rotation, translation, and anisotropic scaling, and a piecewise constant vertical stretch for the part above the eyebrows, between eyebrows and eyes, between eyes and the base of the nose, and from there to the chin. This part is largely automatic [22, 23] , but may require a bit of manual help, especially to shape the back of the head if it has not been scanned. Both shape and texture cues are used to locate the features. For instance, the tip of the nose (MPEG-4 FP 9.3) is found as an area of particularly high Gaussian curvature, whereas the pupils (MPEG-4 FP 3.5, 3.6) are located by resorting to the texture (see figure 3 ). In a second step, the fitting of all 2268 skin vertices is taken care of. This mapping is achieved through interpolation based on a network of Radial Basis Functions (RBF) [22, 14] . The prominent features serve as anchor points. Both exponentials and hermite functions are used for the RBF's. The former at vertices with high curvature, limiting the spatial extent of their influence, and the latter on more smoothly shaped parts, giving them a larger region of influence (figure 4). See [23] for a more detailed discussion. This step also projects the interpolated points onto the extracted 3D surface. This is achieved via a cylindrical mapping by imposing the range data available from the cylindrical scan. This mapping is not carried out for a small subset of points which lie in a cavity (like the nostrils), however. The reason is that the acquisition system does not always produce accurate data in these cavities. The position of these points should be determined fully by the deformed head template, and not get degraded under the influence of the acquired, but probably flawed data.
An overview of the remeshing steps is given in figure 4 . 
IV. CHARACTER MODELING
A. Face Space
Dozens of detailed captured faces, differing in age, race, and gender, were piped through the Remeshing Tool to achieve full topological correspondence. By performing a Principal Component Analysis (PCA), which is a common technique for the characterisation of the variance in data, the main types of deviation from the average face -the principal components -were found. The PCs span a space, called Face Space, introduced by Turk and Pentland [24] and extended to 3D by Blanz and Vetter [13] . The origin in this space corresponds to the average face. The axes correspond to the degree in which the deformations corresponding to each principal component are applied. Faces are represented by points in this space. Face Space does not only offer a very compact representation of faces, but also a natural one as the different degrees of freedom all correspond to plausible changes that preserve the face-like look of the result.
In the proposed system the Face Space is exploited in two ways. Firstly, a face can be designed by navigating through it -shape and texture independently. This allows one to create faces that one can not or does not want to scan. To make the quest for the appropriate face more intuitive, the system provides the user with some high level attributes like young/old, male/female, etc. Figure 5 shows an example:
starting from the average face in the middle, this can be made more female (left) or male (right). 
B. Intergration of Different Facial Parts
The explanation just given is only relevant for the skin of the face. The eyes, eyelashes, hair, tongue, gums, and teeth are added separately. Obviously, their addition is absolutely necessary if one wants to achieve realism. The colour of the eyes and teeth can be changed, as well as the texture of the hair and mouth interior, the shapes of individual teeth, etc. The upper interior and teeth are fixed rigidly to the model.
The lower interior with its gum, teeth, and tongue follows the jaw motion. This is modeled as a combination of rolling and gliding, such that the lower jaw is pushed forward when the mouth opens. The translation at the chin is thus dependent on the amount of rotation of the lower jaw with respect to the upper jaw. This mechanism was implemented as two hinge joints in hierarchical disposition taking MPEG-4 points into account that are close to the ears and the chin (see figure 6 ). Once these parts have been added, they will also change consistently with changes applied to the skin in Face Space (e.g. size of the teeth will adapt to the new size of the mouth interior) or during animation. 
C. Projection of Novel Faces into Face Space
The second use of Face Space is a direct preparation for the animation stage. We have scanned the neutral faces and the speech dynamics of ten reference subjects. They were of different age, gender, and race. The data extracted from these persons is used at several places in the system, as a kind of groundtruth reference. These ten faces represent ten points in Face Space, where they span a hyperplane. When a new face enters the Face Space, it can be approximated by a linear combination of these 10 reference faces by projecting its point orthogonally onto this hyperplane. Singular value decomposition (SVD) [25] is used for the calculations. This is illustrated in figure 7 .
Suppose we put the Face Space coordinates of the approximation to the novel face into a single column vectorF nov and similarly the coordinates of reference face i in F i . Then the projection yields coefficients (weights) w i such thatF noṽ
An example of such approximation is given in figure 8 . The weights will play an important role in the animation. V. VISEME SPACE The animation of speech has much in common with speech synthesis. Rather than composing a sequence of phonemes, sequences of visemes are formed. Visemes correspond to the basic, visual mouth expressions that are observed in speech. This said, there is far less consensus about the set of visemes than there is about phonemes. More about this and the selection that we use, can be found in section VI.
A. Dense Facial Motion Capture
With the selection of visemes fixed, the next issue is how to efficiently determine the displacement of the many vertices that they represent. In order to keep close to reality, we have asked the 10 reference persons to read sentences with several instances of all the visemes. The speed was controlled by having them read from a prompter. They were asked to keep a neutral expression during the reading. Detailed motion capture data were taken during their performances. For every time slot of 40 ms thousands of points were captured in 3D, using the structured light system that is part of the pipeline [20] .
The 3D points that are acquired in this way do not represent physical parts on the face, however, but intersections of the grid projected by the system. Hence, the 3D data of every frame had to be matched to the internal topology. Again, this may not be very difficult for salient facial features, but for many points it is (especially on the cheeks). In order to simplify the problem and because this training had to be done only once, 116 black dots were drawn on the faces of the reference persons. The relation between these points and the internal topology was determined for the neutral face (silence, mouth closed, neutral expression, eyes open). Figure 9 shows a typical placement of the dots. Fig. 9 . In order to simplify the capture of 3D visemes, 116 black dots were distributed over the face of the ten reference persons. They were placed close to interesting structures.
Starting from the initial, neutral face, the dots were tracked throughout the 3D speech sequences. For the tracking of the dots we used the so-called KLT tracker, proposed by Kanade and coworkers [26, 27] . As this tracker plays no role in the actual use of the pipeline (only in its implementation), we omit further details except for the fact that it tracks on the basis of the intensity patterns in a window around the dots, which it tries to keep maximally similar over time, up to an affine deformation. As a matter of fact, we have slightly adapted the tracker by letting neighbouring dots help out by suggesting a probable motion, in case a dot would get lost.
The further matching of the internal topology against the evolving 3D data then followed the second step of our remeshing strategy, with the difference that the dots were used as anchor points for the network of Radial Basis Functions.
B. Independent Component Analysis
After the motion capture and remeshing, we had available many 3D samples of facial deformations with respect to the neutral expressions and for the ten reference people. Given the success of Face Space approaches in capturing the essential modes of variation for static faces, a similar strategy is followed here. Yet, instead of using Principal Component Analysis, we have applied Independent Component Analysis. When looking at the Principal Components (16 components covered 98.5% of the overall variance), several represented a kind of similar and strange expressions. As an example points on the cheeks moving in opposite directions. Such components would then always have to be combined to get at natural deformations. This is different in Face Space, where every component represents a plausible change.
Independent Component Analysis, another well-known technique in data analysis [28] , on the other hand, yielded a set of modes that are each realistic in their own right. In fact, PCA is part of the ICA algorithm, and determines the degrees of freedom to be kept, in this case 16. ICA will look for modes (directions) in this PC space that correspond to linear combinations of the PCs that are maximally independent, and not only in the sense of being uncorrelated. ICA yields directions with minimal mutual information. This is mathematically related to finding combinations with distributions that are maximally non-Gaussian: as the central limit theorem makes clear, distributions of composed signals will tend to be more Gaussian than those of the underlying, original signals.
More technically spoken, the required transformation chain includes the following four processing steps: 1 First, the deformations i of all reference people j , denoted by p ij are centred. These p ij are extracted from the according training sequences that are cut to a specific number of frames n:
A standard principal component analysis is applied:
Next, the distribution of ∆p is sphered, i.e. the PC's are anisotropically scaled to all have unit variance:
Once the data are sphered, further rotations keep the components uncorrelated. A rotation Ω T is estimated that yields directions in the space generated by the three previous steps that have minimal mutual information. This turns out to be a rather hard optimisation problem. Therefore, it is usually solved via an approximation, that yields a stepwise derivation of one independent component (IC) at a time. It exploits the aforementioned relation to the non-Gaussianity of the components and extracts maximally non-Gaussian and decorrelated linear combinations of u's. Non-Gaussianity is quantified by negentropy J(u). J(u) is defined as follows:
The function H(•) denotes the differential entropy, p(•) the density distibution, and u G a Gaussian random variable with the same variance as u. Negentropy measures the deviation of the entropy of a distribution to the one a Gaussian with the same variance would have and should be maximised for each subsequently derived IC. The detailed algorithm to find the subsequent directions is given by Hyvärinen [28] .
In summary, ICA thus applies a rotation U T , a scaling ( √ Λ) −1 , and another rotation Ω T to eliminate the mutual dependencies that have been observed in the dataset p ij .
An expression ij , similar to the dataset p ij , of an arbitrary face j can be generated by choosing an appropriates ij in the following formalism:
The distributions of the extracted independent components came out to be quite non-Gaussian, which could clearly be observed from their χ 2 plots. This observation substantiated the usefulness of the ICA analysis from a mathematical point of view.
A face contains many muscles, and several will act together to produce the different deformations. In as far as their joint effect can be modeled as a linear combination of their individual effects, ICA is the way to decouple the net effect again. Of course, this model is a bit naive, but nevertheless one would hope that ICA is able to yield a reasonable decomposition of face deformations into components that themselves are more strongly correlated with the facial anatomy than the principal components. This hope has proved not to be in vain. For instance, when it comes to a simple action like rounding the mouth, there was a single IC that corresponds to this effect. In the case of PCs, this rounding is never found in isolation, but is combined with the opening of the mouth or other effects. Unfortunately, these findings are difficult to demonstrate with a static figure 10 .
The net result is that we can express the different, average visemes of our reference persons as points in a 'Viseme Space'. This is a space spanned by the 16 Independent Components that came out of the ICA. The observed variance of the visemes is also stored, and yields an ellipsoidal volume around the points, where visemes could lie. Viseme Space takes center stage in our animation strategy, which amounts to building trajectories that visit the visemes of a person, in the right time order.
C. Personalisation of Visemes
One may rightfully ask which are the visemes for a face of which no speech had been captured. These are composed out of those of the reference persons' visemes, using the same linear combination as that of the approximation by mixing the reference faces in Face Space. For every viseme, a linear combination of the corresponding visemes of the reference persons, with weights w i (see equation 1), yields a new, personalised viseme. This strategy proved effective in adapting visemes automatically to the general physiognomy of a face. For instance, a rounded face will get visemes that are closer to those of the more rounded reference faces. Figure 11 shows a comparison of applying inappropriate and adapted visemes onto a rounded face. Due to the man's rawboned cheeks, oneto-one copying of the man's viseme onto the child's face leads to unrealistic motion behavior. Lifelike results can be achieved by using the physiognomy-adapted visemes. The latter correspond to the visemes of the face (b) from figure 8 which is the Face Space approximation of the child's face. The cavity in the cheek has disappeared (right image in figure 11 ). At the time of writing, we are increasing the number of reference persons in order to further improve the quality of the linear approximation. Of course, however closely one may get to approximate a new face in Face Space, this process cannot capture or predict any of the idiosyncrasies a person may have in his or her speech. Hence, if a celebrity is to be animated, manual finetuning will remain essential, as people will have been exposed to these pecularities and will expect them to show up in the performance. 
VI. THE TRANSCRIPTION TOOL
As already indicated in the previous section, animation goes through a sequence of visemes. Good timing and the right coarticulation rules are equally important here as in speech synthesis. Coarticulation rules prescribe how to make the transitions between visemes and how to modify the visemes themselves on the basis of neighbouring visemes. The performance transcription tool prepares the necessary input, to make this possible. It translates the time-stamped phoneme input into a series of time-stamped visemes.
As also already pointed out, there is no standard set of visemes. Approaches aimed at realistic animation of speech have used any number from as few as 16 [6] up to about 50 visemes [29] . There certainly is no simple one-to-one relation between the 52 phonemes and the visemes, as different sounds may look the same and therefore this mapping is rather manyto-one. For instance \b\ and \p\ are two bilabial stops which differ only in the fact that the former is voiced while the latter is voiceless. Visually, there is hardly any difference in fluent speech.
We based our selection of visemes on the work of Owens [30] for consonants. For the visemes that correspond to monophtongs, we used those proposed by Montgomery and Jackson [31] . The selection contains a total of 20 visemes: 12 representing the consonants, 7 representing the monophtongs and one representing the neutral pose ('silence'). Diphtongs are divided into two separate monophtongs and their mutual influence is taken care of as a coarticulation effect. As a matter of fact, the consonant visemes are subdivided into two categories. For each a version with rounded lips and one with more stretched (widened) lips is used, as both occur in natural speech, depending on coarticulation. This viseme selection differs from others proposed earlier. It contains more consonant visemes than most, mainly because a distinction between the rounded and widened shapes is made systematically. For the sake of comparison, Ezzat and Poggio [6] used 6, Bregler et al. [3] used 10, and Massaro [32] used 9. In their recent work, Ezzat and Poggio [7] used 46 visemes in total, which is even more. But their visemes resulted from a clustering of mouth appearances, rather than a phoneme-viseme mapping. We believe our selection is a good compromise between the number of visemes needed in the animation and the realism that is obtained. See [33] for a more detailed discussion on our viseme set.
The visemes which have to be visited, the order in which this should happen, and the time intervals in between are generated automatically from a text or an audio track containing speech. Text has to be fed into a Text-to-Speech system before starting. First a file is generated that contains the ordered list of allophones and their timing. 'Allophones' correspond to a finer subdivision of phonemes. This transcription has not been our work. We have used an existing tool, described in [34] . The allophones are then translated into visemes, whereas the time-stamps are in general just copied. The monophtongs and silences are directly mapped to the corresponding visemes. For the consonants the context plays a stronger role. If they immediately follow a rounded monophtong, then the allophone is mapped onto a rounded consonant. If the vocal is of a widened type, the allophone is mapped onto a widened consonant. When the consonant is not preceded immediately by a monophtong, but the subsequent allophone is one, then a similar decision is made. If the consonant is flanked by two other consonants, the preceding monophtong decides.
In the timeline we only made tiny backward shifts, when a \p\ or a \b\ has to be pronounced, because they are two bilabial stops. They usually come earlier visually than acoustically.
VII. THE ANIMATION TOOL Section V described the creation of the Viseme Space, which is a compact parameterization of real face deformations as observed directly from talking people. Points in this space represent plausible expressions (within the realm of speech). In our approach visual speech is represented by trajectories through Viseme Space, which lead from one viseme to the next, over appropriate time intervals. This idea is not new of course, and several researchers (including the authors) have worked along these lines before, e.g. [7, 35, 36] . The animation tool generates these trajectories based on the visemes for the selected face (section V) and the time-stamped viseme list (section VI). From an animator's perspective, the visemes represent key shapes, and the trajectories represent a method of interpolating between them. The whole process is automatic.
A. Viseme Trajectories
Straightforward point to point navigation as a way of concatenating visemes would yield jerky motions. Moreover, when generating the temporal samples, these may not precisely coincide with the pace at which visemes change. Both problems are solved by fitting splines to the Viseme Space coordinates of the visemes. This yields smoother changes and allows to interpolate in order to get the facial expressions needed at the fixed times of subsequent frames. We used spline curves of order four. A word on the implementation of coarticulation effects is in order here. Simply fitting a trajectory through the visemes does not take account of such influences between neighbouring visemes (neighbours in a temporal sense). Moreover, these influences are not equally strong for all visemes. Vocals and labial consonants undergo less influence than others. Hence, the trajectory will be forced to come closer to the corresponding points in viseme space. Other visemes exert a smaller attraction force and may even hardly bend it. An elegant way to quantify the attraction forces is by using the uncertainty ellipsoids around the visemes (see section V). The forces are made to be inversely proportional to their size, which is different depending on the direction from where the trajectory is approaching. Figure 12 shows on the top the spline and its attration forces for one of the trajectory coordinates. The bottom part of the figure does the same for all 16 splines, which drive the 16 independant components. Fig. 13 . Groundtruth is shown in grey for one coordinate, over a short time interval. The black curve shows the approximating spline. Figure 13 demonstrates the relation between motion captured groundtruth for a short sequence of real speech and the trajectory as a result of the animation pipeline. Groundtruth was obtained from the face dynamics extracted in 3D for the reference persons. By applying the animation pipeline to the same audio track used for the creation of Viseme Space, virtual speech could be compared against real speech. The grey curve shows the time evolution of one of the Viseme Space coordinates of tracked, 3D facial deformations for one of the reference persons. The red curve is the result of spline fitting with the attraction forces specific for each viseme. As can be seen, no exact fit is obtained, but this doesn't seem necessary given the natural variation in speech. The deviations between the two curves are very small for vocals and labial consonants, but much larger for others. This is in keeping with the level of variation in natural speech.
B. Tongue Movement
For the animation to look real, the tongue has to move in synchrony. This is purely driven by a separate cue generated by the Transcription Tool according to the allophone list. At every instance of \l\, \n\, \d\, and \t\ the tongue goes up.
C. Modifications by the Animator
A tool that automatically generates visemes which the animator then has to take or leave is a source of frustration rather than a help. The computer cannot replace the creative component that the human expert brings in. The system proposes an already convincing speech-based face animation as a point of departure. The animator can thereafter still change the different visemes by exploring the Viseme Space. The independent components are of great help for such interaction. Also visemes for a specific actor can be captured and added to the system. We have also included sliders to add emotional expressions (30 types, capturing all 6 basic emotions, but in different versions). The animator can freely choose among these and add them to the performance (see figure 14) . Emotional expressions are not adapted to physiognomy of the face, however. VIII. EVALUATION Figure 15 shows some snapshots of animation sequences. Two heads are shown for the same audio input. The face on the left has been designed in Face Space, whereas the face on the right has been scanned. Figure 16 corroborates the usefulness of personalised visemes. The two leftmost columns show some visemes captured from a person (this person was not among the 10 reference persons). The third column shows the effect of using personalised visemes for the same frames of the same audio track. The rightmost column shows the effect of applying the visemes of one of the female reference faces. The performance looks quite effeminate. This illustrates that a fixed rather than a personalised set of visemes will not work for all faces.
To evaluate the proposed system we compared it with the common character animation workflow in Alias' Maya. In figure 17 we present the needed time to model and animate a 3D realistic human character in the production of a short video-clip applying the classic method as well as ours (input: scan, face space).
We spent most of the time for the modeling of the virtual character using our system (input: scan) for the acquisition of the appropriate cylindrical scan. However, the remeshing was largely automatic and took only a few minutes. Conversely, generating a virtual character resorting to Face Space (input: Face Space) is very depending on the user's wish, usually it takes just a couple of minutes. The time for the animation of the virtual character applying our methods was mainly spent for adding emotions and gestures (90%) to the generated speech. In fact, it is difficult to give a general speed-up factor, because depending on the realism that has to be achieved this factor range between 10 and 1000.
IX. CONCLUSIONS
We have proposed a pipeline that almost completely automatically produces a talking head. Only at the stage where the face is remeshed to fit the internal template or where Face Space is used to design it, will the user need to assist the system. Quite realistic speech has been achieved, and this in 3D. This yields high flexibility for the use of such animations. On the other hand, no speech needs to be observed for a new face before it can be animated convincingly. In contrast to some of the most impressive state-of-the-art [10, 11, 7] no extensive processing of a person specific corpus is needed. The set of visemes is adapted automatically to the physiognomy of a given face. Of course, in case idiosyncrasies of a specific individual need to be present in the animation, a motion capture session will be needed as well.
One can imagine several improvements. For one thing, we want to increase the number of reference persons. This will allow the system to get at better approximations of a new face and, hence, better adapted visemes. A second issue is the precision of coarticulation. For now the distance to the visemes is influenced by the attraction forces, which have been determined on the basis of groundtruth. But higherorder aspects of the trajectory could also be considered, such as the directions of approach and departure, the curvature, etc. Another aspect is the exchange of texture maps. Our groundtruth database also contains detailed texture maps for all captured frames. The animation tool could not only influence the shape, but also the choice of texture map. Last but not least, speech oriented animation needs to be combined with other forms of facial deformations. Emotions are probably the most important example. For the moment, the pipeline -which was conceived as a speech animation tool -supports them as an add-on. It would be interesting to see whether a joint ICA space for speech and other expressions is useful. The fear is that the independent components may get swamped by emotional data, which tend to be more outspoken. Also, ICA starts from the assumption that the basic modes are linearly superimposed. This will get less probable the more extreme the expressions are. Fig. 17 . Productivity comparative study between the classical method and our system.
