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Mahasiswa yang tidak lulus tepat waktu menjadi masalah tersendiri bagi 
program studi karena ketidaksesuaian jumlah mahasiswa masuk dengan jumlah 
mahasiswa yang lulus setiap tahun. Hal tersebut perlu dilakukan prediksi kelulusan 
sehingga prodi dapat melakukan tindakan terhadap mahasiswa yang diprediksi. 
Naïve bayes adalah teknik prediksi berbasis probabilistik sederhana yang 
berdasar pada penerapan Teorema Bayes.  Data yang digunakan adalah data 
kelulusan mahasiswa prodi Sistem Informasi tahun ajaran 2016/2017 sampai 
2017/2018 sebagai data training dengan jumlah 80 data dan data mahasiswa yang 
masih aktif sebagai data testing, namun untuk mengukur keakuratan sistem 
membutuhkan sebagian data kelulusan sebagai data testing dengan jumlah 20 data 
dengan kriteria jurusan asal sekolah mahasiswa, indeks prestasi semester 1, IPK 
semester 4, jumlah nilai D dan E (dalam sks). Data diambil dari sistem informasi 
akademik Akakom pada alamat website hhtps://sia.akakom.ac.id. 
Prediksi kelulusan yang dilakukan menggunakan 80 data training dan 20 
data testing diperoleh tingkat akurasi sebesar 70% dan presentasi error sebesar 
30%. Berdasarkan hasil pengujian setiap kriteria diperoleh kesimpulan bahwa 
mahasiswa yang SMAnya berasal dari jurusan IPS mempunyai peluang lebih besar 
untuk lulus terlambat. Kriteria ip semester 1 dan ipk semester 4  ≥ 2,00, total sks 
sampai semester 4 ≥ 72, jumlah nilai D (dalam sks)  ≤ 20% dari total sks, dan jumlah 














Students who do not pass the time becomes a problem specific to the course 
because of the discrepancy of the number of students who enter with a number of 
students who graduate each year. This needs to be done so that the graduation of 
prediction action against students who predicted. 
Naïve bayes based probabilistic prediction technique is simple based on the 
application of Bayes Theorem. The data used is the student graduation data, namely 
information systems school year 2016/2017 to 2017/2018 as to the amount of 
training data is data and data is 80 students who were still active as testing data, 
but to measure the accuracy of the system requires a passing some data as data 
testing with a total 20 data by criteria Department of the origin of the school's 
students, achievement index semester 1, semester GPA of 4, the amount of the value 
of D and E (in credits). The data is taken from the academic information systems 
Akakom on the website address hhtps://sia.akakom.ac.id. 
Graduation predictions conducted using 80 training data and 20 testing 
data obtained an accuracy rate of 70% and a presentation error of 30%. Based on 
the test results of each criteria conclusion that the students high school graduates 
from Social Sciences major had a greater chance to graduate late. The semester 1 
achievement index criteria and cumulative achievement index semester 4 ≥ 2.00,  
total credits to semester 4 ≥ 72, total value of D (in credits) ≤ 20% of the total 
credits, and the amount of the value of E (in credits) = 0 has a greater opportunity 
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