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A B S T R A C T   
It is widely accepted that the valence of a word (neutral, positive, or negative) influences lexical processing, yet 
data from the commonly used lexical decision and emotional Stroop tasks has yielded inconsistent findings 
regarding the direction of this influence. One critical obstacle to investigating the independent effects of valence 
is the matching of emotional and neutral stimuli on the lexical, sublexical, and conceptual characteristics known 
to influence word recognition. The second obstacle is that the cognitive processes which lead to a lexical decision 
and a colour naming response are unobservable from the response latency measures typically gathered. The 
present study compiled a set of neutral, positive, and negative words matched triplet-wise on 26 influential 
characteristics. The novel “mouse tracking” technique was used to analyse the development of responses to these 
materials in variants of the lexical decision and emotional Stroop task. A conventional key-press emotional 
Stroop task is also reported. Results revealed a significant processing advantage for positive words over negative 
and neutral words in the lexical decision task, whereas valence alone did not produce any significant effects in 
the emotional Stroop task. The discrepancy between the effects of valence across these different tasks is dis-
cussed. We also suggest that previous conflicting findings may be confounded by unmatched emotional and 
neutral stimuli, thus inflating the potential effects of valence.   
1. Introduction 
Emotion is central to the human experience and is closely coupled 
with our cognition (Dolan, 2002), determining our thoughts, perception, 
and interaction with the world (Zajonc, 1984). Language is a mechanism 
for communicating and perceiving our own and others' emotions 
(Jonczyk et al., 2016). Indeed, all words of a given language can be 
characterised according to their emotional valence, whether they be 
negative (e.g. poison), positive (e.g. sunshine) or neutral (e.g. torch). 
Researchers have systematically gathered valence ratings for thousands 
of words (e.g., Warriner et al., 2013), thus permitting investigations into 
the effects of valence on word processing. Two experimental tasks which 
have been prominently featured to explore the potential impact of word 
valence are the lexical decision task (participants categorise singly 
presented stimuli as words or non-words, e.g., Vinson et al., 2013), and 
the emotional Stroop task (participants name or categorise valenced 
words according to the colour in which they are presented, e.g., Wil-
liams et al., 1996). While it is generally accepted that valence plays a 
role in lexical processing, what this role is remains unclear. As we will 
show below in our review of the literature, extant findings are incon-
sistent within as well as across tasks, probably due to the difficulty of 
identifying sets of words which are optimally matched on all aspects 
other than their valence. In the experiments reported here, we directly 
compare performance on lexical decisions and on the emotional Stroop 
task on the same set of matched word stimuli, allowing us to resolve at 
least some of the empirical inconsistencies in the literature. 
1.1. Effects of valence in lexical decision and emotional Stroop tasks 
A crucial question in the emotion literature is which human moti-
vational system is dominant: the approach/appetitive system attuned to 
positive stimuli, and/or the withdrawal/aversive system attuned to 
negativity (Bradley, 2000). The model of motivated attention and af-
fective states (Lang et al., 1990) proposes that emotional stimuli, 
regardless of polarity, capture attention to a greater extent than neutral 
stimuli due to the survival-related salience which both positive (e.g. 
food), and negative (e.g. threat) stimuli convey. Such a model might 
predict a reported processing advantage for emotional words, 
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irrespective of their polarity, over neutral words in the lexical decision 
task (LDT; Evaitar & Zaidel, 1991; Kousta et al., 2009). Further, 
emotional words are often more memorable than neutral words in recall 
tasks (Anooshian & Hertel, 1994; Ferre et al., 2010), an effect that can be 
attributed to the heightened salience of emotional words, leading to a 
stronger memory for them. However, other studies which also used the 
LDT identified a processing advantage for positive words only, but not 
for negative words (Wentura et al., 2000; Kissler & Koessler, 2011; Chen 
et al., 2015; see also Kanske & Kotz, 2007 for relevant EEG results). This 
might imply a dominant approach system, whereby the brain prioritises 
processing of positive stimuli to exploit resources that may aid survival 
(Mergen & Kuruoglu, 2017). 
Irrespective of the inconsistency in the findings (is the effect of 
valence independent of polarity, or does it mainly affect positive 
words?), the dominant interpretation of valence effects in word pro-
cessing tasks such as the lexical decision task is in terms of an ‘early’ 
mechanism of attentional capture which is presumably domain- and 
task-general (Gaillard et al., 2006; Zeelenberg et al., 2006; Kousta et al., 
2009) and should therefore not be specific to lexical decisions. An 
alternative possibility is that effects of valence in lexical processing tasks 
may instead arise because emotional words are ‘semantically richer’ 
than neutral ones. According to Yap and Seow (2014), valence effects in 
tasks such as the LDT could arise from two possible sources (or from 
both). First, an early, preconscious and task-general effect of valence 
could be attributed to attentional capture such as those summarised 
above. Second, a later task-specific effect could emerge which manifests 
itself in lexical decisions due to enhanced ‘semantic richness’ (Pexman 
et al., 2008). Semantic richness is conceptualised as a multidimensional 
construct of variables including imageability, body-object interaction, 
and number of senses, and is assumed to influence lexical access via 
feedback from the semantic to the lexical level. If valence constitutes one 
of the dimensions of semantic richness (with valenced word being richer 
than neutral ones), then this mechanism could also account for effects of 
valence on performance. Based on distributional analysis of response 
times, Yap and Seow argued that valence effects were mainly due to 
semantic richness, rather than to the attentional mechanisms postulated 
previously. 
A separate literature on the role of valence in word processing stems 
from the so-called emotional Stroop task (EST), which is assumed to 
access an early lexical level of processing (Aycicegi-Dinn & Caldwell- 
Harris, 2009; Winskel, 2013), and is thus considered potentially more 
sensitive to the effects of valence. Based on the original colour naming 
task (Stroop, 1935), the EST requires participants to state or categorise 
the colour of singly presented emotional and neutral words. In this task, 
the characteristic finding is that negative words slow down colour 
processing latencies more than neutral and positive words, a phenom-
enon termed the emotional Stroop effect (MacKay et al., 2004; Williams 
et al., 1996). This effect is typically attributed to the threatening con-
notations of negative words, which disrupt processing of the task- 
relevant properties of the stimulus, such as its colour (Ben-David 
et al., 2012). In contrast to the model of motivated attention (Lang et al., 
1990), the automatic vigilance hypothesis posits that humans prefer-
entially attend to negative stimuli due to the greater time urgency 
required when dealing with a negative event, such as a threat, compared 
to positive events, such as feeding (Pratto & John, 1991). In EST, the 
survival-related salience of negative stimuli consequentially makes it 
difficult to disengage attention from the stimulus and to process the 
relevant aspects of the task (Fox et al., 2001), leading to a delay in colour 
naming when faced with negative valence. 
The interference effect of negative words in colour naming or cate-
gorisation was originally described as a “within-trial” effect, reflecting 
the automatic attentional capture of the emotional content of words 
(Williams et al., 1996). However, more recent research has identified 
both ‘fast’ and ‘slow’ emotional Stroop effects (Frings et al., 2010). The 
‘fast’ effect refers to the direct influence of valence on the current trial N, 
whereas the ‘slow’ effect reflects potential carry-over effects of valence 
from the previous trial N − 1. For instance, Frings et al. characterised 
each trial in an EST with regard to whether the target word was neutral 
or negative, as well as whether trial N − 1 was neutral or negative. A 
‘fast’ effect of valence is captured by comparing responses on negative 
vs. neutral trials N which all follow a neutral trial N − 1. By contrast, a 
‘slow’ valence effect is explored by analysing only trials N with neutral 
valence, but dependent on whether the previous trial N − 1 was negative 
or neutral. Frings et al. reported a ‘fast’ effect (participants responded 
slower to negative than neutral trials N) as well as a ‘slow’ effect (par-
ticipants responded slower to neutral stimuli when the previous trial was 
negative than when it was neutral). The authors argue that the ‘fast’ and 
‘slow’ effects may be driven by the same process that begins in the 
current trial and persists until the next. According to the automatic 
vigilance hypothesis, the difficulty in disengaging attention from nega-
tive stimuli (Algom et al., 2004), delays processing of relevant stimulus 
information such as colour (Öhman et al., 2001), resulting in the ‘fast’ 
effect. The same process may also interfere with performance on the 
subsequent trial, resulting in the ‘slow’ effect of negative valence in the 
EST (McKenna & Sharma, 2004). 
The term ‘emotional Stroop effect’ typically only refers to the 
observed delay in colour naming/categorisation for negative words 
(McKenna & Sharma, 1995). Indeed, many emotional Stroop in-
vestigations did not include positive words (e.g., Richards et al., 1992), 
and those that did often found no significant differences between la-
tencies on neutral and positive trials (Eilola et al., 2007; Eilola & 
Havelka, 2011). Nevertheless, some researchers hypothesise that posi-
tive valence may have an opposite facilitating effect to the interference 
effect of negative valence. If the threatening aspects of negative stimuli 
narrow our attentional scope to focus on the valence stimulus dimension 
(Lazarus, 1991), then the lack of threat positive stimuli pose may not 
result in the automatic vigilance which disrupts task performance. A 
recent EST identified a fast and slow effect of positive words, which 
facilitated performance on current and subsequent trials (Liu et al., 
2018). These findings may be interpreted as positive valence promoting 
attentional reorientation (Johnson et al., 2010), allowing attention to 
shift from the irrelevant (valence), to the relevant stimulus dimension 
(colour). 
In summary, the literature on the potential role of valence in word 
processing tasks presents a complex array of partially contradictory 
findings. In studies featuring the LDT, valence is generally considered 
relevant but it is unclear whether the effect of valence is monotonic (i.e., 
negative > neutral > positive; e.g., Kuperman et al., 2014; Larsen et al., 
2008), takes an inverted-U form (negative < neutral > positive; e.g., 
Kousta et al., 2009) or whether there is a processing advantage for 
positively valenced stimuli only (e.g., Chen et al., 2015; Kissler & 
Koessler, 2011). In the EST, negative valence generally appears to exert 
an inhibitory force (colour naming/classification responses are slower 
for negative than for positive words) but many studies did not include 
positively valenced stimuli, for which valence might exert a facilitatory 
effect (Liu et al., 2018). 
1.2. Isolating effects of valence in word stimuli 
A potential explanation for the inconsistencies in research on LDT 
and EST stems from the fact that these studies generally involve the 
comparison of different words across the valence conditions. The last 
few decades of research on word processing have identified a host of 
relevant conceptual and linguistic variables (e.g., Ferrand et al., 2018) 
and many of these are confounded with valence. For instance, a meta- 
analysis conducted on the words used in 32 published emotional 
Stroop studies revealed that the emotional words tended to be longer 
and lower in frequency of use compared to the neutral words (Larsen 
et al., 2006). Larsen et al. noted that these lexical differences between 
the negative and neutral words used are in the direction predicted to 
slow down reaction time on negative trials. Longer (Frederiksen & Kroll, 
1976), and lower frequency (Monsell et al., 1989) words are often 
E. Crossfield and M.F. Damian                                                                                                                                                                                                              
Acta Psychologica 218 (2021) 103359
3
processed slower, suggesting that some of the reported valence effects in 
emotional Stroop research may be due to other, non-emotional aspects 
of the stimuli which influence word processing (Kahan & Hely, 2008). 
An alternative to finding valenced and non-valenced words which 
are matched on all aspects other than valence is to conduct multiple 
linear regression analyses on large sets of words and their reaction times, 
and to see whether valence makes an independent contribution. In a 
reply to Larsen et al., Estes and Adelman (2008) carried out several 
regression analyses of 1011 words with the available lexical decision 
and naming data from the English Lexicon Project (Balota et al., 2007). 
The analyses revealed that when the influences of variables including 
word length, frequency, orthographic neighbourhood size, contextual 
diversity, and arousal were controlled for, a small valence effect of 
slower negative than positive word recognition remained (and inter-
estingly, the effect was categorical, such that the extremity of a word's 
valence appeared irrelevant). However, Estes and Adelman did not 
include influential variables such as subjective familiarity (Connine 
et al., 1990), imageability (Sadoski & Paivio, 2001), concreteness (Pai-
vio, 1971, 2013), and age-of-acquisition (AoA; Morrison & Ellis, 1995), 
in their analyses. A set of analyses reported by Kuperman et al. (2014) 
probably constitutes the most advanced attempt to explore the role of 
valence (and of arousal) via a multiple regression approach, with word 
length, neighbourhood density, frequency, contextual diversity, and age 
of acquisition included as additional predictors in their full analysis of 
LDT and naming times of 12,658 words. A further analysis included 
body-object interaction, imageability, no. of senses, semantic diversity, 
and semantic experience on a subset of 1083 words for which these were 
available; this approach was motivated by proposals that highlight as 
important variables the sensory experience which a word evokes 
(Juhasz et al., 2011), the extent to which we can physically interact with 
the word's referent (body-object interaction; Siakaluk, Pexman, Aguilera 
et al., 2008), and the variation in meaning across all the contexts in 
which the word appears (semantic diversity; Hoffman et al., 2013). 
Overall, their results suggested orthogonal monotonic effects of both 
valence and arousal, with both effects more pronounced for low- than 
for high-frequency words. 
In the experiments reported below, we attempted to assess potential 
effects of valence in a direct comparison of LDT and EST. A direct 
comparison of results from these two tasks, performed on a carefully 
matched of valenced stimuli, will allow us to exclude confounds from 
imperfectly matched stimuli which were presumably present in previous 
studies on this issue, and to focus exclusively on issues of differential 
task characteristics and demands with regard to valence. Doing so ne-
cessitates the identification of words which are matched on most vari-
ables other than valence (we are not aware of studies which would have 
attempted to tackle valence effects in emotional Stroop tasks via mul-
tiple regression). From the literature summarised above, it is clear that 
great care must be taken to identify and control potentially confounding 
variables. 
1.3. Exploring valence effects using ‘mouse tracking’ 
Research on word processing is usually done via experiments in 
which participants make a key press decision on a given stimulus. Even if 
all known lexical and sublexical variables are controlled for, the reaction 
times measures typically used in the EST and LDT only provide data on 
when participants have reached their decision, but not the processes that 
lead to it (Chen et al., 2015). While some researchers have applied 
physiological techniques to study how valence influences our physical 
responses to stimuli (Eilola & Havelka, 2011), they do little to uncover 
how valence impacts our online processing of words. Motor responses, 
such as pressing a computer key to convey a response, are continuously 
updated during the processing of a stimulus and the decision-making 
process (Abrams & Balota, 1991). Recently, experimental techniques 
have been explored in which responses are given not via a key press, but 
rather via a dynamic movement, such as pointing towards a response 
zone (e.g., Erb et al., 2016) or carrying out the response via a computer 
mouse movement (e.g., Freeman & Ambady, 2010). With these tech-
niques, variables and processes which impact on decision making 
emerge in the properties of the dynamic response movement trajectories 
(see Erb et al., 2021, and Schoemann et al., 2019, for recent overviews). 
In a typical “mouse tracking” study (e.g. Barca & Pezzulo, 2015), 
participants begin a trial by clicking on a field located at the bottom- 
centre of the computer screen. A target stimulus is shown in the centre 
of the screen and responses are indicated by moving the mouse and 
clicking on one of the two response button boxes, typically located at the 
top left and top right of the screen. Mouse position is continuously 
recorded during trials and measures including initiation time (interval in 
ms between the participant clicking the START box field and the onset of 
mouse movement), reaction time (interval in ms between stimulus 
presentation and response), and the curvature of the mouse trajectory 
itself are computed. Recording the mouse movement trajectory allows 
measurement of the ‘attraction’ to the non-selected response (Freeman 
& Ambady, 2010) and a ‘curvature’ towards the incorrect response 
presumably reflects the competition between simultaneously active ac-
tion plans. This technique has been successfully used in various areas of 
cognitive research, such as social psychology (Faust et al., 2019), 
development (Krueger & Storkel, 2020), and psycholinguistics (e.g., 
Tomlinson et al., 2013). 
Recent work has begun to use mouse tracking to uncover the char-
acteristics of lexical processing in LDT (e.g., Barca et al., 2017), and 
Stroop tasks (Incera et al., 2013). For instance, in a LDT, Barca and 
Pezzulo (2012; see also Barca & Pezzulo, 2015) showed that responses to 
high-frequency words were carried out with a stronger curvature of the 
response movement from start to finish than responses to low-frequency 
words. Furthermore, “nonword” responses to pseudoword letter strings 
were carried out with more curvature than to random letter strings. In 
both cases, the curvature appeared to reflect the ‘attraction’ of an ulti-
mately correct response towards the response alternative. Hence, 
response trajectories reflect the dynamics of decision making as it takes 
place, and a lexical variable, in this case word frequency, clearly 
emerged in the “word” trajectories. We are aware of a single study in 
which mouse tracking has been used in conjunction with a manual 
Stroop task (Yamamato et al., 2016), although in a “reversed” task (re-
sponses to words rather than colours). Despite the relative lack of evi-
dence, it appears that mouse tracking can be used in conjunction with 
word processing tasks, and has the potential to provide insight into the 
variables and processes which lead to a decision (perhaps more so than 
data derived from conventional key presses do). 
1.4. The present study 
As summarised above, the possibility that the emotional valence of a 
word could affect its processing has been investigated in two largely 
separate streams of research. Work on single word processing, typically 
using the LDT, suggests that valence is indeed an important predictor of 
processing speed, but it remains unclear what form the effect takes, and 
specifically, whether or not there is a difference between positively or 
negatively valenced words. Studies using the EST have mainly focused 
on the comparison of neutral to negatively valenced words, and again 
the exact way in which valence might affect colour classification la-
tencies is unresolved. As pointed out previously (e.g., Larsen et al., 
2006) and also above, the main difficulty in advancing the issue is that 
valence is confounded with a plethora of other conceptual, lexical, and 
sublexical variables. This makes it difficult to match stimuli on all 
characteristics other than their valance, and it is clear that most previous 
studies in both literatures did not meet that criterion. 
In the current study, we aimed to generate a set of neutral, nega-
tively, and positively valenced words which were matched as optimally 
as possible on variables other than valence. We then used this set of 
words both in a LDT (Experiment 1) and ESTs (Experiments 2 and 3). 
Using the same set of words across both experimental tasks promises to 
E. Crossfield and M.F. Damian                                                                                                                                                                                                              
Acta Psychologica 218 (2021) 103359
4
potentially unify the so-far largely separate streams of research on the 
role of valence reviewed above. We selected sets of neutral, negative, 
and positive words which were statistically matched on more than two 
dozen of relevant variables. These of course included ‘standard’ prop-
erties such as word length, frequency of occurrence, and age of acqui-
sition, but we also made a concerted effort to match stimuli on recently 
suggested ‘conceptual’ variables such as sensory experience (Juhasz 
et al., 2011), body-object interaction (Siakaluk, Pexman, Sears et al., 
2008), and semantic diversity (Hoffman et al., 2013). Words across the 
three valence categories were also matched on arousal (the extent to 
which a word is calming or exciting) as it has been shown (Kuperman 
et al., 2014) that valence and arousal make largely independent con-
tributions to word processing times (we note that many previous studies, 
such as the EST reported by Frings et al., 2010, did not hold arousal 
constant when varying valence). Kuperman et al. (2014) also highlight 
the importance of keeping word frequency constant in valence research, 
as while valence and arousal exert independent effects on lexical pro-
cessing, both variables interact with word frequency. Indeed, the effects 
of higher-level conceptual variables such as imageability and AoA are 
stronger among low frequency words than high frequency words (Cor-
tese & Schock, 2013), therefore our stimuli were matched on multiple 
measures of word frequency to avoid this previously ignored and 
influential confound (Larsen et al., 2006). 
One residual variable which is difficult if not impossible to disen-
tangle from valence is ‘dominance’, or the extent to which a word de-
notes an entity which is weak/submissive or strong/dominant. In 
Warriner et al.'s (2013) ratings of almost 14,000 English words, valence 
and dominance were strongly correlated, r = 0.72 (p. 1196). Such a 
strong association makes it unlikely that stimuli could be identified 
which can be varied on valence but held constant on dominance (plus all 
the other potentially relevant variables). Our stimuli therefore differed 
not only on valence but also on dominance and hence potential effects 
attributed to valence could instead have been caused by dominance. 
This aspect will be revisited in the General Discussion. 
As briefly summarised above, there is growing use of mouse tracking 
measurements in lexical decision (Barca et al., 2017; Barca & Pezzulo, 
2012, 2015) and standard Stroop research (Incera et al., 2013; Incera & 
McLennan, 2016). These existing studies validate the use of mouse 
tracking to explore lexical processing, but to our knowledge this 
approach has not been used to investigate the role of valence. Hence, 
Experiments 1 (LDT) and 2 (EST) used mouse tracking as the response 
mode. An additional key-press EST (Experiment 3) is also reported to 
allow a more direct comparison to previous research. If valence does 
influence word processing independent of other lexical and sublexical 
variables, then in our LDT, latencies as well as mouse trajectories should 
be affected by the valence manipulation. The exact pattern of findings is 
of major importance here, as in the past a generic processing advantage 
for emotional over neutral words has been proposed (Kanske & Kotz, 
2007; Kousta et al., 2009) but it is also possible that valence exerts a 
monotonic effect, with latencies (and in our case, potentially trajec-
tories) following a negative > neutral > positive pattern (Kuperman 
et al., 2014). Regarding our ESTs, based on the results reported by Frings 
et al. (2010) we expected both ‘fast’ and ‘slow’ effects of negative 
valence to emerge. If effects of valence in the emotional Stroop effect are 
really constrained to negative valence, then we would expect little in-
fluence of positively valenced words in this task. However, as discussed 
above, many reported valence effects are confounded by unmatched 
emotional and neutral stimuli sets (Larsen et al., 2006), and improved 
matching reduces the size of this effect (Estes & Adelman, 2008). 
Therefore, the null finding of no differences between neutral and 
emotional word processing should not be ruled out. 
2. Experiment 1 
2.1. Method 
2.1.1. Participants 
Forty-six undergraduate students (13 male) from the University of 
Bristol participated in the experiment as part of a course requirement. 
The mean age was 20.5 (SD = 3.48) years. All participants reported 
(corrected to) normal vision and were comfortable navigating a com-
puter mouse with their right hand. Participants also confirmed that they 
were native English speakers and not fluent in any other language. 
Informed consent was obtained from all participants. 
2.1.2. Materials and design 
The stimuli included 87 words of three different valence categories 
(29 positive, 29 negative, and 29 neutral words) which were selected 
from the affective ratings for valence, arousal, and dominance for over 
13,000 English words (Warriner et al., 2013). Words were chosen to 
cluster around the lower range of valence ratings for negative words (M 
= 2.09, SD = 0.27, range 1.5–2.5), around the middle range for neutral 
words (M = 5.13, SD = 0.26, range 4.5–5.5), and towards the higher 
range for the positive words (M = 7.44, SD = 0.37, range 7.0–8.5). 
Ratings differed significantly between the conditions, F(2, 84) = 2225, p 
< .001, with all conditions differing from one another; ps < .001, using 
Tukey-corrected follow-up tests. Dominance ratings from the Warriner 
et al. norms for these words also significantly increased from negative 
(M = 3.50, SD = 0.58, range = 2.6–5.0) to neutral (M = 5.14, SD = 0.72, 
range = 3.6–6.2) to positive (M = 6.14, SD = 0.74, range = 5.0–7.9), F 
(2, 84) = 110.9, p < .001, with all conditions differing from one another, 
ps < .001. Apart from valence and dominance, stimuli were statistically 
matched triplet-wise on all other lexical and sublexical variables listed 
in Table 1. See Appendix A for a full list of materials. 87 orthographically 
legal and pronounceable non-word stimuli were obtained from the En-
glish Lexicon Project database (https://elexicon.wustl.edu/; Balota 
et al., 2007) and were matched pairwise to the word stimuli in terms of 
length (number of letters). 
We collected familiarity, imageability, sensory experience, and 
body-object interaction ratings for the word stimuli (Crossfield & 
Damian, unpublished data), following the Bristol norms procedure 
(Stadthagen-Gonzalez & Davis, 2006). Thirty-six (7 male) participants 
provided familiarity and imageability ratings (mean age = 19.5 years, 
SD = 1.09), and a different sample of 32 (7 male) participants provided 
sensory experience and body-object interaction ratings (mean age =
20.2 years, SD = 2.65). Ratings were collected online on a 1 (low) to 7 
(high rating) scale via Gorilla (https://gorilla.sc/), a commonly used 
platform for online behavioural tasks (Anwyl-Irvine et al., 2020). Par-
ticipants rated a list of 140 words for each variable separately (e.g. 
providing 140 familiarity ratings, then providing 140 imageability rat-
ings) by selecting the number on the 1–7 scale which corresponded to 
their rating. The 1–7 scale was presented underneath each target word 
for the duration of the studies. To improve the validity of ratings, 20 
control words were added for each variable (e.g. 10 low imageability, 
and 10 high imageability words were added for the imageability ratings) 
in order to represent the entire range of the rating scale. 
2.1.3. Procedure and apparatus 
Participants were tested in a university laboratory in groups of no 
more than 30. Word and non-word stimuli were presented in a black 
lowercase Arial font, size 28, on a white background using the software 
MouseTracker (Freeman & Ambady, 2010). MouseTracker collected the 
raw data of each mouse trajectory, recording x and y coordinates of the 
trajectory of the mouse movement every 16 ms. Trials were viewed from 
a comfortable distance (approximately 60 cm) on a 23 inch Dell P2319H 
monitor with screen resolution 1920 × 1080. Participants were 
instructed to begin each trial by using the computer mouse to click on 
the grey START box located at the bottom-centre of the screen. The 
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START box disappeared when clicked and the stimulus (word or non- 
word) immediately appeared in the centre of the screen for 2500 ms 
or until the participant completed their response, upon which the START 
box would return to its original position. As each trial began through 
clicking the START box, participants could self-administer breaks during 
the experimental session by delaying the onset of the next trial. 
Responses were made by moving the mouse and clicking on one of 
the two black response button areas on the screen. Participants were 
instructed to respond as quickly and accurately as possible by clicking on 
the top right area of the screen for word stimuli, and the top left area for 
non-word judgments (see Fig. 1, top panel, for an example trial screen). 
After 10 practice trials (5 word, 5 non-word), the 174 experimental 
stimuli (87 word, 87 non-word) were singly presented in a different 
random order for each participant. The experimental session lasted 
approximately 25 min. 
2.2. Results 
Data were processed in R (R Core Team, 2020) using the package 
mousetrap (Kieslich et al., 2019) and results were statistically analysed 
using the packages afex (Singmann et al., 2020) and emmeans (Lenth, 
2020). Trials with nonwords were discarded from further analysis. For 
each trial with a word stimulus, we computed response accuracy, initi-
ation time (the time at which a participant initiated the mouse move-
ment, calculated as the first time sample within a trial on which the 
mouse cursor was moved outside the “Start” region), movement dura-
tion (the time interval between initiation time and clicking on the 
response button), and response latency (the time interval between onset 
of the target display and clicking on the response button). We 
Table 1 
Lexical and sublexical characteristics of the word stimuli. Averages per condi-
tion (standard deviations in parentheses).   
Condition 
Negative Neutral Positive 
Valencea 2.09 (0.3) 5.13 (0.3) 7.44 (0.4) 
Dominancea 3.50 (0.6) 5.14 (0.7) 6.14 (0.7) 
Arousala 4.89 (0.9) 4.66 (0.7) 4.75 (1.1) 
Concretenessb 3.60 (0.9) 3.96 (1.0) 3.55 (0.9) 
Familiarityc 4.34 (0.7) 4.15 (0.8) 4.50 (0.7) 
Imageabilityc 4.53 (0.8) 4.46 (1.3) 5.01 (1.1) 
Age of acquisitiond 7.97 (1.7) 7.69 (2.0) 7.43 (2.2) 
Contextual diversitye 3.12 (0.1) 2.88 (0.1) 3.15 (0.8) 
Semantic diversityf 1.57 (0.2) 1.54 (0.3) 1.62 (0.2) 
Number of sensesg 3.59 (3.2) 3.83 (3.8) 4.17 (2.7) 
Sensory experiencec 3.30 (0.9) 3.01 (0.9) 3.24 (0.9) 
Body-object interactionc 3.55 (0.8) 3.73 (1.3) 3.28 (0.9) 
Number of lettersh 6.21 (1.4) 6.76 (1.7) 6.66 (1.9) 
Number of phonemesh 5.07 (1.7) 5.41 (1.6) 5.76 (1.7) 
Number of syllablesh 2.03 (0.9) 2.10 (0.9) 2.31 (0.8) 
Number of morphemesh 1.07 (0.3) 1.17 (0.4) 1.17 (0.4) 
Orthographic neighbourhoodh 2.21 (3.5) 2.10 (3.8) 2.48 (5.1) 
Phonological neighbourhoodh 4.90 (6.6) 5.14 (8.3) 2.72 (5.0) 
Orthographic similarity (OLD20)i 2.12 (0.6) 2.39 (0.8) 2.21 (0.6) 
Orthographic frequencyj 37.5 (75) 22.2 (33) 27.7 (44) 
Semantic neighbourhood densityj 0.58 (0.08) 0.54 (0.12) 0.58 (0.08) 
Semantic neighbourhood sizej 3129 (3055) 2249 (2712) 3070 (2679) 
Celex frequencyk 34.1 (64) 17.5 (33) 20.1 (29) 
Celex written frequencyk 35.4 (48) 17.5 (33) 21.0 (30) 
Celex spoken frequencyk 16.6 (23) 18.3 (61) 9.30 (16) 
SUBTLEX-UK frequencyl 4.02 (0.6) 3.77 (0.6) 4.09 (0.7) 
Bigram frequency typem 50 (35) 47 (33) 62 (57) 
Bigram frequency tokenm 914 (450) 683 (505) 1262 (2352)  
a From Warriner et al. (2013). Valence, dominance, and arousal ratings on a 
1–9 scale. 
b From Brysbaert et al. (2014). The degree to which a word refers to a tangible 
entity. Ratings on a 1–5 scale. 
c Ratings conducted for this study (see section “Materials and design”). Rat-
ings on a 1–7 scale. 
d From Kuperman et al. (2012). Ratings of the age (in years) at which par-
ticipants thought they had learned the word. 
e From SUBTLEX-UK (Van Heuven et al., 2014). Contextual diversity denotes 
the number of contexts in which a word appears (Adelman et al., 2006). Here, 
contextual diversity represents the log total number of television programmes in 
SUBTLEX-UK in which a word occurred. 
f From Hoffman et al. (2013). The variation in meaning across all the contexts 
in which the word appears. Latent semantic analysis based on the written text 
portion of the British National Corpus (BNC; British National Corpus Con-
sortium, 2007). 
g From WordNet (Princeton University, 2010). Denotes the number of 
different meanings a single word can have. 
h From the English Lexicon Project (Balota et al., 2007). 
i From Yarkoni et al. (2008). Orthographic Levenshtein distance denotes the 
number of insertions, deletions, and substitutions needed to generate one string 
of elements from another. OLD20 represents the mean LD from a word to its 20 
closest orthographic neighbours. 
j From Shaoul and Westbury (2010). Orthographic frequency denotes the 
averaged frequency (per million) of a word's orthographic neighbours. Semantic 
neighbourhood density refers to the density of words in a given semantic 
neighbourhood, and semantic neighbourhood size denotes the amount of words 
in this neighbourhood. Based on the Hyperspace analog to language (HAL) high- 
dimensional model of semantic space which uses global co-occurrence frequency 
of words in a large corpus of text. 
k From Baayen et al. (1995). Counts per million in the CELEX Lexical database. 
l From Van Heuven et al. (2014). Log of count per million in the SUBTLEX-UK 
corpus. 
m From N-Watch (Davis, 2005). Type bigram frequency denotes the number of 
words in which a letter bigram occurs in a given position; token frequency 
represents the sum of frequencies of the types. Computed on the basis of the 
COBUILD/CELEX word frequency corpus. 
Fig. 1. Example trial screen for lexical decision task (top panel; Experiment 1) 
and EST (bottom panel; Experiment 2). Once participants pressed the START 
button, a random experimental stimulus would appear in the centre of the 
screen, and participants categorised the stimuli using the computer mouse to 
click on a response button, according to lexical status (Experiment 1; 
“nonword” vs. “word”) or according to colour (Experiment 2; “blue/green” or 
“red/yellow”). (For interpretation of the references to colour in this figure 
legend, the reader is referred to the web version of this article.) 
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furthermore computed two measures of ‘curvature’ which are widely 
used in the literature on mouse tracking (Freeman & Ambady, 2010). 
The first was area-under-curve (AUC), which was defined as the geo-
metric area between the actual and an idealised trajectory which pro-
ceeded in a straight line from Start to Response region. The second was 
maximum deviation (MAD), i.e., the largest perpendicular deviation 
between the actual and the idealised trajectory. AUC was measured in in 
cm2, and MAD was measured in cm. Trajectories with greater AUC and/ 
or MAD indicate greater attraction to the non-selected response alter-
native (Freeman & Ambady, 2010). Measures were then aggregated 
within and across participants. Trials on which participants had made an 
error were excluded from the analysis of the other dependent variables 
(1.4%). We further excluded data from trials on which participants had 
made no response (1.1%), as well as from trials on which a participant's 
response latency was above or below 2.5 standard deviations of the 
participants conditional mean (2.5%). 
Fig. 2 shows the results. The right side of the figure shows averaged 
time-normalised1 mouse movement trajectories. These show an effect of 
valence on curvature, with average trajectories in the “neutral” condi-
tion most curved, trajectories in the “positive” condition straightest, and 
trajectories in the “negative” condition in between. The inset panels on 
the left hand side of the figure present the six main dependent variables 
of interest, namely error rate, initiation time, duration, response la-
tencies, and the two curvature measures (AUC and MAD). Repeated 
measures one-way analyses of variance (ANOVAs) were conducted on 
each measure. For detailed statistics see Appendix B in the Supple-
mentary materials. Valence significantly affected all measures other 
than initiation times. For the former, Tukey-corrected follow-up tests 
showed that the positive condition differed significantly from the 
baseline neutral condition on all measures (errors, durations, and RTs: p 
< .0001; AUC: p = .039; MAD: p = .0002). The negative condition 
differed significantly from the neutral condition on errors; p = .011; 
marginally significantly on durations; p = .092, and RTs, p = .073, but 
not on AUC; p = .707, nor on MAD; p = .206. 
We additionally conducted items analyses on errors and response 
latencies. For errors, the effect of valence was marginally significant, p 
= .059, with a significant difference between the negative and the 
neutral condition, p = .048, but no difference between the positive and 
the neutral condition, p = .285. For response latencies, there was a 
highly significant overall effect of valence; p = .009, a highly significant 
difference between the positive and the neutral baseline condition; p =
.0068, but no significant difference between the negative and the neutral 
condition; p = .462. 
Finally, as described in the Introduction, in the literature on the EST 
it is customary to try to identify “slow” effects of valence, i.e., those 
which arise not as a result of processing in a given trial N, but rather 
carrying over from the preceding trial N − 1 with a valenced stimulus. 
Such an analysis is more difficult to perform in the LDT because words 
and nonwords are randomly intermixed. To explore similar effects, 
we conducted an analysis on nonwords when preceded by valenced 
words, and found a marginally significant effect on response latencies, 
F1(2, 90) = 2.93, p = .059, with average nonword latencies of 1060 ms, 
1083 ms, and 1078 ms when preceded by positive, neutral, and negative 
words. However, a corresponding items analysis was not significant, 
F2(2, 238) = 2.32, p = .101, and neither were effects on any of the other 
dependent variables (errors; initiation times; durations; MAD; AUC). We 
conclude that in the LDT, “slow” effects of valence are difficult to 
establish.2 
2.3. Discussion 
Valence of response words in the LDT significantly affected all 
dependent measures other than initiation times. The null finding con-
cerning initiation times is predicted on the assumption that in the mouse 
tracking paradigm, cognition and action are not ‘serial’ and hence a 
response movement is initiated before a decision has been fully 
completed (e.g., Freeman et al., 2011). With regard to the specific 
pattern evoked by valenced stimuli, compared to words from the neutral 
condition positively valenced words were processed more accurately 
(indexed by error rate), faster (indexed by response latency and move-
ment duration), and more efficient (indexed by AUC and MAD). By 
contrast, the impact of negative valence was much more limited: 
although the average trajectories for the negative condition were 
slightly less curved than the ‘neutral’ trajectories (see right panel of 
Fig. 2), effects on measures of curvature (AUC and MAD) were not sig-
nificant, and effects on response durations and latencies were only 
marginally significant. An effect of negative valence did arise in the 
error rates, however. Concerning response latencies, these were 38 ms 
faster for the positive condition, and 15 ms faster for the negative con-
dition, than for the neutral condition. This renders the role of negative 
valence in word processing somewhat ambiguous, but it appears that the 
bulk of the effect of valence comes from the positively valenced words. A 
similar processing advantage for positive words only was found by Chen 
et al. (2015), though these authors exerted considerably less control 
over the lexical and sublexical characteristics of their stimuli, therefore 
this effect may have been driven by variables other than valence. One 
study with considerable control also reported positive words to be 
processed faster than neutral words, aligning with our present findings 
(Kousta et al., 2009). However, negative words also displayed a pro-
cessing advantage in Kousta et al., something the present study did not 
find. This discrepancy may be due to the greater control of lexical var-
iables in the present study, as previous research suggests that increased 
control reduces the interference effect of negative words in ESTs (Estes 
& Adelman, 2008; Larsen et al., 2006). Our results suggest that the in-
fluence of negative valence is similarly reduced in LDTs with increased 
variable control, while positive valence continues to facilitate 
processing. 
In the following, we used the same words as in Experiment 1, but 
now embedded in an EST. Words were presented in one of four colours, 
and participants classified the colour of the word (while instructed to 
ignore the word itself) into one of two responses indicated by a computer 
mouse movement. In line with previous research (e.g., Frings et al., 
2010) the experiment was designed such that we could explore both 
‘fast’ (i.e., on-line effects on a given trial N) and ‘slow’ (effects emerging 
from the previous trial N − 1) effects of valence. 
3. Experiment 2 
3.1. Method 
3.1.1. Participants 
Twenty-six (3 male) undergraduate students from the University of 
Bristol participated in the study to fulfil a course requirement. The mean 
age was 19.5 years (SD = 1.42). All participants reported (corrected to) 
normal vision, including the absence of colour blindness. Participants 
also confirmed that they were native English speakers and were 
comfortable using a computer mouse with their right hand. Informed 
consent was obtained from all participants. 
3.1.2. Materials and design 
The 87 word stimuli (29 positive, 29 negative, 29 neutral) were those 
used in Experiment 1. For the EST, the standard colour palette on 
Microsoft Word was used to generate prototypical red, yellow, blue, and 
green versions of each word. Each word measured approximately 1.5 cm 
in height, and between 1 cm and 5 cm in width when presented in a trial. 
1 X and y coordinates were sampled every 16 ms until a response was made. 
Time normalisation involves the interpolation of the raw coordinates from each 
response into 101 equally sized timesteps.  
2 We would like to thank a reviewer for suggesting this analysis. 
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The experiment was divided into 4 blocks of 87 trials, resulting in each 
participant completing 348 experimental trials. Stimuli were presented 
in a different random order generated for each block and participant. 
Each word was presented once per block in a different ink colour be-
tween blocks, therefore participants were exposed to all words in all 
available colours. This was designed to avoid any potential word-colour 
associations which may facilitate certain responses (e.g. the colour red 
may have stronger associations with the word ‘injury’ than ‘seashore’; 
see Mohammad, 2011). 
The overall design included valence on trial N (negative, neutral, 
positive) as well as Valence on trial N − 1 (negative, neutral, positive) as 
within-participant factors. Following the approach by Frings et al. 
(2010), we specifically tested for the presence of ‘fast’ and ‘slow’ effects 
as follows: ‘fast’ effects compared neutral to negative valence on trial N, 
while trial N − 1 was neutral. ‘Slow’ effects compared neutral to nega-
tive valence on trial N − 1, while trial N was neutral. 
3.1.3. Procedure and apparatus 
Testing took place in a university laboratory, using the same Appa-
ratus as in Experiment 1. As in Experiment 1, following a mouse click on 
the START box, a stimulus immediately appeared in the centre of the 
screen for 2500 ms or until the participant completed their response. 
Participants were instructed to categorise the colour of the word as 
quickly and accurately as possible while trying to ignore the word itself. 
Responses were made by using the computer mouse to click on one of 
the two black response button areas on the screen (top left area: blue or 
green responses, top right area: red or yellow responses). The response 
button areas were labelled for the duration of the experiment (see Fig. 2, 
bottom panel, for an example trial screen). After 12 practice trials (3 
words per ink colour), the four experimental blocks were presented, and 
participants had the opportunity for a short rest between blocks. The 
experimental session lasted approximately 25 min. 
3.2. Results 
Trials on which participants had made an error were excluded from 
the analysis of the other dependent variables (1.1%). We further 
excluded data from trials on which participants had made no response 
(1.9%), as well as from trials on which a participant's conditional mean 
on response latencies was above or below 2.5 standard deviations of the 
participants conditional mean (2.3%). 
Fig. 3 shows the results. The right side of the figure shows averaged 
time-normalised mouse movement trajectories, indicating no clear ef-
fect of either valence, or valence n − 1. The inset panels on the left hand 
side of the figure present the six main dependent variables of interest, 
with results from a repeated measures ANOVA underneath with the 
factors valence and valence n − 1. Neither variable significantly affected 
any of the measures, nor was there a significant interaction. For detailed 
statistics see Appendix C in the Supplementary materials. 
Table 2 presents response latencies and error rates for all combina-
tions. In the context of the emotional Stroop literature, the focus is 
usually on the neutral vs. negative comparison; “fast effects” are 
captured by neutral and negative trials for which trial n − 1 was neutral, 
whereas “slow” effects are captured by neutral trials on which the 
valence on trial n − 1 was either neutral, or negative. Both critical 
comparisons are bolded in the Table. Regarding the fast effect, average 
Fig. 2. Lexical decision task, dependent on word valence (negative; neutral; positive). Right side of figure: average time-normalised trajectories. Left side of figure: 
dependent variables (errors; movement initiation times; movement durations; response latencies; area under curve (AUC); and maximum deviation (MAD)). Error 
bars in inset panels reflect 95% within-participants confidence intervals (Morey, 2008). The p value reported underneath each inset panel is from a repeated- 
measures one-way analysis of variance. 
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RTs were 9 ms faster in the negative (977 ms) than in the neutral (986 
ms) condition; t(25) = 0.58, p = .565. Regarding the slow effect, average 
RTs were 12 ms faster in the negative (974 ms) than in the neutral (986 
ms) condition; t(25) = 0.86, p = .398. Note that both effects numerically 
are opposite to what is typically reported in the literature (e.g., Frings 
et al., 2010). 
The analyses described above represent a global null finding: neither 
valence on trial n, nor on trial n − 1, appeared to affect any of the 
dependent measures. To assess the evidence for the null, we additionally 
computed Bayes factors, using the package BayesFactor (Morey & 
Rouder, 2018). These are also reported in Appendix C. For the factor 
“valence”, all BF01 were ≥6.9; for the factor “valence n − 1”, all BF01 
were ≥6.3, and for the interaction, all BF01 were ≥123. Hence, there is 
considerable evidence that valence does not affect performance in the 
Stroop task. 
In summary, as opposed to the LDT featured in Experiment 1 in 
which valence affected responses (mainly driven by positive words), in 
the EST used in the current experiment, valence had no effect. This 
finding is certainly unexpected, based on a number of previous studies 
which had reported effects of valence in this task (mainly as interference 
from negative words; Williams et al., 1996; MacKay et al., 2004). One 
possibility which would explain this null finding is that for some reason 
(and contrary to conventional tasks with key press responses) partici-
pants were able to ignore the identity of the words when carrying out 
their colour classification responses. Perhaps some characteristic of the 
specific display which we used for our mouse tracking experiment, with 
a START button at the bottom of the screen, and response buttons at the 
upper edges of the screen, allowed participants to categorise the colour 
of a word while avoiding lexical access. If so, the null finding obtained in 
the results of the current experiment would not speak to whether 
valence really affects performance in the EST. 
There is a straightforward way to test this possibility: across the three 
valence conditions, words were statistically matched on a range of 
properties (other than valence, and dominance) but there was still 
substantial variability on these variables. If some of these variables 
could be shown to affect performance in our task, this would constitute 
rather strong evidence that participants did indeed process the words. 
We tackled this analysis with two separate sets of item-based multiple 
Fig. 3. Emotional Stroop task, dependent on word valence (negative; neutral; positive) and word valance on previous trial (Valence n − 1; negative; neutral; 
positive). Right side of figure: average time-normalised trajectories. Left side of figure: dependent variables (errors; movement initiation times; movement durations; 
response latencies; area under curve (AUC); and maximum deviation (MAD)). Error bars in inset panels reflect 95% within-participants confidence intervals (Morey, 
2008). The p values reported underneath each inset panel are from a repeated-measures ANOVA. 
Table 2 
Response times (in ms) and error percentages (in parentheses), depen-
dent on valence on trial n − 1, and on trial n. The two critical compar-
isons have been bolded: the “fast” valence effect is in the vertically 
aligned two bolded cells; the “slow” effect is in the horizontally aligned 
bolded cells. 
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regression analyses, first for the LDT, and then for the emotional Stroop. 
For each response word (item), we computed average response latency, 
as well as a measure of response trajectory curvature (AUC), and we 
included a subset of the variables on which words had been matched 
triplet-wise across valence condition in a stepwise linear multiple 
regression analysis (choosing a subset of variables was necessary 
because some of the predictors were highly collinear, particularly so the 
various measures of word frequency). We included arousal, dominance, 
length in number of letters, orthographic N, SUBTLEX frequency, bigram 
frequency (type and token), age-of-acquisition, familiarity, image-
ability, concreteness, contextual diversity, semantic diversity, number 
of senses, sensory experience, and body-object interaction in the ana-
lyses. A correlation matrix for these predictors is presented in Appendix 
D in the Supplementary materials. 
3.2.1. Lexical decision task 
Item-based RTs and AUC correlated strongly with one another, r =
0.65, t(85) = 7.90, p < .001, BF10 > 1000, indicating that they captured 
at least partially overlapping variability. A stepwise linear multiple 
regression analysis conducted on response latencies identified as the key 
variables SUBTLEX frequency, familiarity, and contextual diversity, F(3, 
83) = 37.17, p < .001, with a combined adjusted R2 of 0.57. We addi-
tionally conducted a Bayesian regression analysis on these variables and 
found “extreme” evidence for the impact of SUBTLEX frequency and 
familiarity (BF10 > 1000 and 141 respectively) but only “anecdotal” 
evidence for contextual diversity (BF10 = 1.4). A parallel analysis con-
ducted on AUC identified familiarity, sensory experience, and arousal as 
significant predictors, F(3, 83) = 8.73, p < .001, with an adjusted R2 of 
0.21. Bayesian analysis showed “extreme” evidence for familiarity (BF10 
= 133), “moderate” evidence for sensory experience (BF10 = 5.7) and 
only “anecdotal” evidence for arousal (BF10 = 1.6). Overall, familiarity 
strongly affects both response latencies and AUC; frequency appears to 
selectively affect latencies, whereas sensory experience affects 
curvature. 
3.2.2. Emotional Stroop 
RTs and AUC correlated strongly with one another, r = 0.34, t(85) =
3.35, p = .001, BF10 = 33.8. In the stepwise linear regression performed 
on RTs, arousal and semantic diversity emerged as significant pre-
dictors, F(2, 81) = 8.72, p < .001, with an adjusted R2 of 0.16. Bayesian 
analysis showed “very strong” evidence for arousal (BF10 = 77.2) but 
merely “anecdotal” evidence for semantic diversity (BF10 = 1.7). Spe-
cifically, RTs and arousal are negatively correlated (r = − 0.34) such that 
higher arousal induces faster RTs. In the stepwise analysis conducted on 
AUC, arousal, imageability, semantic diversity, and number of senses 
were significant, F(4, 79) = 6.22, p < .001, with an adjusted R2 of 0.20. 
Bayesian analysis showed “moderate” evidence for arousal (BF10 = 5.9), 
imageability (BF10 = 9.98), and semantic diversity (BF10 = 6.97) but 
merely “anecdotal” evidence for number of senses (BF10 = 2.27). AUC 
and arousal are negatively correlated (r = 0.25) such that higher arousal 
induces lower (straighter) trajectories. 
Overall, arousal is the one predictor which clearly affected both RTs 
and AUC, with the latter additionally affected by imageability and se-
mantic diversity. The broader implication of this analysis is that par-
ticipants clearly were unable to suppress processing of the target words. 
3.3. Discussion 
Contrary to a number of previous studies which had featured the 
EST, in our study the valence (neutral, positive, negative) of the 
response words did not affect performance. This contrasts with the re-
sults from the Experiment 1 in which the valence of the same response 
words had clearly affected performance, mainly driven by positively 
valenced words. At the same time, the null finding in the EST could not 
be attributed to participants successfully being able to ignore the words 
when carrying out the colour classification: the regression analysis 
conducted on RTs and response trajectory curvature (AUC) showed clear 
evidence of a subset of the predictors affecting performance. We 
conclude that the possibility that valence is not a relevant variable in the 
EST should be taken seriously. 
It could be argued that our study, which used “mouse tracking”, used 
a novel methodology which differed in important ways from the previ-
ous studies, which had all used key presses as the dependent variable. 
For instance, the RTs measured with our methodology took on average 
978 ms, which is substantially longer than the average of 750 ms in a 
comparable key-press EST reported by Frings et al. (2010). For this 
reason, Experiment 3 replicated Experiment 2, but now with a con-
ventional key-press response rather than mouse-generated responses. 
4. Experiment 3 
4.1. Method 
4.1.1. Participants 
Forty-four participants (16 male) participated in the study online for 
a monetary reward. The mean age was 32.5 (SD = 13.6) years old. All 
participants reported (corrected to) normal vision, including the 
absence of colour blindness. Participants also confirmed that they were 
native English speakers and not fluent in any other languages. Informed 
consent was obtained from all participants. 
4.1.2. Materials and design 
The 87 word stimuli (29 positive, 29 negative, 29 neutral) used were 
identical to those of Experiment 1 and 2, with the standard colour pal-
ette on Microsoft word used to generate prototypical red, yellow, blue, 
and green ink colour copies of each word. Each word measured 
approximately 2 cm in height, and between 1 cm and 12 cm in width 
when viewed in a trial. The design of this study was also identical to 
Experiment 2, whereby participants viewed four blocks of 87 trials in a 
random order and were exposed to all words in all available colours. 
Analysis of fast and slow emotional Stroop effects was again enabled by 
adopting a 2 × 2 factorial design, varied within participants. The first 
factor was the valence in trial n (negative vs. neutral), and the second 
factor was valence in trial n − 1 (negative vs. neutral). 
Data were collected via the Prolific Academic online platform (https 
://www.prolific.co/). Prolific is a recommended online participant 
recruitment platform, as participants acquired using this platform are 
considered to provide accurate data due to the pre-screening function 
which reduces the risk of dishonest participants (for reviews, see Palan 
& Schitter, 2017; Peer et al., 2017). This allowed us to recruit the target 
population accurately (e.g., only native English speakers could sign up), 
and restrict participation to desktop users only, thus controlling for 
monitor size as accurately as possible. 
4.1.3. Procedure 
After signing up on Prolific, participants were given information 
regarding the experiment, and completed the first half of a short ques-
tionnaire regarding factors that may influence cognitive performance in 
the task (see Appendix E in the Supplementary materials). They were 
then redirected to the EST, which was presented using Gorilla 
(https://gorilla.sc/). After completing the EST, participants finished the 
short questionnaire. 
Participants were instructed to ignore the meaning of the presented 
word and report the colour as quickly and accurately as possible by 
pressing the ‘Q’ key for blue or green words, and the ‘P’ key for red or 
yellow responses. The stimuli were presented in the centre of a white 
background until the participant completed their response, upon which 
the next stimulus immediately appeared. After 12 practice trials (3 
words per ink colour), the 4 experimental blocks were presented, 
including scheduled breaks at the end of each block which also provided 
a reminder of the keypress response mappings. The experimental session 
lasted approximately 20 min. 
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4.2. Results 
Three participants were excluded from data analysis due to excessive 
error rates (>20%). One additional participant was excluded due to an 
average response latency close to 2 s. For the remaining 40 participants, 
trials on which participants had made an error were excluded from the 
response time analysis (3.7%). We further excluded response latencies 
above 2000 ms or below 200 ms (1.3%), as well as latencies above or 
below 2.5 standard deviations of a participant's conditional mean 
(3.5%). 
Table 3 presents response times and errors. Repeated-measures 
ANOVAs conducted on the errors showed no significant effect of 
Valence, F1(2, 78) = 1.59, p = .21; F2(2, 84) = 1.73, p = .18, of Valence 
N − 1, F1(2, 78) = 1.77, p = .18; F2(2, 168) = 1.37, p = .26, nor a sig-
nificant interaction, F1(4, 156) = 0.68, p = .61; F2(4, 168) = 0.81, p =
.52. Similarly, ANOVAs conducted on response latencies showed no 
significant effect of Valence, F1(2, 78) = 0.09, p = .92; F2(2, 84) = 0.11, 
p = .90, of Valence N − 1, F1(2, 78) = 0.51, p = .60; F2(2, 168) = 0.25, p 
= .78, nor a significant interaction, F1(4, 156) = 0.78, p = .54; F2(4, 
168) = 1.04, p = .39. 
As for Experiment 2, we specifically tested for “fast effects” as 
captured by neutral and negative trials for which trial n − 1 was neutral, 
and “slow” effects are captured by neutral trials on which the valence on 
trial n − 1 was either neutral, or negative. Both critical comparisons are 
bolded in the Table. The “fast” effect (7 ms) was not significant, t1(39) =
0.84, p = .41; t2(56) = 0.04, p = .97, and neither was the “slow” effect 
(12 ms), t1(39) = 1.22, p = .23; t2(28) = 0.80, p = .43.3 
A stepwise linear regression was performed on RTs in a manner 
parallel to those performed for the results from Experiment 2, with 
arousal, dominance, length in number of letters, orthographic N, SUB-
TLEX frequency, bigram frequency (type and token), age-of-acquisition, 
familiarity, imageability, concreteness, contextual diversity, semantic 
diversity, number of senses, sensory experience, and body-object inter-
action included in the analyses. Concreteness emerged as the single 
significant predictor, F(1, 85) = 13.22, p < .001, with an adjusted R2 of 
0.12. Bayesian analysis showed “very strong” evidence for an effect of 
concreteness on RTs (BF10 = 41.4). RT and Concreteness were positively 
correlated (r = 0.37) such that higher concreteness induced slower RTs; 
in other words, the more concrete a word was, the slower its colour 
classification responses. 
4.3. Discussion 
Experiment 3 replicated the null finding concerning the potential 
effect of valence in an EST obtained in Experiment 2, but now in a 
conventional key-press task rather than the mouse tracking procedure 
employed in Experiment 2. It appears that when positively, negatively, 
or neutrally valenced words which are carefully matched on variables 
other than valence are used as the stimuli in the EST, valence has no 
effect on the speed and accuracy of responses. As was the case in 
Experiment 2, the multiple regression analysis performed on the item 
means allowed us to exclude the possibility that participants were 
genuinely able to prevent processing of the word. In accordance with the 
results from the analysis conducted on the item means of Experiment 1 
(LDT) and 2 (EST), it appears that the predictors which powerfully affect 
word processing in LDTs (predominantly: familiarity, frequency, and 
contextual diversity) do not affect responses in the EST in the same way. 
In Experiment 2, the variables which strongly affected responses were 
arousal and semantic diversity; by contrast, in the present experiment, 
concreteness emerged as the only strong predictor. The reason for this 
discrepancy is at present unclear; however, the main point of this 
analysis was to demonstrate that participants had indeed processed the 
stimulus words. We conclude that valence by itself has no effect on 
performance in the EST. 
5. General discussion 
Our results displayed contrasting valence effects of the same 
response words in different experimental paradigms. In the LDT, a 
processing advantage for valenced over neutral words emerged, with 
much of the effect driven by the positively valenced words. By contrast, 
the valence of the same set of positive, negative, and neutral words did 
not affect responses in our ESTs. Regression analyses performed on item 
averages showed that responses in the LDT were dominated by the 
‘classic’ lexical variables such as frequency, familiarity, etc., and con-
ceptual variables such as contextual diversity, sensory experience, etc. 
had a weaker effect. Similar regressions performed on responses in the 
ESTs showed no effects of lexical variables, but exclusively conceptual 
variables to be relevant (arousal, semantic diversity, concreteness, etc.). 
Our study explored the potential effects of valence by directly 
comparing LDT and the EST, something which is not typically done in 
the literature. This comparison affords insight into the origin of valence 
effects. As summarised in the Introduction, according to Yap and Seow 
(2014) valence effects in the LDT could arise either from an early, pre-
conscious and task-general mechanism (e.g., ‘automatic vigilance’; 
Pratto & John, 1991), or due to enhanced ‘semantic richness’ of 
valenced compared to neutral words which generates additional feed-
back from the semantic to the lexical level and should therefore be 
specific to tasks which involve lexical access. In our own results, valence 
had task-specific effects, i.e. it affected lexical decisions but not colour 
categorisations. Early attentionally-based effects could be expected to be 
task-general and so should have emerged in both tasks. Because this was 
not the case, in line with Yap and Seow we attribute the valence effects 
in our LDT (in our case mainly driven by positively valenced words) to 
feedback from the semantic to the lexical level where strings are 
Table 3 
Response times (in ms) and error percentages (in parentheses), depen-
dent on valence on trial n − 1, and on trial n. The two critical compar-
isons have been bolded: the “fast” valence effect is in the vertically 
aligned two bolded cells; the “slow” effect is in the horizontally aligned 
bolded cells. 
3 We would like to thank an anonymous reviewer for highlighting the 
following aspect of our results. In the results of Experiment 2 (Table 2) it ap-
pears that responses on which in trials N − 1 and N the valence category is the 
same (positive-positive, etc.) appear slower than responses on which the 
valence category mismatched. To capture this potential aspect, we re-analysed 
Experiment 2 and 3 by coding for each trial whether on trial N − 1, valence was 
“matching” or “mismatching”. In Experiment 2, responses were 10 ms slower 
for “matching” than for “mismatching” responses, a difference which was 
marginally significant, F(1, 25) = 3.65, p = .068. The difference was also 
present in the two measures of curvature of movement trajectories (AUC: F(1, 
25) = 4.58, p = .042; MAD: F(1, 25) = 7.71, p = .010). However, in Experiment 
3 (Table 3) latencies for “matching” and “mismatching” trials were 635 and 
634 ms and hence virtually identical, F < 1, p = .93. An explanation for the 
effect of valence category match/mismatch is currently lacking, and it is not 
clear why the match/mismatch effect emerges in mouse tracking but not in a 
key press experiment. 
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ultimately classified as words or nonwords. By contrast, the colour 
classification responses carried out in the EST would not benefit from 
such feedback, and hence valence is irrelevant in this task. 
The multiple regression analyses conducted on item averages for 
both tasks were originally intended to demonstrate that participants in 
the EST had indeed processed the words. However, the results offer some 
additional insight into the (null) effects of valence. Predictably, re-
sponses in the LDT were dominated by the classic lexical properties of 
frequency and familiarity; this is expected as effects of this type have 
been widely documented in the literature (e.g., Brysbaert et al., 2018). 
Additionally, there was weak evidence for a potential effect of sensory 
experience and arousal on response curvatures. In combination, these 
results suggest a powerful effect of lexical variables, and a weaker effect 
of semantic variables (among them, valence) which as argued above, 
likely arises from feedback from the semantic to the lexical level. By 
contrast, the multiple regression analysis of responses in the emotional 
Stroop showed no lexical effects. This is not unexpected in a Stroop task 
which requires manual rather than verbal colour classification. For 
instance, in the computational model of Stroop effects by Roelofs 
(2003), colours activate corresponding conceptual codes whereas words 
activate lexical entries. In Stroop tasks with verbal responses, colour and 
word representations compete for lexical selection and this competition 
accounts for the classic Stroop colour-word interference. By contrast, 
representations corresponding to manual responses are accessed directly 
from conceptual codes, i.e., without lexical involvement. If so, this ac-
counts for our observation that ‘lexical’ variables such as frequency or 
familiarity did not affect colour classification responses in our EST. 
Presumably, participants accessed response codes corresponding to the 
stimulus colour directly and without “verbal mediation” (i.e., without 
access to the lexical entries of the colour responses). For this reason, the 
‘classic’ lexical variables of word processing (frequency, familiarity, 
etc.) which emerged powerfully in the regression analyses performed on 
the LDT did not affect colour classification responses in the EST. 
Instead, we found a substantial effect of arousal in the regression 
analysis of item means in the EST reported in Experiment 2, but arousal 
had little or no effect on performance in the LDT. Valence and arousal 
were confounded in many if not most earlier studies, but Kuperman 
et al.'s (2014) seminal contribution suggested that valence and arousal 
exert orthogonal effects on lexical decision (and word naming) perfor-
mance measures. This constellation is puzzling: arousal – the extent to 
which a word is calming or exciting – could constitute one facet of a 
word's ‘semantic richness’, and as such could affect word processing in 
the same way that valence presumably does (see above). However, in 
this case effects of arousal should be task-specific to the LDT but they 
should not emerge in the emotional Stroop, which is the opposite of 
what we found. The null finding of arousal in the LDT might be a sta-
tistical artefact, however: the correlation matrix for our predictor vari-
ables (Appendix D) shows that frequency, familiarity, and arousal form a 
tight cluster, with r = 0.59 for familiarity-SUBTLEX frequency, r = 0.39 
for arousal and SUBTLEX frequency, and r = 0.22 for arousal-familiarity 
(all ps < .001). As these predictors are collinear, frequency and/or fa-
miliarity dominates responses in the LDT and mask the effect of arousal. 
By contrast, in the EST, frequency/familiarity are irrelevant and so 
arousal emerges instead as a powerful statistical predictor. Hence, 
arousal might affect both tasks in a similar fashion (but its effect is 
masked in the LDT by collinearity with frequency/familiarity). If this is 
correct, an account could be that arousal might be attention-capturing, 
in the sense that was originally hypothesised for valence, e.g., in the 
automatic vigilance hypothesis (Pratto & John, 1991). This admittedly 
speculative possibility could be explicitly tested in further research, via 
an EST in which arousal is varied while holding valence, and the other 
influential variables constant. 
In the LDT, the effect of valence was stronger for positive than for 
negative words. If our account of valence in terms of feedback from the 
semantic to the lexical level (see above) is accurate, a further question is 
why the effects of valence in the LDT are largely confined to positively 
valenced words. According to a ‘semantic richness’ view, positive and 
negative words alike are associated with more semantic information 
than neutral words, and so both should elicit more semantic feedback in 
lexical decisions. Positive valence has been found to facilitate word 
processing compared to neutral and negative valence in previous LDTs 
(Chen et al., 2015; Scott et al., 2014; Wentura et al., 2000). This pro-
cessing advantage for positive words is typically ascribed to the general 
slowdown in processing associated with negative stimuli (Algom et al., 
2004), which would predict delayed responses on negative compared to 
neutral trials. Our results did not follow this pattern and instead sug-
gested a specific advantage for positive words, which may reflect a 
general positivity bias in processing (Walker et al., 2003). Such a bias 
could arise from the posited lower response threshold of positive stimuli, 
as they are less threatening than negative stimuli (Kuperman et al., 
2014). These authors further note that as lexical decisions are not always 
made after full processing of a stimulus, this lower response threshold 
may facilitate responses to positive words in the LDT. Some authors have 
also argued that the generally positive mood of healthy participants may 
facilitate the processing of positive stimuli (Erickson et al., 2005). 
Indeed, one experimental manipulation of mood in a LDT found faster 
processing of positive words when participants were in an elated mood 
(Challis & Krane, 1988). However, these effects of mood manipulation 
are not always observed (Clark et al., 1983), and do not provide an 
explanation for the absence of a negative valence effect in Experiment 1. 
An alternative explanation of the positive advantage identified in 
Experiment 1 refers to the argument that moving one's hand towards a 
mouse and subsequently moving the mouse is an approach behaviour 
(much like a key-press response; Kissler & Koessler, 2011), and due to 
the interplay between perception and action (Spivey, 2007), this 
approach behaviour may facilitate responses to positive words in the 
LDT (Neumann & Strack, 2000). 
Kousta et al. (2009) reported processing advantages of positively and 
negatively valenced words compared to neutral words. Despite con-
trolling for several influential lexical and sublexical variables, these 
authors did not account for other factors including contextual diversity, 
which emerged as a significant predictor of responses in our LDT. This is 
not to say that contextual diversity specifically confounded the findings 
of Kousta et al., rather to point out that increased control of variables 
that influence word processing has previously been found to reduce the 
size of negative valence effects in emotional Stroop research (Estes & 
Adelman, 2008). Comparison of our Experiment 1 findings with Kousta 
et al. suggests that increased variable control also diminishes the in-
fluence of negative valence in the LDT, highlighting the importance of 
matched stimuli sets when investigating valence effects (Larsen et al., 
2006), regardless of the experimental design. 
The emotional Stroop effect is considered a robust phenomenon 
(Williams et al., 1996), with numerous studies documenting an inter-
ference effect of negative valence (Algom et al., 2004; MacKay et al., 
2004; McKenna & Sharma, 1995). This interference was not observed in 
the present study, as valence had neither ‘fast’ nor ‘slow’ effects on re-
sponses in our key-press or mouse tracker versions of the EST. The 
absence of any valence effects in Experiments 2 or 3 may again be due to 
our extensive control of influential lexical and sublexical characteristics 
(Estes & Adelman, 2008), suggesting that the effects of valence are not 
powerful enough to generate the emotional Stroop effect once other 
confounding variables are taken into account. Thus, the present findings 
contribute to the continued debate on whether valence (or arousal) 
alone can produce the emotional Stroop effect (Schimmack, 2005; Vogt 
et al., 2008). Interestingly, the neutral words used in several docu-
mented emotional Stroop effects were less arousing than the emotional 
words (Eilola & Havelka, 2011; Frings et al., 2010; Sutton et al., 2007), 
and the regression analysis of Experiment 2 revealed arousal as a sig-
nificant predictor of responses. Indeed, in an analysis of 12,658 words 
for which lexical decision and naming latency data were available from 
the English Lexicon Project (Balota et al., 2007), calming words were 
recognised faster than arousing words (Kuperman et al., 2014). 
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Therefore, emotional Stroop effects derived from stimuli sets which 
were unmatched on arousal may be confounded by this variable, 
resulting in faster processing of neutral (typically more calming) words 
compared to negative (typically more arousing) words. 
Some findings of an emotional Stroop effect involved participants 
providing valence and/or arousal ratings for the experimental stimuli 
prior to colour naming (Frings et al., 2010; Frings & Wuhr, 2012). 
Providing these word ratings requires a deep level of conscious pro-
cessing (Aycicegi-Dinn & Caldwell-Harris, 2009), which contrasts to the 
EST in which participants are instructed to ignore word meaning 
(MacKay et al., 2004). It could be argued that previous exposure and 
processing of the emotional words in rating tasks makes it more chal-
lenging to ignore their meaning when presented in the EST, as emotional 
stimuli are typically more memorable and salient than neutral stimuli 
(Colombel, 2000; Kensinger et al., 2002), and rating tasks increase the 
personal relevance of the words (Williams et al., 1996). Of course, it is 
unlikely that meaning is ever truly ignored in the EST, as task-irrelevant 
aspects of a stimulus (e.g. meaning) are automatically processed without 
the explicit intention to do so (Frings & Wuhr, 2012). Further, the 
regression analyses of Experiment 2 and 3 revealed several predictors to 
significantly influence performance, despite the absence of any valence 
effects, indicating that participants were unable to avoid processing the 
words. However, exposure to experimental stimuli in rating tasks may 
have a priming effect on colour naming, as Warren (1972, 1974) found 
that a semantically related prime preceding an emotional Stroop trial 
slows down response latency. The deeper processing of stimuli in a 
rating task (Winskel, 2013) may result in such priming effects when the 
same word is encountered in an experimental trial. Therefore, these 
potential priming and memory influences may make word meaning 
more accessible (Frings et al., 2010), thus inflating the size of valence 
effects in studies which incorporate a valence rating task. 
The response dynamics provided by the mouse tracking software 
(Freeman & Ambady, 2010) permitted analysis of the real-time devel-
opment of lexical decision (Barca et al., 2017) and colour naming re-
sponses (Incera et al., 2013). This novel response modality could be used 
to explain the discrepancy between present findings and previous lexical 
decision (Kousta et al., 2009), and emotional Stroop investigations 
(Frings et al., 2010). Indeed, mouse tracker responses are typically 
longer than the key-press equivalent (see Experiment 2 and 3). However, 
the similar absence of valence effects in both our key-press and mouse 
tracking versions of the EST suggests that the response modality does not 
change how words are processed in this task (Incera & McLennan, 2016; 
Sugg & McDonald, 1994). Further, the effects of variables such as word 
frequency on LDTs have been found to produce consistent results of a 
processing advantage for high frequency words, regardless of key-press 
(Kuchinke et al., 2007; Scarborough et al., 1977) or mouse tracker re-
sponses (Barca & Pezzulo, 2012). Based on our current and these pre-
vious findings, we argue that while consideration of response modality is 
important when comparing valence research, responding with a com-
puter mouse does not alter the processing demands of the lexical deci-
sion or EST. Instead, recording mouse movement trajectories allowed us 
to investigate the qualitatively different way in which positive words 
were processed in Experiment 1, and provided six measures of evidence 
indicating null valence effects in the EST. 
According to the ‘polarity correspondence principle’ (Proctor & Cho, 
2006), participants in two-choice tasks tend to code the stimulus and 
response alternatives according to positive or negative polarity based on 
their relative salience. Performance is best for a mapping that maintains 
correspondence of the respective code polarities. For instance, de la 
Vega et al. (2012) asked participants to perform a valence judgement on 
single words, and varied the assignment of response hand to valence 
category. They found an interaction such that positive words were 
judged faster with the right than the left hand, and the reverse for 
negative words. This finding could potentially be explained by the po-
larity principle (positive words, and right hand responses, are coded as 
+, and the coinciding polarity leads to better performance; but see Song 
et al., 2017, for counter-evidence). In our LDT (Experiment 1) word and 
nonword responses were consistently mapped to the right and left 
response fields respectively, and all participants operated the computer 
mouse with their right hand. Could the polarity principle explain our 
findings regarding the effects of valence? De la Vega et al. in their first 
experiment reported results from a LDT (rather than from explicit 
valence judgments used in subsequent experiments) and found no 
interaction between response hand and word valence, making it unlikely 
to us that polarity is relevant in LDT. Furthermore, our participants 
confirmed in their consent procedure that they were “comfortable with 
operating a computer mouse with their right hand” (although we did not 
explicitly select for right-handers). Because most individuals are not 
comfortable with operating a computer mouse with their left hand, it 
would be difficult or impossible to rotate response hand and category 
assignment. We acknowledge that there is a possibility that polarity may 
have influenced the results, and that mouse tracking is less than ideal to 
investigate this issue. 
A reviewer pointed out that some of our stimuli might be semanti-
cally related to one another (e.g., slave-racism) and that for this reason, 
semantic priming could have impacted the results, particularly for 
combinations within a particular valence category. To explore this 
possibility, we computed measures of semantic similarity for all possible 
stimulus combinations. At present semantic overlap is most precisely 
captured by prediction-based distributional models that are trained on 
large text corpora such as subtitles from popular film and television 
series (Mandera et al., 2017). We used the authors' interface (htt 
p://meshugga.ugent.be/snaut-english/) with the default (optimal) set-
tings, and identified 83 out of 7482 pairwise stimulus combinations 
(1.1%) which could be considered outliers (i.e., having relatedness 
values outside 1.5 times the interquartile range above the upper quartile 
or below the lower quartile). Reanalysis of our data with these instances 
excluded rendered statistically equivalent results to the original anal-
ysis, giving no reason to suspect that semantic priming could have 
influenced the results. 
As briefly alluded to in the Introduction, although our stimuli were 
statistically matched on a variety of potentially relevant lexical and 
conceptual variables, they were unmatched on ‘dominance’; the 
confound between valence and dominance is so powerful (Warriner 
et al., 2013) that it is impossible to break. The potential importance of 
dominance is generally underplayed in the literature; it is for instance 
not mentioned in Kousta et al. (2009) nor in Frings et al. (2010). In our 
reading, a proper psychological account of dominance is currently 
lacking. Notwithstanding, the effects which we attributed to valence in 
the LDT might have also arisen from dominance. It is currently unclear 
how to resolve this issue. Fig. 4 shows the relationship between ratings 
of dominance and valence in our materials. As can be seen, valence and 
dominance are strongly correlated (r = 0.85) but within each level of the 
variable valence, there is still considerable residual variability on 
dominance. As a preliminary step to evaluate whether dominance could 
have affected the results, we conducted linear regressions on item-based 
average RTs, separately for each level of ‘valence’ (neutral, negative, 
positive). We included SUBTLEX frequency, familiarity, and critically, 
dominance as predictors. Under neither level of ‘valence’ did ‘domi-
nance’ have a residual significant effect, nor did it when the analyses 
were conducted on average AUCs rather than RTs. Further research is 
required to disentangle potential effects of valence from those of 
dominance. 
Considering the use of identical materials in our three experiments, it 
appears that valence exerts a different influence on word processing 
depending on the experimental paradigm. The EST is thought to engage 
an early automatic lexical level of processing (Aycicegi-Dinn & 
Caldwell-Harris, 2009; Winskel, 2013), yet the existence of the 
emotional Stroop effect suggests that task-irrelevant stimulus aspects 
such as word meaning and valence are also accessed (Williams et al., 
1996), despite semantic processing being a higher order component of 
comprehension (Demonet et al., 1992). By contrast, semantics are a 
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crucial indicator of whether the stimulus is a word or non-word in LDTs, 
therefore conscious access to meaning provides a useful source of in-
formation when judging the ‘wordness’ of a stimulus (Ratcliff et al., 
2004). These differences in task demands may explain the discrepancy 
between the valence effects in the present study, and highlight the 
caution required when comparing lexical processing across different 
tasks. Our pattern of findings suggests that when word meaning is a task- 
relevant dimension of the stimulus, as in LDTs (Ratcliff et al., 2016), 
valence alone produces the effect of a processing advantage mostly for 
positive words. However, as word meaning is task-irrelevant in the EST 
(Pratto & John, 1991), valence alone does not produce any significant 
effects on word processing. Indeed, several authors have concluded that 
valence has a larger effect on lexical decision than naming responses 
(Kuperman et al., 2014; Larsen et al., 2008), which may be due to the 
deeper semantic access and feedback involved in LDTs (Yap & Seow, 
2014). Our data align with this conclusion, and we postulate that sig-
nificant effects of valence alone are constrained to tasks where valence is 
a relevant dimension for task success. 
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Appendices B-E. Stimuli used in all experiments 
Neutral: audition, bone, cactus, chauffeur, crucial, doorbell, 
employee, fanatic, gasoline, groin, hairdo, highway, hose, kilt, 
mechanic, millennium, pastor, plot, radius, risk, roommate, situa-
tion, streak, stretch, territory, ticket, torch, underpants, volcano 
Negative: amputation, anxiety, attack, bomb, coma, coward, crim-
inal, crisis, death, deathbed, disease, failure, funeral, grave, greed, 
grief, headache, injury, intruder, jail, morgue, nausea, poison, 
pollution, prison, racism, sewage, sick, slave 
Positive: celebration, champion, comrade, daydream, delicacy, 
dream, epic, fortune, hero, hug, mate, meditation, miracle, oasis, 
paradise, picnic, romance, rose, sanctuary, seashore, spa, summer, 
sunrise, sunset, sunshine, treasure, vacation, victory, wedding. 
Appendices B-E. Supplementary data 
Supplementary data to this article can be found online at https://doi. 
org/10.1016/j.actpsy.2021.103359. 
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