We consider a nonparametric location scale model and propose a new test for homoscedasticity (constant scale function). The test is based on an estimate of a deterministic function which vanishes if and only if the hypothesis of a constant scale function is satisfied and an empirical process estimating this function is investigated. Weak convergence to a scaled Brownian bridge is established, which allows a simple calculation of critical values. The new test can detect alternatives converging to the null hypothesis at a rate n −1/2 and is robust with respect to the presence of outliers. The finite sample properties are investigated by means of a simulation study, and the test is compared with some non-robust tests for a constant scale function, which have recently been proposed in the literature.
Introduction
Let (X 1 , Y 1 ), . . . , (X n , Y n ) denote a bivariate sample of independent identically distributed observations with conditional distribution function F (y|x) = P (Y 1 ≤ y|X 1 = x) where F is of the 1 form (1.1)
with a fixed (but unknown) distribution function F 0 with corresponding density f 0 . The function m is called location or regression function, while σ is denoted as scale function. Often m(x) and σ 2 (x) are viewed as expectation and variance of the conditional distribution of Y 1 given X 1 = x. In this context the importance of being able to detect heteroscedasticity has been widely recognized because under the additional assumption of a constant scale function the statistical analysis can be simplified substantially. Early work on this problem considering parametric specifications for the regression and scale function can be found in Harrison and McCabe (1979) , Breusch and Pagan (1979) , Cook and Weisberg (1983) and Diblasi and Bowman (1997) among others. The problem of testing for heteroscedasticity in the classical nonparametric regression model with conditional expectation m and conditional variance σ 2 has been considered in Dette and Munk (1998) , Dette (2002) , Liero (2003) , Dette and Hetzler (2009) Francisco-Fernández and Vilar-Fernández (2005) , Dette et al. (2007) or Dette and Hetzler (2009) . Similar testing problems in semiparametric models have been considered by You and Chen (2005) . However, all these references assume the existence of the second moment of the conditional distribution. For this reason these methods may not be robust with respect to outliers in the data. Koenker and Bassett (1981) proposed a robust test for heteroscedasticity in a quantile regression model with a parametrically specified location and scale function, but the problem of testing this assumption in a nonparametric location scale model has -to the knowledge of the authors -not been considered in the literature so far.
It is the purpose of the present paper to develop a robust test for a constant scale function in the location-scale model (1.1), that is H 0 : σ(x) = σ (1.2) for some constant σ > 0. We will develop a test which can detect alternatives of scale functions converging to the null hypothesis with the rate n −1/2 and is additionally robust with respect to outliers in the data. In Section 2 we introduce the necessary notation and review some results about robust nonparametric estimation of the regression function m. We also introduce a functional which allows a characterization of the hypothesis (1.2). Section 3 contains our main results. We propose a stochastic process which is the basis for our robust test of homoscedasticity. Weak convergence of this process is proved under the null hypothesis, fixed and local alternatives. Moreover, consistency is established and the finite sample properties of the new test are investigated by means of a simulation study in Section 4. Here we also compare the performance of the new test with some tests which have been recently proposed in the literature (assuming existence of a second moment of the conditional distribution) in the presence of outliers.
Notation and a preliminary result
We consider an equivalent formulation of model (1.1), i.e.
where (X 1 , Y 1 ), . . . , (X n , Y n ) are i.i.d, the errors ε 1 , . . . , ε n are independent and have density f 0 and distribution function F 0 , respectively, where f 0 is symmetric (but not necessarily has existing moments). We define the density of the conditional distribution F (Y |X) by f (y|x) and denote by g the marginal density of X, which is assumed to have compact support, say supp(g) = [0, 1] (note that this implies that g is positive on [0, 1]). The corresponding distribution function is denoted by G. In order to construct a robust estimate of the regression function m we consider a root of the equation
with respect to ϑ, where K denotes a kernel function with compact support, say supp(
h is a bandwidth converging to 0 with increasing sample size and ψ is a strictly monotone, antisymmetric and bounded function having (a.e.) two continuous bounded derivatives with ψ (0) > 0. Note that the solution of (2.2) defines a robust nonparametric regression estimate as considered by Härdle (1984) , Härdle and Gasser (1984) or Stützle and Mittal (1979) among others. Letm n (x) denote a root of the equation (2.2) where we assume that the kernel K has been appropriately modified in order to address for boundary effects. We define the stochastic processT
denotes the empirical distribution function of the explanatory variables. A heuristic argument (which will be made rigorous in the following section) shows that for any t ∈ [0, 1]
where the deterministic process (T t ) t∈ [0, 1] is defined by
The following Lemma shows that (T t ) t∈ [0, 1] vanishes if and only if the hypothesis of homoscedasticity is satisfied. 
) and by antisymmetry ψ 2 (σ(t 1 )ω) < ψ 2 (σ(t 2 )ω). Consequently we obtain the inequality
which yields a contradiction. Therefore the proof of Lemma 2.1 is completed. 2
From Lemma 2.1 it follows that the hypothesis (1.2) can be tested using the Kolmogorov-Smirnoff or Cramér-von Mises statistic, that iŝ (2.10) respectively. In the following section we will investigate the asymptotic properties of the process (T t ) t∈ [0, 1] in order to derive (asymptotic) critical values for tests based on the statisticK andĈ.
4
3 Asymptotic properties of the process (T t ) t∈ [0, 1] Consider the process (T t ) t∈[0,1] defined by (2.4). For our asymptotic results we require the following conditions on the sequence of bandwidths used in (2.2)
Moreover, we assume that the conditional density f (y|x) has a continuous bounded second derivative w.r.t. the variable x, (3.3)
for the density g of the marginal distribution of the random variable X Billingsley (1999) ]. The following result establishes weak convergence of the process √ n(T t − T t ). Note that it does not require that the null hypotheses (1.2) of a constant scale function is satisfied. This case is considered in Corollary 3.2 below.
Theorem 3.1. If the assumptions stated in Section 2 and (3.1) -(3.6) are satisfied, then the stochastic process
converges weakly in D[0, 1] to a centered Gaussian process {A(t)} t∈[0,1] with covariance kernel
where for j = 1, 2 the constant γ j (x) is given by
where the processes (T
For the first term we obtain by means of a Taylor expansion (3.10) where the random variables D 1 and D 2 are given by
Because the second derivative of ψ is bounded we obtain by similar arguments as in Härdle (1984) or Härdle and Gasser (1984) that the bias and variance ofm n (x) are of order O(h 2 ) and O( 1 nh ) (uniformly with respect to x ∈ [0, 1]), respectively, where it is assumed that the estimates have been modified at the boundary to address for boundary effects. This yields
From a more extensive calculation given in the Appendix it also follows that
A straightforward calculation yields for the expectation of the second term in (3.9) (3.15) and a similar argument as used in the derivation of (3.10) showŝ
Summarizing (3.10), (3.13), (3.14) and (3.16) now yieldŝ (3.17) where the processT t is defined bỹ
Obviously we have E[T t ] = T t and consequently the assertion of Theorem 3.1 follows if the weak convergence of the process
can be established. For this purpose we define the random variables
and obtain the representation
Note that the random variables Z i,t are i.i.d. with E[Z i,t ] = 0. In order to determine the covariance Cov(A n (t 1 ), A n (t 2 )) we note
which yields by a straightforward calculation
where the kernel k is defined by (3.7). In order to prove asymptotic normality we use the Cramér-Wold device and the central limit theorem (note that the random variables Z i,t are bounded) and obtain
where (A(t)) t∈[0,1] denotes a Gaussian process with covariance kernel k defined in (3.7).
According to Theorem 13.5 in Billingsley (1999) the assertion of the theorem now follows if the condition
for some constant C > 0 can be established, which implies tightness of the process (3.20). In order to prove (3.24) we calculate
A straightforward calculation yields
where the random variables L i,j, l are defined by
Using this definition and the notation (3.8) it follows 
Proof. If σ(x) = σ it follows by Fubini's theorem that
which proves the assertion of Corollary 3.2. 2
Similar calculations as used in the proof of Theorem 3.1 show that a consistent estimate of m 4 is given bym 
where h : [0, 1] → R denotes a fixed function, such that the variance function σ n (x) is nonnegative for all x ∈ [0, 1]. To be precise, recall that the stochastic approximation in (3.17) is also valid under local alternatives. Therefore a Taylor expansion of ψ 2 ((σ + n −1/2 h(x))ε i ) yields
If the first moment of h(X i )ε i (ψ 2 ) (σε i ) exists the last term converges almost surely. Consequently, the process { √ nT t } t∈[0,1] converges weakly to
In the remaining part of this section we will briefly discuss a corresponding result under the assumption of a fixed design. More precisely, we consider the model
where {ε i,n , . . . , ε n,n } denotes a triangular array of independent random variables with symmetric density f 0 and the design points x i,n , . . . , x n,n satisfy the condition
where g denotes a positive density on the interval [0, 1] [see Sacks and Ylvisaker (1966) or Sacks and Ylvisaker (1968) ]. The processT t is defined as in (2.4), where the random variables X j are replaced by the deterministic quantities x j,n (j = 1, . . . , n). The following results show that weak convergence also holds in the case of a fixed design, but with a different limiting process.
Theorem 3.4. Consider the nonparametric regression model (3.30). If the assumptions stated in Section 2 and (3.1) -(3.6) are satisfied, then the process
(with the obvious modifications for the fixed design assumption) converges weakly in D[0, 1] to a centered Gaussian process {Ā(t)} t∈[0,1] with covariance kernel 
Finite sample properties
In this section we will study the finite sample properties of the Cramér-von Mises test (3.28) and will also compare the new test with two alternative methods, which are similar in spirit with the present method.
Following Dette and Munk (1998) we have considered the three models
where the case c = 0 corresponds to a constant scale function, the choices c = 0.5 and 1 to two alternatives. We consider a fixed design of the form (3.31) with g(x) = 1. The results for the 11 random design are similar and not depicted for the sake of brevity. The null hypothesis of a constant scale function is rejected if
whereĈ denotes the Cramer-von Mises statistic defined in (2.10), the estimatem 4 is defined in (3.26) (with an obvious modification for the fixed design), c 1−α denotes the (1 − α) quantile of the random variable 1 0 B 2 (t)dt and
For the errors in model (2.1) we used a standard normal distribution with a 0%, 10% and 20% contamination by a t-distribution with 4 degrees of freedom. The robust test proposed in this paper requires the specification of the function ψ and we used the function (4.2) ψ(x) = max{−κ, min{u, κ}} with κ = 1. Further, a bandwidth is needed which we calculated according to a robust crossvalidation method proposed by Leung (2005) . For each scenario 1000 simulation runs have been performed to calculate the rejection probabilities. In Table 1 and 2 we show the simulated level of the new test (4.1) for sample sizes n = 50 and 100. We observe a rather precise estimation of the nominal level. The table also contains the corresponding results for the test of Dette and Munk (1998) and Dette and Hetzler (2009) . While the level of the L 2 -test of Dette and Munk (1998) is slightly affected by the presence of outliers, the test of Dette and Hetzler (2009) is more sensitive in such situations, and the nominal level is underestimated between 10% − 50% or 25% − 90% if the contamination rate is 10% or 20%, respectively. On the other hand the test proposed in this paper yields a good approximation of the nominal level in all cases under consideration. In Table 3 and 4 we present the rejection probabilities of the test (4.1) in model (I), (II) and (III) for the alternatives c = 0.5 and c = 1. We observe reasonable rejection probabilities but a loss in power of up to 40% in the presence of 10% outliers and up to 60% for a contamination rate of 20%. For the sake of comparison we show in Table 5 and 6 the corresponding results of the test of Dette and Hetzler (2009) and Dette and Munk (1998) in the case c = 0.5. These results are directly comparable with Table 3 . We observe that the test of Dette and Munk (1998) yields a small loss of power in the presence of outliers [see Table 6 ], while the power of the test of Dette and Hetzler (2009) is strongly affected by outliers [see Table 5 ]. Here a loss of power of more than 50% can be observed in many cases. Moreover, some of the clear advantages of the test of Dette and Hetzler (2009) against the test of Dette and Munk (1998) cannot be observed in the case of contaminated errors. On the other hand the new test (4.1) yields larger rejection probabilities in nearly all cases under investigation. Only in model II for sample size n = 50 and n = 100 the test of Dette and Munk (1998) yields the best results. On the other hand for the sample size n = 200 the asymptotic advantages of the new test (4.1) are again observable [note that the test of Dette and Munk (1998) can only detect alternatives converging to the null hypothesis with rate n −1/4 while the test of Dette and Hetzler (2009) and the test proposed in this paper can detect alternatives converging to the null with rate n −1/2 ]. The results for the alternatives with c = 1 show similar advantages of the test (4.1) and are not displayed for the sake of brevity.
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5 Appendix: Proof of the estimate (3.14)
Note that it follows from a Taylor expansion of the function H n (x,m n (x)) defined in (2.2) at the point m(x)m
, where
with ω i ∈ (0, 1) [see Härdle (1984) ]. We define
where the last identity defines D 11 and D 12 in an obvious manner. For the variable D 11 we note that
Because of the antisymmetry of the function ψ(σ(x)ω)((ψ 2 ) (σ(x)ω)) 2 f 0 (ω) (with respecht to ω) we obtain by a tedious calculation
which yields D 11 = o p (n −1/2 ). For the derivation of a corresponding estimate we note that Table 2 : Rejection probabilities of the test (4.1) for a constant scale factor. The sample size is n = 100 and the constant c in model (I)-(III) is given by c = 0, which corresponds to the null hypothesis of a constant scale factor. Table 6 : Rejection probabilities of the test of Dette and Munk (1998) for a constant scale factor. The constant c in model (I)-(III) is given by c = 0.5, which corresponds to an alternative.
