Introduction
Retinal blood vessels analysis is beneficial for a non-invasive detection of several eye-related diseases, such as diabetic retinopathy, hypertension and vein occlusion [1] . Such analysis requires segmented retinal blood vessels which are commonly provided by ophthalmologists. However, the ophthalmologist usually performs retinal vessels segmentation manually. This manual segmentation is prone to errors and is time-consuming, particularly for blood vessels with complicated structures. Hence, it is worthwhile to construct an automatic and robust algorithm for retinal vessels segmentation.
Several algorithms of retinal vessels segmentation have been developed to assist ophthalmologists in assessing retinal vessels' locations. The methods can be divided into two classes, viz. unsupervised and supervised approaches. Unsupervised approaches which include filter-based [2] [3] [4] [5] , tracking-based [6] and iterative-based [7, 8] methods perform retinal vessel segmentation by either locally or entirely approximating retinal vessels pixels without any prior knowledge and labeled ground truth. On the contrary, given a set of features vectors and labeled ground truths, several supervised classifiers such as Gaussian Mixture Model [9] [10] [11] , cross-modality learning [12] , support vector machine [13] and convolutional neural networks [14] [15] [16] map fundus image pixels into a vessel or non-vessel class.
Most of the existing unsupervised methods are unable to provide desired results on some challenging situations, such as segmenting thin vessels and detecting vessels in the presence of pathologies [4] . These pathologies are commonly the diabetic retinopathy landmarks, which include bright lesions (exudates or cotton wall spots) and dark lesions (microaneurysms or hemorrhages) [7] . On the contrary, although supervised methods usually offer more reliable vessels segmentation results, they typically require a large number of training samples and are prone to heavy computational complexities. In addition to those drawbacks, most existing methods are only developed and evaluated using low-resolution fundus images from the DRIVE [6] and STARE [17] databases. Although some methods such as those in [3, 5, 13, 16] have been developed using high-resolution fundus images, these methods are not able to achieve similar superior performance for high-resolution fundus images as achieved on low-resolution fundus images. Given high-resolution images will be more useful for evaluation of blood vessels segmentation methods [3] , there is a need to further improve the methods such that they can perform as well or better for high-resolution images.
In this paper, we propose a new algorithm for retinal vessels segmentation. The algorithm includes a novel multi-scale and orientation matched filter bank using a modified Dolph-Chebyshev type II basis function (MDCF-II) and a new method to incorporate the matched filter bank's responses. In addition, it is also shown that MDCF-II with an appropriate scale is the most suitable model for retinal vessels with thin, medium and thick widths. Hence, the multi-scale concept used in this paper allows the matched filters to detect retinal vessels in all possible widths. The proposed algorithm is evaluated using the 40 low-resolution images from the DRIVE [6] and STARE [17] databases and 45 high-resolution images from the HRF database [3] . Specifically, quantitative measures such as sensitivity (Se), specificity (Sp), positive predictive value (Ppv), F-1 score (F1), G-mean (G) and Matthews correlation coefficient (MCC) are used for performance evaluation. In the experiment, the proposed algorithm is able to achieve the best value for Se, F1, G and MCC among all competing methods on the high-resolution fundus images.
The rest of the paper is organized as follows. Section 2 describes the concept of our new matched filter bank together with the correlation measures of MDCF-II. The correlation is done with respect to some intensity profiles of retinal vessels' cross sections and compared to the conventional matched filter's basis functions. Section 3 elaborates the details of our algorithm along with the parameters setting procedures. Some results of our algorithm along with the comprehensive discussion are presented in Section 4. Section 5 provides the performance measure of the proposed algorithm and comparison to other existing methods as well as the effect of the parameter to the proposed algorithm performance. Finally, the research work is summarized in Section 6.
Design of the New Matched Filter Window
The idea of using a matched filter to detect retinal vessels is basically finding and designing a suitable model for intensity profiles of retinal vessels' cross sections [2] . Some examples of these intensity profiles are depicted in Figure 1 . The top row of Figure 1 indicates some excerpts of retinal vessels with thin (a), medium (b) and thick (c) widths while the bottom row shows graphs of the corresponding pixel intensity profiles versus distances in pixels from center of blood vessels. The red, green and blue lines (indicated with arrows) in the first row of Figure 1 indicate the cross sections of thin, medium and thick vessels respectively. The lengths of the three lines are represented by the pixel length depicted in the corresponding figures on the second row respectively.
As can be observed in Figure 1 , each retinal vessel's intensity profile has a Gaussian-like curve. This led to a decision of utilizing a Gaussian function in a conventional matched filter [2] to approximate intensity profiles of retinal vessels' cross-sections. However, each retinal vessel's intensity profile is measured with a particular distance from the center of blood vessels while the Gaussian function (G(x)) used in [2] has an infinite range of x (−∞ ≤ x ≤ ∞). Given the infinite range, G(x) is required to be truncated as it is used to approximate the intensity profiles. Unfortunately, the truncation will lead to information losses, which makes the truncated G(x) less-suitable for the intensity profiles of retinal vessels. In this paper, we propose a new model that is more suitable for the intensity profiles of retinal vessels' cross sections. The models are based on the Dolph-Chebyshev function. The Dolph-Chebyshev function was introduced by Dolph [18] to design an optimal directional antenna array. The function can be constructed by minimizing the Chebyshev norm (L ∞ norm) of the side-lobes level for a given main-lobe width 2ω c . The optimal Dolph-Chebyshev function used in [18] can be written as follows:
where
The parameter M is the function length and α is a parameter which controls the side-lobes level. An example of U(x) is shown in Figure 2 . From Figure 2 , it can be observed that U(x) behaves like an inverted graph of the retinal vessels' intensity profile. Moreover, U(x) is a periodic function with x ∈ − M−1
, such that a truncation on that range of x will not cause any information loss. This makes an inverted U(x) a more suitable model for the retinal vessels' intensity profile. However, the sharp peak of U(x) does not match the rounded vertices of the retinal vessels' intensity profiles, particularly for those in Figure 1b ,c. As a result, implementing the original Dolph-Chebyshev function as the basis function of a matched filter kernel may lead to an undesirable performance. Here, we propose the following modified Dolph-Chebyshev function:
and W (x) is the mean of W (x). For (4)- (9), x is defined on (4) is proposed to have a pass band (−ω c ≤ x ≤ ω c ) with a less-pointed vertice. Some graphs of W(x) are shown in the second row of Figure 3 . Then, by borrowing the term from the Chebyshev type II filter [19] , we call the relations in (4)- (9) as the modified Dolph-Chebyshev type II function (MDCF-II) since the pass band does not have an equiripple property. We have conducted an experimental setup to show that among other existing functions, such as the Gaussian and the Difference of Gaussian (DOG) as used in [2] and [20] , respectively the MDCF-II provides a better model for the intensity profiles of retinal vessels' cross-sections. In the experiment, the MDCF-II and other existing functions are convolved with the intensity profiles of the retinal vessels' cross sections in Figure 1 . We implement the functions with some values of scale (ω c in the MDCF-II and σ in the Gaussian and the DOG), i.e., 3, 9 and 15 to approximate the thin, medium and thick vessels while the length (M) of each function is set to be equal to six times of the scale's value. The results for the thin, medium and thick vessels are shown in Figure 3a -c, respectively. As depicted from the last row of Figure 3 , the MDCF-II achieves highest convolutional responses and therefore would provide the best model for the thin, medium and thick vessels. Hence, we propose the MDCF-II with several values of ω c to serve as a similar role like the Gaussian function in the conventional matched filter. To perform retinal vessel detection, the proposed matched filter is expanded in a 2-D form as follows:
x y is the original coordinate system while u v is the corresponding coordinate system rotated at an angle (θ i ). The u and v points are defined on the neighborhood 
and S is the number of pixels in the neighborhood N.
Retinal Vessels Segmentation Using Proposed Matched Filter

Pre-Processing and Post-Processing Phases
Our algorithm for retinal vessels segmentation includes the main phase which is the retinal vessel detection using the proposed matched filter as well as a pre-processing and a post-processing phases. A schematic diagram for the proposed algorithm is shown in Figure 4 . The pre-processing phase consists of green channel (I green ) extraction, field of view (FOV) extension and background normalization. I green is chosen since it presents the best vessels to background contrast among other channels. Then, the FOV is extended using the method in [9] to remove a sharp change between the FOV and the region beyond the FOV.
The background normalization step is beneficial in removing exudates which may appear in the fundus image as well as in improving the vessels to background contrast. The exudates are removed using the in-painting technique in [5] while the vessels contrast is enhanced using contrast-limited histogram equalization (CLAHE). In using the in-painting method, we need to define the kernel size of the median filter for the DRIVE database since those were not specified by [5] . The size is determined based on the one used in the STARE database. In addition, we propose an adaptive thresholding method to further improve the performance of exudates detection in [5] as follows:
T OTSU is a threshold value for the image I obtained using the Otsu's method [21] while I is the average intensity of I. We have conducted an experiment and found that the constant threshold value of 165 as suggested in [5] is optimum for the situation where T OTSU ≥ I. The post-processing phase is required to obtain final images of segmented blood vessels. This phase comprises of vessels candidates' contrast enhancement, thresholding, vessel's edge refinement and length filtering. The contrast of the retinal vessel candidates is improved using a linear contrast stretching technique. The thresholding aims to convert the detected retinal vessels into a binary image using a threshold value T B . In this paper, T B for each image is calculated using second-order entropy-based thresholding [22] . The thresholding method has two advantages. First, it has an ability to takes into account the spatial distribution of gray-levels retinal vessels, which are not independent of each other. Moreover, the algorithm is able to preserve the spatial structures in the binary vessel image [22] .
As a result of thresholding, there are some edges not belonging to vessels but emerge in the surrounding since we apply a global threshold value to binarize all retinal vessels. To address this problem, we follow a morphological-based elimination strategy used by [23] . In the last stage, a length filter with a threshold value T L is used to remove the remaining undesirable objects. T L for the DRIVE database is set to be equal to 250 [24] while the values for the STARE and HRF databases are determined based on the DRIVE database (T L = 250). The procedure to set T L for the STARE and HRF databases will be discussed in Section 3.3.
Retinal Vessels Detection Phase
The retinal vessels are detected by convolving the pre-processed image with the matched filter window at a particular scale ω c,j and orientation θ i to get a vessel image R i,j as follows: (x, y) . Subsequently, the retinal vessel image at certain scale R max,j is obtained by taking the maximum response of R 1,j to R 12,j :
Having obtained R max,j at all scales (j = 1, 2, . . . , J), we use a new method which is a modification from that in [4] to combine R max,1 to R max,J as follows:
R combined , R std,j , R max,j and σ R max,j are the combined matched filter's responses, the standardized matched filter's response, the average intensity of R max,j and the standard deviation of R max,j , respectively. The standardization aims to enhance the contrast of vessels to background but without changing the distribution of the pixels' intensity values [4] . It is interesting to note that we have a parameter τ which controls the weight w j for each R std,j . This parameter has a value of τ ≥ 0. Figure 5 depicts an example of w j with several values of τ, in which a large τ's value corresponds to a large weight for R std,j with a small ω c,j value. On the contrary, a large weight for R max,j with a large value of ω c,j can be obtained using a small value of τ. Hence, a suitable value of τ for the images from a particular database is required, such that a simple global thresholding technique can be applied to segment retinal vessels with all possible widths simultaneously. 
Parameter Setting
In this section, we present the procedures to set the parameters' values of the median filter, matched filter and length filter. The unassigned parameters' values on a particular database are calculated based on the values of the corresponding parameters specified earlier on another database. For instance, the kernel size of the median filter on the STARE database which is taken from the work of [5] is used to determine the corresponding parameter's value on the DRIVE database. On the contrary, T L = 250 for the length filter on the DRIVE database which is adapted from [24] is utilized to specify the T L 's values on the STARE and HRF databases. Those parameters' values can be calculated as follows:
The variables X A and Y A are the length and width of an image from the database A while s A,B is the size ratio of the image from databases A and B. The variable P A is the parameter's value for particular database A. If P A is T L,A , A refers to the STARE database or the HRF database, while B is for the DRIVE database. On the other hand, P A is the kernel size of the median filter and A and B represent the DRIVE and STARE databases as we want to define the kernel size of the median filter on the DRIVE database.
The parameters' values of the proposed matched filter are determined by adopting those in the conventional matched filter [2] with several modifications. In accordance with the work in [2] , we start defining the values on the DRIVE database while the values for the STARE and HRF databases can be calculated based on those for the DRIVE database. In MDCF-II, ω c is the most important parameter since it governs the main lobe width and at the same time, it is related to retinal vessels' widths. To set the ω c value, we follow the similar procedure as in [2] , in which the average width of retinal vessels was used to set the main lobe width of the Gaussian function (σ).
Besides ω c , we have to define the values of m, t, M and T. m and t are the length and width of the proposed matched filter kernel. A series of experiments have been conducted to find those values using ω c = 2 (since σ = 2 in [2] ). From the experiment, we found that m = 17, t = 16, M = 12 and T = 8 provided better performance than m = 16, t = 15, M = 13 and T = 9 as used in [2] . Based on the assigned values of ω c , m, t, M and T, we are able to define the ratios of M, T and t to ω c as r M , r T and r t , which are equal to 6, 4 and 8, respectively. Subsequently, we define a relation of m and t as follows:
We utilize the procedure in setting the ω c 's values, the ratios and the expression in (23) to set the parameters' values of our matched filter bank on the DRIVE, STARE and HRF databases.
Experimental Results and Discussions
The proposed algorithm is simulated using 40 low-resolution fundus images from the DRIVE and STARE databases and 45 high-resolution fundus images from the HRF database on a computer with i7 core processor and 8GB RAM. Each of the DRIVE and STARE databases consists of 20 images with sizes of 565 × 584 and 700 × 605 pixels, respectively. On the other hand, the HRF database comprises the healthy, diabetic retinopathy and glaucomatous sets. Each set includes 15 high-resolution fundus images with a size of 3504 × 2336 pixels. The three databases provide the ground truths as the results of manual vessels segmentations. Figure 6a -d show the original color fundus images, the results of the FOV extension, the in-painted images and the results of CLAHE, respectively. The top, middle and bottom rows of Figure 6 are for the images from the DRIVE, STARE and HRF databases, respectively. As can be observed in Figure 6d , the pre-processing phase effectively provides high-contrast and exudate-free images, such that the subsequent phases can be performed optimally. After obtaining the pre-processed image, the retinal vessels detection phase is performed. R i,j and R max,j are obtained using (16) and (17), respectively. Subsequently, R std,j is calculated using (20) . Figure 8 depicts some examples of R std,j with similar configuration to that of Figure 7 . Figure 7 indicates that our matched filter bank effectively detects retinal vessels at all possible orientations and different widths. For instance, the thin vessels are effectively detected using a small ω c 's value (see Figure 7a) . It is observed that applying the proposed matched filter at different scales is necessary to obtain a complete vessel response R combined . To calculate R combined , we use R std,j as it provides a better contrast of the vessel to background than that of R max,j (see Figure 8) . In calculating R combined , we use ω c 's values in the range of Ω c = {ω c |ω c,min ≤ ω c ≤ ω c,max }, where ω c,min and ω c,max are the minimum and maximum radii of retinal vessels on the image from a certain database. For the DRIVE and STARE databases, ω c,min and ω c,max are equal to 1 and 5 [6, 17] while ω c,min and ω c,max for the HRF database are equal to 3 and 15 [3, 5] respectively. Aside from ω c 's values, we have to define the values of τ. Some examples of R combined with τ = 0.5, 1 and 1.5 for the image from all databases are provided in Figure 9a -c, respectively. The first, second and third rows of Figure 9 indicate the images from the DRIVE, STARE and HRF databases. As can be observed in Figure 9 , the thin vessels can be effectively segmented using a high value of τ, but we may not be able to preserve the complete structure of the thick vessels, particularly for those with the central reflex as shown in Figure 9c . It is interesting to note that segmenting all types of vasculatures at the same time is much desirable. For this purpose, the τ value for each database is determined based on the distribution of vessels widths of the image from each database. For instance, if the average radii of the blood vessels (ω c ) on a particular database is larger than ω c,min +ω c,max 2
, then the majority of vessels pixels are on the medium and thick blood vessels. On the other hand, ω c ≤ ω c,min +ω c,max 2
indicates that the corresponding database contains a larger amount of thin and medium blood vessels pixels than those of thick vasculatures. The values of ω c,min , ω c and ω c,max for images from the DRIVE and STARE databases are 1, 3 and 5 while 3, 12.5 and 15 are the corresponding values for images from the HRF database. These indicate that the majority of the vessels' pixels in the DRIVE and STARE databases belong to thin and medium blood vessels while the HRF database takes the opposite.
The final vessel image is obtained by applying the steps in the post-processing phase to R combined . Some examples of R combined , the post-processed image and the corresponding ground truths are depicted in Figure 10a -c, respectively. The first, second and third rows of Figure 10 describe the images from the DRIVE, STARE and HRF databases. As shown in Figure 9a , the combination method with chosen values of τ effectively incorporates the matched filter's responses, such that R combined contains the detected blood vessels with most of the widths. Finally, the steps in the post-processing phase are able to provide the final vessel images which highly match the corresponding ground truths as shown in Figure 10b ,c. 
Discussion
Performance Measure of the Proposed Algorithm
The performance of our algorithm is evaluated in terms of sensitivity (Se), specificity (Sp), positive predictive value (Ppv), F1-Score (F1), G-mean (G) and Matthews correlation coefficient (MCC) for the region inside FOV. Although accuracy (Acc) is widely used to quantify the performance of existing methods, (Acc) alone, however, is not sufficient for quantifying vessels segmentation efficacy since it too much reflects Sp and moreover, majority of retinal pixels are not vessels type. Hence, we use F1, G and MCC since they are more suitable for imbalanced class ratios [13] . Details of the measures can be found in [13] and can be expressed as follows:
where N is the number of pixels within an image, S = (TP + FP)/N and P = (TN + FP)/N. The performance of our algorithm and other methods published in the past five years on the low and high-resolution fundus images are presented in Tables 1 and 2 , respectively. In Table 1 , the highest value on each quantitative measure for the unsupervised methods is listed in bold while that for the supervised methods is marked with a dagger ( †). It is observed from Tables 1 and 2 that our algorithm outperforms all other unsupervised methods in terms of F1, G and MCC. In addition, we are able to achieve higher Se scores than most of unsupervised methods, except for the method in [25] . However, the method in [25] is prone to a huge number of false positives (on exudates and optical disc boundaries), which is indicated by its lowest Sp scores compared to other presented methods. This is undesirable, particularly when it is applied on fundus images with many pathological signs, for instances exudates.
It is interesting to note that our achieved Se and G scores on low-resolution images are better than those of some supervised methods, i.e., the methods in [10, 11, 15] . The proposed algorithm is also more robust than those supervised methods as it performs better on the STARE database, which consists of images with many pathological indications. Although on low-resolution images the methods in [14, 16] achieve relatively better performance than ours, the efficacy of the method in [14] has not been tested on high-resolution images while the convolutional neural network (CNN) used in [16] is highly complex, such that the high-resolution images from the HRF database are required to be downsampled to reduce the complexity (See [16] for details). As a result, on the high-resolution fundus images, this method is not able to achieve similar superior performance as achieved on the low-resolution fundus images. Since our algorithm is able to achieve superior performance on the high-resolution fundus images and does not require high-resolution fundus images to be downsampled, it may be suitable for large-scale applications such as automatic detection tool for retinal diseases, particularly where high-resolution fundus images are utilized. [5] 0.713 0.984 0.809 0.758 0.838 − Orlando et al. [13] 0.787 0.958 0.663 0.716 0.869 0.690 Zhou et al. [16] 0 
The Performance of the Proposed Algorithm with Different τ Values
As mentioned earlier, the value of τ plays an important role in calculating weights for matched filter responses at different scales. In this section, we present sensitivity analysis of the τ value to the segmentation efficacy. We conduct an experimental setup for each database using several values of τ (τ = {0.5, 0.6, . . . , 1.5}). The effects of τ values for each database to the segmentation efficacy are presented in MCC versus τ graphs (See Figure 11) . 
Conclusions
A new unsupervised algorithm for retinal vessels segmentation is presented in this paper. The algorithm uses a novel matched filter bank with MDCF-II and a new method to combine the matched filter's responses. The performance of the proposed algorithm has been evaluated using the fundus images from the DRIVE and STARE databases as well as the high-resolution fundus images from the HRF database. Among other unsupervised methods, the proposed algorithm achieves the best performance both for the low and high-resolution fundus images. In addition, the proposed algorithm is able to outperform the supervised methods, particularly for the high-resolution fundus images. This is beneficial since high-resolution fundus images are more common and will be more useful.
