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DISPERSIVE ESTIMATES FOR INHOMOGENEOUS FOURTH-ORDER
SCHRO¨DINGER OPERATOR IN 3D WITH ZERO ENERGY OBSTRUCTIONS
HONGLIANG FENG
Abstract. We study the L1−L∞ dispersive estimate of the inhomogeneous fourth-order Schro¨dinger
operator H = ∆2 − ∆ + V(x) with zero energy obstructions in R3. For the related propagator e−itH ,
we prove that for 0 < t ≤ 1, then e−itHPac(H) satisfies the |t|−3/4-estimate. For t > 1, we prove that:
1) if zero is a regular point of H, then e−itHPac(H) satisfies the |t|−3/2- dispersive estimate. 2) if zero
is a resonance of H, there exists a time dependent operator Ft such that e
−itHPac(H)−Ft satisfies the
|t|−3/2- dispersive estimate. 3) if zero is a resonance and / or an eigenvalue of H, then there exists a
time dependent operatorGt such that e
−itHPac(H) −Gt satisfies the |t|−3/2- dispersive estimate. Here
Ft and Gt satisfy |t|−1/2-dispersive estimates.
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1. Introduction
In this paper we consider the L1 − L∞ dispersive estimates of the inhomogeneous fourth-order
Schro¨dinger operator
H = ∆2 − ∆ + V(x), H0 = ∆2 − ∆
in L2(R3), where V(x) is a real-valued function satisfies |V(x)| . (1 + |x|)−β with some β > 0.
It was known that the fourth-order Schro¨dinger equation was introduced by Karpman [Kar94,
Kar96] and Karpman and Shagalov [KS00] to take into account the role of small fourth-order
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dispersion terms in the propagation of intense laser beams in a bulk mediumwith Kerr nonlinearity.
These equations are defined as follows
i∂tu + ∆u + ε∆
2u + |u|2pu = 0, u : R × Rd → C, ε ∈ R. (1.1)
When ε = 0, d = 2 and p = 1, this corresponds to the canonical model. When 2 < dp < 4,
Karpman and Shagalov [KS00] showed, among other things, that the waveguides induced by the
nonlinear Schro¨dinger equation become stable when |ε| is taken sufficiently large. Then equation
(1.2) is predominantly governed by the corresponding homogeneous fourth-order equation
i∂tu + ε∆
2u + |u|2pu = 0. (1.2)
The homogeneous fourth-order Schro¨dinger equation (1.2) has been widely investigated in [MZ16,
MXZ11, PS10, MXZ09, FIP02]. The inhomogeneous fourth-order equation (1.1) has been recently
investigated by [RWZ16, Seg15, PX13, Seg11, JPS10] and references therein.
In this paper, we are interesting in the inhomogeneous fourth-order operator H = ∆2−∆+V(x)
which is originally from nonlinear problem (1.1). For the homogeneous fourth-order operator
∆2+V , linear dispersive estimates have recently been studied in [EGT19, GT19, FSY18, FWY18].
In [FSY18, FWY18], they obtained the Kato-Jensen decay estimates of e−it(∆
2+V) with presence of
zero resonance or zero eigenvalue inRd with d ≥ 5. In [EGT19, GT19], they established the L1−L∞
dispersive estimates of e−it(∆
2+V) with presence of zero resonance or zero eigenvalue in three and
four dimensions respectively. However, for d = 1, 2 and d ≥ 5, the L1 − L∞ dispersive estimates of
eit(∆
2+V) is still open up to my knowledge. The L1 − L∞ dispersive estimates of the inhomogeneous
fourth-order operators ∆2±∆+V with nonvanish potential has very few results so far. In this sequel,
we will restruct our attention to the L1 −L∞ dispersive estimates of H = ∆2−∆+V in 3-dimension
with zero energy obstructions. In the coming paper, we will study the L1 − L∞ dispersive estimates
for the inhomogeneous operator ∆2 + ∆ + V . The operator ∆2 + ∆ + V is more complicated than
H = ∆2 − ∆ + V . It has two finite thresholds −1/4 and 0 while H = ∆2 − ∆ + V has only zero
threshold.
For free propagators e−it(∆
2+ε∆) with ε ∈ {−1, 0, 1}, Ben-Artzi, Koch and Saut in [BAKS00]
established the pointwise estimates for kernels of e−it(∆
2+ε∆). Let I1(t, x) be the kernel of e
−it(∆2−∆).
If 0 < t ≤ 1 or |x| ≥ t, then∣∣∣DαI1(t, x)∣∣∣ ≤ ct−(d+|α|)/4 (1 + t−1/4|x|)(|α|−d)/3, x ∈ Rd.
If |x| ≤ t and t ≥ 1, then ∣∣∣DαI1(t, x)∣∣∣ ≤ ct−(d+|α|)/2 (1 + t−1/2|x|)|α|, x ∈ Rd.
The above pointwise kernel estimates imply the L1 − L∞ dispersive estimates of e−itH0 :
• For 0 < t ≤ 1, ∥∥∥e−itH0∥∥∥
L1(Rd)→L∞(Rd) ≤ c|t|−d/4. (1.3)
• For t > 1, ∥∥∥e−itH0∥∥∥
L1(Rd)→L∞(Rd) ≤ c|t|−d/2. (1.4)
Note that the L1 − L∞ estimate of free propagator e−it(∆2−∆) has different time bound for t > 1 and
0 < t ≤ 1. In contrast to the homogeneous operators, the L1 − L∞ estimate of Laplacian −∆ and
bi-harmonic operator ∆2, the time bounds of small time 0 < t ≤ 1 and large time t > 1 are the same
while the inhomogeneous operator H0 = ∆
2 − ∆ is not.
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For Schro¨dinger type operator H = ∆2−∆+V with real-valued, polynomial decaying potential
V(x), we will establish the L1 − L∞ dispersive estimate in R3 for the perturbed propagator e−itH
with the presence of zero energy obstructions, i.e. the distributional solutions to Hψ = 0 with
ψ ∈ L2−1/2(R3). We provide a full classification of the zero energy obstructions: zero is a regular
point, zero is a resonance and zero is an eigenvalue of H, see Lemma 3.5- 3.7 below. Follwoing
the terminology of Kato in [JK79], we say zero is a regular point of H means zero is not an
eigenvalue nor a resonance of H. For H = ∆2 − ∆ + V in R3, we say zero is a resonance of H if
there exists distributional solutions ψ ∈ L2−1/2(R3) \ L2(R3) such that Hψ = 0. Here L2−1/2(R3) =
∩s<− 1
2
L2s(R
3) which contains L2(R3) as a true subset. Actually, the property of H = ∆2 − ∆ + V
at zero energy behaves similar to Schro¨dinger operator −∆ + V . Recall the classification of zero
energy obstructions for −∆ + V (under suitable assumptions on V) in R3, Kato in [JK79] also
disscussed zero energy as regular point, resonance and eigenvalue of −∆ + V . Furthermore, the
definition of zero resonance for H matches Kato’s zero resonance definition of −∆ + V in [JK79].
Before comparing H = ∆2 − ∆ + V with −∆ + V and ∆2 + V , it is necessary to state our
main theorem: the L1 − L∞ dispersive estimates of e−itH with zero energy obstructions. Let Pac(H)
denotes the projection onto the absolutely continuous spectrum space of H.
Theorem 1.1. Considering H = ∆2−∆+V with real-valued potential satisfying |V(x)| . (1+ |x|)−β
for some β > 7. Assume that H has no positive embedded eigenvalues.
For 0 < t ≤ 1, then we have∥∥∥e−itHPac(H)u∥∥∥L∞(R3) . |t|−3/4‖u‖L1(R3).
For 1 < t ∈ R, then we have:
(1) If 0 is a regular point of H, then∥∥∥e−itHPac(H)u∥∥∥L∞(R3) . |t|−3/2‖u‖L1(R3).
(2) If 0 is a resonance of H, then∥∥∥e−itHPac(H)u − Ftu∥∥∥L∞(R3) . |t|−3/2‖u‖L1(R3),
where Ft is a time dependent operator which satisfies
∥∥∥Ft∥∥∥L1→L∞ . |t|−1/2.
(3) If 0 is a resonance and / or an eigenvalue of H, then∥∥∥e−itHPac(H)u −Gtu∥∥∥L∞(R3) . |t|−3/2‖u‖L1(R3),
where Gt is a time dependent operator which satisfies
∥∥∥Gt∥∥∥L1→L∞ . |t|−1/2.
Remark 1.2. The presence of zero energy obstruction of H = ∆2 − ∆ + V has no effect on the
L1 − L∞ estimate for 0 < t ≤ 1. Indeed, for 0 < t ≤ 1, we obtain the natural |t|−3/4-time bound for
H = ∆2 − ∆ + V whether zero is regular or not. This can be confirmed by the dispersive estimate
(1.3) for free propagator e−itH0 .
Remark 1.3. It is known that positive embedded eigenvalues may exist for H = ∆2−∆+V even with
compactly supported smooth potential. Note that ∆(r−1e−br) = b2r−1e−br for r = |x| and any b > 0.
The absence of embedded eigenvalue is a common standing assumption in dispersive equation
papers. Furthermore, we also notice that for a general selfadjoint operatorH on L2(Rd), ifH has
a simple embedded eigenvalue λ0, Costin and Soffer in [CS01] have proved thatH + ǫW can kick
off the eigenvalue in a small interval around λ0 under certain small perturbation of potential.
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The result of L1 − L∞ dispersive estimates for Schro¨dinger operator −∆ + V is quite rich
and thoroughly. The fundamental work is [JSS91], Journe´, Soffer and Sogge first proved the
Schro¨dinger propagator e−it(−∆+V) satisfies∥∥∥e−it(−∆+V)Pac(−∆ + V)∥∥∥L1(Rd)→L∞(Rd) . |t|−d/2, d ≥ 3, (1.5)
with zero is a regular point by using commutator methods. Later, Rodnianski and Schlag in [RS04]
proved the bound (1.5) for −∆ + V with rough and time-dependent potentials in 3-dimension by
making full use of the kernel of the free propagator eit∆ and the uniformly Sobolev estimates.
Goldberg and Schlag in [GS04] proved (1.5) for d = 1, 3 in the regular case by using resolvent
methods. In [ES04], Erdog˘an and Schlag established the L1 − L∞ dispersive estimates of −∆ + V
with zero energy obstructions in 3-dimension. For convenience of comparison, here we list their
result briefly. Under suitible decaying assumption on |V(x)| (see [ES04, Theorem 1.1, 1.2]):
• If there is a resonance at energy zero but zero is not an eigenvalue of −∆ + V , then∥∥∥e−it(−∆+V)Pac(−∆ + V) − F1t ∥∥∥L1(R3)→L∞(R3) . |t|−3/2.
• If there is a resonance at energy zero and / or zero is an eigenvalue of −∆ + V , then∥∥∥e−it(−∆+V)Pac(−∆ + V) − F2t ∥∥∥L1(R3)→L∞(R3) . |t|−3/2.
Here F1t , F
2
t are time-dependent, finite rank operators satisfying ‖F j‖L1→L∞ . |t|−1/2, j = 1, 2. It is
worth pointing out that Goldberg in [Gol06] proved estimate (1.5) when d = 3 for −∆ + V with
almost critical potential. Comparing with the dispersive estimate of H = ∆2 − ∆ + V in Theorem
1.1, one can conclude that H = ∆2 − ∆ + V behaves similar to Schro¨dinger operator −∆ + V in
the sense of L1 − L∞ dispersive estimates for large time t > 1. More results about the dispersive
estimates for the Schro¨dinger operator −∆ + V , see [GG17, GG15, EG13, CCV11, Sch07, ES06,
GV06, Sch05, Yaj05, Yaj95] and references therein.
Recently, Erdog˘an, Green and Toprak in [EGT19] established the L1 − L∞ dispersive estimates
for ∆2 + V with zero energy obstruction in 3-dimension. In order to compare H = ∆2 − ∆+ V with
∆2 +V , we state the results in [EGT19] briefly. In [EGT19], under the assumptions that ∆2 +V has
no positive embedded eigenvalue and suitible decaying assumption on V(x), they proved that (see
[EGT19, Theorem 1.1])
• For 0 < t ≤ 1, then ∥∥∥e−it(∆2+V)Pac(∆2 + V)∥∥∥L1(R3)→L∞(R3) . |t|−3/4.
• For t > 1, if zero is regular or there is a first kind resonance at zero of ∆2 + V , then∥∥∥e−it(∆2+V)Pac(∆2 + V)∥∥∥L1(R3)→L∞(R3) . |t|−3/4.
• For t > 1, if there is a second kind or third kind resonance at zero of ∆2 + V , then there
exist time dependent operators F3t and F
4
t respectively, such that∥∥∥e−it(∆2+V)Pac(∆2 + V) − F jt ∥∥∥L1(R3)→L∞(R3) . |t|−3/4, j = 3, 4,
where F3t , F
4
t satisfy ‖F jt ‖L1→L∞ . |t|−1/4, j = 3, 4.
Notice that the third kind resonance at zero of ∆2 + V is actually zero eigenvalue according to the
definition and classification of threshold subspaces in [EGT19].
Comparing to our main Theorem 1.1, for 0 < t ≤ 1, H = ∆2 − ∆ + V and ∆2 + V satisfy the
same |t|−3/4-time bound of the L1 − L∞ dispersive estimate. However when t > 1 and both in the
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regular case, we obtain |t|−3/2-time decay for H = ∆2 − ∆ + V while ∆2 + V satisfies |t|−3/4-time
decay. Further, when t > 1 and both in the zero eigenvalue case, we obtain |t|−1/2-time decay for
H = ∆2 − ∆ + V while ∆2 + V satisfies |t|−1/4-time decay. In addition, the L1 − L∞ dispersive
estimates of ∆2 + V in 4-dimension, please see [GT19]. For the remaining dimenisonal cases, up
to my knowledge, it is still open so far.
In this paper, we study the L1 − L∞ dispersive estimates for the inhomogeneous operator H =
∆2 − ∆ + V which can be used to study asymptotic stability of solitons and other related problems
for nonlinear dispersive equations. As usual, we use spectrum representation theorem to write
e−itHPac(H) =
1
2πi
∫ ∞
0
e−itλ
[
R+V(λ) − R−V(λ)
]
dλ,
Here, the difference of the perturbed resolvents provides the spectral measure by Stone’s formula.
Let λ ∈ R+, we define the limiting resolvent operators by
R±0 (λ) := R0(λ ± i0) = lim
ǫ↓0
(
H0 − (λ ± iǫ)
)−1
;
R±V(λ) := RV(λ ± i0) = lim
ǫ↓0
(
H − (λ ± iǫ)
)−1
.
For free resolvent R0(z) := (H0 − z)−1, we have the following splitting identity:
R0(z) =
1
2
√
1/4 + z
[(
− ∆ + 1
2
−
√
1/4 + z
)−1 − ( − ∆ + 1
2
+
√
1/4 + z
)−1]
. (1.6)
Here we denote R∆ be the Schro¨dinger resolvent R∆(
√
1/4 + z− 1
2
) =
(
−∆+ 1
2
− √1/4 + z
)−1
. Since
H0 = ∆
2 − ∆ is essentially selfadjoint and σac(H0) = [0,∞), by Weyl’s criterion σess(H) = [0,∞)
for a sufficiently decaying potential. Note that, by basic calculation, for z ∈ C \ [0,∞) with
0 < arg(z) < 2π we have Im
(√
1/4 + z − 1/2)1/2 > 0. Using identity (1.6), for λ > 0 we have
R±0 (λ) =
1
2
√
1/4 + λ
[
R±∆
( √
1/4 + λ − 1
2
)
− R∆
(
− 1
2
−
√
1/4 + λ
)]
. (1.7)
Note that R∆
(
− 1
2
−√1/4 + λ
)
∈ B(L2, L2) since−∆ has nonnegative spectrum. Further, by Agmon’s
limiting absorption principle, see [Agm75], R±
∆
(√
1/4 + λ − 1
2
)
is well-defined between weighted
L2 spaces. Therefore, R±0 (λ) is also well-defined in weighted L
2 spaces. For the perturbed resolvent
R±
V
(λ), we will extend this property to R±
V
(λ) in Section 5.
In the literature, in order to obtain the asymptotic propertities of the spectral measure of H =
∆2 − ∆ + V when λ close to zero and ∞, we need to derive the low energy asymptotic expansion
of R±
V
(λ) when λ → 0 and the high energy decay estimate for R±
V
(λ) when λ → ∞. For free
resolvent R±
0
(λ), we apply identity (1.7) to get the low energy asymptotic expansion and high
energy decay estimate by using the known results of Laplacian (see e.g [JK79]). For Schro¨dinger
operator −∆ + V , Kato, Jensen and Nenciu’s series work [JK79, Jen80, Jen84, JN01, JN04] has
established quite a standard approach to obtain the low energy asymptotic expansion and high
energy decay estimates. For general operator P(D) + V , Murata in [Mur82] already gave the
asymptotic expansion at threshold point for a class of P(D) + V which includes H = ∆2 − ∆ + V .
Here we do not follow Murata’s result in [Mur82] since Jensen and Nenciu’s processes in [JN01]
is more directly and succinctly.
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For perturbed resolvent R±
V
(λ), we apply the symmetric resolvent identity:
R±V(λ) = R
±
0 (λ) − R±0 (λ)v
(
M±(λ)
)−1
vR±0 (λ)
where M±(λ) = U + vR±
0
(λ)v, v(x) = |V(x)|1/2 and
U(x) =
1, V(x) ≥ 0;−1, V(x) < 0.
Since in the low frequency portion of H = ∆2 − ∆ + V , the major operator is −∆ + V . Thus Jensen
and Nenciu’s approach should works. Hence making use of the approach established in [JN01], we
obtain the low energy asymptotic expansion of R±
V
(λ) with the presence of zero energy resonance
or zero eigenvalue of H = ∆2 − ∆ + V . Further, we identified the zero energy resonance space.
The paper is organized as follows. In Section 2, we show asymptotic expansion for the free
resolvent and establish the natural dispersive bound for the free propagator. In Section 3, we derive
expansions for the perturbed resolvent around the threshold with the presence of zero energy ob-
struction and identified the zero energy resonance space. In Section 4, we utilize these expansions
to prove the low energy part dispersive estimates in Theorem 1.1. In the last section, we develop
the high energy decay estimates and the limiting absorption principle for the perturbed resolvent.
Then apply the high energy decay estimates to prove the high energy part dispersive estimates in
Theorem 1.1.
2. The free evolution
In this section we obtain expansions for the free resolvent operators R±
0
(λ) using identity (1.6)
and the representation of the free Schro¨dinger resolvent. Using resolvent expansions, we establish
dispersive estimates for the free evolution e−itH0 .
Before deducing the expansions, we first introduce some notations for the convenience reading.
We define the weighted L2 spaces:
L2s(R
3) :=
{
f : (1 + | · |)s f ∈ L2(R3)
}
, s ∈ R.
For any s, s′ ∈ R, B(s, s′) denotes the family of bounded linear operators from L2s(R3) to L2s′(R3).
For an operator E(λ), we write E(λ) = O1(λ−a) if its kernel E(λ; x, y) satisfies:
sup
x,y∈R3 ,λ>0
[
λa
∣∣∣E(λ; x, y)∣∣∣ + λa+1∣∣∣∂λE(λ; x, y)∣∣∣] < ∞.
Similarly, we use the notation E(λ) = O1(λ−ag(x, y)) if E(λ; x, y) satisfies∣∣∣E(λ; x, y)∣∣∣ + λ∣∣∣∂λE(λ; x, y)∣∣∣ . λag(x, y).
Next, we show the process of deducing the asymtotic expansions. Recall the expression of the
free Schro¨dinger resolvents in 3-dimension (see e.g. [JK79]),
R±∆(η
2; x, y) =
e±iη|x−y|
4π|x − y| , (2.1)
where η =
(√
1/4 + λ − 1
2
)1/2
. Therefore, by (1.7),
R±0 (λ; x, y) =
1
1 + 2η2
(
e±iη|x−y|
4π|x − y| −
e−
√
1+η2 |x−y|
4π|x − y|
)
. (2.2)
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Proposition 2.1. For the free evolution e−itH0 , denotes R0(η; x, y) = R+0 (λ; x, y) − R−0 (λ; x, y). Then
we have the following uniformly bounds:
For 1 < t ∈ R, we have
sup
x,y∈R3
∣∣∣∣∣∣
∫ ∞
0
e−it(η
4+η2)R0(η; x, y) (4η3 + 2η) dη
∣∣∣∣∣∣ . |t|−3/2. (2.3)
For 0 < t ≤ 1, we have
sup
x,y∈R3
∣∣∣∣∣∣
∫ ∞
0
e−it(η
4+η2)R0(η; x, y) (4η3 + 2η) dη
∣∣∣∣∣∣ . |t|−3/4. (2.4)
Proof. Note that, for the difference of the free resolvents we have
∣∣∣R0(η; x, y)∣∣∣ = η
1 + 2η2
∣∣∣∣∣∣e
iη|x−y| − 1 + 1 − e−iη|x−y|
4πη|x − y|
∣∣∣∣∣∣ . η1 + 2η2 (2.5)
uniformly in x, y by the mean value theorem. Further,∣∣∣∣ d
dη
R0(η; x, y)
∣∣∣∣ ≤ 1
1 + 2η2
∣∣∣∣∣∣e
iη|x−y| + e−iη|x−y|
4π
∣∣∣∣∣∣ + 4η(1 + 2η2)2
∣∣∣∣∣∣e
iη|x−y| − e−iη|x−y|
4π|x − y|
∣∣∣∣∣∣ . 11 + 2η2 . (2.6)
For large time t > 1 case, we have∣∣∣∣∣∣
∫ ∞
0
e−it(η
4+η2)R0(η; x, y) (4η3 + 2η) dη
∣∣∣∣∣∣
.
1
|t|
∣∣∣∣∣∣e−it(η4+η2)R0(η; x, y)
∣∣∣∣∞
0
∣∣∣∣∣∣ + 1|t|
∣∣∣∣∣∣
∫ ∞
0
e−it(η
4+η2) d
dη
R0(η; x, y)dη
∣∣∣∣∣∣
.
1
|t|
∣∣∣∣∣∣
∫ ∞
0
e−it(η
4+η2) e
iη|x−y| + e−iη|x−y|
1 + 2η2
dη
∣∣∣∣∣∣ + 1|t|
∣∣∣∣∣∣
∫ ∞
0
e−it(η
4+η2) 4η
2
(1 + 2η2)2
eiη|x−y| − e−iη|x−y|
4π|x − y| dη
∣∣∣∣∣∣
. |t|−3/2, t > 1.
In the last inequality we use the van der Corput’s lemma, see e.g. [Ste93].
For small time 0 < t ≤ 1, we have∫ ∞
0
e−it(η
4+η2)R0(η; x, y) (4η3 + 2η) dη = I1(t; x, y) + I2(t; x, y)
where
I1(t; x, y) =
∫ t−1/4
0
e−it(η
4+η2)R0(η; x, y) (4η3 + 2η) dη;
I2(t; x, y) =
∫ ∞
t−1/4
e−it(η
4+η2)R0(η; x, y) (4η3 + 2η) dη.
For I1(t; x, y) , we have∣∣∣∣I1(t; x, y)∣∣∣∣ . ∫ t−1/4
0
∣∣∣∣R0(η; x, y)(4η3 + 2η)∣∣∣∣dη . |t|−3/4, 0 < t ≤ 1.
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For I2(t; x, y), integral by parts, we have∣∣∣∣I2(t; x, y)∣∣∣∣ . 1|t|
∣∣∣∣∣e−it(η4+η2)R0(η; x, y)∣∣∣∣∞t−1/4
∣∣∣∣∣ + 1|t|
∫ ∞
t−1/4
∣∣∣∣ d
dη
R0(η; x, y)
∣∣∣∣dη
.
|t|−3/4
|t|1/2 + 2 +
1
|t|(1 + |t|−1/4) . |t|
−3/4, 0 < t ≤ 1.

3. The asymptotic expansions of resolvent R±V(λ)
In this section, we aim to obtain the low energy asymptotic expansion of R±V(λ). For λ near the
only threshold point zero, we use the symmetric resolvent identity:
R±V(λ) = R
±
0 (λ) − R±0 (λ)v
(
M±(λ)
)−1
vR±0 (λ) (3.1)
where M±(λ) = U + vR±
0
(λ)v, v(x) = |V(x)|1/2 and
U(x) =
1, V(x) ≥ 0;−1, V(x) < 0. (3.2)
3.1. Asymptotic expansion of R±
0
(λ) near λ = 0. Recall the kernel of R±
0
(λ):
R±0 (λ; x, y) =
1
1 + 2η2
[
e±iη|x−y|
4π|x − y| −
e−
√
1+η2 |x−y|
4π|x − y|
]
,
where η =
(√
1/4 + λ − 1/2)1/2. Expand each term into Taylor series at η = 0, we have:
Lemma 3.1. For λ > 0 and η =
(√
1/4 + λ − 1/2)1/2, we have the following formally expansions
of R±0 (λ) as λ ↓ 0:
R±0 (λ) = G0 ± iηG1 + η2G2 ± iη3G3 + η4G4 + O1(η5|x − y|4), (3.3)
where G j, j = 0, 1, 2, 3, 4 are operators given by the following kernels
G0(x, y) =
1
4π|x − y| −
e−|x−y|
4π|x − y| ; G1(x, y) =
1
4π
; G3(x, y) =
−1
2π
+
−|x − y|2
24π
;
G2(x, y) =
(−|x − y|
8π
+
e−|x−y|
8π
)
−
(
1
2π|x − y| −
e−|x−y|
2π|x − y|
)
;
G4(x, y) =
1 − e−|x−y|
π|x − y| +
|x − y| − e−|x−y|
4π
+
( |x − y|3
96π
− 1 + |x − y|
32π
e−|x−y|
)
.
Note that G0(x, y) is actually the kernel of free resolvent R0(0) := (−∆)−1 − (−∆ + 1)−1. Fur-
thermore, G0 ∈ B(s,−s′) with s, s′ > 1/2 and s + s′ > 2. For j = 1, 2, 3, 4, G j ∈ B(s,−s′) with
s, s′ > j + 1/2. The operator with kernel |x − y|4 belongs to B(s,−s′) with s, s′ > 11/2.
Proof. Note that |x − y| j with j = 0, 1, 2, 3, 4, one obtain∫
R3
∫
R3
(
1 + |x|
)−2s′ ∣∣∣x − y∣∣∣2 j(1 + |y|)−2sdxdy < ∞
for s, s′ > j + 3/2. Since
(
4π|x − y|
)−1
is the kernel of (−∆)−1, we know (−∆)−1 ∈ B(s,−s′) and
(−∆)−1 is compact in B(s,−s′) with s + s′ > 2 by [Jen80, Lemma 2.3]. 
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3.2. Asymptotic expansion of R±
V
(λ) near λ = 0. In order to obtain the asymptotic expansions of
R±
V
(λ) near zero threshold, we need to derive the expansions for
(
M±(λ)
)−1
by identity (3.1). The
behavior of
(
M±(λ)
)−1
as λ → 0 depends on the type of resonances at zero energy, see Definition
3.3 below. We get these expansions case by case and establish their contribution to the spectral
measure in Stone’s formula. From the expansions of free resolvent R±
0
(λ) in the weighted spaces
B(s,−s′), see Lemma 3.1, we have the following expansions for M±(λ).
Lemma 3.2. Let P = v〈·, v〉‖V‖−1
L1(R3)
denotes the orthogonal projection onto the span of v. Assume
that v(x) . (1 + |x|)−β/2 with some β > 9. Then for 0 < λ < 1 in B(0, 0), we have
M±(λ) = T0 + i
‖V‖L1
4π
ηP + η2vG2v + iη
3vG3v + O1
(
η4v(x)|x − y|3v(y)
)
(3.4)
where T0 = U + vG0v.
Proof. From Lemma 3.1, we need only to show
∣∣∣G4(x, y)∣∣∣ . |x − y|3. Since∣∣∣∣∣∣1 − e
−|x−y|
π|x − y|
∣∣∣∣∣∣ .
1, |x − y| < 1;|x − y|−1, |x − y| ≥ 1,
thus the lemma holds by the representation of G4(x, y). 
In order to get the asymptotic expansions of
(
M±(λ)
)−1
at λ = 0, we deal with zero in three
cases: regular(not resonance nor eigenvalue), resonance and eigenvalue.
Definition 3.3. i) If T0 = U + vG0v is invertible on L
2(R3), we say zero is a regular point of
H = ∆2−∆+V. ii) If T0 is not invertible and T1 = S 1PS 1 is invertible on S 1L2(R3), we say zero
is a resonance of H. Here S 1 is the Riesz projection onto ker(T0). iii) If T1 is not invertible and
T2 = S 2vG2vS 2 is invertible on S 2L
2(R3), we say zero is an eigenvalue of H. Here S 2 is the Riesz
projection onto ker(T1).
Remark 3.4. i) Note that S 2 ≤ S 1 and S 1 is of finite rank. Since vG0v is a compact operator in
L2(R3) by the proof of Lemma 3.1, thus T0 is a compact perturbation of U. Hence, the Fredholm
alternative theorem guarantees that S 1 is a finite-rank projection. ii) PS 2 = S 2P = 0. iii)
If 0 , S 2 = S 1, then zero is both eigenvalue and resonance of H = ∆
2 − ∆ + V. Otherwise,
zero is purely an eigenvalue of H provided 0 , S 2 < S 1. iv) Denotes D0 =
(
T0 + S 1
)−1
and
D1 =
(
T1 + S 2
)−1
, then S 1D0 = D0S 1 = S 1 and S 2D1 = D1S 2 = S 2.
For better understanding zero threshold, we proceed to establish the relationship between the
spectral subspaces S 1L
2(R3), S 2L
2(R3) and distributional solutions to Hψ = 0. For any s0 ∈ R,
denotes L2s0(R3) = ∩s<s0L2s(R3). Especially, L2(R3) ( L20(R3).
Lemma 3.5. Assume v(x) . (1 + |x|)−s with some s > 3/2. If φ ∈ S 1L2(R3) \ {0}, then φ = Uvψ
where ψ ∈ L2−1/2(R3) satisfies Hψ = 0 in the distributional sense, and
ψ(x) = −G0vφ = −
∫
R3
(
1
4π|x − y| −
e−|x−y|
4π|x − y|
)
v(y)φ(y)dy.
Conversely, if ψ ∈ L2−1/2(R3) satisfies Hψ = 0, then φ = Uvψ ∈ S 1L2(R3).
10 HONGLIANG FENG
Proof. For φ ∈ S 1L2, then (U + vG0v)φ = 0 which implies φ = Uv(−G0vφ) = Uvψ. Since
ψ = −G0vφ, then
|ψ| .
∫
R3
1
4π|x − y|
∣∣∣v(y)φ(y)∣∣∣dy = (−∆)−1(|vφ|).
Since (−∆)−1 ∈ B(s,−s′) for s, s′ > 1/2 and s+ s′ > 2 by [Jen80, Lemma 2.3], then ψ ∈ L2−1/2(R3).
Recall that G0 = (−∆)−1 − (−∆ + 1)−1, then
Hψ =
(
∆2 − ∆)(−G0vφ) + V(−G0vφ) = −vφ + vUvψ = 0.
If ψ ∈ L2−1/2(R3) satisfies Hψ = 0, we show (U + vG0v)φ = 0. Since 0 = Hψ = (∆2 − ∆)ψ +
vUvψ = (∆2 − ∆)ψ + vφ, thus ψ = −(∆2 − ∆)−1vφ. Hence Uφ + vG0vφ = UUvψ − vψ = 0. 
Lemma 3.6. Assume v(x) . (1 + |x|)−s with some s > 5/2. If φ ∈ S 2L2(R3) \ {0}, then φ = Uvψ
where ψ ∈ L2(R3) satisfies Hψ = 0 in the distributional sense. Conversely, if ψ ∈ L2(R3) satisfies
Hψ = 0, then φ = Uvψ ∈ S 2L2(R3).
Proof. Since φ ∈ S 2L2(R3), then 0 = 〈S 1PS 1φ, φ〉 = 〈Pφ, Pφ〉. Thus Pφ = 0. Since S 2 ≤ S 1, thus
Hψ = 0 and
ψ(x) = −
∫
R3
1
4π|x − y|v(y)φ(y)dy +
∫
R3
e−|x−y|
4π|x − y|v(y)φ(y)dy := ψ1(x) + ψ2(x).
Note that ψ2(x) = (−∆ + 1)−1(vφ) ∈ L2(R3), since (−∆ + 1)−1 ∈ B(0, 0) and vφ ∈ L2(R3). Since
Pφ = 0, i.e.
∫
R3
v(y)φ(y)dy = 0, then
ψ1(x) =
∫
R3
−1
4π|x − y|v(y)φ(y)dy +
∫
R3
1
4π(1 + |x|)v(y)φ(y)dy
=
−1
4π
∫
R3
1 + |x| − |x − y|
(1 + |x|)|x − y| v(y)φ(y)dy
≤ 1
1 + |x|
∫
R3
1 + |y|
4π|x − y|
∣∣∣v(y)φ(y)∣∣∣dy
= (1 + |x|)−1(−∆)−1
(
(1 + | · |)vφ
)
.
Since (1 + | · |)vφ ∈ L2
s+1
(R3), then (−∆)−1
(
(1 + | · |)vφ
)
∈ L2−1/2(R3) by the boundedness of (−∆)−1
in B(s,−s′), see [Jen80, Lemma 2.3]. Thus ψ1 ∈ L21/2−ǫ(R3) ⊂ L2(R3) for any tiny ǫ > 0.
If ψ ∈ L2(R3) satisfies Hψ = 0, we show Pφ = 0. Since ψ ∈ L2(R3) ⊂ L2−1/2(R3), thus we have
L2(R3) ∋ ψ = ψ1 + ψ2. Since ψ2 = (−∆ + 1)−1
(
vφ
)
∈ L2(R3), thus ψ1 ∈ L2(R3). However,
ψ1(x) =
−1
4π
∫
R3
1 + |x| − |x − y|
(1 + |x|)|x − y| v(y)φ(y)dy −
∫
R3
1
4π(1 + |x|)v(y)φ(y)dy
and ∣∣∣∣−1
4π
∫
R3
1 + |x| − |x − y|
(1 + |x|)|x − y| v(y)φ(y)dy
∣∣∣∣ ≤ (1 + |x|)−1(−∆)−1((1 + | · |)vφ) ∈ L2(R3)
which implies 1
4π(1+|x|)
∫
R3
v(y)φ(y)dy ∈ L2x(R3). Hence
∫
R3
v(y)φ(y)dy = 0. 
Lemma 3.7. Assume v(x) . (1 + |x|)−s with some s > 7/2, then ker(S 2vG2vS 2) = {0}.
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Proof. For φ ∈ ker(S 2vG2vS 2), then φ ∈ S 2L2(R3), thus Pφ = 0 which implies vG1vφ = 0 by
Lemma 3.6 and the definition of P. Let ζ =
(√
1/4 + z − 1/2)1/2. Therefore, by (1.6) we have
0 =
〈
S 2vG2vS 2φ, φ
〉
=
〈
G2vφ, vφ
〉
= lim
ζ→0
〈
R0(z) −G0 − iG1ζ
ζ2
vφ, vφ
〉
= lim
ζ→0
〈
R0(ζ
4 + ζ2) −G0
ζ2
vφ, vφ
〉
= lim
ζ→0
1
ζ2
〈(
1
ξ4 + ξ2 − (ζ4 + ζ2) −
1
ξ4 + ξ2
)
v̂φ(ξ), v̂φ(ξ)
〉
=
∫
R3
|v̂φ(ξ)|2
(ξ4 + ξ2)2
dξ.
Here we used the dominated convergence theorem as ζ → 0 with Re (ζ4 + ζ2) < 0 (by choose
0 < |z| < 1 with Re (z) < 0) in the last identity. Hence we have vφ = 0 since vφ ∈ L1. Note that
φ ∈ S 2L2 ⊂ S 1L2, then φ = Uv(−G0vφ) = 0 by Lemma 3.6. 
In the rest of this section, we aim to obtain suitable expansions for
(
M±(λ)
)−1
as λ → 0 in
the three cases: zero is a regular point, zero is a resonance and zero is an eigenvalue. Recall that
η = (
√
1/4 + λ − 1/2)1/2. Thus λ → 0 equals η → 0.
Theorem 3.8. i) If zero is a regular point of H = ∆2 − ∆ + V with |V(x)| . (1 + |x|)−β for some
β > 3, then (
M±(λ)
)−1
= T−10 ∓ i
‖V‖L1
4π
T−10 PT
−1
0 η + O1(η
2)
in B(0, 0) as η → 0.
ii) If zero is a resonance of H = ∆2 − ∆ + V with |V(x)| . (1 + |x|)−β for some β > 5, then(
M±(λ)
)−1
= ∓ i 4π‖V‖L1
S 1(S 1PS 1)
−1S 1η
−1 +
(
D0 +
16π2
‖V‖2
L1
S 1(S 1PS 1)
−1S 1S 1vG2vS 1(S 1PS 1)
−1S 1
)
−
(
D0PS 1(S 1PS 1)
−1S 1 + S 1(S 1PS 1)
−1S 1PD0
)
+ O1(η)
in B(0, 0) as η → 0.
iii) If zero is a resonance and / or an eigenvalue of H = ∆2 −∆+ V with |V(x)| . (1+ |x|)−β for
some β > 7, then (
M±(λ)
)−1
= η−2S 2(S 2vG2vS 2)
−1S 2 + η
−1A±−1 + A
±
0 + O1(η)
in B(0, 0) as η → 0. Here A±−1 and A±0 are Hilbert-Schmidt operators.
The following lemma is the main tool to deduce the asymptotic expansions of
(
M±(λ)
)−1
.
Lemma 3.9. ([JN01, Lemma 2.1]) Let M be a closed operator on a Hilbert space H and S be a
projection. Suppose M + S has a bounded inverse. Then M has a bounded inverse if and only if
M1 := S − S (M + S )−1S
has a bounded inverse in SH , and in the case
M−1 = (M + S )−1 + (M + S )−1S M−11 S (M + S )
−1.
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Proof of Theorem 3.8. Since M−(λ) = M+(λ), thus we only deal with M+(λ) below.
In the regular case, T0 = U + vG0V is invertible on L
2(R3) and
M+(λ) = T0 + i
‖V‖L1
4π
Pη + O(η2).
Writing
(
M+(λ)
)−1
into Neumann series, then
(
M+(λ)
)−1
=
(
1 + i
‖V‖L1
4π
T−10 Pη + O(η
2)
)−1
T−10 = T
−1
0 − i
‖V‖L1
4π
T−10 PT
−1
0 η + O(η
2).
If zero is a resonance of H, then T0 + S 1 is invertible since S 1 is the Riesz projection onto
ker(T0) and T0 is self-adjoint. Since
M+(λ) = T0 + i
‖V‖L1
4π
Pη + η2vG2v + O(η
3),
applying Lemma 3.9 to M+(λ) with projection S 1, then(
M+(λ)
)−1
=
(
M+(λ) + S 1
)−1
+
(
M+(λ) + S 1
)−1
S 1
(
M+1 (λ)
)−1
S 1
(
M+(λ) + S 1
)−1
(3.5)
where M+
1
(λ) = S 1 − S 1
(
M+(λ) + S 1
)−1
S 1. Writing
(
M+(λ) + S 1
)−1
into Neumann series, we have
(
M+(λ) + S 1
)−1
=
(
1 + i
‖V‖L1
4π
ηD0P + η
2D0vG2v + O(η
3)
)−1
D0
= D0 − i
‖V‖L1
4π
ηD0PD0 − η2
(
D0vG2vD0 +
‖V‖2
L1
16π2
D0PD0PD0
)
+ O(η3)
where D0 = (T0 + S 1)
−1. Note that rank(P) = 1 since P is a projection onto the span of v. Thus
PD0P = ρP with ρ = trace(PD0P). Using S 1D0 = D0S 1 = S 1, then
M+1 (λ) = i
‖V‖L1
4π
ηS 1PS 1 + η
2
(
S 1vG2vS 1 +
‖V‖2
L1
16π2
ρS 1PS 1
)
+ O(η3). (3.6)
In the resonance case, T1 = S 1PS 1 is invertible, thus(
M+1 (λ)
)−1
=
4π
i‖V‖L1
η−1
(
S 1PS 1 +
4π
i‖V‖L1
η
(
S 1vG2vS 1 +
‖V‖2
L1
16π2
ρS 1PS 1
)
+ O(η2)
)−1
=
4π
i‖V‖L1
η−1T−11 +
16π2
‖V‖2
L1
T−11
(
S 1vG2vS 1 +
‖V‖2
L1
16π2
ρS 1PS 1
)
T−11 + O(η).
Substituting the Neumann series of
(
M+(λ) + S 1
)−1
and
(
M+(λ)
)−1
into identity (3.5), we obtain
(
M+(λ)
)−1
= − i 4π‖V‖L1
S 1T
−1
1 S 1η
−1 +
(
D0 +
16π2
‖V‖2
L1
S 1T
−1
1 S 1S 1vG2vS 1T
−1
1 S 1
)
−
(
D0PS 1T
−1
1 S 1 + S 1T
−1
1 S 1PD0
)
+ O(η).
If zero is an eigenvalue of H, then S 1PS 1 is not invertible but S 1PS 1+S 2 is invertible. Denotes
M˜+1 (λ) = S 1PS 1 +
4π
i‖V‖L1
η
(
S 1vG2vS 1 +
‖V‖2
L1
16π2
ρS 1PS 1
)
+ O(η2)
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then
(
M+
1
(λ)
)−1
= 4π
i‖V‖
L1
η−1
(
M˜+
1
(λ)
)−1
. Applying Lemma 3.9 to M˜+
1
(λ) with projection S 2, then(
M˜+1 (λ)
)−1
=
(
M˜+1 (λ) + S 2
)−1
+
(
M˜+1 (λ) + S 2
)−1
S 2
(
M+2 (λ)
)−1
S 2
(
M˜+1 (λ) + S 2
)−1
with M+2 (λ) = S 2 − S 2
(
M˜+1 (λ) + S 2
)−1
S 2. Writing
(
M˜+1 (λ) + S 2
)−1
into Neumann series, then
(
M˜+1 (λ) + S 2
)−1
=
(
1 +
4π
i‖V‖L1
ηD1
(
S 1vG2vS 1 +
‖V‖2
L1
16π2
ρS 1PS 1
)
+ O(η2)
)−1
D1
= D1 − 4π
i‖V‖L1
ηD1
(
S 1vG2vS 1 +
‖V‖2
L1
16π2
ρS 1PS 1
)
D1 + O(η
2)
where D1 = (S 1PS 1 + S 2)
−1. Using S 2D1 = D1S 2 = S 2, we get
M+2 (λ) =
4π
i‖V‖L1
ηS 2
(
S 1vG2vS 1 +
‖V‖2
L1
16π2
ρS 1PS 1
)
S 2 + O(η
2) =
4π
i‖V‖L1
ηS 2vG2vS 2 + O(η
2).
Since S 2vG2vS 2 is invertible by Lemma 3.7, then(
M+2 (λ)
)−1
= i
‖V‖L1
4π
η−1
(
S 2vG2vS 2
)−1
+ O(1).
Substituting the expansions back step by step, we obtain(
M+(λ)
)−1
= η−2S 2(S 2vG2vS 2)
−1S 2 + η
−1A+−1 + A
+
0 + O(η)
with A+−1, A
+
0
are Hilbert-Schmidt operators independent of η. 
4. The perturbed evolution for low energy
In this section, our aim is to study the L1−L∞ dispersive estimates of perturbed evolution e−itH
for small energy. Here small energy means the spectral variable λ is near the threshold energy
λ = 0. The presence of zero resonance or zero eigenvalue affect the asymptotic behavior of the
perturbed resolvent R±
V
(λ) as λ → 0. The effect of the presence of zero energy resonance or zero
eigenvalue is only felt in the small energy regime.
Lemma 4.1. For λ > 0 and η =
(√
1/4 + λ − 1/2)1/2, then
sup
x,y∈R3
∣∣∣∣R±0 (λ; x, y)∣∣∣∣ . η +
√
1 + η2
1 + 2η2
(4.1)
and
sup
x,y∈R3
∣∣∣∣∣∣ ddηR±0 (λ; x, y)
∣∣∣∣∣∣ . η(η +
√
1 + η2)
(1 + 2η2)2
+
1 + η(1 + η2)−1/2
1 + 2η2
. (4.2)
Proof. Recall that
R±0 (λ; x, y) =
1
1 + 2η2
[
e±iη|x−y|
4π|x − y| −
e−
√
1+η2 |x−y|
4π|x − y|
]
(4.3)
where η = (
√
1/4 + λ − 1/2)1/2. By the mean value theorem, then
∣∣∣R±0 (λ; x, y)∣∣∣ . 11 + 2η2
∣∣∣∣∣∣e
±iη|x−y| − 1
4π|x − y| +
1 − e−
√
1+η2 |x−y|
4π|x − y|
∣∣∣∣∣∣ . η +
√
1 + η2
1 + 2η2
.
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Furthermore, we have∣∣∣∣∣∣ ddηR±0 (λ; x, y)
∣∣∣∣∣∣ = 4η(1 + 2η2)2
∣∣∣∣∣∣ e
±iη|x−y|
4π|x − y| −
e−
√
1+η2 |x−y|
4π|x − y|
∣∣∣∣∣∣
+
1
1 + 2η2
∣∣∣∣∣∣±ie
±iη|x−y|
4π
+
η(1 + η2)−1/2e−
√
1+η2 |x−y|
4π
∣∣∣∣∣∣
.
η(η +
√
1 + η2)
(1 + 2η2)2
+
1 + η(1 + η2)−1/2
1 + 2η2
.
1
1 + 2η2
.

In what follows, we use the smooth, even low energy cut-off χl defined by χl(λ) = 1 if |λ| < λ0
and χl(λ) = 0 if |λ| > 2λ0 for some constant 0 < λ0 . 1. For the high energy part, we use the
complementary cut-off χh(λ) = 1 − χl(λ).
Proposition 4.2. For H = ∆2 − ∆ + V with |V(x)| . (1 + |x|)−β for some β > 3. Assume that H has
no positive embedded eigenvalue. If 0 is a regular point of H. For t > 1, then
sup
x,y∈R3
∣∣∣∣∣∣
∫ t−1/2
0
e−it(η
4+η2)χl(η)
[
R+V − R−V
]
(η4 + η2; x, y) (4η3 + 2η) dη
∣∣∣∣∣∣ . |t|−3/2.
For 0 < t ≤ 1, then
sup
x,y∈R3
∣∣∣∣∣∣
∫ t−1/4
0
e−it(η
4+η2)χl(η)
[
R+V − R−V
]
(η4 + η2; x, y) (4η3 + 2η) dη
∣∣∣∣∣∣ . |t|−3/4.
Proof. Recall that
R±V(λ) = R
±
0 (λ) − R±0 (λ)v
(
M±(λ)
)−1
vR±0 (λ).
It remains to prove the second term satisfies the above bounds by Proposition 2.1. In the regular
case, then
(
M±(λ)
)−1
= T−10 + O
±(η) in B(0, 0) by Theorem 3.8. Furthermore, since L∞(R3) ⊂
L2−s(R
3) for s > 3/2, then∥∥∥∥R±0 (λ)v(M±(λ))−1vR±0 (λ)∥∥∥∥
L1→L∞
.
∥∥∥∥R±0 (λ)∥∥∥∥
L2s→L∞
∥∥∥∥v(M±(λ))−1v∥∥∥∥
L2−s→L2s
∥∥∥∥R±0 (λ)∥∥∥∥
L1→L2−s
.
∥∥∥∥R±0 (λ)∥∥∥∥
L1→L∞
∥∥∥∥(M±(λ))−1∥∥∥∥
L2→L2
∥∥∥∥R±0 (λ)∥∥∥∥
L1→L∞
.
(4.4)
By estimates (2.5), (2.6) and Lemma 4.1, for t > 1 then∣∣∣∣∣∣
∫ t−1/2
0
e−it(η
4+η2)
[
R+0vT
−1
0 vR
+
0 − R−0 vT−10 vR−0
]
(η4 + η2) (4η3 + 2η) dη
∣∣∣∣∣∣
.
∣∣∣∣∣∣
∫ t−1/2
0
e−it(η
4+η2)
[
R+0vT
−1
0 vR
+
0 − R−0 vT−10 vR+0
]
(η4 + η2)d(η4 + η2)
∣∣∣∣∣∣
+
∣∣∣∣∣∣
∫ t−1/2
0
e−it(η
4+η2)
[
R−0vT
−1
0 vR
+
0 − R−0vT−10 vR−0
]
(η4 + η2)d(η4 + η2)
∣∣∣∣∣∣
.
1
|t|
∣∣∣∣∣∣e−it(η4+η2)[(R+0 − R−0 )vT−10 vR+0 ](η4 + η2)
∣∣∣∣t−1/2
0
∣∣∣∣∣∣ + 1|t|
∫ t−1/2
0
∣∣∣∣∣ ddη
[(
R+0 − R−0
)
vT−10 vR
+
0
]
(η4 + η2)
∣∣∣∣∣dη
. |t|−1
∣∣∣∣∣∣η
∣∣∣∣t−1/2
0
∣∣∣∣∣∣ + 1|t|
∫ t−1/2
0
∣∣∣1 + η∣∣∣dη . |t|−3/2.
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For the remaining term, we have∣∣∣∣∣∣
∫ t−1/2
0
e−it(η
4+η2)
[
R±0 (η
4 + η2)vO±(η)vR±0 (η
4 + η2)
]
(4η3 + 2η) dη
∣∣∣∣∣∣
.
1
|t|
∣∣∣∣∣∣e−it(η4+η2)[R±0 (η4 + η2)vO±(η)vR±0 (η4 + η2)]
∣∣∣∣t−1/2
0
∣∣∣∣∣∣
+
1
|t|
∫ t−1/2
0
∣∣∣∣ d
dη
[
R±0 (η
4 + η2)vO±(η)vR±0 (η
4 + η2)
]∣∣∣∣dη
. |t|−3/2 + 1|t|
∫ t−1/2
0
∣∣∣1 + η∣∣∣dη . |t|−3/2.
For 0 < t ≤ 1, by Lemma 4.1 then∣∣∣∣∣∣
∫ t−1/4
0
e−it(η
4+η2)R±0 (η
4 + η2)v
(
M±(η4 + η2)
)−1
vR±0 (η
4 + η2) (4η3 + 2η) dη
∣∣∣∣∣∣
.
∫ t−1/4
0
∣∣∣∣(4η3 + 2η)R±0 (η4 + η2)v(M±(η4 + η2))−1vR±0 (η4 + η2)∣∣∣∣dη
.
∫ t−1/4
0
∣∣∣∣(4η3 + 2η)η +
√
1 + η2
1 + 2η2
(1 + η)
η +
√
1 + η2
1 + 2η2
∣∣∣∣dη
.
∫ t−1/4
0
(η + η2)dη . |t|−3/4.

Proposition 4.3. For H = ∆2 − ∆ + V with |V(x)| . (1 + |x|)−β for some β > 5. Assume that H has
no positive embedded eigenvalue. If there is a resonance at zero energy of H.
For 0 < t ≤ 1, then
sup
x,y∈R3
∣∣∣∣∣∣
∫ t−1/4
0
e−it(η
4+η2)χl(η)R
±
V (η
4 + η2; x, y) (4η3 + 2η) dη
∣∣∣∣∣∣ . |t|−3/4.
For t > 1, then
sup
x,y∈R3
∣∣∣∣∣∣
∫ t−1/2
0
e−it(η
4+η2)χl(η)
[
R+V − R−V
]
(η4 + η2; x, y) (4η3 + 2η) dη − F(x, y)
∣∣∣∣∣∣ . |t|−3/2,
where F is a time dependent finite rank operator satisfying ‖F‖L1→L∞ . |t|−1/2.
Proof. In the resonance case, by Theorem 3.8, we have in B(0, 0):(
M±(η4 + η2)
)−1
= ∓ i 4π‖V‖L1
S 1(S 1PS 1)
−1S 1η
−1 −
(
D0PS 1(S 1PS 1)
−1S 1 + S 1(S 1PS 1)
−1S 1PD0
)
+
(
D0 +
16π2
‖V‖2
L1
S 1(S 1PS 1)
−1S 1S 1vG2vS 1(S 1PS 1)
−1S 1
)
+ O(η)
:= M±−1η
−1 + M0 + O(η).
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For 0 < t ≤ 1, by Lemma 4.1 and inequality (4.4), then∣∣∣∣∣∣
∫ t−1/4
0
e−it(η
4+η2)R±0 (η
4 + η2)v
(
M±(η4 + η2)
)−1
vR±0 (η
4 + η2) (4η3 + 2η) dη
∣∣∣∣∣∣
.
∫ t−1/4
0
(4η3 + 2η)
∣∣∣∣R±0 (η4 + η2)v(M±(η4 + η2))−1vR±0 (η4 + η2)∣∣∣∣dη
.
∫ t−1/4
0
(4η3 + 2η)
η +
√
1 + η2
1 + 2η2
(η−1 + 1 + η)
η +
√
1 + η2
1 + 2η2
dη
.
∫ t−1/4
0
(1 + η + η2)dη . |t|−3/4.
For t > 1, we only need to deal with the term R±
0
(λ)v
(
M±(λ)
)−1
vR±
0
(λ) by Proposition 2.1 and the
symmetric resolvent identity (3.1). Since
R+0 (η
4 + η2)v
(
M+(η4 + η2)
)−1
vR+0 (η
4 + η2) − R−0 (η4 + η2)v
(
M−(η4 + η2)
)−1
vR−0 (η
4 + η2)
= R+0 (η
4 + η2)v
(
M+−1η
−1)vR+0 (η4 + η2) − R−0 (η4 + η2)v(M−−1η−1)vR−0 (η4 + η2)
+ R+0 (η
4 + η2)vM0vR
+
0 (η
4 + η2) − R−0 (η4 + η2)vM0vR−0 (η4 + η2)
+ R+0 (η
4 + η2)vO+(η)vR+0 (η
4 + η2) − R−0 (η4 + η2)vO−(η)vR−0 (η4 + η2)
:= I(η; x, y) + II(η; x, y) + III(η; x, y).
For II(η; x, y) and s > 3/2, we have∥∥∥∥∥[(R+0 − R−0 )vM0vR+0 ](η4 + η2)
∥∥∥∥∥
L1→L∞
.
∥∥∥∥R+0 − R−0∥∥∥∥
L2s→L∞
∥∥∥∥vM0v∥∥∥∥
L2−s→L2s
∥∥∥∥R+0∥∥∥∥
L1→L2−s
.
∥∥∥∥R+0 − R−0∥∥∥∥
L1→L∞
∥∥∥∥M0∥∥∥∥
L2→L2
∥∥∥∥R+0 ∥∥∥∥
L1→L∞
.
η
1 + 2η2
η +
√
1 + η2
1 + 2η2
. η(1 + 2η2)−3/2.
Similarly, by Lemma 4.1 we have
∥∥∥∥∥∥ ddη
[(
R+0 − R−0
)
vM0vR
+
0
]
(η4 + η2)
∥∥∥∥∥∥
L1→L∞
.
η +
√
1 + η2
(1 + 2η2)2
.
Thus we get ∣∣∣∣∣∣
∫ t−1/2
0
e−it(η
4+η2)II(η; x, y) (4η3 + 2η) dη
∣∣∣∣∣∣
.
∣∣∣∣∣∣
∫ t−1/2
0
e−it(η
4+η2)
[
R+0 − R−0
]
(η4 + η2)vM0vR
+
0 (η
4 + η2) d(η4 + η2)
∣∣∣∣∣∣
+
∣∣∣∣∣∣
∫ t−1/2
0
e−it(η
4+η2)R−0 (η
4 + η2)vM0v
[
R+0 − R−0
]
(η4 + η2) d(η4 + η2)
∣∣∣∣∣∣
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.
2
|t|
∣∣∣∣∣∣e−it(η4+η2)[R+0 − R−0 ](η4 + η2)vM0vR+0 (η4 + η2)
∣∣∣∣t−1/2
0
∣∣∣∣∣∣
+
2
|t|
∫ t−1/2
0
∣∣∣∣∣∣ ddη
([
R+0 − R−0
]
(η4 + η2)vM0vR
+
0 (η
4 + η2)
)∣∣∣∣∣∣dη
. |t|−3/2 + 1|t|
∫ t−1/2
0
η +
√
1 + η2
(1 + 2η2)2
dη . |t|−3/2.
For the third term III(η; x, y), by the same argument as for II(η; x, y), we have∣∣∣∣∣∣
∫ t−1/2
0
e−it(η
4+η2)R±0 (η
4 + η2)vO1(η)vR
±
0 (η
4 + η2) (4η3 + 2η) dη
∣∣∣∣∣∣
.
1
|t|
∣∣∣∣∣∣e−it(η4+η2)R±0 (η4 + η2)vO1(η)vR±0 (η4 + η2)
∣∣∣∣∣t
−1/2
0
∣∣∣∣∣∣
+
1
|t|
∫ t−1/2
0
∣∣∣∣∣∣ ddη
[
R±0 (η
4 + η2)vO1(η)vR
±
0 (η
4 + η2)
]∣∣∣∣∣∣dη
. |t|−3/2 + 1|t|
∫ t−1/2
0
1
1 + 2η2
+
η +
√
1 + η2
(1 + 2η2)2
dη . |t|−3/2.
Now, we show that the first term I(η; x, y) only contributes |t|−1/2. Since∣∣∣∣∣∣
∫ t−1/2
0
e−it(η
4+η2)R±0 (η
4 + η2)v
(
M±−1η
−1)vR±0 (η4 + η2) (4η3 + 2η) dη
∣∣∣∣∣∣
.
∫ t−1/2
0
∣∣∣∣∣∣(4η3 + 2η)R±0 (η4 + η2)v(M±−1η−1)vR±0 (η4 + η2)
∣∣∣∣∣∣ dη
.
∫ t−1/2
0
∣∣∣∣∣∣(4η3 + 2η)η +
√
1 + η2
1 + 2η2
η−1
η +
√
1 + η2
1 + 2η2
∣∣∣∣∣∣ dη .
∫ t−1/2
0
1dη . |t|−1/2.
Let F(t; x, y) =
∫ t−1/2
0
e−it(η
4+η2)I(η; x, y)(4η3 + 2η) dη. Then ‖F‖L1→L∞ . |t|−1/2. Furthermore, recall
that the projection S 1 is finite rank, then M
±
−1 = ∓i 4π‖V‖
L1
S 1
(
S 1PS 1
)−1
S 1 is finite rank. 
Proposition 4.4. For H = ∆2 − ∆ + V with |V(x)| . (1 + |x|)−β for some β > 7. Assume that H has
no positive embedded eigenvalue. If 0 is a resonance and / or an eigenvalue of H.
For t > 1, then
sup
x,y∈R3
∣∣∣∣∣∣
∫ t−1/2
0
e−it(η
4+η2)χl(η)
[
R+V − R−V
]
(η4 + η2; x, y) (4η3 + 2η) dη −G(x, y)
∣∣∣∣∣∣ . |t|−3/2 (4.5)
where G is a time dependent finite rank operator satisfying ‖G‖L1→L∞ . |t|−1/2.
For 0 < t ≤ 1, then
sup
x,y∈R3
∣∣∣∣∣∣
∫ t−1/4
0
e−it(η
4+η2)χl(η)
[
R+V − R−V
]
(η4 + η2; x, y) (4η3 + 2η) dη
∣∣∣∣∣∣ . |t|−3/4. (4.6)
Proof. Recall that 0 is both resonance and eigenvalue of H if S 2 = S 1 , 0. 0 is purely an
eigenvalue of H if S 2 < S 1 strictly, see Remark 3.4. Here we deal with the case S 2 < S 1. The
18 HONGLIANG FENG
following argument also holds for S 2 = S 1. If zero is an eigenvalue of H, by Theorem 3.8, then(
M±(η4 + η2)
)−1
= η−2A−2 + η
−1A±−1 + A
±
0 + O1(η).
where A−2 = S 2
(
S 2vG2vS 2
)−1
S 2. Applying the similar argument as in Theorem 4.3, we know for
0 < t ≤ 1, the term η−1A±−1, A±0 and the remaining term O1(η) satisfy the expected estimates (4.6).
For t > 1, A±
0
and O1(η) contributes |t|−3/2 in estimate (4.5). The term η−1A±−1 contributes |t|−3/2 in
estimate (4.5).
Next, we show the first term η−2A−2 satisfies the estimates we needed. By (4.4) and Lemma
4.1, then∣∣∣∣∣∣
∫ t−1/2
0
e−it(η
4+η2)
[
R+0 (η
4 + η2)v
(
η−2A−2
)
vR+0 (η
4 + η2) − R−0 (η4 + η2)v
(
η−2A−2
)
vR−0 (η
4 + η2)
]
d(η4 + η2)
∣∣∣∣∣∣
.
∣∣∣∣∣∣
∫ t−1/2
0
e−it(η
4+η2)
[
R+0 − R−0
]
(η4 + η2)v
(
η−2A−2
)
vR+0 (η
4 + η2) d(η4 + η2)
∣∣∣∣∣∣
+
∣∣∣∣∣∣
∫ t−1/2
0
e−it(η
4+η2)R−0 (η
4 + η2)v
(
η−2A−2
)
v
[
R+0 − R−0
]
(η4 + η2) d(η4 + η2)
∣∣∣∣∣∣
.
∫ t−1/2
0
∣∣∣∣∣∣(4η3 + 2η)[R+0 − R−0 ](η4 + η2)v(η−2A−2)vR+0 (η4 + η2)
∣∣∣∣∣∣ dη
.
∫ t−1/2
0
∣∣∣∣∣∣(4η3 + 2η) η1 + 2η2η−2η +
√
1 + η2
1 + 2η2
∣∣∣∣∣∣ dη .
∫ t−1/2
0
1 dη . |t|−1/2.
Similarly, we get the expected estimates for 0 < t ≤ 1 with |t|−1/4. Let
G(t; x, y) = F(t; x, y) +
∫ t−1/2
0
e−it(η
4+η2)
[
R+0 (η
4 + η2)v
(
η−2A−2
)
vR+0 (η
4 + η2)
− R−0 (η4 + η2)v
(
η−2A−2
)
vR−0 (η
4 + η2)
]
(4η3 + 2η) dη.
Thus G(t; x, y) satisfies
∥∥∥G∥∥∥
L1→L∞ . |t|−1/2 for t > 1. Furthermore, S 2 is finite rank by Remark 3.4.
Hence G is finite rank. 
5. The perturbed evolution for high energy
In this part, we aim to show the proof of dispersive bound for high energy portion of the
perturbed evolution. This section include two subsections. In the first subsection, under the as-
sumption that H has no positive embedded eigenvalue, we prove decay estimates for R±V(λ) with
λ → ∞ in B(s,−s) using the limiting absorption principle. In the second subsection, we show the
high energy bounds of Theorem 1.1.
5.1. High energy decay estimates of RV(z). Denote by C
+ = {Im z > 0} the open upper half
complex plane, and by C− = {Im z < 0} the open lower half complex plane. Define Ξ be the
disjoint union of C+ and C− with the identified points z ≤ 0. Denote V0 := min{V(x), x ∈ Rd}.
Since for any λ ∈ R \ [V0,+∞), H − λ = ∆2 − ∆ + V − λ > 0, then for the resolvent set ρ(H) of H,
we have C \ [V0,+∞) ⊆ ρ(H).
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Theorem 5.1. Let k = 0, 1, 2, 3, · · · , and |V(x)| . (1 + |x|)−β with β > k + 1. Assuming that H has
no positive embedded eigenvalue. For any s > k + 1/2, then R
(k)
V
(z) ∈ B(s,−s) is continuous for
z ∈ Ξ \ [V0, 0]. Further, the bound∥∥∥R(k)
V
(z)
∥∥∥
B(s,−s) = O
(|z|−(3+3k)/4) (5.1)
holds as z →∞ in Ξ \ [V0, 0].
Proof. The theorem follows by Proposition 5.4 and Lemma 5.8 below. 
Using the high energy decay estimates for free resolvent R0(z) , we first prove estimate (5.1)
for z ∈ Ξ \ [V0,∞) by perturbation arguments. Then, we extend z to the positive real axis applying
the limiting absorption principle. For the free resolvent we have:
Proposition 5.2. For z ∈ C \ [0,+∞), k = 0, 1, 2, · · · and any s, s′ > k + 1
2
, then∥∥∥R(k)
0
(z)
∥∥∥
B(s,−s′) . |z|−(3+3k)/4, |z| → ∞. (5.2)
Proof. For free resolvent of Laplacian R(−∆; z) := (−∆ − z)−1, it is known that∥∥∥R(k)(−∆; z)∥∥∥
B(s,−s′) . |z|−(1+k)/2, |z| → ∞ (5.3)
holds, see e.g. [KK12, Theorem 16.1]. For k = 0, by (1.6) and (5.3), then∥∥∥R0(z)∥∥∥B(s,−s′) = ∣∣∣∣ 12√1/4 + z
∣∣∣∣∥∥∥∥∥( − ∆ + 12 −
√
1/4 + z
)−1 − ( − ∆ + 1
2
+
√
1/4 + z
)−1∥∥∥∥∥
B(s,−s′)
.
∣∣∣∣ 1
2
√
1/4 + z
∣∣∣∣(∥∥∥∥∥( − ∆ + 12 −
√
1/4 + z
)−1∥∥∥∥∥
B(s,−s′)
+
∥∥∥∥∥( − ∆ + 12 +
√
1/4 + z
)−1∥∥∥∥∥
B(s,−s′)
)
.
∣∣∣∣ 1
2
√
1/4 + z
∣∣∣∣(( √1/4 + z − 1/2)−1/2 + ( √1/4 + z + 1/2)−1/2)
. |z|−3/4, |z| → ∞.
Now we check decay estimate (5.2) for k , 0. For any s, s′ > 1/2 + k, then∥∥∥R(k)
0
(z)
∥∥∥
B(s,−s′) .
∣∣∣∣ dk1
dzk1
1
2
√
1/4 + z
∣∣∣∣
∥∥∥∥∥∥ d
k2
dzk2
(
− ∆ + 1
2
−
√
1/4 + z
)−1 − dk2
dzk2
(
− ∆ + 1
2
+
√
1/4 + z
)−1∥∥∥∥∥∥
B(s,−s′)
.
∣∣∣z∣∣∣−1/2−k1(∥∥∥∥∥∥ d
k2
dzk2
(
− ∆ + 1
2
−
√
1/4 + z
)−1∥∥∥∥∥∥
B(s,−s′)
+
∥∥∥∥∥∥ d
k2
dzk2
(
− ∆ + 1
2
+
√
1/4 + z
)−1∥∥∥∥∥∥
B(s,−s′)
)
.
∣∣∣z∣∣∣−1/2−k1(∥∥∥∥∥∥(1ζ ddζ
)k2( − ∆ + 1
2
− ζ
)−1∥∥∥∥∥∥
B(s,−s′)
+
∥∥∥∥∥∥(1ζ ddζ
)k2( − ∆ + 1
2
+ ζ
)−1∥∥∥∥∥∥
B(s,−s′)
)
. |z|−(3+3k)/4, |z| → ∞.
where ζ =
√
1/4 + z and k = k1 + k2 (k1, k2 ≥ 0). 
Now, we prove the high energy decay estimate of perturbed resolvent R
(k)
V
(z).
Lemma 5.3. Let V(x) satisfies that |V(x)| . (1 + |x|)−β with some β > 2. Then operators vR0(z)v ∈
B(0, 0) are compact for z ∈ C \ [0,+∞). Moreover, M(z) = U + vR0(z)v are invertible in L2(R3) for
z ∈ C \ [V0,+∞).
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Proof. By the free resolvent identity (1.6), we only need to show v
( − ∆ + 1
2
± √1/4 + z )−1v are
compact in L2(R3). Recall that the kernel k(ξ; x, y) of
( − ∆ − ξ)−1:
k(ξ; x, y) = e−i
√
ξ|x−y|/(4π|x − y|), Im
√
ξ > 0.
Thus, under the assumption on V , one can check that the Hilbert-Schmidt norm∫
R3
∫
R3
|v(x)k(ξ; x, y)v(y)|2dxdy < ∞.
Next, we show that M(z) = U + vR0(z)v is invertible by Fredholm’s alternative theorem. We claim
that (H − z)ψ = 0 only has trivial solution in L2(R3). In fact, for z ∈ C \ R, if ψ , 0, then
Im
(
(H − z)ψ, ψ) = −Im z(ψ, ψ) , 0.
Since
(
(H−z)ψ, ψ) = (Hψ, ψ)−z(ψ, ψ) and (Hψ, ψ) ∈ R, hence (H−z)ψ , 0 if ψ , 0. For z ∈ C\R
and Re(z) < V0, then
Re
(
(H − z)ψ, ψ) ≥ Re(V0 − z)(ψ, ψ) , 0
provided ψ , 0. Thus (H − z)ψ , 0 if ψ , 0.
Let ψ = Uvφ. Then M(z)φ = 0 if and only if (H − z)ψ = 0. Thus M(z)φ = 0 only has zero
solution. Hence, Fredholm’s alternative theorem tells that M(z) = U + vR0(z)v is invertible. 
Proposition 5.4. Let k = 0, 1, 2, · · · , and |V(x)| . (1 + |x|)−β with β > 2k + 2. For large z ∈
C \ [V0,+∞) and any s, s′ > k + 1/2, then∥∥∥R(k)
V
(z)
∥∥∥
B(s,−s′) ≤ C(σ, k)
(|z|−(3+3k)/4), |z| → ∞. (5.4)
Proof. For k = 0, by identity (3.1) and Proposition 5.2, the above bound (5.4) holds by the uni-
formly boundedness of M(z)−1 for large z ∈ C \ [V0,+∞) in L2. It is equivalent to prove that for
large z ∈ C \ [0,+∞), ∥∥∥ f ∥∥∥
L2(R3)
≤ C
∥∥∥(U + vR0(z)v) f ∥∥∥L2(R3).
In fact, by the triangle inequality we have∣∣∣‖ f ‖L2 − ‖vR0(z)v f ‖L2 ∣∣∣ ≤ ∥∥∥(U + vR0(z)v) f ∥∥∥L2 ≤ ‖ f ‖L2 + ∥∥∥vR0(z)v f ∥∥∥L2 .
By the decay estimate (5.2), for |z| large enough, then∥∥∥vR0(z)v f ∥∥∥L2 ≤ C(s, a)|z|− 2m−12m ‖ f ‖L2 ≤ 14‖ f ‖L2.
For k ≥ 1, differentiating (3.1) k-times in z, then
R
(k)
V
(z) = R
(k)
0
(z) −
∑
k1+k2+k3=k
R
(k1)
0
(z)v
dk2
dzk2
[
M(z)−1
]
vR
(k3)
0
(z). (5.5)
Note that the derivative term d
k2
dzk2
[
M(z)−1
]
is a linear combination of terms such as
[
M(z)−1
] j
M(ℓ)(z)
with 0 ≤ j, ℓ < k2. By the representation of M(z), we know M(ℓ)(z) = vR(ℓ)0 (z)v for ℓ ≥ 1.
Since v(x)(1 + |x|)ℓ+1/2 ∈ L∞ under the assumption of V(x), thus (5.4) holds by mathematical
induction. 
Now, we show the limiting absorption principle for RV(z). For the resolvent of free Schro¨dinger
operator R(−∆; ζ), we have:
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Lemma 5.5. ( [JK79, Theorem 8.1] ) Let k = 0, 1, 2, · · · . If s > k+1/2, then R(k)(−∆; ζ) ∈ B(s,−s)
is continuous in ζ ∈ Ξ \ {0}. Further, the boundary value
R(k)(−∆; λ ± i0) = lim
ǫ↓0
R(k)(−∆; λ ± iǫ) ∈ B(s,−s)
exists for any λ ∈ (0,+∞). The decay estimate (5.3) can extend ζ ∈ C \ [0,+∞) to ζ ∈ Ξ \ {0}.
By the resolvent identity (1.6), for the free resolvent R0(z), we have:
Corollary 5.6. Let k = 0, 1, 2, · · · . For s > k + 1/2, then R(k)
0
(z) ∈ B(s,−s) is continuous in
z ∈ Ξ \ {0}. Further, the boundary value
R
(k)
0
(λ ± i0) = lim
ǫ↓0
R
(k)
0
(λ ± iǫ) ∈ B(s,−s)
exists for any λ ∈ (0, +∞), and the bound∥∥∥R(k)
0
(z)
∥∥∥
B(s,−s) = O
(|z|−(3+3k)/4) (5.6)
holds as z →∞ in Ξ \ {0}.
Next, under the spectral assumption that H has no positive embedded eigenvalues, we prove
that the boundary value R±
V
(λ) exists on λ ∈ (0, +∞). Recall that V0 is the minimal value of
potential function V . If V0 ≥ 0, then the segment [V0, 0] = {0}.
Lemma 5.7. Let |V(x)| . (1 + |x|)−β with some β > 2. For λ ≥ 0, then vR±
0
(λ)v ∈ B(0, 0) are
compact.
Proof. Recall the kernel of R±
0
(λ):
R±0 (λ; x, y) =
1
1 + 2η2
(
e±iη|x−y|
4π|x − y| −
e−
√
1+η2 |x−y|
4π|x − y|
)
,
where η =
(√
1/4 + λ − 1/2
)1/2
. Thus for λ ≥ 0, then
∣∣∣∣R±0 (λ; x, y)∣∣∣∣ ≤ 12π|x−y| . Since the Hilbert-
Schmidt norm of v(x)|x−y|−1v(y) is finite under the assumption of V , thus vR±
0
(λ)v are compact. 
Lemma 5.8. For H = ∆2 − ∆ + V, assume that H has no positive embedded eigenvalue.
(1) Let |V(x)| . (1+|x|)−β with some β > 2. For s, s′ > 1/2, then RV(z) ∈ B(s,−s′) is continuous
for z ∈ Ξ \ (Σ ∪ {0}). Furthermore, the boundary value
R±V(λ) = lim
ǫ↓0
RV(λ ± iǫ) ∈ B(s,−s′)
exists for λ ∈ σc(H) \ (Σ ∪ {0}).
(2) Let |V(x)| . (1+ |x|)−β with some β > 2. Assume that 0 is a regular point of H. For s, s′ > 1,
then the function RV(z) ∈ B(s,−s′) defined on z ∈ Ξ \ Σ is continuous at z = 0.
Proof. The conclusions follow from Lemma 5.7 and symmetric resolvent identity (3.1) provided[
U + vR0(λ ± iǫ)v
]−1 → [U + vR0(λ ± i0)v]−1, ǫ ↓ 0.
The convergence holds if and only if both limit operators U + vR0(λ ± i0)v : L2(R3) → L2(R3) are
invertible. According to Lemma 5.7 and Fredholm’s alternative theorem, it is enough to show that[
U + vR0(λ ± i0)v
]
φ = 0 only admits zero solution in L2(R3). Note that
[
U + vR0(λ ± i0)v
]
φ = 0
equals (H − λ)ψ = 0 with ψ = Uvφ. Thus φ = 0 under the assumptions that zero is a regular point
of H and H has no positive eigenvalue. 
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5.2. Proof of dispersive estimate for large energy. To deal with the large energy part, we use
the resolvent identity:
R±V(λ) = R
±
0 (λ) − R±0 (λ)VR±0 (λ) + R±0 (λ)VR±V(λ)VR±0 (λ). (5.7)
From Proposition 2.1, we know that the first summand in (5.7) satisfies the expected estimates.
Therefore, it suffices to establish the expected bounds for the last two summands in (5.7). Denote
R±0 (η; x, y) :=
[
R±0 (λ)VR
±
0 (λ)
]
(x, y);
R±V(η; x, y) :=
[
R±0 (λ)VR
±
V(λ)VR
±
0 (λ)
]
(x, y).
Recall that λ = η4 + η2. For the term R±V(η; x, y), we will use the estimates of R±V(λ) in the weighted
spaces B(s,−s) for some suitable s > 0. However, when t > 1 then R±V(λ) satisfies different
estimates for 1 > η > t−1/2 and for η > 1 by the low energy asymptotic expansions Theorem 3.8
and the high energy decay estimates Theorem 5.1. Thus for the term R±
V
(η; x, y), when t > 1, we
split t−1/2 < η < ∞ into middle part t−1/2 < η < t and large part η > t.
For small time 0 < t ≤ 1 and large time t > 1 with high energy η > t, we have:
Proposition 5.9. For H = ∆2 − ∆ + V with |V(x)| . (1 + |x|)−β for some β > 3. Assume that H has
no positive embedded eigenvalue. For t > 1, then
sup
x,y∈R3
∣∣∣∣∣∣
∫ ∞
t
e−it(η
4+η2)
[
R+V(λ; x, y) − R−V(λ; x, y)
]
(4η3 + 2η) dη
∣∣∣∣∣∣ . |t|−3/2.
For 0 < t ≤ 1, then
sup
x,y∈R3
∣∣∣∣∣∣
∫ ∞
t−1/4
e−it(η
4+η2)
[
R+V(λ; x, y) − R−V(λ; x, y)
]
(4η3 + 2η) dη
∣∣∣∣∣∣ . |t|−3/4.
For large time t > 1 with middle energy t−1/2 < η < t, we have:
Proposition 5.10. For H = ∆2 −∆+V with |V(x)| . (1+ |x|)−β for some β > 0. Assume that H has
no positive embedded eigenvalue.
(1) If 0 is a regular point of H, let β > 3, then
sup
x,y∈R3
∣∣∣∣∣∣
∫ t
t−1/2
e−it(η
4+η2)
[
R+V(λ; x, y) − R−V(λ; x, y)
]
(4η3 + 2η) dη
∣∣∣∣∣∣ . |t|−3/2, t > 1.
(2) If 0 is a resonance of H, let β > 5, then
sup
x,y∈R3
∣∣∣∣∣∣
∫ t
t−1/2
e−it(η
4+η2)
[
R+V(λ; x, y) − R−V(λ; x, y)
]
(4η3 + 2η) dη
∣∣∣∣∣∣ . |t|−1+, t > 1.
(3) If 0 is a resonance and / or eigenvalue of H, let β > 7, then
sup
x,y∈R3
∣∣∣∣∣∣
∫ t
t−1/2
e−it(η
4+η2)
[
R+V(λ; x, y) − R−V(λ; x, y)
]
(4η3 + 2η) dη
∣∣∣∣∣∣ . |t|−1/2, t > 1.
Since ‖R±V(λ)‖B(s,−s) is continuous for λ > 0 with suitable s > 0, thus ‖R±V(η4 + η2)‖B(s,−s) for
t−1/2 < η < t is controlled by ‖R±V(η4 + η2)‖B(s,−s) for η near zero or η approaches ∞. However, the
presence of zero resonance or eigenvalue affect the asymptotic propertity of R±
V
(λ), see Theorem
3.8. Thus for the middle energy t−1/2 < η < t (t > 1), R±
V
(η4 + η2) satisfies the following estimates:
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Lemma 5.11. For H = ∆2 − ∆ + V with |V(x)| . (1 + |x|)−β for some β > 0. Assume that H has
positive embedded eigenvalue. Then
∥∥∥∥R±V(η4 + η2)∥∥∥∥
B(s,−s)
.

1, 0 is regular;
η−1 0 is a resonance;
η−2, 0 is a resonance and/or eigenvalue;
and ∥∥∥∥ d
dη
R±V(η
4 + η2)
∥∥∥∥
B(s,−s)
.

1, 0 is regular;
η−2 0 is a resonance;
η−3, 0 is a resonance and/or eigenvalue.
Here we choose β > 3, s > 3/2 if 0 is a regular point, β > 5, s > 5/2 if 0 is a resonance and
β > 7, s > 7/2 if 0 is a resonance and / or eigenvalue.
Proof. Recall that
R±V(η
4 + η2) = R±0 (η
4 + η2) − R±0 (η4 + η2)v
(
M±(η4 + η2)
)−1
vR±0 (η
4 + η2)
where v(x) = |V(x)|1/2. Thus
d
dη
R±V(η
4 + η2) =
[ d
dη
R±0 (η
4 + η2)
]
−
[ d
dη
R±0 (η
4 + η2)
]
v
(
M±(η4 + η2)
)−1
vR±0 (η
4 + η2)
− R±0 (η4 + η2)v
[ d
dη
(
M±(η4 + η2)
)−1]
vR±0 (η
4 + η2)
− R±0 (η4 + η2)v
(
M±(η4 + η2)
)−1
v
[ d
dη
R±0 (η
4 + η2)
]
.
Further, since
d
dη
(
M±(η4+η2)
)−1
=
d
dη
(
U+vR±0 (η
4+η2)v
)−1
=
(
M±(η4+η2)
)−1
v
[ d
dη
R±0 (η
4+η2)
]
v
(
M±(η4+η2)
)−1
.
Substituting asymptotic expansions of
(
M±(η4 + η2)
)−1
and d
dη
R±
0
(η4 + η2) (see Lemma 3.1 and
Theorem 3.8) into the preceding identity, then we obtain the asymptotic expansion of d
dη
(
M±(η4 +
η2)
)−1
as η → 0. Espescially, when 0 is a resonance and / or eigenvalue, then
d
dη
(
M±(η4 + η2)
)−1
=
(
η−2S 2(S 2vG2vS 2)
−1S 2 + η
−1A±−1 + A
±
0 + O(η)
)
v
(
± iG1 + 2ηG2 + O(η2)
)
v
·
(
η−2S 2(S 2vG2vS 2)
−1S 2 + η
−1A±−1 + A
±
0 + O(η)
)
.
Recall that PS 2 = S 2P = 0. Thus the term of η
−4 is
S 2(S 2vG2vS 2)
−1S 2vG1vS 2(S 2vG2vS 2)
−1S 2 =
‖V‖L1
4π
S 2(S 2vG2vS 2)
−1S 2PS 2(S 2vG2vS 2)
−1S 2 = 0.
By Lemma 4.1, then
sup
η≥0
∥∥∥R±0 (η4 + η2)∥∥∥B(s,−s) . 1, sup
η≥0
∥∥∥∥ d
dη
R±0 (η
4 + η2)
∥∥∥∥
B(s,−s)
. 1.
Note that
(
M±(η4 + η2)
)−1
exists in L2. Hence the lemma holds by Theorem 3.8 and 5.1. 
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Next, we give the proof of Proposition 5.9 and 5.10. For the second term R±
0
(η; x, y) in (5.7),
we have:
Lemma 5.12. Let |V(x)| . (1 + |x|)−β for some β > 3. For t > 1, then
sup
x,y∈R3
∣∣∣∣∣∣
∫ ∞
t−1/2
e−it(η
4+η2)
[
R+0 − R−0
]
(η; x, y) (4η3 + 2η) dη
∣∣∣∣∣∣ . |t|−3/2.
For 0 < t ≤ 1, then
sup
x,y∈R3
∣∣∣∣∣∣
∫ ∞
t−1/4
e−it(η
4+η2)R±0 (η; x, y) (4η3 + 2η) dη
∣∣∣∣∣∣ . |t|−3/4.
Proof. By Lemma 4.1, then
∣∣∣∣R±0 (η; x, y)∣∣∣∣ . ‖V‖L1(R3)( sup
x,y∈R3
∣∣∣R±0 (λ; x, y)∣∣∣)2 . 11 + 2η2
and
∣∣∣∣∣∣ ddηR±0 (η; x, y)
∣∣∣∣∣∣ . ‖V‖L1(R3)
(
sup
x,y∈R3
∣∣∣∣ d
dη
R±0 (λ; x, y)
∣∣∣∣)( sup
x,y∈R3
∣∣∣R±0 (λ; x, y)∣∣∣) . 1 + η(1 + 2η2)2 .
For 0 < t ≤ 1, integrating by parts, then
∣∣∣∣∣∣
∫ ∞
t−1/4
e−it(η
4+η2)R±0 (η; x, y) (4η3 + 2η) dη
∣∣∣∣∣∣
.
1
|t|
∣∣∣∣∣∣e−it(η4+η2)R±0 (η; x, y)
∣∣∣∣∞
t−1/4
∣∣∣∣∣∣ + 1|t|
∫ ∞
t−1/4
∣∣∣∣∣ ddηR±0 (η; x, y)
∣∣∣∣∣dη
.
1
|t|(1 + |t|−1/2) +
1
|t|
1
(1 + |t|−1/4)2 . |t|
−3/4, 0 < t ≤ 1.
For t > 1, we have:
∣∣∣∣∣∣
∫ ∞
t−1/2
e−it(η
4+η2)
[
R+0 − R−0
]
(η; x, y) (4η3 + 2η) dη
∣∣∣∣∣∣
.
∣∣∣∣∣∣
∫ ∞
t−1/2
e−it(η
4+η2)
[(
R+0 − R−0
)
VR+0
]
(η; x, y) d(η4 + η2)
∣∣∣∣∣∣
+
∣∣∣∣∣∣
∫ ∞
t−1/2
e−it(η
4+η2)
[
R−0V
(
R+0 − R−0
)]
(η; x, y) d(η4 + η2)
∣∣∣∣∣∣
:= I(t) + II(t).
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For the first term I(t), integrating by parts, then
I1(t) .
1
|t|
∣∣∣∣∣∣e−it(η4+η2)[(R+0 − R−0 )VR+0 ](η; x, y)
∣∣∣∣∞
t−1/2
∣∣∣∣∣∣ + 1|t|
∣∣∣∣∣
∫ ∞
t−1/2
e−it(η
4+η2) d
dη
[(
R+0 − R−0
)
VR+0
]
(η; x, y)dη
∣∣∣∣∣
.
1
|t|
∣∣∣∣∣∣e−it(η4+η2) 1(1 + 2η2)2
∫
R3
(
eiη|x−x1 | − e−iη|x−x1 |
4π|x − x1|
)
V(x1)
(
eiη|y−x1 | − e−
√
1+η2 |y−x1 |
4π|y − x1|
)
dx1
∣∣∣∣∞
t−1/2
∣∣∣∣∣∣
+
1
|t|
∣∣∣∣∣
∫ ∞
t−1/2
e−it(η
4+η2) d
dη
[(
R+0 − R−0
)
VR+0
]
(η; x, y)dη
∣∣∣∣∣
. |t|−3/2
∣∣∣∣∣∣ 1(1 + 2η2)2
∫
R3
(
eiη|x−x1 | − e−iη|x−x1 |
4πη|x − x1|
)
V(x1)
(
eiη|y−x1 | − e−
√
1+η2 |y−x1 |
4π|y − x1|
)
dx1
∣∣∣∣
η=t−1/2
∣∣∣∣∣∣
+
1
|t|
∣∣∣∣∣
∫ ∞
t−1/2
e−it(η
4+η2) d
dη
[(
R+0 − R−0
)
VR+0
]
(η; x, y)dη
∣∣∣∣∣
. |t|−3/2‖V‖L1(R3) +
1
|t|
∣∣∣∣∣
∫ ∞
t−1/2
e−it(η
4+η2) d
dη
[(
R+0 − R−0
)
VR+0
]
(η; x, y)dη
∣∣∣∣∣.
Now, we aim to show that
sup
x,y∈R3
∣∣∣∣∣
∫ ∞
t−1/2
e−it(η
4+η2) d
dη
[(
R+0 − R−0
)
VR+0
]
(η; x, y)dη
∣∣∣∣∣ . |t|−1/2, t > 1.
Since
d
dη
[(
R+0 − R−0
)
VR+0
]
(η; x, y)
=
d
dη
[
1
(1 + 2η2)2
∫
R3
(
eiη|x−x1 | − e−iη|x−x1 |
4π|x − x1|
)
V(x1)
(
eiη|y−x1 | − e−
√
1+η2 |y−x1 |
4π|y − x1|
)
dx1
]
=
−8η
(1 + 2η2)3
∫
R3
(
eiη|x−x1 | − e−iη|x−x1 |
4π|x − x1|
)
V(x1)
(
eiη|y−x1 | − e−
√
1+η2 |y−x1 |
4π|y − x1|
)
dx1
+
i
(1 + 2η2)2
∫
R3
(
eiη|x−x1 | + e−iη|x−x1 |
4π
)
V(x1)
(
eiη|y−x1 | − e−
√
1+η2 |y−x1 |
4π|y − x1|
)
dx1
+
1
(1 + 2η2)2
∫
R3
(
eiη|x−x1 | − e−iη|x−x1 |
4π|x − x1|
)
V(x1)
(
ieiη|y−x1 | + η(1 + η2)−1/2e−
√
1+η2 |y−x1 |
4π
)
dx1.
Furthermore, note that
sup
x,y∈R3
∣∣∣∣∣∣e
iη|x−x1 | − e−iη|x−x1 |
4π|x − x1|
∣∣∣∣∣∣ . η; sup
x,y∈R3
∣∣∣∣∣∣e
iη|y−x1 | − e−
√
1+η2 |y−x1 |
4π|y − x1|
∣∣∣∣∣∣ . η + √1 + η2;
and
sup
x,y∈R3
∣∣∣∣∣∣ ddη e
iη|x−x1 | − e−iη|x−x1 |
4π|x − x1|
∣∣∣∣∣∣ . 1; sup
x,y∈R3
∣∣∣∣∣∣ ddη e
iη|y−x1 | − e−
√
1+η2 |y−x1 |
4π|y − x1|
∣∣∣∣∣∣ . 1 + η(1 + η2)−1/2.
By van der Corput’s lemma, then
sup
x,y∈R3
∣∣∣∣∣
∫ ∞
t−1/2
e−it(η
4+η2)
∫
R3
−8η
(1 + 2η2)3
(
eiη|x−x1 | − e−iη|x−x1 |
4π|x − x1|
)
V(x1)
(
eiη|y−x1 | − e−
√
1+η2 |y−x1 |
4π|y − x1|
)
dx1dη
∣∣∣∣∣ . |t|−1/2.
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For the remaining terms, similarly, we have
∣∣∣∣∣
∫ ∞
t−1/2
e−it(η
4+η2) i
(1 + 2η2)2
∫
R3
(
eiη|x−x1 | + e−iη|x−x1 |
4π
)
V(x1)
(
eiη|y−x1 | − e−
√
1+η2 |y−x1 |
4π|y − x1|
)
dx1dη
∣∣∣∣∣
=
∣∣∣∣∣
∫
R3
∫ ∞
t−1/2
(
e−it(η
4+η2− η|x−x1 |
t
) + e−it(η
4+η2+
η|x−x1 |
t
)
)( eiη|y−x1 | − e−√1+η2 |y−x1 |
16π2(1 + 2η2)2|y − x1|
)
dηV(x1)dx1
∣∣∣∣∣ . |t|−1/2.
Applying van der Corput’s lemma again, we also obtain
∣∣∣∣∣
∫ ∞
t−1/2
e−it(η
4+η2) 1
(1 + 2η2)2
∫
R3
(
eiη|x−x1 | − e−iη|x−x1 |
4π|x − x1|
)
V(x1)
(
ieiη|y−x1 | + η(1 + η2)−1/2e−
√
1+η2 |y−x1 |
4π
)
dx1dη
∣∣∣∣∣
.
∣∣∣∣∣
∫
R3
∫ ∞
t−1/2
e−it(η
4+η2−η|y−x1 |/t)
(
eiη|x−x1 | − e−iη|x−x1 |
16π2(1 + 2η2)2|x − x1|
)
dηV(x1)dx1
∣∣∣∣∣
+
∣∣∣∣∣
∫ ∞
t−1/2
e−it(η
4+η2)
∫
R3
η(1 + η2)−1/2
16π2(1 + 2η2)2
(
eiη|x−x1 | − eiη|x−x1 |
|x − x1|
)
V(x1)e
−
√
1+η2 |y−x1 |dx1dη
∣∣∣∣∣
. |t|−1/2.
Hence, we get I(t) . |t|−3/2 for t > 1. Applying the similar arguments to II(t) as for I(t), we can
obtain II(t) . |t|−3/2 for t > 1. 
For the third term R±V(η; x, y) in (5.7), we have:
Lemma 5.13. Let |V(x)| . (1 + |x|)−β for some β > 3. For t > 1, then
sup
x,y∈R3
∣∣∣∣∣∣
∫ ∞
t
e−it(η
4+η2)[R+V − R−V](η; x, y) (4η3 + 2η) dη
∣∣∣∣∣∣ . |t|−3/2.
For 0 < t ≤ 1, then
sup
x,y∈R3
∣∣∣∣∣∣
∫ ∞
t−1/4
e−it(η
4+η2)R±V(η; x, y) (4η3 + 2η) dη
∣∣∣∣∣∣ . |t|−3/4.
Proof. Note that L∞(R3) ⊂ L2−s(R3) for any s > 3/2. From Lemma 4.1 and Theorem 5.1, then∥∥∥∥R±V(η)∥∥∥∥
L1→L∞
≤
∥∥∥R±0 (λ)∥∥∥L2s→L∞∥∥∥VR±V(λ)V∥∥∥L2−s→L2s∥∥∥R±0 (λ)∥∥∥L1→L2−s
≤
∥∥∥R±0 (λ)∥∥∥L1→L∞‖V‖L2−s→L2s∥∥∥R±V(λ)∥∥∥L2s→L2−s‖V‖L2−s→L2s∥∥∥R±0 (λ)∥∥∥L1→L∞
.
(
η +
√
1 + η2
1 + 2η2
)2(
η4 + η2
)−3/4
.
1
1 + 2η2
η−3/2
(1 + η2)3/4
.
1
η3/2(1 + η2)7/4
. η−1.
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Similarly, for 1 < η, we have∥∥∥∥ d
dη
R±V(η)
∥∥∥∥
L1→L∞
.
∥∥∥∥ d
dη
R±0 (λ)
∥∥∥∥
L2s→L∞
‖V‖L2−s→L2s
∥∥∥R±V(λ)∥∥∥L2s→L2−s‖V‖L2−s→L2s∥∥∥R±0 (λ)∥∥∥L1→L2−s
+
∥∥∥R±0 (λ)∥∥∥L2s→L∞‖V‖L2−s→L2s∥∥∥dλdη ddλR±V(λ)
∥∥∥
L2s→L2−s
‖V‖L2−s→L2s
∥∥∥R±0 (λ)∥∥∥L1→L2−s
.
(
η(η +
√
1 + η2)
(1 + 2η2)2
+
1 + η(1 + η2)−1/2
1 + 2η2
)(
η4 + η2
)−3/4η + √1 + η2
1 + 2η2
+
(
η +
√
1 + η2
1 + 2η2
)2(
η4 + η2
)−3/2(
4η3 + 2η
)
.
1
η3/2(1 + η2)9/4
+
1
η2(1 + η2)3/2
. η−2.
Integrating by parts, for 0 < t ≤ 1 then∣∣∣∣∣
∫ ∞
t−1/4
e−it(η
4+η2)R±V(η; x, y)d(η4 + η2)
∣∣∣∣∣ . 1|t|
∣∣∣∣∣∣e−it(η4+η2)R±V(η; x, y)
∣∣∣∣∞
t−1/4
∣∣∣∣∣∣ + 1|t|
∫ ∞
t−1/4
∣∣∣∣∣ ddηR±V(η; x, y)
∣∣∣∣∣dη
.
1
|t|
(
|t|−1/4
)−1
+
1
|t| |t|
1/4
. |t|−3/4.
For t > 1, we have∣∣∣∣∣
∫ ∞
t
e−it(η
4+η2)R±V(η; x, y)d(η4 + η2)
∣∣∣∣∣ .
∫ ∞
t
∣∣∣∣∣(4η3 + 2η)R±V(η; x, y)
∣∣∣∣∣dη
.
∫ ∞
t
∣∣∣∣∣ 4η3 + 2ηη3/2(1 + η2)7/4
∣∣∣∣∣dη . |t|−3/2.

Proof of Proposition 5.10. It is enough to show that
[(
R+0−R−0
)
VR±VVR
+
0
]
(η; x, y) and
[
R−0VR
±
VV
(
R+0−
R−0
)]
(η; x, y) satisfy the corresponding estimates in Proposition 5.10. Here, we show the proof for[(
R+0 − R−0
)
VR±VVR
+
0
]
(η; x, y) since
[
R−0VR
±
VV
(
R+0 − R−0
)]
(η; x, y) holds by the same arguments.
Integrating by parts, then∣∣∣∣∣∣
∫ t
t−1/2
e−it(η
4+η2)
[(
R+0 − R−0
)
VR±VVR
+
0
]
(η; x, y) (4η3 + 2η) dη
∣∣∣∣∣∣
.
1
|t|
∣∣∣∣∣∣e−it(η4+η2)[(R+0 − R−0 )VR±VVR+0 ](η; x, y)
∣∣∣∣t
t−1/2
∣∣∣∣∣∣ + 1|t|
∣∣∣∣∣∣
∫ t
t−1/2
e−it(η
4+η2) d
dη
[(
R+0 − R−0
)
VR±VVR
+
0
]
(η; x, y) dη
∣∣∣∣∣∣
.
1
|t|
∣∣∣∣∣∣[(R+0 − R−0 )VR±VVR+0 ](t; x, y)
∣∣∣∣∣∣ + 1|t|
∣∣∣∣∣∣[(R+0 − R−0 )VR±VVR+0 ](t−1/2; x, y)
∣∣∣∣∣∣
+
1
|t|
∫ t
t−1/2
∣∣∣∣∣∣ ddη
[(
R+0 − R−0
)
VR±VVR
+
0
]
(η; x, y)
∣∣∣∣∣∣ dη
. |t|−2 + 1|t|
∣∣∣∣∣∣[(R+0 − R−0 )VR±VVR+0 ](t−1/2; x, y)
∣∣∣∣∣∣ + 1|t|
∫ t
t−1/2
∣∣∣∣∣∣ ddη
[(
R+0 − R−0
)
VR±VVR
+
0
]
(η; x, y)
∣∣∣∣∣∣ dη.
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By Lemma 4.1, then∥∥∥∥[(R+0 − R−0 )VR±VVR+0 ](η)∥∥∥∥
L1→L∞
≤
∥∥∥R+0 − R−0∥∥∥L2s→L∞∥∥∥VR±VV∥∥∥L2−s→L2s∥∥∥R±0∥∥∥L1→L2−s
≤
∥∥∥R+0 − R−0∥∥∥L1→L∞‖V‖L2−s→L2s∥∥∥R±V∥∥∥L2s→L2−s‖V‖L2−s→L2s∥∥∥R±0∥∥∥L1→L∞
.
η
(
η +
√
1 + η2
)
(1 + 2η2)2
∥∥∥R±V∥∥∥L2s→L2−s .
Similarly, we have∥∥∥∥ d
dη
[(
R+0 − R−0
)
VR±VVR
+
0
]
(η)
∥∥∥∥
L1→L∞
.
∥∥∥∥ d
dη
(
R+0 − R−0
)∥∥∥∥
L2s→L∞
‖V‖L2−s→L2s
∥∥∥R±V∥∥∥L2s→L2−s‖V‖L2−s→L2s∥∥∥R±0∥∥∥L1→L2−s
+
∥∥∥R+0 − R−0∥∥∥L2s→L∞‖V‖L2−s→L2s
∥∥∥∥ d
dη
R±V
∥∥∥∥
L2s→L2−s
‖V‖L2−s→L2s
∥∥∥R±0∥∥∥L1→L2−s
+
∥∥∥R+0 − R−0∥∥∥L2s→L∞‖V‖L2−s→L2s
∥∥∥∥R±V∥∥∥∥
L2s→L2−s
‖V‖L2−s→L2s
∥∥∥∥ d
dη
R±0
∥∥∥∥
L1→L2−s
.
η +
√
1 + η2
(1 + 2η2)2
∥∥∥R±V∥∥∥L2s→L2−s + η
(
η +
√
1 + η2
)
(1 + 2η2)2
∥∥∥∥ d
dη
R±V
∥∥∥∥
L2s→L2−s
+
η
(1 + 2η2)2
∥∥∥R±V∥∥∥L2s→L2−s .
Thus by Lemma 5.11, for t > 1 we have
1
|t|
∣∣∣∣∣∣[(R+0 − R−0 )VR±VVR+0 ](t−1/2; x, y)
∣∣∣∣∣∣ .

|t|−3/2, 0 is regular;
|t|−1, 0 is a resonance;
|t|−1/2, 0 is a resonance and/or eigenvalue.
When 0 is a resonance, then
1
|t|
∫ t
t−1/2
∣∣∣∣∣∣ ddη
[(
R+0 − R−0
)
VR±VVR
+
0
]
(η; x, y)
∣∣∣∣∣∣ dη . 1|t|
∫ t
t−1/2
η +
√
1 + η2
(1 + 2η2)2
η−1 dη . |t|−1+, t > 1.
When 0 is a resonance and / or an eigenvalue, then
1
|t|
∫ t
t−1/2
∣∣∣∣∣∣ ddη
[(
R+0 − R−0
)
VR±VVR
+
0
]
(η; x, y)
∣∣∣∣∣∣ dη . 1|t|
∫ t
t−1/2
η−2 dη . |t|−1/2, t > 1.
However, when 0 is a regular point, we will show that
1
|t|
∣∣∣∣∣∣
∫ t
t−1/2
e−it(η
4+η2) d
dη
[(
R+0 − R−0
)
VR±VVR
+
0
]
(η; x, y) dη
∣∣∣∣∣∣ . |t|−3/2, t > 1.

Lemma 5.14. If 0 is a regular point of H, for t > 1, then
sup
x,y∈R3
∣∣∣∣∣∣
∫ t
t−1/2
e−it(η
4+η2) d
dη
[(
R+0 − R−0
)
VR±VVR
+
0
]
(η; x, y) dη
∣∣∣∣∣∣ . |t|−1/2.
Proof. Since
R±V = R
±
0 − R±0v
(
M±(η4 + η2)
)−1
vR±0 ,
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thus it is enough to show that
sup
x,y∈R3
∣∣∣∣∣∣
∫ t
t−1/2
e−it(η
4+η2) d
dη
[(
R+0 − R−0
)
VR±0VR
+
0
]
(η; x, y) dη
∣∣∣∣∣∣ . |t|−1/2 (5.8)
and
sup
x,y∈R3
∣∣∣∣∣∣
∫ t
t−1/2
e−it(η
4+η2) d
dη
[(
R+0 − R−0
)
VR±0v
(
M±
)−1
vR±0VR
+
0
]
(η; x, y) dη
∣∣∣∣∣∣ . |t|−1/2. (5.9)
Applying the similar arguments to d
dη
[(
R+
0
− R−
0
)
VR±
0
VR+
0
]
(η; x, y) as what we treat the term(
R+
0
− R−
0
)
VR±
0
in the proof of Lemma 5.12, we can get estimate (5.8) holds. Next, we apply the
van der Corput’s lemma to show (5.9) holds. Denotes
RM(η; x, y) =
[(
R+0 − R−0
)
VR±0v
( d
dη
(
M±
)−1)
vR±0VR
+
0
]
(η; x, y);
R1(η; x, y) =
[( d
dη
(
R+0 − R−0
))
VR±0v
(
M±
)−1
vR±0VR
+
0
]
(η; x, y);
R2(η; x, y) =
[(
R+0 − R−0
)
V
( d
dη
R±0
)
v
(
M±
)−1
vR±0VR
+
0
]
(η; x, y);
R3(η; x, y) =
[(
R+0 − R−0
)
VR±0v
(
M±
)−1
v
( d
dη
R±0
)
VR+0
]
(η; x, y);
R4(η; x, y) =
[(
R+0 − R−0
)
VR±0v
(
M±
)−1
vR±0V
( d
dη
R+0
)]
(η; x, y).
By Lemma 4.1 and 5.11, for s > 3/2, then
sup
x,y∈R3
∣∣∣∣RM(η; x, y)∣∣∣∣ . ∥∥∥R+0 − R−0 ∥∥∥L2s→L∞∥∥∥VR±0v∥∥∥L2→L2s
∥∥∥∥ d
dη
(
M±
)−1∥∥∥∥
L2→L2
∥∥∥vR±0V∥∥∥L2−s→L2∥∥∥R+0∥∥∥L1→L2−s
.
∥∥∥R+0 − R−0 ∥∥∥L1→L∞∥∥∥(1 + | · |)sVR±0v∥∥∥L2→L2∥∥∥∥ ddη(M±)−1
∥∥∥∥
L2→L2
∥∥∥vR±0V(1 + | · |)s∥∥∥L2→L2∥∥∥R+0 ∥∥∥L1→L∞
.
η(1 + η)
(1 + 2η2)2
.
Similarly, we have
sup
x,y∈R3
∣∣∣∣R j(η; x, y)∣∣∣∣ . η(1 + η)
(1 + 2η2)2
, j = 2, 3;
sup
x,y∈R3
∣∣∣∣R j(η; x, y)∣∣∣∣ . 1 + η
(1 + 2η2)2
, j = 1, 4.
Hence supη>0 supx,y∈R3
∣∣∣∣R j(η; x, y)∣∣∣∣ . 1 for j = M, 1, 2, 3, 4. Furthermore, we have
sup
x,y∈R3
∣∣∣∣ d
dη
RM(η; x, y)
∣∣∣∣ . 4∑
j=1
sup
x,y∈R3
∣∣∣∣R j(η; x, y)∣∣∣∣ + ∥∥∥R+0 − R−0 ∥∥∥L1→L∞∥∥∥(1 + | · |)sVR±0v∥∥∥L2→L2
×
∥∥∥∥ d2
dη2
(
M±
)−1∥∥∥∥
L2→L2
∥∥∥vR±0V(1 + | · |)s∥∥∥L2→L2∥∥∥R+0 ∥∥∥L1→L∞
.
η(1 + η)
(1 + 2η2)2
+
1 + η
(1 + 2η2)2
∈ L1(R).
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Here, since 0 is a regular point of H, by Theorem 3.8, then
∥∥∥(M±)−1∥∥∥
L2→L2 . 1. Thus∥∥∥∥ d2
dη2
(
M±
)−1∥∥∥∥
L2→L2
.
∥∥∥∥(M±)−1v( d2
dη2
R±0
)
v
(
M±
)−1∥∥∥∥
L2→L2
+
∥∥∥∥(M±)−1v( d
dη
R±0
)
v
(
M±
)−1
v
( d
dη
R±0
)
v
(
M±
)−1∥∥∥∥
L2→L2
. 1 +
∥∥∥∥(M±)−1∥∥∥∥
L2→L2
∥∥∥v(x)|x − y|v(y)∥∥∥
L2(R3)→L2(R3)
∥∥∥∥(M±)−1∥∥∥∥
L2→L2
. 1.
For R j(η; x, y), j = 2, 3, we also have
sup
x,y∈R3
∣∣∣∣ d
dη
R j(η; x, y)
∣∣∣∣ . η(1 + η)
(1 + 2η2)2
+
1 + η
(1 + 2η2)2
∈ L1(R).
By the van der Corput’s lemma, we obtain for j = M, 2, 3:
sup
x,y∈R3
∣∣∣∣∣∣
∫ t
t−1/2
e−it(η
4+η2)R j(η; x, y) dη
∣∣∣∣∣∣ . |t|−1/2.
For R1(η; x, y), since
R1(η; x, y) =
∫
R12
d
dη
(
R+0 − R−0
)
(η; x, x1)V(x1)R
±
0 (η; x1, x2)v(x2)
(
M±
)−1
(η; x2, x3)v(x3)
× R±0 (η; x3, x4)V(x4)R+0 (η; x4, y)dx1dx2dx3dx4
=
∫
R12
(
eiη|x−x1 | + e−iη|x−x1 |
)
V(x1)R
±
0 (η; x1, x2)v(x2)
(
M±
)−1
(η; x2, x3)v(x3)
× R±0 (η; x3, x4)V(x4)R+0 (η; x4, y)dx1dx2dx3dx4
:=
∫
R12
(
eiη|x−x1 | + e−iη|x−x1 |
)M(η; x1, x2, x3, x4, y)dx1dx2dx3dx4.
Thus, we have∣∣∣∣∣∣
∫ t
t−1/2
e−it(η
4+η2)R1(η; x, y) dη
∣∣∣∣∣∣ =
∣∣∣∣∣∣
∫
R12
∫ t
t−1/2
(
e−it(η
4+η2−η|x−x1 |/t) + e−it(η
4+η2+η|x−x1 |/t)
)
×M(η; x1, x2, x3, x4, y) dηdx1dx2dx3dx4
∣∣∣∣∣∣
Then apply the van der Corput’s lemma to the two integrals on the right side, we obtain
sup
x,y∈R3
∣∣∣∣∣∣
∫ t
t−1/2
e−it(η
4+η2)R1(η; x, y) dη
∣∣∣∣∣∣ . |t|−1/2.
For R4(η; x, y), the above estimate also holds by the similar processes as for R1(η; x, y). 
Acknowledgments: Hongliang Feng is supported by the China Postdoctoral Science Fundation,
Grant No. 2019M653135.
References
[Agm75] Shmuel Agmon, Spectral properties of Schro¨dinger operators and scattering theory, Ann. Scuola Norm.
Sup. Pisa Cl. Sci. (4) 2 (1975), no. 2, 151–218. MR 0397194
[BAD87] Matania Ben-Artzi and Allen Devinatz, The limiting absorption principle for partial differential operators,
Mem. Amer. Math. Soc. 66 (1987), no. 364, iv+70. MR 878907
DISPERSIVE ESTIMATES 31
[BAKS00] Matania Ben-Artzi, Herbert Koch, and Jean-Claude Saut, Dispersion estimates for fourth order
Schro¨dinger equations, C. R. Acad. Sci. Paris Se´r. I Math. 330 (2000), no. 2, 87–92. MR 1745182
[Caz03] Thierry Cazenave, Semilinear Schro¨dinger equations, Courant Lecture Notes in Mathematics, vol. 10,
New York University, Courant Institute of Mathematical Sciences, New York; American Mathematical
Society, Providence, RI, 2003. MR 2002047
[CCV11] Fernando Cardoso, Claudio Cuevas, and Georgi Vodev, High frequency dispersive estimates for the
Schro¨dinger equation in high dimensions, Asymptot. Anal. 71 (2011), no. 4, 207–225. MR 2815001
[CS01] O. Costin and A. Soffer, Resonance theory for Schro¨dinger operators, Comm. Math. Phys. 224 (2001),
no. 1, 133–152, Dedicated to Joel L. Lebowitz. MR 1868995
[EG13] M. Burak Erdog˘an and William R. Green, Dispersive estimates for Schro¨dinger operators in dimen-
sion two with obstructions at zero energy, Trans. Amer. Math. Soc. 365 (2013), no. 12, 6403–6440.
MR 3105757
[EGT19] Burak Erdogan, William R. Green, and Ebru Toprak, On the Fourth order Schro¨dinger equation in three
dimensions: dispersive estimates and zero energy resonances, arXiv e-prints (2019), arXiv:1905.02890.
[ES04] M. Burak Erdog˘an andWilhelm Schlag,Dispersive estimates for Schro¨dinger operators in the presence of
a resonance and/or an eigenvalue at zero energy in dimension three. I, Dyn. Partial Differ. Equ. 1 (2004),
no. 4, 359–379. MR 2127577
[ES06] , Dispersive estimates for Schro¨dinger operators in the presence of a resonance and/or an eigen-
value at zero energy in dimension three. II, J. Anal. Math. 99 (2006), 199–248. MR 2279551
[FIP02] Gadi Fibich, Boaz Ilan, and George Papanicolaou, Self-focusing with fourth-order dispersion, SIAM J.
Appl. Math. 62 (2002), no. 4, 1437–1462. MR 1898529
[FSY18] Hongliang Feng, Avy Soffer, and Xiaohua Yao, Decay estimates and Strichartz estimates of fourth-order
Schro¨dinger operator, J. Funct. Anal. 274 (2018), no. 2, 605–658. MR 3724151
[FWY18] Hongliang Feng, Zhao Wu, and Xiaohua Yao, Time Asymptotic expansions of solution for fourth-order
Schro¨dinger equation with zero resonance or eigenvalue, arXiv e-prints (2018), arXiv:1812.00223.
[GG15] Michael Goldberg and William R. Green, Dispersive estimates for higher dimensional Schro¨dinger oper-
ators with threshold eigenvalues I: The odd dimensional case, J. Funct. Anal. 269 (2015), no. 3, 633–682.
MR 3350725
[GG17] , Dispersive estimates for higher dimensional Schro¨dinger operators with threshold eigenvalues
II. The even dimensional case, J. Spectr. Theory 7 (2017), no. 1, 33–86. MR 3629407
[Gol06] M. Goldberg, Dispersive bounds for the three-dimensional Schro¨dinger equation with almost critical po-
tentials, Geom. Funct. Anal. 16 (2006), no. 3, 517–536. MR 2238943
[GS04] M. Goldberg and W. Schlag, Dispersive estimates for Schro¨dinger operators in dimensions one and three,
Comm. Math. Phys. 251 (2004), no. 1, 157–178. MR 2096737
[GT19] William R. Green and Ebru Toprak, On the fourth order Schro¨dinger equation in four dimensions: dis-
persive estimates and zero energy resonances, J. Differential Equations 267 (2019), no. 3, 1899–1954.
MR 3945621
[GV06] Michael Goldberg and Monica Visan, A counterexample to dispersive estimates for Schro¨dinger operators
in higher dimensions, Comm. Math. Phys. 266 (2006), no. 1, 211–238. MR 2231971
[Jen80] Arne Jensen, Spectral properties of Schro¨dinger operators and time-decay of the wave functions results in
L2(Rm), m ≥ 5, Duke Math. J. 47 (1980), no. 1, 57–80. MR 563367
[Jen84] , Spectral properties of Schro¨dinger operators and time-decay of the wave functions. Results in
L2(R4), J. Math. Anal. Appl. 101 (1984), no. 2, 397–422. MR 748579
[JK79] Arne Jensen and Tosio Kato, Spectral properties of Schro¨dinger operators and time-decay of the wave
functions, Duke Math. J. 46 (1979), no. 3, 583–611. MR 544248
[JN01] Arne Jensen and Gheorghe Nenciu, A unified approach to resolvent expansions at thresholds, Rev. Math.
Phys. 13 (2001), no. 6, 717–754. MR 1841744
[JN04] , Erratum: “A unified approach to resolvent expansions at thresholds” [Rev. Math. Phys. 13
(2001), no. 6, 717–754; mr1841744], Rev. Math. Phys. 16 (2004), no. 5, 675–677. MR 2079122
[JPS10] Jin-Cheng Jiang, Benoit Pausader, and Shuanglin Shao, The linear profile decomposition for the fourth
order Schro¨dinger equation, J. Differential Equations 249 (2010), no. 10, 2521–2547. MR 2718708
[JSS91] J.-L. Journe´, A. Soffer, and C. D. Sogge, Decay estimates for Schro¨dinger operators, Comm. Pure Appl.
Math. 44 (1991), no. 5, 573–604. MR 1105875
[Kar94] V. I. Karpman, Solitons of the fourth order nonlinear Schro¨dinger equation, Phys. Lett. A 193 (1994),
no. 4, 355–358. MR 1298384
32 HONGLIANG FENG
[Kar96] , Stabilization of soliton instabilities by higher order dispersion: KdV-type equations, Phys. Lett.
A 210 (1996), no. 1-2, 77–84. MR 1372681
[KK12] Alexander Komech and Elena Kopylova, Dispersion decay and scattering theory, John Wiley & Sons,
Inc., Hoboken, NJ, 2012. MR 3015024
[KS00] V. I. Karpman and A. G. Shagalov, Stability of solitons described by nonlinear Schro¨dinger-type equations
with higher-order dispersion, Phys. D 144 (2000), no. 1-2, 194–210. MR 1779828
[LS00] Steven P. Levandosky and Walter A. Strauss, Time decay for the nonlinear beam equation, Methods Appl.
Anal. 7 (2000), no. 3, 479–487, Cathleen Morawetz: a great mathematician. MR 1869299
[Mur82] MinoruMurata, Asymptotic expansions in time for solutions of Schro¨dinger-type equations, J. Funct. Anal.
49 (1982), no. 1, 10–56. MR 680855
[MXZ09] Changxing Miao, Guixiang Xu, and Lifeng Zhao, Global well-posedness and scattering for the focusing
energy-critical nonlinear Schro¨dinger equations of fourth order in the radial case, J. Differential Equa-
tions 246 (2009), no. 9, 3715–3749. MR 2515176
[MXZ11] , Global well-posedness and scattering for the defocusing energy-critical nonlinear Schro¨dinger
equations of fourth order in dimensions d > 9, J. Differential Equations 251 (2011), no. 12, 3381–3402.
MR 2837688
[MZ16] Changxing Miao and Jiqiang Zheng, Scattering theory for the defocusing fourth-order Schro¨dinger equa-
tion, Nonlinearity 29 (2016), no. 2, 692–736. MR 3461612
[PS10] Benoit Pausader and Shuanglin Shao, The mass-critical fourth-order Schro¨dinger equation in high dimen-
sions, J. Hyperbolic Differ. Equ. 7 (2010), no. 4, 651–705. MR 2746203
[PX13] Benoit Pausader and Suxia Xia, Scattering theory for the fourth-order Schro¨dinger equation in low dimen-
sions, Nonlinearity 26 (2013), no. 8, 2175–2191. MR 3078112
[RS04] Igor Rodnianski and Wilhelm Schlag, Time decay for solutions of Schro¨dinger equations with rough and
time-dependent potentials, Invent. Math. 155 (2004), no. 3, 451–513. MR 2038194
[RWZ16] Michael Ruzhansky, BaoxiangWang, and Hua Zhang,Global well-posedness and scattering for the fourth
order nonlinear Schro¨dinger equations with small data in modulation and Sobolev spaces, J. Math. Pures
Appl. (9) 105 (2016), no. 1, 31–65. MR 3427938
[Sch05] W. Schlag, Dispersive estimates for Schro¨dinger operators in dimension two, Comm. Math. Phys. 257
(2005), no. 1, 87–117. MR 2163570
[Sch07] , Dispersive estimates for Schro¨dinger operators: a survey, Mathematical aspects of nonlinear
dispersive equations, Ann. of Math. Stud., vol. 163, Princeton Univ. Press, Princeton, NJ, 2007, pp. 255–
285. MR 2333215
[Seg11] Jun-Ichi Segata, A remark on asymptotics of solutions to Schro¨dinger equation with fourth-order disper-
sion, Asymptot. Anal. 75 (2011), no. 1-2, 25–36. MR 2884085
[Seg15] Jun-ichi Segata, Long time behavior of solutions to non-linear Schro¨dinger equations with higher order
dispersion, Nonlinear dynamics in partial differential equations, Adv. Stud. Pure Math., vol. 64, Math.
Soc. Japan, Tokyo, 2015, pp. 151–162. MR 3381199
[Ste93] Elias M. Stein, Harmonic analysis: real-variable methods, orthogonality, and oscillatory integrals,
Princeton Mathematical Series, vol. 43, Princeton University Press, Princeton, NJ, 1993, With the as-
sistance of Timothy S. Murphy, Monographs in Harmonic Analysis, III. MR 1232192
[Yaj95] Kenji Yajima, The Wk,p-continuity of wave operators for Schro¨dinger operators, J. Math. Soc. Japan 47
(1995), no. 3, 551–581. MR 1331331
[Yaj05] K. Yajima, Dispersive estimates for Schro¨dinger equations with threshold resonance and eigenvalue,
Comm. Math. Phys. 259 (2005), no. 2, 475–509. MR 2172692
Hongliang Feng, School ofMathematics, Sun Yat-sen University, Guangzhou, 510275, P.R. China
E-mail address: fenghongliang@aliyun.com
