




























TITULO DEL TFC: Implementación y evaluación experimental de 
protocolos de control de acceso al medio basados en frame slotted-
ALOHA y tree-splitting para redes de sensores inalámbricos. 
 
TITULACIÓN: Enginyeria Tècnica Aeronàutica, especialitat 
Aeronavegació 
 
AUTORES: Sergio Luz Fernández  
                    Eduardo Sánchez Recuero 
                  
DIRECTORES: Francisco Vázquez-Gallego, Jesús Alonso-Zárate  
 
SUPERVISOR: Luis Alonso 
 









Una de las principales problemáticas en las redes de comunicaciones M2M 
(Machine-to-Machine) es la gran cantidad de dispositivos que intentan acceder 
al canal de comunicaciones simultáneamente. Esto se agrava en aquellas 
aplicaciones en las que la cantidad de dispositivos es desconocida. Para 
resolver esta problemática, es necesario diseñar protocolos de control de 
acceso al medio (MAC) que se encarguen de gestionar el acceso de los 
dispositivos al canal de comunicaciones de una manera eficiente. 
 
Este proyecto tiene cómo objetivo implementar y evaluar el rendimiento de tres 
protocolos adecuados para redes M2M: Frame Slotted Aloha con feedback 
(FSA-FB), FSA sin feedback (FSA-noFB) y Contention Tree Algorithm (CTA). 
Los tres protocolos se han desarrollado  sobre Contiki OS, se ha verificado su 
funcionalidad sobre el simulador Cooja, y se ha evaluado su rendimiento 
experimentalmente sobre motas inalámbricas Zolertia Z1 que operan en la 
banda frecuencial de 2.4GHz. Las motas Z1 incorporan transceptores radio 
CC2420 de Texas Instruments, cuya capa física cumple con el estándar IEEE 
802.15.4. Además, las motas Z1 tienen sensores integrados y disponen de un 
puerto Universal Serial Bus (USB) para ser controlados desde un ordenador y 
transferir los datos al mismo. 
 
Las motas Z1 han sido programadas con el lenguaje de programación C, que 
se compila usando una aplicación de libre distribución montada sobre el 
sistema operativo Linux llamada Contiki y que se instala en las motas. El 
escenario de pruebas está compuesto por una mota coordinadora y un 
conjunto de motas esclavas o "slaves". El coordinador envía un comando para 
interrogar a los esclavos, los cuales responden de manera controlada 
ejecutando las reglas del protocolo MAC para enviar una cierta información de 
prueba. Las motas están programadas para ejecutar los protocolos MAC, 
medir el tiempo (retardo) que necesitan para finalizar con éxito todas las 
transmisiones de datos al coordinador y su consumo de energía durante la 
transferencia de datos. Este consumo se mide mediante la herramienta 
powertrace de Contiki. 
 
Este trabajo se ha centrado en comparar los protocolos FSA-FB, FSA-noFB y 
CTA en términos de retardo y consumo energético. Se han obtenido y 
comparado medidas experimentales y resultados de simulaciones hechas con 
Cooja. A lo largo del proceso, se han identificado los problemas asociados a 
la implementación software, comparando los resultados teóricos y los 
simulados, y las complicaciones derivadas de la implementación real 
observando las diferencias entre los resultados simulados y los de la 
implementación real. Tanto los resultados obtenidos sobre el simulador Cooja 
cómo los resultados experimentales demuestran que el protocolo más eficiente 
en términos de retardo es FSA-FB cuando se dispone de una buena 
estimación del número de esclavos. Sin embargo, CTA y FSA-FB son más 
eficientes en términos de consumo energético en función del número de slots 
por trama. Para experimentos con un número reducido de slots, de 3 a 10, 
CTA se sitúa cómo el protocolo más eficiente, sin embargo, a partir de 10 slots 






Finalmente, se han identificado las fortalezas y debilidades de Contiki OS para 




One of the main challenges in wireless communications networks between 
machines (M2M) is the need to provide large number of devices with access to 
a common communications channel. This is exacerbated in those applications 
in which the number of devices is unknown. To solve this problem, it is 
necessary to design medium access control (MAC) protocols responsible for 
managing the access of device communications to the shared channel 
efficiently. 
 
This project aims to implement and evaluate the performance of three protocols 
for M2M networks: Frame Slotted Aloha with feedback (FSA-FB), FSA without 
feedback (FSA-noFB) and Contention Tree Algorithm (CTA). The three 
protocols have been developed on Contiki OS, its functionality has been 
verified on Cooja simulator, and its performance has been evaluated 
experimentally on Z1 Zolertia wireless motes operating in the 2.4GHz 
frequency band. Z1 motes incorporate CC2420 radio transceivers Texas 
Instruments, whose physical layer complies with IEEE 802.15.4. Furthermore, 
Z1 motes have integrated sensors and include a Universal Serial Bus (USB) to 
be controlled from a computer and transfer the data to it.  
 
Z1 motes were programmed with the C programming language, which is 
compiled using a freeware application mounted on the Linux operating system 
called Contiki that is installed on the motes. The test scenario consists of a 
mote coordinator and a number of slave motes or "slaves". The coordinator 
sends a command to interrogate the slaves, which respond by running 
controlled MAC protocol rules. The motes are scheduled to execute the 
different MAC protocols, calculate the time (delay) they need to successfully 
complete all data transmissions to the coordinator, and measure their energy 
consumption during data transfer with the Contiki Powertrace tool. 
 
This work is focused on comparing the performance of the three protocols; 
FSA-FB, FSA-noFB and CTA; in terms of delay and energy consumption. We 
have obtained experimental measurements and compared them with 
computer-based simulation results with Cooja. These parameters have been 
evaluated based on the number of slave motes. Along the process, we have 
identified the limitations associated with the assumptions and models used in 
the software implementation, comparing the obtained results with both the 
theoretical and experimental results. Experimental results and the results 
obtained on the simulator show that the most efficient protocol in terms of delay 
is FSA-FB when you have a good estimation of the number of slaves. However, 
CTA and FSA-FB are more efficient in terms of energy consumption depending 
on the number of slots per frame. For experiments with a limited number of 
slots, 3 to 10, CTA ranks as the most efficient protocol, however, from 10 slots 
per frame FSA-FB becomes more efficient. 
 
  
   
Finally, we have identified the strengths and weaknesses of Contiki OS for 
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Capítulo 1 - Introducción 
 
Las redes de sensores son una de las tecnologías más prometedoras en 
comunicaciones inalámbricas y, concretamente, en el mundo de la redes 
Máquina a Máquina (M2M). Las redes M2M serán heterogéneas, combinando 
tecnologías celulares con redes de corto alcance. En este segundo grupo, cabe 
destacar el papel relevante de las redes Low Power WiFi y las redes de sensores 
basadas en tecnologías de la familia del estándar IEEE 802.15.4. 
 
Gracias a los avances tecnológicos de los últimos años, se ha reducido el 
tamaño, coste y consumo, de las llamadas motas reconfigurables sin cables. 
Este tipo de dispositivo es capaz de procesar información localmente y de 
comunicarse de forma inalámbrica con otras motas. Además, suele estar 
equipado con sensores y actuadores que le permite interactuar con el entorno. 
Por lo tanto, estos dispositivos permiten  el desarrollo de numerosas 
aplicaciones. 
 
Una vez desplegados, estos dispositivos deben tener una gran autonomía 
puesto que puede ser difícil el acceso a ellos para cambiar baterías y porque 
permite reducir costes de mantenimiento y operación de las redes. Por tanto, es 
fundamental minimizar el consumo energético. Esta es la principal motivación de 
este trabajo. 
 
En concreto, este trabajo se centra en soluciones para redes con una elevada 
densidad de dispositivos, donde el protocolo de acceso al medio (MAC), juega 
un papel fundamental. En particular, el foco de este trabajo se centra en una red 
compuesta por una mota coordinadora y un número desconocido de dispositivos 
esclavos (slaves) que necesitan reportar información al coordinador cuando este 
lo solicita. La falta de conocimiento de la composición de la red no hace posible 
establecer un scheduling optimizado, y es necesario recurrir a protocolos MAC 
de acceso aleatorio. 
 
El estándar IEEE 802.15.4 [1-3], definido para redes de sensores de baja 
potencia y corto alcance, no es capaz de proporcionar un alto rendimiento 
cuando el número de dispositivos es muy elevado. Por lo tanto, resulta necesario 
identificar otras alternativas para la capa MAC que permitan gestionar de manera 
eficiente el acceso concurrente al medio de comunicaciones compartido.  
 
El objetivo principal de este TFC es realizar un estudio práctico de 3 protocolos 
MAC adecuados para redes de alta densidad. Estos son: (i) Frame Slotted Aloha 
con Feedback (FSA-FB), (ii) Frame Slotted Aloha sin Feedback (FSA-noFB) y 
(iii) Contention Tree Algorithm (CTA) [4-5].  
 
Para ello, se han implementado los tres protocolos en motas reprogramables 
comerciales y se han obtenido resultados experimentales en términos de retardo 
de transmisión y de consumo energético. Estos resultados se han comparado 
con modelos teóricos y con los resultados de simulaciones realizadas por 
ordenador usando el simulador de Contiki llamado Cooja.  
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Se ha utilizado el lenguaje de programación C [13] para implementar los tres 
protocolos en el sistema operativo Contiki OS [6,7], y en el simulador de Contiki 
Cooja  [8-10]. Las motas utilizadas han sido las Z1 de Zolertia. 
 
La memoria de este proyecto está organizada cómo se describe a continuación: 
 
 Capítulo 2 - Redes de Sensores Inalámbricos 
Breve descripción de las redes de sensores inalámbricos y de los protocolos 
MAC existentes para este tipo de redes. Además incluye una descripción del 
estándar IEEE 802.15.4. 
 
 Capítulo 3 - Protocolos MAC  considerados en este trabajo 
Descripción de los protocolos MAC considerados en este trabajo, así cómo sus 
respectivos modelos analíticos para el cálculo de retardo y consumo de energía. 
 
 Capítulo 4 - Entorno de Desarrollo 
Descripción del entorno en el que se han implementado los protocolos MAC. 
Incluye una descripción de la plataforma hardware y de la plataforma software.   
 
 Capítulo 5 - Implementación 
Descripción detallada de las aplicaciones desarrolladas para los tres protocolos 
MAC,  Incluye también una explicación detallada de los principales retos 
encontrados durante la implementación y las soluciones adoptadas en cada 
caso. 
 
 Capítulo 6 – Resultados  
Se detalla el procedimiento de medida y las pruebas realizadas, y se presentan 
los resultados obtenidos tanto experimentalmente cómo los obtenidos mediante 
simulación. Por último, se comparan entre si las medidas obtenidas en los 
diferentes protocolos. 
 
 Capítulo 7 – Conclusiones 
En este apartado se recogen los aspectos más importantes del proyecto junto 
con una conclusión final sobre los resultados obtenidos y el trabajo realizado. 
 
 Capítulo 8 – Líneas de Trabajo Futuro 
Por último se exponen las líneas de trabajo futuro que podría adoptar este 
proyecto. 
 
Los Anexos A y B complementan la memoria con las tablas que resumen los 
resultados obtenidos y otros datos de interés.
  




Capítulo 2 – Redes de Sensores Inalámbricos 
 
 
En este apartado se describen brevemente las redes de sensores inalámbricos, 
algunas de sus aplicaciones más importantes, los protocolos MAC que suelen 
utilizarse, y los estándares aplicables en este tipo de redes.  
 
 
2.1  Introducción 
 
Las redes de sensores inalámbricos (Wireless Sensor Network, WSN) están 
formadas por pequeños dispositivos (típicamente llamados motas en referencia 
a “motas de polvo” por su tamaño) que son capaces de recoger información de 
su entorno (temperatura, luz, humedad, movimiento, ruido, etc.).  Este tipo de 
redes se caracterizan por su facilidad de despliegue y por ser auto-configurables. 
Los dispositivos de la red pueden funcionar en modo receptor y modo transmisor 
de datos, servir de retransmisor entre otros dispositivos y, además, almacenar y 
procesar los datos obtenidos.  
 
Actualmente existen diversas líneas de investigación centradas en desarrollar 
mecanismos que permitan una gestión eficiente de la energía y que, por tanto, 
permitan dotar a las redes de sensores una gran autonomía. 
 
Cada dispositivo de la red incluye un procesador o microcontrolador de bajo 
consumo, una memoria para almacenar datos y el programa, un transceptor de 




Fig.2.1 Ejemplo de una red de sensores (extraído de [11]) 
 
 
En resumen, una red de sensores es un grupo de dispositivos (motas) 
distribuidos en un espacio que se coordinan para llevar a cabo una determinada 
aplicación.  
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2.1.1 Aplicaciones de las redes de sensores 
 
 
Fig.2.2 Aplicaciones para redes de sensores inalámbricas (extraído de 
[12]) 
 
Históricamente, el primer uso que se le dio a este tipo de redes fue en 
aplicaciones militares. Posteriormente, su uso fue extendido a diversas áreas de 
aplicación civil (Fig. 2.2): 
 
 Monitorización de un hábitat: El control ambiental de extensas áreas de 
bosque o de océano sería imposible sin las redes de sensores para el 
control de múltiples factores cómo temperatura, humedad, fuego, 
actividad sísmica, etc. También ayudan a diagnosticar o prevenir un 
problema o emergencia y minimizar el impacto ambiental de la presencia 
humana.  
 “Sensorización” de edificios inteligentes (domótica): Su tamaño, 
precio y velocidad de despliegue, la hacen una tecnología ideal para 
domotizar el hogar a un precio asequible. 
 Control de tráfico: Las redes de sensores son el complemento ideal a 
las cámaras de tráfico, ya que pueden informar de la situación del tráfico 
en ángulos muertos que no cubren las cámaras y también pueden 
informar a conductores de la situación, en caso de atasco o accidente, 
con lo que estos tienen capacidad de reacción para tomar rutas 
alternativas. 
 Control médico: Con la reducción de tamaño de los dispositivos 
sensores, la calidad de vida de los pacientes que necesitan tener 
controlada sus constantes vitales (ritmo cardíaco, presión arterial, nivel de 
azúcar en sangre, etc.) podrá mejorar sustancialmente. En estos 
entornos, las posibles aplicaciones están limitadas por la compatibilidad 
electromagnética con el equipamiento hospitalario.  
 Procesos de fabricación y montaje: Dentro de fábricas existen 
complejos sistemas de control de calidad, estos sensores evitan la 
necesidad de la instalación de kilómetros de cableado. 
 




2.2  Protocolos MAC para redes de Sensores 
 
Un protocolo MAC es un protocolo que se encarga de gestionar el acceso de 
múltiples dispositivos aun medio de comunicaciones (radio) compartido. El 
protocolo debe asegurar que el medio esté libre antes de que algún dispositivo 
transmita y debe reducir el número de colisiones por la transmisión de dos o más 
dispositivos al mismo tiempo. Todo ello debe ser gestionado de forma eficiente 
para reducir el retardo en el acceso y el consumo energético de los dispositivos. 
 
 
2.2.1 Categorías de protocolos MAC  
 
Existen dos tipos de protocolos MAC: (i) basados en reserva, (ii) basados en 
contienda. 
 
1. Protocolos MAC basados en reserva: Son protocolos que asignan o 
reservan slots temporales y canales frecuenciales para la transmisión de 
los dispositivos. Un ejemplo de este tipo de protocolos es el Time Division 
Multiple Access (TDMA). Es necesario un dispositivo coordinador que 
tenga conocimiento de la topología de la red y que sea el responsable de 
establecer un schedule. Esto es difícil de conseguir en redes de sensores 
con un número elevado y/o desconocido de dispositivos. 
2. Protocolos MAC basados en contienda: En este caso, todos los 
dispositivos que quieren transmitir compiten para poder hacerlo. Son 
protocolos fáciles de implementar y eficientes en bajas cargas de tráfico. 
Desafortunadamente, tienden a ser ineficientes en altas cargas de tráfico 
debido a la congestión de los protocolos de acceso aleatorio.  
Este trabajo se centra en protocolos de acceso basados en contienda. 
 
 
2.2.2 Protocolos MAC basados en contienda 
 
En este apartado se describen algunos ejemplos de protocolos MAC basados en 
contienda. 
 
 ALOHA: Este es un protocolo sin Clear Channel Assessment (CCA). Esto 
quiere decir que los dispositivos transmiten sin comprobar si el canal está 
siendo utilizado y, por tanto, es un protocolo donde las colisiones son muy 
probables y aumentan de forma no lineal a medida que el tráfico de datos 
aumenta debido a la congestión de la red. 
 Slotted-ALOHA: Este protocolo es cómo el protocolo ALOHA aunque, a 
diferencia de éste, las transmisiones se dividen en ranuras temporales 
denominadas slots. Cada transmisión se realiza dentro de alguna de esos 
slots. Mejora el rendimiento de ALOHA, pero también sufre de congestión. 
 Carrier Sense Multiple Access (CSMA): En este protocolo se realiza 
Clear Channel Assessment (CCA). Esto quiere decir que los dispositivos, 
antes de empezar su transmisión, comprueban si el canal está libre o si 
está siendo utilizado por otro dispositivo. Si el canal está libre, se procede 
con la transmisión; si está ocupado, se espera un tiempo aleatorio y se 
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vuelve a intentar un tiempo aleatorio después. Este mecanismo reduce el 
número de colisiones y mejora el rendimiento de ALOHA, aunque sigue 
sufriendo congestión a medida que el número de dispositivos aumenta. 
 
Este tipo de protocolos son ideales cuando los niveles de tráfico de datos son 
bajos ya que introducen pequeños retardos y por lo tanto no crean demasiado 
overhead. El problema aparece cuando el tráfico de datos en nuestra red 
aumenta drásticamente ya que esto produce un consumo energético y unos 
retrasos elevados debido a la alta probabilidad de colisión entre dispositivos.  
 
Existen algunas técnicas para tratar de mejorar la eficiencia energética de este 
tipo de protocolos, una de las más extendidas es Low Power Listening (LPL). Es 
una técnica en la que los dispositivos se activan, escuchan el canal y se 
desactivan. Esto lo realizan periódicamente en intervalos de tiempo cortos. De 
este modo, el dispositivo consume menos energía que estando activado todo el 
tiempo escuchando. En caso de que el dispositivo detectase energía en una de 
sus escuchas se quedaría encendido a la espera de recibir un paquete completo. 
Si no recibe nada al cabo de un tiempo se desactiva. Este método es compatible 
con cualquiera de los anteriores descritos, es decir, a la hora transmitir 
información se pueden utilizar ALOHA, slotted-ALOHA y CSMA. 
 
 
2.2.3. Estándar IEEE 802.15.4 
 
En el año 2003, el IEEE (Instituto de Ingenieros Eléctricos y Electrónicos) publicó 
el estándar IEEE 802.15.4 para redes LR-WPAN (Low Rate – Wireless Personal 
Area Network) [1-3]. Este estándar es la base de la especificación Zigbee, que 
incluye, además de la capa MAC y PHY definidas en el estándar 802.15.4, 




2.2.3.1  Características del estándar 
 
La tabla 2.1 muestra las características más importantes del estándar. 
 
Tabla 2.1  Características técnicas del estándar IEEE 802.15.4. 
 
Bandas de Frecuencia – Tasas de 
Transmisión de Datos 
868 MHz – 20kb/s  
915MHz – 40kb/s  
2.4 GHz – 250kb/s 




Canales 868 MHz: 1 Canal  
Canales 915 MHz: 10 Canales 
  




Canales 2.4 GHz: 16 Canales 
Modos de Direccionamiento 64 bits IEEE 
Protocolo de Acceso 
 
CSMA-CA y CSMA-CA ranurado 
Seguridad 128 AES 
Máximo número de dispositivos 264 dispositivos 
Rango de temperatura de operación -40ºC a +85ºC 
 
 
2.2.3.2  Capa PHY del estándar 
 
Cómo se puede observar en la Tabla 2.2, en el estándar IEEE 802.15.4  se 
definen 27 canales de frecuencia en tres bandas (868MHz, 915MHz y 2.4GHz). 
La capa física (PHY) de las bandas 868/915MHz soporta un sólo canal entre los 
868 y los 868.6 MHz, y diez canales entre los 902.0 y 928.0MHz. Debido a que 
la banda de 868 MHz sólo se utiliza en Europa y la banda de 915MHz en Estados 
Unidos, es muy improbable que una sola red utilice los 11 canales. Sin embargo, 
las dos bandas son lo suficientemente cercanas en frecuencia para que se pueda 
utilizar el mismo hardware para ambos casos y así reducir costes de fabricación. 
La PHY a 2.4 GHz soporta 16 canales entre los 2.4 y los 2.4835 GHz con un 
amplio espacio entre canales (5MHz) con el objetivo de facilitar los 
requerimientos de filtrado en transmisión y recepción. La banda de 2.4GHz es 
libre de licencia en todo el mundo; por lo tanto, resulta una banda de frecuencia 
muy utilizada, hasta el punto de decirse que está congestionada. Para evitar la 
congestión y posibles interferencias entre redes de comunicaciones, se suelen 
utilizar las bandas 868/915MHz alternativamente. Otra ventaja que ofrecen estas 
últimas bandas frecuenciales más bajas son sus mejores condiciones de 
propagación y, por tanto, mayores rangos de alcance. Sin embargo, las 
velocidades de transmisión en estas bandas son también menores que en 2.4 
GHz. Las tasas de transmisión de datos especificadas en el estándar de 2003 
son de 20 kb/s y 40 kb/s para 868 y 915MHz respectivamente. En la banda de 
de 2.4GHz, la velocidad de transmisión de datos es 250Kb/s, motivo por el cuál 
fue originalmente la más utilizada. 
 
El estándar define que las bandas 868/915MHz se modulan en Binary Phase 
Shift Keying (BSPK) y la banda 2.4GHz en Offset Quadrature Phase Shift Keying 
(O-QPSK).  
 
Tabla 2.2  Bandas frecuenciales del estándar IEEE 802.15.4. 
 
Banda de frecuencias (MHz) Número de canales Tasa de datos (kb/s) 
868.0 - 868.6 1 20 
902.0 - 928.0 10 40 
2400.0 - 2483.5 16 250 
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2.2.3.3  Capa MAC del estándar 
 
La función principal de la capa MAC es la de gestionar el acceso al medio. El 
objetivo es que todos los nodos de la red compartan de una forma eficiente el 
medio de transmisión. Además, la capa MAC controla la validación de los 
paquetes de datos y las asociaciones entre dispositivos.  
 
El formato de estas tramas MAC se diseñó para que fueran muy flexibles para 
poder ajustarse a las necesidades de las posibles aplicaciones con diferentes 
topologías de red. En la Fig. 2.3 se muestra el formato genérico de una trama. 
Cómo muestra la imagen, la trama MAC (MAC protocol data unit, MPDU) se 
divide en tres partes o campos: (i) MAC header (MHR), (ii) MAC service data unit 




Fig.2.3 Formato genérico de una trama MAC del estándar 
 
 
El primer campo MHR corresponde a la trama de control, este campo especifica 
el tipo de trama MAC que se pretende transmitir, es decir, qué tipo de información 
contiene la trama. Dentro de MHR también se incluye la dirección, que puede 
variar entre 0 y 20 bytes dependiendo del tipo de mensaje que se envíe. Una 
trama de datos puede contener información sobre la fuente y el destinatario, 
mientras que una trama de acknowledgement (ACK) no contiene información 
alguna. También existe la posibilidad de que sólo contenga información sobre la 
fuente. Este tipo de flexibilidad aumenta la eficiencia de los protocolos ya que  
permite controlar el volumen de datos de la cabecera. 
 
El segundo campo de la trama MAC, el MPDU, contiene el payload o “carga”. 
Esta puede variar entre 0 y 127 bytes de longitud. Este campo guarda la 
información que se desea transmitir en el mensaje. 
 
Por último, el campo MFR contiene una  variable, Frame Check Sequence (FCS), 
que contiene una serie de bits, que están al final de la trama. En una trama con 
error de FCS, es probable que la información del encabezado sea correcta, pero 
la FCS que calcula la estación receptora no concuerde con la que viene adjunta 
al final de la trama recibida. Si fuese ese el caso, se detectaría cómo trama 
errónea y se descartaría la trama. 
 




2.2.3.3.1  El protocolo de acceso al medio: CSMA/CA 
 
El protocolo MAC definido en el estándar IEEE 802.15.4 es CSMA/CA (Carrier 
Sense Multiple Access with Collision Avoidance). En el estándar se definen dos 
tipos de CSMA/CA cuya aplicación depende de si se opta por el control de 
acceso basado en balizas, también llamadas beacons, o no:   
  
1. Modo sin beacon: acceso basado en CSMA/CA no ranurado.  
2. Modo Beacon-enabled: acceso basado en CSMA/CA ranurado.  
Estos dos tipos de acceso se resumen en las siguientes subsecciones.  
 
 
2.2.3.3.1.1  MAC: CSMA/CA modo sin beacon 
 
En una red sin beacons se usa CSMA/CA no ranurado. Cada vez que un 
dispositivo quiere realizar la transmisión de un paquete, este debe esperar un 
tiempo aleatorio, llamado tiempo de backoff, durante el que no escucha el estado 
del canal. Al finalizar este tiempo el nodo escucha el canal. Si el canal se 
encuentra libre de transmisiones el nodo puede transmitir los datos. Si el canal 
se encuentra ocupado, el dispositivo debe esperar otro periodo aleatorio antes 
de intentar acceder al canal nuevamente.  
 
 
2.2.3.3.1.2  MAC: CSMA/CA modo con beacon 
 
Para redes con el modo de beacon activado se usa el acceso al canal CSMA/CA 
ranurado. En este caso, los periodos de backoff están sincronizados con el inicio 
de la transmisión de un beacon.  El uso de beacons añade un nuevo nivel de 
funcionalidad a la capa MAC de la red. Los nodos pueden estar en modo sleep 
y despertarse solamente cuando reciben una señal de beacon, escuchan su 
dirección y vuelven al estado sleep, con el consecuente ahorro de energía. Las 
tramas beacon son importantes para mantener todos los nodos sincronizados 
sin requerir que los nodos consuman energía escuchando durante largos 
periodos de tiempo. 
 
 
2.2.3.4  Topologías de red  
 
El estándar IEEE 802.15.4 soporta varias topologías de red. Las más utilizadas 
son la topología en estrella y punto a punto empleando una red mallada. En la 
elección de la topología a utilizar se tiene en cuenta la aplicación a implementar. 
Algunas aplicaciones tienen requisitos de baja potencia, y la red en estrella es 
aplicable, y otras requieren una mayor cobertura y por tanto mayor potencia, por 
lo que suelen utilizar redes malladas. En la Fig 2.4 se puede observar las 
diferencias entre ambas topologías. 
 
 






Tipología estrella Tipología malla
 
Fig.2.4 Tipologías red del estándar IEEE 802.15.4. 
  




Capítulo 3 – Protocolos MAC considerados en este 
trabajo 
 
El protocolo MAC definido en el estándar IEEE 802.15.4 padece de congestión 
y bajo rendimiento cuando la carga de tráfico es elevada o el número dispositivos 
simultáneos es muy elevado. Motivado por esto, en este trabajo estudiamos el 
uso de protocolos de acceso al medio alternativos para redes con alta densidad 
de dispositivos. En este capítulo, se describen el modelo de sistema considerado 
y los tres protocolos MAC que se han estudiado en este trabajo [4-5]. 
 
En el Anexo A se presenta el modelo de análisis teórico del consumo energético 
de los dispositivos utilizando FSA-noFB, FSA-FB y CTA. Para calcular 
analíticamente el consumo se utilizan los modelos de energía descritos en [4,5].  
 
 
3.1 Modelo de Sistema 
 
Consideramos una red compuesta por 1 coordinador (Master) rodeado de N 
dispositivos sensores esclavos (slaves) en el rango de cobertura del coordinador 
en topología en estrella. Cualquier dispositivo puede estar en uno de cuatro 
posibles modos de funcionamiento: Transmitiendo, recibiendo, escuchando el 
medio, y durmiendo. Además, consideramos transmisiones sin errores para 
todos los paquetes de datos y control. 
 
De manera asíncrona, el Master puede enviar una petición de datos en el enlace 
de bajada (paquete RFD, Request for Data) para solicitar la transmisión de 
exactamente 1 paquete de datos desde cada dispositivo slave en el enlace de 
subida. Asumimos que los slaves están siempre escuchando el canal cuando el 
master envía un RFD. Tras descodificar un RFD, los slaves se sincronizan en 
una escala de tiempos común basada en slots y se preparan para transmitir su 
paquete de datos (DATA). Al paquete RFD le siguen una secuencia de tramas 
divididas en S slots, dentro de los cuales los slaves deberán realizar su 
transmisión. Cada slave selecciona aleatoriamente uno de los slots para enviar 
su paquete de datos. Cabe destacar que los slaves desactivan su transceptor de 
radio en los slots en los que no envían el paquete de datos para reducir su 
consumo de energía. Además, los slaves no comprueban el estado del canal 
antes de iniciar la transmisión, es por eso que cada slot podrá resultar en 3 
estados diferentes: vacío (nadie ha transmitido en ese slot), éxito (un solo 
dispositivo ha transmitido con éxito su paquete), o colisión (dos o más 
dispositivos han transmitido a la vez y sus paquetes han colisionado).  
 
Este procedimiento se repite, trama tras trama, hasta que el coordinador ha 
decodificado 1 paquete de datos de todos y cada uno de los slaves. Momento en 
el cual finaliza un ciclo. 
 
Existen tres variantes de este algoritmo: (i) Frame Slotted-ALOHA sin feedback, 
(ii) Frame Slotted-ALOHA con feedback, y (iii) Contention Tree Algorithm. 
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3.2  FS-ALOHA (sin feedback) 
 
Frame Slotted Aloha sin Feedback (FSA-noFB) es un protocolo MAC de 
contienda derivado del Slotted-ALOHA explicado en el capítulo anterior. Al igual 
que su predecesor S-ALOHA, FSA-noFB tiene la escucha de canal (Clear 
Channel Assessment, CCA) desactivada. Por lo tanto, los dispositivos no 
escuchan el canal antes de transmitir.  
 
En FSA-noFB el coordinador, o master, transmite un paquete RFD para iniciar 
una ronda de transmisión en la que todos los slaves intentan acceder al canal 
para transmitir. La ronda de transmisión finaliza cuando todos los slaves han 
transmitido su paquete de datos y el master los ha recibido con éxito. Cuando la 
ronda de transmisión se acaba, el coordinador transmite un paquete de feedback 
(FBP).  
 
El master tiene la radio encendida durante todo el proceso, a excepción de los 
periodos de tiempo entre trama y trama de duración igual al preámbulo físico de 
un paquete. El preámbulo corresponde a la cabecera del paquete que contiene 
la información que permite identificar la transmisión y la modulación del paquete. 
Por lo tanto, se podría resumir el proceso del Master de la siguiente manera: (i) 
escucha el canal durante los S slots que dura la trama con el fin de recibir los 
paquetes enviados por los slaves, (ii) se duerme durante el tiempo de preámbulo 
entre trama y trama y (iii) transmite un paquete FBP después de la última trama. 
 
Los slaves, sin embargo, transmitirán un paquete de datos en un slot que 
seleccionan aleatoriamente antes de cada trama. Los slaves transmiten el 
paquete de datos en todas las tramas hasta recibir el paquete FBP procedente 
del coordinador. Debido a que el CCA también está desactivado, la probabilidad 
de colisión es elevada cuando el número de dispositivos es alto, generando por 
tanto un elevado retardo de transmisión y un gran consumo energético. Es por 
esto que los dispositivos realizan un proceso de duty-cycling (activan y 
desactivan su transceptor de radio), para reducir el consumo energético. El 
proceso en cada slave se divide en 4 fases: (i) cada slave transmite un paquete 
de datos dentro de un slot, (ii) durante el resto de slots permanece dormido, (iii) 
escucha el canal durante un tiempo igual al de un preámbulo físico entre trama 
y trama y así tratar de escuchar un posible paquete FBP, y (iv) mantiene un 
estado de reposo mientras duran los dos tiempos Short Inter Frame Spaces 
(SIFS). Este tiempo SIFS corresponde a un tiempo de guarda que se deja para 
compensar los tiempos de procesado, propagación, y el tiempo para conmutar 
el transceptor de radio entre los modos de recepción y transmisión. La Figura 3.1 
resume el protocolo explicado.  






Fig.3.1 FSA-noFB con 4 dispositivos slaves y con 3 slots por trama 
 
 
3.3  FS-ALOHA (con feedback) 
 
Frame Slotted Aloha con Feedback (FSA-FB) es un protocolo MAC de contienda 
derivado del Slotted-ALOHA. La diferencia respecto a FSA-noFB radica en que 
en este caso los dispositivos slave sí que van a ser informados sobre el estado 
de los slots de cada trama. Esta información es transmitida mediante paquetes 
de feedback FBP. De este modo, el número de dispositivos compitiendo en cada 
trama se reduce a medida que los dispositivos van transmitiendo con éxito. 
 
En FSA-FB el dispositivo coordinador o master transmite un paquete FBP 
después de cada trama. Este paquete tiene la función de informar que slaves 
han tenido éxito en cada trama. Al igual que en FSA-noFB, el coordinador iniciara 
el proceso mediante un paquete RFD y en este caso mantendrá la radio 
encendida durante todo el experimento hasta que éste reciba todos paquetes de 
los slaves, en ese momento finaliza el proceso y envía un paquete FBP final. 
 
El proceso del master se resume de la siguiente manera: (i) escucha el canal 
durante los S slots que dura cada trama con el fin de recibir los paquetes 
enviados por los slaves y (ii) transmite un paquete FBP al final de cada trama 
para informar al resto de dispositivos. 
 
Los slaves, en este caso también transmiten un paquete de datos en un slot 
seleccionado aleatoriamente. Al final de la trama estos realizan una escucha y 
analizan el paquete FBP del coordinador para saber cuáles de ellos han tenido 
éxito en su transmisión. Los que detecten haber tenido éxito dejan de transmitir 
en el resto de tramas, dejando así mayores garantías de transmitir con éxito a 
los slaves restantes en las posteriores tramas. Estos dispositivos realizan un 
proceso de duty-cycling a fin de reducir el consumo energético. Teniendo en 
cuenta todo esto, un slave puede estar en dos estados a lo largo del proceso: (i) 
tramas con transmisión de datos y (ii) tramas sin transmisión. En el primero se 
realizan las siguientes operaciones: (i) transmite un paquete de datos dentro de 
un slot, (ii) durante el resto de slots permanece desactivado (dormido) y (iii) 
recibe un paquete FBP al final de cada trama. Y en el segundo estado: (i) 
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permanece dormido durante M slots, (ii) mantiene un estado de reposo durante 
dos SIFS, y (iii) recibe un paquete FBP al final de cada trama. 
 




Fig.3.2 FSA-FB con 4 dispositivos slaves y con 3 slots por trama 
  
 
3.4  Contention Tree Algorithm (CTA) 
 
Contention Tree Algorithm (CTA) es un protocolo MAC de contienda derivado del 
Slotted-ALOHA explicado en el capítulo anterior “3.3. FS-Aloha (con feedback)”. 
Al igual que su predecesor S-ALOHA, CTA considera que la escucha de canal 
(Cleah Channel Assessment, CCA) está desactivada. Por lo tanto, los 
dispositivos no escuchan el canal antes de transmitir.  
 
El dispositivo master inicia el proceso de transmisión de datos desde los slaves 
mediante el envío de un paquete RFD. Al recibir este paquete, los slaves eligen 
aleatoriamente uno de los  slots de la primera trama del proceso para transmitir 
su paquete de datos. 
 
El master mantiene la radio encendida todo el tiempo para decodificar los 
paquetes de datos recibidos satisfactoriamente, y detectar los slots en los que 
hubo colisión.  
 
Posteriormente el  master informa a todos los slave sobre el estado de los slots 
en cada trama. Aquellos slave que tuvieron éxito se desactivan, dejan de 
transmitir su paquete de datos en las tramas siguientes. Si hay colisión en una 
ranura C específica, un nuevo marco en el siguiente nivel inferior del árbol se 
asigna a todos los dispositivos que causaron la colisión en esa ranura específica 
C. Por lo tanto, si hubo X colisiones en las ranuras, X nuevos marcos estarían 
disponibles después de la trama actual, lo que conduce a la formación de un 
árbol cuya expansión se detiene en cualquier slot vacío (0) o que haya tenido 
éxito (1). 
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Capítulo 4 – Entorno de desarrollo 
 
En este capítulo se detallan los elementos utilizados para el desarrollo de los 
protocolos MAC y para obtener los resultados de retardo  y consumo energético 
de los dispositivos. A continuación, se describe la plataforma hardware (motas 




4.1  Plataforma hardware: Z1 
 
Además de para aplicaciones comerciales, gracias a su flexibilidad de 
reprogramación, las motas Z1 [8,9] pueden utilizarse para realizar trabajos de 
investigación sobre el estudio y diseño de protocolos de comunicaciones para 
redes de sensores de corto alcance basadas en la capa PHY del estándar IEEE 
802.15.4. El hardware de la mota Z1 incluye los siguientes componentes: 
 
 Sensores: miden una magnitud física, cómo por ejemplo temperatura, 
humedad, o luz, entre otras, y la transforman en una señal eléctrica. 
 Microcontrolador: Procesa la información que proviene de los sensores. 
 Conversor analógico/digital: su función es convertir la magnitud 
analógica que proviene de los sensores en una señal digital que pueda 
ser procesada por un microcontrolador. Habitualmente, el conversor 
analógico/digital está integrado en el microcontrolador. 
 Transceptor de comunicaciones radio: su función es transmitir y recibir 
información desde/hacia otras motas utilizando el canal radio. 
 Conector USB: su función es conectar la mota con un PC para compilar 
la aplicación y extraer resultados. 
Las motas Z1 las fabrica y comercializa la empresa española Zolertia. El 
dispositivo que venden se muestra en la Fig. 4.1. 
 
 
Fig.4.1 Foto de una mota Z1 de Zolertia 
 
Algunas de las características generales de las motas Z1 son las siguientes: 
 
 Rango de temperatura de operación (-40ºC a 85ºC).  
 Conector de expansión XPcon para añadir otros sensores.  




 Microcontrolador de la familia MSP430 de 16 bit y 8KB RAM.  
 Transceptor RF: CC2420.  
 Compatible con Zigbee.  
 Sensor de temperatura digital de bajo consumo TMP102.  
 Acelerómetro digital de 3 ejes ADXL345.  
 Memoria flash de 16MB M25P16.  
 3 leds y 2 pulsadores para interactuar con el usuario.  




4.1.1  Arquitectura y características generales 
 
Aunque las motas Z1 son compatibles con otras motas basadas en esta misma 
arquitectura, el microcontrolador que incorpora la Z1 es de segunda generación 
(MSP430F2) en lugar de primera (MSP430F1). Esto implica que puede haber 
algunas incompatibilidades entre los códigos desarrollados para cada plataforma 
debido a los cambios internos en el microcontrolador. Estas pequeñas 
diferencias han sido probadas en el ámbito de aplicación utilizando un sistema 
operativo compatible en ambas generaciones llamado TinyOS y no han 
generado problemas. 
 
El transceptor CC2420 es compatible con el estándar IEEE 802.15.4. Es un 
transmisor/receptor de radio que opera en la banda de 2,4GHz. Fue diseñado 
para aplicaciones inalámbricas de bajo consumo energético y baja tensión de 
alimentación. 
  
El CC2420 transmite mediante la técnica de ensanchado de espectro mediante 
secuencia directa (DSSS), para poder operar en la banda libre de licencias ISM 
(Industrial, Scientific and Medical), y alcanza una tasa efectiva de transmisión de 
250 kbps. 
 
La mota está diseñada para ser alimentada a 3V, mediante dos pilas tipo AA en 
serie, aunque el rango de tensiones de operación de la mota está entre 2.1V y 
3V.  
 
En la Figura 4.2 se muestra el diagrama de bloques de los componentes de la 
mota Z1: 




Fig.4.2 Diagrama de bloques de los componentes de una mota Z1 
 
 
La Figura 4.3 se presenta la especificación del consumo de los circuitos 




Fig.4.3 Tabla de consumos de los circuitos integrados de la mota Z1 
 
 
Estos valores permiten calcular el consumo medio de energía en función del 
modo en el que esté trabajando cada IC. 
 
 
4.1.2  El microcontrolador MSP430 
 
Los aspectos más importantes de la arquitectura del microcontrolador MSP430 
son: 
 




 Es un dispositivo de bajo consumo; tiene un DCO (Digitally Controled 
Oscilator) que le permite pasar en 6us de modo de bajo consumo a modo 
activo. 
 Es un microprocesador de tipo RISC (Reduced Instruction Set Computer) 
de 27 instrucciones y 16 bits; todos sus registros internos y buses de datos 
son de 16  bits. 
 Dispone de memoria programable in-system que proporciona gran 
flexibilidad para cambios en el código y actualizaciones. 
Los elementos más importantes del MSP430 son: 
 
 Temporizador watchdog: El temporizador de watchdog es un reloj de 16 
bits cuya principal función es realizar un reinicio del sistema controlado 
cuando aparece algún problema de tipo software.  
 Interfaces de comunicación serie: Soporta múltiples modos de 
comunicación serie en un único módulo hardware. Dichos modos son: 
UART (Universal Asynchronous Receiver-Transmitter), I2C y SPI (Serial 
Peripheral Interface). 
o UART: Este modo de comunicación es el utilizado para las 
transferencias de datos vía puerto serie hacia y desde el PC. 
o I2C: Este modo de funcionamiento se utiliza para comunicar el 
MSP430 con un dispositivo compatible mediante un bus serie I2C. 
o SPI: Este modo se utiliza para la comunicación entre pines. En el 
caso de este proyecto se utiliza este modo de comunicación para 
conectar el MSP430 con el transceptor CC2420. 
 Puertos digitales I/O: El MSP430 contiene hasta 10 puertos digitales de 
entrada/salida. Cada uno de los puertos incluye 8 pines configurables 
individualmente para ser entrada o salida.  
 
4.1.3  Transceptor Radio CC2420 
 
El módulo CC2420 [10] es un transceptor radio diseñado para operar en la banda 
ISM a 2,4 GHz, basándose en el estándar IEEE 802.15.4. Es un dispositivo 
específicamente diseñado para el desarrollo de aplicaciones inalámbricas de 
muy bajo consumo, lo que lo hace idóneo para formar parte del hardware 
necesario para su utilización en redes de sensores.  
 
 
4.1.3.1  Características del CC2420 
 
En este apartado se resumen las principales características en las que se basa 
el CC2420 para su funcionamiento: 
 
 Reconocimiento de direcciones: el CC2420 tiene la capacidad de 
permitir o no el reconocimiento de direcciones en hardware, con el fin de 
detectar si una trama recibida es realmente para un dispositivo concreto, 
en cuyo caso la aceptará. Si no es para ese dispositivo, la rechazará. 
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 Trama Acknowldgement (ACK): el CC2420 permite el envío automático 
de tramas ACK, en cuyo caso realiza la acción cada vez que reciba una 
trama correcta, es decir, que supere el reconocimiento de dirección, que 
tenga el flag de petición de ACK activada y su campo CRC (Comprobación 
de Redundancia Cíclica) válido.  
 RSSI (Received Signal Strength Indicator) / Detección de energía: el 
CC2420 incorpora mecanismos de medida de RSSI ofreciendo un valor 
de 8 bits de resolución. Este valor se calcula cómo la media durante 8 
periodos de símbolo (128 µs) del valor de RSSI y se actualiza 
continuamente. Un bit de estado denominado RSSI_VALID indica si este 
valor es válido.  
La medida de RSSI puede utilizarse cómo detector de “potencia recibida 
y se calcula según la expresión:  
 
P (Power)  =  RSSI_VAL +  RSSI_OFFSET [dBm] 
 
Donde P es la potencia recibida y RSSI_OFFSET se calcula de forma 
empírica durante el desarrollo del sistema y tiene un valor aproximado de 
-45 dBm.  
 CCA (Clear Channel Assessment): La señal de CCA se obtiene a partir 
de la medida de RSSI y un umbral programable. Es una función usada 
para poder implementar CSMA-CA (CSMA-CA es el protocolo de acceso 
al medio utilizado por 802.15.4). El CC2420 permite programar el umbral 
en saltos de 1 dB e implementa los tres posibles tipos de CCA existentes. 
La señal de CCA se obtiene en el pin de salida CCA activo a nivel alto y 
se conecta al microcontrolador. 
 
 
4.2  Plataforma software 
 
En este proyecto se ha utilizado la el sistema operativo Contiki para ser ejecutado 
en el MSP430. En comparación con otros sistemas operativos, cómo TinyOS, 
popularizado por otras motas comerciales cómo MicaZ, Crossbow Telos B y NXT 
mote entre otras; Contiki incluye una herramienta llamada “powertrace” que 
permite calcular de forma precisa el consumo de cada dispositivo de la red en 




4.2.1  Contiki 
 
Contiki [6,7] es un sistema operativo de baja complejidad diseñado para 
microcontroladores de bajo consumo para el desarrollo de aplicaciones de  redes 
de sensores inalámbricos. Dicho sistema operativo utiliza lenguaje de 
programación C y necesita de un kernel (el núcleo de un sistema operativo), 
librerías, un programa de carga y una serie de procesos para poder funcionar. 
Contiki actúa por eventos, pero a su vez proporciona la posibilidad de realizar 
(4.1) 




procesos individuales. Finalmente, la comunicación entre procesos siempre se 
realiza a través del kernel.  
 
 
4.2.1.1  Arquitectura 
 
Contiki utiliza un mecanismo llamado Protothreads para ahorrar memoria, pero 
proporcionar un buen control del flujo del código. Protothreads es una mezcla de 
programación por eventos (event-driven) y de multi-threading (ejecución 
simultánea de varios hilos o threads, donde un thread no es más que un conjunto 
de instrucciones que se ejecutan secuencialmente). Con este tipo de mecanismo 
podemos crear eventos, que son acciones que realiza el software al detectar 
unas condiciones predefinidas, para manipular (bloquear, poner en espera) a 
otros eventos. 
 
En otras palabras, un proceso es una función C que contiene un bucle infinito y 
algunas llamadas a funciones/instrucciones de bloqueo (Fig. 4.4). En Contiki, 
cuando un proceso se ejecuta, lo hace hasta que es bloqueado por un evento. 
Existen varias funciones predefinidas para las diferentes posibilidades de 




Fig.4.4  Ejemplo de la estructura de un proceso en Contiki 
 
Cuando se programa con protothreads o procesos de Contiki hay que tener en 
cuenta dos consideraciones: 
 
 El valor de las variables locales no se conserva: Cuando un proceso 
llama a una función/instrucción de bloqueo el proceso que se estaba 
ejecutando termina, dejando así al kernel llamar a otras funciones. 
Cuando el evento por el cual se ha bloqueado el anterior proceso finaliza, 
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el kernel vuelve a llamar al proceso bloqueado. De esta forma, las 
variables del proceso (que no hayan sido declaradas cómo static) ya no 
conservan los valores anteriormente asignados antes de la llamada al 
bloqueo. Para evitar esto la mejor solución es utilizar variables estáticas 
(static). 
 Es recomendable no usar switches: Los protothreads usan local 
continuations (programa de control del estado de la aplicación) para poder 
volver a su estado después de un bloqueo. Este regreso se realiza 
mediante un switch. Es por esto que no se recomienda mezclar este tipo 
de actuadores dentro de un proceso.  
El núcleo o kernel de Contiki se basa en eventos. La idea de este sistema es que 
la ejecución de cada parte de un proceso o de una aplicación sea la reacción de 
un evento.  Los diferentes procesos de una aplicación se ejecutan durante un 
tiempo y luego permanecen en espera (bloqueados) hasta que un evento ocurre. 
Cuando este evento se ejecuta el kernel es el responsable reanudar el proceso 
bloqueado. 
 
Existen tres tipos de eventos: 
 
 Eventos de tiempo (timers): Se crea una variable de tiempo a la cual se 
le asigna un tiempo determinado. El proceso permanece bloqueado hasta 
que el ese tiempo expire y, luego continua con su ejecución.  Este tipo de 
eventos son útiles para funciones periódicas o para programar protocolos 
de comunicaciones. 
 Eventos externos: Este tipo de eventos son los que se generan mediante 
dispositivos externos conectados a las entradas/salidas del 
microcontrolador. Un pulsador, un sensor de humedad, un acelerómetro 
son algunos ejemplos. Están directamente relacionados con las 
interrupciones que puede generar un dispositivo hardware. 
 Eventos internos: Cualquier proceso tiene la posibilidad de redirigir un 
evento a cualquier otro proceso o a sí mismo. Este tipo de eventos son 
útiles para comunicar procesos entre sí, por ejemplo, cuando un paquete 
está listo para ser enviado, ese proceso genera un evento para 
comunicarle al otro proceso que puede enviar dicho paquete y, por 
consiguiente, que lo envíe. 
 
4.2.1.2  Powertrace 
 
Powertrace es una herramienta de Contiki  que permite calcular con precisión 
(94%) [14] el consumo de cada dispositivo de la red. Esto es posible ya que utiliza 
un seguimiento del estado de los componentes del dispositivo (CC2420 y 
MSP430) para estimar su consumo energético.  
 
Powertrace atribuye un consumo energético a las funciones de la mota que 
requieren un gasto energético, p.e., transmitir, recibir paquetes, etc. Este 
consumo asociado a funciones individuales de la mota queda registrado en 
“cápsulas de energía”. Por último, estas “capsulas de energía” son atribuidas a 
aplicaciones, protocolos u otras actividades cómo el control del tráfico. La figura 
4.5 muestra el esquema de funcionamiento de Powertrace. 




Powertrace registra el consumo energético de la mota abriendo una cápsula de 
energía cuando la función o actividad con la que ha sido asignada empieza y 
cerrándola cuando esta termina. Cuando una cápsula se abre, registra la energía 
de cada estado a los que está asociada. Las cápsulas se pueden abrir y cerrar 
varias veces sin limitación alguna. 
 
Fig.4.5  Esquema de funcionamiento “powertrace” 
 
 
En la figura 4.6 se muestra un ejemplo del funcionamiento de powertrace. El 
ejemplo muestra una mota que realiza un duty-cycling periódico (esto quiere 
decir que la radio de la mota se enciende, wake up,  para realizar una escucha 
del canal durante un breve lapso de tiempo y posteriormente se apaga). Esta 
función se utiliza frecuentemente en protocolos con CCA activado. Después del 
wake-up la mota trata de transmitir un paquete. En el primer intento (transmission 
attempt) la mota escucha una transmisión de un dispositivo vecino en el canal y 
cancela su transmisión, unos milisegundos después realiza una retransmisión 
pero esta vez con éxito. A continuación, realiza otro wake-up y se vuelve a repetir 
el proceso. Cómo muestra la figura, cada acción (en este caso wake-up y 
transmisión) queda almacenada en una capsula de energía que se inicia cuando 
la acción empieza y se cierra cuando la acción termina. Además, se puede 
observar cómo cada cápsula contiene varios estados de energía (radio listen, 
CPU active, transmisión, etc.) 
 
Con powertrace es posible estimar, evaluar y comparar el consumo de energía 
de las motas que intervienen en la red de sensores. Esta herramienta es útil para 
comparar el consumo utilizando diferentes protocolos de comunicaciones.  
 
A efectos prácticos, la función de powertrace es mostrar en pantalla  el tiempo 
en que una mota permanece en cada estado o modo de funcionamiento durante 
un intervalo de  tiempo definido por el usuario. Es decir, el tiempo que ha estado 
transmitiendo, recibiendo, listening, radio on y radio off. 
 
El datasheet de la plataforma hardware utilizada (en este caso Zolertia Z1) es 
posible obtener el consumo de la mota en cada estado. Con este dato y el que 
se obtiene de powertrace se puede calcular, con una precisión del 94%, el 
consumo total de cada dispositivo de la red después de cada experimento. 








4.2.1.3  Protocolos implementados en Contiki 
 
En las redes de sensores, el transceptor radio de los dispositivos debe estar 
apagado el máximo tiempo posible para ahorrar energía, asegurando que está 
encendido el tiempo suficiente para transmitir datos cuando sea necesario. Este 
procedimiento de encendido y apagado inteligente se llama duty-cycling. Contiki 
proporciona un conjunto de mecanismos de Radio Duty Cycling (RDC) con las 
siguientes características [16]. 
 ContikiMAC driver: Se trata del mecanismo que proporciona Contiki por 
defecto y que proporciona una gran eficiencia energética. Con este 
mecanismo, la mota realiza varias retransmisiones de un mismo paquete 
cuando se despierta. De esta manera, se maximiza la probabilidad de 
éxito de la transmisión. Para poder recibir mensajes, la mota realiza wake-
ups periódicos. Los tiempos de escucha suelen ser muy cortos, pero 
teniendo en cuenta el gran número de retransmisiones se aumentan las 
garantías de que el dispositivo reciba el mensaje. 
 X-MAC driver: Se trata de un mecanismo antiguo que no proporciona la 
misma eficiencia energética que ContikiMAC. Es decir, sus tiempos de 
escucha no son tan breves cómo en el anterior. 
 Cx-MAC driver: Es una implementación de X-MAC que tiene tiempo de 
RDC más amplios que los que tiene su antecesor. 
 LPP driver (Low-Power Probing): Es un mecanismo con el cual los 
dispositivos envían periódicamente un pequeño mensaje en el cual dicen 
que están escuchando, mantienen la escucha durante un periodo de 
tiempo corto y se vuelven a dormir. 
 NullRDC driver: Cómo su nombre indica, este mecanismo no realiza 
duty-cycling; la radio permanece siempre encendida por defecto. Esto 
permite encender y apagar la radio a decisión del desarrollador del 
protocolo MAC y, por lo tanto, es ideal para poder implementar nuevos 
mecanismos sobre las motas Z1. 




Contiki también posee mecanismos para interactuar con la capa MAC. Contiki 
proporciona dos capas MAC:  
 
 CSMA driver: Proporciona las características del protocolo CSMA 
explicado en el apartado 2.2.2 Protocolos MAC basados en contienda. 
 NullMAC driver: Cómo su nombre indica no proporciona ningún control 
de acceso al medio. De esta forma el usuario puede programar la capa 
MAC a su antojo. 
 
4.2.2  Simulador Cooja 
 
Cooja [15] es un simulador de red de sensores que posee Contiki. Debido a que 
muchas de las aplicaciones que se desarrollan con Contiki están dedicadas a 
redes con gran cantidad de dispositivos, el desarrollo y la depuración de estos 
sistemas se vuelve una tarea muy complicada y laboriosa. Cooja hace que esta 
tarea sea realmente fácil, proporcionando un entorno de simulación que permite 
a los diseñadores de protocolos ver sus aplicaciones ejecutándose con gran 
detalle sobre dispositivos hardware completamente emulados. En la figura 4.7 
se muestra un ejemplo de la interfaz del simulador. 
 







Además de ser una herramienta muy completa, es muy intuitiva. Para crear una 
simulación simplemente hay que seleccionar: 
 
File > New simulation, click Create 
 
Una vez creado el directorio solo hay que hacer “click” en: 
Motes > Add Motes > Create new mote type > _____ Mote Type 
Para seleccionar el tipo de mota a emular, se selecciona la aplicación 
desarrollado y se compila (compile). Finalmente, se define el número de motas 
a simular y la posición de cada una de cada una de ellas. La simulación estará 
lista para empezar. 
 
Una vez iniciada una simulación, se dispone de varias herramientas: 
 
 Visualizador de dispositivos (1): Ventana en la cual se visualiza la 
distribución de la red de motas, además de ver el tráfico que existe entre 
las motas. 
 Controlador de la simulación (2): Permite controlar el estado y la 
velocidad de la simulación. 
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 Salida de las motas (3): Muestra en pantalla los “printf” ejecutados cada 
mota. Los "printf" permiten enviar cadenas de caracteres  a la pantalla 
para depurar el software. 
 Timeline o línea temporal (4): Muestra lo que sucede en cada uno de los 
dispositivos de la red durante la ejecución de la aplicación con una 
precisión de 100µs.  
 Tools -> Radio Duty-cycling: Muestra el tiempo que pasa cada mota en 





Fig.4.7  Interfaz principal de una aplicación corriendo en Cooja 
 
 
3.2.2.1  Timeline de Cooja 
 
El Timeline de Cooja es una de la herramientas más importantes ya que permite 
ver todo lo que está sucediendo en el experimento simulado. Esto permite saber 
qué está ocurriendo en la radio de cada uno de los dispositivos en cualquier 










Fig.4.8 Timeline de una aplicación corriendo en Cooja 
 
 
En la imagen se muestra un ejemplo el Timeline de Cooja. Para entender lo que 
está pasando es necesario saber el significado de cada una de los diferentes 
símbolos que aparecen:  
 
 (1) Línea gris/sin línea: radio on / radio off, en la imagen se puede ver 
cómo el dispositivo 1 mantiene la radio siempre encendida y los 
dispositivos 2 – 11 hacen un proceso de duty-cycling. 
 (2) Pestaña superior azul/verde/roja: Estas líneas indican qué está 
haciendo la radio en ese momento. Una línea azul significa que la radio 
está transmitiendo un paquete. Una verde significa una recepción correcta 
de un paquete pero esto no quiere decir que el dispositivo lo decodifique 
ya que si no se han establecido las conexiones pertinentes entre los 
diferentes dispositivos (es necesario abrir un canal para cada tipo de 
conexión, p. e. conexiones tipo broadcast o unicast tal y cómo se explica 
en el capítulo 4) de nada sirve “oir” correctamente el paquete. Este sucede 
porque Cooja no es capaz de simular diferentes canales de radio por lo 
que cualquier dispositivo será capaz de “oir” cualquier transmisión. Por 
último, una línea roja significa que la radio ha escuchado algo pero que 
no es posible decodificarlo porque el nivel de señal es muy bajo o porque 
hubo una colisión. En la imagen esto último sucede cuando 2 o más 
paquetes colisionan. 
 (3) Línea inferior azul/verde/roja: Esto indica qué LED de la mota se 
estaría encendiendo, el color de la línea equivale al color de LED. 
 
4.2.3  Sniffer 
 
El simulador facilita el proceso de verificación funcional, pero no deja de ser una 
simulación y por lo tanto no es 100% fiel a la realidad ya que no simula posibles 
interferencias en los canales de radio, la aparición del efecto captura (cómo se 
explica más adelante) y posibles diferencias entre motas ya que no todos sus 
componentes son iguales. Para poder evaluar el funcionamiento la red de forma 
experimental se ha utilizado una mota funcionando cómo sniffer. 
 
Un sniffer es un dispositivo que recibe y decodifica todo el tráfico radio que llega 
hasta él. Es decir, lee los paquetes que envían todos los dispositivos en su área 
de cobertura. Para implementar un sniffer, se ha utilizado una aplicación llamada 
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Z-Monitor [17] que corre en otra plataforma software, parecida a Contiki, llamada 
TinyOS. Z-Monitor es un software open-source que permite monitorizar y 
controlar redes de sensores que utilicen el estándar IEEE 802.15.4. Esta 
herramienta permite desarrollar y depurar aplicaciones inalámbricas con mayor 
facilidad. Cómo se puede observar en la figura 4.9, Z-Monitor visualiza el tráfico 
de datos y además permite ver con detalle la información de cada paquete (1). 






Fig.4.9  Interfaz principal de Z-Monitor 
 
 
La información que contiene un paquete es la siguiente: 
 
 Tiempo (A): El tiempo que hay entre el paquete actual capturado y el 
anterior. 
 Frame (B): Número de secuencia del paquete. 
 Length (C): Longitud del paquete en bytes. 
 Frame control field (D): Información sobre el tipo de paquete: Datos, 
ACK, etc. 
 Datos del paquete (F): Dirección de destino, dirección de la fuente, 
cabecera del paquete, payload, etc… 
 Detalles técnicos del paquete (G): LQI (Link Quality Indicator), longitud 
de la cabecera MAC, número de canal, RSSI, CRC. 
 




Capítulo 5 - Implementación 
 
Este apartado incluye una descripción de los códigos desarrollados para la 
implementación de los protocolos MAC descritos en el capítulo 3.  
 
Esta implementación se ha realizado mediante la plataforma software Contiki y 
se ha codificado en lenguaje de programación C, constando de tres partes: (i) 
ficheros del sistema Contiki que contienen las librerías necesarias para ejecutar 
aplicaciones en diferentes plataformas, (ii) un archivo makefile que contenga las 
reglas de construcción para poder compilar la aplicación sobre el dispositivo y 
(iii) el código de la aplicación diseñado en un archivo de extensión .c. 
 
Al final de este capítulo se detallan los principales retos encontrados durante el 
desarrollo del proyecto. 
 
 
5.1  Ficheros de Contiki 
 
Antes de empezar a programar las aplicaciones que ejecutarán los protocolos 
MAC, hay que modificar algunos archivos pertenecientes al sistema de Contiki 
para que estos se adapten a las necesidades de los protocolos. 
 
Cómo se ha comentado anteriormente, los protocolos MAC estudiados en este 
proyecto tienen el CCA y los mensajes ACK desactivados y además realizan 
procesos de RDC (Radio Duty-Cycling). Para implementar estas características 
en los códigos, se utilizadan los mecanismos nullmac y nullrdc, descritos en el 
apartado 4.2.1.3 Mecanismos de Contiki, que permiten un libre control sobre la 
capa MAC y RDC respectivamente por parte del usuario. 
 
Los mecanismos anteriormente citados deben ser declarados modificando el 
archivo contiki/platform/z1/contiki-conf.h (en el caso de las motas Z1)  con las 




Fig.5.1 Fragmento del código de la declaración de los mecanismos 
 
Dichas líneas de código corresponden a un fragmento del archivo contiki-conf.h 
de la plataforma hardware Zolertia Z1. Cómo muestra la figura 5.1, se definen 
los mecanismos null_mac y null_rdc en los campos NETSTACK_CONF_MAC y 
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NETSTACK_CONF_RDC respectivamente y se desactivan los mensajes ACK 
mediante el comando CC2420_CONF_AUTOACK 0. 
 
 
5.2  Makefile 
 
Makefile es un fichero que contiene las reglas necesarias para compilar la 
aplicación. Por lo general, un fichero de este tipo está compuesto por un conjunto 
de dependencias y reglas. Una dependencia tiene un fichero objetivo (target), 
que es el fichero a crear, y un conjunto de ficheros fuente de los cuales depende 
el fichero objetivo. Al final del fichero, una regla describe cómo crear el fichero 
objetivo a partir de los ficheros de los que éste depende.  
 
El caso de Contiki es diferente. En Contiki existen varios tipos de ficheros 
makefile:  
 
 Makefile de la aplicación: El fichero makefile de la aplicación desarrollada. 
 Makefile.include: El makefile de todo el sistema Contiki situado en la raíz 
de Contiki. 
 Makefile.$(TARGET): Donde $(TARGET) es el nombre de la plataforma 
hardware en la que se va a compilar la aplicación (en nuestro caso la Z1). 
Incluye las diferentes reglas específicas para cada plataforma. 
 Makefile.$(CPU): Donde $(CPU) es el nombre del microcontrolador que 
usa la plataforma hardware sobre la que se montara la aplicación. Incluye 
las diferentes reglas específicas para cada CPU o microcontrolador. 
 Makefile.$(APP): Donde $(APP) es el nombre de alguna aplicación del 
directorio /apps. Cada APP tiene su propio makefile e incluye las reglas 
para este tipo de aplicaciones. 
 
Casi todos están ya incluidos en el sistema de Contiki excepto el de la aplicación 
a implementar. Este makefile es muy simple, únicamente especifica el directorio 
del fichero de la aplicación e incluye el principal archivo makefile de todo el 
sistema (makefile.include). Además en el makefile de la aplicación también se 
puede definir una lista de APPS (aplicaciones incluidas en el sistema de Contiki) 
para incluirlas en el proyecto. 
 
Makefile.include se encarga de llamar al resto makefiles a partir de un TARGET  
que se le especifica a la hora de dar la instrucción de compilar la aplicación 
mediante el siguiente comando. En el ejemplo TARGET es una mota Z1: 
 
 make TARGET=z1 aplication_name.upload 
 
La Figura 5.2 muestra las líneas de código que componen el makefile de las 
aplicaciones desarrolladas en este proyecto. 











Fig.5.2 Archivo makefile de las aplicaciones 
 
 
La primera línea indica el directorio del fichero de la aplicación o aplicaciones. La 
siguiente, APPS+=powertrace, incluye la APP powertrace implementada en el 
sistema de Contiki en nuestra aplicación, lo que permite usar dicha herramienta. 
La tercera línea de código enumera las aplicaciones que seguirán estas normas 




5.3 Código de la aplicación o source code 
 
En este apartado se describen los códigos desarrollados en C para las 
aplicaciones de los tres protocolos MAC. Se han realizado un total de 12 
aplicaciones: 4 por cada uno de los 3 protocolos.  
 
El motivo por el que se han desarrollado tantas aplicaciones diferentes es que 
son necesarias 2 versiones para cada protocolo, una para el simulador Cooja y 
otra para las motas Z1. Los motivos por los que se han desarrollado estas dos 
versiones son principalmente dos: (i) la desincronización que se crea entre los 
dispositivos Master y slaves debido a las imperfecciones de cada mota y que el 
simulador no puede prever y (ii), la existencia del efecto captura en 
comunicaciones radio reales (ver apartado 5.4.3) que causa que cuando se 
reciben dos transmisiones simultáneas, es posible decodificar la señal recibida 
con más intensidad siempre y cuando supere un umbral respecto a la más débil. 
El efecto, que no está simulado en Cooja, reduce el número de colisiones. 
 
Teniendo en cuenta que cada protocolo cuenta con 2 tipos de dispositivos: un 
coordinador y N esclavos, y que hay 2 versiones de cada uno, hacen un total de 
4 códigos por protocolo. 
 
 
5.3.1  FSA-noFB 
 
En este apartado se describen los códigos desarrollados para el protocolo Frame 
slotted aloha sin feedback. Se describen las aplicaciones de la mota 
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coordinadora tanto en la versión experimental cómo en la del simulador y 
seguidamente para los dispositivos esclavos.  
 
 
5.3.1.1  Mota coordinadora o Master 
 
La mota coordinadora (Master) es la que se encarga de gestionar o coordinar el 
tráfico de datos de nuestra red de sensores. Existen dos versiones del código 
para el protocolo MAC: (i) versión simulador y (ii) versión experimental, que se 
describen en las subsecciones siguientes. 
 
 
5.3.1.1.1 Versión simulador 
 
Todas las aplicaciones desarrolladas en este proyecto se dividen en tres 
secciones: (i) Declaraciones, (ii) funciones independientes y (iii) protothreads o 
procesos de Contiki. 
 
(i) DECLARACIONES: En la primera sección se declaran todas las librerías, 
variables estáticas y protothreads que se van a utilizar en la aplicación. La 
declaración de las estructuras de los mensajes tanto transmitidos cómo 
recibidos por parte de la mota coordinadora es una de las partes más 
importantes en esta sección.  
 
(ii) FUNCIONES: Cualquier aplicación de Contiki en la que se implementen 
funciones de transmisión de datos por radio incluirá esta clase de 
funciones. Son funciones que no dependen de ninguna de las 
protothreads que se incluyen en el fichero. Estas funciones son llamadas 
automáticamente cuando la radio del dispositivo detecta alguna 
transmisión entrante, siempre y cuando esta transmisión detectada sea 
del mismo tipo que el que se declara en la función. Principalmente se 
encargan de gestionar las transmisiones recibidas así cómo de crear las 
conexiones pertinentes en la capa PHY. Concretamente en esta 
aplicación se establecen dos tipos de conexiones: unicast y broadcast. 
Esta primera hace referencia a un tipo de transmisión en el cual se 
incluyen tanto el destinatario cómo la fuente en la cabecera MAC de cada 
mensaje. Los mensajes tipo broadcast sin embargo únicamente incluyen 
al destinatario por lo que pueden ser recibidos por cualquier dispositivo 
que disponga de este tipo de conexión. En esta aplicación el coordinador 
únicamente gestiona y almacena la información de los mensajes tipo 
unicast que recibe en cada trama por parte de los slaves. 
 
(iii) PROCESOS: En esta sección se detallan los procesos de Contiki que 
forman los pilares del código de la aplicación. Estos procesos son los que 
permiten que el protocolo MAC se lleve a cabo y funcione correctamente. 
Esta aplicación consta de tres procesos principales: 
 
1. “inicializar”: Este proceso tiene la función de iniciar funciones 
básicas cómo encender la radio y abrir los canales de 
comunicación broadcast y unicast. 




2. “enviar_RFD”: Este proceso tiene la función de indicar el inicio del 
protocolo MAC al resto de dispositivos mediante una transmisión 
tipo broadcast del paquete RFD. 
3. “enviar_FBP”: Este proceso tiene la función de indicar el final del 
protocolo MAC al resto de dispositivos una vez se hayan 
identificado todos los dispositivos de la red mediante la transmisión 
tipo broadcast de un paquete FBP. En cuanto finalice la trama en 
la que se han recibido los datos del último dispositivo, la radio del 
coordinador se apagara inmediatamente y el proceso permanecerá 
bloqueado durante un tiempo inferior al de una trama para poder 
sincronizar correctamente el envío del paquete FBP con el RDC de 
los slaves. De lo contrario, si el envío se produce inmediatamente 
después, los dispositivos no tendrán tiempo de escuchar el 





Fig.5.3 Sincronización del paquete FBP en FSA-noFB 
 
 
5.3.1.1.2 Versión experimental 
 
El motivo por el que se desarrolló una segunda versión del protocolo MAC fue la 
desincronización que existía entre los dispositivos.  Aunque este problema afecta 
a todos los protocolos, perjudica especialmente a FSA-noFB. El proceso de radio 
duty-cycling (RDC) que realizan los slaves es un proceso independiente. El 
dispositivo Master únicamente envía dos paquetes, uno al inicio del protocolo y 
otro al final, por lo que los dispositivos slave únicamente disponen  del primer 
mensaje RFD cómo referencia para iniciar el proceso de RDC. Cómo 
consecuencia todos los asincronismos que vayan apareciendo en cada slot se 
irán acumulando trama tras trama.  
 
Como se comentaba al principio de esta sección, el problema de sincronismo se 
produce por las diferencias técnicas de cada mota y que Cooja no es capaz de 
prever. A causa de estos problemas, es posible que los dispositivos slave no 
sean capaces de escuchar el último paquete FBP del coordinador ya que estos 
pueden hallarse dormidos en el momento de la transmisión. 
 
Por consiguiente se modificó el código del coordinador para que realizase varios 
envíos seguidos del paquete FBP final, concretamente, 20 envíos. De esta 
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manera se aumentan las posibilidades de éxito en la lectura del paquete por 
parte de todos los dispositivos. 
 
Por otra parte se han realizado algunos cambios para implementar las funciones 
de powertrace. En este caso no existe ninguna interfaz que calcule el consumo 
cómo lo hacía Cooja por lo que es necesario el uso de esta herramienta. 
Powertrace está programado para imprimir en pantalla los datos de consumo 
energético cuando sean requeridos.   
 
A la hora de realizar pruebas sobre las motas Z1 únicamente es posible conectar 
un dispositivo al PC mediante USB y son necesarias las medidas de dos motas: 
un coordinador y un slave. Para que esto no suponga un problema se ha 
implementado una función que permite enviar los datos de consumo de 
powertrace del slave al coordinador al final del experimento, es decir, después 
de realizar varios ciclos completos del protocolo MAC. 
  
 
5.3.1.2  Mota esclava o slave 
 
Los dispositivos slave tienen la función de enviar un paquete de datos en cada 
trama dentro de un slot seleccionado aleatoriamente (con probabilidad 
equiprobable) antes de que esta empiece. Además, estas motas realizan un 
proceso de RDC para tratar de reducir el consumo energético. 
 
Cómo en el caso de la mota coordinadora, para los dispositivos slave también 




5.3.1.2.1 Versión simulador 
 
Al igual que en la aplicación del coordinador, esta contendrá la misma estructura 
en el código: (i) Declaraciones, (ii) Funciones independientes y (iii) Procesos de 
Contiki. 
 
(i) DECLARACIONES: Al igual que en la aplicación del dispositivo Master, 
en esta sección se declaran las variables estáticas necesarias, incluidas 
las estructuras de los mensajes que deben ser idénticas en ambas 
aplicaciones, así cómo las librerías y protothreads que se incluirán en el 
fichero.  
 
(ii) FUNCIONES: En esta sección se crean las funciones necesarias para 
gestionar las transmisiones recibidas así cómo las encargadas de crear 
los enlaces correspondientes en los canales de radio, enlaces tipo 
broadcast y unicast. En esta aplicación el dispositivo slave únicamente 
debe gestionar las transmisiones broadcast que reciba por parte del 
coordinador, el mensaje que indica el inicio del protocolo, RFD, y el que 
marca su final, FBP. 
 




(iii) PROCESOS: Esta aplicación consta de tres procesos principales: 
 
1. “slave”: En este proceso únicamente se reestablecen los valores de 
algunas variables estáticas (ya que el protocolo está pensado para 
ejecutarse varias veces consecutivas), abre las conexiones unicast y 
broadcast en los canales de radio e inicia la semilla del generador de 
números aleatorios que utilizara para seleccionar un slot en el que 
transmitir. 
2.  “enviar_respuesta”: Este proceso es el que se encarga de generar un 
número aleatorio a partir de la semilla que se iniciaba en el anterior 
proceso y de ejecutar la función para enviar el mensaje tipo unicast 
en ese slot seleccionado. 
3. “RDC”: En este proceso se definen los tiempos de encendido y 
apagado de la radio. Este proceso es el más importante ya que de el 
depende que los dispositivos permanezcan sincronizados 
correctamente con el coordinador. El dispositivo debe encender su 
radio al final de cada trama durante un breve periodo de tiempo 
(tiempo de preambulo) para poder escuchar el mensaje FBP final. 
 
 
5.3.1.2.2 Versión experimental 
 
Para aumentar las garantías y que todos los slaves sean capaces de recibir el 
último mensaje FBP y solventar así el problema de sincronismo, se ha 
aumentado el tiempo de escucha entre trama y trama (lo que correspondería a 
el tiempo de preámbulo en la teoría), es decir, se han modificado los tiempos del 
proceso “RDC” lo cual ha supuesto un aumento del tiempo de cada trama. Esto 
sumado a los 20 envíos finales del coordinador supone un aumento notable del 
consumo energético que veremos reflejado en las gráficas del capítulo 6. 
 
Además de las modificaciones para tolerar la falta de sincronismo, también se 
han modificado algunos fragmentos del código para poder adaptarlo a los 
cambios comentados en el Master sobre powertrace.  
 
 
5.3.1.3  Conclusiones 
 
En este apartado se realiza una comparativa técnica de ambas versiones del 
protocolo MAC para poder ver todas las diferencias explicadas anteriormente 
con más facilidad.  
 
La figura 5.5 muestra un diagrama de flujo del protocolo FSA-noFB. El diagrama 
describe de forma genérica cada uno de los procesos que hacen que el protocolo 
MAC funcione correctamente. Se describe únicamente el funcionamiento de un 
dispositivo slave, asumiendo que el resto de dispositivos de este tipo tendrán las 
mismas características.  
 
En la figura 5.4 se observan las diferencias entre el tamaño de las tramas, 
tiempo de escucha y envío de paquetes FBP final de ambas versiones.  
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Fig.5.4 Comparativa de las dos versiones de FSA-noFB  
 
 
La figura 5.4 muestra dos imágenes obtenidas del simulador. Cómo se ha 
comentado anteriormente, Cooja simula todos los dispositivos con las mismas 
características técnicas, por este motivo se han provocado problemas de 
sincronismo en la versión experimental simulada para que esta sea capaz de 
representar con más fidelidad lo que sucede en la versión experimental. 
 
Frame slotted aloha without FBP – version simulador 
 
Frame slotted aloha without FBP – version experimental simulada 
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Fig.5.5  Diagrama de flujo de FSA-noFB 
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La tabla 5.1 muestra de forma cuantitativa las diferencias temporales entre 
ambas versiones. Las principales características técnicas de cada versión están 
expresadas en milisegundos (ms). 
 
En apartados posteriores (5.4.4 Pérdida de paquetes) se detalla el motivo por el 
cual existen duraciones de trama diferentes en función de la tasa de error entre 
los resultados obtenidos teoricamente y en el simulador del número medio de 
tramas necesarias para completar un ciclo (ver apartado 6.3.2.1.) 
 
 
Tabla 5.1 Detalles técnicos del protocolo FSA-noFB en sus diferentes 
versiones 
 
 VERSION COOJA VERSION 
EXPERIMENTAL 
Duración slot (ms) 1,46 1,46 
Duración SIFS (antes 
/ después) (ms) 
7,38/1,08 (1) 











 ((1) Valido para experimentos con una tasa de error superior al 15 %.  
 (2)Valido para experimentos con una tasa de error inferior al 15%.) 
 
 
Los tiempos separados por “/” en “Duración SIFS” corresponden a SIFS antes 





En este apartado se describen los códigos desarrollados para el protocolo Frame 
slotted aloha con feedback. Se describen los códigos del dispositivo coordinador 
tanto en la versión experimental cómo en la del simulador y a continuación estos 
mismos para la aplicación de las motas slave. 
 
Cómo se detalla en el capítulo 3, el protocolo es una modificación de FSA-noFB. 
Por lo tanto conserva la misma estructura que su predecesor.  
 
 
5.3.2.1  Mota coordinadora o Master 
 
La mota coordinadora, al igual que en FSA-noFB, es la que se encarga de 
gestionar y coordinar el tráfico de datos de la red de sensores.  La principal 
diferencia con el anterior protocolo reside en que en este caso el dispositivo 




Master envía un paquete de datos tipo FBP al final de cada trama con la 
información sobre lo que ha sucedido en la trama. 
 
Existen dos versiones: (i) versión simulador y (ii) versión experimental.  
 
 
5.3.2.1.1 Versión simulador 
 
Al igual que todas las aplicaciones desarrolladas esta también incluirá tres 
secciones: (i) Declaraciones, (ii) funciones “independientes” y (iii) protothreads o 
procesos de Contiki. 
 
(i) DECLARACIONES: La mayor parte de los elementos (librerías, variable 
y procesos) que se declaran en esta aplicación son básicamente los 
mismos que los que se declaran en la aplicación Master versión simulador 
del protocolo FSA-noFB, exceptuando los elementos necesarios para 
declarar la nueva estructura de los paquetes FBP que incluyen la 
información sobre el estado de cada slot y que se envia al final de cada 
trama en FSA-FB. 
 
(ii) FUNCIONES: En esta sección únicamente se ha modificado la función 
encargada de gestionar la información que recibía el Master a través del 
canal unicast. En FSA-FB, a diferencia de FSA-noFB, esta función tiene 
un papel vital en esta aplicación. Además de almacenar la información de 
los slaves que se va recibiendo en cada trama en este caso la función se 
encarga también de codificar el slot en el que se ha recibido la información 
y guardar esta información codificada en una variable estática que 
formara parte del paquete FBP que se envía al final de la trama con la 
información de todos los slots. 
 
(iii) PROCESOS: Esta aplicación también consta de tres procesos: inicializar, 
(1) enviar_RFD y (2) enviar_FBP. Estos procesos tienen la misma función 
que en el protocolo anterior pero con algunas diferencias. Estas 
diferencias se deben a que en este protocolo es necesario enviar el 
paquete FBP al final de cada trama y el paquete que se envía tiene una 
longitud mayor. Por estos motivos únicamente se encuentran diferencias 
en los procesos relacionados con los envíos, los dos últimos. 
 
1. “enviar_RFD”: Este proceso tiene la función de indicar el inicio del 
protocolo MAC al resto de dispositivos mediante una transmisión tipo 
broadcast del paquete RFD. La diferencia con FSA-noFB es 
únicamente el tamaño del paquete que se envía. 
 
2. “enviar_FBP”: Este proceso tiene la función de enviar un paquete FBP 
al final de cada trama, informando así al resto de dispositivos en que 
slots ha habido transmisiones exitosas. Una vez se han una vez se 
hayan identificado todos los dispositivos de la red, enviara un paquete 
FBP final que indicara el final del protocolo. Todos los envíos se 
realizan a través de transmisiones tipo broadcast.  
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5.3.2.1.2 Versión experimental 
 
El motivo por el que se ha desarrollado una segunda versión del protocolo  MAC 
es la aparición del llamado efecto captura en las transmisiones reales. Este 
problema se explica en el apartado 5.4.3. 
 
El problema afecta a todos los protocolos pero afecta principalmente a los 
protocolos FSA-FB y CTA. De forma breve, el efecto captura es un efecto que 
se produce cuando dos o más paquetes colisionan en un mismo slot. 
Teóricamente estos deberían sumarse de forma destructiva en el receptor pero 
debido a la modulación que utiliza el transponedor de radio CC2420, en 
ocasiones la transmisión recibida con más intensidad, siempre y cuando supere 
un umbral respecto a la más débil, es recibida correctamente por el receptor. 
 
El efecto captura no es estrictamente un problema, ya que en una situación en 
la que no se recibiría ninguna transmisión, en realidad se recibe un paquete 
correctamente. El único inconveniente es que esto requiere una modificación del 
código para evitar un mal funcionamiento del protocolo MAC.  
 
Para solventar el problema se ha añadido la ID de los dispositivos slave que han 
transmitido con éxito, al paquete de datos FBP del Master. Por consiguiente, si 
un dispositivo slave lee una transmisión exitosa en su slot pero su ID no se 
encuentra en el paquete, interpreta que su transmisión no se ha recibido con 
éxito. 
 
Además de las correcciones que se han hecho para solventar el problema del 




5.3.2.2  Mota esclava o slave 
 
Este dispositivo tiene la función de enviar un paquete de datos en cada trama 
dentro de un slot seleccionado al azar antes de que esta empiece. Además, los 
dispositivos slave realizan un proceso de RDC para tratar de reducir el consumo 
energético. A diferencia de FSA-noFB, en FSA-FB el dispositivo leerá un paquete 
FBP al final de cada trama que le indicara si su transmisión ha tenido éxito o no. 
En caso afirmativo el slave deja de transmitir en las tramas posteriores hasta 
finalizar el protocolo. 
 




5.3.2.2.1 Versión simulador 
 
En este apartado se detallan las funciones más relevantes con las que se han 
programado los dispositivos slave en FSA-FB. Al igual que en las secciones 
anteriores se seguirá una estructura para poder explicarlo correctamente: (i) 
Declaraciones, (ii) funciones “independientes” y (iii) procesos de Contiki. 




(i) DECLARACIONES: En esta sección se declaran los elementos 
necesarios para el funcionamiento de la aplicación. Las estructuras de los 
paquetes “unicast” y “broadcast” deben coincidir en ambos códigos para 
que la comunicación entra ambos sea correcta. 
 
(ii) FUNCIONES: Estas funciones analizan los paquetes que reciben los 
dispositivos slave. Puesto que las comunicaciones que se establecen son 
las mismas en todas las aplicaciones únicamente es necesario modificar 
la función que analiza los paquetes broadcast para que sea capaz de 
analizar e interpretar la información recibida por parte del coordinador, es 
decir, los paquetes RFD o FBP. 
 
(iii) PROCESOS: La aplicación consta de tres procesos: “slave”, “RDC” y 
“enviar_respuesta”. Estos procesos tienen la misma función que en la 
aplicación de FSA-noFB con sus respectivas diferencias en los tiempos 
del proceso “RDC”. 
 
 
5.3.2.2.2 Versión experimental 
 
El motivo por el que se ha diseñado una segunda versión es la aparición del 
efecto captura y del mismo modo se han modificado los paquetes en el 
coordinador para que este envíe las IDs, es necesario modificar el código de la 
aplicación del dispositivo slave ya que este debe ser capaz de decodificar y 
analizar las IDs que le llegan a través del coordinador. 
 
De igual modo que en FSA-noFB existe un problema de sincronización grave, en 
FSA-FB también ocurre pero en menor grado. El problema es que no todas las 
motas son idénticas técnicamente, por lo que en un experimento tenderán a 
desincronizarse a causa de sus posibles diferencias internas. Para solucionar 
este problema es necesario eliminar el proceso “RDC” e implementarlo en el 
proceso “enviar_respuesta”. De esta forma deja de ser un proceso independiente 
para depender de la recepción de cada paquete FBP (ya que la función 
“enviar_respuesta” se activa cada vez que la radio capta un mensaje del Master). 
De tal modo se reinicia el error de sincronismo cada vez que recibe una 
transmisión, lo que evita que se acumule.  
 
Por otro lado, al igual que sucedía en la versión experimental de la aplicación 
slave del protocolo FSA-noFB, también se han modificado algunos fragmentos 




5.3.1.3  Conclusiones 
 
En este apartado se realiza una comparativa técnica de ambas versiones del 
protocolo MAC para poder ver todas las diferencias explicadas anteriormente 
con más facilidad. Incluye un diagrama de flujo conjunto que muestra el 
funcionamiento del protocolo FSA-FB (Fig. 5.7). 
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Pese a las diferencias entre las dos versiones, las varianzas que puedan existir 
en términos de consumo y tiempo son mínimas y despreciables. La figura 5.6 
muestra dos imágenes obtenidas del simulador en las que se pueden apreciar 
las dos versiones del protocolo. Cómo se comentaba las diferencias entre ambas 
son imperceptibles.   
 
 
Fig.5.6 Comparativa de las dos versiones de FSA-FB  
 
Frame slotted aloha with FBP – version COOJA 
Frame slotted aloha with FBP – version experimental simulada 
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Fig.5.7  Diagrama de flujo de FSA-FB 
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Tabla 5.2 Detalles técnicos del protocolo FSA-FB en sus diferentes 
versiones. 
 
 VERSION COOJA VERSION 
EXPERIMENTAL 
Duración slot (ms) 1,46 1,46 
Duración SIFS (antes / 
después) (ms) 
3,9 / 1,08 3,9 / 1,08 




Duración trama (ms) 1,08+(1,46*número de slots)+ 3,9+TFBP 
 
 
Los tiempos separados por “/” en “Duración SIFS” corresponden a SIFS antes 
de FBP / SIFS después de FBP” respectivamente. 
 
La Tabla 5.2 muestra de forma cuantitativa que la diferencia entre ambas 
versiones no reside en sus detalles técnicos.  
 
La duración de la trama depende del número de slots con el que se haya 
programado el experimento. “TFBP” corresponde al tiempo de transmisión del 
paquete sumado al tiempo que tarda el Master en procesar la función enviar. En 
versión simulador el tiempo teórico de envió sería de 0,640 ms (longitud 
paquete= 20 bytes, de los cuales 4 de payload, para 28 slots), en la versión 
experimental el tiempo de transmisión del paquete sería de 0.704 ms ya que en 
este caso es mayor (longitud paquete= 22 bytes, de los cuales 6 de payload, 
para 28 slots). Debido a que la resolución es de 100µs en el simulador Cooja y 
de 244µs en el clock de las motas Z1 no es posible ver reflejada esta pequeña 
variación de tiempo de “TFBP”. 
 
 
5.3.3  CTA 
 
En este apartado se describen los códigos desarrollados para el protocolo 
Contention Tree Algorithm. Se describen los códigos de la mota coordinadora 
tanto en la versión experimental cómo en la del simulador Cooja y a continuación 
los códigos para los dispositivos slave. 
 
 
5.3.3.1  Mota coordinadora o Master 
 
La mota coordinadora se encarga de gestionar o coordinar el tráfico de datos de 
la red de sensores de igual forma que en los dos anteriores protocolos. Al igual 
que en el protocolo FSA-FB, el coordinador envía un paquete FBP al final de 
cada trama con la información sobre las colisiones que se han producido en cada 
trama.  
 
Existen dos versiones del código para el protocolo MAC: (i) versión simulador y 
(ii) versión experimental.  
  




5.3.3.1.1 Versión simulador 
 
Esta aplicación se dividen en tres secciones: (i) Declaraciones, (ii) funciones 
independientes y (iii) protothreads o procesos de Contiki. 
 
(i) DECLARACIONES: El aparatado de declaraciones contiene todas las 
declaraciones de procesos, variables y librerías necesarias para el 
correcto funcionamiento de la aplicación. Este apartado contiene las 
mismas declaraciones que FSA-FB excepto las exclusivas de este 
protocolo para la detección de colisiones. 
 
(ii) FUNCIONES: La sección de funciones independientes contiene todas las 
funciones que son necesarias para establecer las comunicaciones entre 
dispositivos y que ya vienen declaradas en el propio código estructural del 
sistema Contiki. 
 
(iii) PROCESOS: Los protothreads son los procesos que contiene el código 
de la aplicación desarrollada. Estos procesos están creados por el 
programador de la aplicación y todo su contenido está personalizado. La 
aplicación consta de dos procesos principales: 
 
1. “principal”: Este primer proceso sirve para iniciar funciones básicas 
cómo encender la radio y abrir los canales de comunicación broadcast 
y unicast, para enviar los mensajes RFD y FBP y para comprobar si se 
ha llegado al final del ciclo.  
 
2. “energía”: Este proceso sirve para comprobar las colisiones que se 
producen en el ambiente y asignar dichas colisiones al slot 
correspondiente. 
 
5.3.3.1.2 Versión experimental 
 
El motivo por el que se ha desarrollado una segunda versión es la imposibilidad 
de detección de colisiones provocada por el efecto captura. Para poder detectar 
colisiones, el coordinador utiliza un medidor de la RSSI que detecta su antena, 
cuando este supera un umbral preestablecido se asume que ha habido alguna 
transmisión. Si el umbral de RSSI es superado pero el coordinador no recibe 
ninguna transmisión, se asume que se ha producido una colisión. El problema 
del efecto captura es que esa misma situación se puede llegar a recibir una 
transmisión correctamente, lo cual dificulta la detección de colisiones.  
 
El problema afecta especialmente a CTA ya que tiene la necesidad de conocer 
el estado de las transmisiones, es decir, si los mensajes llegan o colisionan.  
 
El efecto captura impide detectar colisiones y por tanto, en este protocolo que se 
basa en la asignación de tramas según el orden de colisión en los slots de la 
trama anterior suponía un grave problema. El motivo por el que no se podía 
implementar era que los dispositivos slaves, en los casos en los que se producía 
el efecto captura en su slot de transmisión, no podrían transmitir ordenadamente 
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puesto que el resto de nodos desconocerían que se había producido un efecto 
captura, únicamente recibirían un FBP que les indicaría que en ese slot había 
habido una transmisión exitosa. Por consiguiente, únicamente el slave que 
transmitió y no tuvo éxito sabría que su transmisión no había sido exitosa gracias 
a la comparación de los datos de slot e ID recibidos en el FBP.  
 
Cómo consecuencia el código se modificó para que los slaves que se viesen en 
esa situación transmitiesen justo en la trama siguiente a la trama en que fallaron. 
De este modo además de solventar el problema inducido por el efecto captura, 
el número medio de tramas efectivo se veía reducido y por lo tanto también el 
consumo tal y cómo reflejan los datos del capítulo 6.  
 
 
5.3.3.2  Mota esclava o slave 
 
Este dispositivo tiene la función de enviar un paquete de datos en cada trama 
dentro de un slot seleccionado al azar antes de que esta comience. Además 
estas motas realizan un proceso de RDC para tratar de reducir el consumo 
energético. 
 
Existen dos versiones del código: (i) versión simulada y (ii) versión experimental. 
 
 
5.3.3.2.1 Versión simulador 
 
La aplicación desarrollada se divide en tres secciones: (i) Declaraciones, (ii) 
funciones independientes y (iii) protothreads o procesos de Contiki. 
 
(i). DECLARACIONES: El aparatado contiene las mismas declaraciones 
necesarias para el correcto funcionamiento de la aplicación. Este 
apartado incluye una declaración de las estructuras de los paquetes igual 
que la que se declaraba en el coordinador. 
 
(ii). FUNCIONES: La sección de funciones independientes contiene todas las 
funciones que son necesarias para establecer las comunicaciones entre 
dispositivos y que ya vienen declaradas en el propio código estructural del 
sistema Contiki. 
 
(iii). PROCESOS: Los protothreads son los procesos que contiene el código 
de la aplicación desarrollada. En el código de los slaves existen cinco 
procesos distintos: 
 
1. “principal”: Únicamente se reestablecen los valores de algunas 
variables estáticas, abre las conexiones unicast y broadcast en los 
canales de radio e inicia la semilla del generador de números 
aleatorios para calcular los slot. 
 
2. “Duty”, “Duty2” y “Duty3”: Estos son los procesos de RDC. Se 
encargan de realizar el encendido y apagado periódico y sincronizado 
de la radio del dispositivo. 





3.  “enviar_respuesta”: Es el proceso más complejo y largo de todos. Este 
proceso se encarga de enviar el paquete de datos al Master en el slot 
correspondiente, comprobar las colisiones de las cuales el Master 
informa y realizar los cálculos para que el dispositivo se ordene en el 
“árbol”. 
 
5.3.3.2.2 Versión experimental 
 
Las dificultades del coordinador para detectar colisiones a causa del efecto 
captura, hacen necesaria la creación de una segunda versión de la aplicación 
del dispositivo slave.  
 
En esta versión el dispositivo Master envía información sobre los slots en los que 
se tuvo éxito y las IDs recibidas en el paquete FBP. Al igual que sucede en el 
protocolo FSA-FB, en esta versión el dispositivo slave debe ser capaz de 
decodificar y analizar las IDs que le llegan a través del coordinador. De esta 
forma si un slave es informado sobre una transmisión exitosa en su slot pero su 
ID no se encuentra en el paquete, este transmitirá automáticamente en la 
siguiente trama debido a la imposibilidad de ordenarse, actuando así cómo un 
slave del protocolo FSA-FB. 
 
Por último también se han modificado algunos fragmentos del código para poder 
adaptarlo a los cambios comentados en el dispositivo Master sobre powertrace. 
 
 
5.3.3.3  Conclusiones 
 
En este apartado se realiza una comparativa técnica de ambas versiones del 
protocolo MAC para poder ver todas las diferencias explicadas anteriormente 
con más facilidad. Además incluye un diagrama de flujo del Master y otro del 
slave, que muestran el funcionamiento del protocolo CTA por completo (Fig. 5.8). 
 
La figura 5.9 muestra imágenes obtenidas del simulador sobre ambas versiones 
del protocolo MAC. La versión experimental ha sido simulada en Cooja, al no 
existir el efecto captura en el simulador cuando hay una colisión no llega ningún 
paquete, por lo que se ha “adaptado” la versión experimental para simular lo que 
sucedería en caso de aparecer el efecto captura. En este caso todos los slaves 
que colisionaron vuelven a transmitir en la siguiente trama, algo parecido a FSA-
FB. En la versión experimental sin adaptar al simulador, con el efecto captura, la 
única diferencia sería que uno de ellos habría llegado correctamente y se 
desactivaría, dejando más slots libres en las siguientes tramas. No obstante si 
se da el caso en el que colisionan varios paquetes y no aparece el efecto captura, 
estos actuarían cómo en la versión simulada, ordenándose. 
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Fig.5.8  Diagrama de flujo de CTA.  
 






Fig.5.9  Comparativa de las dos versiones de CTA  
 
 
En la Tabla 5.3 se puede observar que este es el protocolo con los tiempos más 
grandes de los 3 protocolos analizados. Esto se debe a que el protocolo a 
diferencia de los dos anteriores ha de analizar la RSSI del ambiente en cada slot 
lo cual añade unos tiempos virales al resto de procesos.  
 
Por otra parte, la tabla muestra de forma cuantitativa que apenas existen 
diferencias entre ambas versiones en sus detalles técnicos.  
 
Los tiempos separados por “/” en el caso “Duración IFS” corresponden a IFS 
antes de FBP / IFS después de FBP” respectivamente. 
 
 
Tabla 5.3 Detalles técnicos del protocolo CTA en sus diferentes versiones.  
 
 VERSION COOJA VERSION 
EXPERIMENTAL 
Duración slot (ms) 2,89  2,89  
Duración IFS (antes / después) 
(ms) 
3,74 / 6,90 3,74 / 6,90 




Duración trama (ms) 6,90+(2,89*número de slots)+3,74+TFBP 
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5.4  Retos de la implementación 
 
En este  apartado se detallan los principales retos que se han encontrado en el 
proceso de implementación de los protocolos MAC. 
 
 
5.4.1  Sincronización de los slaves 
 
Uno de los mayores retos es la sincronización de los dispositivos slave con el 
dispositivo Master. Para reducir el consumo de energía, los nodos slaves 
ejecutan un proceso de RDC, cómo se muestra en la figura 5.10. Es por esto 
que los slaves deben tener una perfecta sincronización con el coordinador. En 
caso contrario, los slaves podrían no recibir los paquetes enviados por el Master.  
 
La sincronización de los dispositivos supone un reto principalmente en las 
versiones experimentales de los protocolos. Para las versiones del simulador, 
Cooja juega un papel fundamental en este reto ya que dispone de un timeline el 
cual facilita la tarea de sincronización puesto que nos muestra una 
representación temporal de lo que sucede en la simulación y mediante el ensayo 
de prueba y error se puede conseguir la sincronización, variando los tiempos del 
duty-cycling. Además Cooja simula todas las motas con las mismas 
características técnicas por lo que no aparecen los asincronismos causados por 
las imperfecciones de los relojes internos de las motas.  
 
Sin embargo, cómo se comentaba en subsecciones anteriores, uno de los 
problemas de las versiones experimentales es la desincronización que se crea 
en las motas debidos a sus diferencias técnicas. Para corregir esta 
desincronización, los procesos RDC, antes independientes, se han vinculado a 
la recepción de cada paquete FBP. De esta forma se consigue reiniciar el error 
que se crea en cada slave en cada recepción.  
 
El caso de FSA-noFB es diferente ya que no dispone de paquetes FBP entre 
trama y trama para corregir el error y, por consiguiente, cuando el ciclo finaliza, 
los slaves pueden haber acumulado un error suficiente que provoque la 
desincronización. Por tanto, para asegurar la recepción del paquete FBP final se 
ha aumentado el tiempo de escucha (TPREAMBLE) y el número de paquetes FPB 
que se envían al final. Mediante la redundancia en la transmisión del paquete de 
FBP, se puede minimizar el problema de la falta de sincronía, a costa de 
aumentar el overhead y, por tanto, energía consumida. 
 
 






Fig.5.10 Sincronización entre Master y slaves en FSA-FB 
 
 
5.4.2  Generación de números aleatorios 
 
La generación de números aleatorios no resulta trivial en entornos hardware. 
Después de realizar diversas pruebas en el simulador Cooja y procesar lo 
resultados adquiridos en los protocolos, se ha detectado que el generador de 
número aleatorios implementado por defecto en Contiki, utiliza una secuencia 
pseudoaleatoria finita para generar los números.  
 
Cómo consecuencia, los números aleatorios generados siguen un cierto patrón 
de repetitividad, lo cual supone un problema ya que los slots seleccionados por 
los dispositivos slave no son del todo aleatorios. 
 
Para solventar este problema se ha modificado el fichero random.c, 
implementado por defecto en el sistema de Contiki, para que el generador de 
números aleatorios utilice una secuencia más aleatoria que depende de la ID de 




5.4.3  Efecto captura 
 
El efecto captura es un efecto físico que Cooja no implementa. Este efecto se 
detectó al tratar de generar colisiones de paquetes que se producen cuando dos 
o más dispositivos transmiten en el mismo slot y sus señales de suman de forma 
destructiva en el receptor. 
 
Idealmente, cuando se produce la colisión de dos o más transmisiones, el 
receptor no debe ser capaz de decodificar ninguna de ellas, que es lo que sucede 
en el simulador. No obstante, en los experimentos sobre las motas Z1 se ha 
detectado que en esta situación, la mota coordinadora es capaz de decodificar 
un mensaje siempre y cuando el mensaje recibido supere una relación de señal 
a ruido más interferencia suficientemente grande respecto a los demás. Esto se 
debe a que la modulación O-QPSK que utiliza el radio transmisor CC2420 es 
muy robusta a las interferencias. 
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Para demostrar este efecto se realizaron varios experimentos, el más 
significativo se expone a continuación. 
 
La prueba está dividida en dos partes y se realizó con tres motas Zolertia Z1, 
distribuidas según se muestra en la figura 5.11. La mota A transmite un paquete 
cada 200ms para indicar a las otras dos motas (B y C)  que inicien su transmisión. 
Estas dos últimas están programadas para transmitir en el mismo instante de 
tiempo, después de la recepción del paquete de la mota A, para provocar una 
colisión. Todas las motas están programas para encender un LED azul en caso 
de recibir un paquete y un LED verde en caso de transmitir. 
 
1ª parte: las motas B y C están situadas equidistantes a la mota A con una 
posición de la antena similar para que los diagramas de radiación sean lo más 
aproximados posible respecto al receptor. En la figura 5.11 se observa que 
únicamente se enciende un LED verde en la mota A y nunca un LED azul. Esto 
indica que la mota A ha transmitido un mensaje (LED verde) pero no ha sido 
capaz de decodificar ningún paquete ya que en el caso contrario debería verse 
un LED azul encendido inmediatamente, en respuesta a la recepción. Esto indica 





Fig.5.11  Motas B y C transmitiendo en condiciones idénticas 






Fig.5.12  Motas B y C transmitiendo en condiciones diferentes  
 
 
2ª parte: Las motas continúan en la misma posición, pero esta vez la mota C 
tiene un obstáculo para alterar el diagrama de radiación de esa mota. En la 
figura 5.12 se puede ver cómo en la mota A se enciende tanto el LED de envío 
cómo el de recepción, por lo que una de las dos motas se está superponiendo a 
la otra, es decir, los paquetes que estas envían colisionan pero el que se recibe 
con mayor relación de potencia (el que está libre de obstáculos, mota B) se 
superpone a la señal con menos potencia. 
 
Cómo se comenta en secciones anteriores, el efecto captura no supone ningún 
problema en sí mismo, pero sí en la ejecución del protocolo basado en detección 
de colisiones. Cuando se produce el efecto captura en un slot y posteriormente 
el coordinador informa que hubo éxito en ese slot, los dispositivos slave que 
transmitieron en el interpretan que su transmisión tuvo éxito, aunque en realidad 
hubo una colisión y uno de los dos paquetes no se recibió correctamente. 
 
Esto supone un problema para los protocolos CTA y FSA-FB, ambos basados 
en la detección de colisiones. Para solventar este problema se han añadido las 
IDs de los dispositivos que tuvieron éxito a los mensajes FBP además de la 
información relacionada con los slots (en qué slot transmitió qué mota). De esta 
manera, para que un slave considere que ha transmitido con éxito deberá 
encontrarse tanto su ID cómo su slot en la información del paquete FBP. 
  
 
5.4.4  Pérdida de paquetes 
 
Este problema se detectó en el timeline de Cooja y únicamente se ha detectado 
en el simulador. Se trata de un problema del coordinador, principalmente en los 
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protocolos FSA-FB y FSA-noFB para leer todos los paquetes enviados por los 
slaves.  
 
En los casos en los que se producen muchas colisiones consecutivas, el buffer 
del CC2420 del Master se colapsa. Esto, sumado a que el tiempo de slot es un 
50% más pequeño en comparación con el protocolo CTA, produce 
esporádicamente errores en la lectura de mensajes por parte del Master. Este 
porcentaje de mensajes perdidos aumenta a medida que aumentan las 
colisiones, cuanto más elevado sea el número de dispositivos slave 
transmitiendo y más pequeño sea el número de slots total, mayor será la tasa de 
pérdida. 
 
La figura 5.13 ilustra lo explicado anteriormente. El coordinador indica que ha 
leído y procesado el paquete mediante el encendido de un LED rojo. En la 
imagen se observa marcado con un círculo esta situación. Por el contrario, en 
los casos indicados mediante un flecha el indicador de LED rojo no se ilumina, 






Fig.5.13  Timeline de Cooja simulando FSA-noFB con 5 slots y 10 slaves 
 
 
Este problema afecta gravemente al protocolo FSA-noFB puesto que todos los 
dispositivos compiten en todas las tramas, a diferencia de FSA-FB, y por lo tanto 
el número de colisiones se dispara. 
 
Para solventar este problema se ha ampliado el tiempos de SIFS al final de la 
trama en un 50 % en aquellos casos en los que la diferencia entre el número 
medio de tramas obtenido en la simulación de Cooja y el teórico supera el 15%. 
De esta forma se le otorga al buffer más tiempo procesar los datos de la trama. 
 
Esto únicamente sucede en FSA-noFB con 10 slaves para 1 – 8 slots y con 30 
slaves para 1 - 33 slots. Por un lado existe la ventaja de que el Master no rechaza 
tantos paquetes, por otro lado, aumentar los SIFS supone una aumento en la 
duración de cada trama. 




Capítulo 6 – Metodología de la realización de las 
pruebas y resultados obtenidos 
 
En este apartado se describe el escenario de pruebas utilizado en los 
experimentos. Además, se exponen los métodos utilizados para obtener los 
resultados obtenidos en la simulación y en la implementación experimental de 
los tres protocolos. Finalmente, se describen los resultados obtenidos en cada 
protocolo para demostrar su correcto funcionamiento.  
 
 
6.1  Escenarios de pruebas 
 
En este apartado se definen los escenarios de prueba considerados en este 
proyecto. Se han definido tres escenarios: FSA-noFB, FSA-FB y CTA. En todos 
ellos se han utilizado motas Zolertia Z1 de las cuales una en modo coordinadora 
o Master y N en modo slave.  
 
Para la obtención de resultados en el simulador y comprobar la correcta 
implementación de los protocolos MAC desarrollados se han tenido en cuenta 
dos escenarios para cada protocolo, en ambos casos todos los dispositivos 
deben permanecer dentro del área de cobertura del master: 
 
1) El primer escenario (a la izquierda de la figura 6.1) está compuesto de 11 
dispositivos: 10  slaves y un coordinador (Master). 
 
2) El segundo escenario (a la derecha de la figura 6.1) está compuesto de 
31 dispositivos: 30 slaves y un coordinador. 
 
 
Fig.6.1 Escenarios de pruebas en Cooja 
 
La distribución de los dispositivos en las pruebas sobre las motas Z1 (cómo se 
muestra en la figura 6.2) es muy importantes y puede afectar a los resultados 
del experimento.  
 
En el apartado 5.4.3 se explica el efecto captura detectado en algunos 
experimentos y los problemas que comporta. Para minimizar el efecto captura, 
los slaves deben estar distribuidos de tal forma que las antenas formen un 
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diagrama de radiación similar respecto al coordinador en todos los dispositivos. 
No obstante,  los protocolos están implementados para soportar el efecto 
captura, por lo que la distribución de la red de dispositivos no tiene que ser 
estrictamente la que muestra la imagen. Los resultados experimentales se 




Fig.6.2 Distribución de las motas en el entorno experimental 
 
 
Todas las pruebas realizadas, tanto en el simulador como en las motas Z1, han 
sido predefinidas con los siguientes parámetros: 
 
 La duración de cada prueba es de 1000 ciclos. 
 Los paquete RFD y FBP enviados por el coordinador durante la 
ejecución de los protocolos tienen una longitud de: 
 
𝐿𝑜𝑛𝑔𝑖𝑡𝑢𝑑 𝑅𝐹𝐷/𝐹𝐵𝑃 [𝑏𝑦𝑡𝑒𝑠] =
= 5 (𝑃𝐻𝑌ℎ𝑒𝑎𝑑𝑒𝑟 ) + 11 (𝑀𝐴𝐶ℎ𝑒𝑎𝑑𝑒𝑟 ) + 𝑋(𝑝𝑎𝑦𝑙𝑜𝑎𝑑)  
 
Donde X son los bytes dedicados a la información perteneciente a los 
slots, 1 bit por slot. Para los experimentos sobre los dispositivos Z1 se 
añaden X bytes extra al payload, 1 bit por cada dispositivo slave de la red, 
con la información relacionada con las IDs que permiten solventar los 
problemas del efecto captura. 
 
Por último, todos dispositivos slave permanecen escuchando el canal radio hasta 
que reciben la petición de datos en el enlace de bajada (paquete RFD) por parte 
del coordinador, momento en el cual ejecutan el protocolo MAC con el que han 
sido configurados.  




6.2 Parámetros analizados 
 
Este apartado enumera los parámetros analizados en cada protocolo MAC junto 
con una breve descripción. 
 
 
6.2.1. Medidas de tiempos de slot 
 
El objetivo de esta prueba experimental es determinar la duración mínima de 
slot, es decir, determinar el tiempo mínimo necesario para que la recepción de 
paquetes sea satisfactoria y no haya superposiciones (o colisiones) entre 
paquetes enviados en los slots adyacentes. 
 
Los parámetros medidos en este campo son los siguientes: 
 SIFS o IFS mínimo.  
 Tamaño mínimo de slot. 
 Desviaciones temporales de los slots. 
 
 
6.2.2  Medidas de retardo medio 
 
El retardo medio es el tiempo medio necesario para completar un ciclo. El ciclo 
se define cómo el proceso de transmisión de datos desde todos los dispositivos 
al Master, es decir, desde que el Master envía el primer paquete de petición de 
datos hasta que ha recibido un paquete de datos desde cada dispositivo. 
 
Para obtener las medidas de retardo medio se mide el número medio de tramas 
necesarias para completar un ciclo completo, y después se multiplica este valor 
por la duración, en milisegundos, de una trama. Los resultados dependerán del 
número de slots por trama con los que se programe el experimento y del número 
de slaves. 
 
Los parámetros medidos en este campo son los siguientes: 
 Número medio de tramas para completar un ciclo. 
 Retardo medio en milisegundos. 
 
6.2.3  Medidas de consumo energético 
 
El objetivo es cuantificar el consumo medio en Joules por parte de los 
dispositivos master y slave, por separado, durante un ciclo. Para ello se utilizan 
los datos de retardo medio enumerados en el apartado anterior. 
 
Los parámetros medidos en este campo son los siguientes: 
 Consumo energético del Master. 
 Consumo energético de un dispositivo slave. 
 Consumo energético total. 
 Potencia obtenida (ver Anexo B.4).  
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6.2.4  Medidas de autonomía de la red 
 
Se define a la autonomía de la red cómo la cantidad de ciclos que una red puede 
funcionar sin agotar la batería de los dispositivos. Para ello se expresan los datos 
de autonomía calculados en: 
 Número de ciclos capaces de realizar 
 
6.3 Metodología y análisis de resultados 
 
Esta sección contiene una breve descripción de los métodos utilizados para la 
obtención de los parámetros enumerados en el apartado anterior así cómo un 
análisis de estos. 
 
Se comparan los resultados obtenidos en el simulador respecto a los teóricos de 
3 a 50 slots, con 10 slaves. Por último, se comparan los resultados 
experimentales con los del simulador de 3 a 10 slots, con 10 slaves. Los 
resultados obtenidos en el simulador en los experimentos con 30 slaves están 
disponibles en el Anexo B.2. 
 
Los resultados teóricos así como los del simulador no tienen en cuenta posibles 
errores de transmisión ni el efecto captura, están calculados para una situación 
ideal. 
 
6.3.1  Medidas de tiempos de slot 
 
Para poder hacer las medidas de esta sección, se ha desarrollado un código 
para cada aplicación mediante el cual se ilumina un LED al inicio de cada 
transmisión y lo apagaba cuando ésta finalizaba. Utilizando el osciloscopio y 
mediante una sonda amperimétrica se ha medido la duración de este proceso en 
cada uno de los protocolos MAC.  
 
Para tomar las diferentes medias se realizaron varias pruebas, detalladas en el 
Anexo B.1. Los resultados finales obtenidos en estas pruebas se exponen en la 
tabla 6.1. 
 
Tabla 6.1 Resultados de experimentales tamaño de slot. 
 
Protocolo Duración medida del 
SIFS antes del FBP/SIFS 
después del FBP 
Duración medida 
del slot 
FSA-FB 3,9 ms / 1,08 ms 1,46 ms 
FSA-noFB 4,66 ms (2) / 1,08  ms 
7,38 ms (1) / 1,08  ms 
1,46 ms 
CTA 3,74 ms / 6,9 ms 2,89 ms 
((1) Valido para experimentos con una tasa de error superior al 15 %.  
 (2)Valido para experimentos con una tasa de error inferior al 15%.) 
 




Pese a que las medidas desviaciones temporales de los slots no están 
explícitamente expuestas en la tabla, estas están implícitas en la duración 
medida de un slot, ya que se tienen en cuenta a la hora de determinar su tamaño. 
 
 
6.3.2. Medidas de retardo medio 
 
6.3.2.1.  Medidas de número medio de tramas 
 
El objetivo es calcular el número medio de tramas necesarias para completar un 
ciclo en cada uno de los protocolos, para posteriormente comparar el número 
medio de tramas obtenido en el simulador y empíricamente con el número medio 
de tramas teórico.  
 
Para poder calcular el número medio de tramas se han realizado 1000 ciclos en 
cada experimento. Al final de cada ciclo, el dispositivo Master almacena el 
número de tramas necesario para completarlo. Al finalizar el experimento, el 
dispositivo coordinador calcula la media de los valores almacenados dando 
como resultado el valor medio. 
 
La figura 6.3 muestra el valor del número medio de tramas en función del 
número de slots por trama para los protocolos FSA-noFB, FSA-FB y CTA 
obtenidas en el simulador y teóricamente con 10 slaves de 3 a 50 slots.   
 
La tendencia que siguen las medidas del número medio de tramas, tanto del 
simulador cómo las teóricas, es muy similar. Ambas curvas disminuyen el 
número de tramas de forma exponencial a medida que se aumenta el número de 
slots estabilizándose en torno a 1,5 y 3 tramas por ciclo. 
 
Los valores obtenidos en las simulaciones son casi idénticos a los valores 
teóricos con una tasa de error inferior al 10 %. Las diferencias existentes entre 
ambos se deben a que el número de muestras realizadas es finito, limitado a 
1000 por la disponibilidad de tiempo para su realización.  
 
La gráfica muestra que el protocolo que mejores resultados da en términos de 
número medio de tramas es CTA en experimentos con una configuración de 3 a 
5 slots por trama para el caso de 10 slaves. A partir de 5 slots por trama, FSA-
FB se posiciona como el mejor protocolo, dejando así a FSA-noFB cómo el 
protocolo con los resultados menos eficientes.  
 
La figura 6.4 muestra el valor del número medio de tramas en función del 
número de slots por trama para los protocolos FSA-noFB, FSA-FB y CTA 
obtenidas en el simulador y empíricamente con 10 slaves de 3 a 10 slots por 
trama.   
 
La tendencia que siguen las medidas del número medio de tramas, tanto del 
simulador cómo las experimentales, es muy similar. Las curvas disminuyen el 
número de tramas de forma exponencial a medida que se aumenta el número de 
slots. 
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En los tres protocolos se puede observar que el número medio de tramas 
simuladas está por encima del número de tramas experimental. Esto se debe al 
efecto captura (5.4.3), cuyo impacto disminuye a medida que se aumenta el 
número de slots. Por consiguiente, los resultados experimentales cada vez se 
asemejan más a los teóricos para los protocolos FSA-noFB y FSA-FB.  
 
Para el caso del protocolo CTA la gráfica muestra que los valores obtenidos en 
su versión experimental están por debajo de los simulados, algo normal teniendo 
en cuenta el efecto captura. No obstante debido a la necesidad y a la 
imposibilidad de detectar las colisiones a causa de este efecto, CTA se convierte 
en un protocolo que combina algunas propiedades de FSA-FB y CTA  cómo se 
explica en el capítulo 5. Por este motivo, a medida que aumenta el número de 
slots por trama el efecto captura provoca que las propiedades de FSA-FB que 
se han implementado en CTA cobren mayor importancia y consecuentemente la 
versión experimental de CTA acaba adquiriendo los mismos valores que FSA-
FB en los términos analizados en este apartado. 
 
El protocolo que mejores resultados ofrece en su versión experimental en 
términos de retardo medio en tramas es CTA hasta aproximadamente el 10 slots 
por trama. Llegado a ese punto, tanto FSA-FB cómo CTA proporcionan 
rendimientos similares. 
 




Fig.6.3 Comparativa Simulación – Teórica del número medio de tramas en 
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Fig.6.4 Comparativa Simulación – Experimental del número medio de 
tramas en función del número de slots 10 slaves 
 
 
6.3.2.2.  Medidas de retardo medio en milisegundos (delay) 
 
Los resultados de retardo medio en milisegundos también llamado delay, se han 
obtenido utilizando los valores de la sección anterior y la duración en 
milisegundos de una trama en función del número de slots de esta que se 
detallan en este apartado.  
 
Las gráficas de retardo medio en milisegundo expuestas en este apartado 
muestran cómo los resultados del simulador y de las medidas experimentales de 
las motas Z1 se separan considerablemente de sus resultados teóricos. Esto se 
debe a que, por limitaciones hardware y software, la implementación de los 
tiempos de slot y SIFS o IFS difiere de los tiempos considerados en el análisis 
teórico de retardo y energía (basados en el estándar IEEE 802.15.4, ver Anexo 
A).  
 
La Tabla 6.2 muestra los valores de tiempo de slot, FBP y SIFS o IFS 
implementados en las diferentes versiones de cada protocolo. Estos tiempos se 
han visto incrementados respecto a sus teóricos a causa de los tiempos añadidos 
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Tabla 6.2 Comparativa timers para FSA-FB, FSA-noFB y CTA 
 
Timers Teórico Simulación Experimental 
Caso FSA-noFB 
TSLOT 544 µs 1,46 ms 1,46 ms 
TSIFS 192 µs 7,38/1,08(1) ms 
4,66/1,08(2) ms 
4.66/1,08 (2) ms 





20 · (0,7ms + 
(FBPteorico)·8/data-rate) 
Caso FSA-FB 
TSLOT 544 µs 1,46 ms 1,46 ms 









TSLOT 544 µs 2,89 ms 2,89 ms 








((1) Valido para experimentos con una tasa de error superior al 15 %.  
 (2)Valido para experimentos con una tasa de error inferior al 15%.) 
 
Los tiempos separados por “/” en el caso TSIFS o IFS corresponden a “SIFS antes 
de FBP / SIFS después de FBP” respectivamente.  
 
En las versiones experimentales se añaden 2 bytes al payload para incluir la ID 
de los slaves que han tienido éxito en cada trama. Este hecho provoca una 
pequeña variación en el tiempo que no ha podido ser cuantificada debido a la 
resolución de las herramientas de las que se disponen. Pese a esto, el desajuste 
que pueda provocar es insignificante en comparación con las variaciones 
respecto a los datos teóricos en los tiempos nombrados anteriormente. 
 
La figura 6.5 muestra el valor de delay en función del número de slots por trama 
para los protocolos FSA-noFB, FSA-FB y CTA obtenidas en el simulador y 
teóricamente con 10 slaves de 3 a 50 slots por trama.   
 
La tendencia que siguen las medidas de delay, tanto del simulador cómo las 
teóricas, es muy similar. Ambas curvas disminuyen el retardo medio de forma 
exponencial a medida que se aumenta el número de slots por trama.   




La gráfica muestra que la tendencia de las curvas de los datos de la simulación 
y los datos teóricos guardan cierta relación con la gráfica del “número medio de 
tramas”, teniendo una tendencia inicial bajista y de forma exponencial en líneas 
generales. Sin embargo, en este caso encontramos diferencias demasiado 
grandes entre los datos de la simulación y los teóricos. El motivo de estas 
desigualdades son las enormes diferencias  entre TSLOT, TSIFS, TFBP y TPREAMBLE 
(este último solo en el caso de FSA-noFB) que se comentaban anteriormente en 
la Tabla 6.2 de forma cuantitativa. 
 
La tendencia inicial bajista y de forma exponencial de las curvas hace que el 
delay se reduzca a medida que aumenta el número de slots por trama. Esto es 
cierto hasta un cierto número de slots por trama: para el caso FSA-noFB hasta 
16 slots, para FSA-FB hasta 11 slots y para CTA hasta 5 slots. A partir de dicha 
cantidad de slots por trama, la tendencia de las curvas cambia y se vuelve lineal 
y alcista con poca pendiente, aumentando el delay a medida que el número de 
slots aumenta. 
 
En términos de delay el mejor protocolo para el caso simulado es FSA-FB, 
puesto que está siempre por debajo del resto de protocolos. En el caso teórico 
FSA-FB también se situa como el mejor protocolo excepto del slot 3 al 5, en los 
cuales se posiciona CTA. Esto último no sucede en la versión simulada en gran 
parte debido a que el tamaño de los slots en FSA-FB es un 50% más pequeño.  
 
El protocolo FSA-noFB se sitúa cómo el menos eficiente de los tres de 3 a 18 
slots por trama en la teoría dejando paso a CTA a partir de este. Mejora sus 
resultados en la versión simulada puesto que únicamente se sitúa por debajo de 
CTA del slot 3 al 9. El motivo de esto es, de nuevo, la diferencia entre el tamaño 
de los slots siento el slot de CTA el doble que el de FSA-noFB. Pese a esta 
mejora la curva de resultados simulados de FSA-noFB muestra unas 
oscilaciones provocadas por la pérdida de paquetes comentada en el apartado 
5.4.4. 
La figura 6.6 muestra el valor de delay en función del número de slots para los 
protocolos FSA-noFB, FSA-FB y CTA obtenidas en el simulador y empíricamente 
con 10 slaves de 3 a 10 slots por trama.   
 
La tendencia que siguen las medidas de delay, tanto del simulador cómo las 
experimentales, es muy similar. Las curvas disminuyen de forma exponencial a 
medida que se aumenta el número de slots. 
 
En los tres protocolos se puede observar que el delay simulado está por encima 
del experimental. Esto está ligado directamente con los resultados de las curvas 
del “número medio de tramas” del apartado anterior. Cómo se comentaba allí el 
motivo de estas diferencias entre los resultados de ambas versiones es el efecto 
captura.  
 
Analizando cada protocolo por separado podemos observar que en algunos 
casos existen diferencias entre ambas versiones además de las inducidas por el 
efecto captura: 
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 FSA-noFB: Pese a que la versión experimental tiene unos tiempos más 
elevados que en el simulador, cómo es el caso de TPREAMBLE y TFBP, gracias 
al efecto captura el número medio de tramas necesarias para completar un 
ciclo disminuye y por lo tanto se reducen los tiempos de delay.  
 
No obstante, el hecho de enviar 20 paquetes FBP al final del ciclo en la 
versión experimental del protocolo, el haber ampliado drásticamente 
TPREAMBLE y que el efecto captura tenga menos repercusión a medida que 
ampliamos el número total de slots por trama, hace que las curvas de retardo  
experimental y de simulación se crucen en algún momento aunque no se 
aprecie en la gráfica. 
 
 FSA-FB: Los resultados experimentales se sitúan por debajo de los del 
simulador únicamente cómo consecuencia del efecto captura. Esto se debe 
principalmente a que los valores del número medio de tramas necesarias 
para completar un ciclo son inferiores, menos tramas, menos retardo medio. 
A medida que este va perdiendo repercusión (por el aumento de slots por 
trama) las curvas de retardo experimental y simulado terminan coincidiendo 
casi por completo. 
 
 CTA: Cómo se comentaba en el capítulo anterior, la versión experimental de 
CTA quedaba afectada por el efecto captura por lo que era necesario 
combinar propiedades de CTA y FSA-FB que hacen que el número medio de 
tramas necesarias para completar un ciclo este por debajo de los de la 
versión simulador. Teniendo en cuenta que ambas versiones conservan los 
mismo timers, los valores experimentales se sitúan por debajo de los 
simulados. 
 
Finalmente, el mejor protocolo para el caso experimental es FSA-FB puesto que 
está siempre por debajo del resto de protocolos en términos de delay. Sucede 
exactamente lo mismo en la versión de la simulación. Sin embargo echando un 
vistazo a la gráfica de la figura 6.4 lo usual hubiese sido que CTA ofreciese 
mejores resultados en su versión experimental, pero de nuevo la diferencia entre 
el tamaño de los slots vuelve a ser decisiva.  
 
Para ver tablas detalladas y completas con resultados ir a Anexo B. 
 






Fig.6.5 Comparativa Simulación – Teorica de delay en función del número 






Fig.6.6 Comparativa Simulación – Experimental de delay en función del 
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6.3.3  Medidas de consumo energético 
 
Para poder obtener medidas de consumo para las versiones simulador y 
experimental se ha utilizado la herramienta powertrace (ver “4.2.1.2 
Powertrace”). Esta herramienta nos proporciona los porcentajes medios del 
tiempo en el que el dispositivo ha estado en cada uno de sus estados: radio on, 
radio TX, radio RX, radio listening, radio off.  Aplicando estos porcentajes sobre 
el delay de cada experimento obtenemos el tiempo que pasa el dispositivo en 
todos los estados.  
 
Basándonos en las tablas de consumo teóricas (en Watts), Tabla 6.3,  
obtenemos el consumo energético (en Joules) mediante la multiplicación de 
estos con sus respectivos tiempos. 
 
 
Tabla 6.3  Tabla de potencias consumidas por los dispositivos según su 
estado. 
 






100,8 mW 66,9 mW 66,9 mW 525 µW 
 
 
6.3.3.1.  Medidas de consumo medio (Joules) en el dispositivo master 
 
En esta sección se exponen las gráficas de consumo medio del dispositivo 
Master, obtenido para cada uno de los protocolos, en función del número de slots 
por trama del experimento. Se comparan los resultados obtenidos en el 
simulador respecto a los teóricos con 10 slaves de 3 a 50 slots y finalmente los 
del simulador se comparan con los resultados experimentales obtenidos con 10 
slaves de 3 a 10 slots. 
 
La figura 6.7 muestra el valor medio de energía consumida por el coordinador 
durante un ciclo en Joules en función del número de slots por trama para los 
protocolos FSA-noFB, FSA-FB y CTA obtenidos en el simulador y teóricamente 
con 10 slaves de 3 a 50 slots por trama. La tendencia que siguen las medidas de 
consumo energético, tanto del simulador cómo las teóricas, es muy similar.  
 
Estos valores están directamente ligados a los de delay de la sección anterior. 
Las curvas empiezan con una tendencia bajista y de forma exponencial y 
terminan con una tendencia lineal alcista con poca pendiente. Para el caso de 
FSA-noFB esta tendencia cambia a partir del slot 16, para FSA-FB a partir del 
slot 11 y para CTA a partir del slot 5. Aquí es donde verdaderamente se aprecia 
la estrecha relación que guardan estos valores con los de delay.  
 
Al igual que sucedía con el delay, los valores del simulador se sitúan por encima 
de los teóricos. Esto se debe principal y exclusivamente a la diferencia entre los 
timers, tal y cómo muestra la tabla 6.2, para los protocolos FSA-FB y CTA, y en 
el caso de FSA-noFB también se ve perjudicado por la pérdida de paquetes 
(5.4.4) que provoca las oscilaciones en la curva de resultados.  




El protocolo con resultados más eficientes en su versión del simulador es FSA-
FB. No obstante, en el caso teórico FSA-FB también se sitúa el mejor excepto 
de 3 a 5 slots por trama en los cuales CTA se sitúa como el más eficiente. El 
motivo de esto es la diferencia entre el tamaño de los slots de ambos protocolos 
que se ha ido comentando. 
 
Por último solo queda decir que el protocolo FSA-noFB,  que se sitúa cómo el 
menos eficiente de los tres del slot 3 al 18 en la teoría dejando a CTA a partir de 
este, mejora sus resultados en la versión simulada puesto que únicamente se 
sitúa por debajo de CTA del slot 3 al 9. El motivo de esto es, de nuevo, la 
diferencia entre el tamaño de los slots. Siendo el slot de CTA un 50% mayor que 
el de FSA-noFB. 
 
La figura 6.8 muestra el valor de consumo energético por parte del coordinador 
en función del número de slots para los protocolos FSA-noFB, FSA-FB y CTA 
obtenidas en el simulador y empíricamente con 10 slaves de 3 a 10 slots por 
trama.   
 
La tendencia que siguen las medidas de energía, tanto del simulador cómo las 
experimentales, es muy similar a la que seguía el delay. Las curvas disminuyen 
de forma exponencial a medida que se aumenta el número de slots. 
 
En los tres protocolos se puede observar que el consumo simulado está por 
encima del experimental. La tendencia que sigue el consumo es exactamente la 
misma que seguían las curvas del “delay”, puesto que el consumo se ve 
directamente afectado por estas. Las versiones experimentales tienen menor 
número de tramas medio y por tanto menor consumo, el motivo de sus 
respectivas diferencias es el mismo que se detalla en el apartado 6.3.2.2.   
 
Finalmente, el protocolo más eficiente para el caso experimental es FSA-FB 
puesto que está siempre por debajo del resto de protocolos en términos de 
consumo energético. Sucede exactamente lo mismo en la versión del simulador. 
Sin embargo de la misma forma que sucedía con los resultados de delay, CTA 
debería ofrecer mejores resultados en su versión experimental, pero de nuevo la 
diferencia entre el tamaño de los slots vuelve a ser decisiva.  
 
Para ver tablas detalladas y completas con resultados ir a Anexo B. 




Fig.6.7 Comparativa Simulación – Teorica de energia del Master en 





Fig.6.8 Comparativa Simulación – Experimental de consumo del Master en 
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6.3.3.2.  Medidas de consumo medio (Joules) en el dispositivo slave 
 
En esta sección se exponen las gráficas de consumo medio de un dispositivo 
slave obtenido para cada uno de los protocolos, en función del número de slots 
por trama del experimento. Se comparan los resultados obtenidos en el 
simulador respecto a los teóricos con 10 slaves de 3 a 50 slots por trama, y 
finalmente estos se comparan con los resultados experimentales obtenidos con 
10 slaves (de 3 a 10 slots por trama). 
 
A diferencia de lo mostrado en el aparatado anterior, el delay no está vinculado 
tan estrictamente a los resultados de consumo del slave cómo sucede en el 
coordinador. Principalmente se ven afectadas por el número medio de tramas, 
ya que durante casi todo el tiempo tienen su radio apagada, con un consecuente 
consumo mínimo, y únicamente la encienden para enviar su paquete y escuchar 
los mensajes FBP. 
 
La figura 6.9 muestra el valor medio de energía consumida por un slave en 
Joules en función del número de slots por trama para los protocolos FSA-noFB, 
FSA-FB y CTA obtenidas en el simulador y teóricamente con 10 slaves de 3 a 
50 slots. Las curvas de ambas versiones muestran una tendencia bajista y de 
forma exponencial que hace que el consumo se reduzca a medida que aumenta 
el número de slots.  
 
El motivo por el cual los valores de la versión simulada se sitúan por encima de 
los teóricos se debe principalmente a las diferencias entre TSLOT, TFBP y TPREAMBLE 
(ver Tabla 6.2), este último exclusivamente para el protocolo FSA-noFB. En el 
código que se ha desarrollado los slaves mantienen su radio apagada durante 
TSIFS, a diferencia de la teoría (ver Análisis de Energía Anexo A), ya que al 
necesitar un tiempo tan elevado para procesar los paquetes que recibe el Master 
y terminar sus procesos antes de enviar un paquete FBP, no existe la necesidad 
de mantener la radio de los slaves en reposo durante ese tiempo. 
 
Basándonos en los resultados obtenidos el protocolo que menos energía 
consume en sus slaves tanto teóricamente cómo en su versión simulador es 
FSA-FB a partir de 6 slots por trama. Para los casos de 3 a 6 slots por trama 
CTA se posiciona como el más eficiente. 
 
El protocolo FSA-noFB se sitúa cómo el menos eficiente de los tres del slot 3 al 
24 en la teoría dejando a CTA en peor lugar a partir de este. En base a los 
resultados del simulador este no se aprecia en la gráfica debido a las 
oscilaciones que presentan los resultados de FSA-noFB que se han ido 
comentando a los largo del capítulo. 
 
La figura 6.10 muestra el valor de consumo en función del número de slots por 
trama para los protocolos FSA-noFB, FSA-FB y CTA obtenidas en el simulador 
y experimentalmente con 10 slaves de 3 a 10 slots por trama.   
 




Fig.6.9 Comparativa Simulación – Teorica de energía de un slave en 
función del número de slots 10 slaves 
 
 
En este caso la tendencia que siguen las curvas de valores de ambas versiones 
es una tendencia bajista de forma exponencial pero con algunas diferencias. 
 
La grafica muestra unos valores experimentales inferiores a los del simulador 
para los protocolos FSA-FB y CTA. Sin embargo esto no es así para FSA-noFB. 
Analizando cada protocolo por separado se puede observar el motivo de estas 
diferencias: 
 
 FSA-noFB: El motivo por el que los valores experimentales de este 
protocolo difieren de los del simulador es que para la versión experimental 
se ha aumentado aproximadamente 200% el tiempo de escucha entre 
trama y trama, TPREAMBLE. Esto hace que el consumo experimental 
sobrepase al simulado. Pese a sufrir el efecto captura y por lo tanto que 
el número medio de tramas se vea reducido, el cambio del timer es tan 
brusco que a partir de 6 slots por trama el protocolo experimental 
sobrepasa al simulado en términos energéticos. 
 
 FSA-FB: En este protocolo las diferencias existentes entre ambas curvas 
se deben únicamente a la repercusión que tiene el efecto captura, que 
reduce el número medio de tramas necesario para completar un ciclo y 
por lo tanto el consumo energético. A medida que se aumenta el número 
slots del experimento los valores experimentales se van aproximando a 
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 CTA: Cómo ya se ha comentado anteriormente, la versión experimental 
de CTA combinaba propiedades de FSA-FB con las suyas. Cómo 
consecuencia el número medio de tramas necesarias para completar un 
ciclo estaba por debajo de los simulados. Teniendo en cuenta que ambas 
versiones conservan los mismo timers, los valores experimentales se 
sitúan por debajo de los simulados. 
 
Teniendo en cuenta todo esto, el protocolo con los resultados más eficientes en 
consumo energético por parte de un slave es CTA debido a la combinación de 
propiedades de FSA-FB y CTA en su versión experimental. En este caso el 
tamaño de slot y el tamaño de los SIFS no tienen tanta repercusión en los 
dispositivos slave cómo lo tenían en el coordinador. 
 





Fig.6.10 Comparativa Simulación – Experimental de consumo de un slave 
en función del número de slots 10 slaves 
 
 
6.3.3.3.  Medidas de consumo energético total (J) 
 
Una vez comparados los consumos de ambos dispositivos por separado, parece 
interesante obtener los valores de consumo de todo el proceso. 
 
En esta sección se exponen las gráficas del consumo energético total obtenido 
para cada uno de los protocolos, en función del número de slots del experimento. 
Se compararan los resultados obtenidos en el simulador respecto a los teóricos 
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los resultados experimentales obtenidos con 10 slaves (de 3 a 10 slots por 
trama). 
 
El consumo total de cada experimento se obtiene multiplicando el consumo 
energético de un slave por el número total de slaves de este, sumado al consumo 
de energía del coordinador. 
 
La figura 6.11 muestra el valor de energía total consumida en cada ciclo en 
Joules en función del número de slots por trama para los protocolos FSA-noFB, 
FSA-FB y CTA obtenidas en el simulador y teóricamente con 10 slaves de 3 a 
50 slots por trama.   
 
La tendencia que siguen estas medidas, tanto del simulador cómo las teóricas, 
es idéntica. Ambas curvas disminuyen inicialmente el número de tramas de 
forma exponencial a medida que se aumenta el número de slots por trama. 
Después a partir de cierto número de slots empiezan a aumentar de forma lineal 
con poca pendiente.  
 
La gráfica muestra cómo los valores de la simulación están por encima de los 
teóricos. Esto se debe a que los timers expresados en la tabla 6.2 son superiores 
a los teóricos, y por tanto el consumo aumenta. 
 
Obviamente todos los resultados están directamente relacionados con los de las 
secciones anteriores pero cómo era de esperar el consumo de los slaves tiene 
más peso en el resultado final. Se puede observar que el protocolo más eficiente 
para el caso simulado es FSA-FB, excepto de 3 a 5 slots por trama en el que se 
ve superado por CTA. 
 
La figura 6.12 muestra el valor de consumo en función del número de slots para 
los protocolos FSA-noFB, FSA-FB y CTA obtenidas en el simulador y 
empíricamente con 10 slaves de 3 a 10 slots por trama.   
 
Al igual que sucedía en la gráfica de consumo por parte de un dispositivo slave 
de la figura 6.10 las curvas de ambas versiones siguen una tendencia a la baja 
pero con pendientes diferentes. Los motivos son los mismos que los que se 
detallan en la sección 6.3.3.2 ya que el consumo del slave cobra mayor 
importancia en este apartado.   
 






Fig.6.11 Comparativa Simulación – Teorica de energía total en función del 







Fig.6.12 Comparativa Simulación – Experimental de consumo total en 
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Finalmente se puede observar que el mejor protocolo para el caso experimental 
es CTA. Sin embargo, la tendencia del CTA es acabar sobrepasando a la curva 
de FSA-FB debido a que en los experimentos con un número elevado de slots 
existen más probabilidades en la aparición del efecto captura en las colisiones, 
ambos protocolos actuarían igual. En otras palabras, debido a las propiedades 
añadidas de la versión experimental de CTA este acabaría comportándose 
exactamente igual que FSA-FB. Esto sumado a unos timers más elevados en 
CTA por parte del coordinador que en FSA-FB daría cómo resultado esta 
situación. 
 
Para ver tablas detalladas y completas con resultados ir a Anexo B. 
 
6.3.4  Autonomía de la red M2M 
 
Por lo general, este tipo de redes se diseñan para poder ser utilizadas sobre 
aplicaciones reales. Por este motivo la autonomía es uno de los principales 
factores a tener en cuenta. 
 
En este apartado se exponen los valores de autonomía de un dispositivo slave 
obtenidos para cada uno de los protocolo, en función del número de slots del 
experimento. Tan solo se expondrán los resultados calculados para un slave, ya 
que se presupone que el dispositivo coordinador permanece conectado a una 
fuente de alimentación y por lo tanto no es necesaria una batería, en la versión 
experimental puesto que es la que tendría validez en aplicaciones reales. Se 
compararan entre si los valores obtenidos para 10 slaves de 3 a 10 slots. 
 
Estos valores de autonomía se han calculado a partir del número de ciclos que 
cada protocolo es capaz de realizar teniendo en cuenta que los dispositivos slave 
están alimentados con una batería de dos pilas AA que proporcionan una carga 
eléctrica de aproximadamente 2500 mAh cada una y una tensión de 3 V. Es 
decir, los valores reflejados en la figura 6.13 pertenecen al número de veces que 
el dispositivo es capaz de completar el protocolo MAC antes de que su batería 
se agote.  
 
Para calcular los valores de autonomía son necesarios los valores de energía 
consumida por un slave del apartado 6.3.3.2. Teniendo en cuenta que la batería 
proporciona un energía de 15 J (ecuación 6.1), se obtiene el número total de 
ciclos mediante una simple división tal y cómo muestra la ecuación 6.2. 
 
 
𝐸𝐵𝐴𝑇𝐸𝑅𝐼𝐴 [𝐽] = 𝑄[𝐴ℎ] · 𝑉 [𝑉]  
  
 
Dónde:  EBATERIA= Energía que proporciona la batería 
  Q= Carga eléctrica 
  V= Tensión 
  
𝐸𝐵𝐴𝑇𝐸𝑅𝐼𝐴 =
(2 · 2500𝑚𝐴ℎ) · 3
1000
= 15 𝐽 
 
(6.1) 











Dónde: EBATERIA = Energía que proporciona la batería. 
  ESLAVE = Energía consumida por un slave durante un ciclo. 
  NCICLOS= Número de ciclos que permite realizar la batería. 
 
La figura 6.13 muestra el número total de ciclos capaces de realizar un slave en 
función del número de slots para los protocolos FSA-noFB, FSA-FB y CTA 
obtenidos empíricamente con 10 slaves de 3 a 10 slots.  . 
 
 
Fig.6.13 Comparativa experimental de la autonomía de los protocolos para 
10 slaves en función del número de slots. 
 
 
La tendencia que siguen las curvas de resultados es lineal y alcista. A medida 
que el número de slots el número de ciclos de autonomía de los slaves aumenta 
ya que el número medio de tramas necesarias para completar un ciclo disminuye 
y con él, el consumo. 
   
Se puede observar que el protocolo con mejores resultados de autonomía por 
parte de un slave es CTA debido a la combinación de propiedades de FSA-FB y 
CTA en su versión experimental. Cómo se aprecia en la gráfica, los valores de 
FSA-FB y CTA acaban adquiriendo valores casi idénticos. Por este motivo a 
partir de 10 slots la opción más acertada sería FSA-FB puesto que aunque 
ambos protocolos tengan una autonomía similar, FSA-FB ofrece mejores 
resultados en cuanto a delay.  
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Capítulo 7 – Conclusiones 
 
En este trabajo se han implementado y evaluado experimentalmente tres 
protocolos de control de acceso al medio (MAC) apropiados para aplicaciones 
de “data collection” en comunicaciones Máquina-a-Máquina (M2M). Estos 
protocolos son FSA-FB, FSA-noFB y CTA. El estudio se ha centrado en la media 
del retardo de transmisión y en el consumo energético de los dispositivos de la 
red.  
 
En el transcurso de este TFC se han programado motas Z1 de Zolertia sobre la 
plataforma software de Contiki OS utilizando el lenguaje de programación C. El 
objetivo principal planteado al inicio del proyecto era la implementación de los 
tres protocolos para su posterior estudio experimental. Mediante el simulador 
Cooja, provisto por el propio sistema operativo de Contiki, se ha verificado el 
correcto funcionamiento de los tres protocolos diseñados tal y cómo muestran 
los resultados obtenidos.  
 
Resulta interesante comprobar cómo los resultados experimentales difieren 
considerablemente de los resultados teóricos debido a las limitaciones en la 
implementación sobre dispositivos reales y al comportamiento real del canal 
radio. Entre otros, se ha visto cómo el efecto captura del canal radio resulta 
fundamental a la hora de evaluar protocolos de acceso al medio ya que, en 
muchos casos, las colisiones no se dan, dando lugar a transmisiones correctas. 
 
El protocolo más eficiente en términos de retardo medio es FSA-FB, 
independientemente de las características del experimento. Debido a que el 
efecto captura dificulta la detección de colisiones, el protocolo CTA acaba 
derivando en un protocolo FSA-FB pero con mayor overhead que éste. Teniendo 
en cuenta este factor, CTA tiene un consumo menor en experimentos con pocos 
slots por trama pero empeora a medida que éstos aumentan dejando a FSA-FB 
en mejor lugar a partir de 10 slots aproximadamente. Sin embargo, esto no es 
algo negativo. Si se comparan estos resultados con los teóricos queda reflejada 
una mejora sobre el protocolo CTA. Cabe destacar que mediante el uso de 
modulaciones menos robustas, que dieran lugar a una mayor detección de las 
colisiones, los resultados obtenidos se aproximarían más a los estudios teóricos 
existentes. Finalmente, el protocolo FSA-noFB quedaría cómo el algoritmo 












Capítulo 8 – Líneas de trabajo futuras 
 
Las principales líneas de trabajo que derivan de este trabajo final de carrera son: 
 
 Estudiar mecanismos y soluciones para detectar colisiones, eliminando el 
efecto captura, y poder obtener todos los beneficios del protocolo CTA, 
cuyo rendimiento debería ser superior al de FSA. El uso de modulaciones 
menos robustas para la transmisión podría ser una solución, a costa de 
aumentar la vulnerabilidad de transmisión de los datos también. 
 
 Optimizar el protocolo FSA-noFB, identificando el equilibrio entre el 
número de paquetes FBP finales y la duración del TPREAMBLE para 
optimizar reducir notablemente el consumo de energía. Otra alternativa 
consistiría en enviar algunos paquetes de feedback para mejorar la 
sincronización de los slaves. 
 
 Hacer pruebas experimentales de los protocolos a gran escala (con un 
número elevado de dispositivos) para comprobar su viabilidad y eficiencia 
y evaluar el impacto del problema de sincronización a gran escala. 
 
 Evaluar la eficiencia de los protocolos en otra plataforma software de bajo 
consumo cómo podría ser TinyOS y comparar los resultados con los 
obtenidos en Contiki. 
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