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 要  旨 
従来のWebページは単純なテキストとして扱われてきたが，セマンティックWebではWeb
ページの意味を機械的に取り扱うことができる．セマンティック Web は Web ページに対しメ
タデータやオントロジー (Web ページ自身の持つ意味に関する情報) を付与することで実現さ
れる．セマンティック Web の技術要素のひとつに，複数の概念の間の関係を記述する RDF 











本研究の結果として，SPARQL クエリの意味論を SPARQL 代数によって形式化したことに
より，書き換え前後のクエリの等価性を確認することができた．また，書き換え前のクエリに
対する書き換え後のクエリの計算量の理論的な上界の低減が確かめられた．さらに，RDFスト
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URI(Uniform Resource Identifier)の三つ組 (s, p, o)によって表され，各語彙 s, p, o
は順に主語，述語，目的語と呼ばれる．RDFデータの例を図 2.1に示す．図 2.1の 1
行目に示したRDFトリプルは主語<hydrogen>，述語 rdf:type，目的語<atom>か
ら構成される．
空白ノード集合B, リテラル集合 L, URI集合 U に対し，RDFトリプルは (B ∪
U)× U × (B ∪ L ∪ U)の元である．RDFデータはRDFトリプルの有限集合D ⊆
(B ∪ U)× U × (B ∪ L ∪ U)から構成される．
また，RDFデータの主語，述語，目的語をそれぞれグラフの辺の始点，ラベル，
終点に対応付けて図示したものを RDFグラフと呼ぶ．図 2.1の RDFデータに対
応するRDFグラフを図 2.2に示す．
<hydrogen> rdf:type <atom> .
<hydrogen> <atomic_weight> "1" .
<CH4> <contains> <hydrogen> .
<CH4> <contains> <carbon> .
<CH3COOH> <contains> <hydrogen> .
<CH3COOH> <contains> <carbon> .












定義 2.1 (トリプルパターン). トリプルパターンはRDFトリプルの成分のうち 0
個以上を変数に置き換えた表現である．URI集合U，リテラル集合L，変数集合V
を用いると，トリプルパターンは (U ∪ V )× (U ∪ V )× (L∪U ∪ V )の要素である．
本論文では，トリプルパターン内の変数を ?x, ? yのように表し，それ以外のも
のはリソース定数 (L ∪ U の要素)であるとする．
定義 2.2 (項). 変数集合 V，リソース集合B ∪ L ∪ U に対し，変数 ?x ∈ V とリ
ソース e ∈ B ∪ L ∪ U は項である．また，n項関数 f と n個の項 t1, . . . , tnに対し，
f(t1, . . . , tn)は項である．
定義 2.3 (条件式). 項 t1, t2，二項述語 rに対し，r(t1, t2)は (原子) 条件式である．
また，R1, R2が条件式であるとき，¬R1, R1 ∧ R2, R1 ∨ R2も条件式である．二項
述語には<,≤, >,≥,=, ̸=などがある．
定義 2.4 (集約表現). 集約関数 f，項 tに対して，f(t)は集約表現である．SPARQL
1.1[8]では，集約関数として COUNT, SUM, MIN, MAX, AVG, SAMPLE, GROUP CON
CATの 7種類が定義されている．
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定義 2.5 (集約に関する条件式). 集約表現 a，項 t，二項述語 r，に対し，r(a, t)は
集約に関する (原子) 条件式である．
次に SPARQLクエリに含まれる表現を定義する．
定義 2.6 (SPARQL表現). トリプルパターン tp，条件式R，SPARQLクエリQ1, Q2
に対し，tp,Q1ANDQ2, Q1UNIONQ2, Q1 FILTERR は SPARQL表現である．
RDFデータの検索を行う SPARQLクエリは次のように定義される．
定義 2.7 (SPARQLクエリ). SPARQL表現 q，変数 ? v1, . . . , ? vk，変数集合S ⊆ V，





(4). SELECTa1 AS?v1,...,ak AS?vk(q)GROUP BY S HAVINGR.
Sが空である場合，Rが恒真のときそれぞれGROUP BY S,HAVINGRを省略できる．
2.3 FROST

































<hydrogen> rdf:type <atom> . ID
<hydrogen> <atomic_weight> "1" . 0 rdf:type
<CH4> <contains> <hydrogen> . 1 <atomic_weight>
<CH4> <contains> <carbon> . 2 <contains>
<CH3COOH> <contains> <hydrogen> . 3 <CH3COOH>
<CH3COOH> <contains> <carbon> . 4 <CH4>





L1 L2 0 1 2 3 4 5
3 → 2,0 0 → 6
4 → 2,4 1 → 9
5 → 0,0 1,0 2 → 5 7 8 5 7
L1 L2 0 1 2 3 4 5 6
5 → 2,0 0 → 5
6 → 0,0 1 → 5






定義 2.1より，トリプルパターンは (U ∪ V )× (U ∪ V )× (L ∪ U ∪ V )の要素で
ある．すべてのトリプルパターンは，各成分 (主語，述語，目的語) がリソース定
数 (S, P,O) と変数 (? s, ? p, ? o) のいずれかによって，以下の 8種類の形状に分類
される．変数 ? s, ? p, ? o は互いに相異なるとする．
(S, P, ? o), (S, ? p, ? o), (? s, P,O), (? s, ? p,O),
(S, P,O), (S, ? p,O), (? s, P, ? o), (? s, ? p, ? o).
本節では，RDFデータから構築したリレーインデックスを用いたトリプルパター
ンの形状ごとの解決処理について説明する．リソースR ∈ L∪U ∪V について，リ
ソース辞書におけるRの IDを ID(R)とかく．
(S, P, ? o)の解決
リレーインデックスのうち，SPOインデックスを用いることで解決が可能で
ある．中間キー配列L1[ID(S)]において，中間キー ID(P )を第 1成分に持つ
要素 L1[ID(S), ID(P )] を探索する．このとき，中間キー配列L1[ID(S)]が第
1成分の値によって整列されていれば，二分探索によってこれを効率的に探索
することができる．そのような要素の第 2成分nS,P = L1[ID(S), ID(P )][2]が
変数 ? oの解決に対応する終点チャンクの位置になっている．L2[ID(P )][nS,P ]
から終点チャンクの区切りまでの要素がすべて変数 ? oの解決となる．例と
して，(<hydrogen>, <atomic weight>, ? o.)の解決処理の流れを図 2.4に示
す．ここで，<hydrogen>, <atomic weight>の IDがそれぞれ 5, 1であるこ
とに注意する．
<hydrogen>, <atomic_weight>, ?o.
L1 L2 0 1 2 3 4 5
3 → 2,0 0 → 6
4 → 2,4 1 → 9
5 → 0,0 1,0 2 → 5 7 8 5 7
?o = "1"
図 2.4: (<hydrogen>, <atomic weight>, ? o.)の解決処理の流れ
(S, ? p, ? o)の解決
SPOインデックスを用いることで解決が可能である．中間キー配列L1[ID(S)]
のすべての要素の第 1成分について，(S, P, ? o)と同様の解決を行い，それ
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らの解決結果を合わせることで，(S, ? p, ? o)の解決結果を得ることができる．
例として，(<hydrogen>, ? p, ? o.)の解決処理の流れを図 2.5に示す．
<hydrogen>, ?p, ?o.
L1 L2 0 1 2 3 4 5
3 → 2,0 0 → 6
4 → 2,4 1 → 9
5 → 0,0 1,0 2 → 5 7 8 5 7
?p = rdf:type ?p = <atomic_weight>
?o = "1"
?o = <atom>
図 2.5: (<hydrogen>, ? p, ? o.)の解決処理の流れ
(? s, P,O)の解決
OPSインデックスを用い，主語と目的語の役割が入れ替わるほかは，(S, P, ? o)
の解決と同様に解決できる．
(? s, ? p,O)の解決
OPSインデックスを用い，主語と目的語の役割が入れ替わるほかは，(S, ? p, ? o)
の解決と同様に解決できる．
(S, P,O)の解決






語Oを変数 ? oに置き換え，(S, ? p, ? o)として解決処理を行う．すると，主
語が Sであるような RDFトリプルのもつ述語の集合 Isが得られる．次に，
もとのトリプルパターンの主語 Sを変数 ? sに置き換え，(? s, ? p,O)として
解決処理を行う．すると，目的語がOであるようなRDFトリプルのもつ述
語の集合 Ioが得られる．Is ∩ Ioの要素であるような目的語 P ′ ∈ Is ∩ Ioは，
2つのトリプルパターン (S, P ′, ? o), (? s, P ′, O)の解決がともに成功するとい




(? s, P, ? o)の解決
SPOインデックス，OPSインデックスの両方を用いて解決を行う．OPSイ
ンデックスにおいて，L2[ID(P )内の各終点値 ID(S)について，(S, P, ? o)と
同様の解決を行い，それらの結果を合わせることで，(? s, P, ? o)を解決する．
(? s, ? p, ? o)の解決
リレーインデックスに含まれているすべてのトリプルパターンが解となる．
SPOインデックスを用いて，L1に含まれているすべての起点キー k1に対応
するリソース Sk1 について，(Sk1 , ? p, ? o)と同様の解決を行い，それらの解














Q1 = tp1AND tp2.
tp1 = (? x, ? y, ? z).
tp2 = (? z, A,B).
さらに，RDFリソース定数C1, C2, C3, C4によって，次のトリプルパターンを定
義する．
tp3 = (? x, ? y, C1).
tp4 = (C2, C3, C4).
トリプルパターン tpの結果の件数の期待値をそのトリプルパターンのコストと
呼び，cost(tp)で表す．コストを用いてクエリの実行時間を見積もることができる．




















結合演算の性質より，クエリQ1 = tp1AND tp2.の結果とクエリQ2 = tp2AND tp1.
の解決結果は互いに等しい．しかし，これらのクエリのコストは互いに等しくな





















一般的なRDFグラフでは，N ≪ k2oだから，cost(Q1) ≥ cost(Q2)である．よっ


























定義 4.1 (代入). 変数集合 V からリソース集合B ∪ L ∪ U への部分関数 µ : V →
B ∪ L ∪ U を代入という．
本論文では，代入 µを部分集合 µ ⊆ V × (B ∪ L ∪ U)としても扱う．代入の全
体集合を Subと表し，代入 µの定義域を dom(µ)と表す．
例えば，代入 µ1 について，dom(µ1) = {?x, ? y, ? z}, µ1(?x) = <1>, µ1(? y) =




図 4.1: 代入 µ1のテーブル表現
定義 4.2 (代入の拡張). 項とトリプルパターンに対し代入 µの拡張 µ(E)を次のよ
うに定義する．ここで，t1, . . . , tnは項，f は n項関数である．
(1). e ∈ R ⇒ µ(e) = e.
(2). µ(f(t1, . . . , tn)) = f(µ(t1), . . . , µ(tn)).
(3). µ((s, p, o)) = (µ(s), µ(p), µ(o)).
この定義により，トリプルパターン tpに代入 µを適用した結果を µ(tp)と表す．
15
例えば，図4.3に示した代入µ1とトリプルパターンq = (<4>, ?x, f(? y)) (ただし，<4> ∈
U, f は単項関数)について，µ1(q) = (<4>, <1>, f(<2>))と計算できる．
定義 4.3 (条件式と充足可能関係). ある代入 µにより条件式Rが真となることを
µ |= Rと表し，関係 |=を充足可能関係と呼ぶ．任意の条件式に対し，この関係を
帰納的に次のように定義する．
(1). µ |= r(t1, t2) ⇔ r(µ(t1), µ(t2)).
(2). µ |= ¬R1 ⇔ µ ̸|= R1.
(3). µ |= R1 ∧R2 ⇔ µ |= R1 ∧ µ |= R2.
(4). µ |= R1 ∨R2 ⇔ µ |= R1 ∨ µ |= R2.
定義 4.4 (互換な代入). 代入 µ1, µ2に対し，すべての ? v ∈ dom(µ1) ∩ dom(µ2)が
µ1(? v) = µ2(? v)を満たすとき，µ1とµ2が互換であるといい，µ1 ∼ µ2と表す．µ1 ∼
µ2のとき，代入の結合µ1∪µ2が定義される．代入の結合もまた代入である (右一意
性に注意)．µ1とµ2の定義域から与えられる共通部分集合V ⊆ dom(µ1)∩dom(µ2)
について，∀? v ∈ V, µ1(? v) = µ2(? v)であるとき，µ1 ∼V µ2と表す．二項関係∼
および∼V は常に同値関係である．特に，∼∅は自明な関係となる．
図 4.2は関係∼,∼V の視覚的なイメージを表している．例えば，2つの代入µ1, µ3












図 4.2: 関係∼,∼V のイメージ





元の (重複をこめた) 個数を |Ω|と表す．また，Ωの i (1 ≤ i ≤ |A|)番目の成分を
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Ω[i]と表す．代入列 Ωと代入 µについて，Ωの成分のうち µと等しいものの個数




Ω1 = Ω2 ⇔ |Ω1|= |Ω2|∧∀i ∈ {1, . . . , |Ω1|}; Ω1[i] = Ω2[i].
代入列はテーブルとして表現することができる．図 4.2の
図 4.3: 代入 µ1のテーブル表現










= B ⇔ B set= S ⇔ ∀µ ∈ Sub; νS(µ) = 0 ↔ νB(µ) = 0.
(2). S = B ⇔ B = S ⇔ ∀µ ∈ Sub; νS(µ) = νB(µ).
(3). B
bag
= Ω ⇔ Ω bag= B ⇔ ∀µ ∈ Sub; νB(µ) = νΩ(µ).
また，列 Ωに対し B
bag
= Ωとなるような (多重) 集合 Bは一意に定まる．この
BをB = Ωbagと表す．同様に，Bに対し S
set
= Bとなるような重複を許さない集
合 Sもまた一意に定まる．この Sを S = Bsetと表す．これらの定義により，Ωに
よって一意に定まる SをΩsetと定義する．
さらに，これらの定義を用いて，さらに次の同値関係を定義する．Sを重複を
許さない代入集合, B,B1, B2を代入 (多重) 集合，Ω,Ω1,Ω2を代入列とする．
(1). S
set
= Ω ⇔ Ω set= S ⇔ S = Ωset.
(2). B1
set
= B2 ⇔ B1set = B2set.
(3). B
set
= Ω ⇔ Ω set= B ⇔ Bset = Ωset.
(4). Ω1
set
= Ω2 ⇔ Ω1set = Ω2set.
(5). Ω1
bag






を問わないものとする．例えば，集合 S = {µ1, µ2, µ3}に対し，列Ω
set
= ⟨µ|µ ∈ S⟩
は ⟨µ1, µ2, µ3⟩とは限らず，
⟨µ1, µ2, µ3⟩, ⟨µ1, µ3, µ2⟩, ⟨µ2, µ1, µ3⟩, ⟨µ2, µ3, µ1⟩, ⟨µ3, µ1, µ2⟩, ⟨µ3, µ2, µ1⟩
の 6つの列のうち 1つを表すとする．
SPARQLクエリはRDFデータ上のすべての解決 (代入) を列として返す．例え
ば SPARQLクエリQのすべての解決が 3つの代入 µ1, µ2, µ3 ∈ Subならば，それ
らの代入をまとめて列 ⟨µ1, µ2, µ3⟩ (代入列と呼ぶ) で表す．
集約関数 f は SPARQLクエリの代入列Ωを集約しリソース r (∈ R)を求める関
数である．集約関数 COUNT, SUM, MIN, MAX, AVG, SAMPLE, GROUP CONCATの解
釈は次のように定義される．
定義 4.7 (集約関数への代入列の適用). SPARQL 1.1[8]に定義されている集約関
数を以下のように定義する．ここで，tは項である．また，•は文字列連結演算子
とする．
(1). Ω(COUNT∗) = |Ω|.




(4). Ω(MINt) = min
|Ω|
i=1(Ω[i])(t).
(5). Ω(MAXt) = max
|Ω|
i=1(Ω[i])(t).
(6). Ω(AVGt) = SUMt(Ω)/COUNTt(Ω).
(7). Ω(SAMPLEt) = µ(t) (∃µ ∈ Ω).
(8). Ω(GROUP CONCATt) = •|Ω|i=1(Ω[i])(t).
定義 4.8 (代入列に関する拡張). 代入列 Ωと変数 ? v，リソース eに対し，拡張
Ω(? v),Ω(e)を次のように定義する．





(2). Ω(e) = e.
定義 4.9 (集約に関する条件式). 以下のように，代入列 Ωが集約に関する条件式
Rを満たすことをΩ |= Rと表す．
Ω |= r(a, t) ⇔ r(Ω(a),Ω(t)).




定義 4.10 (SPARQL代数). 代入列 Ω,Ωl,Ωr に対し，結合 (⋊⋉), 直和 (⊔), 射影
(πS), 選択 (σR), 集約 (γS;{(v1,a1),...,(vk,ak)};R)を次のように定義する．これらの操作
を SPARQL代数と総称する．これらの操作のうち，⋊⋉,⊔はともに結合的かつ可換
な操作である．
(1). Ωl ⋊⋉ Ωr = ⟨µl ∪ µr|µl ∈ Ωl, µr ∈ Ωr : µl ∼ µr⟩.
(2). Ωl ⊔ Ωr = ⟨µ|µ ∈ Ωl ∨ µ ∈ Ωr⟩.
(3). πS(Ω) = ⟨µ1|∃µ2 : µ1 ∪ µ2 ∈ Ω ∧ dom(µ1) ⊆ S ∧ dom(µ2) ∩ S = ∅⟩.
(4). σR(Ω) = ⟨µ ∈ Ω|µ |= R⟩.
(5). γS;{(v1,a1),...,(vk,ak)};R(Ω) = ⟨{(v1,Ω′(a1)), . . . , (vk,Ω′(ak))}|Ω′ ∈ (Ω/∼S),
Ω′ |= R⟩.
ただし，v1, . . . , vkは互いに相異なる変数，Sは変数集合，a1, . . . , akは集約表現で
ある．また，Rは条件式，Rは集約に関する条件式である．
例えば，Ω = ⟨µ1, µ2, µ3⟩, µ1 = {(?x, 1), (? y, 1)}, µ2 = {(?x, 1), (? y, 2)}, µ3 =
{(?x, 2), (? y, 4)}が与えられたとする．このとき，定義 4.10の (5)によって
γ{?x};{(?x,?x),(?s,SUM?y)};SUM?y≥4を計算することを考える．µ1 ∼{?x} µ2, µ2 ̸∼{?x} µ3,
µ3 ̸∼{?x} µ1だから，Ω/∼{?x}= {{µ1, µ2}, {µ3}}となる．これらから，
⟨µ1, µ2⟩(?x) = (µ1 ∪ µ2)(?x) = 1,
⟨µ1, µ2⟩(SUM?y) = µ1(? y) + µ2(? y) = 3,
⟨µ3⟩(?x) = µ3(?x) = 2,
⟨µ3⟩(SUM?y) = µ3(? y) = 4.
が得られる．このうち，Ω |= SUM?y ≥ 4を満たす代入列Ωは ⟨µ3⟩だから，






















































定理 4.1 (トリプルパターンの時間計算量と解決結果の個数). トリプルパターン












証明. 定義 4.10の (1)より，すべての (µ1, µ2) ∈ ([[Q1]]+)bag × ([[Q2]]+)bag につい
て，µ1 ∼ µ2であるかを確かめることで，[[Q1ANDQ2]]+を計算できる．したがっ
て，Q1ANDQ2の解決にかかる時間計算量の上界はO(|([[Q1]]+)bag × ([[Q2]]+)bag|)






































Qo = SELECT DISTINCT{? vp}(tp1AND tp2AND . . .AND tpn). (5.1)
の書き換えを考える．Qの変数集合を Sとし，トリプルパターンの集合を TP =
{tp1, tp2, . . . , tpn}とする．また，クエリQの主変数を ? vpとする．
副変数 ? v ∈ S \ {? vp}について，tp ∈ TP, ? v ∈ V ar(t)のとき tpから ? vへ
の有向辺を作成する．このようにしてクエリQに対して作成される有向辺の集合
を A = {(tp, ? v)|? v ∈ V \ {? vp}, tp ∈ TP, ? v ∈ V ar(tp)}として依存関係グラフ
G = (TP ∪ V \ {? vp}, A)を構成する．
Gに含まれる各弱連結成分をG1, G2, . . . , Gkとする．Gの i個目の弱連結成分に
含まれるトリプルパターンの集合を TPi, 変数の集合を Vi, 有向辺の集合をAiとす
る (1 ≤ i ≤ k)．
Gに含まれるすべての弱連結成分に，主変数を含むトリプルパターンが存在し
ている場合 (すなわち，∀i ∈ {1, 2, . . . , k},∃tp ∈ TPi, ? vp ∈ V ar(tp)を満たす場
合)，Gに含まれる各弱連結成分に対応するサブクエリ Q1, Q2, . . . , Qk を作成す
ることで，クエリ書き換えを適用することが可能である．ただし，作成する i個
目のサブクエリ Qi について，ci = |TPi|, TPi = {tpi1, . . . , tpici}とおき，Qi =
SELECT{?p}(tpi1AND . . .AND tpici)とする．例えば，図 5.1にに示したクエリからは
図 5.2に示すような依存関係グラフが構成できる．
代入 µが k個のサブクエリの解決の集合 [[Q1]], [[Q2]], . . . [[Qk]]のすべてに含まれ
るとき，かつその場合に限り，µはもとのクエリQの解決結果 [[Q]]にも含まれる．





Qr = SELECT?vp AS?vp((SELECT DISTINCT{?vp}(Q1))UNION . . .UNION
(SELECT DISTINCT{?vp}(Qk)))GROUP BY{? vp}HAVING(COUNT(? vp) = k).(5.2)
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図 5.2: 図 5.1のクエリに対する依存関係グラフ
SELECT ?p WHERE
{
　 { SELECT DISTINCT ?p WHERE
　 　{ ?x1 ?p <atom>. }
}
UNION
{ SELECT DISTINCT ?p WHERE
{ ?x2 ?p <atom>.
?x2 <contains> ?x3. }
}
}





書き換え前のクエリQoについて，トリプルパターンの連言 tp1AND tp2AND . . . tpn
の解決時間と結果の個数の上界は定理 4.1と定理 4.2を繰り返し適用することで
O(|D|n), |D|nで与えられる．







含まれるトリプルパターンの連言 tpi1AND tp2AND . . . tpiciの解決時間と結果の個数
は定理 4.1と定理 4.2を繰り返し適用することでO(|D|ci), |D|ci で与えられる．し
たがって，書き換え前のクエリQoの場合と同様にして，SELECT DISTINCT{?p}(Qi)
の解決時間と解決結果の個数の上界をO(ci|D|ci log|D|), |D|ciと計算できる．
したがって，SELECT DISTINCT{?p}(Q1)UNION . . .UNION SELECT DISTINCT{?p}(Qk)





ンの最大数だから，c < nすなわち c2 < n2が成り立つ．さらに，一般的に用いら






≤ O(n|D|nlog|D|) = To.











証明. 定義 4.11の (7)により [[Qr]]+内のGROUP BY{? vp}HAVING(. . . )の部分が以下
のように解釈される．
γ{?vp};{(?vp,COUNT?vp )};COUNT?vp=k













ここで，Ωi = {µ | µ ∈ π{?vp}[[Qi]]+}seq (1 ≤ i ≤ k)とおいて定義 4.10の (5)式を適
用すると，
{{(? vp, ? vp(Ω′))} | Ω′ ∈ ((Ω1 ⊔ . . . ⊔ Ωk)/∼{?vp}),COUNT?vp(Ω′) = k}. (5.3)
各Ωi (1 ≤ i ≤ k)は{? vp}を定義域とする代入の列だから，定義4.4よりµ1, µ2 ∈ Ωi
について µ1 ∼{?vp} µ2 ⇔ µ1 = µ2.さらに，定義 4.9よりΩ′ |= COUNT?vp
(Ω′) = k ⇔ |{µ ∈ Ω′ |? vp ∈ dom(µ)}|= kであるが，Ω′内のすべての代入が ? vpを
定義域に含むから，Ω′ |= COUNT?vp(Ω′) = k ⇔ |Ω′|= k.
したがって，Ωiが重複する成分をもたないこととあわせると，あらゆる代入 µ
に対して，このときΩi,µ = [µ′ | µ′ ∈ Ωi, µ′ ∼{?vp} µ]は高々1個の要素をもつ．よっ
て，代入 µに対して |[µ′ | µ′ ∈ Ω1 ⊔ . . . ⊔ Ωk, µ′ ∼{?vp} µ]|=
∑k
i=1|Ωi,µ|= kである
ときかつそのときに限り，µ ∈ Ω1 ∩ . . . ∩ Ωk.このことを (5.3)式にあてはめると，
[[Qr]]
+ = Ω1 ∩ . . . ∩ Ωk. (5.4)
一方で [[Qo]]+に (6)を適用すると，
[[SELECT{?vp}(tp1AND tp2AND . . .AND tpn)]].
トリプルパターン tp1, tp2, . . . , tpnはそれぞれサブクエリQ1, Q2, . . . , Qkのうち 1個
以上に含まれるので，
[[SELECT{?vp}((tp11AND . . .AND tp1c1)AND . . .AND(tpk1AND . . .AND tpkck))]].
Ω′i = [[tpi1AND . . .AND tpici ]] (1 ≤ i ≤ k)とおいて定義 4.11の (2)を適用すると，
[[SELECT{?vp}(Ω
′
1 ⋊⋉ · · · ⋊⋉ Ω′k)]].
ここで互換関係∼の推移性に注意して (·)内に定義 4.10の (1)を適用すると次のよ
うになる．
[[SELECT{?vp}([µ1 ∪ . . . ∪ µk | µi ∈ Ω′i (1 ≤ i ≤ k), µi ∼ µj(1 ≤ i, j ≤ k)]seq)]]. (5.5)
ここで，(5.5)式中の µi, µj (1 ≤ i, j ≤ k)について，5.1節に示した依存関係グラ
フの作り方に注意すると，Dom(µi)∪Dom(µj) = {? vp}だから，(5.5)式は次のよ
うに変形できる．
26
[[SELECT{?vp}([µ1 ∪ . . . ∪ µk | µi ∈ Ω′i (1 ≤ i ≤ k), µi ∼{?vp} µj(1 ≤ i, j ≤ k)])]].
続けて定義 4.11の (5)を適用すると，
{µ | µ ∈ π{?vp}([µ1 ∪ . . . ∪ µk | µi ∈ Ω′i (1 ≤ i ≤ k), µi ∼{?vp} µj(1 ≤ i, j ≤ k)]seq)}seq.
定義 4.10の (3)を適用すると，
[[Qo]]
+ = {µ | ∃µ′ : µ ∪ µ′ ∈ [µ1 ∪ . . . ∪ µk | µi ∈ Ω′i (1 ≤ i ≤ k),
µi ∼{?vp} µj(1 ≤ i, j ≤ k)]seq, dom(µ) ⊆ {? vp}, dom(µ′) ∩ {? vp} = ∅}seq.
ここで，書き換えが可能なクエリの条件より，(5.6)式中の µ1 ∪ . . .∪ µkについて，
? vp ∈ dom(µ1 ∪ . . . ∪ µk).したがって，
{µ | ∃µ′ : µ ∪ µ′ ∈ [µ1 ∪ . . . ∪ µk | µi ∈ Ω′i (1 ≤ i ≤ k),
µi ∼{?vp} µj(1 ≤ i, j ≤ k)]seq, dom(µ) = {? vp}, dom(µ′) ∩ {? vp} = ∅}seq.
いま，µ′′ ∈ [µ1 ∪ . . . ∪ µk | µi ∈ Ω′i (1 ≤ i ≤ k), µi ∼{?vp} µj(1 ≤ i, j ≤ k)]かつ
? vp ∈ dom(µ′′)とする．このとき，dom(µ) = {? vp}, dom(µ′) ∩ {? vp} = ∅となる
ような µ = {(? vp, µ′′(? vp))}, µ′ = µ′′ − µが常に存在する．したがって，　
{{(? vp, µ′′(? vp))} | µ′′ ∈ [µ1 ∪ . . . ∪ µk | µi ∈ Ω′i (1 ≤ i ≤ k),
µi ∼{?vp} µj(1 ≤ i, j ≤ k)]seq}seq.
互換関係 ∼の定義より，µi ∼{?vp} µj ⇔ {(? vp, µi(? vp))} = {(? vp, µj(? vp))}だ
から，
{{(? vp, µ′′(? vp))} | µ′′ ∈ [µ1 ∪ . . . ∪ µk | µi ∈ {{(? vp, µ′′′(? vp))} | µ′′′ ∈ Ω′i}
(1 ≤ i ≤ k), µi = µj(1 ≤ i, j ≤ k)]seq}seq.







+ bag= {{(? vp, µ′′(? vp))} | µ′′ ∈ [µ1 ∪ . . . ∪ µk | µi ∈ Ω1 ∩ . . . ∩ Ωk (1 ≤ i ≤ k),
µi = µj(1 ≤ i, j ≤ k)]}.
µi = µj(1 ≤ i, j ≤ k)のとき µ1 ∪ . . . ∪ µk = µ1だから，
[[Qo]]




+ bag= π{?vp}(Ω1 ∩ . . . ∩ Ωk).
Ωiの定義より，すべての µ ∈ Ωiについて dom(µ) = {? vp}だから，
[[Qo]]




















tp1, tp2 . . . , tpnはトリプルパターンである．本節では，このクエリを Qとして，そ
の解決時の枝刈りについて解説する．












ここで，tp1, tp2 . . . , tpnのうち，トリプルパターンの成分として主変数 ? vpが含
まれているものが k個あるとする．ここで，(6.1)式における tp1, tp2 . . . , tpnの対
称性から，tp1, tp2, . . . , tpkに主変数 ? vpが含まれ，tpk+1, tpk+2, . . . , tpnには含まれ
ないものと仮定しても一般性を失わない．この仮定のもとで，次のようにクエリ
Q1, Q2を定義する．
Q1 = tp1AND tp2AND . . .AND tpk.
Q2 = tpk+1 AND tpk+2AND . . .AND tpn.
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ここで，次の式が成り立つことに注意する．
Q = SELECT DISTINCT{?vp}(Q1ANDQ2).
Q1の解決結果の要素 µについて，代入 µ1, µ2 ∈ ⟨µ⟩ ⋊⋉ [[Q2]]+を考える．Q1は
主変数 ? vpが含まれるトリプルパターンの連言であるから，µの定義域には ? vpが
含まれる．したがって，結合演算の定義より，µ ∼{?vp} µ1, µ ∼{?vp} µ2がいえる．





る．µ1, µ2は {? vp}に関して重複しているので，µ1, µ2のうち一方を無視してもQ
の解決結果は変化しないといえる．
このことを一般化すると，次の定理のようになる．
定理 6.1. tp1, tp2, . . . , tpn, tp′1, tp
′









2AND . . .AND tp
′
n.
また，tp1, tp2, . . . , tpnに含まれている変数の集合を V とする．このとき，[[Q1]]+
と [[Q2]]+の間に以下のような関係が成り立つ．
∀µ ∈ [[Q1]]+; ∀µ′ ∈ ⟨µ⟩ ⋊⋉ [[Q2]]+; µ ∼V µ′.
したがって，Q1ANDQ2の解決時に，Q1をまず解決し，その解決結果の要素 µ





れているのは，クエリQ1ANDQ2が 5個のトリプルパターン tp1, tp2, tp3, tp4, tp5か






図 6.1中のトリプルパターン µ1は，tp1の唯一の解決である．µ2は tp1AND tp2
の解決のひとつであり，µ1と tp2の解決のひとつである µ ∈ [[tp2]]+の結合 µ1 ∪ µ
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によって得られる．また，tp1AND tp2の解決はこのほかに 2個存在し，これらは
図 6.1中の µ2を表すノードの右におかれている 2個のノードに対応する．
µ3はQ1 = tp1AND tp2AND tp3の解決のひとつである．µ3と互換であるような
Q1AND tp4の解決として，µ6, µ7が存在する．ここで，µ6に対する処理を先に進
め，µ6と互換であるようなQ = Q1ANDQ2の解決として µ11 ∈ ⟨µ3⟩ ⋊⋉ [[Q2]]+が見
つかったとする．定理 6.1により，解決木の上で µ3の子孫要素であるようなすべ
ての解決 µ ∈ ⟨µ3⟩ ⋊⋉ [[Q2]]+について，µ ∼{?vp} µ3がいえ，さらに互換関係∼{?vp}









































た 2つの解決を順に µ1, µ2として，µ1 ∼{?vp} µ2であれば µ2を中間結果に加えな
いことにする．結合演算の定義より，µ1 ∼{?vp} µ2であれば π{?vp}⟨µ1⟩ = π{?vp}⟨µ2⟩
がいえるから，µ2を中間結果に加える操作を行わなくても，重複排除後の解決結
果は µ2を中間結果に加えた場合と変わらない．













?v p ?x ?y ?v p ?x ?y
<1> <1> <1> <1> <1> <1>
<2> <1> <3> <2> <1> <3>
<2> <2> <3> × <3> <3> <5>
<2> <3> <4> × <4> <4> <2>
<3> <3> <5> <2> <3> <6>
<4> <4> <2> <1> <7> <8>
<4> <4> <6> ×
<2> <3> <6>
<1> <7> <8> 重複排除
重複排除








































































は 10, 20, 50の 3種類とした．本研究では，これらの 3種類のパラメータによって
生成された LUBMデータを順に LUBM10, LUBM20, LUBM50と呼ぶ．
8.1.1 実験方法
LUBM10, LUBM20, LUBM50に対し，10個のクエリQ1, Q2, . . . , Q10による検索
を行い，それぞれのクエリ解決にかかった時間を測定した．ただし，LUBMデータの








• OS: Windows 10 Education 64bit





• 実装メモリ: 64.00 GB





結果を表 8.2に示す．同様に，Jena, Virtuosoに対する実験結果をそれぞれ表 8.3，
表 8.4に示す．ただし，表 8.2，表 8.3，表 8.4について，タイムアウトとなった組
み合わせは表中の実行時間に代えて「—」と表示している．
8.1.3 考察
表 8.2，表 8.3，表 8.4の結果の比較から，重複排除を行うクエリに対するクエリ
書き換えが有効な場合とそうでない場合が存在することが分かった．Q1 と Q10
は FROST, Jena, Virtuosoのすべての場合において，クエリ書き換えによって
LUBM50で 200倍以上高速化された．特に，どの RDFストアでも解決に 10分
以上を要したQ10がクエリ書き換えによって現実的な時間内に解決できた．これ
らのクエリはいずれも主変数を述語とする 2変数トリプルパターンが複数含まれ















?X ?P ub:GraduateStudent .
?Y ?P ub:University .
?Z ?P ub:Department .
}





また，Q2, Q3, Q8は Jenaの場合のみ，クエリ書き換えによって高速化された．こ
れらのうち，クエリQ2, Q8はいずれも主変数を主語とする 1変数トリプルのみで


















?X rdf:type ub:Person .
?X ub:memberOf <http://www.Department0.University0.edu> .
}


































































































































































































































































































































































































































































































































































































































































































































































































































メータである商品の数は 5000, 10000, 20000の 3種類とした．本研究では，こ
れらの 3種類のパラメータによって生成された BSBMデータを順に BSBM5000,
BSBM10000, BSBM20000と呼ぶ．さらに，これに加えて 8.1節の実験で用いた
LUBM10, LUBM20, LUBM50とそれらに対する 10個のクエリでも実験を行った．
これらのデータセットに対して検索を行い，それぞれのクエリ解決にかかった
時間を測定した．ただし，LUBMデータ, BSBMデータの生成時の乱数種は 0に





























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































GROUP BY (?Y )



































GROUP BY (?X )









?X rdf:type ub:GraduateStudent .
?Y rdf:type ub:University .
?Z rdf:type ub:Department .
?X ub:memberOf ?Z .
?Z ub:subOrganizationOf ?Y .












































GROUP BY (?X )









?X rdf:type ub:GraduateStudent .
?X ub:memberOf ?Z .
































GROUP BY (?X )




































GROUP BY (?X )









?X rdf:type ub:Professor .
?X ub:worksFor <http://www.Department0.University0.edu> .
?X ub:name ?Y1 .
?X ub:emailAddress ?Y2 .















































GROUP BY (?X )









?X rdf:type ub:Student .
?X ub:advisor ?Y .
































GROUP BY (?X )









?X rdf:type ub:Person .























GROUP BY (?X )









?X rdf:type ub:Student .
?Y rdf:type ub:Department .
?X ub:memberOf ?Y .
?Y ub:subOrganizationOf <http://www.University0.edu> .




































GROUP BY (?X )









?X ?P ub:GraduateStudent .
?Y ?P ub:University .
































GROUP BY (?P )












?productType a bsbm:ProductType .
?product a ?productType .











?productType a bsbm:ProductType .


















dataFromProducer1/Product1> bsbm:productFeature ?feature .






























































?review bsbm:reviewFor ?product .
?review rev:reviewer ?reviewer .


















?review rev:reviewer ?reviewer .














?offer bsbm:product ?product .
?offer bsbm:vendor ?vendor .















?offer bsbm:product ?product .
?offer bsbm:vendor ?vendor .















?offer bsbm:product ?product .
?offer bsbm:vendor ?vendor .
















?offer bsbm:vendor ?vendor .














?offer bsbm:product ?product .
?offer bsbm:vendor ?vendor .











?offer bsbm:product ?product .

















































































[1] 兼岩研究室. SPARQL検索エンジン:FROST, 2016.
http://www.sw.cei.uec.ac.jp/frost/index-j.html
[2] 平山 健太, 兼岩 憲. SPARQLにおける集約の形式化とクエリ書き換え, 人工
知能学会セマンティックウェブとオントロジー研究会資料, SIG-SWO-048-03,
2019.
[3] 藤原 浩司, 兼岩 憲. 大規模RDFグラフに対する高速検索とデータ圧縮の両
立, 人工知能学会セマンティックウェブとオントロジー研究会資料,
SIG-SWO-A1402-08, 2014.
[4] 藤原 浩司, 兼岩 憲. 大規模RDFグラフのための効率的なクエリ解決, 人工知
能学会論文誌, Vol. 29, No. 4, pp. 364-374, 2014.
[5] DBpedia Community. DBpedia Japanese. 2016. http://ja.dbpedia.org/
[6] D. Marin. RDF Formalization. Santiago de Chile, Tech. Report Univ. Chile,
TR/DCC-2006-8, 2004.
[7] Eclipse Foundation. RDF4J. 2015.
https://projects.eclipse.org/proposals/rdf4j
[8] Eric Prud’hommeaux and Andy Seaborne. SPARQL 1.1 Query Language,
2013. https://www.w3.org/TR/2013/REC-sparql11-query-20130321/
[9] Jorge P’erez, Marcelo Arenas, and Claudio Gutierrez. Semantics and
Complexity of SPARQL. Lecture Notes in Computer Science 4273, pp.30-43,
2006.
[10] M. Vardi. The Complexity of Relational Query Languages (Extended
Abstract). STOC 1982, pages 137-146, 1982.
[11] OpenLink Software. About OpenLink Virtuoso. 2017.
https://virtuoso.openlinksw.com/
66
[12] P. Haase, et al. A Comparison of RDF Query Languages. ISWC 2004, pages
502-517, 2004.
[13] Pitoura E. Query Rewriting. LIU L., ÖZSU M.T. (eds) Encyclopedia of
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