This paper presents an implementation of an IIMMW simulator for use in developing a multisensory fusion methodology for Helicopter DNAW operations. The functional modeling approach based on power representation of the simulated sensors is adopted in the simulation. The detailed power and attenuation models are described and the received power from the target and background is converted into intensity values and rendered as an image. The effect of various weather conditions including rain, fog, snow and dust are considered. As a result, some examples of simulated MMW and IR images generated by the simulator are shown.
I. Introduction
ELICOPTERS, especially those used for emergency medical services, police patrols, search and rescue and fire fighting, often operate at low altitudes in complex and adverse terrain environmental and weather conditions where the obstacles such as unknown terrains, towers, trees, buildings, air cables, poles and others, as well as the poor visibility caused by fog, haze, snow and rain form the main hazards to helicopter operation. Helicopter accident statistics 1, 2, 3 indicate the hazards caused by the factors above are the main contributor to helicopter accidents and delay and even cancellation of helicopter mission. Accordingly, it is necessary to provide helicopter with Day, Night and All Weather (DNAW) obstacle detection capability and enhanced vision in order to improve helicopter flight safety and extend operational envelop.
The past studies 1, [4] [5] [6] [7] [8] have shown that the use of individual sensor, such as MMW radar, IR camera or Laser radar, can aid the pilot with improved vision, obstacle detection and avoidance. But each of these sensors alone has its inherent drawbacks. For example, IR camera has excellent angular resolution but very poor weather penetrating capability, whereas MMW radar can operate in complex weather conditions but has low angular resolution and update rates. Accordingly, it is necessary to combine these sensors together by utilizing their complementary natures and individual advantages in order to provide helicopters with DNAW capability. To evaluate the achievable performance of a multi-sensor DNAW system and the minimum requirements to these sensors, a multi-sensor simulation system is needed. An exhaustive literature survey has been performed and few researches are related to multi-sensor simulation. There is no available simulation software that meets the needs of the DNAW systems to the best of our knowledge.
Hans-Ullrich and Dirk 9 report a MMW simulation for enhanced vision system. Their approach is based on detailed terrain and airport databases augmented with specific attributes which describe object surface properties with respect to the MMW. Bonjean et al. 10 describe a flight simulator with MMW radar image generation capability using airport mapping database, which work with Microsoft simulator. Allerton and Clare 10 have developed a radar simulator for landing in airport area under poor visibility condition using images derived from standard 3D visual databases. Their simulation has been integrated in a flight simulator using a commercial image generation system. All of these simulations are usually based on the flat surface assumption and well-known flight environments with accurate databases, and are adequate for airport and aircraft landing. They may not be suitable for simulation and development of helicopter DNAW system where low-altitude flight in unknown, complex environments and poor visibility conditions must be considered as mentioned above.
Aikama et al. 11 describe an infrared image simulator which considers spectral radiance of an object as the sum of the reflection of solar irradiance and sky radiance and the emission obtained from the emissivity and temperature of an object. However, spectral radiance is more than a simple sum as it depends on the accurate determination of the surface temperature which in turn could be obtained by completely solving the heat flux equation as shown later. Bonjean et al. 12 report an IR simulation system whose main source of information is an airport database. Hauss et al. 13 report the development of an Advanced Radiometric Millimeter-Wave Scene Simulation (ARMSS) code which provides a comprehensive, end-to-end scene simulation capability for interpreting millimeterwave data, establishing scene signatures and evaluating sensor performance. Park et al.
14 describe the PMMW scene simulation which considers environmental degradation and sensor effects. Using a single frame captured with visual camera, the background and the objects in the scene are classified on the basis of the properties of their MMW radiation and reflectivity. The system cannot run in real time as it depends on the post processing of an already captured image. This paper presents an implementation of an IIMMW simulator for use in developing a multisensory fusion methodology for helicopter DNAW operation. The principal objective of this simulation is to provide realistic sensory data that could be used to test various data and image processing/ fusion algorithms with a view to developing an obstacle detection system that would enable helicopter to operate safely at any time of the day and any weather condition. This paper is organized as follows. Section II explains the architecture of the IIMMW simulator. Modeling and simulation of the MMW radar images are discussed in Section III. In Section IV, the PMMW camera modeling and simulation is presented. Section V details the IR camera modeling and simulation. Section VI concludes the paper.
II. Overall Architecture of IIMMW Simulator
The IIMMW simulator aims to develop adaptable and versatile simulation software able to run in low cost personal computers using powerful functions, routines and tools available in MATLAB. The system is designed in modular method. An overall architecture of the IIMMW simulator is illustrated in Fig. 1 . The Helicopter Trajectory Generator uses the MATLAB Aerospace Blockset and Simulink to generate the motion states (3D-position, 3D-velocity and 3 Euler angles) of the helicopter. The accuracy of these states is determined by the helicopter navigation system (for example INS and GPS).
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The Target Model provides a description of the simulated targets including the position, velocity, physical sizes, target reflectivity as a function of wavelength, emissivity of target (material types), temperature with respect to the time of day and Target RCS.
The Environment Model simulates the effect of atmospheric attenuation and backscattering, such as rain (drizzle, light rain, moderate rain and heavy rain), fog (light fog, thick fog and dense fog) and dust (including dust storm). Backscattering effects as a result of surface clutter (land, vegetation) and volume clutter (rain, dust, snow) on the sensor signal are also simulated. In modeling of the surface backscattering, topography, reflectivity and surface attributes were considered. Detectable range is considered to be a function of signal-to-noise and signal-to-clutter ratio.
The Scene Modeler generates a visual image of the scene using VRML. Surfaces are represented as polygons or patches and are texture mapped to create a realistic image. VRML material properties such as diffuse color, emissive color and transparency could then be manipulated to render a realistic image of the sensor being simulated. Fig. 2 is a 3D simulation scene where B is a building, T for tree, P for wooden poles, M for metal poles, wires are indicated by W and the simulated helicopter is H. The properties of these objects are defined in the target parameter block.
Sensor characteristics are stored in the sensor initialization block. Typical initialization parameters include transmitting power, beamwidth, FOV, antenna diameter, total system loss, and pulse width.
The Target Visibility Block takes input from the Scene Modeler and the sensor initialization parameter blocks to compute the visibility or otherwise of the target using information such as sensor FOV and maximum detection range. Targets that are visible are passed to the appropriate sensor simulation block for further processing. The MMW radar, IR camera and PMMW camera blocks simulate measurements and images in the IR and MMW bands.
III. MMW Radar Simulator
The MMW radar simulator simulates both the radar image and the radar measurements (range, azimuth and elevation) at 95 GHz. This simulation is based on the evaluation of the returned power from target, background, clutter and MMW radar receiver noise, and the use of the returned power to generate sensor images. The MMW radar simulation diagram is shown in Fig. 3 . The shaded blocks are common blocks shared with the IR and PMMW simulator. The simulated radar parameters are summarized in Table 1 . The 95 GHz MMW radar is chosen for better resolution in azimuth and elevation. A beamwith of 0.5 o requires an antenna size of about 35cm which is practicable for helicopter operation. The minimum SNR was estimated on the basis of a Probability of Detection (PD) of 90% and a Probability of False Alarm (PFA) of 10E-6 in order to determine the maximum range at which a target could be detected. 
A. Returned Power Modeling
The total power received at MMW radar receiver contains three main parts: power returned from target (target power), power returned from clutter (clutter power), and receiver noise.
Assuming that the transmitting antenna gain and the receiving antenna gain are identical and denoted by G, the power returned from a target with RCS T σ is given by 15 :
where P is the transmitted power, λ is the radar wavelength, atm L is the two-way propagation losses of the medium, which varies with weather conditions in this simulation, s L is the total radar system losses, which is a constant in this simulation, and R is the range to the target.
The RCS of a target is formulated as the product of the normalized radar cross section of the target 0
, also called reflectivity of the target, and the projected efficient area (A) of the target, and is expressed as:
In this way, we can easily simulate different targets, including various clutters.
The ability to detect a target in noise is determined by the signal-to-noise ratio (SNR). The radar input noise is described by the input noise power N, which is a function of the radar receiver bandwidth, 
The radar detection threshold, however, is set equal to the minimum OUT SNR at the output of the radar receiver.
is called the radar noise figure. Thus, the maximum detection range is estimated by:
In the case where the receiver noise is the dominant source of interference, the required SNRs for different PFA values are shown in Fig. 4 . It is seen that for the required PD of 90% and PFA of 10E-6, the required SNR value should be greater than 13.4 dB.
The simulated clutters are divided into surface and volume clutters. Surface clutter, often called area clutter, includes ground terrains with different vegetations, rocky surfaces, snow and water surfaces. Area clutter manifests itself a major hazard in helicopter landing in unknown areas under poor visibility conditions. It is a major concern for helicopter searching for targets at low grazing angles. where c is the speed of light, τ is the pulse length, β is the beam shape factor, dB 3 θ is the beamwidth and ψ is the grazing angle.
Thus, the power returned by the surface clutter is given by:
Volume clutter normally includes rain, snow, dust and fog. Volume clutter manifests itself by degrading or scattering and absorbing the radar transmitting energy. It is a critical concern for helicopter searching for vertical or air targets and landing in poor weather environments. The volume clutter RCS is represented as
where η is the volume clutter reflectivity in Assuming that the azimuth and elevation beamwidths are identical, at a given volume clutter range C R , the radar resolution cell (volume) is measured by 
In short range applications, especially, all-environment helicopter operations; the receiver noise may not be the major factor in comparison with the ground clutter power, which may be much higher than the thermal noise power. This simulation shall take account of various signal-to-clutter ratios (SCRs). The SCR is defined as the ratio of the received target power to the received clutter power and is given as follows:
For surface clutter 
B. Attenuation Modeling
As the radar signal is propagated through the atmosphere, its amplitude and intensity are reduced through the atmospheric attenuation process. For the MMW simulation, this attenuation is accounted for in the return power equation by the loss factor atm L given by:
where α is the attenuation coefficient.
The model for attenuation by fog, valid for frequency of 10GHz to 100GHz is given by 15 
where '
ε is the real component of the permittivity of the dust particle and " ε is the imaginary component, V is the visibility in meters. Attenuation by snow is similar to that of rainfall and is approximation for dry snow as 15 : where S is the snowfall rate in mm/hr and λ is the wavelength in cm.
For wet snow, attenuation is comparable to that of equivalent rain rate in the MMW region of the EM spectrum 19 .
C. MMW Radar Image Simulation
The MMW radar image simulator makes use of the power returned by targets and background clutters in the radar FOV to construct C-scope images in different weather conditions. The intensity of each pixel is a function of its return power mapped to the intensity scale, usually 0 -255. Fig. 5 (a) and (b) show the received powers from different obstacles and the simulated MMW radar images in clear weather condition, respectively. In clear air, all the targets of interest shown in Fig. 2 would be detected at a distance of up to 2km, except for wooden pole and offnormal wires, which could be seen at less than 600 and 200 meters, respectively. 
IV. PMMW Camera Simulator
Passive Millimeter wave images are similar to the IR images as they are produced due to blackbody radiation in the MMW band of the EM spectrum. However, the blackbody radiation in the MMW band is significantly different from those of the IR band. This is because the emitted energy in the IR band is dependent on T 4 whereas, the emitted energy in the MMW band is dependent on T. Hence, while object temperature is the dominant factor in IR image formation, object emissivity is a more important consideration in PMMW image formation. The block diagram of the PMMW simulator is shown in Fig. 7 . (19) where, λ M is the spectral radiant exitance, 
where k is the Boltzmann's constant, λ is wavelength in m, and T is the physical temperature of source
In the case of gray bodies, the physical temperature T is replaced by T ε where ε is the source emissivity. The calculation of the target and background brightness temperature, which is dependent on the emissivity, is an important process in the PMMW simulation. The major parameters used in the simulation are shown in Table 2 . 
A. Attenuation Modeling
The total attenuation at a given frequency is the sum of the attenuation due to water vapor, dry air, rain, dust and suspended hydrometers such as fog, cloud and haze. Rain presents the most serious limitation to the MMW transmission. The process of attenuation modeling is the same with those of MMW radar given in Section III B.
B. Received Power Modeling
The received power by a MMW radiometer is expressed as an effective temperature. When observing a target with a PMMW camera, the received signal temperature is composed of emissions from the objects in the antenna beam, background, sky emission, and atmosphere emission such that 20 : (22) where ε is the target emissivity, T is the physical temperature of target, β is the beam fill factor, that is the ratio of target to antenna beam areas, η is the antenna efficiency, atm L is the atmospheric absorption factor given by
, α is the attenuation dB/km, and R is the range in Km.
The beam fill factor is a major factor in determining the range of PMMW detection especially for close range detection. This is because the beam fill factor is a function of the beamwidth. The narrower the beamwidth, the greater the beam fill factor and the larger the detected temperature contrast. The beam fill factor is defined as:
where A is the target area in square meter, dB 3 θ is the 3dB beam width. Similarly, the reflected sky emission temperature is given by:
where atm T is the mean atmospheric temperature (280k), z L is the total zenith absorption factor and cb T is the cosmic background radiation temperature (2.7 k).
Thus, the received temperature due to the target is
Also, the received temperature due to background is given by:
The received temperature from the atmosphere near the antenna is given by:
where a T is the physical temperature of the atmosphere below the sensor The temperature difference (temperature contrast) between a target and a natural background is given by:
Assuming negligible physical temperature difference of natural scene,
It should be noted that as the sky temperature increases in adverse weather (see Table 2 ), the contrast reduces thereby reducing the detection range.
C. PMMW Image Simulation
The result of the temperature contrast evaluation in clear air for ground (grass) background and sky background respectively is shown in Fig. 8 .
The building, trees and tree line has a positive temperature difference while metallic pole and wires have negative temperature difference. This is because due to the low emissivity of metals, they reflect the cold sky temperature. Sky background gives a higher temperature contrast than ground background. Using a sensor with temperature sensitivity of 1k all objects could be detected at a range of over 1km.
Result of evaluation under 4mm/hr rain is shown in Fig. 9 . Under 4 mm/hr rain, the contrast reduces leading to a reduction in the detectable range of targets.
The effect of attenuation by fog is less than that of 4 mm/hr rain. The greatest effect on the PMMW image contrast is as a result of attenuation by 16mm/hr rain. The result of dense fog and 16 mm/hr rain contrast evaluation is shown in Fig. 10 .
Considering the 1k sensor sensitivity, it is seen from Fig. 10 (b) that only the Building and the metal pole can be detected at a range of over 500m under heavy rain condition. 
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PMMW scene is generated by assigning intensity to each target based on the returned power using the gray scale intensity map and the white hot convention. Using the virtual scene, this process will involve programmatically assigning the values of the calculated power to the emissive and diffuse color properties of the virtual material for each target and background. The generated images are then blurred using a Gaussian blur function to simulate the low resolution nature of real PMMW images. The simulated PMMW images in clear air, thick fog, dense fog and heavy rain are shown in Fig. 11 . It is seen that under heavy rain, only large objects (e.g. buildings) and highly reflective objects (e.g. metal pole) can be detected at a range useful for low level helicopter operations. 
V. IR Camera Simulator
Infrared sensors generate visual-like images (angle-angle image) of the scene. The IR simulator process flow diagram is shown in Fig. 12 . 14 The Target/ background radiance block is used to compute the radiance of all targets and background in the scene. This block gets input from three other blocks including the heat flux balance block. The heat flux balance block uses the net heat flow equation to compute target temperature which is in turn used to calculate the radiance. The target/ background radiance is converted into power which is then mapped into an image intensity scale for display. The major characteristics of the IR sensor used in the simulation are shown in Table 3 . 
A. Radiance Source Modeling
Several functions can be used in IR simulation. This work uses the Plank's distribution function. Assuming that the object surface is Lambertian, Richardson 21 notes that the object radiance can be evaluated from the plank's radiation law. This is numerically the radiant exitance divided byπ . Thus the total radiance within a particular spectral band is obtained by integrating the radiance over that wavelength of interest as follows 22 :
( ) Emissivity is the ratio of energy radiated by a particular material to energy radiated by a blackbody at the same temperature and in the same spectral interval. Spectral emissivity is a difficult parameter to deal with, but a good approximation for solids is to assume that the target and background are graybodies in a given spectral band (i.e. they are not dependent on wavelength). Hence, emissivity as a function of viewing angle only is considered in this work.
Sobrino et al. 23 reports an experimental investigation of the angular variation of the infrared emissivity in the 8 -14 micrometer band at angles of 0 degrees -65 degrees (at 5 degree increments) to the surface normal. Their results show a decrease of the emissivity with increasing viewing angles for various targets and background materials except for homogeneous grass cover which does not show angular dependence. A lookup table is used to implement this variation of emissivity with viewing angle.
The target and background radiances are then given as:
( ) and S T is the surface temperature. The target (background) temperature varies with the time of the day, the angle of the sun, the material conductivity etc and all these effects should be considered in determining the overall surface temperature S T . Sun and sky radiation are the main sources of heat while losses can be due to convection, conduction and radiation. Thus, the net heat flow at the objects surface is given by: 
C. Received Power Modeling
The energy reaching the sensor is a product of the energy from the target surface (or background) and the atmospheric attenuation. This energy is converted into power per unit area taking into account the parameters of the sensor as follows: 
D. IR Image Simulation
The behavior of the IR sensor under various weather conditions was analyzed. It is found that fog and snow produces the greatest attenuation in the IR band. Fig. 13(a) shows the contrast between the various targets and background in clear weather. It is evident that all the objects would be visible under clear weather condition. To evaluate the effect of atmospheric attenuation, heavy fog with attenuation of 32dB/km is simulated. The effect on the visibility range of the various objects is shown in Fig. 13(b) . Metal pole is visible up to 180m while the building could be detected at about 300m. 
VI. Conclusions
An Integrated IR, PMMW and MMW sensors software simulation has been developed using Matlab, Simulink and Virtual reality toolbox. The simulation is based on a rigorous model of the sensor phenomenology and characteristics. The incorporation of various weather conditions into the simulation enables development and evaluation of algorithms for all weather operations. Furthermore, the modular nature of the simulation system will ensure ease of modification and addition/ removal of sensors and components. Further work will develop and simulate complex hard and soft ground surfaces and to develop novel image processing, fusion and obstacle detection algorithms for helicopter DNAW operation.
