Abstract. In this paper a nonlinear matrix equation is considered which has the form
Introduction
. An n degree of freedom damped mass-spring system. [9] which arise from a freedom damped mass-spring system [2] . Figure 1 shows a connected damped mass-spring system. The i-th mass of weight m i is connected to the (i + 1)-th mass by a spring with constant k i and damper with constant d i , and ground by a spring with constant κ i and damper constant τ i . Mehrmann and Watkins [6] showed that When
2 in the quadratic eigenvalue problem (1.3), it has a Hamiltonian eigenstructure. An application of finding skew-symmetric solvent of matrix polynomial comes from the polynomial eigenvalue problem (1.1), since any skew-symmetric matrix has a pair of purely imaginary eigenvalues [4] , [7] . In this paper we suggest an algorithm for solving skew-symmetric solvent of matrix polynomial.
Newton's methods for nonlinear matrix equation
From the Fréchet derivative in Newton's method of the matrix polynomial (1.2), it is necessary to find the solution H ∈ C n×n of the equation 
where H = HQ and F = −P (X)Q. Taking the vec operator both sides of (2.3) makes a linear system such that
where the matrix F ∈ C n×n is (2.5)
Seo and Kim [8] defined
If we suppose that the matrices F ii are nonsingular, then using the block forward substitution, the equation (2.4) can be changed to n linear systems with size n × n such that
where h i and f i are the ith columns of H and F , respectively.
3. Skew-symmetric solvents of the matrix polynomial P (X)
Here, we consider an algorithm to compute skew-symmetric solutions of the q-th Newton iteration (2.1).
Algorithm 3.1.
Input n×n real matrices
end Remark 3.2. The matrices P k and H q k are skew-symmetric in Algorithm 3.1.
By Algorithm 3.1, we can obtain some properties which are useful for the proof of our convergence theory. 
Proof. When k = 0, we obtain
by Algorithm 3.1. We assume that (3.1) holds for k = l, then
from Algorithm 3.1 and from the following result 
Proof. We prove the conclusion (3.2) using the principle induction. i) We firstly prove tr R T k R k−1 = 0 and tr 
If we assume that tr R T s R s−1 = 0 and tr P T s P s−1 = 0 hold for l = s, then we obtain 
ii) Suppose that tr R T s R j = 0 and tr P T s P j = 0 hold for all j = 0, 1, · · · , s − 1. Then, from Algorithm 3.1 and i) we get
and
for all j = 0, 1, · · · , s−1. Hence, we complete the proof by i) and ii).
From Lemma 3.4 we know that, if there is a positive number l such that R k = 0 for all k = 0, 1, · · · , l, then, the matrices R k and R j are orthogonal for k = j. This theorem can be proved by the similar way of Theorem 3.3 in [1] .
Proof. From Lemma 3.4, the set {R 0 , R 1 , · · · , R n 2 −1 } is an orthogonal basis of R n×n . Since the q-th Newton iteration (2.1) has a skewsymmetric solution, and using Lemma 3.3, P k = 0 for k. By Algorithm 3.1 and Lemma 3.4 we obtain H q n 2 and R n 2 , and tr R T n 2 R k = 0 for k = 0, 1, · · · , n 2 − 1. However, tr R T n 2 R k = 0 holds only when R n 2 = 0, which implies that H q n 2 is a solution of the q-th Newton iteration. Thus H q n 2 is a skew-symmetric matrix.
From Newton's method and the above theorem, we have the following result. The proof of the theorem is also similar to Theorem 3.4 in [1] .
Proof. If H k is skew-symmetric solution of kth Newton iteration then (k + 1)th approximation matrix is
By the properties of skew-symmetric matrix X k+1 is also skew-symmetric. Since, the Newton sequence {X k } converges to a solvent S, it is a skewsymmetric solvent.
In this paper, we consider an iterative method for finding a skewsymmetric solution of matrix equation in (2.1). Then we incorporated the iterative method into Newtons method to compute the skew-symmetric solvent of matrix polynomial P (X) in (1.2).
