ABSTRACT. This paper resolves a number of problems in the perturbation theory of linear operators, linked with the 45 years old conjecture of M.G. Krein. In particular, we prove that every Lipschitz function is operator Lipschitz in the Schattenvon Neumann ideals S α , 1
ensuring that f ∈ F α , for every 1 < α < ∞ was obtained in [2, 4] requires that derivative f ′ is bounded and has bounded total variation. On the other hand, addressing the problem of description of the classes F α , 1 < α < ∞, α = 2, in her 1974 paper [9] , Yu. Farforovskaya observes that "a slight change in the proof given in [8] " leads to the existence of a Lipschitz function f α which does not belong to F α for every 1 < α < 2 and further proceeds with an explicit "example" of f α such that f ′ ∈ L ∞ , but f / ∈ F α , 2 < α < ∞. Presenting the same problem in [15] , V. Peller conjectured that f ∈ F α , 1 ≤ α < 2 implies that the lacunary Fourier coefficients of f ′ satisfy
Finally, shortly before this paper was written, F. Nazarov and V. Peller discovered that f (a) − f (b) ∈ S 1,∞ , provided f is Lipschitz and a, b are self-adjoint linear operators such that a − b is one-dimensional, where S 1,∞ is the weak trace ideal of compact operators. From here, they show also that
for every self-adjoint a, b such that a − b ∈ S 1 , where S Ω is dual to the Matsaev ideal S ω (see [13] for details).
The main objective of the present paper is to show that in fact M.G. Krein's conjecture holds for all 1 < α < ∞, that is f ′ ∈ L ∞ implies f F α < ∞. Equivalently, F α , 1 < α < ∞ coincides with the class of all Lipschitz functions. In particular, this
shows that Farforovskaya's remark concerning F α , 1 < α < 2 and her result for F α , 2 < α < ∞ given in [9] do not hold and that the conjecture of V. Peller [15] does not hold either.
The main result of the paper is the following theorem whose proof is based on Theorems 2.
Theorem 1. Let f be a Lipschitz function and let f
where a and b are self-adjoint (possibly unbounded) linear operators such that a − b ∈ S α .
The proof of Theorem 1 is given at the end of Section 2.
The symbol c α shall denote a positive numerical constant which depends only on α, 1 ≤ α ≤ ∞ and which may vary from line to line or even within a line. Let M be a von Neumann algebra with normal semifinite faithful trace τ. Let L α , 1 ≤ α ≤ ∞ be the L p -space with respect to the couple (M, τ) (see [16] ).
Let (e k ) k∈Z ⊆ M be a sequence of mutually orthogonal projections and let f :
R → C be a Lipschitz function. We shall study the following linear operator
We keep fixed the sequence (e k ) k∈Z , the function f and the operator T in the present section.
The symbol c α shall denote a positive numerical constant which depends only on α, 1 ≤ α ≤ ∞ and which may vary from line to line or even within a line.
Proof of Theorem 2. Without loss of generality, we may assume that f (0) = 0 and that f is real-valued.
Let us fix x ∈ L α and y ∈ L α ′ , where
Recall that the triangular truncation is a bounded linear operator on L α , 1 < α < ∞ (e.g. [5] ). Thus, we may further assume that the operators x is upper-triangular and y is lower-triangular. 2 For every element z ∈ M, we set z kj := e k ze j for brevity. 
Let us show that we also may assume that the function f takes only integral values at integral points. Indeed, by setting
Thus, we continue
Recall that we have to show
for every sequence (a m ) ∈ ℓ ∞ with (a m ) ∞ ≤ 1. From this, it is clear that it is sufficient to take a m = ±1 and thus, the function f takes only integral values at integral points, since
We also may assume that the function f is non-decreasing (otherwise, we take the function f 1 (t) = f (t) + t). Thus, from now on we assume that f takes integral values at integral points, f is non-decreasing and
According to Lemma 6, we have
where
With this in mind, we now see from (3) and (4) 
where (as in Lemma 5)
is y jk and
Now it follows from Lemma 5 that
Remark 3. The operator T in (2) can be also defined with respect to two families of orthogonal projections: if (e k ) k∈Z and f j j∈Z are two families of orthogonal projections, thenT
where φ kj as in (2) . In this case, the operatorT is also bounded on every L α , 1 < α < ∞ provided f Lip 1 ≤ 1. Indeed, to see the latter it is sufficient to consider operator T as in (2) with respect to the family of orthogonal projections
in the tensor product von Neumann algebra M ⊗ M 2 , where M 2 is the algebra of 2 × 2-matrices, and apply Theorem 2.
To prove Lemma 5 used in the proof of Theorem 2, we firstly need the following result whose proof rather quickly follows from the vector-valued Marcinkiewicz multiplier theorem.
Theorem 4.
Let λ = (λ(n)) n∈Z be a sequence of complex numbers such that
If total variation of λ over every dyadic interval
then the linear operator S defined by 
and the total variation of the sequence λ over every dyadic interval does not exceed 1.
Recall that L α is a Banach space with UMD property for every 1 < α < ∞ (see e.g. [16] ). Consider the function
where the unitary u t is defined by
Observe that the n-th
Noting that the mapping
then, for every 1 < α < ∞, there is a constant c α > 0 such that
where f : Z → Z is any non-decreasing integral function.
3 Here ĥ (n) n∈Z is the sequence of Fourier coefficients, i.e.,
Proof of Lemma 5. Clearly, the lemma follows from Theorem 4 if we estimate the total variation of the sequence λ = n is n>0 over dyadic intervals. To this end, via the fundamental theorem of the calculus, we see that
and thus immediately
The lemma is proved.
Lemma 6.
There is a function g : R → C such that
Proof of Lemma 6. Let us consider a C
Observe that f and all its derivatives are L 2 functions, i.e.,
If we now set g(s) =f (s), wheref is the Fourier transform of f , then it is known (see [17, Lemma 7] ) that
Furthermore, via inverse Fourier transform, we also have
and substituting t = log λ µ delivers the desired relation. The lemma is completely proved.
DOUBLE OPERATOR INTEGRALS OF DIVIDED DIFFERENCES.
Here we present the continuous version of transformation (6) and Theorem 2.
The proof of the continuous case employs Theorem 2 (and Remark 3) and some approximation procedure.
Let M be a semifinite von Neumann algebra with a normal semifinite faithful trace τ and L α be the corresponding L p -space with respect to the couple (M, τ),
Let us first introduce a continuous version of transformation (6) .
Let us fix spectral measures dE
is a complex-valued σ-additive measure on R 2 with total variation not exceeding x 2 y 2 (see [4] ). If now φ : R 2 → C is a bounded Borel function, then the latter implies that
is a continuous bilinear form, i.e., there is a bounded linear operator
The operator T φ is a continuous version of (6), we shall study in the present section.
We shall be saying that operator T φ is bounded on L α for some 1 ≤ α ≤ ∞, if and only if the operator T φ introduced above admits a bounded extension from
to L α . The latter extension, if exists, is unique (see [4] ).
The following theorem is the main objective of the present section.
Theorem 7. If f Lip 1 ≤ 1, then the operator T φ f is bounded on every space L
We need the following auxiliary lemma first.
Lemma 8 (Duhamel's formula, [19] In particular,
Proof of Theorem 7.
We observe that function f may be taken finitely supported.
Indeed, Let Theorem 7 be proved for finitely supported functions. Fix f : R → C Lipschitz, take a sequence of indicators χ n = χ [−n,n] and set
Since Theorem 7 is proved for every finitely supported Lipschitz function, the sequence of operators T φ n is uniformly bounded, we also have that lim n→∞ φ n = φ f pointwise. This implies that T φ f is also bounded (see [4, Lemma 2.6] ).
Let us next assume that x ∈ L 2 is diagonal with respect to the measures dE λ and dF µ , i.e.,
In this case,
where δ is the Dirac function and therefore from (8)
for every
In other words, the operator T φ is trivially bounded on the diagonal part of L α for every bounded Borel function φ. This indicates that the essential part of the proof is boundedness on the off-diagonal part of L α , i.e., for those x ∈ L α such that
Note also that if x = A − B, then trivially
From this moment on we assume that x ∈ L 2 is off-diagonal with respect to the the measures dE λ and dF µ . The proof is a two stage approximation. Let {G n } ∞ n=1
be the family of dilated Gaussian functions as in Lemma 9.
In other words, φ n is convolution (with respect to the diagonal shift on R 2 ) of G n and φ. From Lemma 9, we see that
This implies that
Consequently, in order to see that T φ f is bounded on L α , we have to prove that the operators T φ n are all bounded on L α , uniformly with respect to n = 1, 2, . . . .
Observe that f n is a rapidly decreasing C ∞ -function for every n = 1, 2, . . . . 
Thus, iff
Furthermore, if h n (s) is the Fourier transform of derivative f ′ n , i.e, h n (s) = sf (s), then h n is integrable and
Directly checking (8) again, the latter implies that the double operator integral operator T φ n (with respect to any spectral measures dE λ , dF µ ∈ M, λ, µ ∈ R) has the form 
Let also T n,m be the double operator integral operator associated with the function φ n and the spectral measures dE m,λ , dF m,µ . On one hand then, the operator T n,m has the form
which is operator given in (6) 
Employing (12) for operators T φ n and T n,m , we have
Using the estimate above for the integrand, we finally see
since function h n (s) = sf (s) and (10) . In particular, we have
We have already observed above that the family of operators operators T n,m is uniformly bounded on L α . Together with the limit above, it means that the family T φ n is also uniformly bounded on L α . Recalling (9) finally yields that T φ f is bounded on L α . The theorem is proved.
Lemma 9. Let dν be a finite Borel measure on R 2 and let
2 , t ∈ R, n = 1, 2, . . .
and if
Proof of Lemma 9. Since the class of uniformly continuous functions on R 2 is norm dense in L 1 (R 2 , dν), we may assume that φ is uniformly continuous on R 2 . For continuous φ, limit (13) can proved by the standard approximation identity argument. Indeed, we shall actually show the uniform convergence
which, since dν is finite, implies (13) .
Observe first that R G n (s) ds = 1, n = 1, 2, . . . .
Consequently, we have
Fix ǫ > 0. Recall that φ is uniformly continuous which means that there is δ > 0 such that
Using the latter δ > 0, we split 
Combining the estimates above for ω 0 and ω ∞ , we obtain that for every ǫ > 0, there is N ǫ such that for every n ≥ N ǫ ,
We are now ready to proof Theorem 1.
Proof of Theorem 1. Observe that it is sufficient to prove that there is a constant c α such that for every compact self-adjoint operator u and every bounded operator v
Indeed, estimate (1) 
