Abstract. We consider the frugal coverage problem, an interesting variation of set cover defined as follows. Instances of the problem consist of a universe of elements and a collection of sets over these elements; the objective is to compute a subcollection of sets so that the number of elements it covers plus the number of sets not chosen is maximized. The problem was introduced and studied by Huang and Svitkina [7] due to its connections to the donation center location problem. We prove that the greedy algorithm has approximation ratio at least 0.782, improving a previous bound of 0.731 in [7]. We also present a further improvement that is obtained by adding a simple corrective phase at the end of the execution of the greedy algorithm. The approximation ratio achieved in this way is at least 0.806. Our analysis is based on the use of linear programs which capture the behavior of the algorithms in worst-case examples. The obtained bounds are proved to be tight.
Introduction
Set cover is among the most popular combinatorial optimization problems with many applications. In the classical version of the problem, we are given a universe of elements and a collection of sets over these elements and the objective is to compute a subcollection of sets of minimum size that covers all elements. The problem is known to be hard to approximate within sublogarithmic factors [5, 12] while the classical greedy algorithm achieves an almost tight approximation ratio of H n , the n-th harmonic number, where n is the number of elements in the universe [9] . Several variations of the greedy algorithm have been proposed that improve this approximation bound by constant (additive) factors [1, 4, 10] .
A different objective was recently considered by Huang and Svitkina [7] ; they call the new combinatorial optimization problem frugal coverage. An instance of frugal coverage consists of a universe of elements and a collection of sets over these elements, and the objective is to compute a subcollection of sets so that the number of elements covered plus the number of sets not chosen is maximized. Without loss of generality, we can assume that each element belongs to at least one set of the input collection. So, the objective can be thought of as computing a subcollection that covers all elements so that the number of sets not chosen plus n (the number of elements in the universe) is maximized. Clearly, an optimal solution for set cover is also an optimal solution for frugal coverage. However, this does not have any direct implication to the approximation guarantee for frugal coverage algorithms.
A nice motivation for studying frugal coverage is the problem of locating donation centers (DCL). Instances of DCL consist of a bipartite graph G = (A ∪ L, E). An agent, represented by a node a ∈ A, is connected through an edge e ∈ E to any donation center l ∈ L she would be willing to make a donation. Every agent a has a preference ranking on the corresponding centers, and every donation center l has a capacity, meaning that it can accept at most some specific number of donations. The problem is to decide which centers to open in order to maximize the number of donations, under the restriction that an agent will only donate to her highest ranked open center. Huang and Svitkina [7] present an approximation preserving reduction from frugal coverage to the special case of DCL in which each center has unit capacity and each agent has a degree bound of 2. They also prove that the greedy algorithm has approximation ratio at least 0.731 for both problems.
We present a tight analysis of the greedy algorithm. This algorithm, starting from an empty solution, iteratively augments the solution by a set that contains the maximum number of uncovered elements until all elements are covered. We show that its approximation ratio is exactly 18/23 ≈ 0.782, improving the previous bound in [7] . This approximation guarantee can be further improved by adding a simple corrective phase at the end of the execution. Namely, we consider each set in the solution produced that included two uncovered elements when it was selected. If its removal does not leave an element uncovered, we simply remove this set from the solution. The approximation ratio obtained in this way is 54/67 ≈ 0.806. A simple instance shows that this bound is tight. We remark that, even though such a corrective phase can improve the solution obtained by the greedy algorithm with respect to the standard set cover objective, it does not improve the worst-case approximation guarantee.
Even though the algorithms we consider are purely combinatorial, our analysis is based on the use of linear programs. The technique can be briefly described as follows. Given an algorithm A, we define a linear program that takes a value f ∈ (0, 1) as a parameter. This linear program witnesses the fact that the algorithm computes an at most f -approximate solution for some instance. The constraints of the LP capture the properties of the algorithm as well as the structure of the corresponding optimal solution. Then, a lower bound of ρ on the approximation ratio of algorithm A follows by showing that the corresponding LP with parameter f = ρ is infeasible. In order to do this, we exploit LP duality. This particular approach was recently proved to be useful for variations of set cover such as spanning star forest and color saving [2] . However, due to the different objective of frugal coverage (and, in particular, the appearance of the number of sets not chosen in the objective function), additional variables (and different constraints) have to be included in the parameterized LPs. Except from variations of set cover [1, 11] , analysis of combinatorial algorithms through linear programs has also been performed in contexts such as facility location [8] ,
