The air layer formation in a high Reynolds-number flat plate turbulent boundary layer is simulated using a two-phase sharp interface Cartesian grid solver. The interface is tracked by a coupled level set and volume-of-fluid method (CLSVOF) and turbulence is modeled by a Spalart-Allmaras (SA) turbulence model with a wall function (WF) approach. The air layer along the entire test plate is successfully achieved and the drag reduction is approximately 100%, which agrees very well with the experimental findings. With reduced air flow rate, bubble drag reduction (BDR) is also observed; the computational results also qualitatively match the experiments. The transitional region from BDR to ALDR is also observed in the present simulation. However, the critical air flow rate to form the ALDR is lower in the simulations than in the experiments. Several possible reasons are likely accounting for the low critical air flow rate in the simulations, such as SA-WF turbulence model, three-dimensional instability and surface tension effects. The critical air flow rate does not change much with grid refinement.
I. Introduction
UBBLE drag reduction (BDR) is an important technique that injects gas into the liquid turbulent boundary layer to form bubbles to obtain drag reduction. This technique can substantially reduce skin friction, which has great potential applications in ship hydrodynamics. During the past several decades, a large amount of research has been devoted to the BDR. 1 However, most of the studies were conducted at relatively low Reynolds numbers and small scales. Proper scaling of BDR remains unclear.
In the study by Sanders et al., 2 a set of BDR experiments were conducted for a large scale flat plate turbulent boundary layer at high Reynolds numbers. It has shown that significant levels of BDR could be achieved only near the air injector, and limited persistence of BDR exists away from the air injector. This short persistence distance of BDR makes it impractical for applications. It has also shown that a layer of gas was formed and persisted along the entire plate at lower flow speeds and higher gas injection rates, which could lead to skin-friction reduction of more than 80%. Elbing et al. 3 continued the study of Sanders et al. 2 in an effort to understand the mechanisms underlying the limited persistence of the BDR and the onset conditions for the air layer drag reduction (ALDR). The experimental results indicated that ALDR could be established once the air was injected beyond a critical rate, and more than 80% drag reduction could be obtained over the entire plate. Three distinct regions associated with drag reduction were observed with air injection rate: BDR, transition and ALDR. It was found that the air layer was sensitive to the inflow conditions. In the recent work, 4 a 1/2 inch (12.7 mm) step was used at the inlet, and the air was injected from the base of the backward-facing step. This greatly enhances the stability of the air layer. The ALDR is a potential alternative to BDR, however, the knowledge of ALDR mechanism is quite limited and more comprehensive studies are needed. Related to ALDR, partial cavity drag reduction (PCDR) is another important technique to reduce skin friction. PCDR needs potentially lower gas flux compared to ALDR, but un-optimized cavity flow can lead to significant form drag. 4 Partial cavities are sensitive to flow speed and perturbations from the incoming flow. 5 In the present study, URANS (unsteady Reynolds-averaged Navier-Stokes) simulations of ALDR on a large scale flat plate are performed. The objective is to validate prediction capability of the computational code, CFDShipIowa Version 6.1 6-8 for ALDR, investigate the mechanism of ALDR, and explore potential applications to ship hydrodynamics. The simulations are carried out using a sharp interface Cartesian grid solver, with the interface 1
The left hand side of the equation consists of the unsteady and advection terms of the turbulent eddy viscosity. The terms of right hand side are the production, destruction and diffusion, respectively. The turbulent eddy viscosity is obtained as
where,
The production term is based on the magnitude of vorticity,
Mariani and Zilliac 10 provided an improvement to the production term by suppressing the turbulence, i.e, excessive production of eddy viscosity in regions where vorticity magnitude exceeds the strain-rate, 2 22 min(0, )
They concluded the value of f ~ 3.5-4.0 provides best result for wingtip vortex calculations. In present calculations f = 4.0 is chosen. The destruction term involves a near-wall damping function which is 
In the multi-phase flows the molecular eddy viscosity is smoothed across the interface using a Heaviside function (refer to Ref. 6) to avoid sharp gradients in molecular viscosity in Eq. (5) . In order to capture the effects of viscous boundary layers within the framework of a Cartesian grid solver, a multi-layer wall-function model capable of switching smoothly between sub-, buffer-, and log-layers is used, details are given in the studies. 
C. Interface Modeling
Defining the interface Г as the zero level set of a signed distance function  , or the level set function, the position of the interface can be tracked by solving the level set evolution equation
To keep  as a signed distance function in the course of the evolution, we iterate the reinitialization equation for the level set function
where  is the pseudo time and
with 0
 the initial values of  and h a small distance, usually the grid cell size, to smear out the sign function.
In the CLSVOF method , the volume-of-fluid (VOF) function, F, is defined as the liquid volume fraction in a cell with its value in between zero and one in a surface cell and zero and one in air and liquid respectively. The
The level set function is corrected based on the reconstructed interface using VOF function for mass conservation.
With the level set function defined, the fluid properties, such as density and viscosity, are given by the following equations:
where the subscripts G and L represent gas and liquid phase, respectively.
In terms of jump conditions, the velocity across the interface Г is continuous, as the fluids are viscous and no phase change is considered here:
and the jump condition for stress is
where [ ] indicates the jump at the interface, i.e., II
LG ff  for a variable f with superscript I denotes interface, n is the unit vector normal to the interface, σ is the coefficient of surface tension, and κ is the local curvature of the interface. Notice that with a continuous viscosity and velocity field, the stress jump condition Eq. (18) reduces to
D. Numerical Methods and High Performance Computing
The flow equations are discretized on a staggered Cartesian grid with the convection terms approximated by a third-order QUICK scheme 13 and other terms by the standard second-order central difference scheme. A semiimplicit time-advancement scheme is adopted to integrate the momentum equations with the second-order CrankNicolson scheme for the diagonal viscous terms and the second-order Adams-Bashforth scheme for the convective terms and other viscous terms. A four-step fractional-step method is employed for velocity-pressure coupling. The pressure Poisson equation is solved using a semi-coarsening multigrid Poisson solver from the HYPRE library from Lawrence Livermore National Laboratory.
14 Details of the numerical methods can be found in the study by Yang and Stern. 6 The code is parallelized via a domain decomposition (in three directions) technique using the MPI library. All inter-processor communications for ghost cell information exchange are in non-blocking mode. In general, optimal load balance can be achieved except for a small amount of overhead due to interface, which may be unevenly distributed over processors. Parallel I/O using MPI2 have been implemented such that all processors read from and write to one single file simultaneously, which is much more effective than one or a few processors receive data from all processors and write to one or a few files and more convenient than every processor writes its own data files.
III. Results

A. Computational Setup
The simulations are carried out on a two dimensional (2D) computational domain with the boundary conditions specified as shown in Figure 1 for both the wet case (without air injection) and the ALDR case. The air injection geometry, slot A, used in Test 1 in the experiments by Elbing et al. 3 is chosen in the ALDR tests. A non-uniform grid of 256×1024 is used first with the streamwise grid refined near the air injector and the grid in the normal direction refined near the wall as shown in Figure 2 . This initial coarse grid is designed to resolve the boundary layer, streamwise resolutions are not enough for the water/air interface changes. A wet case without air injection at a Reynolds number of Re = 2.1×10 8 is conducted first in order to validate the SA turbulent model with the wall function approach. The computational result is shown in Fig. 3 along with the EFD (experimental fluid dynamics) and analytical solutions. As shown in the figure, the computational result matches the power-law fit very well. As compared to the experimental data, the skin friction coefficient is under predicted. This might be due to grid design and deficiency of SA model, further investigations using finer grid and more advanced turbulence models will be considered in the future work. 
B. Air Layer Drag Reduction
In the present study, all the simulations are conducted with a Reynolds number of Re = 7.37×10 7 which corresponds to Test 1 in Elbing et al. (2008) with a free stream velocity of 6.7 m/s. The largest air flow rate of 15.3 m 3 /min is used first; later several low air flow rates are employed to investigate the effect on the formation of BDR and ALDR. The simulation matrix is given in Table 1 . The drag reduction along the plate with an air flow rate of 15.3 m 3 /min is shown in Fig. 4 where drag reduction of nearly 100% is achieved over the entire plate, which matches the EFD data very well. As shown in Fig. 5 , the air layer is formed along the whole length of the plate. It should be noted that at the early stage of the computations water spots are found on the plate and gradually were swept to downstream with the incoming flow. The air flow rate is then reduced to 2.55 m 3 /min (the lowest in Test 1 of Ref.
3) where a thinner air layer is achieved with the drag reduction approximately 100%. As discussed in Ref. 3 , the increase of air flow rate does not apparently increase the drag reduction when air layer is formed. The velocity vector fields with the interface profile overlapped at two different locations along the plate are plotted in Fig. 6 . Near the air injector, velocity changes sharply across the interface, whereas in the downstream velocity field across the interface is smooth. resolutions, surface roughness, in flow conditions and surface tension effect are also possible reasons, which will be investigated in the future work. The interface profiles along the plate for BDR, transitional, and ALDR are shown in Fig. 7 . The predicted bubble size is almost one order of magnitude larger than the EFD results. %DR versus air flow rate plot at x = 6 to 7 m is shown in Fig. 8 . BDR is observed over the lower-range of air injection rates, where %DR decreases with downstream distance. The transitional region shows a Rapid %DR increase with air flow rates in most sections of the plate. For the ALDR, high %DR is obtained with no apparent decay with downstream distance over the entire plate. The experimental results indicate that the critical air flow rate increases with Reynolds number.
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Since the initial coarse grid is designed for the boundary layer and not enough to resolve the interface changes, the streamwise grid is refined to 2048 and 163824, respectively. The air flow rate is 2.55 m 3 /min (transitional region in Test 1of Ref. 3) . Although interface instabilities are observed on the refined grids, %DR is still more than 90% as shown in Fig. 8 . Grid refinement in the wall normal direction might be needed to further resolve the interface instability. Another very possible reason is due to the two-phase interfacial turbulence modeling. In the present study, the single-phase based RANS equations have been used. The effect of turbulence on the interface and the interface induced turbulence are not considered. For example, the eddy viscosity is found to be over-predicted near the interface in RANS (similarly for LES see the work by Liovic and Lakehal 15 ). As a result, the small deformations of the interface are smeared out. This problem is especially serious when the interface motion owing much to the turbulence induced disturbances. As demonstrated in a plane water jet test by Shirani et al. 16 using a single-phase based RANS model, the jet does not spread but keeps a uniform cross section throughout the entire jet length. A similar problem is encountered here, the interface does not break up into bubbles but remains a smooth air layer at low air flow rates. As a result of Reynolds-averaging process (or filtering for LES) of RANS, some additional terms should emerge in the momentum and interface advection equations. Hong and Walker 17 have developed a set of Reynolds-averaged equations for the two-phase interfacial flows. However, these equations do not represent a closed system of equations and no model is introduced. Shirani et al. 16 developed a model to include the interface effects in the standard RANS models, and a model for the correlation of the mean fluctuations of VOF with velocity. These models have been applied for the simulation of a plane water jet, very promising results are obtained. This model will be implemented in the future work. It should be noted that it is the first attempt for the two-phase interfacial turbulence modeling considering the interactions of the interface and turbulence. Further tests are required to determine the coefficients of models and derive more sophisticated models. 
IV. Summary and Future Work
The air layer formation in a high Reynolds-number flat plate turbulent boundary layer is simulated using a twophase URANS solver. The air layer along the entire test plate is successfully achieved and the drag reduction is approximately 100%, which agrees with the experimental findings very well. With reduced air flow rate, BDR is also observed; the computational results also qualitatively match the experiments. The transitional region from BDR to ALDR is also observed in the present simulation. However, the critical air flow rate to form the ALDR is lower in the simulations than in the experiments. Several possible reasons are likely accounting for the low critical air flow rate in the simulations, such as SA-WF turbulence model, three-dimensional instability and surface tension effects. The critical air flow rate does not change much with grid refinement.
In the future work, the computational results will be further verified and validated. The low air flow rate issue will be investigated. The RANS model in the framework of two-equation k-epsilon model proposed by Shirani et al. 16 will be implemented and evaluated in order to account for the interactions between the interface and turbulence. Advanced turbulence models, such as SST Two-Equation model, hybrid RANS/LES, will be considered. Three dimensional LES simulations at relatively low Reynolds numbers will also be conducted. Three-dimensional instability and surface tension effect will be investigated. The mechanism of the formation of the ALDR, transitional region and BDR, flow structure, and interface instability, will be analyzed in the future work.
