Abstract: Serial time-encoded amplified microscopy (STEAM) is a new high-sensitivity ultrafast real-time imaging modality. Here we describe an analysis of its spatial resolution, frame rate, and detection sensitivity. High-speed optical microscopy is needed to study dynamical processes but is very challenging especially for capture of non-repetitive transient phenomena (e.g., the spatiotemporal study of biochemical waves in cells/tissues, and high-content screening). However, conventional CCD/CMOS imagers, the workhorse in microscopy, are incapable of capturing fast dynamical processes with high sensitivity and temporal resolution. This is mainly due to the fundamental trade-off between sensitivity and frame rate -a predicament that affects virtually all optical imaging systems, and technological limitations unique to focal plane arrays. We have recently developed an entirely new imaging modality known as serial time-encoded amplified microscopy (STEAM) [1, 2] , which overcomes these limitations and offers a few orders of magnitude higher speed. It features optical image amplification for achieving high sensitivity at high speed.. It encodes an image onto the spectrum of a laser pulse and then converts the spectrum into an optically-amplified serial temporal data within a group velocity dispersive (GVD) element by a process known as amplified dispersive Fourier transform (ADFT) [3] . This allows STEAM to capture the image with a single-pixel photodetector and a digitizer/oscilloscope, eliminating the need for the CCD/CMOS imagers and their associated trade-off between imaging sensitivity and speed.
In 2-D STEAM, we employ a 2-D spatial disperser which consists of a diffraction grating and a virtually-imaged phased array (VIPA). Because their dispersion directions are orthogonal to each other, the generated 2-D CThT7.pdf 978-1-55752-890-2/10/$26.00 ©2010 IEEE spectral pattern in space, called a 2-D spectral shower, encodes the 2-D image into the pulse spectrum. The dispersion-limited spatial resolution in the grating-dispersion direction (x), in practice, should be the separation of the spectral shower [1] , corresponding to one free spectral range (FSR) of the VIPA [4] . On other hand, in the VIPA-dispersion direction (y), the spatial-dispersion-limited spatial resolution is limited by the spectral linewidth of the VIPA [3] . As a result of image serialization, only the actual spatial resolution in the y-direction (y 2D ) can also be subject to the effects of the ADFT-limited and digitizer-limited regimes. The actual spatial resolution in the xdirection (x 2D ), in contrast, is only defined by the spatial-dispersion limited effect. The dependence of y 2D on temporal dispersion follows the similar trend in the 1-D STEAM case [ Fig. 1(a) ]. Consider the 2-D STEAM system shown in Fig. 1(b) and (c), we can achieve x 2D ~ 0.7 m andy 2D ~ 0.7 m at  = 800 nm, with a temporal dispersion of ~4-5 ns/nm. The total number of pixels of STEAM is equivalent to the number of sample points within an image-encoded temporal waveform captured by the digitizer. Increasing the dispersion or the optical bandwidth can increase the frame length in time and hence the number of pixels. However, it comes at an expense of the laser repetition rate, i.e. the frame rate, in order to avoid overlap between consecutive frames. Fortunately, this trade-off between frame rate and number of pixels can be overcome by a technique called virtual time gating, based on wavelength division multiplexing, to carve the single frame into multiple bands [5] . Such parallel architecture can increase the number of pixels by the number of parallel channels (M) without sacrificing the frame rate. It is practical with today's technology to achieve ~300k pixels for a frame rate of 1 MHz using eight parallel virtual time gating channels (M = 8) [see Fig. 2(a) ].
The detection sensitivity of the STEAM system is typically limited by the inherent shot noise of the input light and the thermal noise of the photodetector. While the detected signal is easily contaminated by the thermal noise in the low-light applications, which is often the case for bio-imaging, optical amplification in STEAM offers to the advantage of raising the image-encoded temporal waveform signal above the noise floor of the photodetector. In this way, the system is only shot-noise limited, rather than thermal-noise limited. Fig. 2(b) clearly exemplifies the merit of the optical amplification. It considerably increases the signal-to-noise ratio (SNR) especially for the low light regime (i.e. < ~1000 photons per pixel) in which the system is originally thermal-noise-limited. In this example, the minimum detectable number of signal photons is ~8 (SNR = 1), corresponding to an input referred noise of about -150 dBm/Hz. Both 1-D and 2-D STEAM, in their native forms, could play a significant role in high-speed reflectance confocal imaging. In particular, having a simpler spatial disperser configuration and less stringent requirement on temporal dispersion, 1-D STEAM could find a compelling application in high-speed imaging flow cytometry-providing an attractive mean of delivering high-speed real-time morphological imaging of cells and potentially performing screening of rare cancer cells such as circulating tumor cells.
In summary, the analysis presented here is expected to provide valuable insight into system implementation and optimization of STEAM for achieving ultrafast real-time and high-sensitivity microscopic imaging. Fig. 2 (a) Relationship between the number of pixels in STEAM and the frame rate. f dig is the sampling rate of the digitizer (b) SNR of STEAM with gain of 30dB (a noise figure of ~3.5dB) (red), and without gain (blue). The black dashed line corresponds to the theoretical shot noise limit, i.e. SNR = S in 1/2 , where S in is the input signal. We assume a photodetector with a bandwidth of 40 GHz, dark current of 100 nA, noise equivalent noise of 50pW pW/Hz 1/2 and a quantum efficiency of 0.8. f dig = 50GS/s.  = 800 nm.
