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Abstract
We devise a variational Bayes algorithm for fast approximate inference in Bayesian Generalized Extreme Value 
additive model analysis. Such models are useful for flexibly assessing the impact of continuous predictor variables on 
sample extremes. The new methodology allows large Bayesian models to be fitted and assessed without the 
significant computing costs of Monte Carlo methods.
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1. Introduction
Regression analysis for sample extreme responses is a topic of considerable current interest, with 
climate research being one of the main driving forces. The last decade has seen additive models for 
sample extremes added to the regression armory. Relevant references are Davison & Ramesh [1],
Chavez-Demoulin & Davison [2], Yee & Stephenson [3], Padoan & Wand [4] and Laurini & Pauli [5].
Each of them differ according to (a) whether a Bayesian or non-Bayesian approach is taken, (b) 
concentration on sample maxima/minima versus threshold exceedences, and (c) the method of fitting and
inference. In this article we focus on Bayesian inference for sample maxima/minima, and introduce a new 
computational method for inference in models of these type: variational Bayes. The present article is 
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concerned with Generalized Extreme Value (GEV) geoadditive models. We include an illustration of the
variational Bayes methodology using maximum rainfall data from the Sydney hinterland region.
1.1. Notation
A random variable x has a Generalized Extreme Value distribution with parameters 0, !VP
and [ , denoted by ),,(~ [VPGEVx , if its density function is ¹¸
·
©¨
§  [V
P
V ;
1
)(
x
fxp GEV
where [[ [[[ /11/1 )}1(exp{)1(),(  { xxxfGEV , 01 ! x[ is the ),1,0( [GEV density 
function.
Similarly, x has an Inverse Gamma distribution with parameters 0, !BA , denoted 
by ),(~ BAIGx , if its density function is xBAA exABxp /11)()( * , 0!x . If iy has 
distribution iD for each ni dd1 , and the iy are independent, then we write i
ind
i Dy
.
~ .
2. Bayesian generalized extreme value geoadditive models
Let iy , ni dd1 , be a set of response variables for which a ),,( [VP iGEV distribution is 
appropriate. GEV geoadditive models assume that the means take the form 
                                                 )()()( 11 ididii gxfxf x P (1)
where, for each ni dd1 , ),,( 1 dii xx  is a vector of continuous predictor variables, ix is a bivariate 
vector for geographic location, dff ,,1  are smooth univariate functions, and g is a smooth bivariate 
function.  We adopt the mixed model-based penalized spline approach and model the right hand side of 
(1) as ^ ` ¦¦ ¦¦       geol Kk geokgeokTgeodl Kk lklkllldl ll zuxzuxgxf 11 1 ,,01 )()()()( xxȕx EE
with ),0(~|,, 2
.
2
,1, ul
ind
ulKll Nuu l VV for each dl dd1 and 
),0(~|,, 2,
.
2
,1 geou
ind
geou
geo
K
geo Nuu geo VV . Here, ^ `)(,),( ,1,  dll zz  is a set of univariate spline basis 
functions for estimation of lf and ^ `)(geokz is a set of bivariate spline basis functions for estimation of 
g . Define the matrices
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The number and position of knots kț are generally chosen using a space filling algorithm as described in 
Ruppert et al. [6]. Form the matrices 
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and then find the singular value decomposition of ȍ using Tdiag VdUȍ )( and use this to obtain 
the matrix square root of ȍ , Tdiag VdUȍ )(2/1  . We then compute 2/1 ȍZZ Kgeo and 
define > @geod ZZZZ 1 . Then a Bayesian GEV geoadditive model is
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3. Variational Bayes inference
Our approach to variational Bayes inference for GEV geoadditive models consists of three stages, The 
first involves finite normal mixture approximation of the ),1,0( [GEV density function over each ;[ . The second stage involves variational Bayes inference for Bayesian finite normal mixture 
geoadditive models. Such models take the same form as (2), but with a finite normal mixture distribution 
used to model the responses. Section 3.2 describes such models and a variational Bayes fitting algorithm. 
For fixed [ this algorithm results in approximate posteriors for the geoadditive model parameters 
2,, HVuȕ 2ulV , dl dd1 and 2,geouV . The final stage is to combine the results across all fits to make 
approximate Bayesian inference for all model parameters, including the shape parameter [ .
3.1. Basic principles of variational Bayes
Consider a generic Bayesian model, with observed data vector y and parameter vector ș . Suppose 
that ș is continuous over the parameter space Ĭ . The posterior density function )|( yșp is often 
intractable. Variational Bayes overcomes this intractability by postulating that )|( yșp can be well 
approximated by the product density forms. An example is 
                                                  )()()()|( 332211 șșșyș qqqp | (3)
where ^ `321 ,, șșș is a partition of the entries of ș . The choice of partition is usually made on 
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tractability grounds. Each iq is a desity function in iș ( 3,2,1 i ) and they are chosen to minimize the 
Kullback-Leibler distance between the left and right hand sides of (3).  Minimisation of the Kullback-
Leibler distance is equivalent to maximization of
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and an iterative convex optimization algorithm (e.g. Luenberger & Ye [7]) is available for obtaining the 
solution. Upon convergence, the optimal  iq densities can be used for approximate Bayesian inference. 
The quality of the approximation depends on the reasonableness of (3). 
3.2. Finite normal mixture responses
In the case of the GEV distribution, the direct variational Bayes approach fails. This is due to the GEV 
likelihood’s complicated dependence on parameters. For this reason, we use the auxiliary mixture 
approach to handling GEV responses as developed by Wand et al. [8]. For each discrete value of [ , the 
skewed GEV density is approximated by an extremely accurate finite mixture of normal densities. This is 
achieved by minimizing the Kullback-Leiber distance between the true function and the mixture 
approximation. 
3.3. Generalized extreme value responses
For each fixed ;[ , we obtain variational approximations to the conditional posteriors of the model 
parameters. We then use Bayesian averaging to combine the results specific to each value of [ to an 
overall expression for the optimal density of each model parameter. We use the resultant optimal densities 
for approximate Bayesian inference.
4. Application
We now provide illustration of the methodology via the Sydney hinterland maximum rainfall data. 
The response variable winter maximum rainfall was modelled as a function of the explanatory variables 
year, day in season, Southern Oscillatory Index (SOI), Ocean Heat content Anomaly (OHA), Pacific 
Decadal Oscillation (PDO), longitude and latitude. SOI, OHA and PDO are included since they are 
considered possible climate drivers for rainfall. Year and geographical location are included to address 
potential temporal and spatial correlation. The following GEV geoadditive model was fitted:
},),latitude,longitude(
)PDO()SOI()OHA()seasonin day ()year({~
rainfallmax.winter 
2
54321
.
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for ni dd1 , where 1874 n is the total number of winter maximum rainfall measurements from 50 
weather stations between the years 1955 and 2003 (not all stations had this full set of years). Figures 1 
and 2 show, respectively, the estimated univariate functions and bivariate function resulting from the 
variational Bayes fitting. 
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Fig. 1. Variational Bayes univariate functional fits in the GEV geoadditive model (4) for the Sydney Hinterland rainfall data. The 
grey region corresponds to approximate pointwise 95% credible sets.
The smooth function of year shows pronounced oscillation, corresponding to drought and wet periods 
in the Sydney hinterland.
Fig. 2. Variational Bayes bivariate functional fit for geographical location in the GEV geoadditive model (4) for the Sydney 
hinterland rainfall data. 
The fitted surface for geographical location reflects well known geographical patterns such as higher 
rainfall along the New South Wales coastal plain and orographic effects due to the Great Dividing Range.
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5. Comparisons with MCMC
Speed is the main attraction of variational Bayes when compared with MCMC. Our R programme for 
performing the analysis of the Sydney hinterland rainfall data takes about 4.5 minutes to run on the third 
author’s laptop (Mac OS X; 2.66 GHz processor, 43 GBytes of random access memory). On the the hand, 
MCMC implementation of the same model via the R package BRugs (Ligges et al. [9]), and with 10000
MCMC iterations, took just over 21 hours to run on the same computer. Hence, GEV additive model 
analyses based on MCMC can be quite difficult due to the long waiting period between model fits. 
We have done some cursory accuracy comparisons between variational Bayes and MCMC. Overall, 
the function estimates seem to be very close. However, the pointwise credible intervals differ 
substantially. In particular, those based on variational Bayes are overly narrow. This observation is in 
keeping with those made by Wand et al. [8] for simpler GEV models. This behaviour is typical of all the 
varational Bayes versus MCMC comparisons we have performed for GEV additive models. It suggests 
that variational Bayes leads to accurate recovery of the mean structure, but that the credible interval bands 
are not amenable to valid pointwise inference for the mean function. Additionally, the accuracy of 
variational Bayes for inference concerning [ is quite good (83% accuracy).
6. Conclusion
We have developed a new method for GEV geoadditive model analysis. Comparison studies suggest 
that the variational Bayes estimation of the additive model components and shape parameter is highly 
accurate, but the credible sets are overly narrow. Nevertheless, it facilitates approximate Bayesian 
inference for the such analysis in a fraction of the time taken by MCMC, and has viability advantages for 
larger models and sample sizes.
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