Abstract-In this paper, an explicit construction of binary selfdual cyclic codes of length n going to infinity with a minimal distance at least half the square root of n is presented. The same idea is also used to construct more general binary cyclic codes with a large minimal distance. Finally, in the special case of self-dual cyclic codes, a simplified version of a proof by Conway and Sloane is given, showing an upper bound for the distance of binary selfdual codes.
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I. RESULTS

T
HE main result proven in this paper (see Section III) is the following.
Theorem 1.1:
Given a positive integer , there exists a binary cyclic self-dual code with length and minimal distance .
The proof, which is constructive, uses the BCH-bound, which we recall and slightly extend in the first paragraphs of Section III. It should be noted that MacWilliams, Sloane, and Thompson [8] provided a nonconstructive proof for the existence of binary self-dual -codes with strictly increasing and such that converges to a nonzero constant. Concerning explicit examples, it is well known (see, for example, [12, Section 8.4] ) that for any prime number , the (binary) extended quadratic residue code of length is self-dual and has minimal distance . However, these codes are not cyclic.
It is an open problem (compare [14] ) whether there is a family of cyclic codes such that both and converge to nonzero constants, while is strictly increasing. Much weaker than this, we give an example (Proposition 3.6) of a family of cyclic codes with strictly increasing lengths, such that is not a limit point of one of the arrays and . The second subject of this paper is a significant simplification of the proof of the following theorem by Conway and Sloane, in the special case of cyclic self-dual codes. The special properties of cyclic codes allow us to circumvent the rather deep analysis that was needed in the original proof. An upper bounds for in the finite set of exceptions is in fact ; see [2] and also [3] . For cyclic self-dual codes, there is no need to consider a finite set of exceptions: the only assumption we use on the length of the cyclic code is that .
We note that stronger general bounds on are known for general self-dual codes; see [9] and [11] .
In particular, for binary self-dual -codes, one has if if Whether even stronger bounds exist, when one restricts to the special case of self-dual cyclic codes, seems unknown. Our exposition in Section IV indicates that at least some arguments are simpler for this subclass. Proof: Suppose that is a cyclic self-dual code of length over a finite field with . This means that the generating polynomial of satisfies . Since (for ), the multiplicity of the factor is the same in and in . So is the multiplicity of in . Now write for integers and , with . One has over and . Since in , this shows that the multiplicity of in equals , and therefore, the multiplicity of in equals . As a consequence, which implies that .
II. NOTATION AND DEFINITIONS
From now on we will assume .
III. ARBITRARY LARGE DISTANCE
One of the few general tools to find information on the minimal distance of cyclic codes is the BCH-bound. This bound is usually proven under the condition (see, for example, [5] ). Since this condition is not satisfied for cyclic self-dual codes, we will use a slight adaption of the BCH-bound. 
Remark 3.2:
In practice, Van Lint's result used in the proof of Proposition 3.1 is very useful for determining the actual distance of certain binary cyclic codes of . Namely, write the generator as for coprime . The distance of the codes of length generated by and by is easier to find, and the distance we look for equals . We exploited this idea to find the minimal distance of some cyclic codes of length roughly 600, using MAGMA.
We will now use Proposition 3.1 in the proof of Theorem 1.1.
Proof (of Theorem 1.1):
The main idea is to construct a cyclic self-dual code with such properties that the BCH-bound will give us the desired bound on the distance. Take any integer (the case of smaller is trivial 
Remark 3.3:
The proof presented here constructs a sequence of cyclic self-dual -codes such that
Remark 3.4:
The code constructed in our proof of Theorem 1.1 depends only on (the -orbit of) the chosen primitive th root of unity . A different choice results in an equivalent code, with the equivalence given by an automorphism of rings for some integer with .
Example 3.5:
For , we discuss the binary cyclic self-dual codes constructed above.
The case yields a -code. It is shown in [6] that there is (up to equivalence) a unique self-dual code of length , and this code has distance . This implies that the BCH-bound , which we have in this case, is sharp. For , we obtain a code of length . The minimal distance of any binary self-dual code of length is bounded by , and examples of such -codes were constructed by Harara [4] . Harara's example is not a cyclic code, and in fact, it follows from the calculations in [10] that the largest minimal distance of a binary cyclic self-dual -code is . Using MAGMA, we found that our example has distance , which is not best possible, but which equals the BCH-bound in the present case. For , our construction yields a code of length , and the BCH-bound gives . Using MAGMA and the idea sketched in Remark 3.2, it turns out that in fact the code obtained here is . In particular, the BCH-bound is far from optimal in this example.
The results are summarized in the following table.
The ideas used above can be used to construct more general (binary) cyclic codes with reasonably large minimal distance. The precise result is as follows.
Proposition 3.6:
There exist cyclic -codes such that is strictly increasing and neither of and has as a limit point. Proof: Take an integer and put and . Let be a primitive th root of unity and identify . In , we consider the subset odd and and put as before. By the choice of , the order of in the group of units equals . It follows that . We let be the binary cyclic code with generator . The classical BCH-bound (see, for example, [5] ) implies that the distance of is . The dimension of this code is then at least . From this, the result follows.
Example 3.7:
Using MAGMA, we tested the construction in the preceding proof, for . Note that for , the cyclic code obtained in this way is the classical Hamming code. The results are presented in the following table.
The table shows that for these particular examples the BCHbound is very close to the actual minimal distance. In the cases with , MAGMA calculated this distance essentially instantaneously; for , it took a few hours.
IV. UPPER BOUND
In this section, we prove Theorem 1.2 in the special case of binary cyclic self-dual codes. Basically, we follow the original argument presented in [2] ; however, we exploit the extra condition that our codes are cyclic.
Every codeword in a self-dual code satisfies . Hence, in a binary self-dual code, is even for all .
Lemma 4.1:
A binary cyclic self-dual code is of type I; i.e., it contains a word with . Proof: Let be a binary cyclic self-dual code. The generator satisfies . Considering all terms of in the product , this implies Write , which is an even number since generates a self-dual code. In the sum above, products appear, and since the sum equals , it follows that is odd. Hence, .
The lemma implies that for a binary cyclic self-dual -code , the map is surjective. In fact, it is well-known and easily seen that this map is linear. Its kernel is denoted as . This is by construction a binary cyclic -code contained in , so its generator equals with the generator of . Recall that the shadow of is defined as . The shadow is cyclic, but not linear. Since is the cyclic code with generator , the shadow consists of all multiples of , which are not multiples of . Using the MacWilliams identity and some invariant theory, the following formula for the weight enumerators of a binary self-dual -code of type I and its shadow are derived. The Bürmann-Lagrange formula (see [15] ) implies in particular
For
, the code equals the binary repetition code with generator ; in this case, the bound follows since we assume . We now assume . Then, the binary cyclic self-dual codes such that are easily determined (compare [10] ) and the theorem holds in these cases. Now assume , which implies that and are negative. Since the Taylor coefficients of are nonnegative and of strictly positive, it follows that . Write
Observe that if since otherwise adding a nonzero word of the shadow of to its shift would give a word in of . We now distinguish two possibilities. First, if , then we have shown , so
In particular, using the formula for given in Lemma 4.2 and the fact that , it follows that . This contradiction shows that . A word in of weight would give, by shifting and using that has minimal distance , a partition of in pairwise disjoint subsets of cardinality . So if such a word exists, then divides . This is not the case if and so we get whenever . So also in this case, one obtains , which as is shown above yields the contradiction . It remains to consider the cases where is a multiple of , which is easily done; in fact, all but the cases and are given in [10] . For , the only binary cyclic self-dual code is the repetition code which has . In case , we have used MAGMA to verify the result (compare the example below).
Example 4.3: For length
, any binary cyclic self-dual code has a generator in which . This condition implies that has degree with . Up to isomorphisms of given by for some with , this yields codes. All these codes turn out to have minimal distance , and all even numbers with appear as minimal distance for at least one of these codes.
