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Abstract
Absorbing ball in H1(℧) is obtained for the strong solution to the three dimensional
viscous moist primitive equations under the natural assumption Q1, Q2 ∈ L
2(℧) which
is weaker than the assumption Q1, Q2 ∈ H
1(℧) in [20]. In view of the structure of the
manifold and the special geometry involved with vertical velocity, the continuity of the
strong solution in H1(℧) is established with respect to time and initial data. To obtain
the existence of the global attractor for the moist primitive equations, the common
method is to obtain the absorbing ball inH2(℧) for the strong solution to the equations.
But it is difficult due to the complex structure of the moist primitive equations. To
overcome the difficulty, we try to use Aubin-Lions lemma and the continuous property
of the strong solutions to the moist primitive equations to prove the the existence of
the global attractor which improves the result, the existence of weak attractor, in [20].
Keywords: Primitive equations, global attractor
Mathematics Subject Classification (2000): 35Q35, 86A10.
1 Introduction
The paper is concerned with the 3-dimensional viscous primitive equations in the pressure coordi-
nate system (see e.g. [19, 34, 36, 37] and the references therein).
∂tv +∇vv +w∂ξv +
f
R0
v⊥ + gradΦ + L1v = 0, (1.1)
∂ξΦ+
bP
p
(1 + aq)T = 0, (1.2)
divv + ∂ξw = 0, (1.3)
∂tT +∇vT + w∂ξT −
bP
p
(1 + aq)w − L2T = Q1, (1.4)
∂tq +∇vq +w∂ξq + L3q = Q2. (1.5)
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The unknowns for the primitive equations are the fluid velocity field (v,w) = (vθ, vϕ, w) ∈ R
3 with
v = (vθ, vϕ) and v
⊥ = (−vϕ, vθ) being horizontal, the temperature T , q the mixing ratio of water
vapor in the air and the geopotential Φ. f = 2cosθ is the given Coriolis parameter, Q1 corresponds
to the sum of the heating of the sun and the heat added or removed by condensation or evaporation,
Q2 represents the amount of water added or removed by condensation or evaporation, a and b are
positive constants with a ≈ 0.618, R0 is the Rossby number, P stands for an approximate value of
pressure at the surface of the earth, p0 is the pressure of the upper atmosphere with p0 > 0 and
the variable ξ satisfies p = (P − p0)ξ + p0 where 0 < p0 ≤ p ≤ P. The viscosity, the heat and the
water vapor diffusion operators L1, L2 and L3 are given respectively as the following:
Li = −νi∆− µi∂zz, i = 1, 2, 3.
Here the positive constants ν1, µ1 are the horizontal and vertical viscosity coefficients; the positive
constant ν2, µ2 are the horizontal and vertical heat diffusivity coefficients; while the positive con-
stant ν3, µ3 are the horizontal and vertical water vapor diffusivity coefficients. The definitions of
∇vv,∆v,∆T,∆q,∇vq,∇vT,divv, gradΦ will be given in section 2.
The space domain of equations: (1.1) − (1.5) is
℧ = S2 × (0, 1),
where S2 is two-dimensional unit sphere. The boundary value conditions are given by
ξ = 1(p = P ) : ∂ξv = 0, w = 0, ∂ξT = αs(Ts − T ), ∂ξq = βs(qs − q), (1.6)
ξ = 0(p = p0) : ∂ξv = 0, w = 0, ∂ξT = 0, ∂ξq = 0, (1.7)
where αs, βs are positive constants, Ts is the given temperature on the surface of the earth, qs is
the given mixing ratio of water vapor on the surface of the earth. To simplify the notations, we
set Ts = 0 and qs = 0 without losing any generality. For the case Ts 6= 0 and qs 6= 0, we can
homogenize the boundary value conditions for T, q; see [19] for detailed discussion on this issue.
Moreover, using (1.2), (1.3) and the boundary conditions (1.6) − (1.7), we have
w(t; θ, ϕ, ξ) =
∫ 1
ξ
div v(t; θ, ϕ, ξ′)dξ′, (1.8)
∫ 1
0
div vdξ = 0, (1.9)
Φ(t; θ, ϕ, ξ) = Φs(t; θ, ϕ) +
∫ 1
ξ
bP
p
(1 + aq)Tdξ′, (1.10)
where Φs(t; θ, ϕ) is a certain unknown function at the isobaric surface ξ = 1. In this article, we
assume that the constants vi = µi = 1, i = 1, 2, 3. For the general case, the results will still be valid.
Then using (1.8) − (1.10), we obtain the following equivalent formulation for system (1.1) − (1.7)
with initial condition
∂tv + ∇vv +
( ∫ 1
ξ
div v(t; θ, ϕ, ξ′)dξ′
)
∂ξv +
f
R0
v⊥ + gradΦs
+
∫ 1
ξ
bP
p
grad[(1 + aq)T ]dξ′ −∆v − ∂ξξv = 0, (1.11)
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∂tT + ∇vT +
(∫ 1
ξ
div v(t; θ, ϕ, ξ′)dξ′
)
∂ξT
−
bP
p
(1 + aq)
( ∫ 1
ξ
div v(t; θ, ϕ, ξ′)dξ′
)
−∆T − ∂ξξT = Q1, (1.12)
∂tq +∇vq +
( ∫ 1
ξ
div v(t; θ, ϕ, ξ′)dξ′
)
∂ξq −∆q − ∂ξξq = Q2, (1.13)
∫ 1
0
div vdξ = 0, (1.14)
ξ = 1 : ∂ξv = 0, w = 0, ∂ξT = −αsT, ∂ξq = −βsq, (1.15)
ξ = 0 : ∂ξv = 0, w = 0, ∂ξT = 0, ∂ξq = 0, (1.16)
v(0; θ, φ, ξ) = v0(θ, φ, ξ), T (0; θ, φ, ξ) = T0(θ, φ, ξ), q(0; θ, φ, ξ) = q0(θ, φ, ξ). (1.17)
In order to understand the mechanism of long-term weather prediction, one can take advantage of
the historical records and numerical computations to detect the future weather. Alternatively, one
should also study the long time behavior mathematically for the equations and models governing
the motion. The primitive equations represent the classic model for the study of climate and
weather prediction, describing the motion of the atmosphere when the hydrostatic assumption is
enforced [18, 23, 24, 40, 43]. But the resulting flow or the atmosphere is rich in its organization
and complexity (see [18, 23, 24]), the full governing equations are too complicated to be treatable
both from the theoretical and the computational side. To overcome this difficulty, some simple
numerical models were introduced. The 2-D and 3-D quasi-geostrophic models have been the
subject of analytical mathematical study (see e.g., [3, 5, 10, 11, 15, 16, 39, 48, 49, 50] and references
therein). To the best of our knowledge, the mathematical framework of primitive equations was
formulated in [36, 37, 38], where the definitions of weak and strong solutions were given and the
existence of weak solution was proven, leaving the uniqueness of weak solution as an open problem
for now. Local well-posedness of strong solutions was obtained in [21, 47]. If the domains was
thin, the global well-posedness of 3D primitive equations was shown in [26]. Taking advantage
of the fact that the pressure is essentially two-dimensional in the primitive equations, global well-
posedness of the full three-dimensional case was established in [12] and independently in [29, 30]. In
the subsequent work [31] a different proof was developed which allows one to treat non-rectangular
domains. Recently, the results were improved in [7, 8, 9, 13] by considering the system with partial
dissipation, i.e. , with only partial viscosities or only partial diffusion. For the inviscid primitive
equations, finite-time blowup was established in [6]. To study the long term behavior of primitive
equations, the existence of global attractor was established in [27] and dimensions were proven to be
finite in [28]. When moisture is included, an equation for the conservation of water must be added,
which is the case in e.g. [19, 20, 36, 42]. In [51], global well-posedness of quasi-strong and strong
solutions was obtained for the primitive equations of atmosphere in presence of vapour saturation.
The understanding of asymptotic behavior of dynamical system is one of the most important
topics of modern mathematical physics. One way to solve the problem for dissipative deterministic
dynamical system is to consider its global attractor (see its definition in section 2). Thus, in order
to capture the dynamical features of moist primitive equations, Guo and Huang in [20] proved the
existence of universal attractor which is weakly closed in V (see the notations in section 2) and
attracts any orbit in V -weak topology, when time goes to ∞. Then, one natural question arising
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from it is the existence of global attractor which is compact in V and attracts any orbit in V -strong
topology, as time goes to ∞.
As it is stated in [20] that laking information for the time derivative of the vertical velocity in the
moist primitive equations leads to the failure of establishing the existence of the global attractor.
How to overcome the difficulty? Inspired by [27], we try to use Aubin-Lions lemma combined with
continuity of the strong solution in V with respect to time and initial data to prove the solution
operation is compact in V . Then the compact property of the solution operator implies that the
existence of global attractor, i.e., the universal attractor is indeed compact in V and attracts all
bounded sets in V with respect to V -strong topology, when t→∞.
In this article, we first try to obtain time-uniform a priori estimates in various function spaces
under the natural assumption Q1, Q2 ∈ L
2(℧), reducing the stronger assumption Q1, Q2 ∈ H
1(℧)
in [20]. Then, by making delicate and careful estimates of L4 norm for the strong solution, estimates
about L3 norm which is required in [20] is omitted. To obtain uniform boundedness with respect to
time t in V, estimates about ∂ξT, ∂ξq are carefully considered, which is more complex than oceanic
primitive equations. We recall that the continuity of the strong solution with respect to initial data
was shown to be true in weak solution space H in previous work due to no boundedness is available
for the derivatives of the vertical velocity. This is not sufficient for our purpose. To overcome
the difficulty, the structure of the manifold and the special geometry involved with the vertical
velocity are used to obtain the continuity of the strong solution with respect to initial data in V ,
improving the results before. Finally, in order to prove the absorbing ball is compact in V, the
common method is to show that the ball is uniformly bounded with respect to time t in H2(℧). But
it is difficult to achieve because of the high nonlinearity of the moist primitive equations. Inspired
by [27], we try to use an Aubin-Lions compactness lemma combined with a continuity argument
to show that the solution operator is compact in V for every time t > 0, which further implies the
existence of the global attractor for the dynamical system generated by the primitive equations of
large-scale moist atmosphere.
The remaining of the paper is organized as follows. In section 2, we present the notations
and recall some important facts which are crucial to later analysis. Absorbing ball is obtained in
section 3, where we correct the mistake fv⊥ × ∆v = 0 in [20]. Section 4 and section 5 are for
continuity of the strong solution with respect to time t and initial data in V respectively. Finally,
in section 6, using Aubin-Lions lemma and the continuity properties of the strong solution we prove
the existence of global attractor. As usual, the positive constants c may change from one line to
the next, unless, we give a special declaration.
2 Preliminaries
In this section we collect some preliminary results that will be used in the rest of this paper, and
we start with the following notations which will be used throughout this work. Denote
v¯ =
∫ 1
0
vdξ, v˜ = v − v¯.
Then we have
∇ · v¯ = 0, ¯˜v = 0. (2.18)
Now we give the definitions of some differential operators. Firstly, the natural generalization
of the directional derivative on the Euclidean space to the covariant derivative on S2 is given as
follows. Let T, q,∈ C∞(℧),Φs ∈ C
∞(S2) and
v = vθeθ + vϕeϕ, u = uθeθ + uϕeϕ ∈ C
∞(T℧|TS2),
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where C∞(T℧|TS2) is the first two components of smooth vector fields on ℧.We define the covariant
derivative of u, T and q with respect to v as follows
∇vu = (vθ∂θuθ +
vϕ
sinθ
∂ϕuθ − vϕuϕcotθ)eθ + (vθ∂θuϕ +
vϕ
sinθ
∂ϕuϕ + vϕuθcotθ)eϕ,
∇vT = vθ∂θT +
vϕ
sinθ
∂ϕT,
∇vq = vθ∂θq +
vϕ
sinθ
∂ϕq.
We give the definition of the horizontal gradient ∇ = grad for T and Φs on S
2 by
∇T = gradT = (∂θT )eθ +
1
sinθ
(∂ϕT )eϕ,
∇Φs = gradΦs = (∂θΦs)eθ +
1
sinθ
(∂ϕΦs)eϕ.
We define the divergence of v by
divv = div(vθeθ + vϕeϕ) =
1
sinθ
(∂θ(vθsinθ) + ∂ϕvϕ).
The horizontal Laplace-Beltrami operator of scalar functions T and q are
∆T = div(gradT ) =
1
sinθ
[∂θ(sinθ∂θT ) +
1
sinθ
∂ϕϕT ],
∆q = div(gradq) =
1
sinθ
[∂θ(sinθ∂θq) +
1
sinθ
∂ϕϕq].
We define the horizontal Laplace-Beltrami operator ∆ for vector functions on S2 as
∆v = (∆vθ −
2cosθ
sin2θ
∂ϕvϕ −
vθ
sin2θ
)eθ + (∆vϕ +
2cosθ
sin2θ
∂ϕvθ −
vϕ
sin2θ
)eϕ.
Consequently, by integration by parts, we have
∫ 1
0
w∂ξvdξ =
∫ 1
0
vdivvdξ =
∫ 1
0
v˜divv˜dξ, (2.19)
∫ 1
0
∇vvdξ =
∫ 1
0
∇v˜v˜dξ +∇v¯ v¯. (2.20)
Taking the average of equations (1.11) in the z direction, over the interval (0, 1) and using (2.18)−
(2.20) and the boundary conditions (1.15) − (1.16), we arrive at
∂tv¯ + ∇v¯ v¯ + v˜divv˜ +∇v˜v˜ +
f
R0
v¯⊥ + gradΦs +
∫ 1
0
∫ 1
ξ
bP
p
grad[(1 + aq)T ]dξ′dξ
−∆v¯ = 0 in S2. (2.21)
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By subtracting (2.21) from (1.11), we obtain the following equation
∂tv˜ + ∇v˜v˜ +
(∫ 1
ξ
divv˜dξ′
)
∂ξ v˜ +∇v˜ v¯ +∇v¯ v˜ − (v˜divv˜ +∇v˜v˜) +
f
R0
v˜⊥
+
∫ 1
ξ
bP
p
grad[(1 + aq)T ]dξ′ −
∫ 1
0
∫ 1
ξ
bP
p
grad[(1 + aq)T ]dξ′dξ
−∆v˜ − ∂ξξ v˜ = 0 in ℧, (2.22)
with the following boundary value conditions
∂ξ v˜ = 0 on ξ = 1 and ξ = 0. (2.23)
Let eθ, eϕ, eξ be the unite vectors in θ, ϕ and ξ directions of the space domain ℧ respectively,
eθ = ∂θ, eϕ =
1
sinθ
∂ϕ, eξ = ∂ξ.
The inner product and norm on T(θ,ϕ,ξ)℧ (the tangent space of ℧ at the point (θ, ϕ, ξ) ) are defined
by
(u, v) = u · v =
3∑
i=1
uivi, |u| = (u, u)
1
2 ,
where u = u1eθ+u2eϕ+u3eξ ∈ T(θ,ϕ,ξ)℧ and v = v1eθ+ v2eϕ+ v3eξ ∈ T(θ,ϕ,ξ)℧. For 1 ≤ p ≤ ∞, let
Lp(℧), Lp(S2) be the usual Lebesgue spaces with the norm | · |p and | · |Lp(S2) respectively. If there
is no confusion, we will write | · |p instead of | · |Lp(S2). L
2(TΩ|TS2) is the first two components of
L2 vector fields on ℧ with the norm |v|2 = (
∫
℧
(|vθ|
2 + |vϕ|
2)d℧)
1
2 , where v = (vθ, vϕ) : ℧ → TS
2.
Denoted by C∞(S2) the functions of all smooth functions from S2 to R. Similarly, we can define
C∞(℧). Hm(℧) is the Sobolev space of functions which are in L2, together with all their covariant
derivatives with respect to eθ, eϕ, eξ of order ≤ m, with the norm
‖h‖m = [
∫
℧
(
∑
1≤k≤m
∑
ij=1,2,3;j=1,...,k
|∇i1 · · · ∇ikh|
2 + |h|2)]
1
2 ,
where ∇1 = ∇eθ ,∇2 = ∇eϕ and ∇3 = ∂ξ which are defined above. Denote H
m(T℧|TS2) =
{v; v = (vθ, vϕ) : ℧ → TS
2, ‖v‖m < ∞}, where the norm is similar to that of H
m(℧) (i.e., let
h = (vθ, vϕ) = vθeθ + vϕeϕ.)
We will conduct our work in the following functional spaces. Let
V1 := {v; v ∈ C
∞(T℧|TS2), ∂ξv|ξ=0 = 0, ∂ξv|ξ=1 = 0,
∫ 1
0
div vdξ = 0},
V2 := {T ;T ∈ C
∞(℧), ∂ξT |ξ=0 = 0, ∂ξT |ξ=1 = −αsT},
V3 := {q; q ∈ C
∞(℧), ∂ξq|ξ=0 = 0, ∂ξq|ξ=1 = −βsq}.
We denote by V1, V2 and V3 the closure spaces of V1,V2 and V3 in H
1(℧) under H1− topology,
respectively. In addition, we denote by H1,H2 and H3 the closure of V1,V2 and V3 in L
2(℧) under
L2− topology. Let H := H1 ×H2 ×H3 and V = V1 × V2 × V3 with V
′ being dual space of V . By
definition, the inner products and norms on V1, V2 and V3 are given by
〈v, v1〉V1 =
∫
℧
(∇eθv · ∇eθv1 +∇eϕv · ∇eϕv1 + ∂ξv∂ξv1 + v · v1)d℧,
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‖v‖1 = 〈v, v〉
1
2
V1
, ∀ v, v1 ∈ V1,
〈T, T1〉V2 =
∫
℧
(gradT · gradT1 + ∂ξT∂ξT1)d℧+ αs
∫
S2
TT1dS
2,
‖T‖1 = 〈T, T 〉
1
2
V2
, ∀ T, T1 ∈ V2,
〈q, q1〉V3 =
∫
℧
(gradq · gradq1 + ∂ξq∂ξq1)d℧ + βs
∫
S2
qq1dS
2,
‖q‖1 = 〈q, q〉
1
2
V3
, ∀ q, q1 ∈ V3.
Let V ′i (i = 1, 2, 3) be the dual space of Vi with 〈, 〉 being the inner products between V
′
i and Vi.
Without confusion, we also denote by 〈, 〉 the inner product in L2(℧) and L2(S2). Define the linear
operator Ai : Vi 7→ V
′
i , i = 1, 2, 3 :
〈A1u1, u2〉 = 〈u, v〉V1 , ∀ u1, u2 ∈ V1;
〈A2θ1, θ2〉 = 〈θ1, θ2〉V2 , ∀ θ1, θ2 ∈ V2;
〈A3q1, q2〉 = 〈q1, q2〉V3 , ∀ q1, q2 ∈ V3.
Denote D(Ai) = {η ∈ Vi, Aiη ∈ Hi}. Since Ai is positive self-adjoint with compact resolvent,
according to the classic spectral theory we can define the power Asi for any s ∈ R. Then we have
D(A
1
2
i ) = Vi and D(A
− 1
2
i ) = V
′
i . Moreover,
D(Ai) ⊂ Vi ⊂ Hi ⊂ V
′
i ⊂ D(Ai)
′,
where D(Ai)
′ is the dual space of D(Ai) and the embeddings above are all compact. In the
following, we state some lemmas including integrations by parts and uniform Gronwall lemma,
which are frequently used in our paper. For the proof of Lemma 2.1-Lemma 2.3, we can see [19].
The proof of uniform Gronwall lemma was given in [17, 46].
Lemma 2.1 Let u = (uθ, uϕ), v = (vθ, vϕ) ∈ C
∞(T℧|TS2) and p ∈ C∞(S2). Then
∫
S2
p div udS2 = −
∫
S2
∇p · udS2,
∫
℧
∇p · vd℧ = 0 for any v ∈ V1,
and ∫
℧
(−∆u) · vd℧ =
∫
℧
(∇eθu · ∇eθv +∇eϕu · ∇eϕv + u · v)d℧.
Lemma 2.2 For any h ∈ C∞(S2), v ∈ C∞(T℧|TS2), we have
∫
S2
∇vhdS
2 +
∫
S2
h div vdS2 =
∫
S2
div(hv)dS2 = 0.
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Lemma 2.3 Let u, v ∈ V1, T ∈ V2, q ∈ V3. Then we have
∫
℧
[∇uv + (
∫ 1
ξ
div udξ′)∂ξv]vd℧ = 0,
∫
℧
[∇ug + (
∫ 1
ξ
div udξ′)∂ξg]gd℧ = 0, for g = T or g = q,
∫
℧
(∫ 1
ξ
bP
p
grad[(1 + aq)T ]dξ′ · u−
bP
p
(1 + aq)T (
∫ 1
ξ
div udξ′)
)
= 0.
Lemma 2.4 Let f, g and h be three non-negative locally integrable functions on (t0,∞) such that
df
dt
≤ gf + h, ∀ t ≥ t0,
and
∫ t+r
t
f(s)ds ≤ a1,
∫ t+r
t
g(s)ds ≤ a2,
∫ t+r
t
h(s)ds ≤ a3, ∀ t ≥ t0,
where r, a1, a2, a3 are positive constants. Then
f(t+ r) ≤ (
a1
r
+ a3)e
a2 , ∀ t ≥ t0.
Before considering the long time behavior of the dynamics, we recall the definitions of strong
solution to (1.11) − (1.17).
Definition 2.1 Suppose Q1, Q2 ∈ L
2(℧), (v0, T0, q0) ∈ V and τ > 0. (v, T, q) is called a strong
solution of (1.11) − (1.17) on the time interval [0, τ ] if it satisfies (1.11) − (1.13) in a week sense,
and also
v ∈ C([0, τ ];V1) ∩ L
2([0, τ ];H2(℧)),
T ∈ C([0, τ ];V2) ∩ L
2([0, τ ];H2(℧)),
q ∈ C([0, τ ];V3) ∩ L
2([0, τ ];H2(℧)),
∂tv, ∂tT, ∂tq ∈ L
1([0, τ ];L2(℧)).
Now we state the global well-posedness theorem for the strong solution as follows. For the proof
of the therem, one can refer to [20].
Proposition 2.1 Let Q1, Q2 ∈ H
1(℧), U0 = (v0, T0, q0) ∈ V. Then for any T > 0 given, the global
strong solution U of the system (1.11)−(1.17) is unique on the interval [0, T ]. Moreover, the strong
solution U is continuous with respect to initial data in H.
Remark 2.1 Notice that there are some gap between the Proposition 2.1 and Definition 2.1. In
fact, in section 3 of this work we will find that if the condition Q1, Q2 ∈ H
1(℧) is relaxed as
Q1, Q2 ∈ L
2(℧), the result of Proposition 2.1 still holds.
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Remark 2.2 In the Proposition 2.1, the result that the strong solution is continuous with respect
to initial data in H is not sufficient for our purpose. We will improve the result in section 5 by
establishing the strong solution is continuous with respect to initial data in V.
To see the difference between global attractor and universal attractor, we introduce the two defi-
nitions in the following. For more details, we refer to [20, 22, 46] and other references. Let (X, d)
be a separable metric space and S(t) : X → X, 0 ≤ t <∞, be a semigroup satisfying:
(i) S(t)S(s)x = S(t+ s)x, for all t, s ∈ R+ and x ∈ X;
(ii) S(0) = I (Identity in X);
(iii) S(t) is continuous in X for all t ≥ 0.
Typically, S(t) is associated with a autonomous differential equation; S(t)x is the state at time
t of the solution whose initial data is x.
Definition 2.2 A subset A in X is said to be a global attractor if it satisfies the following proper-
ties:
(i) A is compact in X;
(ii) for every t ≥ 0, S(t)A = A;
(iii) for every bounded set B in X, the set S(t)B converges to A in X, when t→∞, i.e.,
lim
t→∞
d(S(t)B,A) = 0.
Here, and in the following, for Aand B subsets of X, d(A,B) is the semi-distance given by
d(A,B) = sup
x∈A
inf
y∈B
d(x, y).
Definition 2.3 A subset A in X is said to be a universal attractor or weak attractor if it satisfies
the following properties:
(i) A is bounded and weakly closed in X;
(ii) for every t ≥ 0, S(t)A = A;
(iii) for every bounded set B in X, the set S(t)B converges to A with respect to X-weak topology,
when t→∞, i.e.,
lim
t→∞
dwX(S(t)B,A) = 0
where the distance dwX is induced by the X-weak topology.
3 Uniform estimates and absorbing balls
In this section, we will obtain some useful uniform a priori estimates about the solution to (1.11)−
(1.17) under the natural assumption Q1, Q2 ∈ L
2(℧) and give a proof of the existence of the
absorbing ball in V for the solution to the moist primitive equation. The estimates of this section
are rigorous without justification using Galerkin approximation due to Proposition 2.1.
3.1 L2 estimates of v, T, q
Taking inner product of (1.13) with q in L2(℧), by Lemma 2.3 we have
1
2
d|q|22
dt
+ |∇q|22 + |∂ξq|
2
2 + βs|q|ξ=1|
2
2 =
∫
℧
qQ2d℧. (3.24)
Since q(θ, ϕ, ξ) = −
∫ 1
ξ
∂ξqdξ
′+ q|ξ=1, by Ho¨lder inequality and Cauchy-Schwarz inequality we have
|q|22 ≤ 2|∂ξq|
2
2 + 2|qξ=1|
2
2, (3.25)
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which together with (3.24) implies that there exists a positive constant c such that
d
dt
|q|22 + c|q|
2
2 ≤ |Q2|
2
2.
Therefore, we have
|q(t)|22 ≤ e
−ct|q0|
2
2 + c|Q2|
2
2. (3.26)
By (3.24) and (3.26), for arbitrary t0 ≥ 0 we have
∫ t0+1
t0
(|∇q(t)|22 + |∂ξq(t)|
2
2 + βs|q|ξ=1(t)|
2
2)dt
≤ |q(t0)|
2
2 + |Q|
2
2 ≤ e
−ct0 |q0|
2
2 + c|Q2|
2
2. (3.27)
Taking an analogous argument as (3.24) , we have
1
2
d|T |22
dt
+ |∇T |22 + |∂ξT |
2
2 + αs|T |ξ=1|
2
2 =
∫
℧
bP
p
(1 + aq)Twd℧ +
∫
℧
Q1Td℧. (3.28)
Multiplying v with respect to (1.11) and integrating on ℧, by Lemma 2.1, Lemma 2.3 and ( f
R0
×
v) · v = 0 we have
1
2
d|v|22
dt
+ |∇eθv|
2
2 + |∇eϕv|
2
2 + |v|
2
2 + |∂ξv|
2
2 = −
∫
℧
(∫ 1
ξ
bP
p
grad[(1 + aq)T ]dξ′
)
· v. (3.29)
Combining (3.28) − (3.29) and Lemma 2.3 yields
1
2
d(|v|22 + |T |
2
2)
dt
+ |∇eθv|
2
2 +∇eϕv|
2
2 + |∂ξv|
2
2 + |v|
2
2
+|∇T |22 + |∂ξT |
2
2 + αs|T |ξ=1|
2
2 =
∫
℧
Q1Td℧. (3.30)
Similarly to the deduction of (3.25), we have
|T |22 ≤ 2|∂ξT |
2
2 + 2|Tξ=1|
2
2,
which together with (3.29) and Ho¨lder inequality implies
d(|v|22 + |T |
2
2)
dt
+ |∇eθv|
2
2 + |∇eϕv|
2
2 + |∂ξv|
2
2 + |v|
2
2
+|∇T |22 + |∂ξT |
2
2 + αs|T |ξ=1|
2
2 ≤ c|Q1|
2
2. (3.31)
Therefore, we conclude that
|v(t)|22 + |T (t)|
2
2 ≤ e
−ct(|v0|
2
2 + |T0|
2
2) + c|Q1|
2
2. (3.32)
Combining (3.30) and (3.31) we arrive at
∫ t0+1
t0
|∇eθv(t)|
2
2 +∇eϕv(t)|
2
2 + |∂ξv(t)|
2
2 + |v(t)|
2
2dt
+
∫ t0+1
t0
|∇T (t)|22 + |∂ξT (t)|
2
2 + αs|T |ξ=1(t)|
2
2dt ≤ e
−ct(|v0|
2
2 + |T0|
2
2) + c|Q1|
2
2. (3.33)
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3.2 L4 estimates of q
Multiplying q3 on both sides of (1.13) and integrating on ℧ yields
1
4
d|q|44
dt
+ 3||∇q|q|22 + 3||∂ξq|q|
2
2 + βs|q|ξ=1|
4
4
=
∫
℧
Q2q
3d℧−
∫
℧
[∇vq + (
∫ 1
ξ
divvdξ′)∂ξq]q
3. (3.34)
Since by Lemma 2.2 or Lemma 2.3 we have
∫
℧
[∇vq + (
∫ 1
ξ
divvdξ′)∂ξq]q
3 = 0. (3.35)
Then (3.34) and (3.35) imply
1
4
d|q|44
dt
+ 3||∇q|q|22 + 3||∂ξq|q|
2
2 + βs|q|ξ=1|
4
4
=
∫
℧
Q2q
3d℧ ≤ |Q2|2|q
2|
3
2
3 ≤ c|Q2|2|q
2|
3
4
2 ‖q
2‖
3
4
1
= c|Q2|2|q|
3
2
4 (|q|
3
2
4 + ||∇q|q|
3
4
2 + |q∂ξq|
3
4
2 )
≤ ε(||∇q|q|22 + |q∂ξq|
2
2) + c|Q2|
8
5
2 |q|
12
5
4 + c|Q2|2|q|
3
4. (3.36)
Since q4(θ, ϕ, ξ) = −
∫ 1
ξ
∂ξ′q
4dξ′ + q4|ξ=1, by Ho¨lder inequality we get
|q|44 ≤ c|q|∂ξq||
2
2 +
1
2
|q|44 + |q|ξ=1|
4
4,
which implies that there exists a positive constant c1 such that
d
dt
|q|44 + c1|q|
4
4 ≤ c|Q2|
8
5
2 |q|
12
5
4 + c|Q2|2|q|
3
4.
That is
d
dt
|q|24 + c|q|
2
4 ≤ c|Q2|
2
2.
Therefore, we have
|q(t)|24 ≤ e
−ct|q0|
2
4 + c|Q2|
2
2. (3.37)
Combining (3.36) and (3.37), we arrive at
∫ t0+1
t0
(||∇q(t)|q(t)|22 + ||∂ξq(t)|q(t)|
2
2 + βs|q|ξ=1(t)|
4
4)dt ≤ ce
−c1t0 |q0|
2
4 + c|Q2|
2
2. (3.38)
3.3 L4 estimate for T
Taking inner product of (1.12) with T 3 in L2(℧) yields,
1
4
|T |44
dt
+ 3||∇T |T |22 + 3||∂ξT |T |
2
2 + αs|T |ξ=1|
4
4
=
∫
℧
bP
p
( ∫ 1
ξ
divvdξ′
)
|T |2Td℧+
∫
℧
abP
p
(∫ 1
ξ
divvdξ′
)
q|T |2Td℧
−
∫
℧
[
∇vT +
(∫ 1
ξ
divvdξ′
)
∂ξT
]
|T |2Td℧+
∫
℧
Q1|T |
2Td℧. (3.39)
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Using the estimate in [20], we know that
|
∫
℧
bP
p
(∫ 1
ξ
divdξ′
)
|T |2T |
≤ c(|∇eθv|2 + |∇eϕv|2)|T |
2
4(|∇T |2 + |T |2). (3.40)
Taking an similar argument as in [20], we get
|
∫
℧
abP
p
q
(∫ 1
ξ
divvdξ′
)
T 3|
≤ c
∫ 1
0
[( ∫
S2
q4dS2
) 1
4
(∫
S2
T 12dS2
) 1
4
]
dξ sup
ξ∈[0,1]
|
bP
p
∫ 1
ξ
divvdξ′|L2(S2).
Therefore,
|
∫
℧
abP
p
q
(∫ 1
ξ
divvdξ′
)
T 3|
≤ c
∫ 1
0
|q|L4(S2)|T
2|
3
2
L6(S2)
dξ|divv|2
≤ c
∫ 1
0
|q|L4(S2)|T
2|
1
2
L2(S2)
|∇T 2|L2(S2)dξ|divv|2
≤ ε|T |∇T ||22 + c(|∇eθv|
2
2 + |∇eϕv|
2
2)|T |
2
4|q|
2
4. (3.41)
To estimate the last term on the right of (3.39), we use interpolation inequality and Ho¨lder inequality
to have ∫
℧
Q1T
3d℧ ≤ |Q1|2|T |
3
6 = |Q1|2|T
2|
3
2
3
≤ c|Q1|2|T
2|
3
4
2 (|T |∇T ||
3
4
2 + |T |∂ξT ||
3
4
2 + |T
2|
3
4
2 )
≤ ε(|T |∇T ||22 + |T |∂ξT ||
2
2) + c|Q1|2|T |
3
4 + c|Q1|
8
5
2 |T |
12
5
4 . (3.42)
By virtue of (3.39) − (3.42), we have
|T |24
2
d|T |24
dt
≤ c(|∇eθv|2 + |∇eϕv|2)|T |
2
4(|∇T |2 + |T |2)
+c(|∇eθv|
2
2 + |∇eϕv|
2
2)|T |
2
4|q|
2
4
+c|Q1|2|T |
3
4 + c|Q1|
8
5
2 |T |
12
5
4 ,
which implies
d|T |24
dt
≤ c(|∇eθv|2 + |∇eϕv|2)(|∇T |2 + |T |2)
+c(|∇eθv|
2
2 + |∇eϕv|
2
2)|q|
2
4
+c|Q1|2|T |4 + c|Q1|
8
5
2 |T |
2
5
4 . (3.43)
Since |T |4 ≤ c‖T‖1 , by (3.32), (3.33), (3.37) and the uniform Gronwall lemma, we obtain the desired
uniform boundedness of |T |4 and it gives the absorbing ball of T in L
4(℧). That is to say there
exists a constant c independent of t such that
|T |4(t) ≤ c (3.44)
12
for all t ≥ 0. Moreover, by (3.39) we have the following uniform bound on the time average
∫ t0+1
t0
(||∇T (t)|T (t)|22 + ||∂ξT (t)|T (t)|
2
2 + |T (t)|ξ=1|
4
4)dt
≤ c|T (t0)|
4
4 + c
∫ t0+1
t0
(|∇eθv(t)|2 + |∇eϕv(t)|2)|T (t)|
2
4(|∇T (t)|2 + |T (t)|2)dt
+c
∫ t0+1
t0
(|∇eθv(t)|
2
2 + |∇eϕv(t)|
2
2)|T (t)|
2
4|q(t)|
2
4dt
+c
∫ t0+1
t0
|Q1|2|T (t)|
3
4dt+ c
∫ t0+1
t0
|Q1|
8
5
2 |T (t)|
12
5
4 dt ≤ c, (3.45)
where the constant c is independent of t0.
Remark 3.1 In this part, we try to use uniform Gronwall lemma to get the uniform boundedness
of |T |24 instead of |T |
4
4. Therefore, from (3.43) − (3.45) we can see that the estimate of |T |
3
3 is not
necessary , which simplify the proof of the existence of the absorbing ball in space L4(℧) in [20].
This technique will be used again in the following to get the uniform estimates for v in L4(℧) with
respect to time.
3.4 L4 estimate for v
Taking inner product of equation (2.22) with |v˜|2v˜ in L2(℧), we get
1
4
d|v˜|44
dt
+
∫
℧
(
|∇eθ v˜|
2|v˜|2 + |∇eϕ v˜|
2|v˜|2 +
1
2
|∇eθ |v˜|
2|2 +
1
2
|∇eϕ |v˜|
2|2 + |v˜|4
)
d℧
+
∫
℧
(
|v˜ξ|
2|v˜|2 +
1
2
|∂ξ|v˜|
2|2
)
d℧ = −
∫
℧
[
∇v˜ v˜ +
( ∫ 1
ξ
divv˜dξ′
)
∂ξ v˜
]
· |v˜|2v˜d℧
−
∫
℧
(∇v¯ v˜) · |v˜|
2v˜d℧−
∫
℧
(∇v˜ v¯) · |v˜|
2v˜d℧
−
∫
℧
(∫ 1
ξ
bP
p
grad[(1 + aq)T ]dξ′ · |v˜|2v˜
)
d℧
+
∫
℧
(∫ 1
0
∫ 1
ξ
bP
p
grad[(1 + aq)T ]dξ′dξ
)
· |v˜|2v˜d℧
+
∫
℧
(v˜divv˜ +∇v˜ v˜) · |v˜|
2v˜d℧−
∫
℧
(
f
R0
k × v˜) · |v˜|2v˜d℧, (3.46)
where v˜ξ = ∂ξ v˜. By Lemma 2.3, we have
∫
℧
[
∇v˜v˜ +
(∫ 1
ξ
divv˜dξ′
)
∂ξ v˜
]
|v˜|2v˜d℧ = 0. (3.47)
Using Lemma 2.3 again and (2.18), we obtain
∫
℧
(∇v¯ v˜) · |v˜|
2v˜d℧ =
1
4
∫
℧
∇v¯|v˜|
4d℧ = −
1
4
∫
℧
|v˜|4divv¯d℧ = 0. (3.48)
By virtue of Lemma 2.2, we have
0 =
∫
℧
div[(|v˜|2v˜ · v¯)v˜]d℧ =
∫
℧
∇v˜(|v˜|
2v˜ · v¯)d℧ +
∫
℧
|v˜|2v˜ · v¯divv˜d℧
=
∫
℧
[|v˜|2v˜ · ∇v˜ v¯ + v¯ · ∇v˜(|v˜|
2v˜)]d℧ +
∫
℧
|v˜|2v˜ · v¯divv˜d℧.
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Therefore,
∫
℧
[|v˜|2v˜ · v¯divv˜ + v¯ · ∇v˜(|v˜|
2v˜)]d℧ = −
∫
℧
|v˜|2v˜ · ∇v˜ v¯d℧. (3.49)
Using integration by parts, we obtain
∫
℧
[ ∫ 1
0
(v˜divv˜ +∇v˜ v˜)dξ
]
· |v˜|2v˜d℧ = −
∫
℧
( ∫ 1
0
v˜θv˜dξ
)
· ∇eθ(|v˜|
2v˜)d℧
−
∫
℧
( ∫ 1
0
v˜ϕv˜dξ
)
· ∇eϕ(|v˜|
2v˜)d℧. (3.50)
Note that the minus on the right hand side of (3.50) was missed in [20]. In view of (3.46) − (3.50)
combined with ( f
R0
× v˜) · |v˜|2v˜ = 0, we have
1
4
d|v˜|44
dt
+
∫
℧
(
|∇eθ v˜|
2|v˜|2 + |∇eϕ v˜|
2|v˜|2 +
1
2
|∇eθ |v˜|
2|2 +
1
2
|∇eϕ |v˜|
2|2 + |v˜|4
)
d℧
+
∫
℧
(
|v˜ξ|
2|v˜|2 +
1
2
|∂ξ |v˜|
2|2
)
d℧
=
∫
℧
[|v˜|2v˜ · v¯divv˜ + v¯ · ∇v˜(|v˜|
2v˜)]d℧
+
∫
℧
( ∫ 1
0
v˜θ v˜dξ
)
· ∇eθ(|v˜|
2v˜)d℧+
∫
℧
(∫ 1
0
v˜ϕv˜dξ
)
· ∇eϕ(|v˜|
2v˜)d℧
+
∫
℧
( ∫ 1
ξ
bP
p
[(1 + aq)T ]dξ′ · div(|v˜|2v˜)
)
d℧
−
∫
℧
( ∫ 1
0
∫ 1
ξ
bP
p
[(1 + aq)T ]dξ′dξ · div(|v˜|2v˜)
)
d℧.
Then by Ho¨lder inequality and the argument above, we obtain
1
4
d|v˜|44
dt
+
∫
℧
(
|∇eθ v˜|
2|v˜|2 + |∇eϕ v˜|
2|v˜|2 +
1
2
|∇eθ |v˜|
2|2 +
1
2
|∇eϕ |v˜|
2|2 + |v˜|4
)
d℧
+
∫
℧
(
|v˜ξ|
2|v˜|2 +
1
2
|∂ξ|v˜|
2|2
)
d℧
≤ c
∫
S2
|v¯|
(∫ 1
0
|v˜|3(|∇eθ v˜|
2 + |∇eϕ v˜|
2)
1
2 dξ
)
dS2
+c
∫
S2
(∫ 1
0
|v˜|2dξ
)( ∫ 1
0
|v˜|2(|∇eθ v˜|
2 + |∇eϕ v˜|
2)
1
2 dξ
)
dS2
+c
∫
S2
(
(|T¯ |+ |qT |)
∫ 1
0
|v˜|2(|∇eθ v˜|
2 + |∇eϕ v˜|
2)
1
2 dξ
)
dS2
=: I1 + I2 + I3. (3.51)
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In the following, we estimate Ii, i = 1, 2, 3, separately. By interpolation inequality , Ho¨lder inequal-
ity and Minkowski inequality, we have
I1 ≤
∫
S2
[
|v¯|
( ∫ 1
0
|v˜|4dξ
) 1
2
( ∫ 1
0
|v˜|2(|∇eθ v˜|
2 + |∇eϕ v˜|
2)dξ
) 1
2
]
dS2
≤ |v¯|4
(∫
S2
(
∫ 1
0
|v˜|4dξ)2dS2
) 1
4
(∫
℧
|v˜|2(|∇eθ v˜|
2 + |∇eϕ v˜|
2)d℧
) 1
2
≤ |v¯|4
(∫ 1
0
(
∫
S2
|v˜|2×4dS2)
1
2 dξ
) 1
2
(∫
℧
|v˜|2(|∇eθ v˜|
2 + |∇eϕ v˜|
2)d℧
) 1
2
≤ ε
∫
℧
|v˜|2(|∇eθ v˜|
2 + |∇eϕ v˜|
2)d℧ + c|v¯|24
∫ 1
0
||v˜|2|2(||v˜|
2|2 + |∇|v˜|
2|2)dξ
≤ ε
∫
℧
|v˜|2(|∇eθ v˜|
2 + |∇eϕ v˜|
2)d℧ + c|v¯|24||v˜|
2|2(||v˜|
2|2 + |∇|v˜|
2|2)
≤ ε
∫
℧
|v˜|2(|∇eθ v˜|
2 + |∇eϕ v˜|
2)d℧ + ε|∇|v˜|2|22 + c(‖v¯‖
2
1 + |v¯|
2
2‖v¯‖
2
1)|v˜|
4
4.
Similarly,
I2 ≤ c
∫
S2
(
∫ 1
0
|v˜|2dξ)(
∫ 1
0
|v˜|2dξ)
1
2
( ∫ 1
0
|v˜|2(|∇eθ v˜|
2 + |∇eϕ v˜|
2)dξ
) 1
2
dS2
≤ c
( ∫
℧
|v˜|2(|∇eθ v˜|
2 + |∇eϕ v˜|
2)d℧
) 1
2
(∫
S2
(
∫ 1
0
|v˜|2dξ)3dS2
) 1
2
≤ ε
∫
℧
|v˜|2(|∇eθ v˜|
2 + |∇eϕ v˜|
2)d℧+ c
( ∫ 1
0
(
∫
S2
|v˜|6dS2)
1
3dξ
)3
≤ ε
∫
℧
|v˜|2(|∇eθ v˜|
2 + |∇eϕ v˜|
2)d℧+ c
( ∫ 1
0
|v˜|
4
3
4 (|v˜|
2
3
2 + |∇eθ v˜|
2
3
2 + |∇eϕ v˜|
2
3
2 )dξ
)3
≤ ε
∫
℧
|v˜|2(|∇eθ v˜|
2 + |∇eϕ v˜|
2)d℧+ c|v˜|44|v˜|
2
2 + c|v˜|
4
4(|∇eθ v˜|
2
2 + |∇eϕ v˜|
2
2).
Analogously, we have
I3 ≤
∫
S2
(|T |+ |qT |)
( ∫ 1
0
|v˜|2dξ
) 1
2
( ∫ 1
0
|v˜|2(|∇eθ v˜|
2 + |∇eϕ v˜|
2)dξ
) 1
2
dS2
≤
(∫
℧
|v˜|2(|∇eθ v˜|
2 + |∇eϕ v˜|
2)d℧
) 1
2
(∫
S2
(
∫ 1
0
|v˜|2dξ)2dS2
) 1
4
(|T |4 + |qT |4)
≤ ε
∫
℧
|v˜|2(|∇eθ v˜|
2 + |∇eϕ v˜|
2)d℧+ c
∫ 1
0
(∫
S2
|v˜|4dS2
) 1
2
dξ(|T |24 + |qT |
2
4)
≤ ε
∫
℧
|v˜|2(|∇eθ v˜|
2 + c|∇eϕ v˜|
2)d℧+ |v˜|24
[
|T |24 +
( ∫
S2
(
∫ 1
0
qTdξ)4dS2
) 1
2
]
≤ ε
∫
℧
|v˜|2(|∇eθ v˜|
2 + c|∇eϕ v˜|
2)d℧+ c|v˜|24|T |
2
4 + c|v˜|
2
4
( ∫ 1
0
|q|8|T |8dξ
)2
≤ ε
∫
℧
|v˜|2(|∇eθ v˜|
2 + c|∇eϕ v˜|
2)d℧+ c|v˜|24|T |
2
4
+c|v˜|24
( ∫ 1
0
|q|
1
2
4 (|q|
1
2
2 + |∇q|
1
2
2 )|T |
1
2
4 (|T |
1
2
2 + |∇T |
1
2
2 )dξ
)2
≤ ε
∫
℧
|v˜|2(|∇eθ v˜|
2 + c|∇eϕ v˜|
2)d℧+ c|v˜|24|T |
2
4
+c|v˜|24(|q|
2
4 + |q|4|∇q|2)(|T |
2
4 + |T |4|∇T |2).
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By the estimates of I1 − I3, we have
d|v˜|24
dt
≤ c(‖v‖21 + |v|
2
2|‖v‖
2
1)|v˜|
2
4 + c|T |
2
4 + c(|q|
2
4 + |q|4|∇q|2)(|T |
2
4 + |T |4|∇T |2).
Therefore, by (3.27), (3.32), (3.33), (3.37), (3.44) and uniformly Gronwall Lemma, we have
|v˜(t)|4 ≤ c, (3.52)
where t ≥ 0 and c is independent of t. Furthermore, by (3.51) and estimates of I1 − I3, we get
∫ t0+1
t0
||∇eθ v˜(t)||v˜(t)||
2
2 + ||∇eϕ v˜(t)||v˜(t)||
2
2dt
≤ |v˜(t0)|
4
4 + c
∫ t0+1
t0
[(‖v(t)‖21 + |v(t)|
2
2|‖v(t)‖
2
1)|v˜(t)|
2
4 + |T (t)|
2
4]dt
+c
∫ t0+1
t0
(|q(t)|24 + |q(t)|4|∇q(t)|2)(|T (t)|
2
4 + |T (t)|4|∇T (t)|2)dt ≤ c, (3.53)
where c is independent of t0.
3.5 H1 estimates of v, T, q.
From [20], we have
d‖v¯‖1
dt
+ |∆v¯|22 ≤ c(‖v¯‖
2
1 + |v¯|
2
2‖v¯‖
2
1)‖v¯‖
2
1 + c||v˜||∇eθ v˜||
2
2 + c||v˜||∇eϕ v˜||
2
2. (3.54)
By the uniform Gronwall lemma and (3.32) − (3.33), we obtain
‖v¯(t)‖1 ≤ c, (3.55)
where t ≥ 0 and c is independent of t. By Sobolev inequality, we have that for all t ≥ 0
|v¯(t)|L4(S2) ≤ c|v¯(t)|L2(S2) + c|∇v¯(t)|L2(S2) ≤ c,
which implies
|v(t)|4 ≤ |v˜(t)|4 + |v¯(t)|4 ≤ c. (3.56)
From [20], we have
d|vξ|
2
2
dt
+ |∇eθvξ|
2
2 + |∇eϕvξ|
2
2 + |vξ|
2
2 + |vξξ|
2
2
≤ c(‖v¯‖81 + |v˜|
8
4)|vξ|
2
2 + c|T |
2
2 + c|q|
4
4 + c|T |
4
4, (3.57)
where ∂ξξv = vξξ. By the uniform Gronwall lemma, we obtain
|vξ(t)|2 ≤ c, (3.58)
where t ≥ 0 and c is independent of t. Therefore, by (3.56) − (3.58) and uniformly Gronwall
inequality we have
∫ t0+1
t0
(|∇eθvξ|
2
2 + |∇eϕvξ|
2
2 + |vξξ|
2
2)dt ≤ c, (3.59)
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where t0 ≥ 0 and c is independent of t0. Taking inner product with −∆v in L
2(℧), we obtain
1
2
d(|∇eθv|
2
2 + |∇eϕv|
2
2 + |v|
2
2)
dt
+ |∆v|22 + |∇eθvξ|
2
2 + |∇eϕvξ|
2
2 + |vξ|
2
2
=
∫
℧
∇vv ·∆vd℧+
∫
℧
(∫ 1
ξ
divvdξ′
)
∂ξv ·∆vd℧
+
∫
℧
( ∫ 1
ξ
bP
p
grad(1 + aq)Tdξ′
)
∆vd℧
+
∫
℧
f
R0
v⊥ ·∆vd℧+
∫
℧
gradΦs ·∆vd℧
= J1 + J2 + J3 + J4 + J5. (3.60)
By Ho¨lder inequality, interpolation inequality and Young’s inequality, we have
J1 ≤ |∆v|2|v|4(|∇eθv|4 + |∇eϕv|4)
≤ c|∆v|2|v|4(|∇eθv|
1
4
2 + |∇eϕv|
1
4
2 )(|∆v|
3
4
2 + |∇eθvξ|
3
4
2 + |∇eϕvξ|
3
4
2 + |∇eϕv|
3
4
2 + |∇eθv|
3
4
2 )
≤ ε|∆v|22 + ε|∇eθvξ|
2
2 + ε|∇eϕvξ|
2
2 + c(|∇eθv|
2
2 + |∇eϕv|
2
2)(|v|
8
4 + |v|
2
4)
≤ ε|∆v|22 + ε|∇eθvξ|
2
2 + ε|∇eϕvξ|
2
2 + c(|∇eθv|
2
2 + |∇eϕv|
2
2).
To estimate J2, we have
J2 ≤
∫
S2
(∫ 1
0
|divv|dξ
)( ∫ 1
0
|∂ξv||∆v|dξ
)
dS2
≤
∫
S2
(∫ 1
0
|divv|dξ
)( ∫ 1
0
|∂ξv|
2dξ
) 1
2
(∫ 1
0
|∆v|2dξ
) 1
2
dS2
≤ c|∆v|2
( ∫
S2
(
∫ 1
0
|∂ξv|
2dξ)2dS2
) 1
4
( ∫
S2
(
∫ 1
0
|divv|dξ)4dS2
) 1
4
≤ c|∆v|2
( ∫ 1
0
(
∫
S2
|∂ξv|
4dS2)
1
2dξ
) 1
2
( ∫ 1
0
(
∫
S2
|divv|4dS2)
1
4 dξ
)
≤ c|∆v|2
( ∫ 1
0
|vξ|2(|vξ|2 + |∇eθvξ|2 + |∇eϕvξ|2)dξ
) 1
2
·
(∫ 1
0
|divv|
1
2
2 (|divv|
1
2
2 + |∆v|
1
2
2 )dξ
)
≤ c|∆v|2|vξ|
1
2
2 (|vξ |
1
2
2 + |∇eθvξ|
1
2
2 + |∇eϕvξ|
1
2
2 )
·|divv|
1
2
2 (|divv|
1
2
2 + |∆v|
1
2
2 )
≤ ε|∆v|22 + c(|∇eθv|
2
2 + |∇eϕv|
2
2)
·(1 + |vξ|
4
2 + |vξ|
2
2|∇eθvξ|
2
2 + |vξ |
2
2|∇eϕvξ|
2
2). (3.61)
Concerning estimate of J3, there are some typos in (5.80) of [20]. In the first inequality of (5.80),
the integral region should be S2 instead of Ω. For reader’s convenience, we estimate J3 again. Using
17
Ho¨lder inequality, Minkowski inequality and interpolation inequality, we have
J3 ≤ c|∇T |2|∆v|2 + c
∫
S2
(
∫ 1
0
|gradq|2dξ)
1
2 (
∫ 1
0
T 2dξ)
1
2
∫ 1
0
|∆v|dξdS2
+c
∫
S2
(
∫ 1
0
|gradT |2dξ)
1
2 (
∫ 1
0
q2dξ)
1
2 (
∫ 1
0
|∆v|dξ)dS2
≤ c|∇T |2|∆v|2 + c|∆v|2|T |4
( ∫ 1
0
(
∫
S2
|gradq|4dS2)
1
2 dξ
) 1
2
+c|∆v|2|q|4
( ∫ 1
0
(
∫
S2
|gradT |4dS2)
1
2 dξ
) 1
2
≤ c|∇T |2|∆v|2 + c|∆v|2|T |4|∇q|
1
2
2 (|∇q|
1
2
2 + |∆q|
1
2
2 )
+c|∆v|2|q|4|∇T |
1
2
2 (|∇T |
1
2
2 + |∆T |
1
2
2 )
≤ ε|∆v|22 + ε|∆T |
2
2 + ε|∆q|
2
2 + c|∇T |
2
2 + c|q|
2
4|∇T |
2
2
+c|T |24|∇q|
2
2 + c|q|
4
4|∇T |
2
2 + c|T |
4
4|∇q|
2
2. (3.62)
By Ho¨lder inequality, we have
J4 ≤ ε|∆v|
2
2 + c|v|
2
2.
By Lemma 2.1, we infer that J5 = 0. From (3.60) and estimates of J1 − J5, we obtain
d(|∇eθv|
2
2 + |∇eϕv|
2
2 + |v|
2
2)
dt
≤ c(|∇eθv|
2
2 + |∇eϕv|
2
2)(1 + |vξ|
4
2 + |vξ|
2
2|∇eθvξ|
2
2 + |vξ|
2
2|∇eϕvξ|
2
2)
+c+ c|∇T |22 + c|∇q|
2
2. (3.63)
In view of (3.27), (3.33), (3.58), (3.59) and uniform Gronwall lemma, we get that for all t ≥ 0
|∇eθv(t)|
2
2 + |∇eϕv(t)|
2
2 ≤ c, (3.64)
where c is a positive constant which is independent of t. Furthermore, by virtue of (3.60) we infer
that for all t0 ≥ 0
∫ t0+1
t0
|∆v(t)|22 + |∇eθvξ(t)|
2
2 + |∇eϕvξ(t)|
2
2dt ≤ c, (3.65)
where c is independent of t0.
Remark 3.2 To get the estimates of T in V2 space, we should first take derivative with respect to
ξ in the temperature equation and then estimate Tξ in L
2(℧). If we take inner product of equation
(2.12) with −∂ξξT in L
2(℧), it is difficult to obtain the energy estimates of Tξ because of its higher
nonlinear structure than the oceanic primitive equation. Therefore, one can not even prove the
global existence of the strong solution in this way.
By integration by parts,
∫
℧
Q1ξTξd℧ =
∫
℧
[∂ξ(Q1Tξ)−Q1Tξξ]d℧
= −αs
∫
S2
Q1|ξ=1T |ξ=1dS
2 −
∫
℧
Q1Tξξd℧
≤ ε|Tξξ|
2
2 + c|Q1|ξ=1|
2
2 + c|T |ξ=1|
2
2 + |Q1|
2
2.
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In view of estimates in [20] and the above argument, we have
1
2
d(|Tξ |
2
2 + αs|T |ξ=1|
2
2)
dt
+ |∇Tξ|
2
2 + |Tξξ|
2
2 + αs|∇T |ξ=1|
2
2
≤ ε(|Tξξ |
2
2 + |∇Tξ|
2
2 + |qξξ|
2
2 + |∇qξ|
2
2) + c|Tξ|
2
2 + c|qξ|
2
2 + c‖vξ‖
2
1 + c‖v‖
2
1
+c|∇q|22 + |T |ξ=1|
4
4 + c|T |ξ=1|
2
2 + c|Q1|ξ=1||
2
2 + c|Q1|
2
2 + c. (3.66)
Similarly, by the estimates in [20], we also have
1
2
d(|qξ|
2
2 + βs|q|ξ=1|
2
2)
dt
+ |∇qξ|
2
2 + |qξξ|
2
2 + βs|∇q|ξ=1|
2
2
≤ ε(|qξξ|
2
2 + |∇qξ|
2
2) + c|qξ|
2
2 + c‖v‖
2
1 + c‖vξ‖
2
1
+c|q|ξ=1|
4
4 + c|q|ξ=1|
2
2 ++c|Q2|ξ=1||
2
2 + c|Q2|
2
2. (3.67)
Combining (3.66) and (3.67) yields,
d(|Tξ |
2
2 + |qξ|
2
2 + αs|T |ξ=1|
2
2 + βs|q|ξ=1|
2
2)
dt
+ |∇Tξ|
2
2 + |Tξξ|
2
2
+|∇qξ|
2
2 + |qξξ|
2
2 + αs|∇T |ξ=1|
2
2 + βs|∇q|ξ=1|
2
2
≤ c+ c(|Tξ |
2
2 + |qξ|
2
2) + c‖vξ‖
2
1 + c‖v‖
2
1 + c‖q‖
2
1 + c|T |ξ=1|
4
4 + c|T |ξ=1|
2
2
+c|q|ξ=1|
4
4 + c|q|ξ=1|
2
2 + c(|Q1|ξ=1|
2
2 + |Q2|ξ=1|
2
2) + c(|Q1|
2
2 + |Q2|
2
2). (3.68)
Then in view of uniform Gronwall lemma, (3.27), (3.33), (3.38), (3.45) and (3.59), we obtain for
arbitrary t0 ≥ 0
|Tξ(t0)|
2
2 + |qξ(t0)|
2
2 +
∫ t0+1
t0
(‖Tξ(t)‖
2
1 + ‖qξ(t)‖
2
1 + |∇T |ξ=1(t)|
2
2 + |∇q|ξ(t)|
2
2)dt ≤ c, (3.69)
where c is independent of t0. By taking inner product of equation (1.12) with −∆T, in L
2(℧), we
reach
1
2
d|∇T |22
dt
+ |∆T |22 + |∇Tz|
2
2 + αs|∇T |ξ=1|
2
L2(S2)
=
∫
℧
∇vT∆Td℧+
∫
℧
∫ 1
ξ
divvdξ′Tξ∆Td℧
−
∫
℧
bP
p
(1 + aq)w∆Td℧−
∫
℧
Q1∆Td℧
= l1 + l2 + l3 + l4. (3.70)
To estimates l1, using Ho¨lder inequality, interpolation inequality and Young’s inequality we have
l1 ≤ |∆T |2|∇T |4|v|4
≤ c|∆T |2[|∇T |
1
4
2 (|∇T |
3
4
2 + |∆T |
3
4
2 + |∇Tξ|
3
4
2 )]|v|4
≤ ε|∆T |22 + ε|∇Tξ |
2
2 + c|∇T |
2
2|v|
2
4 + c|∇T |
2
2|v|
8
4
≤ ε|∆T |22 + ε|∇Tξ |
2
2 + c|∇T |
2
2.
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To estimates l2, using Ho¨lder inequality, Minkowski inequality, interpolation inequality and Young’s
inequality we obtain
l2 ≤
∫
S2
(∫ 1
0
|divv|dξ
∫ 1
0
|Tξ||∆T |dξ
)
dS2
≤
∫
S2
(∫ 1
0
|divv|dξ(
∫ 1
0
T 2ξ dξ)
1
2 (
∫ 1
0
|∆T |2dξ)
1
2
)
dS2
≤ |∆T |2
( ∫
S2
(
∫ 1
0
T 2ξ dξ)
2dS2
) 1
4
( ∫
S2
(
∫ 1
0
|divv|dξ)4dS2
) 1
4
≤ |∆T |2
( ∫ 1
0
(
∫
S2
T 4ξ dS
2)
1
2dξ
) 1
2
( ∫ 1
0
(
∫
S2
|divv|4dS2)
1
4dξ
)
≤ c|∆T |2
(∫ 1
0
|Tξ|2(|Tξ |2 + |∇Tξ|2)dξ
) 1
2
·
(∫ 1
0
|divv|
1
2
2 (|divv|
1
2
2 + |∆v|
1
2
2 )dξ
)
≤ c|∆T |2|Tξ|
1
2
2 (|Tξ |
1
2
2 + |∇Tξ|
1
2
2 )
·|divv|
1
2
2 (|divv|
1
2
2 + |∆v|
1
2
2 )
≤ ε|∆T |22 + c(|Tξ |
2
2 + |Tξ |2|∇Tξ|2)(|divv|
2
2 + |divv|2|∆v|2)
≤ ε|∆T |22 + c(1 + |∇Tξ|2)(1 + |∆v|2).
Taking an analogous argument as above we get
l3 ≤ ε|∆T |
2
2 + c(1 + |∇q|2)(1 + |∆v|2).
Similarly, we have
l4 ≤ ε|∆T |
2
2 + c|Q1|
2
2.
Combining (3.70) and estimates of l1 − l4 we get
1
2
d|∇T |22
dt
+ |∆T |22 + |∇Tξ|
2
2 + αs|∇T (ξ = 1)|
2
2
≤ c|∇T |22 + c|Q1|
2
2 + c(1 + |∇Tξ|2)(1 + |∆v|2)
+c(1 + |∇q|2)(1 + |∆v|2). (3.71)
According to (3.27), (3.33), (3.65), (3.69) and uniform Gronwall inequality, we have for all t ≥ 0
|∇T (t)|22 +
∫ t+1
t
(|∆T (t)|22 + |∇Tξ(t)|
2
2)dt ≤ c, (3.72)
where c is a positive constant independent of t. Analogously to the deduction of (3.71), we have
1
2
d|∇q|22
dt
+ |∆q|22 + |∇qξ|
2
2 + βs|∇q(ξ = 1)|
2
2
≤ ε|∆q|22 + c|Q2|
2
2 + c|∇q|
2
2
+c(1 + |∇Tξ|2)(1 + |∆v|2). (3.73)
According to (3.27), (3.65), (3.72) and uniform Gronwall inequality, we have for all t ≥ 0
|∇q(t)|22 ≤ c, (3.74)
where c is a positive constant independent of t.
Combining the above results, we have proved the existence of an absorbing ball for the strong
solution (v, T, q) in the solution space V for the 3D viscous PEs of large-scale moist atmosphere.
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4 Continuity of strong solution with respect to t.
In this section, we will consider the continuity of strong solution with respect to time t in V ,
which will be helpful for proving the existence and connectedness of the global attractor for moist
primitive equation. To establish our result of this section, we need the following lemma which is a
consequence of a general result of [35]. For the proof, one can refer to [46].
Lemma 4.1 Let V,H, V ′ be three Hilbert spaces such that V ⊂ H = H ′ ⊂ V ′, where H ′ and V ′ are
the dual spaces of H and V respectively. Suppose u ∈ L2([0, T ];V ) and u′ ∈ L2([0, T ];V ′). Then u
is almost everywhere equal to a function continuous from [0, T ] into H.
From (1.11) and Lemma 2.1, we obtain for η ∈ V1 = D(A
1
2
1 ),
〈∂tA
1
2
1 v, η〉 = 〈∂tv,A
1
2
1 η〉
= −〈A1v,A
1
2
1 η〉 − 〈∇vv,A
1
2
1 η〉
−〈
(∫ 1
ξ
divv(x, y, ξ, t)dξ
)
vξ, A
1
2
1 η〉
−〈
∫ 1
ξ
bP
p
grad[(1 + aq)T ]dξ′, A
1
2
1 η〉
−〈
f
R0
v⊥, A
1
2
1 η〉.
Using Ho¨lder inequality, Agmon inequality and interpolation inequality yields
|〈A1v,A
1
2
1 η〉| ≤ |A1v|2‖η‖1,
|〈(v · ∇)v,A
1
2
1 η〉| ≤ c|v|∞‖v‖1|A
1
2
1 η|2 ≤ c‖v‖
3
2
1 ‖v‖
1
2
2 |A
1
2
1 η|2.
By Ho¨lder inequality, Minkowski inequality and interpolation inequality, we have
−〈
∫ 1
ξ
bP
p
grad[(1 + aq)T ]dξ′, A
1
2
1 η〉
≤ c
∫
S2
(∫ 1
0
(|gradT |+ |grad(Tq)|)dξ
∫ 1
0
A
1
2
1 ηdξ
)
dS2
≤ c‖T‖1|A
1
2
1 η|2 + c|A
1
2
1 η|2
∫ 1
0
|gradT |4|q|4dξ
+c|A
1
2
1 η|2
∫ 1
0
|gradq|4|T |4dξ
≤ c‖T‖1|A
1
2
1 η|2 + c|A
1
2
1 η|2
∫ 1
0
|gradT |
1
2
2
·(|∆T |
1
2
2 + |gradT |
1
2
2 )|q|4dξ
+c|A
1
2
1 η|2
∫ 1
0
|gradq|
1
2
2
·(|∆q|
1
2
2 + |gradq|
1
2
2 )|T |4dξ
≤ c‖T‖1|A
1
2
1 η|2 + c|A
1
2
1 η|2‖T‖
1
2
1 ‖T‖
1
2
2 |q|4
+c|A
1
2
1 η|2‖q‖
1
2
1 ‖q‖
1
2
2 |T |4.
Similarly, we have
|〈
( ∫ 1
ξ
divv(x, y, ξ′, t)dξ′
)
vξ, A
1
2
1 η〉| ≤ c‖v‖1‖v‖2‖η‖1.
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In view of the above arguments, we conclude that
‖∂t(A
1
2
1 v)‖V ′1 ≤ c‖v‖2 + c‖v‖1‖v‖2 + c‖T‖1
+c(‖T‖
1
2
1 ‖T‖
1
2
2 |q|4 + ‖q‖
1
2
1 ‖q‖
1
2
2 |T |4).
Since
v ∈ L∞([0, τ ];V1) ∩ L
2([0, τ ];H2(℧)), ∀ τ > 0,
we have
A
1
2
1 v ∈ L
2([0, τ ];V1), ∂tA
1
2
1 v ∈ L
2([0, τ ];V ′1 ), ∀ τ > 0.
Therefore, by Lemma 4.1, we infer that v ∈ C([0, τ ];V1). For any φ ∈ V2 = D(A
1
2
2 ), we have
〈∂tA
1
2
2 T, φ〉 = 〈∂tT,A
1
2
2 φ〉
= −〈A2T,A
1
2
2 φ〉 − 〈∇vT,A
1
2
2 φ〉
−〈
( ∫ 1
ξ
divv(x, y, ξ′, t)dξ′
)
∂ξT,A
1
2
2 φ〉
+〈
bP
p
(1 + aq)
( ∫ 1
ξ
divv(x, y, ξ′, t)dξ′
)
, A
1
2
2 φ〉+ 〈Q1, A
1
2
2 φ〉.
By Ho¨lder inequality, Minkowski inequality and interpolation inequality, we have
〈
bP
p
(1 + aq)
( ∫ 1
ξ
divv(x, y, ξ′, t)dξ′
)
, A
1
2
2 φ〉
≤ c‖v‖1‖φ‖1 + c
∫
S2
(∫ 1
0
|divv|dξ
)( ∫ 1
0
|q||A
1
2
1 φ|dξ
)
dS2
≤ c‖v‖1‖φ‖1 + c
∫
S2
(∫ 1
0
|divv|dξ
)( ∫ 1
0
q2dξ
) 1
2
(∫ 1
0
|A
1
2
2 φ|
2dξ
) 1
2
dS2
≤ c‖v‖1‖φ‖1 + c‖φ‖1
( ∫ 1
0
|divv|4dξ
)( ∫ 1
0
|q|24dξ
) 1
2
≤ c‖v‖1‖φ‖1 + c‖φ‖1|q|4‖v‖
1
2
1 ‖v‖
1
2
2 .
Consequently, taking an analogous argument about ‖∂tA
1
2
1 v‖V ′1 , we have
‖∂tA
1
2
2 T‖V ′2 ≤ c(‖T‖2 + ‖v‖1 + ‖v‖
1
2
1 ‖v‖
1
2
2 ‖T‖1 + |q|4‖v‖
1
2
1 ‖v‖
1
2
2
+‖T‖
1
2
1 ‖T‖
1
2
2 ‖v‖
1
2
1 ‖v‖
1
2
2 + |Q1|2).
Similarly, we can infer that
‖∂tA
1
2
3 q‖V ′2 ≤ c(‖q‖2 + ‖v‖
1
2
1 ‖v‖
1
2
2 ‖q‖1 + ‖q‖
1
2
1 ‖q‖
1
2
2 ‖v‖
1
2
1 ‖v‖
1
2
2 + |Q2|2).
Since
(v, T, q) ∈ L∞([0, τ ];V ) ∩ L2([0, τ ];H2(℧)), ∀ τ > 0,
we have
A
1
2
2 T ∈ L
2([0, τ ];V2), ∂tA
1
2
2 T ∈ L
2([0, τ ];V ′2 )
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and
A
1
2
3 q ∈ L
2([0, τ ];V3), ∂tA
1
2
3 q ∈ L
2([0, τ ];V ′3 ).
By Lemma 4.1, we infer that T, q ∈ C([0,+∞);V2) and C([0,+∞);V3), respectively. So far, we
obtain that
(v, T, q) ∈ C([0,+∞);V ).
5 Continuity in V with respect to initial data.
It is shown in [20] that the strong solution to the 3D viscous primitive equations of large-scale moist
atmosphere is unique and Lipschitz continuous with respect to the initial condition in H. But what
we need to do here is to show the continuity property in V.
In the following, will prove that for any fixed t > 0, the mapping (v0, T0, q0) 7→ (v(t), T (t), q(t))
is Lipschitz continuous from V into itself for all the strong solutions.
Assume (vi, Ti, qi), i = 1, 2, are two strong solutions to the equation (1.11) − (1.17) with initial
data (v0,i, T0,i, q0,i) ∈ V. Let
u = v1 − v2, τ = T1 − T2, q = q1 − q2, Φs(t; θ, ϕ) = Φ1,s(t; θ, ϕ) −Φ2,s(t; θ, ϕ).
Then we derive from (1.11) − (1.17) that
∂tu + L1u+∇v1u+∇uv2 +
( ∫ 1
ξ
divv1(x, y, ξ
′, t)dξ′
)
∂ξv
+
(∫ 1
ξ
divv(x, y, ξ′, t)dξ′
)
∂ξv2 +
f
R0
v⊥ + gradΦs
+
∫ 1
ξ
bP
p
gradTdξ′ +
∫ 1
ξ
abP
p
grad(q1T )dξ
′ +
∫ 1
ξ
abP
p
grad(qT2)dξ
′ = 0, (5.75)
∂tT + L2T +∇v1T +∇vT2 +
(∫ 1
ξ
divv1(x, y, ξ
′, t)dξ′
)
∂ξT
+
(∫ 1
ξ
divv(x, y, ξ′, t)dξ′
)
∂ξT2 −
bP
p
(∫ 1
ξ
divv(x, y, ξ′, t)dξ′
)
−
abP
p
q1
( ∫ 1
ξ
divv(x, y, ξ′, t)dξ′
)
−
abP
p
q
( ∫ 1
ξ
divv2(x, y, ξ
′, t)dξ′
)
= 0, (5.76)
∂tq + L3q +∇v1q +∇vq2 +
( ∫ 1
ξ
divv1(x, y, ξ
′, t)dξ′
)
∂ξq
+
(∫ 1
ξ
divv(x, y, ξ′, t)dξ′
)
∂ξq2 = 0, (5.77)
u|t=0 = v
1
0 − v
2
0, T |t=0 = T
1
0 − T
2
0 , q|t=0 = q
1
0 − q
2
0 , (5.78)
ξ = 1 : ∂ξv = 0, ∂ξT = −αsT, ∂ξq = −βsq, (5.79)
ξ = 0 : ∂ξv = 0, ∂ξT = 0, ∂ξq = 0. (5.80)
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Taking inner product of (5.75) with A1u in L
2(℧) we obtain
1
2
d
dt
‖u‖21 + |A1u|
2
2 = −〈∇v1u,A1u〉 − 〈∇uv2, A1u〉
−〈
( ∫ 1
ξ
divu(x, y, ξ′, t)dξ′
)
∂ξv2, A1u〉
−〈
( ∫ 1
ξ
divv1(x, y, ξ
′, t)dξ′
)
∂ξu,A1u〉
−〈
∫ 1
ξ
bP
p
gradTdξ′, A1u〉 − 〈(
f
R0
u⊥ + gradΦs), A1u〉
−〈
∫ 1
ξ
abP
p
grad(q1T )dξ
′, A1u〉 − 〈
∫ 1
ξ
abP
p
grad(qT2)dξ
′, A1u〉
=
8∑
i=1
ki. (5.81)
By Ho¨lder inequality, Agmon inequality and Young’s inequality , we have
k1 ≤ |v1|∞(|∇eθu|2 + |∇eϕu|2)|A1u|2
≤ c‖v1‖
1
2
1 |A1v1|
1
2
2 ‖u‖1|A1u|2
≤ ε|A1u|
2
2 + c‖v1‖1|A1v1|2‖u‖
2
1.
Similarly, we obtain
k2 ≤ |u|∞‖v2‖1|A1u|2 ≤ ε|A1u|
2
2 + c‖u‖
2
1‖v2‖
4
1.
Taking an analogous argument as (3.61), we have
k3 + k4 ≤ ε|A1u|
2
2 + c‖u‖
2
1‖v2‖
2
1‖v2‖
2
2 + c‖u‖
2
1‖v1‖
2
1‖v1‖
2
2.
In view of Lemma 2.1 and Ho¨ler inequality, we obtain
k5 + k6 ≤ ε|A1u|
2
2 + c‖T‖
2
1 + c|u|
2
2.
To estimate k7, by Ho¨lder inequality, Minkowski inequality and interpolation inequality we have
k7 ≤ c
∫
S2
(
∫ 1
0
|gradq1||T |dξ
∫ 1
0
|A1u|dξ)dS
2
+c
∫
S2
(
∫ 1
0
|q1||gradT |dξ
∫ 1
0
|A1u|dξ)dS
2
≤ c|A1u|2
(∫
S2
(
∫ 1
0
|gradq1|
2dξ)2dS2
) 1
4
(∫
S2
(
∫ 1
0
|T |2dξ)2dS2
) 1
4
+c|A1u|2
(∫
S2
(
∫ 1
0
|q1|
2dξ)2dS2
) 1
4
( ∫
S2
(
∫ 1
0
|gradT |2dξ)2dS2
) 1
4
≤ ε|A1u|
2
2 + c|gradq1|2(|gradq1|2 + |∆q1|2)(|T |
2
2 + |T |2|∇T |2)
+c|gradT |2(|gradT |2 + |∆T |2)|q1|
2
4
≤ ε|A1u|
2
2 + ε|∆T |
2
2 + c‖T‖
2
1(‖q1‖
4
1 + ‖q1‖
2
2).
Similarly, we have
k8 ≤ ε|A1u|
2
2 + c|gradq|2(|gradq|2 + |∆q|2)|T2|
2
4
+c|gradT2|2(|gradT2|2 + |∆T2|2)(|q|
2
2 + |q|2|∇q|2)
≤ ε|A1u|
2
2 + ε|∆q|
2
2 + c‖q‖
2
1(‖T2‖
4
1 + ‖T2‖
2
2).
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By (5.81) and estimates of k1 − k8, we get
1
2
d‖u‖21
dt
+ |A1u|
2
2 ≤ ε|A1u|
2
2 + ε|A2T |
2
2 + ε|A3q|
2
2
+c‖u‖21(‖v1‖
2
1‖v1‖
2
2 + ‖v2‖
2
1‖v2‖
2
2 + ‖v2‖
4
1 + 1)
+c‖T‖21(‖q1‖
4
1 + ‖q1‖
2
2)
+c‖q‖21(‖T2‖
4
1 + ‖T2‖
2
2). (5.82)
Taking an analogous argument as above, from (5.76) and (5.77) we have
1
2
d‖T‖21
dt
+ |A2T |
2
2
≤ ε|A2T |
2
2 + ε|A1u|
2
2 + c‖q‖
2
1‖v2‖1‖v2‖2
+c‖T‖21(1 + ‖v1‖
2
1‖v1‖
2
2)
+c‖u‖21(1 + ‖q1‖
4
1 + ‖T2‖
2
2 + ‖T2‖
2
1‖T2‖
2
2) (5.83)
and
1
2
d‖q‖21
dt
+ |A3q|
2
2
≤ ε|A3q|
2
2 + c‖q‖
2
1(1 + ‖v1‖
2
1‖v1‖
2
2)
+c‖u‖21(‖q2‖
2
2 + ‖q2‖
2
1‖q2‖
2
2). (5.84)
Let
g1 := 1 + ‖v1‖
2
1‖v1‖
2
2 + ‖v2‖
4
1 + ‖v2‖
2
1‖v2‖
2
2 + ‖T2‖
2
2
+‖T2‖
2
1‖T2‖
2
2 + ‖q1‖
4
1 + ‖q2‖
2
2 + ‖q2‖
2
1‖q2‖
2
2,
g2 := 1 + ‖q1‖
2
2 + ‖q1‖
4
1 + ‖v1‖
2
1‖v1‖
2
2
and
g3 := 1 + ‖T2‖
2
2 + ‖T2‖
4
1 + ‖v2‖1‖v2‖2 + ‖v1‖
2
1‖v1‖
2
2.
Obviously, for arbitrary 0 ≤ a < b <∞, we have
∫ b
a
(g1(t) + g2(t) + g3(t))dt <∞.
Thereby, in view of (5.82) − (5.84) we get
d(‖u‖21 + ‖T‖
2
1 + ‖q‖
2
1)
dt
≤ c(g1(t) + g2(t) + g3(t))(‖u‖
2
1 + ‖T‖
2
1 + ‖q‖
2
1),
which combined with Gronwall lemma implies
‖u(t)‖21 + ‖T (t)‖
2
1 + ‖q(t)‖
2
1
≤ c(‖v0,1 − v0,2‖
2
1 + ‖T0,1 − T0,2‖
2
1 + ‖q0,1 − q0,2‖
2
1)e
∫ t
0
(g1(s)+g2(s)+g3(s))ds.
So far, we have shown that for t > 0, (v(t), T (t), q(t)) is Lipschitz continuous in V with respect to
the initial data (v(0), T (0), q(0)).
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6 The global attractor.
In this section, we present our main result, the existence of global attractor, of this paper. To show
our main result, we make use of the following theorem from Teman [46]. For more details about
the theorem, we can see, e.g., [4, 14, 22, 32, 44, 45, 46] and the references therein.
Theorem 6.1 Suppose that X is a metric space and semigroup {S(t)}t≥0 is a family of operators
from X into itself such that
(i) for any fixed t > 0, S(t) is continuous from X into itself;
(ii) for some t0, S(t0) is compact from X into itself;
(iii) there exists a subset B0 of X which is bounded, a subset U of X is open, such that
B0 ⊆ U ⊆ X, and B0 is the absorbing set of U, i.e. for any bounded subset B ⊂ U, there
is a t0 = t0(B), such that
S(t)B ⊂ B0, ∀ t > t0(B).
Then A := ω(B0), the ω−limit set of B0, is a compact attractor which attracts all the bounded sets
of U, i.e. for any x ∈ U,
lim
t→∞
dist(S(t)x,A) = 0.
The set A is the maximal bounded attractor in U for the inclusion relation.
Suppose in addition that X is a Banach space, U is a convex and
(iv) ∀x ∈ X,S(t)x : R+ 7→ X is continuous.
Then A := ω(B0) is also connected.
If U = X,A is the global attractor of the semigroup {S(t)}t≥0 in X.
Next, we give our main result of the paper and complete the proof of the theorem.
Theorem 6.2 Assume Q1, Q2 ∈ L
2(℧) and Q1|ξ=1, Q2|ξ=1 ∈ L
2(S2). Then, for t ≥ 0, the so-
lution operator {S(t)}t≥0 of the 3D viscous PEs of large-scale moist atmosphere (1.11) − (1.17) :
S(t)(v0, T0, q0) = (v(t), T (t), q(t)) defines a semigroup in the space V. Furthermore, the results below
hold:
(1) For any (v0, T0, q0) ∈ V, t→ S(t)(v0, T0, q0) is a continuous map from R+ into V.
(2) For any t > 0, S(t) is a continuous map in V.
(3) For any t > 0, S(t) is a compact map in V.
(4) {S(t)}t≥0 possesses a global attractor A in V. The global attractor in A is compact and
connected in V and is the maximal bounded attractor in V in the sense of set inclusion
relation; A attracts all bounded subset in V in the norm of V.
To prove Theorem 6.2, we need to check the conditions (i) − (iv) in Theorem 6.1. First,
condition (i), the continuous dependence on initial data of the solution, is verified in section 5.
Second, condition (iii), the existence of an absorbing ball in V, is proved in section 3. Third,
condition (iv), the regularity of the solution, is shown in section 4. Finally, only the condition
(ii), compactness of the solution operator {S(t)}t≥0, is left to be checked. We will use Aubin-Lions
lemma stated below and continuity argument to verify condition (ii). For more details of the lemma,
we can see [1], [33] and references therein.
26
Lemma 6.1 Let H0,H,H1 be Banach spaces such that H0,H1 are reflexive and H0
c
⊂ H ⊂ H1.
Define, for 0 < τ <∞,
X :=
{
u
∣∣∣u ∈ L2([0, τ ];H0), du
dt
∈ L2([0, τ ];H1)
}
.
Then X is a Banach space equipped with the norm ‖u‖L2([0,τ ];H0) + ‖u
′‖L2([0,τ ];H1). Moreover, X
c
⊂
L2([0, τ ];H).
Proof of Theorem 6.1. By the argument above, we only have to check condition (ii), the compactness
of the solution operator. For any fixed τ > 0, let B be a bounded subset of V and Aτ denote the
subset of the space L2([0, T ];H) :
Aτ :=
{(
A
1
2
1 v,A
1
2
2 T,A
1
2
3 q
)∣∣∣(v0, T0, q0) ∈ B, (v(t), T (t), q(t)) = S(t)(v0, T0, q(0)), t ∈ [0, τ ]
}
.
For (v0, T0, q(0)) ∈ B, it has been shown previously that the strong solution (v, T, q) satisfies
(A
1
2
1 v,A
1
2
2 T,A
1
2
3 q) ∈ L
2([0, τ ];V ), (∂tA
1
2
1 v, ∂tA
1
2
2 T, ∂tA
1
2
3 q) ∈ L
2([0, τ ];V ′).
If we denote
H0 = V,H = H,H1 = V
′,
from Lemma 6.1 we infer that Aτ is compact in L
2([0, τ ];H).
To prove solution operator {S(t)}t≥0 is compact in V, for any bounded sequence {(v0,n, T0,n, q0,n)}
n
0 ⊂
B, we should show there exists a convergent subsequence of {S(t)(v0,n, T0,n, q0,n)}
∞
0 in V.
Since Aτ is compact in L
2([0, τ ];H), there exists a function (v∗, T∗, q∗) ∈ L
2([0, τ ];V ) such that
there is a subsequence of {S(·)(v0,n, T0,n, q0,n)}
∞
0 , still denoted as {S(·)(v0,n, T0,n, q0,n)}
∞
0 , satisfying
lim
n→∞
∫ T
0
‖S(t)(v0,n, T0,n, q0,n)− (v∗(t), T∗(t), q∗(t))‖
2
1dt = 0,
which implies that there is a subsequence of {S(·)(v0,n, T0,n, q0,n)}
∞
0 , still denoted as {S(·)(v0,n, T0,n, q0,n)}
∞
0
for simplicity of notation, converging to (v∗, T∗, q∗) in V a.e. in (0, τ) :
lim
n→∞
‖S(t)(v0,n, T0,n, q0,n)− (v∗(t), T∗(t), q∗(t))‖1 = 0, a.e. t in (0, τ).
For any t ∈ (0, τ), we can choose a t0 ∈ (0, t) such that
lim
n→∞
‖S(t0)(v0,n, T0,n, q0,n)− (v∗(t0), T∗(t0), q∗(t0))‖1 = 0.
Therefore, for any t > 0, by the continuity of S(t) in V , we have
lim
n→∞
‖S(t)(v0,n, T0,n, q0,n)− S(t− t0)(v∗(t0), T∗(t0), q∗(t0))‖1
= lim
n→∞
‖S(t− t0)S(t0)(v0,n, T0,n, q0,n)− S(t− t0)(v∗(t0), T∗(t0), q∗(t0))‖1 = 0,
which implies S(t) is a compact map in V for any t > 0. Then by the above argument of this section
and Theorem 6.1, we obtain the existence of the global attractor for the moist primitive equations
(1.11) − (1.17). 
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