single-input multiple-output (SIMO) channels, which are both frequency selective (due to high data rate) and time selective (due to mobility). A complex exponential basis expansion model (CE-BEM) is used to model the channel. We consider a block transmission system, where on the transmit side a precoder is employed to enable the maximum available diversity for a CE-BEM channel. After direct decoding on the receive side, the resulting channel resembles a finite-impulse-response (FIR) filter on both block and symbol level. We therefore propose an equalizer that bears a structure analogous to the effective channel. In comparison with a standard block minimum mean-square error decision-feedback equalizer (BMMSE-DFE) that involves the inversion of a large-size matrix, the proposed parametric equalizer renders a similar performance but at a lower computational cost if there are multiple outputs present. Another contribution of this correspondence is a semiblind algorithm to estimate this equalizer when the channel state information is not available: the equalizer taps and the information symbol estimates are refined recursively by means of normalized least-mean-squares (NLMS) adaptation.
V. CONCLUSION
In this paper, we proposed a robust approach to nonnegative matrix factorization of a spectral library. The proposed method is formulated as an energy minimization problem whose solution is achieved by updating alternatively two equations. Unlike the K-L method, the robust nonnegative matrix factorization technique is based on a robust cost function, resistant to outliers, and generates nonnegative basis functions which balances the logical attractiveness of measurement functions against their physical feasibility. We have successfully tested the robust nonnegative factorization algorithm on a library of reflectance spectra, and the experimental results clearly show that the proposed technique outperforms the current reconstruction methods including PCA, NNSC, NMFSC, NMF, and cNMF.
I. INTRODUCTION
In high-data-rate mobile communication systems, the relative velocity between the transmitter and the receiver gives rise to a Doppler spread and makes the channel time varying (TV). Jakes' model is often adopted if there exist a large number of scatterers in the vicinity of the mobile [1] . For simplicity, we adopt a parsimonious model called complex exponential basis expansion model [(CE-BEM), see [2] among others] to approximate the channel's time variation in a discrete form. This model utilizes truncated complex Fourier series as expansion basis functions, i.e., the lth tap at the nth time interval of a TV channel h[n; l] is approximated as h[n; l] Q q=0 h q;l e j2qn=P (1) where Q indicates the order of the CE-BEM and P defines the size of the observation window, within which the CE-BEM coefficients h q;l are assumed to remain constant. In comparison with other parsimonious models, e.g., the discrete prolate spheroidal BEM (DPS-BEM [4] ), the CE-BEM inflicts a larger modeling mismatch, especially on the edges of the observation window. However, the average modeling mismatch can be made arbitrarily small by increasing Q [6] at the expense of system complexity. The CE-BEM expression has the unique property that it has a finiteimpulse-response (FIR) structure in both time domain and frequency domain [9] . Benefiting from this time-frequency duality, the authors in [8] give a general analytical formulation of the delay-Doppler diversity for a precoded scheme. However, the precoder in [8] destroys the FIR structure of the channel and makes a standard maximum-likelihood (ML) equalizer extremely expensive. Suboptimal equalizers such as a sphere decoder (SD) [14] , or a block minimum mean-square error decision-feedback equalizer (BMMSE-DFE) [13] have a complexity that is exponential or polynomial in P , which could still be too high. [27, Sec. IV-A] presents a decoder for one special case of [8] that makes smart use of the commutability between the channel and the (de-)precoder. The resulting effective channel, which associates the decoded samples directly with the transmitted data symbols, can then be characterized by a two-level (2-L) FIR filter incorporating certain frequency shifts.
In this correspondence, we present a low-complexity DFE to equalize such a channel. Motivated by the fact that a DFE with time-invariant FIR feedforward and feedback filters can accurately equalize a time-invariant FIR channel at a low complexity cost, we here also consider a DFE with feedforward and feedback filters that both have the same structure as the effective channel, i.e., a 2-L FIR incorporating certain frequency shifts. We will show how to acquire the DFE coefficients in two cases. In the first case, we need the channel (CE-BEM) knowledge; in the second case, we estimate the DFE coefficients semiblindly following an adaptive approach.
Notation: We use upper (lower) boldface letters to denote matrices (column vectors 
complex multiply/add (MA) operations per data symbol vector. Note that since we are dealing with TV channels, both design and implementation steps have to be carried out in every observation window.
However, it is easy to observe from (5) that the effective channel takes on a 2-L FIR structure incorporating certain frequency shifts, as is illustrated in Fig. 1 : on the block level, the channel can be viewed as an q;l being its symbol-level taps. The fact that a time-invariant FIR channel can be accurately equalized by a DFE with time-invariant FIR FFs and a BF at a low cost motivates the consideration to similarly structure the DFE in the present context using a 2-L FIR incorporating certain frequency shifts for both the FFs and BF. An important observation is that the induced design and implementation complexity will generally decrease, at the cost of a slight BER degradation, as we will show later on. 
A. Structure of the DFE
In line with the aforementioned ideas, we design the FFs and the BF using a 2-L FIR incorporating certain frequency shifts, i.e., we estimate
B q s(i0q b ) (6) with s(i) standing for the quantized estimate s(i) = Q(ŝ(i)). In (6), the first summation on the right-hand side represents the operation of the FFs and the second summation the operation of the BF.
We notice that each FF is equipped with Q e +1 block-level taps
Like in the time-invariant case where a delay is often incorporated in the equalizer, we introduce here a parameter dQ to denote the block-level delay for the FF, which must satisfy 0Q dQ Qe to ensure that s(i) is present in the equalizer input. To stick to the 2-L FIR structure, we construct each block-level tap
q to be the product of a frequency-shift matrix and a Toeplitz matrix, i.e., 
where [F 
B. Assuming Channel (CE-BEM) Knowledge
If the past decisions are correct, it is straightforward to transform (6) intoŝ 
To avoid the multiple summations, we define f 
The MMSE solution for the DFE coefficients is found by minimizing the mean-square error (MSE) J := Efjŝ(i)0s(i)j 2 g. With the observation that s T (i) = e TS S S(i), where e is an (Le+L+1)(Q+Qe+1)21 unit vector with a one in the position (dQ+Q)(Le+L+1)+L+dL+1, we can derive the MMSE solution in a similar way as done in [13] per data vector.
C. Direct Semiblind Equalization
In the previous section, we have seen how to obtain the DFE coefficients based on channel (CE-BEM) knowledge, which is often not available in practice. In that case, direct equalizer estimation can be appealing because it skips the intermediate channel estimation step [23] . In this correspondence, we will follow this approach using an adaptive algorithm [28] .
To estimate s(i), let us use U U U(i) to denote the corresponding FF input in (6) . Now that the channel is transparent to the receiver, we have to With the above notations, we are in a position to use the normalized least-mean squares (NLMS) algorithm [28] to minimize the square error between the input and the output of the quantizer. Suppose v () contains the DFE coefficients at the th iteration. Then, it is refined at the next iteration as
where [ s(i)]j is the output of the quantizer, k1 k denotes the Frobenius norm, and is the step size, which satisfies the convergence requirement. It is noteworthy that the iterations operate on the symbol level and need to go through the whole data symbol sequence for multiple loops until convergence is reached. Therefore, the iteration index must be associated with the block index i and symbol index j as
with mod(p; q) standing for the residue of p divided by q. To ensure proper convergence, training symbols will be inserted at the head of the data symbol sequence. Direct equalizer estimation has a design complexity that is linear in the length of the data symbol vector. It does not rely on channel (CE-BEM) knowledge; the CE-BEM channel assumption is basically not relevant here. Perhaps more important, we can apply this approach without assuming any specific channel model, in which sense the channel modeling error is no longer a key concern.
IV. SIMULATION RESULTS
For the simulations, we generate TV channels using a Jakes' simulator as given in [31] . We assume the channels have an order L = 3 and a maximal normalized Doppler spread max = 0.0025. In order to explore the full Doppler diversity with the precoder in (3) for an observation window of length P = 400, we choose K = 2, satisfying the Nyquist criterion K = d2 max P e.
We assume the transmitted data symbol sequence is white and zeromean and consists of N 0 K = 18 blocks, with each block containing M 0 L = 17 quadrature phase-shift keying (QPSK) symbols (note that N = M = 20 in order to reach P = MN = 400). We employ one transmit antenna and two receive antennas that are corrupted by additive white Gaussian noise N(0; 2 n ). All the antennas are equipped with a rectangular filter. At the receive side, the received signals are further oversampled by a factor of two. Hence, we deal with a SIMO system with A = 4 channel outputs. Note that due to the oversampling, the noise from each channel output is not necessarily uncorrelated with each other, but we will still use this assumption in the equalizer design. The obtained bit error rate (BER) is averaged over 5000 Monte Carlo runs across an SNR range from 0 to 20 dB. Here, the SNR is defined
n , taking the precoder-induced redundancy into account.
Test Case 1 (Equalizers Based on Channel (BEM) Knowledge):
In Fig. 2 , we first list the performance of four BMMSE-DFEs, the first three of which are based on a precoded system and are constructed using the knowledge of the true Jakes' channel, the best DPS-BEM fit with Q = 2, and the best CE-BEM fit with Q = 2, respectively.
The last BMMSE-DFE also utilizes the channel knowledge of the best CE-BEM fit with Q = 2, but the transmission system is only zerostuffed, e.g., F H N = I N in (3) (referred to as "no precoding" in the figure). For those BMMSE-DFEs, the design complexity is O(316 3 ) and the implementation complexity is about 536 418 MA operations per data vector. In contrast, the proposed DFE entails a much lower It can be observed that due to the channel modeling error, all the BEM-based equalizers suffer from a performance gap with respect to the one that utilizes the true Jakes' channel knowledge. However, this performance gap can be mitigated if we adopt a larger Q for both the CE-BEM and DPS-BEM. As revealed in Fig. 3 , the DFE with [9; 6; 12; 2] that is based on the best CE-BEM fit with Q = 4 exhibits a 2-dB improvement at a BER of 10 05 than its counterpart in the Q = 2 case. In addition, the induced implementation complexity is even reduced to 123 732 MA operations per data vector, while the same design complexity is maintained. Actually, the performance of all the BEM-based equalizers is improved. equivalent to a bandwidth efficiency of 72%, the performance of the proposed DFE suffers from a BER floor at high SNR. This is alleviated if the system can afford more overhead, e.g., N t = 2 equivalent to a bandwidth efficiency of 68%. For comparison, we list the performance of the equalizer given in [23] (referred to as "MRE") and a classical time-invariant FIR DFE. The MRE is less accurate since it is unable to explore the finite-alphabet property of the data symbols. The classical DFE is obviously not capable of tracking fast-fading channels. The proposed DFE also has the virtue of fast convergence. As revealed in Fig. 5 , the average number of loops until convergence decreases to around 3 for an SNR higher than 12 dB. In such cases, the resulting design complexity is O(316 2 3) and the implementation complexity is about 75 816 MA operations per data vector, which are lower than the DFE based on channel (CE-BEM) knowledge.
Test Case 2 (Semiblind Equalizers
)
V. CONCLUSION
In this correspondence, we have proposed an equalization/decoding scheme for a precoded transmission system. The precoder enables the maximum available diversity for a CE-BEM channel, but makes most existing equalizers ineffective or very expensive. By adopting a CE-BEM to approximate the TV channel and commuting the CE-BEM with the (de-)precoder, we can apply a parametric DFE after the decoder, which is computationally attractive for a channel with moderate L and Q. Two approaches are proposed to construct the equalizer: 1) utilizing the channel (CE-BEM) knowledge and 2) in a semiblind adaptive fashion.
The first approach affords higher bandwidth efficiency and yields better performance but relies on the CE-BEM assumption of the TV channel. Consequently, the equalizer is penalized by the channel modeling error. From the simulations, we observe that the precoder combined with a larger CE-BEM helps to mitigate the influence of the channel modeling error, without increasing the equalization complexity. Of course, this could pose more pressure on any possible channel estimator, which has not been treated in this correspondence.
