Abstract
1 Introduction interpretable models. Very recently Chen et al. (2012b) proposed an adaptive nuclear norm 23 penalty on the signal matrix XB aiming to close the gap between 0 and 1 penalties on sin-24 gular values. The resulting optimization problem admits a closed form solution and enjoys 25 many desirable theoretical properties.
27
In this paper we study the degrees of freedom of the reduced rank estimators in multivariate 28 linear regression models. The degrees of freedom is a very familiar and one of the most 29 widely used terms in statistics. We utilize it from ANOVA t-tests to model selection cri-30 teria such as AIC and BIC. However, it has been largely overlooked in the reduced rank 31 regression literature except for some heuristic suggestions (Davies and Tso, 1982; Reinsel 32 and Velu, 1998) . For example, the number of free parameters in a p × q matrix of rank r,
33
given by r(p + q − r) has been suggested as a naive estimate of the degrees of freedom of the 34 reduced rank regression estimator when restricted to rank r ≤ min{p, q}. More precisely,
35
for an arbitrary design matrix, the number of free parameters should be (r x + q − r)r, where 36 r x = rank(X) is the rank of the design matrix (Bunea et al., 2011) . Henceforth, we refer 37 to this as the naive estimator of the degrees of freedom of a rank-r model. In this paper, 38 we aim to find a finite-sample unbiased estimator of the degrees of freedom for a general In a nutshell, the degrees of freedom quantifies the complexity of a statistical modeling pro-3 cedure (Hastie and Tibshirani, 1990 ). In the case of the univariate linear regression model, 4 it is well-known that the degrees of freedom is the number of estimated parameters, p. How-5 ever, in general there is no exact correspondence between the degrees of freedom and the 6 number of free parameters in the model (Ye, 1998) . For example, in the best subset selection 7 for univariate regression (Hocking and Leslie, 1967) , we search for the best model of size 8 p 0 ∈ {1, 2, . . . , p} that minimizes the residual sum of squares. The resulting model has p 0 9 parameters but intuitively the degrees of freedom would be higher than p 0 since the search 10 for the "optimal" subset of size p 0 increases model complexity . In other 11 words, for best subset selection the optimal p 0 -dimensional subspace that minimizes the 12 residual sum of squares clearly depends on y. Thus the final estimator is highly non-linear 13 in y, which results in the loss of correspondence between degrees of freedom and the number 14 of parameters in the model.
16
Similar arguments also apply to the reduced rank regression. Instead of searching for best 17 p 0 -variables as in the case of best subset selection, here we are searching for best r linear 18 combinations of the predictors that minimize the least squares loss, which should intuitively 19 suggest increased model complexity. Since the optimal rank r-subspace depends on the re-20 sponse matrix Y, the natural correspondence between number of free parameters and degrees 21 of freedom need not hold. This is where reduced rank regression is different from other linear 22 factor regression methods, e.g. principal component regression (Massy, 1965) . In principal 23 component regression, the factors are principal components of the design matrix X, which 24 do not depend on the response Y, thus the final estimator is still linear in Y.
26
The rest of the paper is organized as follows. In section 2, we review the degrees of freedom in 27 the framework of Stein's unbiased risk estimation (Stein, 1981) . The reduced rank regression 28 estimator is discussed in detail in section 3, additionally, we also introduce a more general 29 class of reduced rank estimators. Sections 4, 5 and 6 contain the main results on our proposed 30 exact unbiased estimator of the degrees of freedom including derivation of a closed form 31 expression, connections to naive degrees of freedom and almost everywhere existence. In 32 section 7, we show that the exact unbiased estimator of the degrees of freedom for reduced 33 rank regression methods can be significantly different from the naive estimator through 34 several numerical examples. We also show that using the exact unbiased estimate of degrees 35 of freedom can lead to gain in prediction accuracy over its heuristic counterpart. In section 36 8, we apply the developed method to a genetic association study, and we conclude the paper 37 with a discussion in section 9. showed that Stein's treatment can be considered as a special case of a more general notion 1 under the assumption of Gaussianity. Assume that we have data of the form (y n×1 , X n×p ).
2
Given X, the response originates from the following model y ∼ (µ, σ 2 I), where µ is the true 3 mean that can be a function of X, and σ 2 is the common variance. Then for any estimation 4 procedure m(·) with fitted valuesμ = m(X, y), the degrees of freedom of m(·) is defined as
The rationale is that more complex models would try to fit the data better, and hence 6 the covariance between observed and fitted pairs would be higher. This expression is not 7 directly observable except for certain simple cases, for example, when m(y) = Sy, a linear 8 smoother. In that case, it is not difficult to see that df (m) = tr(S). Stein was able to 9 overcome this hurdle for a special case when y ∼ N (µ, σ 2 I). Using a simple equality for the
10
Gaussian distribution, he proved that as long as the partial derivative ∂μ i /∂y i exists almost
11
everywhere for all i ∈ {1, 2, . . . , n}, the following holds
Thus, we have the following unbiased estimator of the degrees of freedom for the fitting
Using the degrees of freedom definition as in (3), Efron (2004) employed the covariance 15 penalty approach to prove that the C p -type statistics (Mallow, 1973) is an unbiased estimator 16 of the true prediction error, where
This reveals the important role played by the degrees of freedom in model assessment. It
18
gives us a principled way of selecting the optimal model without going for computationally 19 expensive methods such as cross-validation, and in certain settings it can offer significantly 20 better prediction accuracy than such methods (Efron, 2004) . Indeed the degrees of freedom
21
is an integral part of almost every model selection criterion, including Bayesian Information
22
Criterion (BIC) (Schwarz, 1978) , generalized cross-validation (GCV) (Golub et al., 1979) and 23 so on. Many important works followed that of Stein (1981) and Efron (2004) . For example,
24
Donoho and Johnstone (1995) used the SURE theory to derive the degrees of freedom for the 25 soft-thresholding operator in wavelet shrinkage; Meyer and Woodroofe (2000) employed this 26 framework to derive the same for shape restricted regression; Li and Zhu (2008) also used 27 this set-up to derive an unbiased estimator of the degrees of freedom for penalized quantile 28 regression. Zou et al. (2007) applied the SURE theory for the popular regression shrinkage 29 and variable selection method lasso (Tibshirani, 1996) . This is a challenging problem be- incurring any extra computational cost.
6
The degrees of freedom for the reduced rank estimators also proves to be a challenging prob-7 lem because of the non-linearity of the estimator. As we will see shortly, even though it 8 admits a closed-form solution, the solution is highly non-linear depending on singular value 9 decomposition of the least squares solution Y described in (6). In the next several sections,
10
we study the degrees of freedom of a general class of reduced rank estimators in the frame- To overcome the analytical difficulty in computing the degrees of freedom, Ye (1998) 
where (A) + denotes the Moore-Penrose inverse (Moore, 1920; Penrose, 1955 ) of a generic 28 matrix A. Note that this is well defined even when p, q > n or the design matrix X is of low loss of generality we assume that, rank( Y) =r = min(r x , q), where r x denotes the rank of 32 the design matrix. We will denote the k-th column of W and V by w k and v k respectively.
33
Using the Eckart-Young theorem (Eckart and Young, 1936) , it is not difficult to show that 34 the reduced rank regression estimator for (2) can be expressed as
where A (r) denotes the first r-columns of a generic matrix A. This rank constrained estima-1 tion procedure can also be viewed under a more general penalized least squares framework
in which the penalty is proportional to the rank of the coefficient matrix B, i.e., P(B) = 4 rank(B) (Bunea et al., 2011) , and it leads to a hard-thresholding of the singular values of 5 Y. More generally, under the regularized estimation framework (8), a set of reduced-rank 6 estimators may be indexed by the regularization parameter λ, which controls the penalty 7 level and hence the model's complexity. In light of that, we consider a broad class of such 8 reduced-rank estimators defined as
where each
] is a function of d k and λ, and they satisfy
To avoid confusion, we may simply write
rank regression estimator can be viewed as a special case of this general framework with criterion (Bunea et al., 2011) , the nuclear norm penalized estimator under an orthogonal 23 design (Yuan et al., 2007) , and the adaptive nuclear norm estimator proposed by Chen et al.
24
(2012b).
25
4 Degrees of freedom of reduced rank estimators
26
In the previous section we discussed a broad class of reduced rank estimators covering both that we start by rewriting the multivariate linear regression model (1) as follows
where ⊗ denotes the usual Kronecker product between matrices, and vec(·) stands for the 31 column-wise vectorization operator on a matrix. We will first derive the results for the 32 special case of reduced rank regression estimator (7) and later extend it to the general class 1 of model (9). Applying definition (4) we get
where tr(·) denotes the trace operator for a real square matrix. Recall that we assumed 3 rank( Y) =r = min(r x , q) which is not restrictive in general and does not depend on the 4 dimensions of the problem. Let X X = QS 2 Q be the eigen decomposition of X X, i.e.,
5
Q ∈ R p×rx , Q Q = I, and S ∈ R rx×rx is a diagonal matrix with positive diagonal elements.
6
Then, the Moore-Penrose inverse of X X can be written as (X X)
It then follows that H ∈ R rx×q admits an SVD of the form
where U ∈ R rx×r , U U = I, and V, D are defined in (6). The matrix H shares the of reduced rank regression as
where
) rx×q is the rank r approximation to H. The details 17 of this derivation could be found in the Appendix. For the general class of reduced-rank 18 estimators in (9), we have
Once again using similar matrix algebra we 20 arrive at a simpler expression for the degrees of freedom for the general class of reduced rank
whereH(λ) = UD(λ)V . It is now clear that the problem boils down to determining the di- for the mean matrix of a Gaussian distribution. We note that our set-up is very different 10 from the ones considered by Stein (1973) and Tsukuma (2008 with respect to an entry of the matrix itself. All the proofs are provided in the Appendix.
30
Theorem 5.1. Suppose H is an r x × q matrix of rank q, with r x ≥ q. Let its SVD be given by H = UDV , where
+ denoting the Moore-Penrose inverse, and 31 Z (ij) = ∂H/∂h ij is an r x × q matrix of zeros with only its (i, j)th entry being one. that motivated the findings for explicit forms of (12) and (13), which are summarized in the 17 following theorems. 
where for simplicity we write 
This suggests that the proposed estimator is always greater than the naive estimator, i.e., the 4 number of free parameters (r x + q − r)r. Similar to the lasso method in univariate regression 5 problems (Tibshirani, 1996; Zou et al., 2007) , the reduced-rank estimation can be viewed as 6 a latent factor selection procedure, in which we both construct and search over as many as 7r latent linear factors. Therefore, the increments in the degrees of freedom as shown in (16) 8 can be interpreted as the price we have to pay for performing this latent factor selection.
9
For the general methods considered in Theorem 5.3, this inequality no longer holds, due to 10 the shrinkage effects induced by the weights 0 ≤ s k ≤ 1. The reduction in the degrees of 11 freedom due to singular-value shrinkage can offset the price paid for searching over the set of 12 latent variables. Therefore, similar to lasso, adaptive singular-value penalization can provide 13 effective control over the model complexity (Tibshirani and Taylor, 2011; Chen et al., 2012b established (Reinsel and Velu, 1998) . Using techniques such as the perturbation expansion 25 of matrices (Izenman, 1975) , the consistency of Y implies the consistency of the estimated 26 singular values, i.e., the first r * estimated singular values converge to their nonzero true 27 counterparts while the rest converge to zero in probability. It follows that
in probability as n → ∞. An immediate implication of this result is that for each r = 1, ...,r,
29
if we assume the true model is of rank r, then in an asymptotic sense, the number of free of free parameters (Rohde and Tsybakov, 2011; Bunea et al., 2011; Chen et al., 2012b) .
36
These results provide further justification of the proposed unbiased estimator and reveal the 1 limitations, the underlying assumptions and the asymptotic nature of the naive estimator. with full rank and non-repeated singular values are "dense" in the set of all real matrices of 24 dimension r x × q. The following theorem gives that result.
25
Theorem 6.1. Let R rx×q be the space of all real-valued r x × q dimensional matrices equipped 26 with the Lebesgue measure µ. Also, let S ⊆ R rx×q denote the subset of matrices that have 27 full rank and no repeated singular values. Then µ(S) = 1.
28
To prove the theorem, we start with a few definitions and facts from algebraic geometry and 29 matrix analysis.
30
Definition 6.2. An algebraic variety over R k (or C k ) is defined as the set of points satisfying 31 a system of polynomial equations {f (x 1 , x 2 , . . . , x k ) = 0; ∈ I}.
32
Here each f (·) is a polynomial function of its arguments and I denotes an index set. If 
39
Now we prove the theorem. First we define 1 S 1 = {A ∈ R rx×q : A has at least one 0 singular value}, S 2 = {A ∈ R rx×q : A has at least one repeated singular value}.
Note that S c = S 1 ∪S 2 , thus it is enough to show that µ(S 1 ) = 0 and µ(S 2 ) = 0. By definition 2 6.2 and the discussion above it suffices to show that S 1 and S 2 are proper sub-varieties of 3 R rx×q . Note that S 1 can be rewritten as follows
Here det(·) denotes the determinant operator for a square matrix. Note that det(A A) is a 5 non-trivial polynomial in entries of A and hence S 1 is a proper sub-variety and has Lebesgue 6 measure 0. For S 2 note that if A ∈ R p×q has at least one repeated singular value, it implies 7 that A T A ∈ R p×q has at least one repeated eigenvalue. Then in view of proposition 6.3, S 2 8 can be reformulated as
This is an algebraic variety since it can be expressed as the solution to all minors of order 10 ≥ (q 2 − q) being equal to 0, which are all polynomial equations in the entries of A. Thus,
11
we have shown that, µ(S 1 ∪ S 2 ) = 0.
12
7 Simulation studies
13
In this section, we evaluate the performance of the proposed method by simulation studies.
14 Specifically, we aim to demonstrate two things: 1) the exact unbiased estimator of the 15 degrees of freedom for the reduced rank regression is in general significantly higher than the 16 naive estimator; 2) using the exact estimator of the degrees of freedom enables us to gain 17 prediction accuracy over the naive estimator. 
Unbiasedness

19
In this simulation, we aim to show that the degrees of freedom estimator defined via Theorem 20 5.2 is unbiased and it can be significantly higher than the naive estimator that simply counts 21 the number of free parameters. Here unbiasedness is defined over the error distribution,
22
and we treat X as a fixed design matrix. We conduct the study at two different parameter whereas the right singular vectors of B are generated by orthogonalizing a random standard 2 normal matrix. The difference between successive non-zero singular value of B is fixed at 2.
3
The error matrix is generated from i.i.d. standard normal distribution. We replicate the pro-4 cess 200 times; note that the design matrix remains fixed. We compare the proposed exact 5 method against the data perturbation technique (Ye, 1998) and the Monte-Carlo estimator of 6 the true degrees of freedom which is computed from (3). For the data perturbation method,
7
we consider 50 perturbations of the response matrix for each replication to estimate the 8 partial derivatives numerically. We used the choice of 0.1σ for the perturbation size, where 9 σ is the error standard deviation. Ideally we would expect the proposed exact estimator to 10 be fairly close to the data perturbation and Monte-Carlo estimator on average. We compare 11 estimators against the naive degrees of freedom estimate namely, df n (r) = r(r x + q − r),
12
which denotes the number of free parameters in a p × q matrix of rank r. Note that the 13 naive estimator does not depend on the data.
15
On the top row of Figure 1 we see that for both high-dimensional and low-dimensional bations of the data might lead to different singular directions being selected, which implies 27 higher variability in model complexity. This has also been noted by Ye (1998) , that is, if
28
we are trying to fit pure error components, the degrees of freedom tends to be higher and 29 unstable. show that for reduced rank regression, we can gain in prediction accuracy by using the exact 36 degrees of freedom estimator in a model selection criterion instead of the naive estimator.
37
Since our focus is on prediction accuracy, we consider generalized cross-validation(GCV) 38 (Golub et al., 1979) as our model selection criterion. This choice was motivated by the fact 39 that it does not require an estimate for the error variance. Other popular choices such as
40
Mallows C p (Mallow, 1973) require an estimate of error variance which is hard to obtain in 41 high-dimensional settings. In the context of reduced rank regression, the GCV criterion is 1 defined as follows
We select the model that minimizes the GCV criterion over 1 ≤ r ≤ min(n, p, q). Once again 3 we choose a low-dimensional and a high-dimensional setting for a comprehensive comparison.
4
LD Setting : n = 50, p = 12, q = 10, r 0 = 3 HD Setting : n = 40, p = 80, q = 50, r 0 = 5
For each setting we consider two different levels for error variance, namely, σ 2 = 1 and 4. This allows us to controls the signal to noise ratio defined as SNR = d r 0 (XB)/d 1 (E).
6
The numerator stands for the smallest non-zero singular value of the signal matrix, a mea-7 sure of the signal strength, whereas the largest singular value of the error matrix measures 8 the noise strength (Bunea et al., 2011) . Correlation among predictor variables is kept at 9 a moderate level of 0.5. The data generation scheme remains the same as before. We fit 10 the optimal model based on GCV with the exact degrees of freedom (GCV(e)) and GCV
11
with the naive degrees of freedom (GCV(n)) and report the following: estimation error of freedom estimators, we also computed the percentage of pairwise relative gain, which is 8 defined as follows
where Pred(e) denotes the prediction error when using exact degrees of freedom estimator 10 in the GCV criterion, similarly Pred(n) denotes the prediction error when using the naive 11 degrees of freedom estimator in GCV. Note that these ratios are computed on a per data 12 set basis. As we can see in Figure 2 , the boxplots tend to stay above zero almost always
13
indicating that the exact degrees of freedom outperforms the naive estimator consistently.
14 Also the relative gain is larger in the high-dimensional scenario.
15
8 Analysis of Arabidopsis thaliana data
16
In this section, we apply the proposed degrees of freedom methodology to fit a reduced rank 17 model to a genetic association data set that was published in Wille et al. (2004) We split the data set randomly into training and test sets of equal size. The model is fit 36 using the training samples and then we use it to predict on the test set. The performance 37 measure under consideration is the usual mean squared prediction error
The entire process is repeated 100 times based on random splits to ensure that the results 2 remain robust to the process of splitting. We used Mallow's C p , GCV and BIC with the 3 exact degrees of freedom and the naive degrees of freedom to select the optimal rank. The mean squared prediction errors for each method are summarized using the boxplot in (Table 2) . rank methods, such as, the nuclear-norm penalized regression (Yuan et al., 2007) . Since 27 reduced-rank estimation can be more effective when combined with sparse estimation, e.g.,
28
selecting latent factors of a sparse subset of original variables, it would be very interesting 1 to extend the methodology to sparse and low-rank models (Zou et al., 2007; Chen et al., 2 2012a; Bunea et al., 2012) . Another pressing problem concerns investigating the proposed 3 approach in reduced rank generalized linear models (Yee and Hastie, 2003; Li and Chan, 4 2007; She, 2012) . Finally, as the reduced rank methods are commonly used in multiple time 5 series analysis, the proposed approach can be extended to these settings, including reduced 6 rank models with multiple sets of regressors (Velu, 1991) and the co-integration problem 7 (Anderson, 2002a) .
8
Premultiplying both sides by v gives
It is obvious that the left-hand-side equals to 0, and it then follows that
Define ( From v v = 1, we know that v (∂v/∂θ) = 0. It then follows that
Define Z (ij) = ∂H/∂h ij be an r x × q matrix of zeros with only its (i, j)th entry equaling to one. For any θ = h ij , Figure 3: Left: boxplot of mean square prediction error of each method over 100 random splits; Right: Relative increase in prediction error for using naive degrees of freedom over the exact degrees of freedom estimator for each model selection criteria.
