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Consider the (1 + n)-dimensional Burgers’ equation
@u
@t
¼ a1 @
2u
@x21
þ a2 @
2u
@x22
þ a3 @
2u
@x23
þ    þ an @
2u
@x2n
þ bu @u
@x1
; ð1Þ
under the initial condition
uðx1; x2; x3; . . . ; xn; 0Þ ¼ u0ðx1; x2; x3; . . . ; xnÞ; ð2Þ
where ai, i= 1, 2, 3, . . ., n, and b are constants.Eq. (1) is also known as Richard’s equation, which is used
in the study of cellular automata, and interacting particle sys-
tems. Eq. (1) describes the ﬂow pattern of the particle in a lat-
tice ﬂuid past an impenetrable obstacle [1,2]; it can be also used
as a model to describe the water ﬂow in soils.
One and two dimensional Burgers’ equations are quite fa-
mous in wave theory, which has applications in gas dynamics
[3] and in plasma physics. Due to its broad range of applica-
tions, various studies have been made to generalize it to higher
dimensions.
In the past few decades, traditional integral transform
methods such as Fourier and Laplace transforms have com-
monly been used to solve engineering problems. These meth-
ods transform differential equations into algebraic equations
which are easier to deal with. However, these integral trans-
form methods are more complex and difﬁcult when applying
to nonlinear problems. Homotopy perturbation method
(HPM) is a new analytical method which was ﬁrstly proposed
534 V.K. Srivastava, M.K. Awasthiby He [4–6] to solve linear and nonlinear differential equations.
The method is a coupling of the traditional perturbation meth-
od and homotopy in topology. HPM deforms a difﬁcult prob-
lem into a simple problem which can be easily solved. It is the
most effective and convenient method for both linear and non-
linear equations. Unlike the traditional numerical methods,
homotopy perturbation method does not need linearization,
discretization, or any other transformation; large computa-
tional work and round-off errors are avoided. It has fast con-
vergence and high accuracy. Most perturbation methods
assume a small parameter exists, but most of the nonlinear
problems do not have small parameter at all. Many new meth-
ods have been proposed to eliminate the small parameter. Re-
cently, the applications of homotopy theory among researchers
and scientists appeared, and the homotopy theory becomes a
powerful mathematical tool, when it is successfully coupled
with perturbation theory.
Adomian decomposition method (ADM), which was intro-
duced by Adomian [7], is a semi-numerical technique for solv-
ing linear and nonlinear differential equations by generating a
functional series solution in a very efﬁcient manner. The meth-
od has many advantages: it solves the problem directly without
the need for linearization, perturbation, or any other transfor-
mation; it converges very rapidly and is highly accurate.
Differential transform method (DTM), which was ﬁrst ap-
plied in the engineering ﬁeld by Zhou [8], has many advanta-
ges: it solves the problem directly without the need for
linearization, perturbation, or any other transformation.
DTM is based on the Taylor’s series expansion. It constructs
an analytical solution in the form of a polynomial. It is differ-
ent from the traditional high order Taylor series method,
which needs symbolic computation of the necessary derivatives
of the data functions. Taylor series method computationally
takes a long time for larger orders while DTM method reduces
the size of the computational domain, without massive compu-
tations and restrictive assumptions, and is easily applicable to
various physical problems. The method and related theorems
are well addressed in [9,10].
In this work, we have employed HPM, ADM and DTM to
solve (1 + n)-dimensional Burgers’ equation. Four numerical
examples are carried out to validate and illustrate the above
three methods.
2. Homotopy Perturbation Method (HPM)
To describe HPM, consider the following general nonlinear
differential equation
AðuÞ  fðrÞ ¼ 0; r 2 X; ð3Þ
under the boundary condition
B u;
@u
@n
 
¼ 0; r 2 @X; ð4Þ
where A is a general differential operator, B is a boundary
operator, f(r) is a known analytic function, and oX is boundary
of the domain X. The operator A can be divided into two parts
L and N, where L is a linear operator while N is a nonlinear
operator. Then Eq. (3) can be rewritten as
LðuÞ þNðuÞ  fðrÞ ¼ 0; ð5ÞUsing the homotopy technique, we construct a homotopy:
vðr; pÞ : X ½0; 1 ! R which satisﬁes
Hðv; pÞ ¼ ð1 pÞ½LðvÞ  Lðu0Þ þ p½AðvÞ  fðrÞ;
or
Hðv; pÞ ¼ LðvÞ  Lðu0Þ þ pLðu0Þ þ p½NðvÞ  fðrÞ;
9>=
>;; r 2 X; p 2 ½0; 1;
ð6Þ
where p 2 [0, 1] is an embedding parameter, u0 is the initial
approximation of Eq. (3) which satisﬁes the boundary condi-
tions. Obviously, considering Eq. (6), we will have
Hðv; 0Þ ¼ LðvÞ  Lðu0Þ ¼ 0;
Hðv; 1Þ ¼ AðvÞ  fðrÞ ¼ 0;

: ð7Þ
Changing process of p from zero to unity is just that v(r, p)
from u0(r) to u(r). In topology, this is called deformation,
and L(v) and A(v)  f(r) are called homotopy. The homotopy
perturbation method uses the homotopy parameter p as an
expanding parameter [4–6] to obtain
v ¼ v0 þ pv1 þ p2v2 þ p3v3 þ    ¼
X1
n¼0
pnvn: ð8Þ
pﬁ 1 results the approximate solution of Eq. (3) as
u ¼ lim
p!1
v ¼ v0 þ v1 þ v2 þ v3 þ    ¼
X1
n¼0
vn: ð9Þ
A comparison of like powers of p give the solutions of various
orders.
Series (9) is convergent for most of the cases. However, con-
vergence rate depends on the nonlinear operator, N(v).
He [6] suggested the following opinions:
1. The second derivative of N(v) with respect to v must be
small as the parameter p may be relatively large.
2. The norm of L1 @N
@v must be smaller than one so that the ser-
ies converges.
Now we implement HPM method to Eq. (1). According to
HPM, we construct the following simple homotopy
@u
@t
þp a1 @
2u
@x21
a2 @
2u
@x22
a3 @
2u
@x23
an @
2u
@x2n
 
bu @u
@x1
 
¼ 0:
ð10Þ
With the initial approximation u(x1, x2, x3, . . ., xn, 0) = u0(x1,
x2, x3, . . ., xn), we suppose that the solution has following form
uðx1; x2; x3; . . . ; xn; tÞ ¼ u0ðx1; x2; x3; . . . ; xn; tÞ
þ pu1ðx1; x2; x3; . . . ; xn; tÞ
þ p2u2ðx1; x2; x3; . . . ; xn; tÞ
þ p3u3ðx1; x2; x3; . . . ; xn; tÞ þ    ð11Þ
Now substituting from Eq. (11) into Eq. (10) and equating the
terms with like powers of p, we get
p0 :
@u0
@t
¼ 0; ð12Þ
p1 :
@u1
@t
¼ a1 @
2u0
@x21
þ a1 @
2u0
@x22
þ a1 @
2u0
@x23
þ    þ a1 @
2u0
@x2n
 
þ bu @u0
@x1
;
ð13Þ
(1 + n)-Dimensional Burgers’ equation and its analytical solution: A comparative study of HPM, ADM and DTM 535p2 :
@u2
@t
¼ a1 @
2u1
@x21
þ a2 @
2u1
@x22
þ a3 @
2u1
@x23
þ    þ an @
2u1
@x2n
 
þ b u0 @u1
@x1
þ u1 @u0
@x1
 
; ð14Þ
and so on. We solve Eqs. (12)–(14), to get the values of u0, u1,
u2 etc. Thus as considering Eq. (11) and letting p= 1, we ob-
tain the approximate analytic solution of Eq. (1) as
uðx1; x2; x3; . . . ; xn; tÞ ¼ u0ðx1; x2; x3; . . . ; xn; tÞ
þ u1ðx1; x2; x3; . . . ; xn; tÞ
þ u2ðx1; x2; x3; . . . ; xn; tÞ
þ u3ðx1; x2; x3; . . . ; xn; tÞ þ    ð15Þ3. Adomian Decomposition Method (ADM)
Consider the following linear operators and their inverse
operators
Lt ¼ @
@t
; Lxixi ¼
@2
@x2i
; i ¼ 1; 2; . . . ; n;
L1t ¼
Z t
0
ðÞds; L1xixi ¼
Z xi
0
Z xi
0
ðÞdsds; i ¼ 1; 2; . . . ; n:
Using these notations, Eq. (1) becomes
LtðuÞ ¼
Xn
i¼1
aiLxixiðuÞ
 !
þ cu @u
@x1
: ð16Þ
Operating the inverse operators L1t to Eq. (16) and using the
initial condition gives
uðx1; x2; x3; . . . ; xn; tÞ ¼ u0ðx1; x2; x3; . . . ; xn; tÞ
þ L1t
Xn
i¼1
aiLxixiðuÞ
 !
þ bL1t u
@u
@x1
 
: ð17Þ
The decomposition method consists of representing the solu-
tion u(x1, x2, x3, . . ., xn, t) by the decomposition series
uðx1; x2; x3; . . . ; xn; tÞ ¼
X1
q¼0
uqðx1; x2; x3; . . . ; xn; tÞ: ð18Þ
The nonlinear term u @u
@x1
is represented by a series of the so-
called Adomian polynomials, given by
u
@u
@x1
¼
X1
q¼0
Aqðx1; x2; x3; . . . ; xn; tÞ: ð19Þ
The component uq(x1, x2, x3, . . ., xn, t) of the solution u(x1, x2,
x3, . . ., xn, t) is determined in a recursive manner. Replacing
the decomposition series (18) and (19) for u into Eq. (17) gives
X1
q¼0
uqðx1; x2; x3; . . . ; xn; tÞ ¼ u0ðx1; x2; x3; . . . ; xn; tÞ
þ L1t
Xn
i¼1
aiLxixiðuÞ
 !
þ bL1t
X1
q¼0
Aqðx1; x2; x3; . . . ; xn; tÞ
 !
:
ð20Þ
According to ADM the zeroth component u0(x1, x2, x3, . . .,
xn, t) is identiﬁed by the terms arising from the initial
or boundary conditions and from the source terms. Theremaining components of u(x1, x2, x3, . . ., xn, t) are determined
in a recursive manner as follows
u0ðx1; x2; x3; . . . ; xn; tÞ ¼ u0ðx1; x2; x3; . . . ; xnÞ; ð21Þ
ukþ1ðx1; x2; x3; . . . ; xn; tÞ ¼ L1t
Xn
i¼1
aiLxixiðuÞ
 !
þ bL1t ðAkÞ;
kP 0; ð22Þ
where the Adomian polynomials for the nonlinear term u @u
@x1
are derived from the following recursive formulation
Ak ¼ 1
k!
dk
dkk
X1
i¼0
kiui
 ! X1
i¼0
kiui
 !" #
k¼0
k ¼ 0; 1; 2; 3; . . . ð23Þ
First few Adomian polynomials are given as
A0 ¼ u0 @u0
@x1
; A1 ¼ u1 @u0
@x1
þ u0 @u1
@x1
;
A2 ¼ u2 @u0
@x1
þ u1 @u1
@x1
þ u0 @u2
@x1
;
A3 ¼ u3 @u0
@x1
þ u2 @u1
@x1
þ u1 @u2
@x1
þ u0 @u3
@x1
: ð24Þ
Using Eq. (22) for the Adomian polynomials Ak, we get
u0ðx1; x2; x3; . . . ; xn; tÞ ¼ u0ðx1; x2; x3; . . . ; xnÞ; ð25Þ
u1ðx1; x2; x3; . . . ; xn; tÞ ¼ L1t
Xn
i¼1
aiLxixiðu0Þ
 !
þ cL1t ðA0Þ; ð26Þ
u2ðx1; x2; x3; . . . ; xn; tÞ ¼ L1t
Xn
i¼1
aiLxixiðu1Þ
 !
þ cL1t ðA1Þ; ð27Þ
u3ðx1; x2; x3; . . . ; xn; tÞ ¼ L1t
Xn
i¼1
aiLxixiðu2Þ
 !
þ cL1t ðA2Þ; ð28Þ
etc. Then the qth term, uq can be determined from
uq ¼
Xq1
k¼0
ukðx1; x2; x3; . . . ; xn; tÞ: ð29Þ
Knowing the components of u, the analytical solution follows
immediately.
4. Differential Transform Method (DTM)
In this section, we give some basic deﬁnition of the differential
transformation. Let D denotes the differential transform oper-
ator and D1 the inverse differential transform operator.
Deﬁnition 1. If u(x1, x2, . . ., xn, t) is analytic in the domain X,
then its (n+ 1)-dimensional differential transform is given bys
Uðk1; k2; . . . ; kn; knþ1Þ ¼ 1
k1!k2!k3! . . . kn!knþ1!
 
 @
k1þk2þþknþknþ1
@xk11 @x
k2
2 @x
k3
3 . . . @x
kn
n @t
knþ1
uðx1;x2; . . . ; xn; tÞjx1¼0;x2¼0;...;xn¼0;t¼0;
ð30Þ
where
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X1
k1¼0
X1
k2¼0
  
X1
kn¼0
X1
knþ1¼0
Uðk1; k2; . . . ; kn; knþ1Þ
xk11 x
k2
2 x
k3
3    xknn tknþ1 ¼ D1½Uðk1; k2; . . . ; kn; knþ1Þ: ð31Þ
Deﬁnition 2. If u(x1, x2, . . ., xn, t) = D
1[U(k1, k2, . . ., kn,
kn+1)], v(x1, x2, . . ., xn, t) = D
1[V(k1, k2, . . ., kn, kn+1)],
and  denotes convolution, then the fundamental operations
of the (n+ 1)-dimensional differential transform are expressed
as follows:
(a)
D½uðx1; x2; . . . ; xn; tÞvðx1; x2; . . . ; xn; tÞ
¼ Uðk1; k2; . . . ; kn; knþ1Þ  Vðk1; k2; . . . ; kn; knþ1Þ
¼
Xk1
a1¼0
Xk2
a2¼0
  
Xkn
an¼0
Xknþ1
anþ1¼0
Uða1; k2  a2; . . . ; kn  an; knþ1
 anþ1ÞVðk1  a1; a2; . . . ; an; anþ1Þ: ð32Þ
(b)
D½auðx1; x2; . . . ; xn; tÞ  bvðx1; x2; . . . ; xn; tÞ
¼ aUðk1; k2; . . . ; kn; knþ1Þ  bVðk1; k2; . . . ; kn; knþ1Þ: ð33Þ
(c)
D
@r1þr2þþrnþrnþ1
@xr11 @x
r2
2 @x
r3
3    @xrnn @trnþ1
uðx1; x2; . . . ; xn; tÞ
 
¼ ðk1 þ 1Þðk1 þ 2Þ    ðk1 þ r1Þðk2 þ 1Þðk2 þ 2Þ    ðk2
þ r2Þ    ðknþ1 þ 1Þðknþ1 þ 2Þ    ðknþ1 þ rnþ1ÞUðk1
þ r1; k2 þ r2; . . . ; knþ1 þ rnþ1Þ: ð34Þ5. Computational illustrations
In this section, we describe the methods explained in the Sec-
tions 2–4 by the following four examples to validate the efﬁ-
ciency of the proposed methods.
Example 1. Consider (1 + n)-dimensional Burgers’ equation
@u
@t
¼ @
2u
@x21
þ @
2u
@x22
þ @
2u
@x23
þ    þ @
2u
@x2n
 
þ u @u
@x1
; ð35Þ
subject to the initial condition
uðx1; x2; x3; . . . ; xn; 0Þ ¼ u0ðx1; x2; x3; . . . ; xnÞ
¼ x1 þ x2 þ x3 þ    þ xn: ð36Þ5.1. Homotopy perturbation method
Applying the homotopy perturbation method to Eq. (35), we
have
@u
@t
þ p  @
2u
@x21
 @
2u
@x22
 @
2u
@x23
     @
2u
@x2n
 
 u @u
@x1
 
¼ 0: ð37Þ
In the view of HPM, we use the homotopy parameter p to ex-
pand the solution
uðx1; x2; x3; . . . ; xn; tÞ ¼ u0 þ pu1 þ p2u2 þ p3u3 þ    ð38ÞThe approximate solution can be obtained by taking p= 1 in
Eq. (38) as
uðx1; x2; x3; . . . ; xn; tÞ ¼ u0 þ u1 þ u2 þ u3 þ    ð39Þ
Now substituting from Eq. (38) into Eq. (37) and equating the
terms with identical powers of p, we obtain series of linear equa-
tions, which can be easily solved with the help of Mathematica
orMaple softwarepackages.First few linear equations are given as
p0 :
@u0
@t
¼ 0; ð40Þ
p1 :
@u1
@t
¼ @
2u0
@x21
þ @
2u0
@x22
þ @
2u0
@x23
þ    þ @
2u0
@x2n
 
þ u0 @u0
@x1
; ð41Þ
p2 :
@u2
@t
¼ @
2u1
@x21
þ @
2u1
@x22
þ @
2u1
@x23
þ    þ @
2u1
@x2n
 
þ u0 @u1
@x1
þ u1 @u0
@x1
 
: ð42Þ
Using the initial condition (36), the solution of Eq. (40) is given
by
u0ðx1; x2; x3; . . . ; xnÞ ¼ uðx1; x2; x3; . . . ; xn; 0Þ
¼ x1 þ x2 þ x3 þ    þ xn: ð43Þ
Then the solution of Eq. (41) will be
u1ðx1; x2;x3; . . . ; xn; tÞ ¼
Z t
0
@2u0
@x21
þ @
2u0
@x22
þ @
2u0
@x23
þ    þ @
2u0
@x2n
 
þu0 @u0
@x1

dt
¼ ðx1 þ x2 þ x3 þ    þ xnÞt: ð44Þ
Also we can ﬁnd the solution of Eq. (42) by using the following
formula
u2ðx1; x2; x3; . . . ; xn; tÞ ¼
Z t
0
@2u1
@x21
þ @
2u1
@x22
þ @
2u1
@x23
þ    þ @
2u1
@x2n
 
þ u0 @u1
@x1
þ u1 @u0
@x1
 
dt ¼ ðx1 þ x2 þ x3 þ    þ xnÞt2; ð45Þ
etc. Therefore, from Eq. (39), the approximate solution of Eq.
(35) is given as
uðx1;x2;x3; . . . ;xn; tÞ¼ ðx1þx2þx3þ þxnÞ
þðx1þx2þx3þ þxnÞt
þðx1þx2þx3þ þxnÞt2
þðx1þx2þx3þ þxnÞt3þ  ð46Þ
Hence the exact solution can be expressed as
uðx1; x2; x3; . . . ; xn; tÞ ¼ ðx1 þ x2 þ x3 þ    þ xnÞ
1 t ;
provided 0 6 t < 1: ð47Þ5.2. Adomian decomposition method
Using Eqs. (23) and (24), ﬁrst few components of the decom-
position series are given by
u0ðx1; x2; x3; . . . ; xn; tÞ ¼ x1 þ x2 þ x3 þ    þ xn; ð48Þ
u1ðx1; x2; x3; . . . ; xn; tÞ ¼ ðx1 þ x2 þ x3 þ    þ xnÞt; ð49Þ
u2ðx1; x2; x3; . . . ; xn; tÞ ¼ ðx1 þ x2 þ x3 þ    þ xnÞt2; ð50Þ
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u4ðx1; x2; x3; . . . ; xn; tÞ ¼ ðx1 þ x2 þ x3 þ    þ xnÞt4: ð52Þ
Then by the decomposition series, we get the solution
uðx1; x2; x3; . . . ; xn; tÞ ¼
X1
k¼0
ukðx1; x2; x3; . . . ; xn; tÞ
¼ u0ðx1; x2; x3; . . . ; xn; tÞ
þ u1ðx1; x2; x3; . . . ; xn; tÞ þ   
¼ ðx1 þ x2 þ x3 þ    þ xnÞ þ ðx1
þ x2 þ x3 þ    þ xnÞtþ ðx1
þ x2 þ x3 þ    þ xnÞt2 þ ðx1
þ x2 þ x3 þ    þ xnÞt3 þ    ð53Þ
Thus the exact solution can be expressed as
uðx1; x2; x3; . . . ; xn; tÞ ¼ ðx1 þ x2 þ x3 þ    þ xnÞ
1 t ;
provided 0 6 t < 1: ð54Þ5.3. Differential transform method
Taking the differential transform of Eq. (35), we have
ðknþ1 þ 1ÞUðk1; k2; . . . ; kn; knþ1 þ 1Þ
¼ ðk1 þ 2Þðk1 þ 1ÞUðk1 þ 2; k2; k3; . . . ; knþ1Þ þ ðk2
þ 2Þðk2 þ 1ÞUðk1; k2 þ 2; k3; . . . ; knþ1Þ þ    þ ðkn
þ 2Þðkn þ 1ÞUðk1; k2; k3; . . . ; kn þ 2; knþ1Þ
þ
Xk1
a1¼0
Xk2
a2¼0
  
Xkn
an¼0
Xknþ1
anþ1¼0
ðk1 þ 1 a1ÞUðk1 þ 1
 a1; a2; a3; . . . ; an; anþ1Þ Uða1; k2  a2; k3
 a3; . . . ; kn  an; knþ1  anþ1Þ: ð55Þ
From the initial condition (36), it can be seen that
uðx1; x2; . . . ; xn; 0Þ ¼
X1
k1¼0
X1
k2¼0
  
X1
kn¼0
Uðk1; k2; k3; . . . ; kn; 0Þ
xk11 x
k2
2    xknn ¼ x1 þ x2 þ x3 þ    þ xn; ð56Þ
where
Uðk1; k2; k3; . . . ; kn; 0Þ ¼
1; if ki ¼ 1; kj ¼ 0; i–j; i; j ¼ 1; 2; . . . ; n
0; otherwise

:
ð57Þ
Using Eq. (57) into Eq. (55), one can obtain values of U(k1, k2,
. . ., kn, kn+1) as
Uðk1; k2; k3; . . . ; kn; 1Þ ¼
1; if ki ¼ 1; kj ¼ 0; i–j; i; j ¼ 1; 2; . . . ; n
0; otherwise

; ð58Þ
Uðk1; k2; k3; . . . ; kn; 2Þ ¼
1; if ki ¼ 1; kj ¼ 0; i–j; i; j ¼ 1; 2; . . . ; n
0; otherwise

; ð59Þ
Uðk1; k2; k3; . . . ; kn; 3Þ ¼
1; if ki ¼ 1; kj ¼ 0; i–j; i; j ¼ 1; 2; . . . ; n
0; otherwise

; ð60Þ
Uðk1; k2; k3; . . . ; kn; nÞ ¼
1; if ki ¼ 1; kj ¼ 0; i–j; i; j ¼ 1; 2; . . . ; n
0; otherwise

; ð61ÞThen from Eq. (31), we have
uðx1; x2; . . . ; xn; tÞ ¼
X1
k1¼0
X1
k2¼0
  
X1
kn¼0
X1
knþ1¼0
Uðk1; k2; . . . ; kn; knþ1Þ
xk11 x
k2
2 x
k3
3    xknn tknþ1 ¼ ðx1 þ x2 þ x3 þ    þ xnÞ
þ ðx1 þ x2 þ x3 þ    þ xnÞtþ ðx1 þ x2 þ x3 þ    þ xnÞt2
þ ðx1 þ x2 þ x3 þ    þ xnÞt3 þ    ð62Þ
The exact solution, in closed form, is given by
uðx1; x2; x3; . . . ; xn; tÞ ¼ ðx1 þ x2 þ x3 þ    þ xnÞ
1 t ;
provided 0 6 t < 1: ð63ÞExample 2. Consider (1 + 3)-dimensional Burgers’ equation
@u
@t
¼ @
2u
@x2
þ @
2u
@y2
þ @
2u
@z2
þ u @u
@x
; ð64Þ
with the initial condition
uðx; y; z; 0Þ ¼ u0ðx; y; zÞ ¼ xþ yþ z: ð65Þ5.4. Homotopy perturbation method
According to HPM, we construct the following simple
homotopy
@u
@t
þ p  @
2u
@x2
 @
2u
@y2
 @
2u
@z2
 u @u
@x
 
¼ 0: ð66Þ
We suppose the solution has the following form
uðx; y; z; tÞ ¼ u0 þ pu1 þ p2u2 þ p3u3 þ    ð67Þ
By taking p= 1 in Eq. (67), the approximate solution can be
given as
uðx; y; z; tÞ ¼ u0 þ u1 þ u2 þ u3 þ    ð68Þ
Now substituting from Eq. (67) into Eq. (66) and equating the
terms with identical powers of p, we obtain series of linear
equations. The ﬁrst few linear equations are
p0 :
@u0
@t
¼ 0; ð69Þ
p1 :
@u1
@t
¼ @
2u0
@x2
þ @
2u0
@y2
þ @
2u0
@z2
þ u0 @u0
@x
; ð70Þ
p2 :
@u2
@t
¼ @
2u1
@x2
þ @
2u1
@y2
þ @
2u1
@z2
þ u0 @u1
@x
þ u1 @u0
@x
 
: ð71Þ
Then the solution of Eq. (69) using the initial condition (65) is
given by
u0ðx; y; zÞ ¼ uðx; y; z; 0Þ ¼ xþ yþ z: ð72Þ
We derive the solution of Eq. (70) in the following form
u1ðx; y; z; tÞ ¼
Z t
0
@2u0
@x2
þ @
2u0
@y2
þ @
2u0
@z2
þ u0 @u0
@x
 
dt
¼ ðxþ yþ zÞt: ð73Þ
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u2ðx; y; z; tÞ ¼
Z t
0
@2u1
@x2
þ @
2u1
@y2
þ @
2u1
@z2
þ u0 @u1
@x
þ u1 @u0
@x
  
dt
¼ ðxþ yþ zÞt2;
ð74Þ
and so on. Therefore, from Eq. (68), the approximate solution
of Eq. (64) is given by
uðx; y; z; tÞ ¼ ðxþ yþ zÞ þ ðxþ yþ zÞtþ ðxþ yþ zÞt2
þ ðxþ yþ zÞt3 þ    ð75Þ
Thus the exact solution is given by
uðx; y; z; tÞ ¼ xþ yþ z
1 t ; provided 0 6 t < 1: ð76Þ5.5. Adomian decomposition method
Using Eqs. (23) and (24), components of the decomposition
series are
u0ðx; y; z; tÞ ¼ xþ yþ z; ð77Þ
u1ðx; y; z; tÞ ¼ ðxþ yþ zÞt; ð78Þ
u2ðx; y; z; tÞ ¼ ðxþ yþ zÞt2; ð79Þ
u3ðx; y; z; tÞ ¼ ðxþ yþ zÞt3; ð80Þ
u4ðx; y; z; tÞ ¼ ðxþ yþ zÞt4; ð81Þ
and so on. By the decomposition series, we get the approxi-
mate solution as
uðx; y; z; tÞ ¼
X1
k¼0
ukðx; y; z; tÞ ¼ u0ðx; y; z; tÞ þ u1ðx; y; z; tÞ
þ u2ðx; y; z; tÞ þ    ¼ ðxþ yþ zÞ þ ðxþ yþ zÞt
þ ðxþ yþ zÞt2 þ ðxþ yþ zÞt3 þ    ð82Þ
Then the exact solution is given as
uðx; y; z; tÞ ¼ xþ yþ z
1 t ; provided 0 6 t < 1: ð83Þ5.6. Differential transform method
Taking the differential transform of Eq. (64), we have
ðk4 þ 1ÞUðk1; k2; k3; k4 þ 1Þ ¼ ðk1 þ 2Þðk1 þ 1ÞUðk1 þ 2; k2; k3; k4Þ
þ ðk2 þ 2Þðk2 þ 1ÞUðk1; k2 þ 2; k3; k4Þ
þ ðk3 þ 2Þðk3 þ 1ÞUðk1; k2; k3 þ 2; k4Þ
þ
Xk1
a1¼0
Xk2
a2¼0
Xk3
a3¼0
Xk4
a4¼0
ðk1 þ 1 a1Þ
Uðk1 þ 1 a1; a2; a3; a4Þ
Uða1; k2  a2; k3  a3; k4  a4Þ
ð84Þ
From the initial condition (65), we see that
uðx; y; z; t; 0Þ ¼
X1
k1¼0
X1
k2¼0
X1
k3¼0
Uðk1; k2; k3; 0Þxk1yk2zk3 ¼ xþ yþ z;
ð85Þwhere
Uðk1;k2;k3;0Þ¼
1; if ki¼1;kj¼0; i–j; i; j¼1;2;3
0; otherwise

: ð86Þ
Using Eq. (86) in Eq. (84), we obtain values of U(k1, k2, k3, k4)
as follows
Uðk1;k2;k3;1Þ¼
1; if ki¼1;kj¼0; i–j; i; j¼1;2;3
0; otherwise

; ð87Þ
Uðk1;k2;k3;2Þ¼
1; if ki¼1;kj¼0; i–j; i; j¼1;2;3
0; otherwise

; ð88Þ
Uðk1;k2;k3;3Þ¼
1; if ki¼1;kj¼0; i–j; i; j¼1;2;3
0; otherwise

: ð89Þ
Then from Eq. (31), we have
uðx; y; z; tÞ ¼
X1
k1¼0
X1
k2¼0
X1
k3¼0
X1
k4¼0
Uðk1; k2; k3; k4Þxk1yk2zk3 tk4
¼ ðxþ yþ zÞ þ ðxþ yþ zÞtþ ðxþ yþ zÞt2
þ    ð90Þ
The exact solution is given by the following expression
uðx; y; z; tÞ ¼ ðxþ yþ zÞ
1 t ; provided 0 6 t < 1: ð91Þ
Example 3. Consider (1 + 2)-dimensional Burgers’ equation
@u
@t
¼ @
2u
@x2
þ @
2u
@y2
þ u @u
@x
; ð92Þ
with the initial condition
uðx; y; 0Þ ¼ u0ðx; yÞ ¼ xþ y: ð93Þ5.7. Homotopy perturbation method
According to the HPM method, we construct the following
simple homotopy
@u
@t
þ p  @
2u
@x2
 @
2u
@y2
 u @u
@x
 
¼ 0: ð94Þ
We suppose that the solution has the form
uðx; y; tÞ ¼ u0 þ pu1 þ p2u2 þ p3u3 þ    ð95Þ
Taking p= 1 in Eq. (95), the approximate solution can be gi-
ven as
uðx; y; tÞ ¼ u0 þ u1 þ u2 þ u3 þ    ð96Þ
Now substituting from Eq. (95) into Eq. (94) and equating the
terms with equal powers of p, we obtain series of linear equa-
tions. First few linear equations are
p0 :
@u0
@t
¼ 0; ð97Þ
p1 :
@u1
@t
¼ @
2u0
@x2
þ @
2u0
@y2
þ u0 @u0
@x1
; ð98Þ
p2 :
@u2
@t
¼ @
2u1
@x2
þ @
2u1
@y2
þ u0 @u1
@x
þ u1 @u0
@x
 
: ð99Þ
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given by
u0ðx; y; tÞ ¼ uðx; y; 0Þ ¼ xþ y: ð100Þ
Then we derive the solution of Eq. (98) in the following form
u1ðx; y; tÞ ¼
Z t
0
@2u0
@x2
þ @
2u0
@y2
þ u0 @u0
@x
 
dt ¼ ðxþ yÞt: ð101Þ
Further we can ﬁnd the solution of Eq. (99) by using the fol-
lowing formula
u2ðx; y; tÞ ¼
Z t
0
@2u1
@x2
þ @
2u1
@y2
þ u0 @u1
@x
þ u1 @u0
@x
  
dt
¼ ðxþ yÞt2: ð102Þ
and so on. Therefore, from Eq. (96), the approximate solution
of Eq. (92) is given by
uðx; y; tÞ ¼ ðxþ yÞ þ ðxþ yÞtþ ðxþ yÞt2 þ    ð103Þ
The exact solution is expressed as
uðx; y; tÞ ¼ xþ y
1 t ; provided 0 6 t < 1: ð104Þ5.8. Adomian decomposition method
Using Eqs. (23) and (24), we have the components of the
decomposition series as
u0ðx; y; tÞ ¼ xþ y; ð105Þ
u1ðx; y; tÞ ¼ ðxþ yÞt; ð106Þ
u2ðx; y; tÞ ¼ ðxþ yÞt2; ð107Þ
u3ðx; y; tÞ ¼ ðxþ yÞt3; ð108Þ
and so on. By the decomposition series, we get the approxi-
mate solution as
uðx; y; tÞ ¼
X1
k¼0
ukðx; y; tÞ ¼ u0ðx; y; tÞ þ u1ðx; y; tÞ þ u2ðx; y; tÞ
þ    ¼ ðxþ yÞ þ ðxþ yÞtþ ðxþ yÞt2 þ ðxþ yÞt3
þ    ð109Þ
Thus the exact solution can be expressed as
uðx; y; tÞ ¼ xþ y
1 t ; provided 0 6 t < 1: ð110Þ5.9. Differential transform method
Taking the differential transform of Eq. (92), we have
ðk3 þ 1ÞUðk1; k2; k3 þ 1Þ ¼ ðk1 þ 2Þðk1 þ 1ÞUðk1 þ 2; k2; k3Þ
þ ðk2 þ 2Þðk2 þ 1ÞUðk1; k2 þ 2; k3Þ
þ
Xk1
a1¼0
Xk2
a2¼0
Xk3
a3¼0
ðk1 þ 1 a1ÞUðk1 þ 1 a1; a2; a3Þ
Uða1; k2  a2; k3  a3Þ ð111Þ
From the initial condition (93), we see that
uðx; y; 0Þ ¼
X1
k1¼0
X1
k2¼0
Uðk1; k2; 0Þxk1yk2 ¼ xþ y; ð112Þwhere
Uðk1; k2; 0Þ ¼
1; if ki ¼ 1; kj ¼ 0; i–j; i; j ¼ 1; 2
0; otherwise

: ð113Þ
Using Eq. (113) into Eq. (111), we obtain values of U(k1, k2,
k3) as
Uðk1; k2; 1Þ ¼
1; if ki ¼ 1; kj ¼ 0; i–j; i; j ¼ 1; 2
0; otherwise

; ð114Þ
Uðk1; k2; 2Þ ¼
1; if ki ¼ 1; kj ¼ 0; i–j; i; j ¼ 1; 2
0; otherwise

: ð115Þ
From Eq. (31), we have
uðx; y; tÞ ¼
X1
k1¼0
X1
k2¼0
X1
k3¼0
Uðk1; k2; k3Þxk1yk2 tk3
¼ ðxþ yÞ þ ðxþ yÞtþ ðxþ yÞt2 þ    ð116Þ
The exact solution is given by
uðx; y; tÞ ¼ ðxþ yÞ
1 t ; provided 0 6 t < 1: ð117ÞExample 4. Consider (1 + 1)-dimensional Burgers’ equation
@u
@t
þ u @u
@x
¼ @
2u
@x2
; ð118Þ
under the initial condition
uðx; 0Þ ¼ u0ðxÞ ¼ 2x: ð119Þ5.10. Homotopy perturbation method
Applying the homotopy perturbation method to Eq. (118), we
have
@u
@t
þ p  @
2u
@x2
þ u @u
@x
 
¼ 0: ð120Þ
By the HPM, we use the homotopy parameter to expand the
solution
uðx; tÞ ¼ u0 þ pu1 þ p2u2 þ p3u3 þ    ð121Þ
Taking p= 1 in Eq. (121), the approximate solution can be
obtained as
uðx; tÞ ¼ u0 þ u1 þ u2 þ u3 þ    ð122Þ
Substituting from Eq. (121) into Eq. (120), and equating the
terms with like powers of p, we get a series of linear equations.
First few linear equations are given as
p0 :
@u0
@t
¼ 0; ð123Þ
p1 :
@u1
@t
¼ @
2u0
@x2
 u0 @u0
@x
; ð124Þ
p2 :
@u2
@t
¼ @
2u1
@x2
 u0 @u1
@x
þ u1 @u0
@x
 
; ð125Þ
The solution of Eq. (123) using the initial condition (119) is gi-
ven by
u0ðxÞ ¼ uðx; 0Þ ¼ 2x: ð126Þ
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tion of Eq. (124) in the form
u1ðx; tÞ ¼
Z t
0
@2u0
@x2
 u0 @u0
@x
 
dt ¼ ð2xÞt: ð127Þ
Also after replacing u0 and u1 in Eq. (125) we ﬁnd the solution
of Eq. (125) as
u2ðx; tÞ ¼
Z t
0
@2u1
@x2
 u0 @u1
@x
þ u1 @u0
@x
  
dt ¼ ð4xÞt2: ð128Þ
Therefore, from Eq. (122), the approximate solution of Eq.
(118) is given by
uðx; tÞ ¼ ð2xÞ þ ð2xÞtþ ð2xÞt2 þ ð8xÞt3 þ    ð129Þ
The exact solution is given as
uðx; tÞ ¼ 2x
1þ 2t : ð130Þ5.11. Adomian decomposition method
Using Eqs. (23) and (24), the following components of the
decomposition series are obtained
u0ðx; tÞ ¼ 2x; ð131Þ
u1ðx; tÞ ¼ 4xt; ð132Þ
u2ðx; tÞ ¼ 8xt2; ð133Þ
u3ðx; tÞ ¼ 16xt3; ð134Þ
u4ðx; tÞ ¼ 32t4; ð135Þ
and so on. By the decomposition series, we get the approxi-
mate solution as
uðx; tÞ ¼
X1
k¼0
ukðx; tÞ ¼ u0ðx; tÞ þ u1ðx; tÞ þ u2ðx; tÞ þ   
¼ ð2xÞ þ ð4xÞtþ ð8xÞt2 þ ð16xÞt3 þ    ð136Þ
The exact solution, in closed form, is given by
uðx; tÞ ¼ 2x
1þ 2t : ð137Þ5.12. Differential transform method
Taking the differential transform of Eq. (118), we have
ðk2 þ 1ÞUðk1; k2 þ 1Þ þ
Xk1
a1¼0
Xk2
a2¼0
ðk1 þ 1 a1ÞUðk1 þ 1
 a1; a2Þ Uða1; k2  a2Þ
¼ ðk1 þ 2Þðk1 þ 1ÞUðk1 þ 2; k2Þ: ð138Þ
From the initial condition (119), it can be seen that
uðk1; 0Þ ¼
X1
k1¼0
Uðk1; 0Þxk1 ¼ 2x; ð139Þ
whereUðk1; 0Þ ¼
2; if k1 ¼ 1
0; otherwise

: ð140Þ
Using Eq. (140) into Eq. (138), we get values of U(k1, k2) as
Uðk1; 1Þ ¼
4; if k1 ¼ 1
0; otherwise

; ð141Þ
Uðk1; 2Þ ¼
8; if k1 ¼ 1
0; otherwise

; ð142Þ
etc. Then from Eq. (31), we have
uðx; tÞ ¼
X1
k1¼0
X1
k2¼0
Uðk1; k2Þxk1 tk2 ¼
X1
k2¼0
Uð1; k2Þ
¼ ð2xÞ þ ð4xÞtþ ð8xÞt2 þ ð16xÞt3 þ    ð143Þ
Thus the exact solution can be expressed as
uðx; tÞ ¼ 2x
1þ 2t : ð144Þ6. Conclusions
In this work, homotopy perturbation method, adomian
decomposition method and differential transform methods
have been successfully applied for solving (1 + n)-dimensional
Burgers’ equation. The solutions obtained by these methods
are an inﬁnite power series for appropriate initial condition,
which can, in turn, be expressed in a closed form, the exact
solution. The results reveal that the methods are very effective,
convenient and quite accurate mathematical tools for solving
(1 + n)-dimensional Burgers’ equation. These methods, which
can be used without any need to complex computations except
simple and elementary operations, are also promising tech-
niques for solving other nonlinear problems.References
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