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This paper is concerned with the solution of a simple stochastic optimal 
control problem by Dynamic Programming. It is intended to serve as a good 
example to show where the technique of Dynamic Programming can be 
fruitfully used in stochastic optimization problems. Unlike the well known 
quadratic loss solution, the optimal control is nonlinear and we give here an 
explicit recursive equation with which this control can be computed. Under 
certain simplifying assumptions, this problem can be considered as that 
arising from the study of guidance requirements in interplanetary trips. 
As such, results of some numerical work applying this theory to two 
examples concerned with guidance arc given. 
STATEXNT OF THEPROBLEU AKDTHE FOKY OF THE SOLUTION 
Given: the dynamic system 
dx(t) - = qqu(t) + T(q; 
dt 
x(0) x= 0 (1) 
where x(t) is a scalar denoting the state; u(t) is a scalar denoting the control; 
7(t) is a white Gaussian noise with zero mean and spectrum b(t); B(t) is a 
given function of time which will be assumed to be positive and monotonically 
nonincreasing. Assume that controls are to be executed at a given set of 
discrete times ii , i = 1, 2, *.., N, in the form of impulses and let the sizes 
of the impulsive controls at ti be denoted by fi so that 
u(t) = gfis(t - ti) (2) 
f-1 
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The problem is to find fi as a function of .Y~- which minimizes 
8 [$! ft ) .- (-g, 2(T)] 
i-l 
where h is a given constant multiplier and xi- is the value of the state imme- 
diately before the correction. Let xi- denote the state immediately after the 
correction. Substituting (2) into (1) gives the relation 
where ci are independent normal random variables with zero mean and 
variances ui2, 
2 
i 
!,+1 
02 b(z) dt (5) 
f4 
SOLUTION. Let the optimal control fi be denoted by fiO. It is shown in the 
Appendix that there exists a set of “threshold” numbers zi > 0, (i = 1, 2, 
e-e, N) such that 
fi” = t I 
sgn xi- 
- T (1 xi 1 - q) if 1 Jj- 1 > Zi 
(6) 
0 otherwise 
The set of numbers zi can be computed by the equation 
1 = -$& rE ki+,(s) exp [ - (’ LT)z ] ds 
t 
(7) 
where K,+r(s) are monotonically nondecreasing odd functions of s computable 
backwards by the recursive equation 
’ 7k /yrn k,+,(s) exp [. -- (s 
2q 1 ds if IYI <Zi 
ki(y) =: (8) 
otherwise 
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Computation starts at t, with 
i 
AY 
b(Y) ._- \ 
if 
1 
IYlGq 
(9) 
I 1 -SfPY 
\J% 
otherwise 
and proceeds backward using (7) and (8) 
REMARK. The nature of the solution presented above indicates that a 
control is applied at ti if, and only if, 1 xi- 1 > zi and that the effect of the 
control is to bring the state after the correction to xi+ = q sgn xi-. The 
variance of the state at the final time is bounded above by 
This solution is in some way similar to that obtained by Orford [I]. 
APPLICATIONS AND EXA~IPLES 
The problem given in the previous section can be considered as that of 
finding an optimal variable time-of-arrival guidance policy in interplanetary 
trips under the assumption that (I) the injection errors lie in the plane of the 
nominal transfer orbit, and (2) the trajectory correction times and the 
measurement histories are spccificd in advance. It is shown in refs. 2 and 3 
how such a problem can be formulated in terms of Eq. (I). 
Physically, as applied to the problem in guidance, the variable x(t) is the 
predicted terminal miss position based on all the data up to time 1; If(ti) j 
is the amount of velocity correction required for trajectory correction at time 
ii; D(t) is the sensitivity of the terminal miss distance to velocity changes at 
time t in the direction of maximum sensitivity; ~(1) is related to the difference 
between the observed signal and the estimated state at time t and is, therefore, 
a measure of the additional information concerning the predicted miss 
distance. We now give some numerical results which apply the computation 
procedure outlined in the previous section to two examples in guidance. 
Example 1. The Uniform Motion Model 
Consider a space ship (during the terminal phase of an interplanetary trip) 
which is homing with constant velocity V, on a massless planet. Let us assume 
that the transverse position and velocity deviations from the nominal trajec- 
tory be governed by a straight line model so that D(r) = T .- 1 where T 
is the time from start to impact, and is taken to be lo8 set (or approximately 
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FIG. 1. Threshold levels vs. correction times for various numbers of corrections 
10 days). The observations arc assumed to be purely positional and the 
estimates of the transverse position are assumed to be obtained by angle 
measurements at frequent intervals Al with constant angular accuracy us .l 
’ The detail description of this example can be found in ref. 2. 
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At the start of the problem, it is assumed that no tracking observations have 
been taken since the last midcourse maneuver so that the vehicle is assumed to 
be on its nominal orbit. The initial uncertainty is awm~ed to be only in 
velocity, the standard deviation of the initial velocity uncertainty being 
+ 3 m,scc. The numerical values of other parameters defining this approach 
guidance are: z‘, -- 3 kmsec, u c 1. 3 millirad, df I h. I f  wc assume 
that the last correction is a full correction and that the standard deviation 
of the desired terminal miss distance is 1250 km, then it can bc shown [2] 
that the last correction is to be esccutcd at 0.04 7’ from time of impact. The 
first correction time is arbitrarily set at 0.64 T from time of impact and our 
numerical work studies the effect of including various numbers of correc- 
tions between these two timings. 
Figure I gives the plot of the threshold levels E, wrsus the timing of the 
corrections with ~1.. the total number of corrections, as a parameter. The 
computation is done backwards from f  -= 0.96 7’ using the recursive cqua- 
tions derived in this paper. ‘1’0 save time, the numerical integration at every 
step (i.c,, over the infinite range) is done by Monte Carlo. It was found that, 
for the cast of eleven corrections, the computing time is about four minutes 
on IRkI 7094. It is of interest to note that the results in Fig. I seem to indicate 
4.0 50 t..u CO 
AVERAGE TOTAL “FLOCITY CORRECT,ON(M/SECJ 
FIG. 2. Average effort VS. number of corrections 
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that the boundary lines joining the threshold levels tend to approach a 
continuous curve. The implication is that the optimum correction strategy 
requires that corrections bc carried out continuously. 
In Fig. 2, the total expected velocity correction is plotted against the 
number of trajectory corrections where the timings of these corrections and 
the corresponding threshold levels are the same as those given in Fig. 1. 
The computation is also done by Monte Carlo. The result indicates, as has 
been found in other studies using linear control law [2], that the additional 
savings obtained with more than four corrections are almost negligible. 
:I 204Day Trip to Mars Leaving Earth on December 30, 1966 
This example considers a typical interplanetary trip from Earth to Mars. 
The model is the same as one of the examples considered in the paper by 
Breakwell, ‘rung, and Smith [3] for the study of guidance requirements 
where the trajectory correction strategy is derived using the optimum linear 
control law. It is assumed that the vchiclc leaves a massless Earth and transfers 
to a massless Mars. The transition matrices and, hence, the velocity sensitivi- 
tics D(r) can be obtained from perturbing a nominal Keplerian trajectory. 
Frc. 3. Comparison of average effort vs. rms terminal miss for various control 
strategies (3 corrections) 
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The orbit is determined by on-board angle measurements. In particular, 
it is assumed that the measurements consist of the direction of the Earth with 
an accuracy of f  2 millirad at a rate of l/hr, and the direction of Mars with 
an accuracy of 5 2 millirad at a rate of l(min. Both measurements are taken 
with respect to a star background. The initial errors arc assumed to be in 
velocity only with typical injection errors of the order of 15 to 20 mjsec. 
Figure 3 shows a plot of the total average velocity correction versus the 
ems terminal miss distance using three corrections. It is noted that terminal 
miss distance varies as the multiplier A is varied. The miss distance in this 
case of variable time of arrival is defined as the distance bctwecn the actual 
trajectory and the nominal Keplerian trajectory along a direction which is 
perpendicular to the relative velocity vector of the vehicle and Rlars (the 
incoming hyperbolic excess velocity vector) at the nominal time of arrival. 
The timings of these corrections were chosen empirically from the results in 
ref. 3. The first correction is to be executed at 202.4 days to go; the second 
correction is at 124.9 days to go; and the last correction is at 2.9 days to go. 
For purposes of comparison, we have included in the same figure the cor- 
responding velocity requirements using two other strategies. The two 
strategies are: 
(a) Full Correction. A full correction is one which totally nullifies the 
predicted miss. 
FIG. 4. Comparison of average effort vs. rms terminal miss for various control 
strategies (2 corrections) 
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(b) Optimum Linear Strategy. The optimum linear discrete strategy for 
a given set of timings is one where the velocity correction at ti is assumed to 
bc linearly related to the prcdictcd miss at ti-. The set of feedback gains are 
optimized to give the minimum total average velocity correction for a given 
terminal miss. 
It is seen that a definite improvement is obtained by using this nonlinear 
strategy. Figure 4 shows the same plot with only two corrections, which were 
set at 202.4 and 124.9 days to go, rcspcctively. This results in relatively 
large rms miss distances. The numerical result seems to indicate that the 
corresponding improvement using the nonlinear strategy also increases (to a 
maximum of 14 “/,) for large rms terminal misses. 
APPENDIX r! 
This appendix gives a derivation of the solution given by Eq. (6). Let 
W,(x;-) 1 Yin B 
2 if, ; 1.. (-$) Xi+1 
j-i 
f,(z,-).k=i,i+l,..., S .x-i-- (A.11 
where E a indicates a conditional expectation operation given a. It 
( 1 
follows from the “Principle of Optimality” [4] that 
(A.2) 
Now xi,Jxi- is N(fiDi -1 xi-, ui2) where N(a, b) indicates a normal random 
variable with mean a and variance b. Hence, 
(A.3) 
Returning to (A.2), it is seen that if fro # 0, then 
= -$& 1, /Q+,(S) exp (- (’ -fi~o~2F %-)” ) ds 
I 
(A.4) 
409 12/z-14 
358 
where 
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1‘4.5) 
and USC is made of (A.3). 
Let 
zi z f,D, .I- xi- 64.6) 
and assume that k,,i(s) is a monotonically nondecreasing odd function of s 
such that k,-i(s) = (I /ni, i) sgn s for [s 1 greater than some number ai L1 . 
It follows’ from (A.4) that there exists a f, K 0 and a zi > 0 such that (A.4) 
can be identically satisfied. In other words, the right-hand side of (A.4) is 1. 
Substituting this zr into (A.6) and making use of the fact that k,+i is odd 
leads to the result that the optimal controlf,” -# 0 is given by Eq. (6). The 
recursion equation (8) can be obtained by differentiating both sides of (A.2) 
with rcspcct to xi and using (-4.3) (A.4) and (6). 
It is char from (8) that if k,,.r( ) s is a monotonically nondecreasing odd 
function of s, so is k,(s). A typical k<(s) has the form 
It only remains to obtain &(s) and to verify that it has the form shown. This 
can be done by considering the one-stage process. From (A.l) 
W,(x,-) = .Mirr) E IAN i 
: O/2) hv- t-f@N)P 
f.VcxN xN- 
ON2 64.7) 
Differentiating the right-hand side of (A.7) with respect to fN yields 
sgn fNo .I- h(x,- + fNoDN) D, = 0 (A.8) 
* This is because we have assumed that D, > D,,, . It will not have a solution if 
D, -= Da,, . What this means physically is that if the effectiveness of the control is 
larger at t,,, than t, , then no control should bc applied at f, . 
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which implies that the optimal controlf,O -/‘- 0 is given by 
i 
sjq I 
- - - -- sgn .xN- 
fNO 4 4 
if 
1 
i*VN - - i 2 hl), 
(A.9) 
0 otherwise 
Hence, zN = l/hD, . Substituting (A.9) into (A.7) and differentiating both 
sides of (.4.7) with respect to xN-, we get 
Mx,-) L i 
As, 
1 
I 
- sgn xx- 
I), 
if 
1 
i .Xs- I < hi 
h’ 
otherwise 
which shows that kh.(s) is an odd and monotonically nondecreasing function 
of s and hence establishes the validity of our solution. 
The minimum loss is, of course, W,(x,-) = CC’,(O) which is given by 
We(O) = 6(Wl(X)) (A.lO) 
where .x is X(0, uo2). Let W,(O) =- Ci . Then, W,(x) can be obtained from 
&(x) and Ci recursively and Ci arc given by 
ci -- Jw~i+,(xi +I)) i = I, 2, .*a, iv - 1 
where xi+1 is N(0, uiz) and from (A.7), C, z ; (h/2) uN2. 
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