This paper presents a gravity optimised particle filter (GOPF) where the magnitude of the gravitational force for every particle is proportional to its weight. GOPF attracts nearby particles and replicates new particles as if moving the particles towards the peak of the likelihood distribution, improving the sampling efficiency. GOPF is incorporated into a technique for hand features tracking. A fast approach to hand features detection and labelling using convexity defects is also presented. Experimental results show GOPF outperforms the standard particle filter and its variants, as well as state-of-the-art Camshift guided particle filter using a significantly reduced number of particles.
Introduction
Among human body parts, the hand is the most effective means of non-verbal communication and plays an effective role in human computer interaction such as gesture recognition [1, 2] , virtual reality [3] , and computer games [4, 5] . Hand gesture recognition involves hand tracking and the difficulties in developing a hand tracking system include: high dimensionality of the tracking; finger self-occlusion; high processing speed; and rapid hand motion [6] . Hitherto, an accurate and real-time hand tracking system is still far from realised. In this paper we propose an approach which balances the need for real-time requirement and acceptable accuracy. The approach incorporates an improved particle filter for hand tracking and detects hand features by computing the convexity defects of the hand silhouette contour.
The standard particle filter (PF) also known as conditional density propagation (i.e., condensation) algorithm (e.g., [7] ) incorporates the use of complex motion models and is highly robust to clutter. However, it lacks the ability to run in real-time since the number of samples (or particles) is large in order to account for sudden movements of the object being tracked. A large number is also needed to overcome the samples impoverishment problem by populating some areas of the state-space that may be left empty due to prediction of the motion model that tends to cluster the samples in some area due to the predicted motion.
The ICondensation algorithm [8] , an extension of PF, permits the combination of the original random sampling filter representation with the information available from alternative sensors in the form of an importance function. The importance function aids the sampling from prior method by generating and concentrating samples in areas of the state-space that contain most information about the posterior. This 1 helps alleviate the samples degeneracy problem by avoiding to generate samples which have low weights to represent the posterior. Samples drawn from the importance function are systematically formulated in such a way that they do not change the probabilistic model of the tracker.
In [9] a local optimiser based on the stochastic meta-descent tracker is integrated after the standard particle propagation step. The new particles generated by the optimiser are combined with the original particles distribution which results in a smart particle filter that can track high-dimensional articulated structure with far fewer particles. In [10] , after particles propagation the mean shift embedded particle filter (MSEPF) is applied to move the particles to the nearby local modes with high likelihood resulting in better posterior estimation. Using significantly fewer particles, MSEPF operates robustly and with lesser computational burden. In [11] CamShift Guided Particle Filter (CAMSGPF) employs a simplified version of
CamShift which iterates at a smaller and fixed interval to reduce the computational burden. This is unlike
CamShift that will iterate until convergence. The optimisation procedure in CAMSGPF takes into account the current observation which results in new proposal density of the current samples for which new samples are drawn.
Since the introduction of PF for object tracking, most of the works derived thereafter evolve around the use of weighted particles to represent the posterior density. In this paper we propose the gravity optimised particle filter (GOPF) that generates a new set of particles based on current observation and allows each weighted particle to have its own gravitational force (from an analogy with Newton's law of universal gravitation) that will attract nearby particles towards the peak of the particles distribution. The newly generated particles is combined with the particles generated in the same way as with a PF. The weights for the new particles depend on their position relative to the current observation to enable the combined particles to maintain the multiple hypotheses nature of the tracker.
There are generally two approaches to hand tracking: model-based and appearance-based. The modelbased approach [12, 13] is based on parametric models of the shape and kinematic structure of the 3-dimensional (3D) hand. Using the motion history and dynamics of the hand, this approach predicts the model hypotheses when a new observation is made by measuring the dissimilarity between the expected model hypotheses with the actual observation. However, seeking the optimised solution in a multidimensional model parameters space especially with the complexity of hand motion and self occlusion makes this approach unreliable for long video sequences. Furthermore, the computational requirements is high. Recent work in [12] addresses this poblem using GPU-based software implementation and off-the-shelf Kinect sensor which demonstrates robust 3D articulated hand tracking in near real-time (15Hz) over a long sequence.
The appearance-based approach [14, 15] is based on appearance-specific 2D image mapping from a set of image features to a limited set of predefined poses. The approach is goal-oriented, where a small set of predefined poses needs to be recognised, making it impossible to estimate other poses. Variable length Markov model is combined with annealed PF in [16] to account for discontinuous changes during the 2 observations. The framework operates by automatic switching between first-order Markov model and PF.
The former is used for the case of previously observed events, whereas the later operates for the case of unseen events. In [13] , appearance-guided PF is used for high degree-of-freedom (DOF) tracking in image sequences. PF is extended by using state space vectors that act as attractors, and a probability propagation framework is derived to find the approximation for the maximum a posteriori solution. This solution avoids the drifting effect of PF.
In this paper we present a model-based framework for tracking hand features. The framework incorporates GOPF and a fast method for detecting hand features using convexity defects. The main advantage using the proposed hand features detection is due to its reasonable accuracy and fast processing. It also does not depend on offline learning from database of hand features or postures.
This paper is organised as follows: Section 2 provides an overview of the proposed hand tracking framework. Section 3 presents the details of GOPF. Section 4 provides detailed explanation of the measurement model. Finally, Section 6 and Section 7 respectively present the experimental results and conclusions.
Overview of the Proposed Hand Tracking Framework
In addition to the weighted particles generated in the same way as with a PF, the proposed hand tracking framework uses GOPF which utilises the gravitational concept to attract nearby particles towards the virtual likelihood particle, i.e., the current observation. The framework involves the combination of the standard PF and GOPF. At every time step, N particles of the 2N particles from the previous time step are resampled and propagated based on the PF framework. Using the locations of the N propagated particles as reference, a new set of m particles (where m < N ) are replicated at where some of the N particles close to the current observation should move due to the attraction effect (referred to as Algorithm 1). Another set of new n particles (where m + n = N ) are randomly propagated within the expected direction of the next observation (referred to as Algorithm 2) . The N , m, and n particles are combined to give the new total of 2N particles. This enhances the proposal density of the likelihood distribution while maintaining the original Bayesian distribution of the weighted particles. As the proposal density improves, the need for large number of particles reduces significantly. The framework also incorporates a model for hand features extraction with slight modification on the localisation and labelling of fingers as in [17] . Unlike in [17] where the dominant features are extracted using a k-cosine curvature, we use a faster approach using convexity defect [18] . Tracking the fingertips throughout an image sequence using only the hand features extraction algorithm might not work adequately, especially when the hand encounters partial or complete occlusion.
Therefore, GOPF (referred to as Algorithm 3) is incorporated in the framework to boost the stability of the hand tracking when encountering noisy measurements and occlusions.
Gravity Optimised Particle Filter (GOPF)
The ability of PF to handle multiple hyphotheses with non-linear motion and non-linear observations has made it the most widely used tracking technique [19, 10, 11, 20] . Object tracking in the PF framework [21, 7] is the process of sequentially estimating the state parameters x t at time t. Given the set of observations history Z t = {z 1 , ..., z t }, the Bayesian formulation of PF is expressed as the computation of posterior probability, i.e.,
where η is the normalisation constant, p(z t |x t ) is the likelihood model, p(x t |x t−1 ) is the motion model and p(x t−1 |Z t−1 ) is the temporal prior. At each time-step t of the PF iteration, the posterior probability is estimated by assigning each particle s
with a weight π (n) t . The weighted particle set {(s
.., N } represents the hypothetical states of the conditional state-density p(x t |Z t ) (i.e., the posterior probability) of the object at time t. The best approximation of the state is determined by either the highest weighted particle, or the average of particles' weights. The particles set at the next time-step is resampled and propagated according to the motion model. Computing the posterior probability with an integral over all possible state values [21, 7] in each iteration is computationally infeasible. To alleviate this problem, importance sampling or resampling is used to combine the prior knowledge of the object position and motion with any additional knowledge extracted from auxiliary sensors [8] . Since the dynamics of hand motion is non-linear, we adopt a general motion model of the Gaussian random walk [22] . The measurement in the current image is used to hypothesize the likelihood regions of the state space.
Theoretical basis of GOPF
Particles in a PF framework can be thought of as point masses of physical bodies in the theory of gravity. Each weighted particle is considered to have an additional property of gravity with a gravitational force proportional to its mass. Newton's law of universal gravitation [23] states that any point mass m 1 attracts every other single point mass m 2 by a force. The two point masses that are attracted towards each other can be viewed as time dependent in which the magnitude of the force at time t, i.e., F t , becomes greater. This in turn affects the acceleration of a point mass at time t, i.e., a t , a time dependent acceleration of motion. The computation of the positions of two attracting point masses at time t which considers time dependent acceleration is a time consuming iterative process, where the position of a point mass at time t is
where a t = Ft m , F t = G m1m2 r 2 , G is a gravitational constant and r is the distance between two point masses. For simplicity we assume a t is a constant acceleration and that every point mass starts at position l 0 = 0 with initial velocity u 0 = 0, thus the displacement of that point is
3.2. The Implementation of GOPF GOPF using Algorithm 1 uses the gravitational basis in Section 3.1. After the propagation of the previous time step a new set of particles {(g
t ), c = 1, ..., C} is generated in accordance with the current observation. Each weighted particle, generated in the same way as with a PF, has its own gravitational force whose magnitude is proportional to its weight. The PF integrated in our work is the condensation algorithm [7] implemented in OpenCV 2.1. We introduce a virtual particles T for which its state vector is the same as the current observation z t . The mass of the virtual particle m T is equal to 1 and is multiplied by a scale. Since two small particles would not have significant gravitational effect, the scale is set experimentally (normally set to 1000) to increase the effect of the gravitational force. The gravitional effect of every particlē
t ), n = 1, ..., N } is evaluated against the virtual particles T , where N is the number of particles. The weight π
is first updated based on p(z t |x t = s (n) t ), and the likelihood function (i.e., weight) is defined as
where r is the distance between the particless
The weight π (n) t is used to set the mass m P ofs i P , which is mutiplied by a factor scale. For every evaluation of the gravitational effect betweens i P ands T , two new particlesḡ P andḡ T are generated if the weight π (n) t is greater than or equal to a certain threshold τ . This is done by replicating wheres i P ands T should move to usingḡ P andḡ T , respectively. The replication process starts by calculating the force F t and acceleration a P and a T (step 8 of Algorithm (1)). If particles i P is about to be moved, the acceleration a P and a T ofs i P ands T , respectively, as well as the force F t are computed. Assuming a constant acceleration, the positions ofḡ P andḡ T at any time tStep are calculated in advance using (3).
The new particlesḡ P andḡ T are replicated when the ratio of the total displacement between displacements (i.e., ∆l P ofs i P and ∆l T ofs T ) and distance r are between 70% and 90%. Replicating new particles below than 70% ratio might create sample degeneracy problem, whilst replication at greater than 90% ratio might suffer from sample impoverishment. The cut off ratio, 80%, is selected to avoid sample degeneracy and impoversihment. One way to achieve this is by starting the computation at time tStep=0 and gradually increasing the tStep by 0.1 as illustrated in the top plot of Fig. 1 . The iteration is stopped when the total displacement is greater than 80%. The last tStep is used to replicate the new particles. However this process Algorithm 1 Replicate by gravity.
Generate new set of particles {(g
update weight π
particle mass m P = π
calculate F t , a P , and a T (Section (3.1))
9:
isShif ted = 0 10:
while NOT isShif ted AND tStep > 0 do 12: calculate ∆l P and ∆l T using (3) 13: if ( ∆lP +∆lT r ) < 0.8 then
14:
isShif ted = TRUE (7) 19: end if 20: tStep = tStep − 0.1 21: end while 22: assign g x=20 and x=180, respectively to reach a total displacement of greater than 80% with the final tStep=3.8.
A better way to achieve this is to start the computation at time tStep=k, and gradually decreasing tStep by 0.1 until the total displacement is less than 80% as illustrated in the bottom plot of Fig. 1 . This time decreasing iteration requires only 1 iteration with tStep starting at 3.0 and is thus preferred. Note that the final locations of the new particles are not the same for both ways. This sub-optimised solution is similar to the work in [10, 11] where the new particles are generated closer but not too close to the local mode. This maintains and improves the original Bayesian distribution of the weighted particles. The new weightω P for
whereas the new weightω T forḡ T is
where ∆l P and ∆l T are calculated using (3). Algorithm 2 Propagate within predicted drift region.
update weight ω
t ) 11: end for Algorithm 2 summarises the propagation procedure based on the PD region. Fig. 2(c) illustrates the region of possible propagation based on current observation and the PD (indicated by dashed line rectangle), where z t−1 and z t are respectively the locations of the previous and current observations. The PD region is determined by taking the difference ∆Ḋ = {∆ḋ x , ∆ḋ y } between z t and z t−1 in both horizontal x and vertical y directions. The upper and lower values in both directions, denoted asÛ = {û x ,û y } andL = {l x ,l y }, respectively, are set accordingly. Depending on ∆Ḋ direction,Û orL is added (minus for negative direction) with a threshold δ which are then used as an upper and lower bound when propagating g
t with random valuẽ r (line 9 of Algorithm 2). The initial value c used in the for loop is the last updated index in Algorithm 1, where C = N , is the total number of newly generated particles based on GOPF. The weight for g 
3: Update using Algorithm 1 or Algorithm 2 to give {(g
Hand Features Extraction
The approach taken for hand features extraction in this paper is appropriate for a hand interacting with an object while facing the camera and with finger bending one at a time. The frontal hand movement is limited to palm bending within 45
• in X, Y and Z axes.
One of the distinctive features of a hand is its skin colour. We adapt the implementation of the skin segmentation for face tracking in [24] for our GOPF based hand tracking framework. With some user interaction in the first video image frame, the skin colour is extracted. As an analysis of skin colour is not in within the scope of our current research, a fully automatic initialisation would be considered as a future work. The input RGB image to the segmentation algorithm is converted into the HSV colour space, and the hue channel I h is used to represent the image. Skin segmentation is achieved by matching I h with a normalised skin colour histogram distribution H skin via back projection. The resulting image I bp is a single channel image where each pixel in I bp is a probability value of that characterized by H skin , i.e.,
The largest skin coloured blob is considered to be the hand [12] . A contour is traced on I bp and DouglasPeucker polygon approximation method [25, 24] is used to reduce the number of redundant contour points cp.
Locating Potential Finger Valleys
A convex hull based on Sklansky method [26, 24] is implemented for detecting hand contour, and followed by extracting its convexity defects based on Homma's method in [18, 24] . Each convexity defect structure comprises valley/depth point dp(x, y), start point sp(x, y), end point ep(x, y) and depth ld as shown in Fig. 3(a) . There are four significant finger valleys denoted by V = {v 0 , v 1 , v 2 , v 3 } as shown in Fig. 3(b) .
To detect finger valleys of any hand, the four convexity defect structures with the deepest/longest ld are first selected as temporary finger valleys denotedV = {v 0 ,v 1 ,v 2 ,v 3 }. Note that the elements ofV are in sequential order in anticlockwise direction. The convexity defects 1, 3, 4 and 5 in Fig. 3 (a) are selected to be the four convexity defects with the deepest/longest ld. 
Thumb Localisation and Left/Right Hand Identification
In [17] , the labelling of fingertips starts with the localisation of the thumb, where the thumb tip is the fingertip that is always the farthest away from the average position of all fingertips. Once the thumb has been found, the rest of the fingertips are indexed according to their distance from the thumb tip. Our approach is slightly different to [17] by utilising the convexity defects to first locate the thumb valley and followed by the thumb tip. The subsequent process of labelling the remaining finger valleys and fingertips is presented in Section 4.3.
Assuming the hand is in outstretched position and is parallel to the image plane, the valley point dp(x, y) of v 0 , i.e., v 0 (dp(x, y)), is determined by calculating the maximum accumulated distance ad between each valley point with the other three valley points, i.e.,
||v c (dp(x, y)) − v i (dp(x, y))||
where v c (dp(x, y)) is the current valley point being analysed, v i (dp(x, y)) is the ith valley point and m is the number of valley points.
Once v 0 (dp(x, y)) is found, the process then determines if the object is of left or right hand. The distance d sp from depth point v 0 (dp(x, y)) to start point v 0 (sp(x, y)), and the distance d ep from depth point v 0 (dp(x, y)) to end point v 0 (ep(x, y)) are calculated. Left hand is identified if d ep < d sp , otherwise it is a right hand. The thumb tip f t 0 (x, y) is assigned the end point ep(x, y) or the start point sp(x, y) depending on whether it is right hand or left hand, respectively.
Labelling Finger Valleys and Fingertips
Assuming v 0 is found at index k inV , the remaining valleys v i in V where i = {1, 2, 3} are labelled using
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The fingertips F T = {f t i (x, y), i = 0, ..., 4} as shown in Fig. 3(b) are labelled as follows. For left hand, the fingertips are labelled using: ep(x, y) ), v 2 (sp(x, y))) ep(x, y) ), v 0 (sp(x, y))).
For right hand, the fingertips are labelled using:
During tracking, a new fingertip measurement must be within a certain radius threshold ϕ (determined experimentally to be 20 pixels for image size 320x240, as larger threshold value will represent a distance too large for a finger to move to) from the previous measurement, otherwise it is considered missing and the corresponding valley structure v i will use the previously measured v iprev . For tracking, all non-missing fingertips from F T are assigned to F T M = {f tM i (x, y), i = 0, ..., 4} indicating the measured locations of fingertips. For missing fingertips, the measurement process is presented in Section 4.6. Table 1 shows the fingertips that use their previously measured point when any or both valley depth points are missing during the current measurement. 
Determining Finger Pivots
We adapt the method in [27] to determine finger pivots P V = {pv i (x, y), i = 0, ..., 4}. A simpler representation is used for the pivots locations, where all finger pivots coincide with the pivot lines as shown in Fig. 4(a) , whereas in [27] , three finger pivots pv 0 (x, y), pv 2 (x, y) and pv 3 (x, y) do not. Fig. 4 (a) also shows that only two middle points can be recovered, namely middle (mid 23 (x, y)) and ring (mid 12 (x, y)), i.e.,
• mid 12 (x, y) = midpoint (v 1 (dp(x, y)), v 2 (dp(x, y))),
• mid 23 (x, y) = midpoint (v 2 (dp(x, y)), v 3 (dp(x, y))). The feature points, i.e., middle point between two depth point valleys, fingertips, and known pivot points, are used to estimate the pivots of all fingers. Unless otherwise specified, the pivot points are given by
where a and b are feature points, and the distance between two feature points (a − b) is scaled by a ratio l. By considering the geometry of hand features, the different values of l are set based on the percentage difference from a to b. The process is applied to both x and y elements of each point. Pivot points pv 1 (x, y), pv 2 (x, y), pv 3 (x, y) and pv 4 (x, y) are calculated by making the following substitutions in (11):
pv 1 (x, y), pv 2 (x, y), pv 3 (x, y) and pv 4 (x, y) are connected to form the main pivot line (see Fig. 4(a) ).
To find pv 0 (x, y), a temporary location is calculated similarly using (11) , where q * = temp, a = pv 4 , b = pv 3 , l = 2.8. This is followed by a rotation of 90
• perpendicular to the main pivot line, i.e.,
where
for left hand and β = π 2 for right hand. pv 0 and pv 4 are connected to form the thumb pivot line (see Fig. 4(a) ). When all P V and F T are extracted, all finger axes F A = {f a i (x, y), i = 0, ..., 4} are formed by connecting every fingertip f t i with its corresponding finger pivot pv i , denoted by f a i .
Finger Likelihood Region
Each finger likelihood region (FLR) (see Fig. 4(b) ) is used to determine whether a contour point cp i (x, y) on hand contour Q hand is within a specific FLR. FLR is determined by partitioning each finger using the positions of fingertips and finger pivots. Every pivot point has its corresponding left and right points respectively denoted by pvL i (x, y) and pvR i (x, y), where i = 0, ..., 4 correspond to the numbering of finger pivots. pvR 1 (x, y), pvL 4 (x, y) and pvL 0 (x, y) are calculated by making the following substitutions in (11):
• q * = pvR 1 , a = pv 1 , b = pv 2 , l = 0.6,
For pvR 0 (x, y), (11) is slightly modified to q * = (a − b) × l + b, where q * = pvR 0 , a = pv 4 , b = pv 0 , l = 0.4. pvL 1 (x, y), pvL 2 (x, y) and pvL 3 (x, y) are the midpoints between two adjacent finger pivots, i.e.,
Since finger pivots pv 1 (x, y), pv 2 (x, y), pv 3 (x, y) and pv 4 (x, y) are close to each other and the palm is assumed to be a rigid object, some of pvL i (x, y) share the same point with its adjacent pvR i+1 (x, y),
i.e., pvR 2 = pvL 1 , pvR 3 = pvL 2 and pvR 4 = pvL 3 . Similar to finger pivots, every fingertip has its own left and right points denoted respectively by f tL i (x, y) and f tR i (x, y), where i = 0, ..., 4 correspond to the numbering of fingertips. Denote a new temporary fingertip as f tT emp i (x, y) as the location for every fingertip. f tT emp i (x, y) is located 13% (based on every finger axis length) away from its corresponding fingertip location along the finger axis, i.e.,
The 13% extension is to create sufficient search space for contour points along fingertips so that the boundaries at the fingertips do not lie exactly on top of every fingertip. The line connecting f t i (x, y) and f tT emp i (x, y) is extended 120% more to create a new line connecting f tT emp i (x, y) and temp i (x, y), i.e.,
temp i (x, y) is rotated 90
• to the left to obtain f tL i (x, y) and to the right to obtain f tR i (x, y), i.e.,
where β = − π 2 , and i = 0, ..., 4. Fig. 4(b) shows the FLR for each finger. We define the FLR as F LR i = {pvL i (x, y), pvR i (x, y), f tL i (x, y), f tR i (x, y)}, comprising four points that define the boundaries, where i = 0, ..., 4 corresponds to the finger number.
A separate image I F LR is created with the same size as the input image frame I bp . I F LR is used as a lookup table to determine every cp i should they fall into any F LR i . I F LR array is first set to zero. Once an F LR i is determined, every pixel in I F LR which corresponds to a pixel enclosed by F LR i is set to i. This results in every finger region having pixel value that corresponds to the finger number.
Fingertip Measurement during Finger Bending
Precise fingertip measurement during finger bending is not practical for a real-time application and using only skin colour segmentation will fail to track the edge of a fingertip while it is bending. We thus propose Algorithm 4 as an approximate solution to fingertip measurement during finger bending.
In Algorithm 4, all contour points cp m of hand contour Q hand are evaluated, and in each iteration, every two consecutive contour points cp cur (x, y) and cp next (x, y) are extracted. Pixel value at cp next (x, y) in I F LR is stored in val 1 . For every fingertip in F T , if val 1 contains a value i (indicating that cp next (x, y) is within F LR i ), and if f t i uses its previous values, then the line ln cur connecting cp cur (x, y) and cp next (x, y) is evaluated to determine if it intersects with the corresponding finger axis f a i . The pixel locations in I F LR that correspond to the pixel locations along line ln cur are first set to a value k. Define the following determinants:
Algorithm 4 Finding fingertips during bending.
cp cur (x, y) = cp m (x, y) 3:
ln cur =from cp cur (x, y) to cp next (x, y)
5:
val 1 =get pixel value from I F LR at point cp next (x, y)
6:
for each f t i (x, y) in F T , i = 0, ..., 4 do
7:
if val 1 = i AND f t i (x, y) uses previous value then 8: set I F LR to k for all pixels along ln cur 9:
ip(x, y) = intersection point of ln cur and f a i axis 10: if ip(x, y) within I F LR frame then
11:
val 2 =get pixel value from I F LR at point ip(x, y)
12:
f tM i (x, y) = ip(x, y) 
where cp cur (x, y) = (a, b), cp next (x, y) = (c, d), f t i (x, y) = (e, f ) and pv i (x, y) = (g, h). The intersection point ip(x, y) between the line ln cur and finger axis f a i is
The resulting ip(x, y) is for the infinitely long lines, i.e., an intersection point can occur beyond the two line segments. To determine whether ip(x, y) lies on both line segments, a pixel value in I F LR corresponding to the position ip(x, y) is extracted and stored temporarily in val 2 . If val 2 is the same as k then ip(x, y)
is said to lie on both line segments ln cur and f a i . The measured fingertip is stored as f tM i (x, y). Fig. 5 illustrates a hand contour with the index finger while bending. Note that v 3 (dp(x, y)) is missing and onlyv 0 (dp(x, y)), v 1 (dp(x, y)) and v 2 (dp(x, y)) are measured. 
Hand Tracking Framework
GOPF is applied after the features extraction process to maintain the stability of the tracking of fingertips, especially during noisy measurements or occlusion. A validation gate mechanism is used in Algorithm 5
as a means to detect outliers in the measurement of f t i such as missing or misplaced features during measurements. Validation gate radius vgate i (initially set to 20 pixels for image size 320x240) for fingertip i is introduced to check if the distance between newly measured f t it and the previously measured f t it−1 is less than vgate i . If f t it is accepted, vgate i is reduced as well as ensure that the reduction does not fall below the validation gate threshold τ vgate (normally set to 20 pixels). On the other hand, if the distance is greater than vgate i , the validation gate vgate i is increased. The increment of vgate i is checked to ensure that it is no larger than 4 times the validation gate threshold τ vgate . At this point, the newly measured f t i is invalidated and considered to be an outlier since it is too far from the previous measurement. Therefore, f t i has to use the current state estimationŝ t . When this occurs, the fingertip i is in occlusion or currently experiencing noisy measurement. The increase in the size of vgate i will be used in the next measurement in new frame in order to enlarge the search space.
After f t i is updated in Algorithm 5, and if fingertip i is in occlusion, f t i is again iteratively checked against the extracted contour to search for the closest contour peak to f t i that is within τ vgate radius. If a peak is found, f t i is updated to that peak.
Algorithm 5 Outliers detection with validation gate.
if distance(f t it , f t it−1 ) < vgate i then 3:
if vgate i < τ vgate then 5:
end if
else 8:
if vgate i > (τ vgate × 4) then 10:
f t i =ŝ t
12:
13:
14: end for
Experimental Results
A synthetic experiment is used to compare the performance of GOPF with PF [7] . A simulation of a nonlinear movement is used to compare GOPF with variants of PF. The robustness of the proposed hand tracking algorithm is validated using real hand video sequences, where comparison is also carried out with state-of-the-art CAMSGPF. Occlusion handling performance is also performed on both synthetic and real video sequences. All experiments are performed on Intel Core 2 Duo 2 GHz processor with 4GB RAM.
OpenCV 2.1 is used as the programming environment.
Synthetic Experiment
A simple mouse tracker program is developed for which PF [7] and GOPF are applied to track the mouse movement as shown in Fig. 6 . This experiment is performed in order to find the best parameter settings for GOPF to achieve robust performance. Fig. 7 shows the performance of PF and GOPF with different threshold τ values. It shows that GOPF outperforms PF for all values of τ , and τ = 0.2 gives its best performance where the average error decreases as the number of particles increases. As the number of particles increases, τ < 0.2 results in degraded performance because more particles are replicated using Algorithm 1 instead of Algorithm 2. For τ > 0.2, the opposite happens. Larger τ values tend to give better results, but most replicated particles would be too concentrated at the true posterior, which results in low samples diversity. Thus, τ = 0.2 is used for GOPF for the remaining experiments in this paper. We simulate a random mouse movement (comprising 3,717 frames) where the mouse moves from different directions and going through a virtual square-shaped occlusion located at the centre of the screen as shown in Fig. 8 . There are no measurements whenever the mouse enters the virtual occlusion. We compare PF using 100 particles against GOPF using 20 particles and threshold τ = 0.2 on occlusions handling. The high peaks of the results in Fig. 9 indicates that the mouse is entering the virtual occlusion, and that GOPF outperforms PF during occlusion. The average error in the first 200 frames just before the first occlusion is 3.62 for PF and 3.03 for GOPF. Even without the occlusion, GOPF with 20 particles still performs better than PF with 100 particles. Fig. 10 shows the tracking estimation results of PF and GOPF between frames 200 and 300 which corresponds to the first peak in Fig. 9 . Immediately after entering the occlusion boundary, PF tends to get stuck at the last known measurement and slowly drifts downwards but still within the vicinity of the last known measurement as shown in Fig. 10 . GOPF however produces more reasonable tracking prediction using the last known mouse movement drift. It tends to follow the actual mouse movement even though there are no measurements during occlusion. 
Simulation
We compare the performance of GOPF with several variants of particle filters namely extended Kalman filter (EKF) [28] , sampling importance resampling PF (SIRPF) [29] , auxiliary PF (APF) [30] , and regularised PF (RPF) [31] using the nonlinear movement of an object whose position is represented by [32] x t = x t−1 2
and
where w t and j t are zero mean Gaussian random variables with variances 10 and 1, respectively, representing a severely nonlinear model. The works in [33, 29, 34, 21] use this movement to evaluate the performance of various particle filter algorithms. Root Mean Squared Error (RMSE) is used as a quantitative measure of performance. All variants including GOPF use 100 particles. The results in Table 2 are obtained by averaging the RMSE errors over 100 runs for each variant. We also added 5%, 10%, 15% and 20% zero mean Gaussian noise levels to the original data to evaluate the performance of the various methods in the presence of different noise levels. Although the performance of GOPF degrades with increasing noise level, Table 2 shows that GOPF consistently and significantly outperforms all other algorithms at all noise levels.
Consistent with the results demonstrated in [21] , APF always shows slightly better performance compared to SIRPF and RPF, whereas SIRPF and RPF always show comparable performance. 
Qualitative Analysis
A real video sequence is used to evaluate the proposed hand tracking framework. The sequence comprises 416 frames of 320x240 colour images running at 30 fps of a hand with the palm parallel to the camera image plane, and captured using Logitech Quickcam 3000. In this sequence, each finger is bending one at a time starting with the thumb, followed by index, middle, ring and pinky. The first frame shows the hand with all fingers in stretched position. A small region of skin colour is manually sampled in the first frame to be used for skin colour segmentation in the subsequent frames. In the first frame, all finger valleys and fingertips are identified and labelled using the methods in Section 4.1 to Section 4.5. GOPF using 20 particles and τ = 0.2 is then applied to track every fingertip in the subsequent frames where it is observed that the tracking operates at the video rate of 30 fps. Fig. 11 shows some qualitative comparisons of hand tracking using PF [7] and GOPF. Note that the measurement noise causes the measured fingertips to not lie exactly at the actual positions. The result using GOPF optimises the tracking towards the true posterior with an equivalent performance of PF using 1000 particles. 20 GOPF is also applied to a sequence in [35] . This sequence comprises 600 frames of 228x284 colour images of hand bending one finger at a time starting from thumb, followed by index, middle, ring and pinky. Our hand tracking framework is able to track the whole sequence reliably. Fig. 12(a) shows the sequence at frame 326 where the middle finger is bending with all other fingers successfully tracked. Pinky and ring fingers appear closer towards each other, merging them to a single contour as shown in Fig. 12(b) . However, the tracking framework is still able to track the two fingers separately. 
Hand Tracking: PF vs. GOPF
To validate the performance of GOPF quantitatively, the same sequence as in Fig. 11 is used to compare its tracking results against the ground truth. Since it is difficult to obtain ground truth data for real hand video sequence, a common approach [16] [35] to a quantitative evaluation of hand tracking is to use a manually annotated ground truth. Every fingertip is manually annotated and stored in F T GT = {f tGT i (x, y), i = 0, ..., 4}. Fig. 13 shows the average error of tracking the five fingers, defined as
where f tM i are the positions of fingertips determined by PF [7] or GOPF. Clearly, GOPF with fewer than 50 particles far outperforms PF with more than 1000 particles. According to [20, 16] , and as shown by our experiment, increasing the number of particles does not improve the accuracy significantly. 
GOPF vs. PF and CAMSGPF
GOPF is further compared with PF [7] and CAMSGPF [11] . Using the state vector of every propagated particles as the measurement vector, CAMSGPF works by re-applying or re-measuring the current image using the simplified CamShift, moving every particle close to the true local mode. GOPF attracts nearby propagated particles towards the true local mode using gravitational concept without involving any remeasurement. As reported in [11] , CAMSGPF using only 10 particles shows comparable performance with PF using 100 particles. We applied CAMSGPF using 10 particles to track a moving hand in a real video sequence comprising 80 frames as shown in Fig. 14 . The hand is moving from the right to the left of the frame.
The result in Fig. 15 shows the comparable performance of CAMSGPF using 10 particles and PF using 100 particles. It is clear that PF using only 10 particles performs worst. Some significant spikes can be seen in the results of CAMSGPF at frames 2 to 4 and at frames 44 to 58, whereas PF using 100 particles shows considerable stability. The same pattern can be seen in the tracking result on the hockey sequence in [11] , where CAMSGPF shows some fluctuations at frames 400 to 450 of the sequence. This shows some slightly poor performance of CAMSGPF using 10 particles than with PF using 100 particles in term of stability. Fig. 15 shows GOPF with 10 particles is more stable compared to PF using 100 particles. The average errors in tracking are 5.2 for CAMSGPF using 10 particles, 13.6 for PF using 10 particles, 4.2 for PF using 100 particles, and 4.1 using GOPF. The poor performance in the average error of CAMSGPF is partly due to its optimisation process that might converge into false local mode. 
Hand tracking under different hand movements
The performance of the hand tracking framework in tracking a long video sequence comprising 924 frames of different hand movements is also evaluated. The sequence starts with the hand moving closer and slowly moving farther away from the camera, and then back to its original position. This type of movement has the effect of scaling the object larger or smaller. The hand then moves up and down which shows the object translation from one position to another. All these movements maintain the palm to be parallel to the camera. The movements right after this point do not maintain the palm parallel to the camera.
The wrist is bent forward and backward, moving the fingertips closer and farther away from the camera, respectively. The movement is stopped when the wrist has turned roughly 45
• during forward or backward movement. The whole hand is than twisted forward and backward moving the thumb closer and farther awayfrom the camera, respectively. Again, the movement is limited to twisting the hand at roughly 45 • during forward or backward movement. Fig. 16 shows the framework is able to track all movements successfully and reliably, where the predicted positions of fingers (denoted by white lines) coincide with the measured positions (denoted by black lines). 
Hand tracking in challenging environment
The performance of GOPF with 20 particles to track hand movement in cluttered background is evaluated. The video sequence used in this experiment comprises 710 frames of size 320x240, where a hand enters the scene performing various movements that involve scaling, rotation and translation. The result in Fig. 17 shows successful tracking of the hand throughout the video sequence.
GOPF is also evaluated with a more challenging environment in a video sequence containing 585 frames of size 320x240, where the background as well as the foreground contain skin coloured objects. The foreground contains left and right hands where each hand moves closer towards the camera interchangeably. In this sequence, GOPF is used to track the left hand. Fig. 18 shows the results of the hand tracking. Initially, only the left hand is present and is tracked as shown in frame 24. In frame 158, the right hand enters the scene and as the right hand moves closer towards the camera, its contour becomes the largest skin coloured blob to be detected. However, the hand tracking framework is able to maintain lock on the left hand. In frames 162 and 432, the left hand contour are distorted by a skin coloured background. However, the hand tracking framework successfully maintains correct tracking of the hand in these frames. The results on this sequence demonstrate the ability of GOPF to successfully track the hand under significant illumination changes especially when the hand moves closer or away from the camera, i.e., even though deformed hand contours are extracted.
Occlusion handling
To evaluate the performance of GOPF with 20 particles for occlusion handling in real image video, a sequence comprising 319 frames of left hand moving randomly and being occluded twice by an object is used. Fig. 19 shows the results where frame 101 shows the tracking before the occlusion. The circle on each fingertips shows the validation gate. At frame 101, the validation gates are at their minimum radius of 20 pixels. As the occlusion occurs in frame 107, all fingers cannot be measured and the validation gates for all fingertips increase. As the occlusion disapears in frame 119, fingertips pinky, ring, and middle have fully recaptured new measurements and their validation gates return to minimum radius. Index fingertip is still minimizing the validation gate, while thumb fingertip has just recovered new measurement. When the occlusion completely dissapears at frame 121, almost all fingertips' validation gates have returned to minimum radius. 
Conclusions
In this paper, we propose a novel tracking algorithm GOPF by incorporating PF and the replication of new particles based on gravitational attraction which improves the sampling efficiency as well as significantly reducing the required number of particles compared to PF. The hand features extraction algorithm which utilises the convex hull and the convexity defects of the hand shape robustly detects and labels each finger, as well as identifying if they are of the left or right hand. In terms of accuracy, the GOPF based tracking outperforms the PF based tracking including various well known variants of PF such as EKF, SIRPF, APF and RPF. GOPF also outperforms the state-of-the-art CAMSGPF algorithm in terms of stability.
Integration and animation with an OpenGL hand model is the focus of future work where the use of stereo imaging technique will be incorporated to increase the accuracy of 3D pose estimation. The proposed GOPF based hand tracking framework has several limitations, and are subject to improvement in future works. The hand features extraction method may fail in the event the palm twists more than 45
• . Complete occlusion for a longer period of time might cause the tracker to fail. Fewer parameters usage is preferable in hand features extraction to avoid missing many parts of the parameters during extraction. Lastly, threshold parameters are set in pixels unit and mostly work for image size of 320x240. Although threshold parameters can be adjusted for different image sizes, it is not intended to be used for this framework as it may degrade the speed (when using large image size) or the accuracy (when using small image size) of the tracking framework.
