We apply the holonomic gradient method introduced by Nakayama et al. [23] to the evaluation of the exact distribution function of the largest root of a Wishart matrix, which involves a hypergeometric function 1 F 1 of a matrix argument. Numerical evaluation of the hypergeometric function has been one of the longstanding problems in multivariate distribution theory. The holonomic gradient method offers a totally new approach, which is complementary to the infinite series expansion around the origin in terms of zonal polynomials. It allows us to move away from the origin by the use of partial differential equations satisfied by the hypergeometric function. From numerical viewpoint we show that the method works well up to dimension 10. From theoretical viewpoint the method offers many challenging problems both to statistics and D-module theory.
Introduction
For multivariate distribution theory in statistics, the theory of zonal polynomials and hypergeometric functions of matrix arguments, introduced by A.T. James and other authors, was a very important development in the 1950's. They allowed explicit expressions of density functions and cumulative distribution functions of basic test statistics under non-null cases. Zonal polynomials are based on the representation theory of real general linear group and they possess many interesting combinatorial properties. Properties and applications of zonal polynomials and hypergeometric functions of matrix arguments are surveyed in Gross and Richards [5] and Richards [25] . Zonal polynomials are special cases of Jack polynomials, whose properties have been intensively studied by many mathematicians. See for example Chapters VI and VII of Macdonald [18] and Stanley [29] . Jack polynomials are further generalized to Macdonald polynomials (see, e.g., Kuznetsov and Sahi [17] ).
Zonal polynomials and hypergeometric functions of matrix arguments are important and difficult to compute in non-null cases rather than the null case, where the covariance matrix is a multiple of the identity matrix. In the null case there are several approaches to obtain the distribution function or moments. Recent representative approach is to use the random matrix theory (RMT) and the landmark study on the connection between RMT and multivariate analysis was conducted by Johnstone [12, 13] . Butler and Paige [2] proposed a method to compute the exact null distributions based on their Pfaffian representation given by Gupta and Richards [6] .
Despite the above nice mathematical properties of zonal polynomials and hypergeometric functions of matrix arguments, from practical viewpoint they were not really useful for computations. Coefficients of zonal polynomials can be computed only through nontrivial combinatorial recursions. Although very ingenious recursion algorithms have been recently developed (Koev and Edelman [14] ), computing zonal polynomials of large degrees remains to be a difficult problem because of inherent combinatorial complexities. Also, the convergence of infinite series expansion of hypergeometric functions of a matrix argument in terms of zonal polynomials was found to be slow (Muirhead [21] , Hashiguchi and Niki [7] ). Since the expansion of the hypergeometric function in terms of zonal polynomials is the expansion at the origin, the convergence for large values of the argument is necessarily slow.
The holonomic gradient method allows us to move away from the origin by the use of partial differential equations. Thus our approach provides a promising new method for attacking a longstanding problem in multivariate statistics. Our holonomic gradient method is, in spirit, on the track of the holonomic systems approach to combinatorial identities by Zeilberger [36] . Note that the series expansion and our holonomic gradient method are in fact complementary methods, because our method needs the series expansion for obtaining initial values for the partial differential equations.
The main purpose of this paper is to verify the performance of holonomic gradient method for 1 F 1 . We found that a straightforward implementation of the holonomic gradient method works well for dimensions up to 10.
Butler and Wood [3] showed that the Laplace method gives a very good approximation to 1 F 1 even for a high dimension, e.g., m = 32. However the Laplace method needs a peaked density function, which corresponds to a large degrees of freedom. Our method is an exact method, where the errors only come from discretization in numerically solving differential equations and the accuracies in the initial values. Hence our method works even for small degrees of freedom.
The organization of this paper is as follows. In Section 2 we summarize preliminary facts on the exact distribution of the largest root of a Wishart matrix. In particular we state the partial differential equation for 1 F 1 by Muirhead [20] . In Section 3, for expository purposes, we fully describe our holonomic gradient method for dimension two. In Section 4 we derive properties of Pfaffian system for general dimensions. The Pfaffian system is a system of partial differential equations and is called an integrable connection in some literatures. Results of symbolic computations are presented in Section 5 and results of numerical experiments are presented in Section 6. We end the paper with discussion of open problems in Section 7.
Preliminaries
Let κ = (k 1 , . . . , k l ) ⊢ k be a partition of a non-negative integer k and define the Pochhammer symbol (a) κ by
Let C κ (Y ) denote the ("C-normalization" of) zonal polynomial indexed by κ of an m × m symmetric matrix Y . It is a homogeneous symmetric polynomial of degree k in the characteristic roots
For zonal polynomials in statistics see, e.g., James [10] , Muirhead [22] , Takemura [34] and Mathai et al. [19] . A hypergeometric function of a matrix argument is defined (Constantine [4] ) as
In this paper we study holonomic gradient method for 1 F 1 (a; c; Y ). Let I m denote the m × m identity matrix and let |X| denote the determinant of X. For ℜa > (m + 1)/2, ℜ(b − a) > (m + 1)/2, 1 F 1 (a; c; Y ) has the following integral representation
where 0 < X < I m means that X and I m − X are positive definite, dX = i≤j dx ij is the Lebesgue measure of the upper triangular entries of X, and
The hypergeometric function 1 F 1 satisfies the the following Kummer relation (see (2.8) of Herz [8] , (51) of James [10] ):
Note that (2) implies that 1 F 1 is an entire function in Y .
The cumulative distribution function of the largest root ℓ 1 of the m × m Wishart matrix W with n degrees of freedom and the covariance matrix Σ is written as follows
where
This follows from the results in Section 9 of Constantine [4] and the Kummer relation (3) . See also Sugiyama [31] .
The following partial differential equations for 1 F 1 (a; b; Y ) were derived by Muirhead [20] .
Theorem 1 (Theorem 5.1 of Muirhead [20] , Theorem 7.5.6 of Muirhead [22] ). The hypergeometric function F = 1 F 1 (a; c; Y ) of a matrix argument Y = diag(y 1 , . . . , y m ) is the unique solution of the following set of m partial differential equations
subject to the conditions that F is symmetric in y 1 , . . . , y m and F is analytic at Y = 0,
The partial differential equation (5) has singularities along y i = 0 and y j = y i , j = i. However since F is an entire function, F is determined by the partial differential equations on the open region X = {y ∈ C m | m i=1 y i i =j (y i − y j ) = 0}. In this paper we call X the non-diagonal region. Using
we can rewrite (5) as g i F = 0, i = 1, . . . , m, where
is a differential operator annihilating F . In our holonomic gradient method we make a direct use of the partial differential equations for numerical evaluation of 1 F 1 .
Holonomic gradient method for dimension two
In this section we illustrate the holonomic gradient method for the case of m = 2. Although our purpose is to implement an algorithm of our method for a larger dimension, for clarity it is best to do "by hand" calculation for the case of m = 2. As in the previous section we simply write F (Y ) = 1 F 1 (a; c; Y ). In Nakayama et al. [23] the holonomic gradient method was used to obtain the maximum likelihood estimate. The reciprocal of the likelihood function was minimized and the method was called the holonomic gradient descent. For the application of this paper we simply use the holonomic gradient method for evaluating F . Hence we omit the term "descent". Also, for minimization, at each step of the iteration, a direction for increments was chosen to decrease the value of the function. In our application, starting from the origin Y = 0, we can choose arbitrary path to the target value Y where we want to evaluate F (Y ).
Another minor difference of the expository explanation in this section from Nakayama et al. [23] and Sei et al. [28] is that we use the simple forward Euler method (e.g., Section 3.1 of Ascher and Petzold [1] ) for updating partial derivatives of F . In Nakayama et al. [23] , once an updating direction is chosen at each step of the iteration, the 4-th order Runge-Kutta method was used. The simple Euler method is used only for the purpose of exposition. It is easier to explain the basic idea of the holonomic gradient method with the simple Euler method. In our actual implementation in Section 6 we use the Runge-Kutta method for numerically solving the differential equation.
We will reduce our problem to a traditional problem of numerical analysis of an ordinary differential equation (ODE). For the reduction we utilize the notion of holonomic differential equations and the gradients of their solutions. It is why we call our method holonomic gradient method.
In the following we discuss the case of y 1 = y 2 and y 1 = y 2 separately.
Holonomic gradient method for non-diagonal region
In this subsection we assume y 1 = y 2 . Two partial differential equations in (6) are written as
Suppose that we want to evaluate a higher derivative ∂
Noting
for n 2 > 2, the right-hand side of (9) is further written as
Although the result is somewhat complicated, the important fact is that the total degree of differentiation n 1 + n 2 on the left-hand side of (9) is decreased by one to n 1 + n 2 − 1 in (10) . As long as the degree of ∂ 1 or ∂ 2 is more than one, then we can recursively apply (7) or (8) to decrease the total degree of differentiation. It follows that for each n 1 , n 2 , there exist rational functions h
in (y 1 , y 2 ) such that
In this notation (7) is written as
For a general dimension, (11) corresponds to the reduction by a Gröbner basis as discussed in Section 4. For us the important case is n 1 = 1, n 2 = 2. Since
There is a term y 1 ∂ 2 1 on the right-hand side, into which we further substitute (7). Then (11) for ∂ 1 ∂ 2 2 F is written as
Since F is a symmetric function in y 1 and y 2 , ∂ 2 1 ∂ 2 F is obtained by permuting y 1 and y 2 . Let
denote the vector consisting of F and its square-free mixed derivatives. Differentiate the components of F by y 1 and denote (12) and (13), ∂ i F , i = 1, 2, are written as ∂ i F = P i (Y ) F , where P 1 and P 2 are the following 4 × 4 matrices with rational function entries
The matrices P 1 , P 2 are called coefficient matrices of a Pfaffian system (an integrable connection) for F (Nakayama et al. [23] ). Note that P 2 is obtained from P 1 by permutation of y 1 and y 2 . If we know the values of the components of F at Y = (y 1 , y 2 ), y 1 = y 2 , then values at a nearby point Y + ∆Y = (y 1 + ∆y 1 , y 2 + ∆y 2 ) can be approximated by the simple Euler method (i.e. linear approximation) as
Now suppose that we want to evaluate F (y 1 , y 2 ) at a particular point (y 1 , y 2 ) with
2 , close to the origin, then we can choose an appropriate sequence of points
2 ). Along the sequence we can use (14) to update F (Y (l) ) and finally the first element of F (Y (L) ) gives F (y 1 , y 2 ). Therefore it remains to consider how to obtain the initial values. Close to the origin we can use the definition (1) of 1 F 1 . If Y is very close to zero, then we only need zonal polynomials of low orders, whose explicit forms are known. Zonal polynomials up to the third order are as follows;
where M κ (Y ) is the monomial symmetric polynomial associated with a partition κ. Since F (y 1 , y 2 ) can be expanded as
for an example, ∂ 1 ∂ 2 F (0, 0) is obtained as
.
In a similar manner, we have
These formulae can be obtained by a symbolic mathematics software, such as the routines for Jack polynomials in sage mathematics software system (Stein et al. [30] ). In order to obtain the initial value
2 ) close to the origin, we can use the approximation
We code the above procedure using deSolve package in the data analysis system R. We show a simple source program in Appendix B. In addition, since the zonal polynomials are easy to evaluate for m = 2, we also evaluate the series expansion of 1 F 1 up to k = 150. As an example, we compute percentage points by two methods for the case of n = 3, Σ = diag(1/2, 1/4). The following percentage points for ℓ 1 agree in two methods to 6 digits.
50%
90% 95% 99% 1.63785 3.54999 4.31600 6.05836
Butler and Wood [3] proposed the Laplace approximation for 1 F 1 and Koev and Edelman [14] proposed efficient algorithms for computing the truncation of 1 F 1 . For m = 2, n = 30 and Σ = diag(1/2, 1/4), Figure 1 shows an illustrative example; the Laplace approximation fails to give the upper probability and the approximation by the truncation rapidly converges to zero with partitions of degrees which are not sufficiently large. The distribution function by the holonomic gradient method is stable and accurate even when x is large. 
Holonomic gradient method for the diagonal line
In the previous subsection we assumed y 1 = y 2 to avoid singularity of the differential equations. However 1 F 1 itself does not have singularities. Hence we should be able to derive some differential equation even for y = y 1 = y 2 . In (7) and (8) we can perform the limiting operation y 1 → y 2 = y using the l'Hôpital rule. Since F is a symmetric function, at (y, y) we have 
Then (7) for at (y, y) is written as
Based on this we derive an ODE for f (y) = F (y, y). Firstly,
Thirdly,
In order to get another relation for ∂ 3 1 F and ∂ 2 1 ∂ 2 F , we differentiate (7) by y 2 . Then by
we obtain the following differential operator annihilating F :
Noting y 2 /(y 1 − y 2 ) = y 1 /(y 1 − y 2 ) − 1 this can be further written as
We now apply the l'Hôpital rule to
We again let y 1 → y 2 = y. The second derivative of the denominator with respect to y 1 gives 2. Now
Evaluating the right-hand side at y = y 1 = y 2 and noting that ∂ 
where we used ∂ 1 F = ∂ 2 F at (y, y). Comparing the right-hand side with (21) and by (20) we obtain
This equation can be written as
are rational functions in y. The coefficient matrix for the Pfaffian system for a onedimensional ODE is simply the companion matrix
Note that the values of f , f ′ , f ′′ and f ′′′ at the origin are given by
) .
As seen above, the computation using the l'Hôpital rule is already tedious for m = 2. Actually the computation can be automated by the restriction algorithm for holonomic ideals. This will be explained in Section 5.2.
4 Properties of the Pfaffian system (integrable connection) for a general dimension
We now consider our problem for a general dimension. We fully utilize Gröbner basis theory for the ring of differential operators. In this section we only consider the nondiagonal region X . Let K = C(y 1 , . . . , y m ) be the field of rational functions in y 1 , . . . , y m with complex coefficients. Further let
be the ring of differential operators with rational function coefficients (see Appendix of Nakayama et al. [23] ). Let I denote the left ideal of R generated by g 1 , . . . , g m :
where g i is given in (6) . We now prove the following lemma concerning the commutators of g 1 , . . . , g m .
A similar result for 2 F 1 is given in Lemma 9.9 of Ibukiyama et al. [9] . Although they claim that their Lemma 9.9 follows from a straightforward computation, in fact the computation for checking (26) is tedious even for m = 2. However for m = 2, (26) can be verified by some software systems (e.g., RisaAsir developing team [26] ), which can handle rings of differential operators. The following program in Risa/Asir import("names.rr"); import("yang.rr");
outputs the result G=0. Therefore in the following proof, assuming that (26) holds for m = 2, we show that it holds for m > 2.
Proof. By symmetry we only need to prove the case i = 1, j = 2. Defineg 1 ,g 2
We already know
Therefore it suffices to show
In considering commutators, we only need to look at terms, where a differential operator actually differentiate rational functions in y 1 , . . . , y m . For example consider h 1g2 in [h 1 ,g 2 ]. In h 1g2 the only relevant term is ∂ 1 in h 1 differentiating y 1 /(y 1 − y 2 ) ing 2 . Noting
in h 1g2 the relevant terms are 1 4
Ing 2 h 1 we need to look at ∂ 1 ing 2 differentiating y k /(y 1 − y k ). Hence we have 1 4
Finally in [h 1 , h 2 ] we look at ∂ k differentiating y k /(y i − y k ). Then the relevant terms are
which coincides with the coefficient of
Similarly the coefficients of (∂ 2 − ∂ k ) coincide on both sides.
We now consider the graded lexicographic term order ≻. The initial term of g i (without the coefficient y i ) is given as in ≻ g i = ∂ 2 i . We now prove the following theorem. Theorem 2. For the term order ≻, {g 1 , . . . , g m } is a Gröbner basis of I in R and the initial ideal is given by ∂ 2 1 , . . . , ∂ 2 m . I is zero-dimensional and the set of standard monomials is given by the set of square-free mixed derivatives
which has the cardinality 2 m .
Proof. By Lemma 1 and the Buchberger's criterion for the ring R (cf. Theorem 1.1.10 of Saito et al. [27] ), g i , i = 1, . . . , m, form a Gröbner basis and the initial ideal is given by
Hence I is a zerodimensional ideal. Furthermore this shows that the set of standard monomials is given by the set of square-free mixed derivatives.
It follows from Theorem 2 that there exists a Pfaffian system and 2
m ×2 m matrices (as P i (Y ) for m = 2 in the expository section 3) are obtained by the normal form algorithm in the ring of differential operators R. The matrices are used to numerically solve the associated ODE. However, the derivation of the matrices on computer is heavy and the obtained matrices are not in a relevant form for an efficient numerical evaluation. Then, we do it by hand in the sequel.
Consider a higher order derivative ∂
. . , y m ). If total degree of differentiation n = n 1 + · · · + n m is greater than or equal to m + 1, then for some i we have n i ≥ 2. Then as in the previous section we can use g i F = 0 to decrease the total degree of differentiation. Therefore as in (11) , for each n 1 , . . . , n m , there exist 2 m rational functions h (n 1 ,...,nm) i 1 ,...,im , i j = 0, 1, j = 1, . . . , m, such that
In the holonomic gradient method, as in the case of m = 2 in (14), we only need h (n 1 ,...,nm) i 1 ,...,im where 0 ≤ n 1 , . . . , n m ≤ 2 and at most one of n 1 , . . . , n m is two, such as h . Define a 2 m -dimensional vector of square-free mixed derivatives of F by
In F the elements are lexicographically ordered, for convenience in programming. ∂ i F is written as
where P i (y), i = 1, . . . , m, in the Pfaffian system are 2 m × 2 m matrices consisting of h (n 1 ,...,nm) i 1 ,...,im 's. We now study the form of h (6) . Since i ∈ J, we can write ∂ J g i as
On the other hand for k ∈ J, by (22)
Here ∂ J ∂ k is not square-free and in fact
which causes recursive application of (6). In ∂ J g i we now separate square-free terms and define
where for J = ∅, reflecting the original g i , we define
The use of this recursive expression yields an efficient numerical evaluation of the matrices of the Pfaffian system. We keep numerical values of ∂ 2 k ∂ J\{k} F in a table and use them to evaluate ∂ 2 i ∂ J F and keep it in the table, again. We can also apply the recursion to the last term on the right-hand side. The resulting expression for y i ∂ 2 i ∂ J F is given as
Now in (4) we write Σ −1 /2 = β = (β 1 , . . . , β m ), where β 1 , . . . , β m are distinct, and define a 2 m -dimensional vector valued function G in a scalar x by
Then G satisfies the ODE
where I 2 m is the 2 m × 2 m identity matrix. We denote the right-hand side as P β G. We now prove the following theorem, which is important for guaranteeing stability of ODE at x = +∞. (29), the only constant order term is ∂ I in r(i, J; y). Now
This implies that the I-th diagonal element of A 0 is given 
Some results of symbolic computation
In this section we present some results on symbolic computation for the initial values (cf. (17)) and the restriction for diagonal regions (cf. Section 3.2). We omit writing down the fully expanded form of (29), since the recursive formula (28) can be directly used in our implementation of holonomic gradient method.
Initial values
Initial values for our holonomic gradient method can be obtained by expressing 1 F 1 in terms of monomial symmetric polynomials as in (16) . We denote the relation between the zonal polynomials and the monomial symmetric polynomials in (15) as
where λ κ means that λ is dominated by κ, i.e.
A recurrence relation for c κ,λ 's is given by James [11] (see also (14) in Section 7.2.1 of Muirhead [22] and Section 4.5.4 of Takemura [34] ), which can be used to compute q κ (a, c). However James' recurrence relation works for each C κ separately. Recently Koev and Edelman [14] gave a much improved algorithm based on recursive relations among the values of zonal polynomials for m variables and m − 1 variables. For our implementation of holonomic gradient method, we adapted Koev-Edelman's recurrence relation also for derivatives of 1 F 1 to evaluate the initial values.
Close to the origin, we can use rough initial values given by the linear approximation as in (18) . Then we only need κ = (k 1 , . . . , k l ) such that k 1 = · · · = k l = 1 or k 1 = 2, k 1 = · · · = k l = 1. Some q λ (a, c)'s for small λ's are as follows.
where ∅ stands for the unique partition of zero. Write (1 k ) = (1, . . . , 1), (2, 1 k−2 ) = (2, 1, . . . , 1), which are partitions of k. Given the above quantities, the linear approximation of ∂ 1 . . . ∂ l F (Y ), 0 ≤ l ≤ m, for Y = (y 1 , . . . , y m ) close to the origin is expressed as
where for l = 0 the second term on the right-hand side is zero and for l = m the third term is zero. We found that initial values by (31) are practical enough for m ≤ 5.
In fact, by Lemma 1 in Section 4.5.2 of [34] and by Proposition 7.3 of [29] , q (1 k ) (a, c) and q (2,1 k−2 ) (a, c) are explicitly written as follows:
where l(κ) is the length (number of non-zero parts) of κ = (k 1 , . . . , k l(κ) ).
For larger values of m we need higher order terms for initial values. For two partitions µ, λ, we write µ ⊂ λ to denote µ i ≤ λ i for all i. For two partitions κ, ν, we denote by κ ⊎ ν the concatenation of κ and ν obtained from (κ 1 , ν 1 , κ 2 , ν 2 , . . .) by sorting. Consider a rectangular partition τ = (t, . . . , t) = (t l ) ⊢ tl. For τ = (t l ) and λ ⊃ τ we define
where γ! = i (γ i !) for a partition γ, and κ − τ = (κ 1 − t, . . . , κ l − t).
Proof is straightforward and omitted. Using this lemma we have the following proposition. Proposition 1. For a rectangular partition τ = (t l ),
For our initial values we only need to consider τ = (1 l ). We obtain (31) if we only look at linear terms on the right-hand side of (32) . Note that since 1 F 1 (a; c; Y ) is a symmetric function in y 1 , . . . , y m , other derivatives are obtained by permutation of y 1 , . . . , y m .
Although (32) only gives derivative with respect to a rectangular partition τ = (t l ), we can obtain other derivatives ∂
, by repeated application of (32) for different values of l's.
Restriction to diagonal regions
As mentioned at the end of Section 3.2, the tedious operation involving the l'Hôpital rule for the diagonal region can be performed by the restriction algorithm for holonomic ideals. The following program in Risa/Asir for m = 2 import("names.rr"); import("nk_restriction.rr"); G1=y1*dy1^2 + (c-y1)*dy1+(1/2)*(y2/(y1-y2))*(dy1-dy2)-a; G1=red((y1-y2)*G1);
produces the output -y^2*dy^3+(3*y^2+(-3*c+1)*y)*dy^2+(-2*y^2+(4*a+4*c-2)*y-2*c^2+2*c)*dy-4*a*y+(4*c-4)*a This is the same as (24) . Adapting the above program for m = 3, we obtain For m = 4, we found that the computation by Risa/Asir takes too much time and memory. We conjecture that the ideal I generated by j =i (y i − y j )g i , i = 1, . . . , m in the Weyl algebra D m is an holonomic ideal. In fact, the conjecture can be checked for small dimensions m on a computer. See the Appendix A. If I is a holonomic ideal, then
is not 0 and is an holonomic ideal in D 1 by the theorem of Bernstein (see, e.g., the Chapter 5 of [27] ). The generators of J is ordinary differential equations for the function restricted to the diagonal y 1 = · · · = y m . Thus, the holonomicity implies the existence of the diagonal ordinary differential equation. The ideal J can be obtained by Oaku's algorithm ( [24] ) based on Gröbner bases and the Risa/Asir package nk restriction uses this algorithm.
Numerical experiments
We implemented the holonomic gradient method in a straightforward manner. Our source programs in the language C are available from http://www.math.kobe-u.ac.jp/OpenXM/Math/1F1.
The updating step of the holonomic gradient method was implemented using the recursive relation (28) for a general dimension. For initial values we adapted Koev and Edelman [14] for derivatives of 1 F 1 as discussed in Section 5.1.
The accuracy of the holonomic gradient method can be simply checked by looking at the numerical convergence Pr[ℓ 1 < x] → 1 as x → ∞. This is because the initial values are evaluated at small x > 0 and Pr[ℓ 1 < x] at large x is obtained after many updating steps. This is another advantage of our method.
Also we can use the following simple bounds for the upper tail probability for the purpose of checking. Let Pr[ℓ 1 < x|Σ] denote the probability under the covariance matrix Σ. Consider Σ = diag(σ 
The upper bound coincides with the cumulative probability of chi-square distribution with n degrees of freedom (cf., [32] , [35] ). Accurate approximation for the lower bound Pr[ℓ 1 < x|σ The Laplace approximation fails to give a probability for the above two cases too as in m = 2 (see Section 3.1); it exceeds one.
The complexity of numerically solving the ODE for G (30) is O(m2 m ) × (steps of the Runge-Kutta method with a prescribed precision).
In fact, since the matrix P i (βx) has sparsity, each vector P i (βx) G(x), which has 2 m elements, can be evaluated in O(2 m ) steps at x from the values of G(x) by utilizing (28). 7 Discussion of open problems
The holonomic gradient method ( [23] ) gives a general algorithm for obtaining the partial differential equations satisfied by parametrized definite integrals such as the normalizing constant of a family of probability distributions. In fact, in Nakayama et al. [23] and Sei et al. [28] we used the holonomic gradient method for deriving the partial differential equations of the normalizing constants and for maximum likelihood estimation for distributions in directional statistics. For the case of 1 F 1 , the partial differential equations were already derived by Muirhead [20] more than 40 years ago. Our use of those partial differential equations for numerical evaluation of 1 F 1 is very straightforward as discussed in Section 3 for the two dimensional case. Yet, from the viewpoint of holonomic functions, the partial differential equations of Muirhead [20] present many interesting open problems. One important question is to obtain the ordinary and partial differential equations for the diagonal case as discussed in Section 3.2 for the case of m = 2. For a general dimension m > 2, it is desirable to be able to handle various patterns of diagonalization, such as the two-block diagonalization y 1 = · · · = y l > y l+1 = · · · = y m . A direct "by hand" calculation using the l'Hôpital rule becomes quickly infeasible when we increase m. Also the use of the restriction algorithm for holonomic ideals is limited by computational complexity. It is in fact a very heavy algorithm. Currently the nk_restriction routine of Risa/Asir in Section 5.2 takes too much time for m ≥ 4. One possibility is to follow the approach in Muirhead [20] and Sugiyama et al. [33] , where differentiation with respect to elementary symmetric functions of the roots of Y are considered. As discussed in Section 5.2, we conjecture that the ideal I generated by j =i (y i − y j )g i , i = 1, . . . , m in the Weyl algebra D m is an holonomic ideal. Holonomicity guarantees the existence of partial differential equations for diagonal regions.
Another question is to consider the asymptotics for Pr[ℓ 1 ≥ x] = 1 − Pr[ℓ 1 < x] as x → ∞. As mentioned in the previous section, this tail probability can be approximated by the tube method ( [15] , [16] ). One theoretical problem in applying the tube method is that only the approximation for the tail probability itself has been justified and the justification of its derivatives has to be proved. However it is obvious that the current approach of taking the initial values close to the origin causes difficulty in precision for the extreme upper tail probability, in the case we want to evaluate the small probability Pr[ℓ 1 ≥ x]. Hence it is desirable to be able to use tube formula approximation as the initial values at x = ∞.
From computational viewpoint, our holonomic gradient method has exponential complexity in the dimension m. We need to keep the 2 m -dimensional numerical vector F in memory at each step of the iteration. For m = 20, the dimension of the vector is about one million. Hence we do not expect that the current implementation of the holonomic gradient method works for m = 20. It might be possible to improve our current implementation by fully exploiting the fact that 1 F 1 is a symmetric function in Y .
A Holonomicity for dimension two
In the theory of holonomic functions, the holonomicity of the left ideal generated by the set of partial differential operators is an important question. In fact, the existence of the ordinary differential equation with polynomial coefficients for the function restricted to the diagonal region follows from the holonomicity. Holonomicity of the ideal generated by g 1 , g 2 in the two-dimensional case can be verified by Gröbner basis computation. Here we present this result. As to a general introduction to holonomic ideals and Gröbner bases, we refer to the Chapter 1 of Saito et al. [27] .
Note that the holonomicity on the non-diagonal region X follows from Theorem 2 because the zero set of y i ξ 2 i = 0, i = 1, . . . , m contains the characteristic variety on X . The holonomicity on X can also be proved by an analogous method with Ibukiyama et al. [9] .
Let D 2 be the second Weyl algebra. For P = where we assume that f α 1 ,α 2 (y 1 , y 2 ) ∈ C[y 1 , y 2 ] and that f α 1 ,α 2 (y 1 , y 2 ) = 0 for some α 1 , α 2 with α 1 + α 2 = d. For a left ideal I of D 2 , the characteristic variety ch(I) is defined by ch(I) = {(y 1 , y 2 , ξ 1 , ξ 2 ) ∈ C 2·2 | ∀P ∈ I, in(P )(y 1 , y 2 , ξ 1 , ξ 2 ) = 0}.
It is a basic fact that the dimension of the characteristic variety ch(I) of the proper left ideal I of D 2 is greater than or equal to 2. A left ideal I of D 2 is called holonomic if the dimension of the characteristic variety ch(I) equals 2. Let P 1 = (y 1 − y 2 )g 1 , P 2 = (y 2 − y 1 )g 2 and let I be the ideal of D 2 generated by P 1 and P 2 . We will show that I is holonomic. Let S = y 2 ∂ 2 2 P 1 + y 1 ∂ 2 1 P 2 + c(∂ 2 P 1 + ∂ 1 P 2 ) ∈ I. By direct calculation we have S =(y Thus the Krull dimension of J is 2. Since {P 1 , P 2 , S} ⊂ I, the characteristic variety ch(I) of I is contained in the zero set of J. This implies that the dimension of ch(I) does not exceed 2 and hence the dimension of ch(I) is equal to 2. Therefore I is holonomic for m = 2.
B R source program for dimension two
The following program in data analysis system R implements holonomic gradient method for m = 2 of Section 3.1 based on deSolve add-on package for R.
library(deSolve) m <-2 # dimension n <-3 # degrees of freedom x <-4.31600 # specify x.
We evaluate Pr( l1 < x ) b1 <-1; b2 <-2 # (b1,b2) = (1/2) diag(Sigma^{-1}) a <-(m+1)/2; c <-(n+m+1)/2; totalsteps <-10000; stepsize <-x/totalsteps # h's h2000 <-function(y1,y2) a/y1 h2010 <-function(y1,y2) -(c-y1)/y1 -y2/(2*y1*(y1-y2)) h2001 <-function(y1,y2) y2/(2*y1*(y1-y2)) h1200 <-function(y1,y2) a/(2*y2*(y2-y1)) h1210 <-function(y1,y2) 3/(4*(y2-y1)^2) + a/y2 -(c-y1)/(2*y2*(y2-y1)) h1201 <-function(y1,y2) -3/(4*(y2-y1)^2) h1211 <-function(y1,y2) -(c-y2)/y2 -y1/(2*y2*(y2-y1)) #initial values x1 <-b1*stepsize; x2 <-b2*stepsize fi <-c(a/c, (a*(a+1))/(c*(c+1)), (a*(a+1))/(3*c*(c+1)) + (2*a*(a-1/2))/(3*c*(c-1/2)), (a*(a+1)*(a+2))/(5*c*(c+1)*(c+2)) + (4*a*(a+1)*(a-1/2))/(5*c*(c+1)*(c-2/1))) fi <-c(1+(x1+x2)*fi [1] , fi [1] +x1*fi [2] +x2*fi [3] , fi [1] +x2*fi [2] +x1*fi [3] , fi [3] +(x1+x2)*fi [4] ) # gradient f11m2 <-function(y,fv,parm){y1 <-y*b1; y2 <-y*b2; list(c( b1*fv [2] + b2*fv [3] , b1*(fv [1] (y1,y2) )) )} output <-ode(fi,func=f11m2,(1:totalsteps)*x/totalsteps) prob0 <-((b1*b2)^(n/2)*gamma(a)*gamma(a-1/2))/(gamma(c)*gamma(c-1/2)) * x^(n*m/2) * exp(-x*(b1+b2)) cat("x=",x, "prob=", output[totalsteps,2]*prob0,"\n")
