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Summary
The collection and disposal of wastewater and stormwater with sewers are one of the most
important parts of urban well-being. As the construction and maintenance of a sewer is
very expensive, the simulation of its performance is a major part of the planning to assure
the operational capability for the coming decades. An important input parameter of sewer
simulations is rainfall. Because future precipitation is obviously not available, one assumes
that measured rainfall time series from the past are representative of the future. Unfortu-
nately, measured long-term series in high resolution are only available for a few locations.
The generation of synthetic rainfall series can be a solution to substitute missing observa-
tions or to simulate scenarios for a future under changed conditions.
The stochastic precipitation generator developed at the University of Stuttgart is called
NiederschlagsSimulator (NiedSim). The synthetic rainfall of the operational version of
NiedSim is able to reflect the extremes and other statistics quite well, but shows deficiencies
when the data is applied to combined sewer models. In this study, the algorithm of NiedSim
is developed further with focus on a realistic temporal structure of the time series. A deep
understanding of the characteristics of observed rainfall is fundamental for the enhance-
ment of NiedSim as well as their influence on sewer simulations. Therefore, the analysis
of measured data is an integral part of this study in addition to the actual development of
NiedSim.
In the study, the measured data of four different locations are analyzed (Freiburg,
Kempten, Weiden and Augsburg) reflecting different climates in Southern Germany. A com-
parison of statistics of time periods with varying measurement devices exhibit systematic
deviations for high resolution data (< 1 h). Three time periods can be defined with homo-
geneous characteristics: (I) before 1990s, digitalized paper records with a smoothed 5 min
aggregation (resolution 0.01 mm); (II) 1990s to early 2000s, discrete pulses of tipping buck-
ets with a rather coarse resolution (0.1 mm); (III) since late 2000s, digital devices with the
most realistic structure of a high resolution (< 0.1 mm). The data of (1) shows reduced p0,
increased scaling parameters and autocorrelations, large deviations in the empirical distri-
bution function (EDF) of small intensities and changed event based statistics. There is also
some evidence that even extreme values at a high resolution (5 min) could be influenced.
The objective of NiedSim is to generate realistic and robust synthetic time series for sewer
applications. Depending on the application, different characteristics of the rainfall input are
relevant. For the hydraulic design of sewer networks, large intensities are crucial that can
be reflected well by partial series, whereas for the planning of combined sewer systems,
long-term mean precipitation characteristics are important.
A validation method for synthetic time series is an indirect validation using sewer simu-
lations. The artificial sewer of this study is based on a modified and extended approach of
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the model developed byDrechsel (1991) and represents realistic sewers in practice according
to ATV-A128 (1992). Not only the specific volume and specific discharge of overflow struc-
tures (with and without volume) are varied, but also the length of the overland flow path.
The artificial sewer is implemented in the model Storm Water Management Model (SWMM)
with an overland flow calculated with the continuity and Manning equations and a sewer
flow computed with hydrological routing. Two major setups are developed with different
lengths of overland flow paths representing very fast responding sewers as well as systems
with a highly attenuated discharge.
A comparison of the mean yearly CSO statistics of the sewer in Braunschweig with the
artificial sewer indicates that both setups are necessary to reflect different, real case systems.
The absolute CSO output using both setups can represent well the various sewers in Baden-
Wu¨rttemberg specified by a statistical survey of Brunner (1997).
General conclusions between rainfall statistics and combined sewer overflows
The artificial sewer is extensively studied using measured precipitation data to asses the
temporal and spatial uncertainty of rainfall as well as to define confidence intervals of CSO
statistics serving as benchmarks for synthetic time series. The temporal sampling uncer-
tainty is investigated by bootstrap methods. The results confirm the issues of short time
periods (< 10 years) reported in literature. However, even for much longer periods (37
years) uncertainties in CSO statistics of up to 10 % can still occur.
Furthermore, the study shows with a q-q-transformation that the high yearly temporal
sampling uncertainty can rather be referred to large yearly variations in the hourly marginal
distributions and less to a varying temporal structure. The influence of the hourly marginals
dominate the temporal order of the values with respect to CSOs, but only if the structure is
realistic. Otherwise, large deviations can occur even for identical marginals.
If the marginals of one location are q-q-transformed on the structure of another location,
large systematic CSO statistics can be observed. The deviations of the hourly temporal struc-
ture of different locations is larger compared to their individual variations among the years.
However, the spatial variability of the structure is smaller compared to the temporal sam-
pling uncertainty at one location if the marginals are included and short time periods are
used.
The intra-hourly intensity structure is mainly important for CSO structures without vol-
ume of fast responding sewers. Otherwise, the attenuation and retention processes smooth
the discharge series and equalize the intra-hourly intensity structure of the input data.
In many combined sewers the partial series, that is, the extremes are less important com-
pared to other events not reflected by intensity-duration-frequency (IDF)-curves. More pre-
cisely, partial series have only a substantial influence if long durations (> 1 h) are considered,
whereas for large intra-hourly intensities, their respective cumulative precipitation sum is
too small for a significant contribution to CSOs.
Precipitation data is highly skewed and only around 20 % of all hourly values are larger
than 1.0 mm, but provide approximately 70 % to the total precipitation sum. Nevertheless,
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neglecting hourly values (< 1.0 mm) or small 5 min values (< 0.2 mm, depending on the
measurement device) can have large impacts on CSO statistics. The reason is that the cumu-
lative sum of several small values can contribute to the discharge if they are part of a larger
precipitation event. Therefore, higher thresholds can only be applied if event based statistics
are used, or if large aggregations are considered (e.g. daily resolution). For global statistics
at high resolutions as well as for NiedSim, small values are important and, consequently, a
threshold must be selected carefully.
The CSO volume is the most important parameter in combined sewer simulations in prac-
tice. As shown in the study, it is more robust to errors in the rainfall time series as compared
to the CSO duration. A validation of the CSO duration can highlight additional deficiencies
in the temporal structure because the duration can also be influenced by small rainfall val-
ues. Such issues are not only important if the CSO duration is of interest, but might also be
relevant for other simulations not explicitly validated in the study.
Finally, a new measure, the asymmetry of dependence, is developed that demonstrates a
temporal irreversibility of precipitation time series. The irreversibility affects the flow char-
acteristics and, thus, CSO statistics of combined sewer simulations. The influence is in the
same order as compared to the deviations of synthetic NiedSim series frommeasured series.
Performance of hourly optimization of NiedSim
The performance of hourly optimization of NiedSim is evaluated directly by a comparison
of the statistics of the simulated time series with the target input statistics. Additionally, the
data is validated indirectly using partial series, the artificial sewer and event based statis-
tics. In order to avoid any influence of the hourly marginal distribution, measured time
series with a randomized hourly structure are reconstructed with NiedSim without explic-
itly simulating the marginals. Large systematic deviations can be observed in the indirect
validations using the operational version of NiedSim although the target statistics can be
optimized in most cases accurately. The results emphasize the high complexity of rainfall-
runoff-overflow processes that can neither be described by a few rainfall statistics, nor by
considering only partial series, nor by simulating just a few overflow structures.
The autocorrelation and weighted autocorrelation in NiedSim lead to an indirect opti-
mization of the scaling characteristics. Some deviations with respect to the scaling parame-
ters are observable, but they cannot be reduced further if the scaling parameters are explic-
itly optimized. Issues with scaling parameters are shown (breaks in the scaling behavior
and a dependence on the measurement device), and hence, they are not used anymore for
the hourly optimization.
The optimization of the autocorrelation causes a strong clustering of large precipitation
values. Therefore, a Poisson process is introduced that positions large hourly values fixed
in the time series before the optimization. The number of fixed values per month depends
on the season and on the monthly precipitation sum. In order to account for several large
values occurring in one spell, not all largest values are prepositioned. The parameters of
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the Poisson process are fairly robust with respect to the CSO statistics. As they are addi-
tionally independent of location and elevation, one set of Poisson parameters can be fitted
for Southern Germany. The introduction of the Poisson process reduces the deviations of
the time series of large values contributing to the partial series, and improves the entire
temporal structure indicated by reduced errors in the CSO statistics.
Further issues of the synthetic series can be related to an erroneous intermittency. Too
many very short precipitation spells with large volumes are generated, whereas the depth of
longer spells is highly underestimated. Consequently, the wet spell frequency distribution is
added as an additional target in the optimization. The validation of event statistics shows an
improvement of the temporal structure, although a positive influence on the CSO statistics
is not distinct for all locations.
The introduction of the Poisson process as well as the wet spell frequency distribution
improves the temporal structure of the time series compared to the previous version of
NiedSim. The remaining deviations from the measured time series in the partial series and
in the CSO volume are small compared to the sampling uncertainty. However, a systematic
underestimation of the CSO duration can still be observed depending on a particular sewer
setup. Unfortunately, it is not possible to relate the remaining issues to further rainfall statis-
tics like distribution functions or bivariate event-based statistics.
Performance of 5 min disaggregation of NiedSim
The study shows several challenges with respect to the disaggregation of hourly data. First
of all, the influence of different measurement devices on statistics of high resolution data
cannot be neglected. Consequently, only data of the most recent pluviometers (e.g. weight-
ing devices) should be used to obtain homogeneous input statistics. Such time series show
an increased sampling uncertainty due to a reduced length of available data for many lo-
cations. As the mean yearly input statistics of the NiedSim disaggregation are relatively
robust, the effect of the increased sampling error could be tolerable. However, the larger
uncertainty highly affects the long-term validation using sewer models and partial series
and makes the evaluation difficult.
Other issues arise with the actual reconstruction of high resolution temporal structures.
Already the performance of the individual 5 min optimization of autocorrelation and scal-
ing parameters is worse compared to the hourly optimization. If both are optimized, the
performance is further reduced and depends on the chosen weighting factor of the objec-
tive function. The best results are obtained using scaling parameters as well as weighted
autocorrelation with a focus on the latter one in the optimization.
However, systematic issues in the temporal structure are observed. Too few zero values at
high resolution time scales indicate that the hourly rainfall depth is spread across all 5 min
values instead of forming spells with well defined starts and endings. An additional op-
timization on the distribution of the hourly entropy cannot improve the 5 min structure,
but illustrates general difficulties in the 5 min optimization using the NiedSim approach.
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Nevertheless, the NiedSim disaggregation improves the time series compared to a time se-
ries with randomly changed 5 min values. Furthermore, it is demonstrated that the partial
series could be adjusted in a post-processing step without large impacts on CSO statistics.
In conclusion, as the issues in the disaggregation are less relevant for many combined
sewer systems as compared to the rather well-performing hourly optimization, and as the
large intensities of the partial series could be adjusted in a post-processing step, the opti-
mization of the temporal structure of NiedSim is supposed to be applicable for most sewer
simulations.

Zusammenfassung
Die Kanalnetze zum Sammeln und zum Transport von Abwasser und Regenwasser tragen
wesentlich zum sta¨dtischenWohlbefinden bei. Da die Bau- undUnterhaltskosten der Kanal-
netze sehr hoch sind, werden in der Planungsphase Langzeitsimulationen durchgefu¨hrt,
um das Leistungsvermo¨gen der Netze u¨ber Jahrzehnte sicherzustellen. Ein entscheidender
Eingangsparameter dieser Modelle ist Niederschlag. Da zuku¨nftige Niederschlagszeitrei-
hen offensichtlich nicht verfu¨gbar sind, nimmt man an, dass der gemessene Niederschlag
der Vergangenheit auch fu¨r die Zukunft repra¨sentativ ist. Bedauerlicherweise stehen
gemessene, langja¨hrige Niederschlagzeitreihen mit einer hohen zeitlichen Auflo¨sung nur
an wenigen Orten zur Verfu¨gung. Eine Mo¨glichkeit, um fehlende Messdaten zu erset-
zen oder um Zukunftsszenarien mit unterschiedlichen Bedingungen zu simulieren, ist die
Generierung von synthetischen Niederschlagszeitreihen.
Ein stochastischer Niederschlagsgenerator wurde an der Universita¨t Stuttgart unter
dem Namen NiedSim (NiederschlagsSimulator) entwickelt. Die synthetischen Nieder-
schlagszeitreihen der operationellen Version NiedSim ko¨nnen Extremwerte sowie andere
Statistiken verha¨ltnisma¨ßig gut wiedergeben. Es zeigen sich jedoch Ma¨ngel bei der An-
wendung der Reihen in Schmutzfrachtmodellen. In dieser Studie wird NiedSim mit dem
Ziel weiterentwickelt, die zeitliche Struktur der Zeitreihen mo¨glichst realistisch abzubilden.
Fu¨r die Entwicklung eines Niederschlagsmodells ist ein tiefes Versta¨ndnis der gemessenen
Niederschlagseigenschaften in Bezug auf das Abflussverhalten im Kanalnetz wesentlich,
weswegen die Untersuchung von beobachteten Zeitreihen ein großer Teil der Studie um-
fasst.
In der Studie werden Messdaten von vier verschiedenen Orten untersucht (Freiburg,
Kempten, Weiden und Augsburg), welche Standorte in Su¨ddeutschland mit unter-
schiedlichen Klimata abdecken. Ein Vergleich von Statistiken verschiedener Zeitpe-
rioden mit diversen Niederschlagsmessgera¨ten zeigt systematische Unterschiede bei
hochaufgelo¨sten Datensa¨tzen (< 1 h). Drei Zeitra¨ume mit homogenen Eigenschaften
ko¨nnen bestimmt werden: (I) vor den 1990er Jahre, digitalisierte Niederschlagsschreiber
mit einer gleichma¨ßigen fu¨nfminu¨tigen Intensita¨t (Auflo¨sung 0,01 mm); (II) 1990er bis
fru¨he 2000er, Kippwaagen mit diskreten Impulsen in relativ grober Auflo¨sung (0,1 mm);
(III) seit den spa¨ten 2000er, digitale Messgera¨te mit der realistischsten Struktur und einer
hohen Auflo¨sung (< 0,1 mm). Der Zeitraum (I) zeichnet sich durch ein verringertes p0,
erho¨hte Skalierungsparameter und Autokorrelationswerte, große Abweichungen in der
empirischen Verteilungsfunktion geringer Intensita¨ten sowie vera¨nderte ereignisbezogene
Statistiken aus. Weiterhin finden sich Hinweise, dass selbst die Extremwerte einer hohen
zeitlichen Aggregierung (5 min) beeinflusst sein ko¨nnten.
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Die Zielsetzung von NiedSim ist die Generierung einer realistischen und robusten syn-
thetischen Zeitreihe fu¨r Kanalnetzsimulationen. Je nach Anwendungsgebiet sind unter-
schiedliche Eigenschaften der Niederschlagseingangsdaten relevant. Fu¨r eine hydraulische
Kanalnetzdimensionierung sind große Niederschlagsintensita¨ten von Bedeutung, wohinge-
gen fu¨r Fragestellungen in der Schmutzfrachtsimulation die mittleren, langja¨hrigen Eigen-
schaften eine entscheidendere Rolle spielen.
Eine Mo¨glichkeit, synthetische Zeitreihen zu validieren, ist eine indirekte Validierung
u¨ber Kanalsimulationen. Das hierfu¨r verwendete, fiktive Kanalnetz basiert auf einem
vera¨nderten und erweiterten Modellansatz von Drechsel (1991) und spiegelt realisti-
sche Kanalnetze nach ATV-A128 (1992) wider. Hierbei werden nicht nur der spez-
ifische Regenabfluss und das spezifische Volumen von U¨berlaufbauwerken (mit und
ohne Speicher) vera¨ndert, sondern auch die La¨nge des Oberfla¨chenabflusses. Das fik-
tive Kanalnetz wird in dem Modell Storm Water Management Model (SWMM) implemen-
tiert, wobei der Oberfla¨chenabfluss mit der Kontinuita¨ts- und Gauckler-Manning-Strickler-
Gleichung berechnet und der Kanalabfluss hydrologisch simuliert wird. Das Kanalnetz
wird hauptsa¨chlich in zwei Varianten angewandt, die sich durch unterschiedlich lange
Oberfla¨chenabflu¨sse unterschieden. Die eine Variante repra¨sentiert schnell reagierende
Kanalnetze, wohingegen die andere Modifikation Netze widerspiegelt, bei denen der
Abfluss stark geda¨mpft ist.
Eine Vergleich der mittleren ja¨hrlichen Entlastungsereignisse des Kanalnetzes Braun-
schweig mit dem fiktiven Kanalnetz weist darauf hin, dass beide Varianten notwendig
sind, um unterschiedliche, reale Systeme abzubilden. Die Gegenu¨berstellung der absoluten
Schmutzfrachtentlastungen mit einer statistischen Studie von Brunner (1997) zeigt, dass mit
Hilfe der beide Varianten die vorhandenen Kanalnetze Baden-Wu¨rttembergs gut abgebildet
werden ko¨nnen.
Allgemeine Schlussfolgerungen zwischen Niederschlagsstatistiken und
Mischwasserentlastungen
Das fiktive Kanalnetz wird zuna¨chst umfassend mit Niederschlagsmessdaten untersucht,
um zum einen deren zeitliche und ra¨umliche Unsicherheiten zu ermitteln und zum anderen
Konfidenzintervalle aufzustellen, die als Richtwerte fu¨r synthetischen Zeitreihen dienen.
Die zeitliche Stichprobenunsicherheit wird mit einer Bootstrap-Methode berechnet. Die
Ergebnisse unterstreichen die Probleme mit kurzen Zeitreihen (< 10 Jahre), die in der Li-
teratur aufgezeigt werden. Allerdings ko¨nnen noch immer Unsicherheiten von bis zu 10 %
auftreten, selbst wenn die Zeitreihen deutlich la¨nger sind (37 Jahre).
Weiterhin wird in der Studie mit Hilfe einer Q-Q-Transformation gezeigt, dass die
hohe zeitliche Stichprobenunsicherheit eher durch eine große ja¨hrliche Variabilita¨t in den
stu¨ndlichen Randverteilungen bedingt ist und weniger durch eine variable zeitliche Struk-
tur. Der Einfluss der stu¨ndlichen Randverteilung auf Entlastungsereignisse ist wichtiger als
die zeitliche Abfolge der Werte, allerdings nur, wenn die Struktur realistisch abgebildet ist.
Andernfalls ko¨nnen erhebliche Abweichungen auftreten, selbst wenn die Randverteilungen
identisch sind.
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Wenn die Randverteilung eines Standortes mit Hilfe einer Q-Q-Transformation auf die
Struktur eines anderen Standorts u¨bertragen werden, zeigen sich große Abweichungen
in den Entlastungsereignissen. Die Abweichung der stu¨ndlichen zeitlichen Struktur ver-
schiedener Standorte ist gro¨ßer als die jeweiligen Unterschiede zwischen den Jahren. Aller-
dings ist die ra¨umliche Variabilita¨t geringer als die zeitliche Stichprobenunsicherheit eines
Standorts, wenn die Randverteilungmitbetrachtet und kurze Zeitreihen verwendet werden.
Die Struktur der Werte innerhalb einer Stunde ist insbesondere fu¨r U¨berlaufbauwerke
ohne Speicherfunktion bei Kanalnetzen mit kurzen Reaktionszeiten von Bedeutung. An-
dernfalls fu¨hren Speicherungs- und Da¨mpfungsprozesse zu einem gleichma¨ßigeren Abfluss
und egalisieren die stu¨ndliche zeitliche Struktur der Eingangsdaten.
In vielen Fa¨llen ist der Einfluss der partiellen Serien, das heißt der Extremereignisse, auf
die Schmutzfrachtsimulation weniger relevant als andere Ereignisse, die nicht u¨ber IDF-
Kurven abgebildet werden ko¨nnen. Insbesondere beeinflussen partielle Serien die Entlas-
tungsereignisse nur dann, wenn lange Dauern (> 1 h) betrachtet werden. Hingegen haben
große Intensita¨ten innerhalb einer Stunde, bedingt durch die geringe kumulative Nieder-
schlagssumme, kaum einen Einfluss auf Schmutzfrachtentlastungen.
Niederschlagsdaten sind sehr schief verteilt. Beispielweise sind nur ungefa¨hr 20 %
aller stu¨ndlichen Werte gro¨ßer als 1,0 mm, enthalten jedoch 70 % der gesamten Nieder-
schlagssumme. Trotzdem ko¨nnen kleine stu¨ndliche Werte (< 1,0 mm) oder fu¨nfminu¨tige
Werte (< 0,2 mm, abha¨ngig vom Messgera¨t) noch einen großen Einfluss auf die Entlas-
tungsereignisse haben. Dies liegt daran, dass kleine Niederschlagswerte zum Abfluss
beitragen ko¨nnen, wenn sie Teil eines gro¨ßeren Niederschlagsereignisses sind. Deswe-
gen sollten ho¨here Grenzwerte der Niederschlagsintensita¨t nur angewandt werden, wenn
ereignisbezogene Statistiken verwendet oder hohe Aggregierungen betrachtet werden (z.B.
Tageswerte). Fu¨r globale Statistiken in hoher Auflo¨sung und fu¨r NiedSim, sind kleine
Niederschlagswerte bedeutsam. Ein Grenzwert muss deswegen mit Bedacht gewa¨hlt wer-
den.
Das Entlastungsvolumen ist in der Praxis der wichtigste Parameter bei den Berechnun-
gen von Mischwassersystemen. Wie in der Studie gezeigt wird, ist dieser Parameter ro-
buster gegenu¨ber den Niederschlagseingangsdaten im Vergleich zur Entlastungsdauer. Da
die Dauer auch von kleineren Werten beeinflusst wird, kann eine Validierung mit der
Entlastungsdauer weitere Defizite in der zeitlichen Struktur der Niederschlagszeitreihen
aufzeigen. Entsprechende Unstimmigkeiten sind nicht nur relevant, wenn die Entlastungs-
dauer direkt simuliert werden soll, sondern ko¨nnen auch fu¨r weitere Anwendungsgebiete
wichtig sein, die nicht explizit in dieser Studie validiert werden.
Abschließend wird ein neues Maß entwickelt, die asymmetry of dependence, womit gezeigt
wird, dass Niederschlagszeitreihen irreversibel sind. Diese Irreversibilita¨t beeinflusst die
Abflusseigenschaften und somit die U¨berlaufstatistiken von Schmutzfrachtsimulationen.
Der Einfluss liegt in derselben Gro¨ßenordnung wie die Abweichungen der synthetischen
Zeitreihen von NiedSim von gemessenen Reihen.
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Gu¨te der stu¨ndlichen Optimierung von NiedSim
Die Gu¨te der stu¨ndlichen Optimierung von NiedSim wird durch einen direkten Vergleich
der simulierten Zeitreihe mit den Zielstatistiken beurteilt. Weiterhin werden die Daten mit
Hilfe von partiellen Serien, dem fiktiven Kanalnetz und ereignisbezogenen Statistiken indi-
rekt validiert. Um den Einfluss der stu¨ndlichen Randverteilung zu vermeiden, wird nur die
zeitliche Struktur einer Zeitreihe mit gemessenen, jedoch zufa¨llig angeordneten Werten, op-
timiert, ohne die Randverteilung explizit zu simulieren. Die Reihen zeigen große, systema-
tische Abweichungen in der indirekten Validierung, obwohl die Zielstatistiken in den meis-
ten Fa¨llen gut optimiert werden ko¨nnen. Die Ergebnisse unterstreichen die Komplexita¨t der
Niederschlag-Abfluss-U¨berlauf-Prozesse, welche weder mit wenigen Niederschlagsstatis-
tiken, noch mit der alleinigen Betrachtung der partiellen Serien oder durch die Simulation
von einigen wenigen U¨berlaufbauwerken abgebildet werden ko¨nnen.
Die Optimierung der Autokorrelation verursacht eine starke Anha¨ufung großer Nieder-
schlagswerte. Aus diesem Grund wird ein Poisson-Prozess eingefu¨hrt, welcher große
stu¨ndliche Niederschla¨ge vor der Optimierung fest in der Zeitreihe positioniert. Die
Anzahl an gesetzten Werten pro Monate ha¨ngt von der Jahreszeit und der monatlichen
Niederschlagssumme ab. Es werden jedoch nicht alle großen Werte fest positioniert, um
das Auftreten von mehreren großen Werten innerhalb eines Ereignisses zu ermo¨glichen.
Die Parameter des Poisson-Prozesses sind bezu¨glich ihrer Auswirkung auf die Entlas-
tungsereignisse relativ robust. Außerdem sind sie unabha¨ngig von Orts- und Ho¨henlage,
weswegen ein einziger Parametersatz fu¨r Su¨ddeutschland angepasst wird. Die Einfu¨hrung
des Poisson-Prozesses reduziert nicht nur die Abweichung in der Zeitreihe fu¨r große Werte,
die durch partielle Serien dargestellt werden, sondern verbessert auch die vollsta¨ndige
zeitliche Struktur, was sich durch verringerte Abweichungen in den Entlastungsereignissen
zeigt.
Zusa¨tzliche Probleme ko¨nnen mit einer fehlerhaften Abbildung der Intermittenz in
Verbindung gebracht werden. Es werden zu viele kurze Ereignisse mit großen Nieder-
schlagsvolumina generiert, wohingegen die Niederschlagsmenge von langen Ereignissen
deutlich unterscha¨tzt werden. Aus diesem Grund wird die Ha¨ufigkeitsverteilung der
Niederschlagsereignisse als zusa¨tzlicher Parameter in die Zielfunktion mit aufgenommen.
Die Validierung der Ereignisstatistiken zeigt eine Verbesserung der Ereignisstruktur, ob-
wohl der positive Effekt auf die Entlastungsereignisse nicht an jedem Ort ausgepra¨gt ist.
Mit der Einfu¨hrung des Poisson-Prozesses und der Ha¨ufigkeitsverteilung der Nieder-
schlagsereignisse kann die zeitliche Struktur der Zeitreihen im Vergleich zur fru¨heren Ver-
sion von NiedSim verbessert werden. Die noch vorhandenen Abweichungen in der par-
tiellen Serie und im Entlastungsvolumen sind im Vergleich zur Stichprobenunsicherheit
klein. Allerdings kann die Entlastungsdauer je nach verwendetem Kanalnetz noch immer
systematisch unterscha¨tzt werden. Ein Zusammenhang dieser Abweichungen mit weiteren
Statistiken wie Verteilungsfunktionen oder bivariaten, ereignisbezogenen Statistiken kann
jedoch nicht gezeigt werden.
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Gu¨te der fu¨nfminu¨tigen Optimierung von NiedSim
In der Studie werdenmehrere Herausforderungen bei der Disaggregierung von stu¨ndlichen
Niederschlagsdaten aufgezeigt. Zuna¨chst kann der Einfluss von unterschiedlichen Mess-
gera¨ten auf die Statistiken von hochaufgelo¨sten Daten nicht vernachla¨ssigt werden. Aus
diesem Grund sollten nur Daten der neusten Messgera¨te (z.B. digitale Niederschlagswaa-
gen) verwendet werden, um homogene Statistiken zu erhalten. Die Stichprobenunsicher-
heit solcher Daten ist an vielen Orten auf Grund der reduzierten La¨nge verfu¨gbarer Mess-
daten erho¨ht. Dies ko¨nnte fu¨r die Berechnung der mittleren ja¨hrlichen Eingangsstatistiken
in NiedSim vernachla¨ssigt werden, da diese relativ robust sind. Allerdings beeinflusst
diese Unsicherheit sowohl die Langzeit-Validierung mit Kanalnetzmodellen als auch die
partiellen Serien.
Eine weitere Schwierigkeit besteht in der Rekonstruktion der hochaufgelo¨sten zeitlichen
Struktur. Bereits die Gu¨te der individuellen fu¨nfminu¨tigen Optimierung der Autokorrela-
tion oder der Skalierungsparameter erweist sich als schlechter im Vergleich zur stu¨ndlichen
Optimierung. Sobald beide Parameter gleichzeitig optimiert werden, verringert sich die
Gu¨te weiter und ha¨ngt von der gewa¨hlten Gewichtung in der Zielfunktion ab. Die besten
Ergebnisse werdenmit einer Optimierung von Skalierungsparametern und gewichteter Au-
tokorrelation erreicht, wobei der Fokus auf der Korrelation liegen sollte.
Trotzdem sind systematische Probleme in der zeitlichen Struktur vorhanden. Das
heißt, die zu wenigen Null-Werte auf ho¨heren Auflo¨sungen deuten darauf hin, dass die
stu¨ndlichen Niederschlagsho¨hen jeweils auf alle fu¨nf Minutenwerte verteilt werden, anstatt
Ereignisse mit einem eindeutigem Beginn und Ende zu generieren. Eine zusa¨tzliche Opti-
mierung auf die Verteilung der stu¨ndlichen Entropie-Werte kann die fu¨nfminu¨tige Struk-
tur nicht verbessern und zeigt grundsa¨tzliche Probleme in der Optimierung fu¨nfminu¨tiger
Zeitreihen mit Hilfe von NiedSim auf. Allerdings ko¨nnen mit der NiedSim Disag-
gregierung trotzdem Verbesserungen in der Zeitreihe im Vergleich zu einer Reihe mit
zufa¨llig vera¨nderten fu¨nf Minutenwerten erzielt werden. Außerdem zeigt die Studie, dass
die partielle Serie nachtra¨glich angepasst werden kann, ohne die Entlastungsereignisse
wesentlich zu beeinflussen.
Abschließend kann zu folgendem Ergebnis gekommen werden. Die Schwierigkeiten
in der Disaggregierung sind fu¨r viele Mischwassersysteme im Vergleich zur relativ gut
funktionierenden stu¨ndlichen Generierung von untergeordneter Bedeutung. Da außerdem
die großen Niederschlagsintensita¨ten der partiellen Serie nachtra¨glich angepasst werden
ko¨nnten, ist davon auszugehen, dass die Optimierung der zeitlichen Struktur mit Hilfe von
NiedSim fu¨r die meisten Kanalnetzanwendungen geeignet ist.

1. Introduction
Human settlements have traditionally been founded close to rivers or at other places where
enough water was available for drinking water, irrigation of plants and watering animals.
The waters have also been used to dispose waste and waste water for centuries. On the
other hand, water can be a source of potential hazard causing floods and spreading dis-
eases. Therefore, the discharge of water has been a challenge since the first settlements and
triggered the concept of constructing sewers for the collection of waste water as well as for
draining the settlement from rainfall.
Great progress was achieved during the 19th and 20th century in urban sanitation in the
industrialized world leading to the development of modern sewer systems. Back in the
days when no computers existed or when their performance was too weak, the sewers were
constructed based on simple manual calculations of the expected discharge. Nowadays,
the target in sanitary environmental engineering changes more and more from simple, fast
drainage of storm and waste water to integrated concepts including the protection of the
environment. Due to the high complexity of rainfall-runoff processes, such integrated con-
cepts can only be realized using sewer system simulations. They are not only needed for
integrated approaches, but also for the planning of new or the revision of existing sewers.
In particular, the latter one gets increasing attention because around 10 % of all existing
sewers in Germany were built more than 100 years ago (Berger and Falk, 2009). Sewer sys-
tems are an expensive part of urban infrastructure with a replacement value of EUR 687
billion in Germany (Berger and Falk, 2009). Consequently, large investments must be spend
on sewers for maintenance. Because their planning horizons are several decades, the risk
of an expensive bad investment can be high. By using sewer simulations the sewers can be
planned properly and designed efficiently resulting in a better flood protection and waste
water discharge, in addition with reduced ecological impacts and less investment costs.
One major input of sewer models are the characteristics of local precipitation. They can
be reflected best with observed, long-term rainfall time series of high data quality. Unfor-
tunately, such time series are not available for many locations. A solution can be synthetic
precipitation time series that replace the missing observations. A precipitation simulator de-
veloped at the University of Stuttgart is the NiederschlagsSimulator (NiedSim) [precipitation
simulator], which has been in operational use since the year 2000. NiedSim generates high
resolution time series stochastically based on measured statistics. During the development
of NiedSim, the model was validated using a variety of different statistics including extreme
value characteristics which could be reproduced well.
In a preliminary study (Mu¨ller et al., 2014), I applied synthetic time series of NiedSim to a
combined sewer model. I illustrated large deviations of the CSO volume of synthetic time
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series of NiedSim compared to measured ones and found the temporal structure to be a
main challenge.
Another concern with the current version of NiedSim arose during the data update in
2013. As the operational version of NiedSim was developed at the beginning of the years
2000, around ten years of additional high resolution data were available, but had not been
used until then. I found that the performance of the algorithm varied depending on themea-
sured time periods of the observed data because the calculated input statistics are affected
by different measurement devices.
Both results were the motivation of my present study to reexamine the current version of
NiedSim. The main objective is to enhance the NiedSim algorithm towards a more realistic
temporal structure of the synthetic precipitation time series such that they can be applied
for sewer simulations. For this purpose, I performed a comprehensive analysis of measured
precipitation to determine the important characteristics for sewer simulations. Furthermore,
the examination of measured data can show potential error sources in the input data, can
illustrate influences of different measurement devices and finally, can help to define natural
limits of accuracy. Therefore, beside the development of the NiedSim algorithm, the focus of
my study is on an extensive analysis of measured precipitation data with respect to rainfall
modeling and sewer simulations.
My study is structured as follows. Chapter 2 gives a general overview of precipitation
including rainfall measurement devices and its statistical description. The observed rainfall
data used in my study is analyzed statistically in Chapter 3. In Chapter 4, I introduce the
general concepts of the simulation of synthetic precipitation as well as the theoretical back-
ground of the current version of NiedSim. I discuss the applications of synthetic rainfall in
urban hydrology in Chapter 5. For the validation of synthetic rainfall, I apply an artificial
sewer system which I explain together with the used sewer software in Chapter 6. Before I
make use of the artificial sewer to validate synthetic data, I perform a comprehensive study
of the sewer using measured precipitation data in Chapter 7. The following two chapters
concern the actual developments of the NiedSim algorithm aswell as their respective valida-
tion. In Chapter 8 I investigate the optimization of the hourly structure, whereas in Chapter
9 I analyze the disaggregation of hourly time series to series of 5 min resolution. In Chap-
ter 10 I discuss an additional property of precipitation time series, the irreversibility, and
show its impact on combined sewers. In the last Chapter 11, I finally discuss the results and
propose further investigations in an outlook.
2. Observed precipitation
The major input variable of model applications in the field of urban hydrology and urban
drainage is precipitation. Precipitation is a collective term that combines the water equiv-
alent of rain, hail, snow, dew, rime, hoar frost and fog precipitation (Jarraud, 2008). The
amount of precipitation is defined as the water depth that covers an impervious, flat area
if evaporation and runoff is neglected. That is, 1 liter of water volume falling on an area of
1 m2 results in 1 mm of water depth. The precipitation amount is usually referred on the
time interval in which the precipitation occurred and is then expressed as an intensity. The
precipitation intensity is defined as precipitation depth per unit time interval (Lanza et al.,
2005). One should differentiate between instanteneous rainfall rate, which is usually referred
to as rainfall intensity, and mean rainfall rate (Dunkerley, 2008a). The later can be expressed
as an instantaneous rate that is uniformly extrapolated to a duration longer than the actual
instantaneous time step (usually mm/h). In the context of precipitation events, the mean
rainfall rate is defined as the integral depth over the event divided by the event duration
(Dunkerley, 2008a). In my study, I refer the intensity to the instanteneous rainfall rate if not
explicitly stated otherwise. Furthermore, I do not distinguish between rainfall and (solid)
precipitation, and I use both words as synonyms.
2.1. Overview of measurement devices
The conventional way of measuring precipitation are point measurements using rain
gauges, where the precipitation is collected and measured over a well defined area (e.g.
in Germany 200 cm2). The most simple rain gauge is the manual gauge, where the water is
collected in a container. The container is emptied once per day and the accumulated amount
of water is quantified. The quantification of daily precipitation is rather exact, however, the
distribution within a day, that is the temporal structure, is not measured.
In the nineteenth century, so called pluviometers have been developed that allow to quan-
tify the intra-daily intensity. The first pluviometers were based on paper charts records
(Strangeways, 2006). They record the amount of rainfall with a moving pen that marks the
amount of rainfall on a chart. The movement is induced either by a floating system (Hell-
mann) or by a weighing system. In the Hellmann measurement, the raising water level in
the collection container causes a floating pen to move. In the weighing system, the pen arm
is attached to a container which is positioned on a spring. The increasing amount of water
in the container during rainfall forces the pen to change its position. Both system are contin-
uous measurements. However, as the paper records are analogue measurements, the charts
have to be digitized afterwards for further usage.
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Since the development of modern computers, digital data loggers have been available.
They are used instead of paper charts and allow fully automated rainfall measurements.
Digital measurement systems can be subdivided into three main types: tipping-buckets,
weighing systems and drop-counters (Strangeways, 2006).
The most widely used type is the tipping-bucket. It is a non-continuous measurement
that consists of two buckets with a predefined size. When it rains, only one side can be
filled with water. As soon as the maximum volume is reached, the bucket tips, and the
second bucket can be filled until it tips again back to the original position. A tip is designed
such that it represents a certain amount of precipitation. The number of tippings within a
time period can then be referred to the intensity of precipitation. For the tipping bucket the
maximum resolution is usually 0.1 mm. The weighing systemworks similar to the analogue
case, except that the weight is directly converted into an electrical signal. In drop-counting
measurements, the precipitation is first transformed into single drops of a predefined size,
which are then counted by optical sensors. The resolution of weighing and drop-counting
pluviometers may be 0.01 mm or even higher.
TheDeutscher Wetterdienst [GermanMeteorological Service] (DWD) installed the first gen-
eration of automated pluviometers in the early 1990s. In the year 2002, the DWD started
a successive upgrade of their pluviometers to the second generation of automated plu-
viometers, the so called AMDA pluviometers (Automatische Messdatenerfassungsanlage)
(Behrendt et al., 2011).
All measurements described above are point measurements. Area-related precipitation
data can be obtained by radar, satellite or microwave links. These measurements are not
further discussed here because this work is only concerned with single time series based on
data from pluviometers.
2.2. Statistical characterization of precipitation
Precipitation is the result of very complex and highly non-linear atmospheric processes.
Most precipitation is either caused by frontal systems or by convective storms (and inmoun-
tainous areas additionally by orographic lifts). Frontal systems usually come along with
stratiform rainfall of moderate intensity lasting days, whereas convective storms can occur
suddenly with heavy intensities, but remain only for a few hours. Both processes, however,
often occur not clearly separated from each other, but as a complex result of mutual inter-
actions. Although both processes have different genesis, and thus different precipitation
characteristics, the resulting measurable output, the precipitation, is the same. Therefore,
the characteristics of a precipitation time series depend on the regarded temporal aggrega-
tion and is difficult (if not impossible) to be fully described by a few parameters.
On the one hand, the time dependent process is rather persistent depending on the tem-
poral aggregation. In Germany, for example, if it rains at time step t at a five minute ag-
gregation, it is very likely that it will also rain at the next time step t + 1. Even at a daily
aggregation, the probability of rain at the day after a wet day is increased indicated by larger
Markov transition probabilities (Ba´rdossy, 1993).
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Global statistics Event based statistics Extreme value statistics
(φ) max., mean, var., skew.
(different scales)
wet spell
-depth, -duration
-intensity, -frequency
internal peak, time to peak
intensity-duration-frequency
(IDF) maximum / partial
(φ) distribution functions
(diff. scales)
dry spell
-duration, -frequency
depth-duration-frequency
(DDF) maximum / partial
(φ) p0 (probability zero prec.)
(diff. scales)
antecedent precipitation
(φ) entropy
(diff. scales)
(ψ) autocorrelation functions
(diff. scales / time lags)
(ψ) scaling parameters
(diff. moments)
Table 2.1.: Overview of different precipitation statistics.
On the other hand, the rather stable rainfall process may exhibit abrupt changes. For
example, if a small convective storm cell occurs, a dry day may be interrupted by one or
two hours of very intense precipitation. The combination of a stable process that is inter-
rupted by sudden changes is called intermittent process. The intermittency is an important
characteristic of precipitation, but its proper description is very challenging.
Due to the very complex temporal structure of precipitation time series, no common rules
or methods have been defined to characterize precipitation in the literature so far. Instead,
many different statistics have been developed and applied in the past. In Table 2.1 I sum-
marize the most commonly used statistics and group them into three categories: global,
event-based and extreme value statistics.
2.2.1. Global statistics
Global statistics are calculated by using the entire time series at a specific temporal aggre-
gation. I divided them further into two subgroups indicated with φ and ψ. The first group
φ are statistics describing the marginals of precipitation values at a certain time scale. They
can be single values like the maximum, or statistics based on moments like the mean, the
variance (standard deviation) or the skewness of time series. Alternatively, empirical dis-
tribution functions (EDFs) can be calculated which reflect the non-exceedance probability
(quantile) of precipitation values. Another often applied statistic is the probability of a time
step having zero precipitation p0. If only one aggregation is considered, none of the mea-
sures φ include any information about the temporal order of the values. Only if several time
scales are regarded, one can refer indirectly on the temporal structure. For example, if p0 is
evaluated at several different scales, it can be used to describe the intermittency (e.g.Molnar
and Burlando, 2005). The second group ψ contains all parameters describing the temporal
structure directly. The most important ones are the autocorrelation functions (ACFs), the
scaling parameters and the entropy.
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Autocorrelation The autocorrelation r
(j)
l describes the correlation of consecutive values
in a time series separated by a time lag (Wilks, 2011), and is calculated as
r
(j)
l =
∑T  l
i=1 (x
(j)
i  x¯
(j))(x
(j)
i+l  x¯
(j))∑T
i=1 (x
(j)
i  x¯
(j))
2 (2.1)
where xi is a precipitation value at time step i, x¯ is the mean precipitation value, l is the
lag, j is the aggregation and T the length of the time series. The lag defines the shift of the
time series and reflects the regarded length of the temporal memory. The autocorrelation
can be interpreted as the temporal stability of a time series, that is, the higher r
(j)
l is, the
more similar two successive values are. The autocorrelation can be highly influenced by
large values as I show later in the study.
Scaling parameters Another way of analyzing the temporal structure is by calculating
statistical moments at different scales and analyzing their dependence across the scales. The
scaling parameters do not show directly the temporal structure at a specific aggregation, but
relate the changing moments at different scales, and thus represent the temporal structure
indirectly via the aggregation process.
The k-th empirical moment m for an aggregation j can be calculated as (e.g. Lombardo
et al., 2014)
m
(j)
k =
1
T
T∑
i=1
(H
(j)
wet,i)
k, (2.2)
where H
(j)
wet,i is a precipitation value larger than zero at time step i and T is the length of
the wet time series. The relationship between the k-th moment and the aggregation level j
is assumed to follow a power law which can be described by
m
(j)
k = ak ∗ Sj
bk , (2.3)
where Sj is the j-th aggregation level in minutes and ak and bk are the parameters of
the power function. A linear regression of the moments and the aggregation level can be
applied in the log-space. The parameter ak is a simple constant, whereas the actual depen-
dence between aggregation andmoments is described by the parameter bk. In the following,
the parameter bk is referred to as scaling parameter. If the scaling parameters of different
moments show a linear relationship, the process is known as simple scaling, otherwise as
multiple scaling (Burlando and Rosso, 1996).
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Entropy The entropy is a statistic which can be used to describe the information content
of a random variable, its probability of occurrence and its uncertainty (Singh, 2011). All
characteristics are related to each other. The more likely a certain realization of a random
variable is, the less uncertain it is, and thus the less additional information can be provided
by other realizations. A low entropy characterizes such a random variable. On the other
hand, the more diverse realizations can occur, the lower their individual probabilities are,
which leads to a higher uncertainty of the individual realizations. Therefore, the information
content is increased and is described by a high entropy. The general form of the entropy H
is defined as
H(X) =  
n∑
i=1
p(xi) ∗ log(p(xi)) (2.4)
where p(xi) represents the probabilities of a realization x of the random variable X , and
n is the sample size (Singh, 2011).
The general concept of entropy can be applied to precipitation. Here, p(xi) does not de-
scribe a probability, but defines a relative value describing the information content at a high
temporal resolution k (e.g. 5 min aggregation) with respect to a coarser resolution j (e.g.
hourly aggregation). The more the information (precipitation) is spread across single incre-
ments, the higher the information content and, thus, the entropy is. For this purpose, the
Shanon entropyHS(x)
(j) (defined by using log2) of a precipitation value x at an aggregation
j is calculated using the relative contributions p
(k)
i at the finer aggregation k. Mathemati-
cally, this can be expressed as
HS(x)
(j) =  
n∑
i=1
p
(k)
i ∗ log2(p
(k)
i ) (2.5)
with
p
(k)
i =
x
(k)
i
x(j)
=
x
(k)
i∑n
i=1 x
(k)
i
(2.6)
where x represents the precipitation values at coarse (j) and fine aggregation (k), and n
defines the number of fractions in which the coarse aggregation is subdivided. Here, the
binary logarithm is used to calculate the Shanon entropy.
The Shanon entropy has values on the interval [0 ≤ H
(j)
S ≤ log2(n)]. For example, if
the hourly entropy is calculated using 5 min data, H
(H)
S is defined on [0 ≤ H
(H)
S ≤ 3.58].
That is, if just one single 5 min value occurs and all other values within the hour are zero,
the 5 min value is equal to the hourly sum. Consequently, the respective hourly entropy
is zero implying least uncertainty because all information is provided by one value. In the
other case, where the hourly rainfall is distributed uniformly within 5 min values, each 5
min value contains some information, and thus the entropy is at its maximum, here 3.58.
Therefore, the entropy at a certain time scale contains information about the precipitation
distribution at a sub-scale.
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2.2.2. Event-based statistics
Event based statistics do not describe the time series as a whole, but characterize well-
defined parts, the precipitation events, with statistics like depth, duration, frequency, mean
and peak intensity. Furthermore, the time between two events, the dry spell duration, can
be obtained as well as information about the antecedent precipitation. If two events are
separated they are assumed to be independent. The main challenge in this context is the
definition of the event separation criteria. If the interim time between two events is short,
even individual convective thunderstorms can be separated and analyzed. However, by ap-
plying a short interim time, long lasting events will also be split, although theymight be part
of the same large scale synoptic weather phenomena and, thus, should not be considered as
independent. On the other hand, if the interim time is too long, several short events will be
combined to one long event. The result is a decreased variability in the event statistics due
to the loss of information about the internal intensity structure of the event. The definition
of the interim time is, hence, a trade-off between event independence and representation of
the intensity characteristics.
Many different event separation methods exist. In almost all cases not the raw time se-
ries is used, but a time series with thresholds for minimum precipitation intensity and/or
depth (e.g. Xanthopoulos, 1990). Otherwise, even very small precipitation values would be
considered as individual events. The major independent criterion is the interim time de-
scribing the time between two individual events. The variable can be defined using pure
statistics or by a subsequent application. For example, Restrepo-Posada and Eagleson (1982)
use the coefficient of variation, which is the ratio of the standard deviation and the mean,
to define the interim time between independent storms. Whereas DWA-A118 (2006) pro-
poses a time that should depend on the discharge time of the drainage system, but at least
four hours. Dunkerley (2008b) shows that different event separation criteria result in vary-
ing event statistics. Consequently, if not the same criteria are applied, one cannot compare
event-based statistic of different studies. The missing uniqueness and the lacking general
definition are major drawbacks of event-based statistics.
In my study, I distinguish between two definitions: The advanced definition of a proper
precipitation event is indicated as event, whereas a simple separation of consecutive wet
values by at least n dry time steps is defined as spell.
2.2.3. Extreme value statistics
The distribution of precipitation values exhibit a high positive skewness at all aggregations
from 5 min to 24 h, that is, the larger the values the less frequent they occur. Nevertheless,
the rare precipitation events cannot be neglected. Indeed, they are very important because of
the disastrous consequences for urban infrastructure in the case of their occurrence. There-
fore, the extreme value statistics, describing the upper tail of the distribution function, is an
essential part of the statistical analysis of precipitation. However, one should keep in mind
that extreme value statistics by definition characterize only very few precipitation values.
For example, the average number of values per year usually used in extreme value statistics
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is about 3 out of 105,000 at the 5 min aggregation. Even if only wet values are considered
(90 – 95 % of the 5 min values are zero), the extreme value statistics reflect less than 0.05 %
of all wet 5 min values. For larger aggregations the number of 5 min values contributing
to extremes increase, but still relatively few values are taken into account (≈ 1% at a daily
aggregation).
The extremes are usually evaluated by a relationship between intensity, duration and re-
turn period and are illustrated using intensity-duration-frequency (IDF)-curves. Less often
depth-duration-frequency (DDF) curves are used for the same purpose. In such curves, the
precipitation intensity (or depth) is plotted against its empirical return period (= frequency)
for a given aggregation (= duration).
The DWD provides an extreme value analysis of entire Germany (KOSTRA-DWD-2000)
which is described in Bartels et al. (2005) and based on DWA-A531 (2012). The IDF relation-
ships in KOSTRA are evaluated for durations from 5 min to 72 h and return periods of 1
year to 100 years on a 8.45 x 8.45 km raster. Although the DWD recently released an update,
KOSTRA-DWD-2010 (Malitz and Ertel, 2015), the term KOSTRA refers to KOSTRA-DWD-
2000 in my study if not stated otherwise.
The precipitation intensities can be obtained by using the maximum of each year (annual
series), or by taking a number of highest values within the entire time period (partial se-
ries). In both methods, the intensity series are obtained by considering the largest intensities
calculated with a moving time window of the desired duration. A major assumption of
the extreme value analysis is the independence of these values. The independence can be
assumed to be automatically fulfilled in the case of annual maxima. If the partial series is
used, several approaches exist to assure the independence of values being located in the
same year. Verhoest et al. (1997) defines values to be independent if at least 24 dry hours sep-
arate the extremes. Whereas in DWA-A531 (2012) the criteria is weaker, that is, the interim
time must only be the length of the regarded aggregation, but at least four hours.
For the partial series usually a peak over threshold (POT) approach is applied, where all
values above a given threshold are used for the extreme value analysis. The POT threshold
can also be set indirectly by explicitly defining the number of largest values. For example, in
KOSTRA the Euler number e ≈ 2.718 of values per year are used to define the partial series.
According to Verhoest et al. (1997), the partial series are more reliable for return periods of
0.1 to 10 years compared to the annual series. As these return periods are most important
for urban hydrology, I use the partial series in this study instead of the annual series.
The return period T for a given intensity I and duration D is defined as the time inter-
val in which the intensity I(D) occurs on average at least once. The return period T can
be expressed mathematically as the reciprocal of the exceedance frequency or in terms of
non-exceedance frequency F : T = 1/(1  F ). That is, the return period T is directly re-
lated to the EDF of the intensities. To obtain an empirical IDF-curve, the ranked intensities
of the maximum or partial series are plotted against their respective empirical frequencies
(return periods). Plenty of different methods exist in literature to obtain the plotting posi-
tions for a given sample size L (e.g. Hazen or Gumbel plotting positions in Cunnane (1978)).
However, according to Makkonen (2006) only the Weibull plotting position, T = (L + 1)/k,
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represents the extreme values correctly independent of the underlying distribution, where
k is the index of the sample values in descending order. Nevertheless, in order to be com-
parable to KOSTRA based on DWA-A531 (2012), I use the formula defined there, that is,
T = (L+ 0.2)/(k  0.4) ·M/L, where M is the length of the time series in years.
In a final step, a theoretical distribution function can be fit to the empirical IDF relation-
ship between I(D) and T . A distribution of the extreme value distribution families (type I,
II and III) can be used, for example the exponential, the generalized extreme value (GEV),
the Gumbel or the Gamma distribution (Koutsoyiannis et al., 1998). In the KOSTRA analysis
the exponential distribution is applied. When the IDF-curves are fitted individually for each
duration as applied in KOSTRA, they will probably not be consistent across all durations.
Therefore, a parameter adjustment is necessary as explained in DWA-A531 (2012) in more
details. In my study I do not fit a theoretical distribution, but compare only the empirical
IDF-curves.
2.2.4. Other approaches
In addition to the above mentioned statistics, several other methods have been developed
to describe precipitation. One of the first methods were the mass curves developed by Huff
(1967) that are still used (e.g Dolsˇak et al. (2016)). Huff (1967) grouped precipitation events
into four quarters depending on the occurrence of the maximum rainfall intensity. Each
quarter can then be characterized by the cumulative distribution of precipitation amounts
with its respective cumulative distribution of durations.
Another possibility to describe the temporal structure is the spectral analysis of Fourier-
transformed time series (Burguen˜o et al., 1990; Paschalis et al., 2014) as the spectral density is
related to the autocorrelation function. The power spectrum, which is the spectral density
as a function of the frequencies, can be plotted and is typically evaluated graphically (Wilks,
2011).
A way to describe the intermittency across a large range of scales was recently developed
by Schleiss and Smith (2016). The intermittency is characterized based on inter-amount times.
The dispersion of the inter-amount times is reflected by a burstiness coefficient, and the
temporal ordering is specified by a memory parameter.
More recently the evaluation using bivariate or multivariate copulas have been devel-
oped. They can be widely used to analyze the dependence structure of rainfall indepen-
dently of their marginal distributions. The marginals are separated from the dependence
structure by transforming the precipitation values into the rank space. Afterwards, all statis-
tics can be evaluated in their rank space, like event-based statistics (Salvadori and Michele,
2006) or extreme value analysis (Vandenberghe et al., 2011).
3. Analysis of observed precipitation
The focus of my study lies on the simulation of single point rainfall, and consequently pre-
cipitation of several stations are used as reference data individually. However, measured
precipitation time series cannot be treated as a perfect representation of natural rainfall for
two reasons. First, precipitation data is difficult to measure and a variety of measurement
errors may occur. Second, several sources of uncertainty exist such that a measured time
series must be regarded as one individual sample that does not fully represent the truth,
respectively, the population of the underlying process. Therefore, the measured data should
be extensively analyzed in order to be able to observe, determine and quantify the uncer-
tainty. The purpose of this chapter is, first, to show the statistics of the input data that are
the basis for the simulation of synthetic series later in my study, and second, to illustrate
potential issues related to measured data.
3.1. Measurement errors and inhomogeneity
The measurement of precipitation is vulnerable to a variety of potential errors. As they can
have significant influences on applications, I briefly point out the different sources as well
as their relevance for the generation of synthetic precipitation.
Some measurement issues have a natural, physical reason, for example, errors induced
due to wind drift, wetting loss and evaporation (Sevruk and Klemm, 1989). Such errors lead
to systematic underestimations of the measured precipitation. The issues are well known
andmany studies have been carried out, how such errors can be reduced in situ or corrected
afterwards (e.g. Sevruk and Hamon, 1984).
Furthermore, measured time series may exhibit unnatural errors, for example, due to
bad maintenance, to damages in the devices or to failures in the electronics. These errors
show an erratic characteristic and are supposed to be observed, marked or corrected by
the operator. Unless the rainfall values caused by such errors are very unrealistic, they are
hardly detectable without any further information.
Another important issue is the uncertainty related to different measurements devices.
Nystuen et al. (1996) illustrates that measured precipitation of different devices is generally
highly correlated, but the accuracy varies depending on the rainfall intensity. If the uncer-
tainty has a random nature, it is less problematic because on the long run they cancel each
other out. Even if certain devices show a systematic bias, one could account for such an
error as long as their device and its bias is known.
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For all errors described above additional information needs to be available, that is, knowl-
edge about the device, the measurement process or the post-processing. As such informa-
tion is not accessible in my case, I use the measured data without any additional corrections
except for the ones already performed by the operator. However, I have no specific infor-
mation about the applied post-processing methods. Consequently, there is still uncertainty
in the measured data with respect to error handling. Nevertheless, such kind of time series
would be used for applications in practice and any uncertainty would usually be indirectly
considered by security surcharges. Therefore, the applied data is not supposed to reflect the
reality of local rainfall, but considered as a realistic time series practically applied in urban
hydrology.
Another issue of measured data is the inhomogeneity that may play an import role for the
simulation of rainfall. Inhomogeneity could arise from several sources like different mea-
surement devices, changed locations or difference in error handling and post-processing.
Inhomogeneous time series can show systematic differences in the statistics between certain
sections of the time periods. Depending on the length of the inhomogeneous parts and on
the influence on the statistics, they can have high impacts on the rainfall simulation.
Therefore, I focus on the inhomogeneities in the observed time series in this chapter, rather
than focusing on sources and specific treatments of measurement errors.
3.2. Overview of applied measured data
In my study, I use data in a high temporal resolution of 5 min of pluviometers provided by
the DWD. The time series start around 1960 and last to 2012. However, the actual available
period is shorter than 53 years because of gaps with missing years. As the measurement
devices of the DWD changed during the time period twice (see Chap. 2.1), the long time
period is split into three different sub-periods which I analyzed individually throughout the
study. The separation enables to investigate the effect of inhomogeneities of time series on
rainfall simulations. However, one should keep in mind that the reduced time periods come
along with an increased sampling uncertainty.
I defined the three periods as follows: period I (196x – 198x), period II (199x – early 200x)
and period III (late 20xx). The exact start and end of the periods is chosen depending on
the data availability of the pluviometer in each period. Three locations, Freiburg, Kempten
andWeiden, are used because of their large data availability. All three stations provide long
precipitation data (at least 35 years in total) in a high temporal resolution covering all three
time periods. Additionally, I use the station Augsburg because of its long data set in time
period III. Table 3.1 summarizes the applied time periods for the different locations.
The three main locations are representative for different climatic conditions occurring in
Germany. Kempten is located in the Allga¨u close to the Alps and represents a wet location
with more than 1200 mm of precipitation per year. Weiden is a city in the Upper Palatinate
of Bavaria that reflects a rather dry climate with around 700 mm of precipitation per year.
In Freiburg, situated on the windward side of the Black Forest in Baden-Wu¨rttemberg, the
annual precipitation amount is around 900 mm.

14 Analysis of observed precipitation
F.: I F.: II F.: III W.: I W.: II W.: III K.: I K.: II K.: III A.: III
nnan [%] 50.4 0.027 0.093 51.3 0.002 0.077 46.6 0.006 0.253 0.633
ΣH [mm/year] 911 946 832 657 727 737 1242 1269 1186 758
ΣHdaily [
mm/year] 939 942 832 701 723 743 1253 1265 1191 761
n
(5min)
wet [
n/year] 9673 4843 6317 8445 4015 6690 14205 8960 9751 6288
n
(h)
wet [
n/year] 1067 1060 1106 979 1012 1218 1497 1523 1524 1119
n
(d)
wet [
n/year] 166 176 185 160 178 190 185 191 197 184
ws
(h)
1h [
n/year] 64 134 128 64 141 132 59 112 110 127
ws
(h)
2h [
n/year] 58 76 81 63 74 85 60 70 67 78
ws
(h)
Σ [
n/year] 250 338 344 248 342 364 279 352 344 338
p
(5min)
0 [-] 0.91 0.95 0.94 0.92 0.96 0.94 0.86 0.91 0.91 0.94
p
(h)
0 [-] 0.88 0.88 0.87 0.89 0.88 0.86 0.83 0.83 0.83 0.87
p
(d)
0 [-] 0.55 0.52 0.49 0.56 0.51 0.48 0.49 0.48 0.46 0.50
r
(5min)
1 [-] 0.80 0.61 0.63 0.74 0.69 0.63 0.87 0.73 0.66 0.70
r
(h)
1 [-] 0.44 0.41 0.37 0.41 0.39 0.40 0.51 0.48 0.47 0.38
r
(d)
1 [-] 0.16 0.21 0.17 0.20 0.18 0.13 0.25 0.28 0.20 0.22
H
(5min)
max [mm] 11.04 21.1 11.44 10.7 11.7 13.31 11.53 17.99 11.49 14.3
H
(5min)
mean [mm] 0.09 0.20 0.13 0.08 0.18 0.11 0.09 0.14 0.12 0.12
H
(5min)
std [mm] 0.21 0.30 0.27 0.18 0.31 0.25 0.16 0.23 0.24 0.26
H
(5min)
skew [-] 13.98 16.87 12.35 17.09 14.20 18.04 12.54 16.52 13.68 15.65
H
(h)
max [mm] 34.19 32.7 27.46 39.89 48.1 34.08 37.14 46.54 24.91 37.3
H
(h)
mean [mm] 0.85 0.89 0.75 0.67 0.72 0.60 0.83 0.83 0.78 0.68
H
(h)
std [mm] 1.46 1.42 1.35 1.19 1.41 1.18 1.31 1.35 1.34 1.29
H
(h)
skew [-] 6.97 5.96 7.11 9.53 11.02 8.86 7.33 8.22 5.68 7.70
H
(d)
max [mm] 70.63 49.6 60.6 60.89 55.1 46.27 84.2 69.24 58.57 62.62
H
(d)
mean [mm] 5.50 5.36 4.49 4.11 4.08 3.89 6.72 6.64 6.03 4.13
H
(d)
std [mm] 6.96 6.69 6.08 5.39 5.81 5.48 8.21 8.45 7.82 6.00
H
(d)
skew [-] 2.92 2.32 2.90 3.16 3.31 2.98 2.83 2.55 2.29 3.26
Table 3.2.: Overview of some basic global statistics of the pluviometers in Freiburg (F.), Wei-
den (W.), Kempten (K.) and Augsburg (A.) for three time periods (I – III). Remark:
Hdaily is the data from a daily rainfall gauge and not of from the high resolution
pluviometer.
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the sum of the respective daily rain gauge ΣHdaily. Therefore, most of the missing data
must be related to missing zero precipitation values. The reason is that data of period I was
derived from digitized paper chart records for which a digitalization was only performed if
precipitation occurred. Unfortunately, I have no additional information if the nan-values are
actual missing data or if the are not digitized time periods. Therefore, I treat all nan-values
as zero values in all three periods. Although this procedure underestimates the true local
precipitation for some periods, it matches the approach that is usually applied in practice
when rainfall is used in sewer simulations. Furthermore, the absolute precipitation values
are not too important for my study for two reasons. First, I mainly focus on the temporal
structure rather than on the rainfall distribution. Second, I do not apply the data for real case
sewer simulations to investigate critical system conditions. Instead, I use them as references
for relative comparisons with simulated time series. Consequently, in the rest of the study,
that is for the statistical analysis and sewer simulations, I set all missing values to zero
and use these series as references. Nevertheless, one should keep in mind that for a full
simulation of synthetic time series one should take care off missing values, for example, by
using the more robust daily stations for statistics where applicable, or by applying infilling
methods (e.g. Ba´rdossy and Pegram, 2014).
3.3. Influence of different measurement devices on precipitation
statistics
Systematic differences in the statistics can be observed in Tab. 2.1 when different time pe-
riods are regarded. Some of the deviations can be related to sampling errors of short time
periods. For example, the lowmean annual precipitation sum of Freiburg for time period III
can be referred to rather dry years between 2007 and 2012. However, not all deviations need
to be caused by sampling errors. Some differences could be related to natural variability in
the climate. However, due to the small sample sizes this hypothesis can neither be rejected
nor proofed.
Other deviations are likely induced by different measurement devices. As no secondary
information about the devices are available for my study, I can also not prove this hypoth-
esis. Nevertheless, I present plenty of empirical evidences in the following that indicates a
strong influence of different devices on certain rainfall statistics. They can already be noticed
by a visual analysis of the time series (Fig. 3.1).
Period I reflects data of subsequently digitized paper chart records. The digitalization
of paper records is done by locating points that detect remarkable inflections of the regis-
tered curve (ATV-A136, 1985). The points are then connected with straight lines such that
the traverse fits the precipitation record. The rainfall depth is defined as difference between
two points in 0.01 mm. As in the digitalization the increase of precipitation depth is per-
formed linearly, the resulting intensity between two points is constant. That is, the repre-
sentation of the temporal structure of the intensity depends on the amount of remarkable
points and, thus, on the quality of digitalization. In particular for small intensities, the
amount of remarkable points can be very small. The result is a very smooth time series and
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of ws
(h)
Σ for time period I, although the statistic is calculated at the hourly resolution. The
underestimation of the wet spells is mostly caused by the reduced number of short spells
(ws
(h)
1h , ws
(h)
2h ). The underestimation is remarkable, as the number of wet hours n
(h)
wet is only
slightly reduced in period I compared to the other time periods.
One can conclude that the influence of the measurement devices on statistics should be
considered depending on the purpose and on the regarded time scale. It is of minor rel-
evance as long as applications are regarded, where the dominant factors are the integral
precipitation volume, the intensity of large precipitation events or highly aggregated time
series. However, as soon as time series of high temporal resolution are statistically analyzed,
for example, for the generation of synthetic precipitation, the different measurement devices
play an important role. On the other hand, one should keep in mind the sampling errors of
different and short time periods that can additionally influence the statistics.
The conclusion of this section is that all statistics calculated in a high temporal resolution
should be analyzed individually towards systematic inhomogeneities between time periods
of different measurement devices. If deviations are observed, further investigations must be
performed with respect to their influences on subsequent applications. If large impacts are
detected, I recommend to use only high resolution data of period III for vulnerable statis-
tics, because they reflect the natural intensity structure most realistically. For statistics not
affected, all data should be applied to reduce sampling errors of short periods.
3.4. Issues using scaling parameters
The scaling parameters are an important set of parameters that is used later for the gener-
ation of synthetic precipitation. They are investigated in more detail now as several issues
occur related to the measured data. The scaling parameters are used to describe the tem-
poral structure of precipitation across a large range of aggregations and can be obtained
for different moments. The higher the order of the calculated moments, the more they are
affected by large values, and the more vulnerable they are to outliers. Consequently, only
the lower order moments should be considered for any application. For example, Lombardo
et al. (2014) recommends to use only the first two moments. In the following, the first three
moments are investigated as they are used for the generation of synthetic precipitation in
NiedSim 2.x. NieSim 2.x is the operational version of the precipitation simulator, on which
my study is build on. For more detailed information about the algorithm of NiedSim 2.x, I
refer on Chap. 4.4.
In order to obtain the scaling parameters of the first three moments, the moments m
(j)
k
with order k = {1, 2, 3} are calculated for the aggregations j = {5, 10, 20, 30, 60, 120, 240, 360,
720 and 1440 min} according to Eq. 2.2. The scaling parameters bk are then obtained using
Eq. 2.3. They are calculated for summer and winter individually as the scaling character-
istics change in different seasons. In NiedSim 2.x summer is defined from May to October
and winter from November to April.
In order to interpret the scaling parameters, the power function has to be recapitulated.
A scaling parameter bk = 1 dedicates a linear relationship between the moment k and the
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aggregation level j. The scaling parameter of the second moment b2 of precipitation shows
roughly a linear relationship.
If bk > 1, the relationship of the moment k and aggregation level j is convex. This is the
case for the third moment b3 of precipitation. The more uniform the values of the high reso-
lution are in comparison to the low resolution, the smallerm3 of high resolutions compared
to low ones is, and thus the larger the scaling parameter b3 is.
For scaling parameter bk < 1 the dependence between the moment k and the aggregation
level j is concave. The first moment, the mean, must follow this characteristic as one can
easily imagine. If b1 was not < 1, but for example b1 = 1, a small 5 min value of 0.1 mm
(the equivalent of a single tip of tipping buckets) would result in a large daily precipitation
value of 28.8 mm (a rainfall depth, that occurs approximately once per year).
3.4.1. Breaks in scaling property
In NiedSim 2.x, all aggregations from 5 min to 24 h are used to calculate one set of scaling
parameters. However, as for example Hoang et al. (2012) shows, scaling breaks occur for
sub-hourly precipitation data. In order to investigate the breaks, I calculate the parameters
with different subsets of aggregation levels for which the moments are computed. I define
two cases of subsets. Case (a) includes only aggregations that are larger or equal a thresh-
old aggregation Sthresh. Consequently, the subsets of case (a) result in aggregation levels
from Sthresh to daily aggregations S24h. This case pronounce the scaling behavior where the
focus is on highly aggregated data. Conversely, in case (b) the subsets are based on aggrega-
tions less or equal Sthresh and start from the 5 min aggregation. Therefore, the intra-hourly
aggregations dominate the scaling parameters in case (b).
Fig. 3.4 shows the results of both cases for three different time periods in the summer
season. The parameters to the very left of each time period of (a) and (b) are identical
(Sthresh = 5 in (a) and Sthresh = 1440 in (b)), because they are based on the entire range
of aggregations. The number of considered aggregations decrease if one moves towards
the right side of each time period. In both cases, the subsets are limited to Sthresh = 60
min. Otherwise, too few aggregations would be used for the regression and would result
in very uncertain scaling parameters. If the scaling behavior of the moments was the same
from 5 min to daily aggregation, the scaling parameters would be constant across the scales.
However, a clear change can be observed if not the entire range of aggregations is used. In-
dependent of the time period, the parameters tend to decrease the more large aggregations
are considered (a), and tend to increase if the focus is on high resolutions (b).
3.4.2. Sensitivity to measurement devices
The scaling parameters also show systematic deviations if they are calculated with different
time periods (Fig. 3.4). The more high resolution data is used, the larger the differences
are (Fig. 3.4b, in particular for 1961 – 1980). The deviations might be caused by sampling
errors of different sample sizes. However, an analysis of subsamples of equal size exhibited
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the same deviations as the full samples. There are very convincing indicators that different
measurement devices are again responsible for the systematic deviations as I will show in
the following.
In Chap. 3, I demonstrated that the influence of the devices is highly reduced at the hourly
aggregation. If only aggregations larger than 1 h are used for the scaling parameters (crossed
circle in Fig. 3.4a), almost no deviation between the time periods can be observed. On the
other hand, large deviations can still be observed if only aggregations smaller than one hour
are applied (crossed circle in Fig. 3.4b). Additionally, the smoothed time series of period I
(1961 – 1980) shows systematically larger scaling parameters of all moments compared to
the other two time periods.
To support the assumption, I apply a simple tipping bucket emulation algorithm to the
time series of 1960 – 1981. That is, I use the smooth 5 min time series in 0.01 mm resolution
as input of a synthetic tipping bucket emulator with 0.1 mm resolution. For each time step,
the new intensity is calculated as a multiple of 0.1 mm. The reminders are accumulated in
a synthetic tipping bucket until 0.1 mm is reached. I plot the scaling parameters of the re-
sulting time series as triangles in Fig 3.4. The parameters of all moments are systematically
reduced and are more similar compared to the other periods. This illustrates the high influ-
ence of measurement devices on scaling parameters which was also reported by Hoang et al.
(2012).
All problems related to the scaling parameters are also prominent for the winter season as
well as for the station Kempten and Weiden (results not shown) and support their general
validity.
3.5. Issues with extreme values
Finally, I would like to address briefly the large and extreme values of the observed data
used in my study. For this purpose, I calculate the partial series as explained in Chap. 2.2.3.
I use the same number of events as defined in KOSTRA, that is, the Euler’s number e ≈ 2.718
times the number of years. Figure 3.5 illustrates the IDF-curves for two different durations
(5 min and 30 min).
The erratic bends in the lines for large return periods indicate the high sampling uncer-
tainty of extreme events. The length of measured data should be at least three times the
desired return period. This is a rule of thumb based on some theoretical considerations us-
ing the binomial distribution. The probability of occurrence of an event in a time period
of 20 years with a return period of 20 years is only 64 %. If an event with a shorter return
period of, for example, 6.6 years is regarded, the probability increases to 96 % in a 20 year
period.
Therefore, if one would like to predict extremes of long return periods, one either needs
very long observed time series that are usually not available, or one has to fit theoretical
extreme value distributions. One can easily fit such distributions, but due to the lack of

4. Synthetic precipitation
4.1. Motivation
Precipitation is one of the major input variables for applications in urban hydrology. De-
pending on the specific application, the precipitation must meet different requirements.
Three major applications can be defined in urban drainage: hydraulic design of sewer net-
works, planning of combined sewer systems and sewer system management. However, to
be able to understand the requirements with respect to rainfall, I give a short overview here:
For hydraulic design, extreme values are most relevant, whereas for combined sewer sys-
tems as well as for sewer system management, the mean yearly conditions are important
including the temporal structure of medium precipitation events. In the following, basic
properties of precipitation time series are explained that define the minimum requirements
for sewer modeling.
Length The length of measured time series is a crucial aspect that must be considered,
in particular, for the calculation of extreme values. As extreme values by definition occur
only rarely, it is likely that short periods will miss large events. A rule of thumb as defined in
Chap. 3.5 is that the measured period should be at least three times as long as the considered
return period. In the literature, the demand is less strict depending on the application. DWA-
A531 (2012) states that the period should be at least 30 years such that local extreme value
statistics can be properly assessed. Whereas according to (DWA-A118, 2006), the measured
periods should be at least ten years to reflect the return periods from 1 to 10 years for design
purposes.
Short measured time periods do not only affect extremes, but also other statistics due to
sampling errors. The higher the year to year variability, the larger the sampling uncertainty
of short measured data is. For example, the annual precipitations sums can highly differ
from one year to another and, thus, are vulnerable to short periods. As explained in Chap.
3.2, the mean annual precipitation of the short period III of Freiburg is reduced compared to
the long term mean due to the rather dry years. Consequently, even for applications, where
the extremes are less important like for combined sewers, long time series are required (ac-
cording to ATV-A128 (1992) at least ten years). In conclusion, long time series are necessary
to avoid sampling errors for most sewer applications.
Continuity Sewer simulations can be performed either event-based or continuously. Event
based simulations are discontinues because relevant single precipitation events with typical
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characteristics are selected, individually simulated and analyzed. The single events can
either be selected from measured data or generated as synthetic events. An example for the
latter case are design storms used for the hydraulic design of sewer networks (DWA-A118,
2006). The intensity and durations of such synthetic events are based on tabulated IDF
values like the KOSTRA data, and their internal intensity can be uniform (block rainfall) or
follow an artificial distribution, for example Euler Type II (DWA-A118, 2006).
Other applications, for example tasks related to combined sewer systems, require a real-
istic representation of wet and dry periods. Several studies showed that event-based simu-
lations cannot account for such alternating characteristics and lead to large errors compared
to continuous time series (Xanthopoulos, 1990;Drechsel, 1991). In such cases, continuous sim-
ulations have to be performed for which measured time series must be available.
Another aspect is the treatment of data gaps that usually occur in observed data sets.
Even for well maintained pluviometers, missing values occur that are caused by different
problems in the measuring technique. For many applications the missing values can be
supposed to be zero if the number of missing values are small. This treatment, however,
will most likely lead to an underestimation of the precipitation depth unless all missing
values occurred in dry periods. If the assumption is acceptable, and if the introduced error
is negligible, must be checked by the user in advance.
Temporal resolution Another subject is the temporal resolution of the time series. The
necessary resolution depends on the size of the regarded catchment and thus on the
drainage time. Most applications concentrate on catchments of a few to a few hundred
km2. In catchment hydrology, the drainage times are in the order of hours or days, and
thus hourly or even daily time series are sufficient. In the context of urban hydrology, the
response time of the system is much faster due to shorter drainage times mainly related to a
high percentage of impervious areas. Consequently, a high temporal resolution in the range
of several minutes can be necessary as shown for example in Schilling (1991); Berne et al.
(2004); Ochoa-Rodriguez et al. (2015). Precipitation data from daily measurements are avail-
able in Germany for more than 100 years. The length of high temporal resolution series,
however, is significantly shorter compared to daily data and 5 min time series with more
than 50 years of data are very rare.
Spatial availability Unfortunately, only few locations exist for which the time series ful-
fill all requirements. This data could be sufficient if the characteristics of precipitation were
spatially uniformly distributed. However, precipitation can show a high spatial variability
related to specific local topographical and climatological conditions. Thus, even if the an-
nual rainfall depth of two stations are similar, several other statistics like extremes or dry
duration periods can be different, and their consequences on subsequent application are un-
certain (Schilling, 1991). Consequently, time series applicable for urban hydrology cannot be
simply transferred to any other location. Alternatives are needed for ungauged areas or for
locations where the requirements are not fulfilled.
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4.2. Alternatives to measured time series
The concept that is usually applied to obtain data for an unknown location is interpolation.
Based on a few observed data sets in space, the data between the observations is estimated.
In the case of precipitation time series, however, interpolation is no solution as it overesti-
mates the autocorrelation, underestimates the annual maximum as well as the variance of
precipitation values and leads to reduced extreme values (Ba´rdossy et al., 2000). If a spatially
interpolated time series was applied in urban hydrology, the result would be an underesti-
mation of the failure probability in design tasks or in wrong quality assessments regarding
wastewater treatment problems.
Another idea is to take a measured time series of good quality of one location and trans-
form it in such a way that it is representative for the local conditions of another station. A
transformation could be, for example, a rescaling of the time series with the mean annual
precipitation sum. This is applicable for specific tasks and some regions as shown by Drech-
sel (1991) for combined sewage systems in Hesse (Germany). Such an approach assumes
the same temporal structure of precipitation values for the gauged and ungauged location.
The assumption can be validated for certain statistics or specific applications, but a general
verification is very difficult.
A different solution for unobserved locations can be the generation of synthetic precipita-
tion based on interpolated statistical parameters representing the local rainfall characteris-
tics. The advantage is that such time series can be generated for any location, are continuous
and without missing values, can be of arbitrary length and in a high temporal resolution.
Compared to the interpolation, the statistics, in particular, the variance and the extremes, can
be preserved. Another advantage is the possibility to generate different samples, at least if
the time series are generated with a stochastic simulation. In such cases, uncertainty esti-
mations can be evaluated and risk assessments performed. Furthermore, if synthetic time
series are based on a well elaborated regionalization approach, the synthetic time series of
different locations are homogeneous in the way they are generated, and so are better compa-
rable with each other. Except for difficulties when setting up the regionalization including
the estimation of parameters, no additional sampling errors, measurement errors or quality
problems exist. Additionally, synthetic time series at different locations are not influenced
by varying measurements techniques or different measured time periods. Finally, a good
synthetic time series can fulfill all requirements on precipitation data, and thus would not
be restricted to special applications. Nowadays, due to the increased computational power,
this is a major advantage as different tasks can be simulated simultaneously, for example,
sewer surcharging and combined sewer overflow simulations.
Several approaches (parametric and non-parametric, deterministic and stochastic) are
available to generate precipitation as explained in the following section.
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4.3. Overview of different precipitation models
Many different approaches for the generation and disaggregation of continuous precipita-
tion time series have been developed over the last decades. In the context of precipitation
modeling, the term generation of precipitation describes the construction of a sequence of
events or a series in a discrete resolution. Whereas the term disaggregation refers to a method
that refines an existent time series at a certain temporal resolution to a higher resolution.
Most synthetic precipitation time series are generated at a daily or hourly aggregation and
then, in a second step, are disaggregated to hourly or sub-hourly scales.
Only a few deterministic precipitation models exits, for example, Ormsbee (1989) who de-
veloped a model where each intra-hourly distribution is defined depending on the shape
of the previous, the actual and the following hour. The majority of synthetic precipitation
models are based on stochastic processes. The reason for most models being stochastic is
that atmospheric processes are highly complex and cannot be described completely deter-
ministically. Instead, all atmospheric processes are combined in and reflected by a stochastic
process where each observed series is a realization of the underlying population. Unlike
deterministic models, stochastic models have not a specific output for a set of input param-
eters, but a distribution of outputs describing their probability. Consequently, a stochastic
description of precipitation includes an implicit evaluation of the uncertainty.
Some of the earlier stochastic approaches for rainfall modeling are based on chain depend
processes. Such a model is separated in an occurrence process described by a Markov Chain
(MC), and an intensity process modeled for example by an autoregressive process. In a MC,
the state (rainfall or no rainfall) of a time step depends on the state of one (first-order MC)
or more previous time steps (higher-order MC). The change of the state is described by
transition probabilities. These models can easily account for non-stationarity like seasonal
or diurnal cycles (Katz and Parlange, 1995). However, as they cannot account for higher order
statistics or scaling behavior (Paschalis et al., 2014), these models are mostly applied to daily
precipitation models, in particular, for weather generators (Wilks and Wilby, 1999). For the
representation of rainfall at high temporal resolutions other models are usually applied.
The three most common types are Alternating Renewal models, Point Process models and
Multiplicative Random Cascade models.
Alternating Renewal models are a further development of the MC approach. Similar to
the MC, the precipitation occurrence and precipitation intensity are modeled separately. In
Alternating Renewal models, however, the time series is composed of complete precipita-
tion events instead of values at single time steps. Each event consists of a wet and a dry
period and is described by an external (occurrence process) and internal structure (intensity
process). The external structure is fully described by the duration of wet and dry spells. The
internal structure is defined by the volume or intensity within each wet spell. All three pa-
rameters are characterized by distribution functions that cannot be modeled independently
of each other. Several approaches exist to describe the dependence structure, for example:
simple models, where the wet spell intensity and duration are described with a joint prob-
ability distribution (Robinson and Sivapalan, 1997); Generalized Linear Models using non-
linear (logistic) regression (Chandler and Wheater, 2002); complex models including the full
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dependence structure between all three event characteristics using copulas (Salvadori and
Michele, 2006). The internal structure is often modeled independently of the external struc-
ture and defined by a distribution function of the precipitation intensity. The distribution
can be described in several different ways, for example by a double exponential function
with a defined peak (Haberlandt, 1998), by Fractional Noise (Bernardara et al., 2007) or by
mass curves (Robinson and Sivapalan, 1997). An advantage is that Alternating Renewal mod-
els rely only on a few parameters that all can be measured directly. However, the model is
based on the definition of wet and dry spells, in particular, on the definition of the separa-
tion time. This crucial step for the model performance is not unique, and thus is a major
disadvantage of the model. Several different definitions exist depending on statistical con-
siderations as well as on subsequent applications (see Chap. 2.2.2). Another problem of
these models is the tendency to underestimate the autocorrelation (Paschalis et al., 2014).
The second common group of models are Point-Process models where at certain points
in time (rectangular) pulses emerge that represent single rain cells. In the simplest ver-
sion, the time between two consecutive pulses is Poisson distributed. The single cells are
parametrized with depth and duration. The total precipitation depth at a specific point in
time can then be calculated by the summation of all individual cells active at that time. In
more sophisticated approaches, at first storm cells of variable durations are defined, where
the occurrences follow a Poisson process. In each storm cell, several individual rain cells
can develop that are described in two different manners. In the Bartlett-Lewis model, the
waiting time between two individual rain cells are independent and identically distributed,
whereas in the Neyman-Scott process, the positions of the rain cells with respect to the corre-
sponding storm cell are independent and identically distributed (IID) (Rodriguez-Iturbe et al.,
1987). Like in Point Based models, each single cell is defined by depth and duration, and
the precipitation depth at each time step is the sum of the individual cells. Due to the model
structure, the Point-Process models usually represent the autocorrelation better compared
to other models (Paschalis et al., 2014). Another advantage is the independence of the appli-
cable time scales from the input parameters (Koutsoyiannis and Onof , 2001). Furthermore, the
model can be easily transfered to spatial scales by using discs instead of points (Cowpertwait,
1995). Although Point Process models can be related to physical processes of storms (Onof
et al., 2000), the actual single pulses cannot be observed in nature. Therefore, the calibration
is complex and can only be done indirectly using statistical characteristics of the time series
for example the autocorrelation, dry periods or moments of the precipitation distribution
(Rodriguez-Iturbe et al., 1987). Additionally, these models often show a good performance
for the calibration scales, but perform weak for other aggregations, in particular, for high
temporal resolutions at sub-hourly scales (Paschalis et al., 2014). Other draw backs are the
common underestimation of extremes and p0 values (Pui et al., 2012; Verhoest et al., 1997).
Multiplicative Random Cascade models, the third group, are based on the theory of self-
similarity and scale invariance. These models are often applied for downscaling of precipi-
tation. The high resolution time series is obtained via a branching system of an initial series
at a coarser resolution. At each aggregation the precipitation amount at the coarse scale is
split by a so called cascade generator into separate parts (branches). That is, the precip-
itation structure at a higher resolution develops from the existing structure at the coarse
aggregation and is defined and calibrated by the cascade generator. An advantage of cas-
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cade models is that a high temporal resolution model can be set up with coarser calibration
data (Koutsoyiannis and Onof , 2001) or with data sets of different temporal resolutions. Addi-
tionally, the models are parsimonious, that is, only very few parameters are necessary to set
up the model (Molnar and Burlando, 2005). According to them, the random cascade model
can also be easily extended to a spatial dimension. On the other hand, these models show
problems in the representation of the autocorrelation as shown for example by Mu¨ller and
Haberlandt (2016); Pui et al. (2012). Furthermore, the model is very sensitive in the calibra-
tion, in particular, if high moments are considered and, thus, is highly affected by sampling
errors (Onof et al., 2005; Gaume et al., 2007). Finally, the scaling process of natural rainfall
may not be the same for all temporal aggregations from 5 min up to daily precipitation as
shown in Chap. 3.4.1. Several paper underline occurring scaling breaks at higher temporal
resolutions (e.g. Fraedrich and Larnder, 1993;Molini et al., 2009).
Further, but less common models are available for the disaggregation. Burian et al. (2000)
used artificial neural networks, in which the information at the coarse aggregation is prop-
agated to the fine scale via interconnected hidden layers. Although such models can be fit
to relate any kind of input and output data, the actual processes are hidden in a black box
and can neither be analyzed individually nor observed empirically. Another concept is the
method of fragments, a resampling approach, where daily values are disaggregated by sub-
hourly fragments of nearby high resolution observations of similar daily properties (Westra
et al., 2012). According to them, a major drawback is the reduced interconnectivity of the
temporal patterns at the daily aggregation.
Each model described above shows some advantages, but also suffers from weaknesses.
Therefore, recent approaches combine several model types to overcome the disadvantages
of the individual models. For example, Paschalis et al. (2014) simulated daily time series with
an external model and performed the disaggregation with a separate internal model. They
analyze different combinations of external models (Alternating Renewal, Marcov Chain and
Point Process) and internal models (Multiplicative Random Cascade). They show that the
combined models performed better compared to the individual models, but even the com-
bined models were not able to reproduce the autocorrelation correctly.
4.4. The NiedSim approach
The approach I investigate in this study is based on Markov Chain Monte Carlo as well
as Simulated Annealing techniques and was developed by Ba´rdossy (1998). It is a data-
driven, non-parametric stochastical precipitation generator. In contrast to other approaches,
no physical process is modeled or described stochastically. The basic concept is to optimize
the pure statistical properties of the time series such that the synthetic and observed series
cannot not be distinguished in their statistics. It assumes that certain statistics can fully de-
scribe the natural characteristics of rainfall. Since the first paper, subsequent research using
this concept has been dedicated including approaches towards simultaneous modeling of
spatio-temporal time series (Brommundt, 2008; Beck, 2012).
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The operational version for the generation of single point time series is called Nieder-
schlagsSimulator (NiedSim) [precipitation simulator] and has been used by four Federal
States of Germany for several years: in Baden-Wu¨rttemberg since 2000 (Ba´rdossy et al., 2000),
in Hesse and in Rhineland-Palatinate since 2002, in Bavaria since 2008. In 2014/15, the in-
put data was updated with more recent measurements and the controlling software was
changed. The updated version is called NiedSim2.x and is the basis of my study. Issues in
the performance of NiedSim occurred after its update with new measured data which was
one of the motivations to investigate NiedSim again. The other aspect was to improve the
algorithm of NiedSim with a larger focus on its influence on subsequent sewer simulations.
The innovation of my work is the generation of precipitation along with its indirect valida-
tion using a sewer model. Such an iterative approach enables to detect issues in synthetic
series more easily. Furthermore, potential errors can be evaluated with respect to their rele-
vance for sewers and finally, they can be corrected to improve the quality of synthetic time
series.
NiedSim can be subdivided into three major parts which work independently from each
other and, thus, can be analyzed individually. The first part is the database that contains all
observed precipitation statistics. The second part performs the generation of a continuous,
hourly precipitation time series. In the final part, the hourly time series is disaggregated to
a time series in 5 min resolution. NiedSim is mainly programmed with the open source lan-
guage Python 2.7 (Python, 2015) including the generation of the database and the controlling
of the individual routines. However, the Simulated Annealing algorithms of the optimiza-
tion routines are coded in Fortran due to computational speed benefits. In the following, the
different parts of NiedSim2.x are explained in more detail.
4.4.1. Database
The basis for NiedSim are observed point precipitation data at different temporal resolu-
tions. Daily, 1 h and 5 min time series are used to calculate various statistical characteristics
of precipitation. Table 4.1 gives an overview of the statistics used in NiedSim2.x. I explained
most statistics in Chap. 2.2 except for the cross-correlation, the weighted autocorrelation and
the circulation patterns (CPs) because they are rather specific for NiedSim.
The cross-correlation represents the correlation of the time series of the target location
with a predefined reference time series and should preserve some spatio-temporal continu-
ity if more than one station is simulated.
The weighted autocorrelation is introduced to account for seasonal variations in the au-
tocorrelation. It is calculated in the same way as the autocorrelation, except that the pre-
cipitation values are seasonally weighted before applying Eq. 2.1. A sine function is used
to reflect a continuous change of weights between 0 and 2 during the year. The larger the
weight, the more influence the respective season on the weighted autocorrelation has.
CP statistics describe classified precipitation characteristics related to synoptic pressure
systems. They were introduced by Ba´rdossy and Plate (1992) to generate daily precipitation
time series, such that large scale weather characteristics can be considered.
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For more detailed information about the applied parameters in NiedSim2.x, it is referred
to Ba´rdossy et al. (2015).
Parameter Calculation period Aggregation [min]
1 h generation
φ∗: hourly distribution whole period 60
φ: monthly sum monthly -
φ: daily maximum annual 1440
φ: daily exceedance probability
of 0, 1, 5 mm/day
annual 1440
φ: CP statistics
(mean, std, probability)
whole period 1440
ψ: autocorrelation (lag 1) annual 60, 120, 180, 360, 720, 1440
ψ: weighted autocorrel. (lag 1) annual 60, 120, 180, 360, 720, 1440
ψ: scaling exponent
(1st – 3rd moment)
winter / summer
of whole period
5, 10, 20, 30, 60, 120,
240, 360, 720, 1440
ψ: cross-correlation whole period 60, 1440
5 min disaggregation
φ: 5 min maximum annual 5
φ: 1 h maximum annual 60
φ exceedance probabilities
(0.45, 0.95, 1.95 mm)
whole period 5
ψ: autocorrelation (lag 1,...10) whole period 5
ψ: weighted autocorrel. (lag 1) whole period 5
ψ: scaling exponent
(1st and 2nd moment)
winter / summer
of whole period
5, 10, 20, 30, 60, 120,
240, 360, 720, 1440
Table 4.1.: Parameters used in NiedSim2.x for the 1 h generation and 5 min disaggregation.
φ∗ is only used for the setup of the initial time series and not for the optimization.
It should be highlighted that according to the definitions of Chap. 2.2 only global and
extreme value statistics are used in NiedSim, and no event-based statistics. This is a major
advantage compared to other generation techniques, e.g. point-process models or alternat-
ing renewal approaches because the crucial step of the event separation can be omitted.
After the statistics are calculated for each observed location, they must be transfered to
ungauged locations. In NiedSim2.x, all statistics are interpolated on a regular 1 km x 1 km
grid using external drift kriging with the square root of the altitude as external drift (e.g.
Goovaerts, 2000). The interpolated statistics enable to generate a precipitation time series for
any arbitrary grid point.
All subsequent steps of NiedSim depend on the quality of the database and, thus, are
vulnerable to measurement errors or inhomogeneities. Consequently, a proper analysis of
the measured data is a very important part of NiedSim. This is why a significant part of
my study concerns this topic. Nevertheless, NiedSim can only be as good as the measured
input data.
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4.4.2. 1 h time step generation
The generation of a precipitation time series in hourly resolution is subdivided into two
parts, the setup of an initial time series (a) and its optimization (b). The optimization starts
after the initial setup is finished such that both processes can be analyzed separately. This
is an important aspect for the investigation of the performance later in my study. NiedSim
works on an annual base, that is, each year of the desired time period is generated and
disaggregated individually.
(a) Setup of initial time series In NiedSim2.x, the initial time series is generated by sam-
pling from a distribution function of hourly precipitation values φ∗. The distribution func-
tion is a mixed function containing three different parts. A shifted gamma distribution de-
scribes values larger than 0.2 mm and an exponential distribution reflects values smaller 0.2
mm. Additionally, extreme values are drawn from the KOSTRA-DWD-2000 data set.
The actual generation of the initial time series is done as follows. At first, two values
from the KOSTRA exponential distributed extreme values are drawn and one value from
the KOSTRA Gumbel distribution. The following values are drawn from the gamma distri-
bution until the annual volumetric percentage of precipitation above the threshold (0.2 mm)
is reached. Finally, the time series is filled with small values from the exponential distribu-
tion until the total annual precipitation sum is obtained. All values are randomly distributed
within the year. This procedure creates an initial time series with the correct precipitation
amount and distribution, but an incorrect, random temporal structure.
(b) Optimization of initial time series The initial time series is optimized with a Simu-
lated Annealing algorithm by minimizing the objective function
O =
n∑
i=1
(
(Xi,syn  Xi,tar)
2
Xi,ini
)ωi
=⇒ min (4.1)
whereXi is a statistical property i of the precipitation time series and n is the total number
of regarded properties. The subscript syn denotes the synthetic time series to be optimized,
tar refers to the target, measured time series, and ini to the initial time series before the
optimization. As the absolute values of each property can be highly different depending
on the regarded statistic, the squared differences are standardized with respect to the initial
series. The weighting factor ωi can be used to prefer the optimization of certain statistics if
their individual optimization is mutually exclusive.
In the Simulated Annealing optimization, two precipitation values are randomly
swapped and after each swap the objective function is evaluated. If the difference is smaller
after swapping than before, the change is accepted. If not, the swap might still be accepted
with a certain probability to avoid local minima. The probability of acceptance of worse
swaps is reduced during the optimization to converge towards the optimized hourly time
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series. More information about the Simulated Annealing approach can be found in Ba´rdossy
(1998).
In NiedSim2.x, the parameters φ and ψ of Tab. 4.1 are used as properties Xi. Theoreti-
cally, any kind of statistic could be used as target in the objective functions and makes the
generation very flexible.
4.4.3. 5 min disaggregation
In the last part of NiedSim, the 1 h time series is disaggregated to a 5 min resolution with a
realistic intra-hourly temporal structure, for which a similar Simulated Annealing algorithm
is used as explained before. At first, the precipitation values are uniformly distributed be-
tween the twelve 5 min increments of one hour (block rainfall). In a second step, a small
fraction is subtracted from one 5 min value and added to another 5 min value of the same
hour. If the change is accepted or not, is evaluated using Simulated Annealing with an
objective function comprising the 5 min statistics of Tab. 4.1.
4.5. Validation of synthetic precipitation
Two major questions arise when a precipitation model is validated. First, how well does the
precipitation model works in general? Or in terms of NiedSim, is the Simulated Annealing
optimization able to optimize the objective function? The second question is, how well does
the synthetic precipitation represent the natural characteristics at the specified location?
The premier question is rather trivial for NiedSim because the target statistics obtained
by measurements can directly by compared to the ones of the synthetic precipitation. The
smaller the deviations, the better the optimization algorithm works.
The second question is a more difficult task for several reasons. Obviously, the synthetic
precipitation would ideally represent the local characteristics of rainfall, if all statistics were
perfectly fit. However, precipitation is highly complex with non-linear and high-dimensional
dependences. For example, the autocorrelation can be calculated for different aggregations
and time lags. Even if the scales from one minute up to one month with different time lags
are evaluated, cross-dependences to many other statistics (e.g. seasons) exist. Therefore, one
cannot assure that all statistics and dependences are reflected with a finite number of param-
eters. Additionally, there might be even statistics and relationships that are not considered
at all because the process of precipitation is still not fully understood.
Another issue is, that the statistics cannot be perfectly fit because the true values of the
population are unknown. All measurements can only reflect the statistics of samples which
are influenced by measurement and sampling errors. Furthermore, many statistics describe
the temporal global characteristics, but do not account for locally changing properties. An
example is the autocorrelation, as we will see later, where different local temporal structures
can exhibit the same autocorrelation. Consequently, a direct validation which verifies a
perfect fit of synthetic and natural time series is impossible.
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For the evaluation of simulations cross-validation techniques are often applied. Here, the
model is calibrated by some parameters and the same parameters are then used for the vali-
dation, but for a different time period or location. Difficulties with the cross-validation occur
for precipitation as mentioned by Pui et al. (2012). A cross-validation with different locations
is not possible because long series of different, but close locations are usually not available.
A splitting of the time series for calibration and validation period is also problematic, as
long-term statistics might not be represented correctly by their short equivalents. Pui et al.
(2012) proposes a kind of indirect validation, where statistics are validated that are similar to
the ones used for calibration because they describe the same process, but were not explicitly
used for calibration.
Another possibility of an indirect validation is the usage of a subsequent application. The
target of modeling precipitation is actually not to reproduce data with nice-looking statistics,
but to generate a time series that a subsequent application will treat as correct precipitation.
Correct in this context means that the synthetic precipitation should not be distinguishable
from observed data by the application, for example, a sewer systemmodel. An advantage is
that hereby not only the quality of precipitation simulations can be assessed. Additionally,
it allows to infer from the model output back on the precipitation input, and thus it helps to
decide which statistics are relevant for the application. Nevertheless, the direct evaluation
of precipitation statistics are additionally necessary to verify that the results of the indirect
validation are correct for the right reasons and do not just arbitrarily fit. In other words, the
direct validation of precipitation statistics are necessary, but not sufficient for the evaluation
of precipitation time series.
No standardized procedure exist for the direct validation of precipitation models in liter-
ature. Most authors use at least some global statistics like the autocorrelation (e.g. Ba´rdossy,
1998; Onof et al., 2000; Pui et al., 2012), p0 (e.g. Koutsoyiannis and Onof , 2001; Molnar and Bur-
lando, 2005; Paschalis et al., 2014), or the cumulative distribution function (CDF) (e.g. Verhoest
et al., 1997;Molnar and Burlando, 2005;Vandenberghe et al., 2011). Themajority additionally as-
sesses the extremes usually with IDF-relationships (e.g. Koutsoyiannis and Onof , 2001; Gaume
et al., 2007; Pui et al., 2012). The evaluation of event-based statistics is regarded in particular,
but not exclusively, for models using an alternating renewal approach (e.g.Haberlandt, 1998;
Salvadori and Michele, 2006; Mu¨ller and Haberlandt, 2016). Furthermore, there exists some
less common validation techniques applying, for example, spectral analysis (Paschalis et al.,
2014), copulas (Salvadori and Michele, 2006; Vandenberghe et al., 2011) or mass curves (Verhoest
et al., 1997).
An indirect validation is not very common and only used by a few authors for sewer
models (Haberlandt, 1998; Hingray and Haha, 2005; Gaume et al., 2007; Andre´s-Dome´nech et al.,
2010;Mu¨ller and Haberlandt, 2016).
The reason that many different validation techniques are applied can be explained by
the variety of models and their diverse input parameters as well as by the complexity of
rainfall. Nevertheless, the objective of a proper validation should be to find a way which is
comparable, fair, consistent, independent of the generation method, and finally, appropriate
for respective applications. This is why I will pay much attention to define such a (indirect)
validation method in the present study.
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I would like to give a general statement at the end of this chapter. Observations always
reflect the characteristics of the past. Usually, one assumes that information of the past in-
cludes indicators about the future, and thus the data can be used to predict the future. How-
ever, this assumption need not to be true and, obviously, cannot be proved. Consequently,
even if measured time series were perfectly represented by synthetic data, the NiedSim sim-
ulations will not necessarily reflect future observations.
5. Sewer systems
Sewer systems are one of the oldest parts of the urban infrastructure and essential for the
human wellbeing. Sewers serve two major purposes: First, the hygienic collection and dis-
posal of wastewater, and second, the prevention of flooding by safely transporting and re-
taining stormwater. Over the years, these traditional and emission based objectives have
been changed towards immission based approaches including the ecosystem river. In par-
ticular, the Water Framework Directive of the European Union in the year 2000 (EU, 2000)
changed minds with its tasks to achieve a good ecological and chemical status of all surface
waters. Nowadays, both objectives should be achieved in conjunction with an ecological,
chemical and quantitative protection of water bodies as well as the security for further us-
age like fishing, swimming or drinking water supply (DWA-A100, 2006).
The most significant changes concern the handling of stormwater. Stormwater is termed
as surface runoff from urban areas caused by precipitation. The expansion of impervious ar-
eas has changed the natural water cycle of urban areas and causes increased surface runoff
volume, larger peak flows and higher flow variability, along with decreased infiltration pro-
cesses and reduced lag times (Jacobson, 2011). All effects have a negative impact on flooding
problems (Hammond et al., 2015) as well as on combined sewer overflows (CSOs) (Semadeni-
Davies et al., 2008). In the past, the target was to collect and discharge stormwater as much
and as fast as possible for which large sewer pipes were necessary. However, the larger the
sewers are, the higher the installation and maintenance costs will be. Therefore, these days
the focus is changing towards stormwater source control approaches, where the goal is the
reduction of storm water discharge to a minimum by local retention, infiltration and treat-
ment methods (DWA-M153, 2007). These integral urban water management approaches are
also known as low impact development (LID), sustainable urban drainage systems (SUDS)
or water sensitive urban design (WSUD) and include structures like grass swales, green
roofs or permeable pavers. They all share the same target of a decreased discharge lead-
ing to less hydraulic pressure in sewer systems, to a better treatment of waste water in the
wastewater treatment plants (WWTPs), and finally, to less pollution of the receiving wa-
ters bodies. The currents trend is towards LID approaches as shown in Elliott and Trowsdale
(2007) or in the projected DWA-A102 (2016). Nevertheless, in most parts of the world, even
in developed countries, classic sewers are still the primary system for the collection and dis-
charge of precipitation. Therefore, the focus of this work is on the design and simulation of
classic sewers without explicitly focusing on LIDs.
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5.1. Overview of sewer systems
Before details about sewers and their relation to precipitation can be explained, some techni-
cal terms have to be defined. In a sanitary sewer, the sewage from domestic, commercial and
industry is collected and transported to theWWTP. The conveyed flow is called wastewater.
Water of drainages or groundwater that infiltrates into the sewer unintentionally is named
foreign water. Wastewater in addition with foreign water is referred to as dry weather flow.
If stormwater and wastewater are discharged in individual pipes, the sewer is called a sep-
arate system. If both are collected together, the sewer is referred to as a combined sewer.
In a separate sewer, the polluted wastewater is conveyed completely to the WWTP in
a foul sewer. The stormwater, collected in a storm sewer, is assumed to be less polluted,
and thus can be directly discharged into the receiving water without passing the WWTP.
However, the assumption of stormwater being less polluted has been disproved during the
last decades (e.g. Go¨bel et al., 2007), which is an additional reason for the increasing trend
towards LID techniques.
In combined sewer systems, wastewater and storm water are conveyed together as com-
bined sewage discharge. The pipes must be larger as compared to the foul sewer due to the
stormwater discharge, but cannot be designed on the maximum occurring flow condition
for the following reason. Large flows caused by intensive precipitation events occur only
rarely, and consequently most of the time the pipes as well as the WWTP would be over-
sized. As a result several problems would arise like increased deposition of sediments in
the pipes during dry periods, problems with the microbiology in the WWTP and exorbitant
costs for the construction and the maintenance of the sewer and the WWTP. Therefore, in
a combined sewer system the discharge Qd to the WWTP has to be limited without losing
its general objectives: the collection and discharging of sewage without negative impacts on
the ecosystem river. In Germany, the limit ofQd, which can usually be treated in theWWTP,
is twice Qm plus the flow of the sewer infiltration water (ATV-A128, 1992).
The limitation of the discharge to the WWTP can be achieved either by a detention and
delay of the flow with additional storage capacity in the sewer, or by a diversion of the
flow. In the latter case, only a fraction of the flow is conveyed to the WWTP and the rest
is directly discharged into the water bodies. This task is accomplished by CSO structures.
These flow diversion structures contain a throttle where a maximumQd (continuation flow)
is defined, and a weir that separates the exceeding flow (spill flow) from the continuation
flow. If the maximum continuation flow is exceeded, CSO events occur where the spill flow
is discharged untreated into a receiving water body. As the pollutant loads during these
events can be very high, the focus of the design of combined sewers is on minimizing the
ecological impacts of CSO events.
From an engineering point of view, sewer systems contain three classical fields (Giesecke
and Haberlandt, 1998): hydraulic design of sewer networks (Chap.: 5.1.1), planning of com-
bined sewer systems (Chap.: 5.1.2) and sewer system management (Chap.: 5.1.3). Although
precipitation is the most important variable for all three tasks, there are major differences
related to the relevance of certain characteristics of precipitation.
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5.1.1. Hydraulic design of sewer networks
The objective of hydraulic design is to reduce system failures of sewer networks. Critical
design flow rates are defined to avoid backwater in the pipes, surcharging of manholes, and
finally flooding of surface areas or cellars. Consequently, the major interest in the hydraulic
design is on the peak flow rates (Schilling, 1991). The design flow rates depend on the type
of sewer system.
A foul sewer is mainly designed on the maximum occurring dry weather flow. Although
the dry weather flow of a single house lateral can be very intermittent, it is relatively contin-
uous at the outlet of a foul sewer (Butler and Davies, 2011). Hence, the maximum dryweather
flow can be estimated rather well.
The pipes of storm sewers and combined sewers must in general be larger compared to
foul sewers because the stormwater flow can exceed several times the dry weather flow
during heavy precipitation events. Thus, the critical design rate depends mainly on the
maximum stormwater discharge. The maximum annual storm water discharge can highly
vary from one year to the next depending on the occurrence of large or extreme precipitation
events. Therefore, the maximum annual flow of a certain year, or even within a given time
period, cannot be predicted exactly. It can only be described statistically by an estimation of
its probability of occurrence like by IDF-curves explained for precipitation in Chap. 2.2.3.
However, the return period of a precipitation event is not equivalent to the return period
of a flooding event; the latter can be much higher. The reason is that a sewer consists of more
components than just the pipes. For example, gullies, manholes, and the fact that pipes are
installed at least one meter below the surface increase the storage compared to the pipe-full
capacity on which the design criteria are usually based (Butler and Davies, 2011). Accord-
ing to the European Standard DIN EN 752, the criteria for flood protection is the flooding
frequency of an area or property. However, the actual extension of a flooding event and its
respective frequency is difficult to represent. Thus, in some countries like in Germany, the
primary design criteria is the exceedance flow with respect to the ground level that emerges
if flow occurs on the surface of the sewer, or if water cannot enter the sewer. Depending on
the vulnerability of the area, the exceedance flow frequency must be less than once in one
to ten years, or accordingly, must have a return period of at least ten (to one) years (DWA-
A118, 2006). Only if a exceedance flow at some locations of the sewer is demonstrated in
the simulation, a more detailed analysis have to be conducted including the proof of flood
protection of certain properties or vulnerable places.
The stormwater flow that is necessary to evaluate the occurrence of surface flooding can
be obtained by artificial design storms based on IDF-curves of precipitation data (DWA-
A118, 2006). An alternative to design storms are observed time series of intense rainfall.
Here, continuous, measured series are separated first into single events. Afterwards, certain
events are selected to be simulated that are supposed to cause surface flooding.
In conclusion, only large and extreme precipitation intensities are crucial for the hydraulic
design of sewers. The respective precipitation events can be described sufficiently with the
concept of IDF-curves and design storms.
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5.1.2. Design and simulation of combined sewer systems
In combined sewer systems, not only the pipes of the sewer have to be designed, but also
the CSO structures. In Germany, an emission based approach is applied traditionally for
this purpose. That is, the integral pollution emissions caused by the effluent of the WWTP
as well as by CSO events are considered. The most widely used guideline for design and
simulation of combined sewer networks in Germany is ATV-A128 (1992). Here, the ecolog-
ical conditions of the individual receiving water bodies are not yet regarded. Immission
based concepts are described in BWK-M3 (2007) in cooperation with the projected DWA-
A102 (2016), a subsequent guideline of ATV-A128 (1992).
In the emission based approach of ATV-A128 (1992), the chemical oxygen demand (COD)
is taken as a general measure of the pollution. The criteria for design and verification of
the performance of a combined sewer system are defined with a mean annual COD load of
the receiving water bodies under average conditions caused by storm water. The relevance
of mean annual values are in contrast to the hydraulic design, where the design criteria
are based on maximum values. A mean reference case for the COD emission is defined,
where the mean annual precipitation depth (800 mm) is stated as well as the relation of
COD concentrations between dry weather flow, stormwater flow and effluent of theWWTP
(600 : 107 : 70). By using the reference case and applying a mass balance of the COD loads, a
theoretical, maximum acceptable CSO rate can be calculated. It is defined as the maximum
annual CSO volume divided by the annual runoff.
The actual design of the combined sewer systems contains three different steps. In a first
step, the minimum total storage volume of the combined sewer system is obtained by using
the predefined reference case explained above. As the actual conditions of waste water and
storm water can highly vary for different areas, the mean reference case is adjusted to the
regional conditions. The necessary storage volume is then defined by two main variables
depending on the local situation. The first parameter is the acceptable CSO rate, which is
related to the actual pollution of the CSOs. That is, the more the spill flow is contaminated,
the more storage volume must be provided. The second variable is the run-off discharge
rate qr that depends on the capacity of the biological treatment of the WWTP. qr is defined
as the rainfall run-off per impermeable, connected catchment area. The larger the capacity
of the WWTP, the higher qr can be and the less volume is necessary. According to ATV-A128
(1992) the standard design procedure of determining the necessary volume is valid for qr
up to 2.0 l/(s · ha) as well as for specific storage volumes Vs between 5 and 40 m
3/ha. Vs is
specified as storage volume per impermeable, connected catchment area1. Vs of 40 m
3/ha
is supposed to be the limit due to economical reasons. A qr larger than 2.0 l/(s · ha) can
be possible if the WWTP has a substantially larger capacity compared to the design dry
weather flow. In these cases, the performance has to be proven via sewer simulations.
After the required storage volume is defined, it can be rearranged among several CSO
structures in the sewer system. The criteria of the allocation is such that the COD emis-
sion will not be increased compared to the undistributed case, where all storage volume is
1The specific area of Vs and qr is always defined as impermeable, connected catchment area throughout this
study.
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installed just in front of the WWTP. For small and ordinary sewer systems, a simplified
distribution approach can be applied, otherwise the criteria must be proven with a long-
term combined sewer simulation. In a final step, each single CSO structure is individually
designed.
The CSO structures can be separated into overflow structures with and without storage
capacity. CSO structures without storage consist in their simplest form of a weir which
only diverts the flow. The objective of these structures is to cut the peak of large combined
sewage flow intensities. As the spill flow is not treaded at all and the polluting load might
be large due to first flush effects, the run-off discharge rate qr must be large, that is, at least
7.5 - 15 l/(s ·ha) (ATV-A128, 1992). The first flush effect denotes the increased pollution load
at the beginning of a rainfall event after a long dry period (Barco et al., 2008). Although, the
threat of contaminants for such CSOs is rather low due to the high dilution, these structures
should be installed where the combined sewage flow is the least polluted.
CSO with storage can be further categorized by type (bypass tank, pass-through tank,
a combination of both or sewers with in-pipe storage capacity) and by arrangement (on-
line, off-line or mixed design) (ATV-A166, 2013). I do not give detailed information about
advantages, disadvantages or the design in this study, as my focus is not on the design
or pollution reduction aspects of storage structures. An important point with respect to
my study is the emptying time te of the structures calculated as Vs divided by qr. Some
combinations of Vs and qr are less important in practice because te should not exceed 10 - 15
hours (ATV-A128, 1992).
As explained before, the critical design rate of combined sewer systems is the capacity of
theWWTP, or in terms of flow, the discharge rate qr to theWWTP. However, the stormwater
runoff can already exceed qr even for medium precipitation events and lead to CSO events
several times a year. Therefore, the exclusive consideration of extreme precipitation events
is not sufficient, which is a major difference to the hydraulic design of sewers. Furthermore,
the qualitative and quantitative evaluation of CSO events highly depends on the pre-filling
and thus, on the antecedent precipitation events. Even rather small precipitation events can
cause overflow if they occur after a wet period where the storage tanks have already been
filled. On the other hand, larger events may be completely buffered in the system if enough
storage capacity is available after a dry period. The antecedent precipitation history is also
important if pollution emissions are considered. The longer the dry weather period, the
more the contaminants in the deposits can accumulate.
In conclusion, for the design of combined sewer systems, the complete precipitation time
series can be relevant and must reflect the local, average long-term characteristics. The nec-
essary, but rarely available continuous, long-term precipitation time series for the simula-
tion of combined sewers are the major motivation of the generation of synthetic time series
of NiedSim.
5.1.3. Sewer system management
The target of sewer system management is to improve the objectives of both previous tasks
(the hydraulic design and the design and simulation of combined sewers) by active inter-
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ventions in the system via flow regulations. The monitoring and control of the sewer sys-
tem in real time in also known as real-time control (RCT). That is, the transport, storage
and treatment facilities of the sewer systems are optimized based on real-time information
(Garcı´a et al., 2015). Several objectives can be concerned by applying real-time control (RCT)
like the prevention of flooding, the reduction of overflows or the optimum use of existing
storage capacity (Schu¨tze et al., 2011). In all cases, the precipitation input requirements must
be most detailed compared to the previous applications because even single precipitation
events should be reflected correctly.
These applications are not considered in my study because they are the most complex
ones. Before they can be investigated, the synthetic precipitation should be evaluated for
the previous tasks. Without having a time series representing the extremes and the mean
correctly, it is useless to validate their applicability for tasks requiring an even more detailed
temporal structure.
5.2. Sewer model representation
A sewer model mimics all surface and subsurface processes from precipitation input to the
final flow to WWTP or the spill of CSOs into the receiving waters. If, additionally, a de-
tailed model of the WWTP, the river system, or other social and ecological components are
included, it is referred to as integrated sewer system modeling (Bach et al., 2014).
A classical sewer model can be separated into stormwater quality and quantity modeling,
where the latter one includes four major parts. The first part is the hydrological characteri-
zation of the runoff generation, where the amount of precipitation is transformed into runoff
volume. It is followed by the representation of the overland flow that specifies the temporal
progress of the runoff between its initial place and the inlet of the sewer system as well as
the combined runoff from several subcatchments. The third part characterizes the flow pro-
cesses inside the sewer system including important components like pipes, pumps or CSO
structures. The last component describes the surface flooding, that is, if the sewer is fully
surcharged, and thus flow leaves the sewer system or cannot enter. The quantity of flow in
the sewer is described as water flow [m3/s] or, additionally, in more complex hydrodynamic
models as water depth [m].
The discharge quality can be simulated statistically by regressionmodels or empirically by
buildup and washoff functions. The latter ones describe the sedimentation of pollutants in
the channel bed of the sewer during dry periods and the erosion of the pollutants duringwet
periods. The transport and transformation of pollutants within the sewer can be described
via five different processes: chemical reactions, biological, ecological and physiochemical
processes (adsorption, desorption, absorption) as well as physical transportation (advection
and diffusion) (Zoppou, 2001).
The modeling of the quantity is the driving variable for the hydraulic design tasks of
sewer systems. The quality parameters are important to characterize CSOs, and thus are
relevant for design and simulation of combined sewer systems as well as for sewer system
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management. However, even if the quality parameters are of major interest for these tasks,
the quantity cannot be neglected because of the interdependence between quality processes
and quantities Zoppou (2001). Actually, CSO statistics about the quantity, like the overflow
frequency or volume, can already be used to infer about the quality parameters Lau et al.
(2002).
There are some additional arguments why I avoid the qualitymodeling in this study. First,
I use sewer simulations as an indirect method to validate the synthetic precipitation data.
The precipitation input is directly related to the quantity of runoff and discharge, but not to
quality parameters. Second, single processes of the wastewater quality modeling are highly
complex (Ashley et al., 1999) and may never be fully understood. Many different approaches
exists for quality modeling based on empirical relationships that involve high uncertainty.
In contrast, the hydraulic behavior of the discharge quantity can be described physically
using hydrodynamical descriptions. Third, even for most quality models, the quantity is a
relevant and necessary part. If the quantity is not represented well, the informative value of
the quality modeling is useless.
The quantity parameters of the flow in the sewer system are obtained from highly com-
plex natural processes. Some processes, for example the overland flow, are very compli-
cated such that only empirical relationships can be established, while others can be fully
described physically, but are computationally very expensive. Therefore, simplifications of
the processes have to be applied depending on the desired objective. A crucial point is to
balance the simplification of the processes and the accuracy of the model output that is nec-
essary for a specific task. Therefore, models with various complexities are used depending
on the purpose for which the required accuracy of the input data differs. The more detailed
a model is, the better the quality of the input data must be.
Sewer models can be classified according to their temporal and spatial characteristics. The
spatial resolution of a model can either be distributed or lumped. In a lumped model, the
characteristics of the entire catchment are represented on average, whereas a distributed
model can take different subcatchments into account. The temporal resolution of the model
can either be continuous or event-based, where only certain events are simulated. The ad-
vantage of the event-based method is, that processes of individual events can be modeled
very detailed without requiring enormous computing power. For design tasks usually de-
tailed models are set up for which only single events are simulated. Whereas for simulation
and optimization of combined sewers, rather simple models are developed, but long-term
simulations are performed.
Classic sewer models are built as deterministic models where one set of input variables
results in one specific set of output variables. Therefore, the uncertainty introduced by the
natural random process is not explicitly regarded in sewer models. However, it can be
considered, for example, with Monte Carlo methods, where the model runs many times
with altered input parameters (Aronica et al., 2005).
In the following sub-sections, the four model parts characterizing the quantity of the flow
are explained in more detail. These parts are relevant for the setup of the synthetic sewer
for the indirect validation later in my study.
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5.2.1. Runoff generation
Precipitation falling on a surface area is the driving variable of runoff. However, several
effects influence the fraction of precipitation that is transformed into actual surface runoff.
The amount of precipitation that contributes to runoff is referred to as effective rainfall and
depends on depth and duration of a precipitation event. The higher the depth or the longer
the duration, the larger the effective rainfall is. Therefore, the crucial factor of runoff genera-
tion is the description of the catchments surface characteristics. These include, for example,
the vegetation, the soil type, the moisture content, the surface slope, and in particular, the
fraction of impervious area. The larger the percentage of impervious area, the higher the
effective rainfall is. If the contribution of pervious area to urban runoff is significant, is not
yet completely understood (Fletcher et al., 2013) and is usually neglected.
The losses reducing the effective rainfall can be separated into initial losses and contin-
uing losses. Initial losses include the wetting of surfaces and interception losses of vege-
tation. Both effects reduce the precipitation only once at the beginning of each event and
their reduction range between 0.3 mm to 0.7 mm (ATV-DVWK-M165, 2004). As they are
rather small, they are often disregarded or combined with the depression storage (Butler and
Davies, 2011). The depression storage is also part of the initial losses, and reflects the storage
capacity of small depressions on the surface. Typical values of the depression storage for
impervious areas are in the range of 0.5 mm to 2.0 mm (ATV-DVWK-M165, 2004).
Continuing losses like evapotranspiration or infiltration decrease the effective rainfall
throughout the entire event. Evapotranspiration is necessary to close the water balance,
and thus is important for applications where the whole urban water cycle is regarded, for
example, for stormwater retention and infiltration strategies (Fletcher et al., 2013). However,
as evapotranspiration is only 2 to 3 mm per day, it can usually be neglected in applications
where high intensities are most critical such as hydraulic design (Butler and Davies, 2011).
On the other hand, if continuous sewer simulations are performed, evaporation is a neces-
sary process for recovering the depression storage. The actual evaporation depends among
others on humidity, wind speed and temperature. For sewer simulations, however, the
complex process is usually simplified to mean daily evaporation values reflecting an annual
cycle. The infiltration losses can be described using, for example, the empirical Horton’s
equation. This equation defines the infiltration rate per unit time depending on several fac-
tors describing the soil characteristic. As only impervious areas are considered in this study,
the infiltration process is not further described here.
A simplified alternative is the combination of the initial and continuing losses in a runoff
coefficient approach. Here the effective rainfall rate is proportional to the net precipitation
rate times a factor. The factor called runoff coefficient can either be a simple time invariant
constant or a variable depending on different precipitation events. Typical runoff coeffi-
cients vary between 0.70 to 0.95 for impervious areas and can be below 0.30 for pervious
areas (Butler and Davies, 2011). Depending on the application, mean or peak runoff coeffi-
cients are used. The runoff coefficient approach is often applied in combination with the
classical rational method for hydraulic design. Then, a peak runoff coefficient is calculated
depending on the slope, percentage of impervious area and rainfall intensity as described,
for example, in DWA-A118 (2006).
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Another widely applied method for calculation of effective rainfall is the curve number
approach developed by the United States Department of Agriculture (USDA) formerly Soil
Conservation Service (SCS), where the runoff is empirically related to precipitation and sur-
face characteristics (NRSC, 2004).
5.2.2. Overland flow
Once the effective rainfall is obtained, it can be related to the respective area resulting in
surface runoff, also known as overland flow. This section is about the representation of the
relation between the hyetograph of the effective rainfall and the hydrograph of the over-
land flow. The process reflects the transformation of the areal-temporal precipitation data
over each subcatchment into point-temporal information at the lowest point of the subcatch-
ments, as well as the superposition of the hydrographs from several subcatchments at the
final inlet of the sewer system. An exact physical description of the overland flow is very
difficult due to the high heterogeneity of different surfaces. The surface runoff is usually
approximated either physically by the continuity equation and a simplified equation of mo-
tion, or hydrologically with the unit hydrograph concept.
Even if a physical model is used, some simplifications must be applied to the full equa-
tions of motion. A method commonly used is based on the continuity equation describing
the mass balance between effective rainfall and runoff. The runoff is then approximated
with the empirical Manning equation. This equation relates the flow to the hydraulic radius
approximated as water depth, the surface slope and the Manning coefficient. The Manning
coefficient describes the roughness of the surface and is an empirical parameter that ranges
from 0.01 for smooth asphalt up to 0.12 or larger for vegetated surfaces (Rossman and Huber,
2016).
An alternative is a hydrological lumped model where a unit hydrograph is utilized that
combines all specific surface characteristics in a few parameters including translation and
attenuation of runoff. The unit hydrograph relates the unique response runoff curve of a
catchment to a unit depth of precipitation within a unit duration. It is based on two major
assumptions, first, the unit hydrograph is time-invariant and second, several input signals
can be superimposed to one output signal (Dooge, 1959). Under these assumptions, the
effective rainfall can be split into fractions with unit duration, for which the runoff response
can be individually obtained. The total runoff curve of the precipitation event can then be
calculated by the superimposition of all individual runoff responses. The unit hydrograph
can be calibrated either by synthetic hydrographs for example the standard unit hydrograph
(ATV-DVWK-M165, 2004), by a cascade of linear reservoirs (Beven, 2012) or by time-area-
diagrams (Butler and Davies, 2011).
5.2.3. Sewer flow
The pipe and channel flow inside a sewer are well known processes and can be fully de-
scribed using physical equations. As sewer and overland flow are two decoupled systems
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where the hydrograph of overland flow is not influenced by sewer flow conditions, the
sewer can be assessed without acknowledging for uncertainties of the surface flow. The
flow can be calculated with the shallow water wave equations (Saint-Venant equations)
consisting of a continuity and a momentum equation (Zoppou, 2001). The solution of the
full Saint-Venant equations yields flow rates as well as water depths. The dynamic equation
incorporates all terms that are necessary to describe all parts of the hydrodynamic processes
(wave translation, wave attenuation and flow acceleration). However, the complete solution
of the equations is computationally expensive, and thus several simplifications can be ap-
plied. If steady state conditions are assumed and if convective and local acceleration terms
are neglected, the dynamic wave representation can be simplified to the diffusive wave ap-
proximation. The diffusive wave can still account for wave translation and diffusion, and
thus is able to describe effects like backwater and flow reversal. If, additionally, the flow
is uniform, the wave attenuation term (the pressure slope) can be disregarded. In the re-
sulting kinematic wave approximation, the wave is translated with a kinematic wave speed
through the system without changing its shape. The flow can vary temporally and spatially,
but the kinematic wave can neither account for backwater effects nor for channel storage.
In contrast to the full or approximated Saint-Venant equations, several alternatives based
on empirical approaches exist. The simplest one reflects only the translation of the flow hy-
drographs from upstream to downstream depending on the travel time. These models may
not be applied for large and flat sewer systems because only for small and steep sewers the
channel storage can be neglected (ATV-DVWK-M165, 2004). More sophisticated approaches
are able to reflect the attenuation effect and are based on hydrological models. These models
use the continuity equation of the Saint-Venant equations, but approximate the momentum
equation with empirical relationships. The parameters can either be obtained using a cas-
cade of reservoirs based on geometric and hydraulic considerations for example with the
Kalinin-Miljukov approach, or from in- and outflow relationships like in the Muskingum
approach. According to ATV-DVWK-M165 (2004) the first one is usually applied for sewer
systems. However, all kinds of hydrological models cannot account for dynamic effects like
backwater, channel storage, pressurized flow or flow reversal, and thus they should only be
applied if these processes can be neglected. Therefore, typical applications for hydrological
models are long-term planning simulations of combined sewer systems.
The first modern and simplest model approach is the rational method. According to
Burian and Edwards (2002) it has already been invented in the nineteenth century, but is still
in use (Young et al., 2009). In the rational method the peak flow rate is assumed to be pro-
portional to the precipitation intensity linked by an area and a rational runoff coefficient. As
large precipitation intensities can be described by a design storm (Chap. 2.2.3), the design
runoff can directly be derived from the rational formula. The design storm should cover at
least the worst case scenario, which occurs when the entire area contributes to the runoff at
the outlet of the sewer. Therefore, the duration of the design storm must be at least the time
of concentration (Butler and Davies, 2011). The time of concentration is the necessary time
of runoff flow to reach the outlet of the sewer from the furthest point of the surface of the
catchment. Knowing the concentration time and the return period of the design storm one
can derive the design precipitation intensity from IDF-curves. The design runoff can then
be calculated using the rational formula if a certain runoff coefficient of the catchment area
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is assumed. By applying the rational method only peak flows can be obtained. Therefore, it
is appropriate for hydraulic design purposes, but only recommended for small and simple
sewers (DWA-A118, 2006).
5.2.4. Surface flooding
In cases where the capacity of the sewer is exceeded, so called exceedance flow occurs on the
surface and can cause flood events. Several different approaches exists to model exceedance
flow or even surface flooding. These models can be very simple, for example, by extending
the sewer model with additional storage capacity on the surface, or by including simple
flow routing approaches according to the surface topography (Butler and Davies, 2011). On
the other hand, highly complex coupled 1D sewer and 2D surface models can be applied,
where both are based on the full or approximated Saint-Venant equations (e.g. Schmitt et al.,
2004). However, as surface flooding is not part of my investigation, I will not describe these
models in more detail.
6. Setup of an artificial sewer model for an
indirect validation
Amajor aspect of the validation of precipitation time series in my study is their usability for
different tasks in sewer systemmodeling (Chap. 4.5). Depending on the task, certain precip-
itation statistics are more relevant than others. Consequently, one should clearly define the
applications for which the precipitation time series are intended to be used. In my study, I
focus on the hydraulic design of sewers as well as on the design and simulation of combined
sewers.
Even if the applications are restricted to the ones stated above, it is still challenging to
define a general procedure for an indirect validation. As one cannot test the precipitation
time series with all existing sewers in the real world, one need to find or define one or more
representative sewers. However, most of the sewers are unique in their characteristics based
on the local boundary conditions. A case study of a small systemmight not reflect the broad
range of existing sewers, and would just show the characteristics of a very specific system.
On the other hand, if a large system was applied, the complexity and interaction of different
structures would increase. Therefore, it would be very difficult to infer from the results of
a complex sewer simulation back on the input precipitation characteristics. Clear inferences
between input and output are a necessary attribute of a sewer if it is supposed to be used not
only for validation, but also as a tool enabling an iterative improvement of the generation of
synthetic precipitation. Consequently, an artificial sewer system should be applied in such
cases.
However, only for the second task (design and simulation of combined sewer systems)
an artificial sewer was set up. The first task (hydraulic design) is very difficult to be in-
vestigated with synthetic sewers because of the complex interactions of drains, structures,
manholes, pumps and single conduits that differ in diameter, slope and roughness. All
these aspects impact the surcharging and flooding behavior and, thus, influence the final
design. Therefore, simulations of individual conduits or simple systems are likely to be not
representative for real case sewers.
For the design and simulation of combined sewer systems, it is much easier to find a man-
ageable number of representative cases because only annual averages are relevant. Thus, the
representation of the sewer needs not to be as detailed and can be modeled hydrologically.
In a previous evaluation (Mu¨ller et al., 2014), I applied the artificial sewer system described
in ATV-A128 (1992) for an indirect validation. The results were not satisfying because only
four different structures were defined in the artificial system. I introduced several modifi-
cations of the system by ATV-A128 (1992) regarding the specific volume Vs and the specific
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discharge qs to increase the number of configurations. However, as the CSO structures were
not independent of each other, the effects of precipitation input and sewer output could not
be clearly related to the different configurations of the system.
In a second approach, I applied the artificial sewer system described in Drechsel (1991).
According to him the Vs as well as the qr are the most important parameters and are varied
for different CSO structures. He stated that other parameters like the flow time, the dry
weather flow, the geometry of the conduits or the extend of the catchment area cannot be
neglected for calculating absolute values, but are less relevant for a relative comparison of
precipitation time series.
Initially, I applied both setups in the hydrological combined sewer model KOSIM devel-
oped by itwh (itwh, 2009). In general, the results of the indirect validation were satisfying
using the setup of Drechsel (1991). However, some questions with respect to the parameters
as well as to the model setup remained unclear. In the course of modifying the setup of the
artificial sewer used for this study, I changed the applied model to the hydrodynamic model
SWMM developed by the US Environmental Protection Agency (EPA) (Rossman and Huber,
2016) because of its higher flexibility. In the following, I will explain the configuration of the
original model of Drechsel (1991) and will give some general interpretations. Furthermore, I
will illustrate my modifications of his artificial sewer and I will show the final implementa-
tion in SWMM.
6.1. Configuration and interpretation of the artificial sewer
The original system of Drechsel (1991) is separated in five different blocks with varying Vs
{0, 15, 30, 50 m3/ha}. Within each block qr is altered between {0.3, 0.5, 1.0, 2.0 l/(s·ha)}.
The combination of all parameters should cover a large bandwidth of existing stormwater
tanks with overflow. An additional block complements the system, representing the CSO
structures without storage. Here, qr is much larger and set to {5, 10, 15, 30 l/(s·ha)}. The
different configurations are summarized in Tab. 6.1. As the dry weather flow is neglected,
the throttle discharge qd of each structure is equal to qr. All CSO structures are connected to
catchment areas of the same size and runoff characteristics. They discharge individually to
the WWTP or receiving water, and, thus, can be analyzed independently.
The structures with different Vs and qr of the artificial system respond like different filters
that are applied on the precipitation time series. The larger the specific volume or discharge,
the less precipitation spells will lead to overflow. An increase of qr can be regarded as a filter
cutting low intensity rainfall spells as the flow caused by such spells can directly pass the
throttle. That is, the larger qr is, the more intense (peaked) the flowmust be to induce CSOs.
Flows with a high intensity are only caused by heavy precipitation spells that are usually
short in Germany. Therefore, the structures RR1 – RR4 rather show the behavior of intense
convective rainfall events with an increasing focus on the extremes. From an engineering
point of view, these structures represent simple weirs with its objective to cut the peak flows
during heavy rainfall events.
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Vs[m
3/ha] qr[l/(s · ha)] te[h] Vs qr te Vs qr te
B01 0 0.3 0.00 B31 30 0.3 27.78 R1 - 5.0 -
B02 0 0.5 0.00 B32 30 0.5 16.67 R2 - 10.0 -
B03 0 1.0 0.00 B33 30 1.0 8.33 R3 - 15.0 -
B04 0 2.0 0.00 B34 30 2.0 4.17 R4 - 30.0 -
B35+ 30 5.0 1.67 R5+ - 50.0 -
B11 15 0.3 13.89 B51 50 0.3 46.30 R6+ - 75.0 -
B12 15 0.5 8.33 B52 50 0.5 27.78
B13 15 1.0 4.17 B53 50 1.0 13.89
B14 15 2.0 2.08 B54 50 2.0 6.94
B15+ 15 5.0 0.83 B55+ 50 5.0 2.78
Table 6.1.: Overview of the characteristics of CSO structures including the specific storage
volume Vs, the run-off discharge rate qr and the calculated emptying time te.
Structures marked with  are included in the origal system of Drechsel (1991),
but not in the current system. Additional structures included in this study are
marked with +.
The increase of Vs shows the behavior of an integral filter where rainfall spells up to a
certain depth do not lead to CSOs. In order to cause CSOs, a specific total precipitation spell
depth must be exceeded which is related to the storage volume. The response of structures
with storage is less dependent on the precipitation intensity. Therefore, the structures B51 –
B54 reflect all events having a large total volume, that is, heavy and short storms as well as
long lasting medium events. The less Vs (from B34 to B01), the less the precipitation time
series is filtered and the more the medium and small spells have an influence on the CSO
characteristics.
The combination of different Vs and qr leads to different theoretical emptying times te.
The higher te, the more likely it is that a partially filled storage affects the characteristics of
a precipitation spell. One can also describe te as the memory of the storage structure. The
emptying time is important for an event-based analysis because it defines the minimum
time between two precipitation events such that they can be assumed to be independent.
The emptying time also shows the relevance of the structures in practice because according
to ATV-A128 (1992) it should not be larger than 10 – 15 hours.
I would like to mention that the indirect validation responds like a low pass filter, where
the small flows induced by small precipitation spells do not influence the overflow capacity.
A single structure starts to cut from smaller towards larger precipitation spells (either in
intensity or in total depth). One has to keep in mind that larger events are always included
in structures of the same, but less filtered group. These structures show the additional, but
not exclusive influence of smaller events. That is, if large spells are not represented correctly,
the effect can be seen in all CSO structures that are less filtered. For example, if extreme
intensity spells are too small, and thus RR4 is underestimated, the structures RR1 – RR3
(and even others if the total volume is large enough) will be underestimated as well. If they
were not, the interpretation is not that less extreme events fit well, but rather that smaller
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Finally, five different structures were added to the original system. A qr of 2.0 is the limit
of the standard design approach according toATV-A128 (1992). However, in practice sewers
with larger qr exist. Consequently, I add another set of three structures with storage in the
modified artificial sewer model, where qr is increased to 5.0 l/(s·ha). For structures without
storage the maximum qr used in Drechsel (1991) is 30 l/(s·ha). I included two additional
structures without storage with increased qr of 50 and 75 l/(s·ha). The reason is a better
representation of extreme values, and thus the ability to compare the results of the indirect
validation using the sewer and the results of IDF-curves.
6.3. Implementation of SWMM
In this section, the implementation of the individual modeling steps in Storm Water Man-
agement Model (SWMM) are explained in more detail. This is necessary because different
implementation techniques can affect the validation results.
6.3.1. Runoff generation
In SWMM, the parameters influencing the runoff generation are depression storage, evap-
oration, impervious area and infiltration parameters. All parameters affect the runoff by
reducing the effective precipitation, but in slightly different manners. The depression stor-
age cuts precipitation values at the beginning of a spell, whereas infiltration may reduce all
values, but is larger in the beginning of a spell than at the end. If the depression storage
or infiltration are high, the small values are cut, and cannot contribute to runoff anymore.
However, for an indirect validation the effect of the entire precipitation distribution should
be validated, and thus losses due to infiltration and depression storage of the artificial model
should be realistic, but rather small. In this study, the infiltration loses are set to zero by ap-
plying an impervious area of 100 %. I choose the depression storage to be 0.7 mm, which is
at the lower bound of a realistic bandwidth for impervious areas. The evaporation parame-
ters are of minor importance, but for a better comparability with the KOSIM model, I apply
the same approach. That is, the evaporation is set to 600 mm/year including a daily and
annual cycle as explained in itwh (2009).
6.3.2. Overland flow
The overland flow in SWMM can be modeled in different ways. In order to get the most
appropriate one for the indirect validation I undertake the following preliminary consider-
ations.
If two events with the same precipitation volume are regarded, the following holds true.
The more non-uniform the precipitation intensity distribution is, the more likely CSOs occur
as qr is exceeded. In other words, the more uniform the flow, the least critical it is with re-
spect to CSOs, and thus the less important the precipitation structure of the driving process
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is. However, with an indirect validation one tries to infer the characteristics of the precip-
itation structure. Therefore, the modeling of overland flow should be chosen such that the
hydrograph is attenuated the least.
On the other hand, if zero, or almost zero, attenuation is considered, the indirect valida-
tion of the artificial sewer may show existing deficiencies in the precipitation structure, but
they can be entirely irrelevant for real sewer systems. This is because the hydrograph is
always smoother compared to the hyetograph due to natural storage and retardation pro-
cesses. In this respect, the indirect validation should help to find the most important char-
acteristics of the precipitation time series by smoothing the hydrograph, and so filtering
unimportant properties. Consequently, the overland flow should be modeled such that the
hydrograph is attenuated least, but, additionally, is still in a realistic range.
One possible implementation of the overland flow with less attenuation is by taking the
runoff coefficient method with a high runoff coefficient. However, this approach has some
disadvantages. Despite of being very simple, it has been developed for peak flow estima-
tions of sewer design and not for modeling CSOs. Furthermore, the attenuation is a simple
trimming of the time series by a given fraction without a representation of translation and
attenuation, and thus without any smoothing.
Another method, which I applied in my study, is based on the continuity and Manning
equation. The advantage is that the time series is smoothed due to translation and atten-
uation effects, and so unimportant characteristics of the time series can be filtered. The
smoothing effect depends on the parameters which are the Manning coefficient, the slope
and the width of the catchment. All three parameters influence the hydrograph in a similar
manner. Therefore, according to Rossman and Huber (2016) the Manning coefficient as well
as the slope should be fixed and the calibration should be done by varying the width. An
increase in the width for the same catchment area decreases the length of the flow path and,
thus, reduces the attenuation of the peak flows. Consequently, a large width reflecting a
short flow path smooths the hydrograph the least and shows the underlying precipitation
characteristic the best.
The question rises how the parameters should be chosen for an artificial sewer system.
Usually, the calibration is performed using a measured hydrograph. Obviously, this method
cannot be applied to a synthetic system. Therefore, I fix the Manning coefficient and the
slope to realistic values emphasizing fast runoff, while I alter the width. As this is a crucial
aspect, I will investigate the selection of the width in a more detailed sensitivity analysis
later in Chap. 6.4.
6.3.3. Sewer flow routing
In this study, I apply the steady state approximation for sewer flow routing instead of dy-
namic or kinematic routing for three major reasons. First, hydrodynamic routing has to be
used if not only flow rates, but also depths, are of interest. This is the case for hydraulic
dimensioning of sewer networks and surface flooding, but not for long term sewer system
simulations.
52 Setup of an artificial sewer model for an indirect validation
Second, dynamic routing is also necessary if effects like backwater, pressurized flow or
flow reversal are important. These are more relevant for smaller slopes, larger in-pipe stor-
age volumes as well as for smaller throttle discharges causing backwater (Schmit and Hahn,
1986). However, according to them it depends highly on the regarded sewer system if some
simplifications can be done without significant deviations. Therefore, the actual impact is
related to the specific layout including pipe diameters, the number and setting of manholes
or the location and design of CSO structures. Therefore, it is very difficult to define a repre-
sentative artificial sewer system including these effects.
Finally, in a preceding case study of Brockerhoff (2015) the influence of both routing meth-
ods was analyzed. The applied sewer system was rather flat, and thus, differences in the
routing methods should occur. Sewer simulations with measured precipitation as well as
with synthetic data of NiedSimwere performed. Brockerhoff (2015) analyzed the deviation of
measured and synthetic precipitation with respect to different CSO statistics for three over-
flow structures. A comparison between the routing techniques showed differences which
depend on the regarded overflow structure and CSO statistic. Interestingly, the deviations in
the simplified steady state routing were systematically larger than in the complex hydrody-
namic routing, and thus errors in the synthetic time series of NiedSim are more important
for simple routing. She concluded that steady state is the better routing technique for an
indirect validation of precipitation data.
6.3.4. Post processing
For combined sewer system simulations, the mean annual CSO volume is the most impor-
tant parameter because it is used in ATV-A128 (1992) as design parameter. For an indirect
validation one should also check if the mean annual CSO volume is correct for the right
reasons. One could either investigate the entire distribution of all CSOs contributing to the
annual sum or one analyzes additional statistics like the frequency and duration of CSO
events. Here, I use the latter approach because it is more robust and one tends less to over-
interpretations of a too detailed analysis.
In contrast to KOSIM, SWMM does not automatically provide CSO statistics as frequency
[events/year], duration [hours/year] and volume [m3/(hectare· year]. Consequently, they
are conducted in a post process from the SWMM output of the spill flow of each structure.
As the resolution of the input precipitation time series is 5 min, I choose the reporting time
step of SWMM to be 5 min as well. The CSO duration is simply calculated by counting
the time steps where spill overflow occurs. For the frequency, however, events must be
defined which is crucial as already explained for precipitation in Chap. 2.2.2. In my study I
defined the events directly related to the reported start and end of an overflow time period,
without considering the emptying time of each CSO structure as applied in KOSIM. This
way, the internal intensity structure is reflected better, but on the cost of separating events
that are dependent on each other. This issue affects only the mean annual frequency, which
is one reason, among others explained later, why I will barely use the frequency in my study.
Finally, I set the event interim time to 15 min instead of 5 min in order to avoid numerical
issues. The CSO statistics shown herein are all mean annual values.
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6.4. Sensitivity analysis of the artificial sewer
The definition of the catchment width is the most influencing parameter with respect to
CSOs of the artificial sewer apart from Vs and qr. In order to find values which are appro-
priate for an indirect validation, I performed a sensitivity analysis. For this purpose, the
Manning coefficient is chosen to be 0.013, which represents the roughness of paved surface.
The surface slope is set to 2.5 % reflecting a medium gradient. The range of the width is
varied from 30000 – 200 m representing a length of overland flow lo of 33 – 5000 m for an
area of 100 ha. According to Rossman and Huber (2016), the maximum length of lo is between
33 – 150 m. Therefore, the maximum length of 5000 m in the sensitivity analysis is very high,
and not realistic for overland flow of real catchments. However, I included higher values to
account for additional attenuation in the pipes of the sewer. As the sewer flow routing is
steady state, the shape of the hydrograph is entirely defined by the overland flow transfor-
mation process. A scenario, where the attenuation in the pipes is neglected, would reflect a
CSO structure located directly after the inlet of the sewer, which is usually not the case. The
larger widths should account for CSO structures located farther away from the inlet of the
sewer system, where the hydrographs are more attenuated.
For the sensitivity analysis, the sewer systems are simulated usingmeasured precipitation
data of Freiburg from 1961 – 1980 (Period I). Fig. 6.2 shows the absolute CSO statistics
for different overland flow lengths. Before the influence of the width is pointed out, some
general aspects of the artificial sewer are explained.
From the figure, one can notice that the overflow frequency, duration and volume are
each highly negatively correlated with an increased Vs or an increased qr. This behavior
shows the filtering characteristic of the different CSO structures explained in Chap. 6.1.
Furthermore, it should be pointed out that the absolute values of structures with large Vs
or qr are quite low. This is an important aspect for the evaluation of the relative deviations
later in my study. The smaller the absolute value, the higher the relative deviation can be.
Coming back to the sensitivity analysis of the overland flow path, one can clearly notice
the high influence of the parameter on the CSO characteristics in Fig. 6.2 (left panel). The
larger the length, the more the flow is attenuated which leads to lower CSO frequencies
and volumes because the flow can pass the throttle more often without causing CSO. For
the overflow duration, the characteristic depends on the structure. For structures without
storage volume (R1 – R6), the duration behaves like frequency and volume. However, for
structures with storage, in particular if qr is small (11, 31, 51), the duration increases with
increasing length. The reason is that these structures fill up quickly and the attenuated, but
at the same time prolonged precipitation spells increase the CSO duration.
The absolute values, although highly influenced by the flowpath, are ofminor importance
for the indirect validation in my study. For the indirect validation, the deviations between
two precipitation time series with respect to their CSO behavior is analyzed to infer on the
quality of the synthetic time series. Consequently, the question rises if a comparison of two
time series depends on the length of the overland flow lo at all.
In order to answer this question, I used two time series: a series with a measured intensity
structure and the same one with block rainfall, where the intra-hourly intensity structure is
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destroyed by setting all twelve 5 min values to the average 5 min intensity of the respective
hour. A sensitivity analysis of lo using these time series is appropriate as explained in the
following. The higher the temporal resolution, the more the attenuation and smoothing
effect of different lo influence the hydrograph and the more important lo is. Therefore, the
largest effect can be obtained at the 5 min aggregation. On the other hand, the strongest
simplification of a time series at the 5 min aggregation is the assumption of block rainfall.
Hence, the influence of lo on the indirect validation can be analyzed by comparing the CSO
statistics of two time series, one with the original intensity structure and the other with block
rainfall.
Figure 6.2 (right panel) illustrates the relative deviation between the original, measured
time series and the same one with block rainfall. Apparently, the deviation of both time
series with respect to CSO statistics can be considerable high and depends on lo. The largest
deviations occur for the shortest, but still realistic lo (33 m). The longer the path, the less sen-
sitive the CSO structures respond, and thus the less important the underlying precipitation
structure is. Consequently, small lo are necessary to investigate high resolution intensity
structures.
Characteristics of rainfall that do not influence the CSOs of a sewer system with lo = 33 m
are supposed to be unimportant in practice. However, not all deviations occurring in an
artificial system with lo = 33 m do necessarily affect real sewers because the hydrograph can
be more attenuated in there as shown in the next section.
6.5. Validation of the artificial sewer
I set up the artificial sewer according to the generally recognized regulations of technology
of Germany for combined sewers according to ATV-A128 (1992). Nevertheless, the synthetic
sewer is based on several assumptions and simplifications, and thus the question rises: How
well can the artificial test sewer reproduce the CSO statistics of the overflow structures of
real sewers? For this purpose, I purse two different approaches, a literature study and a real
case study.
I compare the artificial sewer with existing sewer structures in Germany described in a
study of Brunner (1997). He analyzed combined sewer systems in Baden-Wu¨rttemberg by
introducing a rankingmethod for bypass tanks and pass-through tanks. He ranked all struc-
tures according to overflow frequency and duration. Afterwards, he defined five classes of
the ranked data with equal frequencies. The gray bandwidths in Fig. 6.2 (left panel) show
the five classes of the pass-through tanks. As the data of the study shows only sewer systems
in Baden-Wu¨rttemberg, it might not cover the entire range of existing CSO structures with
storage. However, it gives an idea of the large range of CSO statistics of existing structures,
and it shows that this range is well covered by the artificial sewer.
For the comparisonwith a case study I use the sewer of Braunschweig in Germany (van der
Heijden et al., 2017). It is a flat sewer with 96 CSO structures without storage, in addition to
one CSO structure with a pass-through tank (Vs = 21.2 m
3/ha). Most of the CSO structures
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without storage are simple weirs that do not contain particular throttles. The CSOs are
mainly caused by backwater, and therefore the actual runoff discharge rates qr cannot be
explicitly defined. Consequently, I cannot compare structures in the case study to the ones
of the artificial system using Vs and qr. Instead the structures are classified by a comparison
of normed event-based CSO statistics. The analysis of event-based CSO statistics is a major
difference to the previous and following examinations, where I investigate mean annual
statistics.
For this purpose, the CSO statistics of each event and of each structure of both sewers are
standardized by the sum of the respective CSO statistic, that is
xk,i =
Xk,i
n∑
i=1
Xk,i
(6.1)
whereXk,i is the CSO statistic of a structure k for an event i, xk,i is the respective normed
statistic and n is the total number of events. xk,i can be regarded as an individual response
time series of a CSO structure caused by the precipitation events. The response depends on
the location of the structure in the sewer and on the specifications of qr and Vs. The statistics
used in my study are frequency, duration and volume of the CSO event. As the response
time series of the structures of the case study and the synthetic sewer are standardized, they
can be compared by using a quality measure to quantify their differences, for example, the
Nash-Sutcliffe efficiency coefficient (NS) (Krause et al., 2005). I use this quality measure to
find the most corresponding artificial structure for each structure of Braunschweig.
Some questions can be answered by this matching procedure: First, are some CSO statis-
tics better represented than others? Second, which simplified artificial structures actually
reflect structures in the case study, and how good is the quality of the representation? Fi-
nally, is the high sensitivity of the synthetic sewer (l0 = 33) necessary for real cases?
For this purpose, I separate a precipitation time series of 22 years (1985 – 2006) of Braun-
schweig into individual rainfall events using a 5 min intensity threshold of 0.1 mm, a mini-
mum event depth of 1.5 mm and an interim time of 8 h assuring independence of the events
for this sewer. The resulting n = 487 events are used to run the sewermodel of Braunschweig
as well as the synthetic sewer with lo = 33 m. Only 25 structures of Braunschweig showed
considerable CSO activities. I defined the CSO activity as structures that contribute at least
0.5 % to the total overflow volume of the sewer system. I compared each event series of
the 25 structures of Braunschweig with the event series of all 21 structures of the synthetic
sewer. The NSs for all 525 combinations are calculated according to
NS = 1  
n∑
i=1
(yi  yˆi)
2
n∑
i=1
(yi  y¯i)2
(6.2)
where yi is the normed CSO statistic x
k
i of the artificial sewer, y¯ reflects the mean of x
k
i
of the synthetic sewer and yˆ is the xki of the real sewer. A NS = 1 shows a perfect fit, that

58 Setup of an artificial sewer model for an indirect validation
CSO statistic Structure of artificial sewer
15 34 35 55 R3 R4 R5 R6
Frequency
Number 1 0 5 8 2 1 1 7
Mean NS 0.30 - 0.55 0.30 0.59 0.72 0.6 0.15
Duration
Number 0 0 1 22 0 2 0 0
Mean NS - - 0.26 -2.15 - -1.46 - -
Volume
Number 1 3 4 14 0 0 1 2
Mean NS 0.91 0.91 0.95 -0.2 - - 0.81 0.32
Table 6.2.: Classification of the CSO structures of Braunschweig to the best matching arti-
ficial sewer structures with lo = 33 m. The first line of each statistic shows the
number of matched structures in the case study. The second line reflects the qual-
ity of the matching indicated as mean NS.
Braunschweig the best, with a mean NS of 0.95 (calculated using the 4 individual NSs). It
is noticeable that all synthetic structures occurring in the table have a high qr. Although the
qr of the structures of Braunschweig are not explicitly known, the result should not be sur-
prising. The majority has no storage, and thus the qr must be high to avoid CSOs. Another
interesting result is that the structures 55 and R6 show the highest number of matches, but
at the same time have the lowest NS. This indicates that structure 55 and R6 do not repre-
sent structures of the real sewer well, but are only chosen among the 21 artificial structures
because all others fit even worse.
The artificial sewer in the case of lo = 33m is a very fast responding system, where the flow
is hardly attenuated and smoothed. Therefore, the individual structures are rather sensitive
and CSOs occur frequently. The system of Braunschweig, however, is a flat system with
relatively long flow times, and thus the flow peaks are less pronounced and CSOs occur less
frequently. Consequently, the structures of Braunschweig, that are not well represented, are
related to synthetic structures showing very low CSO activities with a high qr (R6) or a high
Vs and qr (55). In other words, the artificial sewer is too sensitive to be fully representative
for Braunschweig.
In order to demonstrate this hypothesis, I extend the existing sewer to 42 structures, where
half of them are connected to an area with lo = 33 m (as before) and the other half to an area
with a path of 5000m. The configurations of the individual structures are the same as before.
For the extended artificial sewer system I apply the same matching procedure as explained
above. Figure 6.3b shows a clear improvement of the representation. The classification of
the best matchings (Tab. 6.3) illustrates that many structures of Braunschweig are not very
sensitive and are better represented using lo = 5000 m. However, some structures respond
very fast, such that the artificial sewer with lo = 33 m is still necessary for a good repre-
sentation. A further increase of lo to more than 5000 m changes the overall picture of the
overflow characteristics only slightly. It is not surprising that the artificial sewer cannot per-
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Statistic Structure of artificial sewer
15 34 35 55 R3 R4 R5 R6
Frequency
Number 1 0 5 2 2 1 1 3
Mean NS 0.30 - 0.55 0.48 0.59 0.72 0.60 0.45
Duration
Number 0 0 0 0 0 0 0 0
Mean NS - - - - - - - -
Volume
Number 1 3 4 2 0 0 1 0
Mean NS 0.91 0.91 0.95 0.94 - - 0.81 -
14* 15* 34* 35* 54* 55* R1* R2* R3* R4*
Frequency
Number 0 4 0 0 0 1 0 3 2 0
Mean NS - 0.75 - - - 0.70 - 0.72 0.45 -
Duration
Number 0 1 0 8 2 0 1 3 5 5
Mean NS - 0.3 - 0.52 0.28 - 0.3 0.58 0.69 0.33
Volume
Number 1 1 3 2 0 0 0 3 2 2
Mean NS 0.72 0.95 0.79 0.95 - - - 0.9 0.65 0.62
Table 6.3.: Classification of the CSO structures of Braunschweig to the best matching artifi-
cial sewer structures with lo = 33 m and lo = 5000 m (the latter is indicated with *).
The first line of each statistic shows the number of matched structures in the case
study. The second line reflects the quality of the matching indicated as mean NS.
fectly represent the statistics as it cannot reflect effects related to CSO structures connected
in series.
Several conclusions can be drawn from this section. First, the artificial sewer can represent
the CSO volume well, while the CSO frequency and in particular the CSO duration are more
difficult to be reflected. Second, the artificial sewer with lo = 33 m is very sensitive and, thus,
shows the quality of the precipitation structure the best as explained in 6.4. However, real
sewers exist that are less sensitive and, consequently, are better represented by lo = 5000 m.
The conclusion with respect to synthetic precipitation is, that erroneous time series might
be detected by a sensitive artificial sewer, but are likely to be irrelevant for real sewers if
they respond rather slow on precipitation events. This is the case for sewers, where the flow
is highly attenuated and smoothed, for example, in flat sewers, in sewers with a long flow
time, or in oversized sewers with a lot of additional storage capacity.
As the sensitive sewer with lo = 33 m and the robust sewer with lo = 5000 m represent
different characteristics of real sewers, I use an artificial sewer with both configurations for
the indirect validation in the rest of the study.
7. Preliminary investigations of the indirect
validation using the artificial sewer
The artificial sewer is intended to be a tool for the validation of precipitation time series.
However, as it is an artificial sewer, the absolute values of the simulations can hardly be
verified or compared with measured sewer data. Consequently, I investigate the relative
deviations in the CSO statistic x of the artificial sewer according to
x =
X  Xref
Xref
(7.1)
where X is a CSO statistic (volume, duration or frequency) of the time series to be ana-
lyzed with respect to the CSO statistic of a reference data set Xref . This way, the impact of
differences in the rainfall input data on the application can be shown.
The investigation of relative deviations in the CSO statistics instead of absolute values
has two advantages. As the focus in my study is on the temporal structure of the pre-
cipitation time series, the marginal distribution should not influence the validation much.
However, different marginals of various locations or time periods can highly influence the
CSO statistics. For example, a dry year will show smaller absolute CSO statistics compared
to a wet year, even if the temporal structure is comparable. When relative values are used,
the time series can be compared without the effect of different marginals. Furthermore, the
deviations in the CSO frequency, duration and volume can be compared among each other
although their absolute values have different units.
Nevertheless, relative values come along with a true short coming. Without considering
the absolute values, they can easily be misinterpreted. In particular, if the absolute values
are very small, the relative deviations can increase very fast and pretend a tremendous error,
while their absolute differences are almost negligible. To judge the relative deviations, I use
confidence intervals based on measured data. If the uncertainty of the measured data is
expressed as relative bandwidths, the deviations of synthetic time series can be put into
perspective by a comparison with the relative confidence intervals. Therefore, large relative
differences between synthetic and measured time series are more tolerable, if the relative
observed uncertainty is also high. The confidence intervals also define the limits of model
accuracy for the simulation of synthetic precipitation because one cannot expect a model
based on observations to be better than the input data.
In the first section (Chap. 7.1), I will analyze the sampling variability and obtain confi-
dence intervals of the mean annual CSO output. In the second section (Chap. 7.2), I will
examine the characteristics and behavior of the artificial sewer and try to infer the relevant
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parts of the precipitation time series for the sewer simulation. In both sections, I will use
only measured time series that are slightly manipulated depending on the respective objec-
tive and not simulated data.
7.1. Identification of sampling uncertainty
In Chap. 3, I analyzed the statistics of observed precipitation data, and showed and ex-
plained different sources of uncertainty including measurement errors. In this section, the
influence of the uncertainty on the application, the artificial combined sewer, is described.
I consider the influence of sampling uncertainty related to spatial and temporal variability
as well as inhomogeneities due to different measurement devices. I do not investigate the
measurement errors here due to the reasons I explained in Chap. 3.
This study focuses on the generation of point time series of single locations and not on the
simultaneous generation of time series with a spatio-temporal correlation. Therefore, I asses
the spatial variability by comparing different locations using the same time period to ob-
tain systematic deviations in the sewer caused by local climate conditions. For the temporal
variability, I compare the sewer output of different time periods at the same location. The
latter task should be done with caution because long time series must be analyzed in order
to get the entire spectrum of possible precipitation events. The shorter the time period, the
more likely it is that the (short) samples are not representative for the underlying popula-
tion. However, long time series are more vulnerable to inhomogeneities such as a change
in the natural processes (e.g. climate change) or artifacts related to varying measurement
techniques.
7.1.1. Assessment of temporal uncertainty
Precipitation can be seen as a stochastic process where each realization of the underlying
population shows a high bandwidth of possible outcomes. However, the long term average
of individual years approaches to the mean statistics of the population, and the longer the
time series is, the more stable the average of the series is. As extensively shown in literature
(e.g. Xanthopoulos, 1990; Haberlandt, 1996), several years are necessary in order to achieve
robust estimates of the mean annual characteristics. According to ATV-DVWK-M165 (2004)
at least 10 years of precipitation data must be used for applications of urban hydrology.
In order to estimate the natural variability with respect to the CSO statistics, I apply a
bootstrap approach. The method enables to obtain an additional number of samples that
have the same size as the original sample (bootstrap samples), where the single outcomes
are drawn with replacement from the original sample. The set of bootstrap samples reflect
the same characteristics as the original sample, but with an increased sample size, such
that confidence intervals can be calculated. Even if a rather small subset (10 of 37 years)
is taken, the total number of possible combinations with repetition sums up to 4.7 ∗ 109
possibilities. Nevertheless, as it is a resampling approach, it contains only information about
the underlying observed data. Characteristics that were not measured, cannot be reflected
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Structure B11 – B14 B31 – B34 B51 – B54 RR1 – RR4
Deviation ±10 % ±10 % ±15 % ±50 %
Table 7.1.: Acceptable bandwidth of deviations for different overflow structures according
to Drechsel (1991).
using 37 years represents a long, but rarely available series that shows only small deviations
in the confidence interval of around 5 – 10 %. The deviation of simulated time series needs
not to be smaller than this interval because the measurements cannot provide more precise
results. Therefore, the confidence interval of the 37 years of data can be seen as the actual
target value for the synthetic precipitation. However, from a practical point of view, most
measured time series are shorter than 37 years. Therefore, simulated data could be as un-
certain as shown by the larger confidence intervals of the 10 year bootstrap sample size in
order to meet still the required precision according to ATV-DVWK-M165 (2004).
The bandwidths defined by Drechsel (1991) fit quite well to the confidence intervals of
my study, except for structures without overflow (R1 – R6). Here, the bandwidth of him is
much less restrictive compared to the bootstrap result. However, if one considers the eco-
logical impact on the receiving water, the less confined bandwidth of Drechsel (1991) might
be reasonable, because large relative uncertainties are less problematic for small absolute
CSO values.
The uncertainty of the CSO duration is slightly larger (of the frequency smaller) compared
to the volume. However, the deviations behave similar and, therefore, are not explicitly
shown here. I use the confidence intervals of the CSO statistics of the full data set (e.g. 37
years for Freiburg) in this study for comparison, classification and as a benchmark for the
hourly optimization of synthetic time series.
7.1.2. Origins of temporal uncertainty
In the last section I evaluated the effect of natural variability of precipitation time series.
Now, the question rises what actually causes the indicated uncertainty. Does the marginal
distribution of rainfall values contribute more to the uncertainty or their temporal order
(structure)? This is interesting to know because in the simulation algorithm of NiedSim the
marginal distribution of the 1 h precipitation values and the temporal structure are gener-
ated independently (Chap. 4.4).
In order to answer the question, I separate themarginals and the structures and recombine
them year wise. The recombinations are done with a quantile-quantile-transformation (q-q-
transformation) also known as quantile mapping. The advantage is that the manipulation
of the time series is performed within its natural limits, which in particular means that the
realistic temporal structure can be preserved. However, the resulting time series should not
be seen as new, perfect samples of the natural precipitation process, as the assumption that
the marginal distribution is independent of the structure is probably not true.
By applying the q-q-transformation the marginals of one year (target) can be replaced
with the marginals of another year (source). For this purpose, the values of both time series
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climate conditions might be found for which the temporal structure is interchangeable.
7.2. Important characteristics of precipitation with respect to
combined sewers
In this section, I analyze the importance of the intra-hourly temporal structure on the CSO
statistics as well as the influence of extreme values and the relevance of small intensities. All
three sub-sections help to focus on the important parts of the generation and disaggregation
of synthetic time series.
7.2.1. Influence of the intra-hourly intensity structure
The investigation of the intra-hourly intensity on the CSO statistics can show the general im-
portance of the temporal structure with respect to different CSO structures. For this purpose,
I analyze two differently manipulated measured 5 min time series. At first, I investigate a
time series with block rainfall because this is the initial series for the NiedSim disaggrega-
tion. I obtain the block rainfall by redistributing the 5 min intensities uniformly within each
hour. In the second time series, I randomly change the block rainfall using the NiedSim dis-
aggregation algorithm (adding/subtracting small increments of precipitation), but without
any optimization. The resulting time series exhibit a random intensity structure. Note that
in both cases I change only the intra-hourly time series whereas higher time scales remain
identical.
With both manipulated time series I perform a sewer simulation. I compare the resulting
mean annual CSO statistics of each structure with the results of the original time series and
plot them as relative deviations (Fig. 7.6 left panel). An extensive analysis of the influence
of intra-hourly temporal structure follows, as I can illustrate some general characteristics
of the behavior of the sewer system here. For a comparison with natural uncertainty I plot
additionally the 90 and 95 % confidence interval of the 10 year time period for each CSO
statistic as obtained in Chap. 7.1.
Block rainfall The transformation into block rainfall smooths the intensity distribution
within one hour, and thus reduces intensity peaks. As explained in Chap. 6.4, the more
attenuated and continuous the precipitation, the better CSO structures can handle the flow
without causing an overflow. Consequently, the frequency and volume are reduced leading
to an underestimation of the statistics, whereas the duration shows an overestimation.
The main influence of block rainfall can be related to structures without storage, where
all CSO statistics are highly reduced and where the deviations can be larger than 50 %.
However, one should keep in mind that the absolute values of the structures R3 – R6 are
rather small. For structures with storage the block rainfall has relatively little influence on
CSO statistics and the biases are in the 90 % confidence intervals of the natural uncertainty.
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The characteristics explained above are similar for different time periods and can also be
detected for Kempten and Weiden (figures not shown). Therefore, the results can assumed
to be a general interaction of precipitation characteristics with different overflow structures
independent of the regarded location or temporal uncertainty.
Random intensity structure The results of a time series with a random structure (Fig. 7.6
left panel) illustrates, that some of the deviations can already be reduced by a simple increase
of the variation of the intra-hourly values. As already explained, the uniform distribution
is least critical for the combined sewer system. Consequently, any disturbance of the block
rainfall will increase the CSOs. However, the CSO duration is even more overestimated
compared to block rainfall. This reveals that the larger intensities are scattered within the
hour and do not form proper precipitation events with a pronounced start and end. There-
fore, the challenge of the disaggregation is to force the time series to rebuilt intense values
clustering together and forming events with a pronounced start and end.
In the literature, a correct temporal structure is usually compared to block rainfall, and
consequently huge deviations are reported. For example Zhu and Schilling (1996) and Drech-
sel (1991) illustrate differences of at least 30 % in CSO volume using hourly block rainfall
if structures without storage are considered. However, as shown above, such deviations
can be reduced easily if not block rainfall, but randomly distributed intensities are applied.
Therefore, the deviation of the random intensity structure (and not of block rainfall) from the
original time series should be considered as benchmark, which I will do for the evaluation
of the disaggregation later in my study.
In general, I can conclude that the influence of the intra-hourly intensity structure on
combined sewer systems is less important. Only if short overland flow paths are consid-
ered, significant deviations can be observed compared to the natural uncertainty. The CSO
duration is most sensitive to a correct intensity structure, whereas for the frequency and
volume only CSO structures without overflow are critical. Nevertheless, an adequate disag-
gregation should be performed because otherwise small, but systematic biases can occur in
CSO statistics.
7.2.2. Influence of extreme values
In the previous chapters, I assume that not only large, but also medium precipitation spells
are relevant for combined sewer systems. Here, I investigate this assumption and the ques-
tion, howmuch extreme values actually influence the CSO statistics. As extremes are usually
analyzed by IDF-curves, the results will also show if both validation methods are redundant
or independent.
For this purpose, I generate another two manipulated time series, where the extreme val-
ues of a measured time series are uniformly distributed. At first, I obtain all values which
contribute to the partial series (≈ 3 events per year, compare Chap. 2.2.3) for different tem-
poral aggregations. For each aggregation, I uniformly distribute the respective values at the
5 min aggregation. In this way, the intervention in the structure is kept minimal, but the
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intensity of the IDF-curves is significantly reduced. I apply the procedure twice, for aggre-
gations up to daily resolution {10, 15, 30, 45, 60, 120, 180, 240, 360, 720, 1440 min} and only
for intra-hourly scales {10, 15, 30, 45 min}.
I perform a combined sewer simulation with both manipulated time series. Again, the
relative difference of CSO statistics from the original time series are calculated. The results
are illustrated in Fig. 7.6 (right panel). The influence of intra-hourly extreme values is only
visible for the structures R5 and R6. It should be recapitulated that I implemented both
structures in the original sewer systems ofDrechsel (1991) to link the analysis of extreme val-
ues with the indirect validation by a sewer system. As the influence for all other structures
is negligible, the intra-hourly extreme values can be changed without changing the CSO
statistics. This is an important characteristic if one would like to adjust intra-hourly extreme
values in a post-processing step as I will mention in the outlook.
If additionally extreme values of higher aggregations are considered, the influence is
much higher, in particular for structures with large specific discharges (qr > 1 l/(s·ha)).
The results show that extremes of larger scales comprise a substantial amount of precipi-
tation volume, which contribute less to the overflow volume if the intensity is reduced by
uniformly distributed values (Fig. 7.6f). On the other hand, the smoothed intensity in com-
bination with structures including storage extend the CSO duration and lead to a strong
overestimation (Fig. 7.6d). The smaller qr, the more important the medium precipitation
values are and the less the influence of the extremes is.
One can conclude, although extreme precipitation values cannot be ignored in CSO sim-
ulations, they do not dominate the results. In particular, for structures with storage, where
the qr is usually rather small, large and medium values are more important. Therefore, both
validation techniques, that is, the IDF-curves and the indirect validation of the sewer system
represent different parts of the time series.
Before I come to the final section that considers the influence of small values, I would like
to share some thoughts about the CSO statistics used so far. The deviations of the time series
with random intensity reveals that the duration is most sensitive to an erroneous temporal
structure, whereas the volume and, in particular, the frequency are rather robust. This is
not surprising as the relevant complexity of the rainfall events for CSO statistics reduces
from duration to volume to frequency. For a correct CSO frequency, only a certain number
of events need to occur, whereas for the volume, additionally, the cumulative sum must be
accurate. The CSO duration, however, can only be reflected correctly if the rainfall events are
long enough and at the same time large enough to cause overflow at all. In literature, usually
only the volume is used for an indirect validation (Andre´s-Dome´nech et al., 2010; Gaume et al.,
2007; Mu¨ller and Haberlandt, 2016). A reason is that the CSO volume is the most important
parameter for practical applications. However, the volume does not explain the complete
characteristics of synthetic time series. Consequently, I will consider, both, the CSO volume
as well as the duration in the subsequent sections. I will omit the frequency in the following
as its characteristics are in most cases very similiar compared to the volume, but less robust.
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Small hourly values In the first analysis, I shuffle complete hours in 5 min resolution
while keeping its measured intra-hourly intensity structure. I mix only hours with a total
sum below a threshold {0.6 – 2.5 mm}, but above zero. Figure 7.7 illustrates the relative
deviation in CSO statistics compared to the original time series. The influence of small
precipitation values depends on the overflow structure and on the length of the overland
flow path l0. If no storage is available (RR1 – RR6), the deviations are small, which is not
surprising because these structures only react on high precipitation intensities.
For structures with storage, both, the overflow volume and duration may be significantly
influenced. The results show the high non-linearity of the entire rainfall-runoff-overflow
relationship because the actual influence depends on l0, qr, Vs, the applied threshold and
the considered CSOs. Nevertheless, a few general characteristics can be observed.
First, the threshold has to be chosen carefully, as hourly precipitation sums < 1.5 mm,
which is a typical threshold for precipitation events, can already lead to more than 20 %
deviation in the CSO duration and more than 10 % in the volume. Second, the overflow
duration is more effected than the volume which again highlights its large sensitivity to a
correct temporal structure. Third, the randomization leads to a systematic underestimation
of the CSO statistics. The reason is that small, individual hourly sums are too small to cause
overflow on their own. They can only contribute to CSOs in combination with other values
such that they form well defined events. The mixing, however, destroys the natural event
structure and the distributions at higher temporal scales. Actually, the effect is almost the
same as if the values below the threshold were set to zero. The consequence for NiedSim is
that a systematic bias could be introduced in sewer simulations, if small precipitation values
were not considered in the hourly marginal distribution of synthetic time series.
The fourth and last point is that deviations of more than 40 % can be obtained if hours
smaller than 2.5 mm are randomly distributed. This emphasizes the importance of the cor-
rect hourly temporal structure for combined sewer systems. Note, these large deviations
already occur without changing the wet and dry spell length because only wet hours were
shuffled. As the deviations are much larger compared to the influence of the intra-hourly in-
tensity distribution (block rainfall in Fig. 7.6), one can conclude that the hourly optimization
of NiedSim has a higher relevance for CSOs compared to the 5 min disaggregation.
Small 5 min values In the second investigation, I shuffle all 5 min values below certain
thresholds (Fig. 7.8). The influence is even larger compared to hourly values, which, at
first, might be counter intuitive as the individual 5 min values below the thresholds are very
small. However, the cumulative hourly precipitation sumwith a homogeneous 5 min inten-
sity distribution of 0.2 mm, which is close to the measurement resolution of typical tipping
buckets, sums up to 2.4 mm per hour. As shown before, hourly sums of 2.5 mm are im-
portant for sewer systems. Therefore, even small 5 min intensities contribute to substantial
precipitation at higher aggregations. In other words, the small 5 min intensities play an im-
portant role in the definition of large parts of the CDFs at coarser time scales. By the way, the
large possible influence of an inaccurate 5 min distribution on higher aggregations is also
one reason, why NiedSim does not generate precipitation time series directly on the 5 min
aggregation.

8. Analysis of the hourly optimization of
NiedSim
In the previous chapters, I extensively investigated observed rainfall data and developed an
indirect validation tool based on an artificial sewer. I will use the findings of both parts in
the following to generate and evaluate synthetic precipitation with the model NiedSim. As
explained in Chap. 4.4, NiedSim comprises three different, independent parts: the database,
the hourly generation and the 5 min disaggregation. The objective of my study is the sim-
ulation of precipitation data with the focus on a realistic temporal structure. Consequently,
I do not consider the setup of the database including parameter interpolation. Instead, all
parameters used here are calculated with measured time series.
The generation of an hourly time series in NiedSim is separated into two parts (Chap.
4.4.2): (a) setup of an initial time series and (b) its temporal optimization. The crucial step of
(a) is a realistic description of the hourly distribution function for which different methods
exist. For example, NiedSim2.x is based on a parametric approach, whereas Mosthaf (2017)
illustrates an alternative using non-parametric distributions.
The focus of this study is on (b), the optimization of the temporal structure by rearrang-
ing the hourly precipitation values. In order to avoid any influences of (a) on the temporal
structure, I do not generate the initial time series. Instead, I destroy the temporal structure
of a measured hourly series by shuffling the hours randomly. Afterwards, I use the shuf-
fled hourly series as initial series in the NiedSim 1 h optimization. In this way, the hourly
distribution of the measured and optimized series are identical and any deviations in other
statistics or in the results of the sewer application can be referred on differences in the tem-
poral structure and, thus, on the optimization of the NiedSim algorithm.
The validation methods used in my study are chosen in regards to the three main applica-
tion fields of sewer systems: The hydraulic design, the design and simulation of combined
sewer systems, and the sewer system management. The precipitation time series must meet
different requirements for the individual tasks as I explained in Chap. 5 in detail. To restate,
the design of sewers depends on heavy and extreme events. Although I do not explicitly
consider the generation of extremes in the optimization, the ability of the NiedSim algo-
rithm to reproduce large events is important. As they can be described well by IDF-curves,
I compare IDF-curves of measured and synthetic time series as a first validation criteria.
An important point is that I use pure empirical IDF-curves without fitting any probability
distribution.
The second validation method I apply here is the artificial sewer introduced in Chap.
6. Its intention is to account for the temporal characteristics of medium spells which are
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relevant for design and simulation tasks of combined sewer systems as well as for sewer
management.
Before I start with the actual analysis of the hourly optimization, I would like to address
the consideration of the extreme values in NiedSim. As explained in Chap. 3.5, extremes
are not as robust as other statistics because they are highly vulnerable to sampling errors
due to their rare occurrence. Consequently, the uncertainty related to extremes is in general
very high. The main objective of NiedSim is not to simulate extreme values, but to generate
long continuous time series. However, extremes cannot be simply ignored because they are
not only relevant for design purposes, but, at high aggregations, also for combined sewer
simulations as shown in Chap. 7.2.2.
NiedSim2.x does not reflect extremes using an explicit extreme value generation ap-
proach, but applies the extremes from KOSTRA. The KOSTRA values are used in the initial
time series as well as in the objective functions (compare Chap. 4.4). For the following anal-
ysis, I removed the extreme values entirely from NiedSim to investigate the ability of the
algorithm to reproduce large events without explicitly considering extremes. As a conse-
quence, the resulting time series should be more robust as the uncertainty of extremes does
not influence the optimization.
Finally, I would like to mention that I perform all sewer simulations in my study in 5 min
resolutions. In order to avoid any influence of the NiedSim disaggregation in the validation
of the hourly optimization, the measured and hourly optimized series are both simulated
with uniformly distributed intra-hourly intensities (block rainfall).
8.1. Motivation
Large systematic deviations can occur if the synthetic sewer is applied using the precipita-
tion time series of NiedSim2.x. Figure 8.1 shows the relative deviation in the CSO statistics of
the optimized hourly time series compared to the measured one. The dark gray bandwidths
show the internal variability of 10 different optimization runs. One can clearly observe sys-
tematic biases in both statistics that are much larger compared to the confidence intervals
of the natural uncertainty (light gray bandwidths). The biases indicate that the temporal
structure is not well reconstructed which is the motivation of a systematic analysis of the
hourly optimization of NiedSim in this chapter.
Furthermore, the deviations show a high complexity of the rainfall-runoff-processes as
the differences vary depending on the regarded CSO statistics and overflow structures. This
is a dangerous characteristic because wrong conclusions can be easily drawn from an in-
sufficient indirect validation. For example, if only the volume of B31 with lo = 5000 m was
analyzed, the result would pretend an optimized time series with a good temporal structure.
Only if all sewer setups are assessed, it turns out that the time series is rather unrealistic. In
the first case, the result is just a random fit, where different erroneous precipitation charac-
teristics cancel each other out. Therefore, several different CSO statistics, overflow structures
and model setups must be regarded to be able to refer from the sewer output on the general
quality of synthetic time series.
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Table 8.1.: Overview of the analyzed versions of different hourly optimization configura-
tions. Detailed explanations are given in the respective sections in the text.
Version Configuration
autocorrelations scaling param. xpoiss npoiss pI wet spell freq.
monthly sums (used (used
daily exc. prob. aggregations) time period)
a + - - - - -
as + sub-daily - - - -
as+ +
sub-daily
- - - -
+ sub-hourly
p5 + - 5 mm 14.2 - -
p4 + - 4 mm 23.4 - -
p3 + - 3 mm 42.7 - -
p5x + - 5 mm 14.2 89 % -
p4x + - 4 mm 23.4 85 % -
p3x + - 3 mm 42.7 78 % -
p4xf + - 4 mm 23.4 85 % 1961 – 1980
p4xf2 + - 4 mm 23.4 85 % 2007 – 2012
that they characterize the daily time scales in the way they are implemented in NiedSim2.x.
For urban hydrology, however, sub-daily scales are much more relevant than the temporal
structure at daily scales. Finally, I neglect the daily maxima because extreme values are not
considered in the optimization anymore due to the reasons I explained before.
I would like to mention another difference compared to the version NiedSim2.x that is
related to the swapping algorithm. The marginal distributions of the hourly values are sys-
tematically different between the seasons, for example, due to heavy convective events that
are more likely in summer than in winter. In NiedSim2.x only one marginal distribution is
used for the entire year, and thus the swapping of values during the hourly optimization is
performed for the whole year as well. The correct seasonal marginals are supposed to be
fit indirectly. In my study, however, I use two marginal distributions for winter and sum-
mer individually. Consequently, I have to apply an intra-seasonal swapping procedure in
the hourly optimization, such that the marginals of each season are not mixed. The seasons
are defined according to Mosthaf (2017) (Summer: May to August, Winter: September to
April). The implementation of an intra-seasonal swapping does not change the optimiza-
tion, but introduces an additional constraint. If the seasonal marginals are not mixed, the
optimization of the target parameters can be improved indirectly as well.
For the following investigations, I use the time period I (196x – 198x, see Chap. 3.2) as
standard reference time period because this period is the longest homogeneous time series
available for my study. The issues related to high resolution statistics of period I are of
minor importance for the hourly optimization. An overview of the different optimization
configurations analyzed in the following sections is given in Tab. 8.1.
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abs [-] rel [%]
Version meas a as as+ a as as+
r
(H)
1 0.43 0.44 0.44 0.44 2 2 2
r
(2H)
1 0.36 0.37 0.37 0.37 3 3 3
r
(3H)
1 0.33 0.32 0.32 0.32 -3 -3 -3
r
(6H)
1 0.27 0.27 0.27 0.27 0 0 0
r
(12H)
1 0.22 0.21 0.22 0.22 0 -5 0
r
(D)
1 0.16 0.16 0.16 0.16 0 0 0
bsummer1 0.61 0.66 0.65 0.72 9 7 18
bwinter1 0.64 0.68 0.68 0.72 6 6 11
bsummer2 1.04 1.10 1.09 1.23 6 4 18
bwinter2 1.25 1.25 1.30 1.43 0 6 14
bsummer3 1.32 1.41 1.40 1.61 7 6 22
bwinter3 1.86 1.74 1.88 2.14 -6 1 15
Table 8.2.: Overview of autocorrelation r and scaling parameters b (of sub-daily moments) of
measured time series (meas) and optimized time series (a, as, as+) using different
versions of NiedSim (see Tab. 8.1). All data refer to Freiburg, 1961 – 1980.
8.2.1. Autocorrelation and scaling parameters
The autocorrelation and scaling parameters are used to characterize the basic temporal
structure in NiedSim. In this section, I analyze if these parameters are sufficient for a re-
alistic time series or if the issues observed in Fig. 8.1 can be related to these parameters.
For this purpose, I define three different objective functions. Then I use the objective func-
tions to optimize the randomly shuffled hourly measured time series. The first objective
function (version a) includes the autocorrelation, weighted autocorrelation, monthly pre-
cipitation sum and daily exceedance probabilities. In the version as and as+, the scaling
parameters are additionally incorporated as target parameters. The moments I used for the
calculation of the scaling parameters are different in both versions. In version as I take only
sub-daily1 moments of measured series, whereas in version as+ I use all scales from 5 min
to daily aggregation. The latter one is applied in NiedSim2.x. The comparison of as and as+
can show the impact of scaling breaks on the rainfall generation. If no scaling breaks oc-
curred, it would not matter if sub-hourly scales were used or not. However, due to scaling
breaks illustrated in Chap. 3.4.1, the scaling parameters highly differ depending on the used
aggregations.
At first, the statistics of the simulated time series are directly compared to the statistics of
the measured time series to investigate if the algorithm is able to optimize the parameters at
all. Table 8.2 illustrates the autocorrelation and scaling parameters (of sub-daily moments).
The table shows that the autocorrelation and scaling parameters can already be optimized
well, even if the scaling parameters are not part of the objective function (version a). The
1In the context of scaling parameters, sub-daily is defined as time scales from hourly to daily aggregation and
does not include higher resolutions.
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marginals. In Fig. 8.4a (bottom panel), the same marginals are shown, but the spell is ran-
domized except for the two largest values y. Both y values are connected and centered
in the middle of the spell. As expected, the autocorrelation of the second spell is reduced
(r1 = 0.21) compared to the first one (r1 = 0.73) due to the randomization of the spell.
Now, consider another data set with even more skewed marginals, that is y = 9, with-
out changing the other values. The autocorrelation of the well structured spell reduces to
r1 = 0.36 (Fig. 8.4b, top panel), whereas for the unstructured spell r1 increases to 0.41 (Fig.
8.4b, bottom panel). Therefore, the position of the largest values y within the time series
affect the autocorrelation more than the structure of smaller values. As the largest values
are connected in the unstructured spell, but are unconnected in the structured spell, the au-
tocorrelation in the unstructured spell is higher, even if most values are randomly located.
From a perspective of the NiedSim optimization algorithm, it is much easier to optimize a
high autocorrelationwith an unstructured spell, where only a few large values are connected
and need to be swapped correctly, than in a structured spell. Consequently, the autocorrela-
tion in NiedSim tends to cluster large values which leads to an overestimation at higher time
scales. On the other hand, the structure of medium and small values is rarely influenced by
the optimization and, thus, remains rather random.
From a meteorological point of view, there exist at least two major processes that generate
precipitation: First, long lasting stratiform rainfall of medium intensity, and second, short,
but heavy convective precipitation. The statistics of both forms are significantly different. In
NiedSim2.x these differences are only reflected by differentiating between the summer and
the winter half-year. The underlying assumption is that both seasons behave differently be-
cause in summer more convective events occur than in winter. Consequently, the weighted
autocorrelations in NiedSim2.x should trigger seasonal characteristics reflecting the differ-
ences between summer and winter rainfall. However, stratiform and convective events may
occur in both seasons, but with different probabilities, and thus the actual seasonal statistics
are influenced by both phenomena. The resulting seasonal autocorrelations are affected by a
mixture of different precipitation events, but reversely, differences in the autocorrelation do
not automatically account for different precipitation processes during the optimization. As
in NiedSim2.x, no process is involved that reflects the differences between convective and
stratiform rainfall events, the optimization routine optimizes the time series in its easiest
way, that is, by clustering large precipitation values. However, these events are neither real-
istic stratiform nor convective events, but simply reflect the target autocorrelation values.
The idea to improve the NiedSim algorithm is to introduce an additional process that
avoids the clustering of large values and supports the generation of short convective events.
For this purpose, the positions of large values are predefined in the initial time series of
NiedSim and are not allowed to be swapped afterwards in the hourly optimization. As in
this case, the target autocorrelation cannot be obtained by adjusting a few large values any-
more, the algorithm must optimize the bulk of medium values reflecting the characteristics
of stratiform rainfall. The positions of the large values are determined using a stochastic
process, the Poisson process, which has been successfully used to trigger precipitation cells
in Point Process rainfall models (see Chap. 4.3).
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8.2.2.2. General Poisson process
A Poisson process is a counting process (Marshall and Olkin, 2007), where the probability that
a random variable X occurs k times in a time interval is Poisson distributed with
P (X = k) =
λk
k!
e  λ, (8.1)
where λ is the rate parameter. The expected value of the Poisson distribution is equal to
the rate parameter λ and describes themean number of occurrences within the defined inter-
val. In a Poisson process, the inter-arrival time t between two occurrences is exponentially
distributed with the CDF
F (t) = 1  e  λt, t ≥ 0, (8.2)
The expected value of the exponential distribution is simply the reciprocal of the occurrence
frequency, that is 1/λ, and indicates the mean inter-arrival time between two occurrences.
In this study, I use the Poisson process to define the location of a given number of largest
precipitation values npoiss within a month. For this purpose, I have to apply several modifi-
cations to the general Poisson process.
First, the parameter λ can not supposed to be constant because the inter-arrival time be-
tween two large values differs within the year. In summer months, a higher number of large
values occur than in winter months, respectively the inter-arrival times are smaller. Addi-
tionally, the probability of large values occurring in a certain month depends on the monthly
precipitation sum. Obviously, if a month is dry, no (large) values can occur, and thus none
should be placed with the Poisson process. In order to reflect these characteristics, I define
a variable parameter λ that depends on the time within the year as well as on the monthly
precipitation sum. The following section illustrates how I fit λ to fulfill these requirements.
8.2.2.3. Fitting of the parameter lambda
The fitting procedure of λ contains two steps: First, the description of the dependence be-
tween the number of large hourly rainfall values per month and monthly precipitation, and
second, the characterization of this dependence within the annual cycle.
The initial step is the selection of the number of largest values per year npoiss, which
are intended to be set in the Poisson process. npoiss is defined indirectly by using values
larger than a selected precipitation threshold xpoiss (e.g. xpoiss > 4 mm corresponding to
npoiss ≈ 23 values). If the number of npoiss is defined directly, it is possible that rather small
values are taken into account for which the relationship between monthly precipitation and
npoiss is less pronounced. The result would be a less robust fitting of λ. For each of the npoiss
values, the respective month is obtained in which it occurs. The number of occurrences per
month is counted and leads to a set of monthly frequencies npoiss,m, where m denotes the
month. Additionally, the respective monthly precipitation sumsHm are calculated in which
the values occur.
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The frequencies of occurrence and the precipitation sum can be plotted in a scatter plot for
eachmonth individually to observe their relationship. If only one pluviometer is considered,
no clear structure can be observed due to rather small sample sizes per month, but large
variances of the monthly precipitation sums. Consequently, I use the hourly data of south
Germany of 1092 stations, where each pluviometer has available data of at least five years
with a minimum of 8500 hours per year (≈ 97 %). I combine the data of all years and all
stations into one set of frequencies and monthly sums with a total length of 7515 years.
The procedure assumes a general dependence between npoiss,m and Hm independent of the
location – an assumption, I will verify later in this study.
Figure 8.5 illustrates the dependence between npoiss,m and Hm for xpoiss > 4 mm. The
white crosses indicate the average frequencies n¯poiss,m and the mean precipitation sums H¯m
of each month. As expected, one can clearly notice that large precipitation values occur
more frequently in summer months (caused by convective events), and that the frequency
increases with larger monthly precipitation sums. For each month, I perform a linear regres-
sion of all 7515 years leading to the increasing, blue dashed lines in Fig. 8.5. The parameters
(intersection am and slope bm) of the regression enable to define the number of values to be
set with the Poisson process (λm) within a month m for a given monthly precipitation sum
Hm according to
λm = npoiss,m = am + bm ∗Hm (8.3)
The changing slope of the regression line within the month accounts for the annual cycle.
In order to reduce the discrete jumps of the slopes between months, I fit a continuous sine
curve to the slopes with
b(ti) = a ∗ sin(ti  c) + d, (8.4)
where b(ti) defines the slope at time ti and a, b, c and d are parameters of the general sine
function. The supporting points for the fitting of the sine function are the 12 monthly slopes
bm. The result of the fitted sine curve is shown in Fig. 8.6. The intersections of all months
(same figure) do not show an annual cycle, but are rather constant. Therefore, I use the mean
intersection a¯ of all months for the continuous representation of the dependence, and Eq. 8.3
results in
λ(ti) = a¯+ b(ti) ∗Hm (8.5)
where λ(ti) is the number of values set with the Poisson process at an hourly time step i
within the year. The regression lines in the fitted, continuous form are shown in Fig. 8.5 as
red lines. Only minor deviations from the discrete monthly regressions can be observed.
I also tested an alternative fitting procedure of λ using a least-squares optimization of a
3d-surface (Fig. A.1) that I finally did not use. In summer months the number of Poisson
values is greater than zero even if the monthly precipitation is zero. The resulting potential
errors in the optimization do not occur in the linear regression approach because all months
have a negative intersection.
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8.2.2.4. Modification for dependent large hourly values
In the procedure explained so far, all values above a certain threshold are set with a Pois-
son process. However, as the average inter-arrival time is in the range of days, it is very
unlikely that more than one hourly Poisson value is part of the same precipitation event.
In measured series several large values may occur in the same event. Consequently, the
partial series would be underestimated, in particular, if npoiss was high. This issue can also
be explained from another point of view. An important assumption of a Poisson process is
the independence of the individual occurrences. For large hourly precipitation values, how-
ever, this assumption cannot be hold. Therefore, I modify the Poisson process further in this
section.
The concept here is to enable the swapping of at least some of the largest values in the op-
timization routine of NiedSim. This is achieved by the pre-positioning of the same number
of values in the initial time series, but these values need not to be the largest ones anymore.
That is, the position of the values are obtained with the Poisson process as defined above,
but instead of using all npoiss largest values, an extended pool of potential values is defined
according to
n+poiss = npoiss(2  pI), (8.6)
where n+poiss is the increased number of potential Poisson values and pI is defined as the
probability of npoiss being independent. From the extended pool of values n
+
poiss, npoiss
values are drawn randomly and positioned with the Poisson process.
The probability of independence pI is estimated frommeasured data. The values are sup-
posed to be independent if not more than one Poisson value occurs in the same precipitation
spell separated by at least one dry hour.
8.2.2.5. Implementation in NiedSim
I implement the Poisson process in NiedSim as follows. Before the hourly optimization is
started, two Poisson processes are initiated to define the position of the large values. Both
processes begin in June; one goes in forward direction from June to December and the other
one is reversed from June to January. The reason for two processes is that entire months can
be skipped if λ is very low, and thus the inter-arrival time can be very high. For summer
months the probability of having a very large inter-arrival time is lower. The inter-arrival
time between two large events ti and ti+1 can be calculated using the inverse of the expo-
nential distribution (Eq. 8.2) with λ being λ(ti) obtained by Eq. (8.5).
However, even in summer months, a very small λ could be drawn, such that no value
would be set throughout the rest of the year. Therefore, the inter-arrival timemust be limited
which could be done using a truncated exponential distribution. Here, a maximum waiting
time can be set in which at least one value is drawn. Unfortunately, the maximum waiting
time is difficult to define. On the one hand, the limit should be small enough to avoid
a skipping of entire (potentially wet) months. On the other hand, in dry winter months
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the number of Poisson values might be zero for several months in a row, which cannot be
reflected if a maximum waiting time is defined. Therefore, I applied a different method
using the regular exponential distribution, but in a modified way. If the inter-arrival time is
larger than thirty days, the rest of the current month is skipped without setting a value and a
new process is triggered on the first day of the next month. I also apply the same procedure
if λ < 0 is drawn.
The question remains, how many large values npoiss should be positioned with the Pois-
son process to improve the NiedSim optimization. For this purpose, I simulate time series
with three different versions (p5, p4, p3) using xpoiss > {5.0, 4.0, 3.0 mm} which reflect a
mean number of Poisson values n¯poiss = {14.2, 23.4, 42.7} respectively. Additionally, I gen-
erate time series with three versions (p5x, p4x, p3x) with the same Poisson processes, but
with the dependence criterion explained in Chap. 8.2.2.4. Remark: Compared to n¯poiss, the
actual npoiss of a simulation can differ from year to year as well as between different stations
because of its relationship to the variable monthly precipitation sum.
I implement the Poisson process to prevent the clustering of large hourly precipitation
values. If the partial series in Fig. 8.7 are considered, the overestimation of precipitation
values at higher time scales in the partial series disappears using a Poisson process (p5 –
p3) compared to the algorithm without the Poisson Process (a). The more large values are
positioned with the Poisson process, the more the partial series for high return periods are
underestimated. This is not surprising as the large values are scattered within the time series
and cannot cluster anymore to form extreme events. If the optimization is able to swap at
least some of the large values in the modified Poisson process (p5x – p3x), the underestima-
tion is reduced. Furthermore, the modified Poisson process is also more robust with respect
to the limit xpoiss because of a self-controlling characteristic. The more values are set in the
Poisson process, the lower pI will be, and thus the more likely it is that some of the large
values are not pre-positioned in the time series. In the case of Freiburg this effect is rather
small, but for other locations like Kempten (Fig. A.5), the modified Poisson process yields
better and more robust results.
Not only the partial series are affected, but also the entire hourly temporal structure is
improved as shown by the reduced deviations in the CSO statistics in Fig. 8.8. The large
values, that are not able to cluster anymore, trigger additional, substantial precipitation
events that are able to cause individual CSOs, instead of generating only a lower number of
very large precipitation spells.
The question about the parameter choice remains, that is, how the threshold xpoiss should
be chosen. The answer is ambiguous because it depends on the regarded application and
location. By applying a threshold xpoiss = 3 mm, too many values are pre-positioned be-
cause not only the partial series is underestimated, but also the CSO volume and duration
for structures with a high specific discharge (35, 55). By setting a few values (xpoiss = 5
mm), the partial series can still be overestimated (e.g. Kempten) and the positive effect of
the Poisson Process on the CSO duration can be rather low. Therefore, I suppose a threshold
xpoiss = 4mm to be a good parameter for the Poisson process. An optimal parameter is dif-
ficult to find due to the complexity of the system. However, the parameter selection is not
sensitive because the results are very robust for different xpoiss due to the self-controlling






96 Analysis of the hourly optimization of NiedSim
8.3. Final discussion on the hourly optimization
I introduced the Poisson process in the setup of the initial time series of NiedSim as well
as the wet spell frequency as additional parameter in the objective function. I validated the
synthetic time series of both modifications indirectly using the partial series as well as the
artificial combined sewer system. The time series could be improved with respect to large
and extreme values, but still tend to underestimate the partial series of the measured data
slightly. This can be explained with the fact that no explicit optimization on extreme values
were applied. However, the deviations were rather small (less than 10 %) for most parts of
the partial series.
The indirect validation using the sewer also showed a clear improvement of the NiedSim
optimization algorithm. Nevertheless, systematic underestimations in the CSO duration for
certain structures could still be observed. Therefore, two questions remain: how realistic are
the time series and how should the residual deviations be handled? For an answer, I regard
different event-based statistics in the following as they are not used as input statistics for
NiedSim.
During the further investigations I will analyze the data of Kempten because the deviation
in the CSO duration is more pronounced compared to Freiburg. I will use the three versions
developed in the previous chapters that built directly on each other: version a, mainly based
on the autocorrelation; p4x, including the Poisson process; and p4xf2, additionally optimized
on the wet spell distribution.
At first, univariate event statistics are investigated. For this purpose, I take the definition
of the wet spells used before as event criteria, that is, I simply separate spells by one dry
hour tse = 1 h (Fig. 8.13a). As I already illustrated in the last section, if the intermittency is
not considered (a, p4x), a very large number of spells are generated that are too small and
too short. The introduction of the wet spell distribution (p4xf2) is not only able to improve
the frequency, but indirectly all other spell statistics.
A simple spell definition using tse = 1 h can be easily implemented in the NiedSim opti-
mization and might be important for very fast responding systems. In most sewers, how-
ever, the concentration time is larger than 1 h, such that the discharge time series is smoother
compared to the initial rainfall series due to retention and attenuation processes. Therefore,
many details in the wet spell rainfall statistics do not change the discharge series in the
sewer and, thus, are irrelevant for the CSO behavior. Furthermore, small individual values
as well as little events cannot affect applications because they do not contribute to run-off at
all.
Consequently, I apply a second event criterion that is more related to sewer applications.
The criterion uses the minimum time with zero precipitation that separates two events (tse)
in addition with the minimum intensity (ie) and the minimum event depth (de). That is,
5 min values that are smaller than ie are treated as zeros and events smaller than de are not
counted as events. The parameters I use here are tse = 8 h, ie = 0.1 mm and de = 1.5 mm.
The selection of the thresholds (ie and de) must be chosen carefully to avoid a cutting of
too much data. I select the criterion ie = 0.1 mm as it is the resolution of a conventional
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tipping-bucket; I define de = 1.5 mm such that it is in the range of the depression storage of
the run-off generation (see Chap. 5.2.1).
For event-based sewer simulations tse is usually chosen considering the response time of
the system, which is the flow time in the catchment and in the sewer, and can be in the range
of several hours. The reason is to assure the independence of events if not the entire time se-
ries is simulated. However, if the event statistics are used for validation purposes or to infer
about the subsequent CSO behavior as in my case, the selection of tse becomes more diffi-
cult. It is always a trade-off between independence of events and a detailed representation
of the internal intensity variability as explained in Chap. 2.2.2. That is, a short tse reflects the
characteristics of short spells of high intensities best, which are relevant for fast responding
sewers, whereas a long tse is necessary to characterize the long term relationship of rainfall
spells that are important for highly buffered systems. As I used a very short tse (= 1 h) as
the first criterion before, I apply a rather long tse = 8 h as second criterion now.
Figure 8.13b illustrates that the differences in the spell statistics of the three versions are
less pronounced for tse = 8 h compared to tse = 1 h (Fig. 8.13a). Nevertheless, a system-
atic improvement can still be observed for version p4xf2. That is, the optimization of the
distribution of the wet spell frequencies can indeed improve large parts of the temporal
structure. Nonetheless, even the best version (p4xf2) shows not identical distributions in the
spell statistics compared to the measured data. However, none of the spell statistics seem to
be noticeable enough to explain the underestimation of the CSO duration in Fig. 8.10 and
Fig. 8.12.
A problem with the univariate spell statistics applied so far is that they cannot reflect the
interdependence structure between the statistics. For example, it can not be judged whether
long precipitation spells contribute large rainfall sums or if most precipitation is related to
short spells. Both examples can show the same univariate spell distribution.
A possibility to explain the remaining deviations in the CSOs could be the consideration of
a bivariate classification. For this purpose, I first classify the precipitation spells according to
spell depth and duration and calculate the frequency for each class (corresponding to a two
dimensional histogram). Finally, I compute the mean annual deviation of 10 synthetic time
series from the measured time series and plot them in Fig. 8.14 (left panel). I take the mean
of 10 series to obtain more robust characteristics because the frequencies of some classes can
be rather small. Additionally, I analyze the deviation of the cumulative precipitation sum
of all spells falling in the respective class (similar to the investigation of the univariate case)
and illustrate them in Fig. 8.14 (right panel). In Fig. 8.14 I use the spell separation criteria
tse = 1 h, ie = 0 mm and de = 0 mm, whereas Fig. 8.15 illustrates the results for events with
a separation criteria tse = 8 h, ie = 0,1 mm and de = 1,5 mm.
The plots are directly related to the ones of the univariate case. Figure 8.11 shows the
marginal distribution of the spell durations, which can be obtained from the absolute data
in Fig. 8.14 by a summation along the y-axis.
Several conclusions can be drawn from the classification. In the frequency case (Fig. 8.14
left panel), the largest deviations occur in the lower left corner, that is, for small and short
spells. As already mentioned, due to the skewness of precipitation, large deviations in the
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an annual base which makes it difficult to reflect such return periods. Another challenge is
the fast implementation in the swapping routine. An optimization on the univariate volume
instead of the frequencies increases the computational time already by a factor of two.
In conclusion, the improved hourly optimization by using a Poisson process and the wet
spell durations is able to capture most rainfall statistics including the partial series. It shows
only small deviations in the CSO volume for a large bandwidth of overflow structures used
in practice. For the CSO duration, issues can be observed depending on the location and the
regarded overflow structure. However, as the CSO volume is the most important parameter
for the combined sewer simulation, the optimization of the hourly temporal structure can
be supposed to be applicable for practice.
9. Analysis of the disaggregation of NiedSim
The final step of NiedSim is the disaggregation of the hourly time series into a 5 min time
series. In this section, I investigate the performance of the disaggregation algorithm. In
order to avoid an influence of the hourly optimization, I use measured 5 min time series as
initial time series of the disaggregation. The intra-hourly temporal structure of themeasured
series is destroyed by using uniformly distributed 5 min values within each hour (block
rainfall). The temporal structure is then reconstructed with the disaggregation algorithm of
NiedSim. By comparing the disaggregated and the original time series in 5 min resolution,
one can judge the quality of the disaggregation. Any deviation between the series can be
related purely to the disaggregation algorithm because their hourly temporal structure is
identical.
Like in the hourly optimization, I use the partial series and the artificial sewer for an
indirect validation. As the intra-hourly temporal structure is not relevant for long overland
flow paths due to the smoothing effect (see Fig. 7.6 left panel), I use only the sewer with
lo = 33 m in this section.
9.1. Motivation
In the analysis of precipitation for different time periods, I illustrated a large influence of the
measurement device on many statistics (Chap. 3.3). In particular, the impact on the 5 min
statistics can be very large. As they serve as targets in the optimization of NiedSim, the
different time periods also affect the performance of the disaggregation. Figure 9.1 illustrates
large deviations in the CSO statistics of structures without storage if parameters of different
time periods are considered in the objective function. As these structures reflect large and
extreme values, the influence can also be observed in the IDF-curves as shown later.
One could argue that the parameter set for the disaggregation of one time period might
not fit to the characteristics of hourly rainfall of another time period, and thus a temporal
cross validation using different time periods will always yield biased results. However, the
influences of the annual temporal structure is rather low as shown by the q-q-transformation
before (Fig. 7.4), whereas the input statistics exhibit significant deviations. As they can be
referred to different measurement devices (Chap. 3.3), it is very likely that different mea-
surement instruments are the reasons for the deviations.
NiedSim2.x was developed around the year 2000. Consequently, the input statistics were
dominated by digitized paper records (period I). However, by using an increasing amount
of data from newer devices (period II and III), the data set has become more and more
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Chap. 4.4). In order to be able to track the influence of each parameter, I chose the initial
parameter set to be as small as possible. In a preliminary work, Gunzenhauser (2016) deter-
mined the autocorrelation as well as scaling parameters to be crucial for the disaggregation,
and that the 5 min exceedance probabilities are less important. Although the 5 min maxima
can be relevant, I do not use them here because they are based on an extreme value analy-
sis. As explained before, the target of my study is obtaining a robust mean annual temporal
structure without considering the extremes explicitly. Consequently, I start my investiga-
tion using the disaggregation with autocorrelation and scaling parameters as targets in the
objective function.
The target scaling parameters of the disaggregation in NiedSim2.x are calculated with
the entire range of aggregations (5 min – 24 h). Due to the scaling breaks illustrated in
Chap. 3.4.1, the scaling parameters for the entire range are smaller compared to the ones
calculated using only intra-hourly aggregations (Fig. 3.4b, marked dots). A decreased scal-
ing parameter of the third moment b3 is related to relatively less uniform values at the 5 min
aggregation compared to the hourly aggregation. Consequently, the intra-hourly precipita-
tion values are optimized such that they are more heterogeneous compared to the observed
ones. The result is a large overestimation of the partial series in NiedSim2.x. In order to
avoid this issue here, I calculate the scaling parameters used as targets in my study only
based on intra-hourly aggregations.
In NiedSim2.x the objective function includes the autocorrelation only at a 5 min aggre-
gation for lag 1 – 10 and the 5 min weighted autocorrelation for lag 1 with a higher weight
on winter. Here, I consider the weighted autocorrelation with a higher weight on summer
as well as additional aggregations {5, 10, 15, 30, 45, 60 min} of lag 1 and 2. The changes are
supported by the following facts that are based on Gunzenhauser (2016) as well as on addi-
tional preliminary studies by myself. First of all, the focus of the optimization should be on
summer because the high resolution data particularly affects combined overflow structures
without storage. These CSOs are caused by short, but heavy precipitation events mainly
occurring in summer. Additionally, I could not find an advantage from optimizing both,
the autocorrelation and weighted autocorrelation. Consequently, I use only the weighted
autocorrelation as target parameter. Furthermore, the influence of the autocorrelation of dif-
ferent temporal aggregations and/or lags was investigated to be rather small. However, the
correlations at higher aggregations seem to be slightly better optimized if more aggregations
are considered rather than an increased number of lags.
9.2.1. Autocorrelation and scaling parameters
In order to investigate the influence of the scaling parameters and the weighted autocor-
relation on the disaggregation, I use four different optimization functions. In the first two
versions, both parameters are analyzed individually, that is, version w and s include only
the weighted autocorrelation and scaling parameters respectively. As I will show later, both
parameters cannot be optimized simultaneously, and thus the optimization depends on the
weighting factors ω of the parameter (Eq. 4.1). The lower ω, the higher the actual weight
due to the standardization of the individual parts of the objective function. In version w1s2
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and w2s1 both parameter sets are optimized at the same time, but with different weighting
factors. For example, in the version w1s2 the weighted autocorrelation is optimized with
ω = 1 and the scaling parameters with ω = 2, and hence the version reflects a focus on the
correlation.
In Tab. 9.1 the statistics of the resulting time series of four disaggregation versions are
shown in addition to the measured data (meas) as well as a randomly changed series (rand),
where the objective function does not include any parameter. The version rand is the bench-
mark for the disaggregation as explained in 7.2.1.
The optimization of the weighted autocorrelation generally works (version: w) because
the deviations of the autocorrelation are much lower compared to the random version.
However, differences of around ±10 % for the selected correlations show that the optimiza-
tion is not able to reflect the input statistics perfectly even if no other target parameters are
considered. Additionally, one can notice an improvement of the scaling parameter of the
second and the third moment although they are not directly optimized. This indicates that
both parameters are not independent of each other.
The same characteristics can be noticed, if only the scaling parameters are optimized (ver-
sion: s). They also can be improved compared to the random optimization, but still show
some considerable deviations from the target scaling parameters. Again, a dependence with
the weighted autocorrelation is observed. However, the effect is negative such that the auto-
correlation, in particular, at high resolutions (r
(5min)
1 ) is even worse compared to the random
case.
An explanation can be given with the characteristics of the scaling parameters as inter-
preted in Chap. 3.4. To restate, the smaller the scaling parameter, the more heterogeneous
the small aggregation (5 min) is compared to the large aggregation (1 h). Consequently,
homogeneous block rainfall yields the highest possible scaling parameters. The scaling pa-
rameters must be reduced during the disaggregation to increase the heterogeneity of the
intensities for smaller aggregations. A low scaling parameter can be obtained if only a few
values within the respective hours are highly increased. However, if only a few values are
enlarged without any other condition like in version s, these values will be scattered, and
thus the autocorrelation will be underestimated.
For version w the optimization behaves differently. The measured autocorrelation at high
temporal resolutions is considerably high (here, r
(5min)
1 = 0.7), which is lower compared to
block rainfall, but higher compared to the random optimization (r
(5min)
1 = 0.49). Therefore,
an optimization of the weighted autocorrelation (version w) tries to balance the autocorre-
lation, which is easier to obtain if the intensities are not very heterogeneous. Consequently,
the resulting scaling parameters are higher compared to measured data.
The strong dependence of correlation and scaling parameters is confirmed if both are in-
cluded as target parameters in the optimization. If the weight is on the weighted autocorre-
lation (w1s2) or on the scaling parameters (w2s1), the resulting deviations of the correlations
are larger for both combinations compared to the version where only the weighted autocor-
relation is optimized (w). For the resulting scaling characteristics, the picture is different.
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abs [-] rel [%]
Version meas rand w s w1s2 w2s1 rand w s w1s2 w2s1
r
(5min)
1 0.70 0.49 0.63 0.27 0.60 0.51 -30 -10 -61 -14 -27
r
(15min)
1 0.51 0.69 0.48 0.41 0.42 0.36 37 -5 -20 -16 -28
r
(30min)
1 0.41 0.65 0.46 0.50 0.38 0.34 57 12 21 -6 -17
bsummer1 0.70 0.86 0.86 0.77 0.85 0.80 22 22 9 21 13
bwinter1 0.70 0.82 0.82 0.74 0.81 0.77 18 18 6 17 11
bsummer2 1.31 1.63 1.54 1.26 1.45 1.32 25 17 -4 11 1
bwinter2 1.46 1.57 1.57 1.45 1.51 1.46 8 7 -1 3 0
bsummer3 1.73 2.35 2.04 1.45 1.79 1.69 36 18 -16 4 -2
bwinter3 2.04 2.21 2.22 1.88 2.02 2.04 9 9 -8 -1 0
Table 9.1.: Overview of weighted autocorrelation r and scaling parameters b of measured
time series (meas) and disaggregated time series using different versions of
NiedSim. The versions use different target parameters in the objective function:
w: only weighted autocorrelation; s: only scaling parameters; w1s2: both parame-
ters with a focus on weighted autocorrelation; w2s1: both parameters with a focus
on scaling. The version rand reflects a random change without considering any
target parameters. All data refer to Augsburg (1997 – 2012).
As soon as the autocorrelation is additionally included, the scaling parameters of some mo-
ments can even be optimized better compared to the version using scaling parameters only
(s) depending on the chosen weighting factors ω.
To summarize the section, it is already challenging to optimize the autocorrelation or the
scaling parameters individually. Furthermore, in contrast to the hourly optimization, both
parameter sets cannot be optimized independently of each other in the disaggregation and,
thus, the weighting factor ω is relevant.
9.2.1.1. Validation of scaling parameters and autocorrelation
In the last section, I illustrated the ability of the NiedSim optimization to reproduce the
statistics of scaling parameters and weighted autocorrelations. In the following, I analyze
their indirect influence on combined sewer systems as well as on the partial series, on the
probability of zero precipitation p0 and finally, on event-based statistics.
CSO statistics The performance of the four different disaggregation versions with respect
to combined sewer systems is illustrated in Fig. 9.2, where the mean annual deviation in
CSO statistics from the original time series are plotted. Large deviations can be observed for
structures without storage (R1 – R6), whereas the influence is rather low for structures with
storage (11 – 55). I have already shown these characteristics in Chap. 7.2.1.
Figure 9.2b indicates that version w1s2 performs the best with respect to CSOs. The devia-
tions in the volume are reduced compared to the random intensity structure (the benchmark
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An explanation could be that the optimization of the scaling parameters increase some 5min
values while at the same time the weighted autocorrelation forces the neighboring values to
increase as well, which leads to an overestimation at higher durations. On the other hand,
if the weight ω is on the weighted autocorrelation (w1s2), the tendency of the correlation to
homogenize the time series seems to prevent an enlarging of too many neighboring 5 min
values.
In all cases, difficulties are visible in the representation of the entire range of the partial
series. As shown in Chap. 3.5, the partial series for very short durations show high vari-
abilities including possible influences from measurement devices. As the true underlying
population is unknown, it is difficult to judge the optimization algorithm with such uncer-
tain references.
The characteristics of the extended partial series (below the red line) are an indicator of the
behavior of the CSO volume of structures without overflow in Fig. 9.2b. An underestima-
tion leads to a reduced CSO volume, whereas an overestimation causes too large overflow
volumes compared to measured data. However, no relationship between CSO duration
and partial series can be noticed. This again shows that the CSO duration cannot fully be
described by the partial series. Therefore, other measures are used in the next section to
investigate the temporal structure of smaller values not reflected by the IDF-curves.
I would like to mention an aspect of scaling parameters here, which is their vulnerabil-
ity to outliers. Eq. 2.2 indicates that the higher the moment is, the more it is influenced
by extreme values. Therefore, Lombardo et al. (2014) recommends to use only the first two
moments. Unfortunately, the NiedSim algorithm is not able to produce good results with
this configuration. Instead, the partial series is highly overestimated if only the first two
moments are part of the objective function (plots not explicitly shown).
Probability of zero precipitation The most simple way to describe precipitation is the oc-
currence of rainfall. It can be regarded as a Bernoulli experiment with two possible results:
rain or no rain. In literature, the occurrence of zero precipitation p0 is often analyzed. Due
to its obvious relationship to the duration of rainfall spells, such an investigation seems to
be appropriate here to get some further insights into the errors of the structure of disaggre-
gated time series. Unfortunately, p0 is not a very robust parameter because of the boolean
characteristic of the outcomes. The impact of small precipitation values on p0 is high, and its
uncertainty is further increased due to large measurement errors for small precipitation in-
tensities (Lanza et al., 2005). On the other hand, even substantial deviations in p0 of two time
series need not necessarily lead to large impacts on subsequent applications. For example,
the occurrence of many small, individual values in simulated time series (synthetic drizzle)
highly affect p0 although their influence on sewer simulation is rather small. Therefore, I
investigate the probability of values exceeding a certain threshold pe instead of analyzing
p0. Such thresholds must be chosen very carefully because the influence of small measured
values on CSO statistics in high resolution time series can be significant (see Chap. 7.2.3).
In my study I use a threshold of 0.1 mm, that is, pe(H
(j) > 0.1) to avoid issues with
drizzling. Additionally, I analyze only hours with considerable rainfall (H(h) > 1.0 mm).
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short spells within an hour.
Conclusion The disaggregation shows deficiencies if scaling parameters and weighted
autocorrelations are used as target parameters. As both parameters influence each other,
they cannot be optimized simultaneously. The scaling parameter tries to optimize highly
heterogeneous structures, whereas the autocorrelation rather smooths the structure. The
result is that the algorithm does not optimize short, realistic spells with a high intensity
and well defined start and end points. Instead, a random background noise of small val-
ues is generated that is interrupted by some very large 5 min values scattered within the
hour without forming proper events. These characteristics lead to a systematic bias in the
CSO duration. Therefore, I introduce an additional parameter, the entropy, in the objective
function in the following.
9.2.2. Entropy
A possibility to describe the 5 min distribution of each hour is the entropy HS as shown
in Chap. 2.2. A high entropy indicates that the hourly sum is uniformly distributed in the
5 min values, whereas a low value (HS = 0) shows that the total sum is concentrated on just
one single 5 min value.
In the following, I compare the entropy distribution of the measured and simulated time
series. For this purpose, I calculate the hourly entropy using 5 min values according to
Eq. 2.5. However, instead of regarding each hour individually, I compute the entropy of
two consecutive hours. The idea is to enable NiedSim to optimize the entropy across two
hours if it is part of the objective function (which will be the case later on). This way, issues
with spells separated due to the hourly discretization might be reduced. Therefore, HS can
take values from the interval [0, log2(2·12) = 4.58]. Like in the analysis of p0, I analyze only
hours with at least 1.5 mm of precipitation to avoid unimportant hours to cover relevant
characteristics.
Figure 9.6a illustrates the histogram of entropies of measured data, of the randomly
changed time series and of a disaggregated time series (w1s2). Because of the skewed
hourly entropy and for optimization reasons, I classify the data not equidistantly with 24
classes, but such that the frequencies of the measured series are approximately uniformly
distributed. Obviously, the randomly disaggregated time series (rand) shows large differ-
ences in entropy compared to the measured one. Most of the hours have entropies between
approximately three and four, whereas classes with very high or very low values do not
occur. This is not surprising because from an optimization point of view, both ends indi-
cate extreme cases. It is neither likely that the hourly precipitation amount structures itself
uniformly across all 5 min increments, nor combined in just one 5 min value. Consequently,
most 5 min values are optimized in a balance between both extreme cases, such that the
hourly entropy histogram peaks somewhere between. Two peaks occur because I analyze
the entropy of two consecutive hours, but each hour is disaggregated individually. The first
peak, appears if only one hour has a precipitation sum larger than zero, whereas the second
peak reflects cases where both hours are wet.
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5 min values are heterogeneously distributed, but not if they form a short, connected event,
or if they are scattered across the hour. Only if the entropy of several sub-hourly time scales
were considered, such an information could be reflected. As Fig. A.7 illustrates, the opti-
mization of the entropy at the 5 min aggregation does not improve the entropy structure
at larger aggregations. In particular, low entropies are missing and indicate a too homo-
geneous structure. One could try to optimize on the entropy at additional aggregations.
However, an improvement of the time series seems to be doubtful because the optimization
of the entropy at the 5 min aggregation is already difficult. Additionally, the quality of the
NiedSim optimization is usually worse, the more dependent variables are included. This
would be the case if several time scales were regarded. Therefore, I do not consider this task
in this study.
9.3. Final discussion on the disaggregation
A realistic intra-hourly structure is only important for applications where high intensities
are crucial. A wrong intensity distribution can lead to systematic errors, in particular, for
design purposes as well as for CSO structures without storage of fast responding sewers.
Consequently, the IDF-curves and the indirect validation of the fast sewer (lo = 33 m) are
the relevant validation tools for high resolution synthetic time series.
Unfortunately, measured partial series are highly uncertain at high resolutions and, ad-
ditionally, might be influenced by measurement devices. Therefore, it is difficult to use
empirical partial series for the validation of extremes of synthetic series at high resolutions.
Therefore, I did not focus on the partial series in the validation of the disaggregation. Fur-
thermore, I illustrated in Chap. 7.2.2 that the influence of extreme values on CSO statistics
at high resolutions is negligible such that they could be adjusted in a post-processing step
without significantly changing the overflow characteristics.
I demonstrated with the indirect validation that the high resolution temporal structure
has a rather low impact on combined sewer structures with storage (deviations < 10 %)
even for fast reacting sewers. Consequently, only for structures without storage, and only
for fast reacting sewers, the disaggregation is important.
An optimization of the 5 min temporal structure with NiedSim using the weighted auto-
correlation and the scaling parameters cannot account for a realistic intra-hourly temporal
structure. The NiedSim disaggregation generates a few high 5 min intensities, which are
even larger than the observed ones. The algorithm is not able to reproduce distinct precip-
itation spells with large and medium intensities. In particular, the NiedSim disaggregation
lacks in the reconstruction of events with well-defined starts and endings.
An additional optimization on the entropy could not further improve the time series with
respect to CSO statistics. Furthermore, an alternative optimization on the distribution func-
tions of different aggregations leaded to worse results with an unrealistic temporal structure
as well as missing large and extreme intensities (not explicitly shown before).
Nevertheless, the disaggregation is not useless because the disaggregated time series
show better results compared to ones that are randomly changed.
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Finally, I suggest to use the parameter set summarized in Tab. 9.3 for the generation and
disaggregation in a new version of NiedSim.
Parameter Calculation period Aggregation [min]
1 h generation
φ∗: hourly distribution period I – III 60
φ: monthly sum monthly, period I – III -
φ: daily exceedance probability
of 0, 1, 5 mm/day
annual, period I – III 1440
ψ∗: Poisson process period I – III 60
ψ: autocorrelation (lag 1) annual, period I – III 60, 120, 180, 360, 720, 1440
ψ: weighted autocorrel. (lag 1) annual, period I – III 60, 120, 180, 360, 720, 1440
ψ: wet spell frequencies period III 60
5 min disaggregation
ψ: weighted autocorrel. (lag 1, 2) period III 5, 10, 15, 30, 45, 60
ψ: scaling exponent
(1st – 3rd moment)
winter / summer,
period III
5, 10, 20, 30, 60
Table 9.3.: Final parameter set used in NiedSim3 for the 1 h generation and 5 min disaggre-
gation. φ∗ and ψ∗ are only used for the setup of the initial time series and not for
the optimization.
10. Additional properties of rainfall relevant
for sewer systems
In Chap. 2, I introduced statistics that almost all share one common property, that is, the
temporal reversibility. Most of the proposed statistics would not change if the underlying
precipitation time series was reversed in time. However, the temporal direction of a precip-
itation time series matters for some applications like sewer simulations as I will show in the
following sections.
Irreversibility of precipitation time series is not new and has been observed for decades.
For example, the previously mentioned Huff curves show that the cumulative distributions
of the first and the fourth quarter are different (Huff , 1967). The temporal direction de-
pendence is also considered in some applications like in synthetic design storms based on
IDF-curves used for the design of sewer networks (DWA-A118, 2006). Nevertheless, to my
knowledge, there is only one statistical measure available in literature that describes and
quantifies the temporal irreversibility (Yu et al., 2013). This measure is based on precipitation
events. Other approaches only detect whether a time series is reversible or not (Giannakis
and Tsatsanis, 1994; Steuber et al., 2012), but cannot quantify its degree.
In the following, I will introduce a new measure, the asymmetry of dependence, that
detects, describes and quantifies the irreversibility of continuous precipitation time series.
It is based on the work of Sugimoto et al. (2016) who applied the theory for discharge time
series. I add several modifications compared to them which are necessary for the usage in
rainfall time series. Before I go into details, I would like to remark that the entire Chap. 10
is based onMu¨ller et al. (2017a).
10.1. Theory of asymmetry of dependence
The asymmetry of dependence characterizes irreversibility and is based on the theory of
copulas. Therefore, I will shortly review both terms before I introduce the actual measure.
Irreversibility A precipitation time seriesX(t) is reversible according to Lawrance (1991) if
X(t), X(t+ 1), ..., X(t+ k)
d
= X(t+ k), X(t+ k  1), ..., X(t) (10.1)
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reflect the case where the rainfall values of the next time step are a little smaller compared to
the current time step. The step wise reduction of the intensity illustrates the recession curve
of an event.
Asymmetry of dependence In order to quantify the asymmetry one can evaluate the
asymmetry function A(k)
A(k) = E[(U(t)  U(t+ k))3] (10.4)
where E[·] denotes the expectation. Eq. 10.4 describes the differences in the copula density
visualized in Fig. 10.2 (right panel). The differences to the power of three maintain the sign.
The steep increase and long lasting declines, as in the case of precipitation, is indicated by
a negative asymmetry. For the step wise calculation of the asymmetry as well as for the
necessary modifications in the case of precipitation due to ties and non-unique values, I
would like to refer toMu¨ller et al. (2017a).
The asymmetry of a time series cannot be quantified using absolute values because the
quantity depends on the autocorrelation. For low correlations, even small asymmetries can
be significant. In order to evaluate the significance, the asymmetry values of an observed
time series can be compared to asymmetry values of a precipitation time series based on an
autoregressive process (AR). As the asymmetry of anAR is by definition zero, any calculated
asymmetry in such time series is caused by chance. Consequently, a confidence interval of
significant asymmetry can be defined using a large number of generated time series based
on the AR. For the detailed explanation of the AR and the subsequent quantile-quantile-
transformation to preserve the marginals, I would like to refer again toMu¨ller et al. (2017a).
10.2. Data analysis using asymmetry of dependence
I analyzed the asymmetry of dependence of the location Augsburg and Kempten for dif-
ferent seasons (winter: September – April, summer: May – August) and different temporal
aggregations (5 min – 24 h). Fig. 10.3 shows additionally the confidence intervals of precipi-
tation time series based on anAR. Asymmetries outside the bandwidth indicate a significant
asymmetry.
The time series of both stations exhibit significant asymmetric characteristics in the sum-
mer for all resolutions higher than daily aggregation. In winter the asymmetry is less pro-
nounced and only significant for high resolutions. This indicates that the asymmetry is
mainly related to short and heavy convective events. Furthermore, the asymmetry is a gen-
eral characteristic and can not only be observed in Kempten and Augsburg, but also for
several other stations in Bavaria and Singapore (Mu¨ller et al., 2017a).


11. Conclusions and Outlook
In my study, I showed that precipitation time series are highly complex and several statis-
tics (global, event-based and extreme value statistics) must be regarded in order to validate
the temporal structure of rainfall. Additionally, I illustrated the importance of an extensive
analysis of observed precipitation data as an essential part of rainfall modeling. On the one
hand, the investigation of measured data helps to benchmark synthetic time series by defin-
ing limits related to natural uncertainty. On the other hand, it can show artifacts caused
by different measurement devices that can influence the optimization systematically. I also
demonstrated large uncertainties of measured time series that are usually neglected in prac-
tice.
Synthetic precipitation time series cannot just be validated by comparing the target statis-
tics of the optimization with the statistics of the simulated time series due to the complexity
of rainfall. Instead, one must apply reasonable indirect validation methods that account for
applications in urban hydrology. I judged the applicability of the synthetic time series for
two main fields. First, for the hydraulic design that can be validated by partial series and
second, for combined sewer simulations for which an artificial combined sewer model was
used representing existing sewers in practice.
An inference from input precipitation statistics on the partial series or combined sewer
model statistics is possible, but only for individual questions, for example, to detect errors in
synthetic time series and to tweak the algorithm for their generation. A general conclusion
about the importance of certain statistics for applications would be desirable, but cannot be
given due to the complex rainfall characteristics and rainfall-runoff-overflow processes.
I illustrated certain deficiencies of synthetic time series of NiedSim2.x by an indirect val-
idation. The problems could be related to difficulties with the optimization of the temporal
structure at the hourly and 5 min aggregation. I showed that the hourly optimization is the
crucial part with respect to most combined sewers. An issue of the hourly generation was
the clustering of large precipitation values, whereas small and medium events were highly
scattered and formed too many very short spells.
The optimization of the hourly time series is improved considerably by the positioning
of large values with a Poisson process in advance of the optimization as well as by using
wet spell frequencies as additional target in the objective function. Deviations in the most
important statistics for hydraulic design and combined sewer simulations, that is in the
partial series and in the mean annual CSO volume, could be systematically reduced. The
remaining differences are in the range of the sampling uncertainty and, thus, seem to be
tolerable for practical applications. For the mean annual CSO duration, however, larger
deviations can still occur depending on the regarded sewer setup. In particular, for sewers
125
that show a high CSO activity, systematic underestimations may appear. The issues shown
by the duration are related to deficiencies in the temporal structure of medium and small
precipitation values. Unfortunately, I could neither refer them to global statistics nor to
event-based statistics.
I demonstrated deficiencies in the analysis of the disaggregation caused by an erroneous
temporal structure. The reason here is that 5 min values are spread across the entire hour
instead of forming spells with a well-defined start and end. An optimization of the entropy
at the 5 min aggregation could not improve the 5 min entropy for the right reasons and
thus, had no positive effect on the temporal structure. The optimization using additional
parameters seems to be necessary for a realistic representation of a high resolution temporal
structure. However, in contrast to the hourly optimization, even one individual statistic
is difficult to be optimized in the disaggregation. Consequently, a proper disaggregation
using the approach of NiedSim seems to be challenging in general. Nevertheless, the results
of the disaggregated time series are better compared to a series with a random intra-hourly
structure.
An additional aspect makes the disaggregation difficult, that is, the high influence of the
measurement device. I showed that different devices can have significant impacts on the
observed high resolution statistics and thus, on the precipitation simulation. There is also
some evidence that extremes could be affected as well. Consequently, high resolution long-
term observations are inhomogeneous and must be cut into parts reflecting homogeneous
statistics to be used for NiedSim. The observations of the most realistic measurement de-
vice cover only a relatively short time period. If only statistics were affected describing the
temporal structure, the issue would be less problematic because these statistics are rather
robust with respect to the annual variability. However, the reduced length of the time series
is crucial for partial time series as they are highly vulnerable to sampling errors. Conse-
quently, an indirect validation of the disaggregation with the partial series of measured data
is problematic.
Extremes are not only crucial in the validationwith the partial series of the disaggregation,
but also for their optimization in the generation and disaggregation of NiedSim. Due to
their vulnerability to sampling errors, a large bandwidth in observed extremes is possible.
Consequently, the optimization of extremes using NiedSim introduces a large variability
that might also affect the optimization of other statistics.
Extremes, however, cannot simply be ignored in the simulation of rainfall time series.
Although they are not too important compared to other uncertainties for many combined
sewer simulations, systematic deviations of extremes can lead to biases for sensitive sewer
systems. Furthermore, extremes are very relevant for applications related to hydraulic de-
sign.
An approach to make the optimization of the temporal structure more robust is the non-
consideration of extremes in the objective function. I showed in the study that the IDF-
curves of synthetic time series are only slightly underestimated for most return periods.
The remaining deviations could be adjusted in a post-processing step. As the partial series
reflect only a very small fraction of all values of the precipitation time series, the general
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temporal structure is not influenced much. Furthermore, if the values of the partial series
are changed relatively to each other, the temporal structure between the adjusted values can
be maintained. I analyzed a synthetic time series with an adjusted partial series. I did not
show the results explicitly here, but I could neither find any considerable influence of such
a post-processing approach on global or event-based statistics, nor on the CSO statistics of
the combined sewer simulations.
Although extremes of synthetic time series are typically validated with IDF-curves in lit-
erature, I would like to mention a critical point here. The assumption of such a valida-
tion is that IDF-curves can fully describe the temporal structure of extremes. However, this
is not the case as IDF-curves do not describe the internal temporal structure of extremes.
Consequently, a perfect adjustment of the partial series in a post-processing step needs not
necessarily reflect the extremes perfectly and, thus, might have some influence on further
applications. Consequently, surcharge and flooding simulation with real case sewers should
be performed in future to validate such a post-processing step.
Another advantage of such a method is that the extreme value analysis is independent of
the generation of long-term precipitation time series. Consequently, different assumptions
regarding the extreme value distributions could be applied to synthetic time series, for ex-
ample, the widely used Koordinierte Starkniederschlagsregionalisierung – Auswertung [analysis
of the coordinated regionalization of intense precipitation] (KOSTRA) extreme value data
base, although the new update of KOSTRA2010 is discussed controversially (Ihringer and
Helms, 2016).
My study is not only the basis for the enhanced algorithm of NiedSim3 (Mu¨ller et al.,
2017b), but can also be the source for further investigations in the future. As already sum-
marized, the reconstruction of well-defined spells in the disaggregation seems to be difficult
for the NiedSim algorithm. Nevertheless, one could try to improve it by an optimization on
the entropy for additional intra-hourly time scales such that not only the distribution, but
also the temporal structure is reflected. Alternatively, one could try to optimize on wet spell
distributions like in the hourly optimization.
As shown in my study, the temporal structure can be quite similar for certain locations. It
could be worth to analyze the temporal structure of nearest neighbors in order to define rep-
resentative structures for specific climates, regions or topographies. Such structures could
than be used for a q-q-transformation as an alternative to the disaggregation of NiedSim.
That is, a synthetic hourly time series could be q-q-transformed on the structure of repre-
sentative high resolution observations.
A point I investigated only briefly was the inter-annual uncertainty of observed statistics
and their influence on applications. Although the inter-annual variation of the temporal
structure is not very distinct, some further investigations could be done here.
Some statistics like the extreme values cannot be optimized very well on an annual base.
Due to the increasing computational power, the optimization of the time series needs not to
be restricted to an annual base anymore. Consequently, one could include extremes in the
objective function while optimizing on longer time periods.
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With an increased demand of accuracy of applications, synthetic precipitation time series
need to get more and more detailed. An important characteristic is the irreversibility of
rainfall that is not considered in NiedSim so far. In future, one could implement methods
based on the asymmetry of dependence to incorporate this property.
Another aspect is the investigation of the synthetic time series with respect to event-based
CSO statistics instead of annual means. For example, for sewer management and RCT, re-
alistic high resolution time series of single events are necessary to evaluate the performance
of the flow control algorithm. Although measured real time data is usually used for this
purpose, the synthetic data could be applied for long-term case studies. The correct repre-
sentation of the annual means, as used in my study, does not necessarily reflect the correct
event distribution. The observable deviations in the mean annual CSO duration shown in
my study indicate potential issues in such event distributions. However, such investigations
are challenging due to necessary event separation criteria.
I investigated the applicability of synthetic time series for sewer simulations in this study.
However, several other fields of urban hydrology exist for which the performance of syn-
thetic precipitation time series could be investigated, for example, low flow hydrology,
catchment hydrology, LID approaches, urban water balance models and sewer systemman-
agement.
The optimization of the temporal structure was developed based on locations of Southern
Germany. As I have already demonstrated different performances here, where the climates
are relatively similar, the conclusions of my work may not be transfered to other locations in
the world. Therefore, the application of NiedSim to other climates would also be interesting
for future research.
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