 1  8 
2000; Carnevale and Hines, 2006) , iterating over all compartments defined in the model. A new 1 0 8 hoc file is created to register mechanism values, which are stored in AllParams.csv and inserted 1 0 9
in each compartment. Finally, the script writes code translated to CUDA in NeuroGPU.cu and 1 1 0
packages the application to run on either Windows or Unix. After compiling the code, an 1 1 1 executable is created that reads the AllParams.csv and the stimulation and runs the model on 1 1 2 the GPU. 1 1 3 NeuroGPU implementation 1 1 4
We used CUDA to implement NEURON-based modeling using GPUs. CUDA is an extension of 1 1 5
the C programming language that enables computation on the GPU (Nvidia, 2018) . CUDA 1 1 6 kernels which are procedures running on the GPU can be invoked from either the GPU or CPU. 1 1 7
To invoke a kernel from the CPU, one must specify the number of parallel threads used. 1 1 8
Threads, which allow for parallelization on the GPU, are organized into blocks, with each thread 1 1 9
occupying a specific address within that block (idx.x, idx.y). GPUs are structured to operate well 1 2 0 when computing 32 parallel threads, a computing structure termed a warp (Nvidia, 2018). 1 2 1
Therefore, we structured NeuroGPU to utilize 32 threads in the x dimension, corresponding to 1 2 2 individual morphological segments within the model. For a given model with more than 32 1 2 3 segments, individual threads are responsible for calculating every 32 nd segment. For example, 1 2 4 thread #1 would calculate segments 1, 33, 65, … 31N+1. 1 2 5
Complex neuronal models, including many described in the BBP (Hay et al., 2013 ; Ramaswamy 1 2 6 et al., 2015) , are memory intensive. GPUs have several forms of memory that have tradeoffs in 1 2 7 terms of their size and relative speed that make them ideal for certain aspects of model 1 2 8 processing and impractical for others. GLOBAL memory is the largest physical memory space 1 2 9
available on the GPU but is relatively slow. Here, we use GLOBAL memory to store the largest 1 3 0 data structures associated with a given model, in part because they simply cannot be held by 1 3 1 other memory structures. SHARED memory is far faster, shared among the whole GPU block, 1 3 2 but limited to 48 kilobytes. This makes it ideal for storing the tridiagonal matrix, as this matrix is 1 3 3 the most accessed data structure within NeuroGPU. CONSTANT memory, which is a 64 1 3 4 kilobyte block of fast, read-only memory, is used to hold constant data structures, including the 1 3 5 order in which the tri-diagonal matrix is solved in parallel (Ben-Shalom et al., 2013) . Lastly, 1 3 6
REGISTER\LOCAL memory is the fastest memory available on the GPU but is limited to 1 3 7 maximum of 63 registers per thread and a total of 16 kilobytes of memory shared across the 1 3 8 entire block. It is used to store local variables necessary for the course of the simulation. 1 3 9
To determine how best to utilize GPU parallel processing, we examined two ways in which to 1 4 0 simulate compartmental models on the GPU. In both cases, the GPU is responsible for updating 1 4 1 ionic currents from established mechanisms, solving the tridiagonal matrix, and updating model 1 4 2 states and voltages at each time step. In the first configuration, termed SingleKernel, we 1 4 3 computed all the time steps of each simulation in one kernel on the GPU, largely because this 1 4 4 would limit the amount of time performing the relatively slow step of transferring memory 1 4 5
between the GPU and CPU. In this case, the transfer is done only once and during the 1 4 6 simulation the GPU communicates with the CPU only to transfer voltages reported at the 1 4 7 recording electrode site. Alternatively, we also created a SplitKernel condition, in which the 1 4 8 simulation is split into many small kernels that are invoked every single time step. Data are then 1 4 9 registered back to the CPU and the next time step is run in serial. This approach may be 1 5 0 advantageous if memory transfer between the GPU and CPU is not the rate-limiting step. 1 5 1
Furthermore, in this case the GPU can also optimize computing timing by queueing certain 1 5 2 steps for execution while other memory is being transferred. Both the SingleKernel and 1 5 3
SplitKernal configuration were assessed in all cases reported below. 1 5 4 Benchmarking 1 5 5
To determine how NeuroGPU performs relative to NEURON, we benchmarked it for relative 1 5 6 speed and accuracy across different conditions: CUDA implementation, hardware configurations 1 5 7
and across a range of models. We first compared NeuroGPU performance with a single GPU to 1 5 8 NEURON implemented on a single CPU core. 1 5 9
We began with a simple model of a soma and single dendritic branch that has 64 segments in 1 6 0 total ( Figure 1A ), each containing a single external mechanism pas.mod that describes passive 1 6 1 current flow. This model was stimulated with a simple current step ( Fig. 1B) . Voltage 1 6 2 discrepancies that never exceeded 0.4 µV were observed between NeuroGPU and NEURON 1 6 3 when simulation voltage changed rapidly. These discrepancies were due to small differences in 1 6 4 timing that likely arise from how numbers are rounded in GPUs vs CPUs (Whitehead, 2011). 1 6 5
To benchmark relative speed, we evaluated computing time for multiple instances of the same 1 6 6 model. NEURON computation speed scales linearly with the number of simulations, and, for low 1 6 7 numbers of models (< 8), outperforms NeuroGPU. By contrast, models implemented on GPUs 1 6 8 scale linearly only after saturating all streaming multiprocessors. With NeuroGPU, processing 1 6 9
times are quite similar for any simulation incorporating fewer than 128 models, and begin to 1 7 0 outpace NEURON simulations when >32 simulations are run simultaneously. Relative gains in 1 7 1 processing time were noted when 32 to 16,384 models were run simultaneously. These gains 1 7 2
were dependent on hardware. For example, implementing NeuroGPU on an NVIDIA TitanXP 1 7 3 GPU resulted in 25.2-fold improvements in processing speed, while the same models run on an 1 7 4
NVIDIA Tesla V100 were 95.8-fold faster (both implemented in the "SingleKernel" 1 7 5 configuration). It is worth noting that TitanXP hardware is relatively low cost (<$1099) and very 1 7 6 similar card (NVIDIA GTX-1660) can currently be purchased for less than $300, suggesting that 1 7 7 significant improvements in processing speed can be obtained even with modestly priced 1 7 8
hardware. 1 7 9
More complex neuronal morphology could affect NeuroGPU processing speed. Therefore, we 1 8 0
implemented the same passive mechanism on the more complex structure of a neocortical 1 8 1 pyramidal neuron. While voltage discrepancies were similarly small in this instance (< 4x10 -6 1 8 2 mV), the relative speedup was lower than with simpler morphology (TitanXP: 15.2x; Tesla V100: 1 8 3 58.1x). Thus, while morphology does affect relative speed, NeuroGPU still outperforms CPU-1 8 4 based modeling. 1 8 5
In addition to complex morphology, compartmental models typically contain an array of 1 8 6 mechanisms that simulate voltage-gated channels or ligand-gated receptors. To assess 1 8 7
NeuroGPU performance with such models, we began with a pyramidal model neuron first 1 8 8 described by Mainen and Sejnowski (1996) . This model has 7 different mechanisms, including 1 8 9
voltage-gated sodium, potassium, and calcium channels, and a calcium-dependent potassium 1 9 0 channel. As with the passive model described above, we implemented these mechanisms in 1 9 1 both simple and complex morphologies (e.g., soma and primary dendrite alone, or complete 1 9 2 pyramidal cell morphology). In models with simple morphology, NeuroGPU was 30.3x (TitanXP) 1 9 3 or 153.1x (Tesla V100) faster than NEURON, with minimal voltage error (< 4 µV). In pyramidal 1 9 4 cell morphology models, NeuroGPU was 45.3x (TitanXP) or 114.2x (Tesla V100) faster than 1 9 5 NEURON. In this instance, we observed a relatively large voltage discrepancy of 6.6 mV. This 1 9 6 discrepancy occurred during the last AP within a burst and was due largely to a shift in the 1 9 7
timing of this AP (Fig. 4G ). Indeed, we were able to reduce this error ~6x by interpolating the 1 9 8
data and shifting the timing of this AP by ¼ of a timestep. 1 9 9
While the Mainen and Sejnowski model can generate physiologically-realistic spiking activity, 2 0 0 these APs occur over a relatively narrow range of stimulus intensities. Outside this range the 2 0 1 model is either subthreshold or enters depolarization block. As a result, we found this model to 2 0 2 be impractical for benchmarking NeuroGPU across a range of stimuli. Therefore, we tested 2 0 3
NeuroGPU on more recently developed models from the Blue Brain Project portal. Here, we 2 0 4 used two models: one of a layer 5 pyramidal neuron (BBP_PC, see Methods for specific model) 2 0 5
and one of a layer 5 chandelier interneuron (BBP_CC). Models were interrogated with a range 2 0 6 of stimulus intensities to determine relative differences between NeuroGPU and NEURON ( Fig.  2  0  7 5). Similar to Mainen and Sejnowski, voltage differences were small (maximum differences: 2 0 8 <0.2 mV) and were most commonly observed when voltage was changing markedly between 2 0 9 time steps ( Fig. 5C , G).
1 0
As with other models (Fig. 3, 4 ), implementing NeuroGPU on faster GPUs decreased 2 1 1 processing time ( Fig. 5D, H) . Interestingly, CUDA has been recently updated to allow for 2 1 2 memory sharing across GPUs, which could be leveraged to decrease processing time further. 2 1 3
To test this, we connected up to 4 Tesla V100 GPUs together and measured speedup on both 2 1 4 BBP models displayed in Figure 5 . As expected, adding more GPUs increased the overall 2 1 5
processing capacity, and we noted shifts in the number of models that could be handled 2 1 6 simultaneously before reaching maximum GPU utilization ( Fig. 6 ). Furthermore, speedup was 2 1 7 almost 2 orders of magnitude faster relative to NEURON. 2 1 8 Profiling 2 1 9
To better understand why NeuroGPU accelerated some models more than others, we used the 2 2 0 NVIDIA profiler to monitor GPU utilization. Further, we tested two different memory handling 2 2 1 configurations-SingleKernel and SplitKernel-to determine how best to utilize GPU parallel 2 2 2 processing. In both cases, the GPU is responsible for updating ionic currents from given 2 2 3 mechanisms, solving the tridiagonal matrix, and updating model states and voltages at each 2 2 4 time step. 2 2 5
We found that configuring NeuroGPU in SingleKernel mode produced the fastest runtimes in all 2 2 6 models tested (Table 1) , and had higher GPU utilization levels. This indicates that, for most 2 2 7 models, memory transfer between GPU and CPU is rate-limiting, and models run most 2 2 8 efficiently when the majority of calculations are isolated on the GPU. Nevertheless, the highest 2 2 9 utilization values were ~10% in the SingleKernel configuration (3.8% in SplitKernel), suggesting 2 3 0 that additional memory optimizations could be leveraged in future iterations of NeuroGPU. Neuronal simulations are often tested over a range of parameter values to both explore the 2 3 5 range of output generated and to optimize models to best fit empirical data (Druckmann et al.,  2  3  6 2007; Van Geit et al., 2008; Keren et al., 2009; Gouwens et al., 2018) . These simulations 2 3 7 essentially run the same model repeatedly with small differences in underlying parameters, 2 3 8 making them ideal for parallelization with NeuroGPU. Indeed, relative speedups would be 2 3 9
identical to situations considered above ( Fig. 3-6 ) and depend simply on the number of 2 4 0 parameter sets used. Based on this, we developed a GUI that streamlines parameter space 2 4 1 exploration in NeuroGPU.
4 2
To provide an example of parameter space exploration, we examined neuronal output in the 2 4 3
BBP_PC model when co-varying the density of the axonal fast inactivating sodium channel and 2 4 4 axonal slow-inactivating potassium channel over a range of 0 to 10 and 0 to 20 S/cm 2 , 2 4 5
respectively. Total spike output and select single traces are shown in Figure 7 . As expected, 2 4 6 increasing sodium conductance allowed models to generate more APs until sodium 2 4 7
conductance was so high that models entered depolarization block. Similarly, reducing 2 4 8 potassium conductance produced comparable results. Interestingly, certain combinations of 2 4 9 sodium and potassium conductance concentrations produced bursting phenotypes 2 5 0 characterized by high-frequency APs riding atop long-duration depolarizations. These 2 5 1
presumably reflect parameter ranges that then interact with other ion channels in the model 2 5 2 (e.g., Ca V 3 channels) that promote such burst dynamics. 2 5 3
To implement genetic optimization within NeuroGPU, we integrated the DEAP (Distributed 2 5 4
Evolutionary Algorithms in Python) package (Gagn, 2012) . Genetic algorithm success lies in the 2 5 5
balance between exploration of the whole parameter space and the exploitation of specific 2 5 6 areas that seem promising. For this, large sample populations are ideal, as this allows for 2 5 7 effective and broad parameter space exploration. NeuroGPU is more efficient when many 2 5 8
instances are running in parallel, allowing for more effective application of genetic algorithms. 2 5 9
Genetic optimization was tested here by fitting model-generated voltages to a single voltage 2 6 0 epoch containing APs that was generated by the default values present in the BBP_PC model. 2 6 1
We then determined how close different optimization sets could come to identifying these 2 6 2
original parameter values. Optimization began with different population sizes comprised of 100 2 6 3 to 10,000 individual parameter sets with random initial values (Fig. 8A) . These populations were 2 6 4 1 1 run in four independent trials, each for 50 generations, and the difference between the naïve 2 6 5 model and ground-truth model was compressed to a single score value (see Methods). For 2 6 6 these scores, lower values indicate less difference between the two cases. 2 6 7
Scores improved for each of these populations, but the variance across trials and the overall 2 6 8 score were markedly affected by the population size, with score decreasing in a near-linear 2 6 9
fashion with each doubling of population size (Fig 8C) . These score improvements were 2 7 0 paralleled by a decrease in total processing time. For example, optimization with 10,000 2 7 1 individual parameter sets ran 7.7x faster on NeuroGPU than NEURON ( Fig. 8D ; 10 vs 77 hours, 2 7 2 respectively). While these are significant improvements in simulation speed, they are relatively 2 7 3 modest compared to those observed in other conditions (Fig. 5 ), likely because current versions 2 7 4
of NeuroGPU require NEURON to load the simulation and generate parameter values. This step 2 7 5
is currently done using the CPU. Whether it is possible to parallelize this step will be explored in 2 7 6 future versions of NeuroGPU. 2 7 7 1 2 Discussion: 2 7 8
In this work, we implemented a simulation environment to run single neuron compartmental 2 7 9 models on GPUs. Based on our previous efforts (Ben-Shalom et al., 2013) , we designed a user-2 8 0
friendly environment that enables one to port multi-compartmental models for implementation 2 Therefore, we took advantage of fast, on-GPU memory and controlled the timing of calculations 2 9 3
and memory transfers to optimize the use of computational resources (Volkov and Demmel, 2 9 4
2008; Ben-Shalom et al., 2013; Nvidia, 2018) . Resulting speedups depended primarily on 2 9 5 neuronal morphology, and in general we found the NeuroGPU performed best when processing 2 9 6 anatomically complex cases. Even in these cases, overall GPU utilization was limited by 2 9 7 execution dependencies, where one aspect of GPU processing could not proceed until another 2 9 8 aspect either transferred or processed its own memory. In the future, these dependencies may 2 9 9 be further reduced through either dynamic parallelization (Zhang et al., 2015) or by increasing 3 0 0 instruction level parallelism (ILP) (Volkov and Demmel, 2008) . Nevertheless, the current version 3 0 1 of NeuroGPU can still accelerate single neuron compartmental simulations by several orders of 3 0 2 magnitude. 3 0 3
NeuroGPU addresses a major gap in currently implemented GPU-based simulation 3 0 4
environments. In addition to NeuroGPU, two other neuronal simulations environments for multi-3 0 5
compartmental models have been implemented using GPUs, CoreNeuron (Hines et al., n.d.) 3 0 6
and Arbor (Akar et al., 2019) . Both of these environments are designed primarily to accelerate 3 0 7
large scale network simulations. NeuroGPU, by contrast, is focused more on exploring the 3 0 8
parameter space of single models and optimizing such models to best fit empirical data. As 3 0 9
such, NeuroGPU has expanded GUIs for parameter exploration, which allows for quick 3 1 0 assessment of how changes in ion channel density across compartments affects neuronal 3 1 1 excitability (Fig. 7) . This approach may be particularly useful to generate testable hypotheses 3 1 2 regarding channel distribution with pharmacological manipulations (Keren et al., 2009 ; Almog  3  1  3 and Korngreen, 2014; Mäki-Marttunen et al., 2018) , modulation of ion channels (Byczkowicz et  3  1  4 al., n.d.), or in disease states where ion channel density is thought to be affected (Migliore and 3 1 5 Migliore, 2012; Miceli et al., 2013; Ben-Shalom et al., 2017; Spratt et al., 2019) . Furthermore, 3 1 6 one could also generate a range of cells with variable channel densities and confirm that their 3 1 7
activity is physiologically realistic (e.g., Fig. 7 , all cases before generating depolarization block). 3 1 8
These conditions could then be used as building blocks for variable activity within neuronal 3 1 9
networks (Prinz et al., 2003 (Prinz et al., , 2004 Alonso and Marder, 2019) . 3 2 0
In addition to parameter exploration, NeuroGPU is designed for extensive model optimization 3 2 1 using DEAP. Fitting computational models to empirical data is computationally taxing, and fits 3 2 2 typically improve two-fold with each doubling of computational resources. Here, we found that 3 2 3
NeuroGPU can accelerate DEAP processing times 8x ( Fig. 8 ). Of note, these speedups 3 2 4
compare single GPUs and CPUs. Leveraging multiple GPUs should accelerate this process 3 2 5
further. 3 2 6
Future iterations of NeuroGPU may expand on the strengths and address limitations in using 3 2 7
GPUs for compartmental modeling. Ion channels are modeled typically with Markov-based 3 2 8 kinetics, or a simpler Markov approximation based on Hodgkin-Huxley type equations. 3 2 9
NeuroGPU currently supports Hodgkin-Huxley-based mechanisms only, as we found that 3 3 0 implementation of full Markov-based mechanisms on GPUs requires too much shared memory 3 3 1 and reduces performance drastically (Ben-Shalom et al., 2012) . As with total GPU utilization, 3 3 2 improvements in memory handling may improve these cases. Furthermore, GPUs work best 3 3 3
when the same instructions are occurring simultaneously on multiple memory addresses. This 3 3 4 makes them ideal for iterating through models with identical morphologies and different channel 3 3 5
distributions, but less ideal for network models containing a diversity of neuron types. As an 3 3 6
intermediate, one could address this limitation by modeling networks containing discrete sets of 3 3 7
neurons. For example, a network could contain several compartmental morphology models that 3 3 8 each support multiple instances with different channel parameters, similar to the Ring model 3 3 9
applied by Arbor (Akar et al., 2019; Kumbhar et al., 2019) . 3 4 0
In its current state of development, NeuroGPU may help democratize compartmental modeling. 3 4 1
While NeuroGPU can support simulations in large clusters using UNIX-based mutli-GPU 3 4 2 architectures, it also is ideal for individual laboratories running simulations on Windows-based 3 4 3 workstations. Indeed, a workstation with total costs <$3000, when kitted with appropriate GPUs, 3 4 4
can out-perform large CPU-based clusters. This could help broaden the use and utility of 3 4 5 computational modeling by bringing supercomputer-level processing power to a large range of 3 4 6 academic settings. number of blocks in a grid is set by the number of model instances that will be simulated on 3 7 6 an individual GPU. 3 7 7 C: A block is the basic simulation unit upon which 32 threads each update the memory in an 3 7 8
ILP manner (see Methods). Global memory, which can be accessed by all blocks, stores 3 7 9 mechanism parameters for every compartment. Constant memory, which is limited in size, 3 8 0 stores the simulation constants such as the tri-diagonal matrix and the mechanism map. A: Simple morphology with artificial axon and active and passive components distributed as in 3 9 7 (Mainen and Sejnowski, 1996) 2) The Mainen and Sejnowski (1996) model, with channels distributed on the same complex 5 0 1 and simple morphologies (Fig 4) . Channels are distributed as in (Mainen and Sejnowski, 1996) the Kdshu2007.mod files were altered to run on NeuroGPU. Specifically, global variables were 5 0 6
removed from the neuron block and instead placed in the assigned block (Carnevale and Hines, 5 0 7 2006). 5 0 8
Optimization algorithm -The eaMuPlusLambda algorithm from the DEAP package was 5 0 9
implemented by modifying the varOR procedure to call NeuroGPU (Rainville et al., 2012). 5 1 0
Optimization was performed on the BBP_PC model. For each iteration, the algorithm began with 5 1 1 a new population of parameters with values randomly chosen with the range specified in Table  5 1 2 2. The model was modified to accept new values from the optimization algorithm (similar 5 1 3
changes were necessary to run the parameter space exploration for Figure 7) . Target data were 5 1 4 generated using the original parameters values described in Table 2 . Optimization was targeted 5 1 5
to reduce error between target data and test data using both the interspike interval (ISI) and the 5 1 6 root mean square (RMS) of the voltage as the error function. Error was reduced to a single 5 1 7
variable by weighting these two variables as: 10*ISI + RMS. 5 1 8 5 1 9 5 2 0 Acknowledgments 5 2 1
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