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OPTIMAL EMBEDDINGS INTO LORENTZ SPACES FOR SOME
VECTOR DIFFERENTIAL OPERATORS VIA GAGLIARDO’S
LEMMA
DANIEL SPECTOR AND JEAN VAN SCHAFTINGEN
Abstract. We prove a family of Sobolev inequalities of the form
‖u‖
L
n
n−1
,1
(Rn,V )
≤ C‖A(D)u‖L1(Rn,E)
where A(D) : C∞c (R
n, V ) → C∞c (R
n, E) is a vector first-order homogeneous linear
differential operator with constant coefficients, u is a vector field on Rn and L
n
n−1
,1(Rn)
is a Lorentz space. These new inequalities imply in particular the extension of the
classical Gagliardo–Nirenberg inequality to Lorentz spaces originally due to Alvino
and a sharpening of an inequality in terms of the deformation operator by Strauss
(Korn–Sobolev inequality) on the Lorentz scale. The proof relies on a nonorthogonal
application of the Loomis–Whitney inequality and Gagliardo’s lemma.
1. Introduction and Main Results
A now classical result of Gagliardo [17] and Nirenberg [29] asserts the existence of a
constant C > 0 such that the inequality
‖u‖Ln/(n−1)(Rn) ≤ C‖Du‖L1(Rn,Rn)(1.1)
holds for all u ∈ W 1,1(Rn). While optimal on the scale of Lebesgue spaces, one can
improve the target to a better Lorentz space. Indeed, Alvino [2] proved that there exists
a constant C ′ such that the inequality
‖u‖Ln/(n−1),1(Rn) ≤ C ′‖Du‖L1(Rn,Rn)(1.2)
holds for all functions u ∈W 1,1(Rn) (see Section 2 for a precise definition of the Lorentz
space Lp,q(Rn)), with an explicit optimal value of the constant C ′. The estimate (1.2)
reaches a limiting case of the class of Sobolev embeddings into Lorentz spaces treated
by O’Neil and Peetre [30, §3; 31, Théorème 7.1] for u ∈ W 1,p(Rn), p > 1; the cor-
responding improved Lorentz estimates when p = n lead to exponential integrability
estimates [9, Theorem 7; 10, Theorems 2 and 3]. The inequality (1.2) was rediscovered
by Poornima [32] and Tartar [34, Theorem 8], and was also proved by Fournier [16].
As Ln/(n−1),1(Rn) ( Ln/(n−1),n/(n−1)(Rn) = Ln/(n−1)(Rn), the inequality (1.2) improves
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(1.1), while simple examples show that one cannot obtain further improvement in the
second parameter. That one should be interested in the Lorentz spaces in general, or
the sharpening of the inequality (1.1) found in (1.2) in particular, can be seen from
a number of perspectives. A first motivation comes from real interpolation of Banach
spaces [3, 18,23–25], in which the Lorentz spaces arise readily
Lp,q(Rn) =
(
L1(Rn), L∞(Rn)
)
1− 1
p
,q
,
(see, e.g. [1, Theorem 7.26; 25, Remarque (2.1); 35, Lemma 22.6; 37, Théorème 1.18.16.1]),
while the weak-Lp space Lp,∞(Rn) is a natural space for many harmonic analysis esti-
mates, where weak-type endpoints can be upgraded to strong-type interpolated estimates.
In our specific considerations, the improvement in the second parameter is more than
microscopic, as it encodes significantly more information in the trade off between differ-
entiability and integrability than the classical inequality (1.1). One perspective of this
gain is that from (1.2) it is possible to deduce Hardy’s inequalityˆ
Rn
|u(x)|
|x| dx ≤ C˜
ˆ
Rn
|Du(x)| dx,(1.3)
by a simple application of Hölder’s inequality on the Lorentz space scale.
A vector analogue of (1.1) follows easily from the same argument, yet such an inequal-
ity is not optimal, as one does not need the full gradient in order to obtain an embedding
into Ln/(n−1)(Rn). For example, a result of M.J. Strauss [33] shows that if one defines
the symmetric part of the gradient
Eu , 12
(
Du+ (Du)T )
(Eu is known in elasticity as the linearized deformation tensor associated to the displace-
ment u), then one has the existence of a constant C ′′ > 0 such that
‖u‖Ln/(n−1)(Rn) ≤ C ′′‖Eu‖L1(Rn,Rn)(1.4)
for all vector fields u ∈W 1,1(Rn,Rn). The need for such inequalities arose in the work of
Duvaut and Lions [13], while interest in the study of such spaces has expanded greatly
into the theory of functions of bounded deformation [4, 5, 11, 36]. The inequality (1.4)
is a special application of Strauss’s work, which can be deduced from a more refined
inequality [33, p. 208] in the spirit of a preceding work in the L2 case due to De Figueiredo
[12].
Similar estimates have been proved for other differential operators, including the
Hodge complex, in a series of works initiated by Bourgain and Brezis (see [6, 7, 22, 38]),
while more generally, the second author has shown that the vector differential inequality
(1.5) ‖u‖
L
n
n−1 (Rn,V )
≤ ˜˜C‖A(D)u‖L1(Rn,E)
holds for every vector field u ∈ C∞c (Rn, V ) if and only if the homogeneous first-order
linear vector differential operator with constant coefficients A(D) is elliptic and canceling
[41, Theorem 1.3] (see also Section 5.3).
Given the sharpening of the inequality (1.1) obtained in (1.2), a natural question
is whether all elliptic and canceling operators admit such improvements (see [7, Open
problem 1; 40, Open problem 2; 41, Open problem 8.3; 42, Open problem 2]). By
relying on estimates into fractional Sobolev spaces and embeddings of these into Lorentz
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spaces, it has been proved that such improvements can be obtained in the Lorentz
space L
n
n−1
,q(Rn) for every q > 1 [40, Theorem 3; 41, Theorem 8.5]. The possibility
of extending (1.2) to elliptic and canceling operators is supported by the fact that the
analogue of the Hardy inequality (1.3) for such operators that it would imply is known
to hold [8].
The main result of this paper is the positive answer to such a result in the plane, and
a partial answer in higher dimensions, that such an embedding holds for elliptic and
(n− 1)-canceling operators. From this we show how one can deduce the inequality (1.2),
as well as the following sharpening of Strauss’ result (1.4).
Theorem 1. There exists a constant C > 0 such that
‖u‖
L
n
n−1
,1
(Rn,Rn)
≤ C‖Eu‖L1(Rn,Rn×n)
for every u ∈ C∞c (Rn,Rn).
Luc Tartar mentioned in 2012 to the second author that he had a proof of Theorem 1
that has not yet been published; it appeared afterwards that both our independent proofs
of Theorem 1 were following the same strategy.
The idea underlying the improvement of Theorem 1 is contained in the following
general theorem which allows one to control the Lorentz norm by a product of directional
derivatives.
Theorem 2. Let ℓ ∈ N, let, for i ∈ {1, . . . , n} and j ∈ {1, . . . , ℓ}, wji ∈ Rn and vji ∈ V ∗.
If for every j ∈ {1, . . . , ℓ}, the vectors wj1, . . . , wjn are linearly independent in Rn and if
ℓ⋂
j=1
n⋃
i=1
(vji )
⊥ = {0},
then for every function u ∈ C∞c (Rn, V ),
‖u‖
L
n
n−1 ,1(Rn,V )
≤ C
ℓ∑
j=1
‖〈vj1,Du[wj1]〉‖
1
n
L1(Rn) · · · ‖〈vjn,Du[wjn]〉‖
1
n
L1(Rn).
From Theorem 2, we obtain a complete answer in the two-dimensional case:
Theorem 3. Let V and E be finite-dimensional spaces and let A(D) : C∞c (R
2, V ) →
C∞c (R
2, E) be a first-order homogeneous linear differential operator with constant coeffi-
cients. There exists a constant C > 0 such that
‖u‖L2,1(R2,V ) ≤ C‖A(D)u‖L1(R2,E)
for every u ∈ C∞c (R2, V ) if and only if the operator A(D) is elliptic and canceling.
Theorem 3 shows in particular that when n = 2 the Sobolev inequality (1.5) holds if
and only if the corresponding limiting estimate in Lorentz spaces holds.
The proof of Theorem 3 in Section 5.3 shows in higher dimensions n > 2 that one has
such inequalities for all elliptic and (n− 1)–canceling operators.
Theorem 3 motivates the following
4 DANIEL SPECTOR AND JEAN VAN SCHAFTINGEN
Question 1.1. Let n ≥ 3 and let V and E be finite-dimensional spaces. Further suppose
that the first-order homogeneous linear differential operator with constant coefficients
A(D) : C∞c (R
n, V ) → C∞c (Rn, E) is elliptic and canceling. Can one show the existence
of a constant C > 0 such that the inequality
‖u‖
L
n
n−1 ,1(Rn,V )
≤ C‖A(D)u‖L1(Rn,E)
holds for every u ∈ C∞c (Rn, V )?
Another open question stems from the fact that higher-order operators satisfy Sobolev
estimates [41, Theorem 1.3], Hardy inequalities [8, Theorem 1.2] and non-optimal Lorentz
estimates [41, Theorem 8.5].
Question 1.2. Let n ≥ 2, k ≥ 2 and let V and E be finite-dimensional spaces. Further
suppose that the k–th order homogeneous linear differential operator with constant coef-
ficients A(D) : C∞c (R
n, V ) → C∞c (Rn, E) is elliptic and canceling. Can one show the
existence of a constant C > 0 such that the inequality
‖Dk−1u‖
L
n
n−1
,1
(Rn,V )
≤ C‖A(D)u‖L1(Rn,E)
holds for every u ∈ C∞c (Rn, V )?
The plan of the paper is as follows. In Section 2, we recall some requisite preliminaries
regarding Lorentz spaces. In Section 3, we give a proof of Theorem 1 in the plane, as it
illustrates well the idea of the more general Theorem 2. The main ingredient for higher
dimensions is a version of an inequality of Loomis and Whitney [26] to nonorthogonal
coordinate systems. We show how this can be obtained from a change of coordinates
and a Lemma of Gagliardo in [17] in a presentation that tries to keep the geometric
content of the inequality. In Section 5.1 we prove Theorem 2, from which Theorem 1 is
deduced in Section 5.2. Finally, in Section 5.3 we prove a general result for elliptic and
(n− 1)–canceling operators.
2. Preliminaries
In the sequel, with an abuse of notation we utilize | · | to denote the norm in any
finite-dimensional vector space, e.g. the absolute value, the norm in Euclidean space Rn,
and the norm in V and E.
For n ∈ N, 1 < p < +∞ and 1 ≤ q ≤ +∞, we denote by Lp,q(Rn) the Lorentz space
[27] (see also for example [19]) with quasinorm
(2.1) ‖u‖qLp,q(Rn) , p
ˆ +∞
0
(
tLn({x ∈ Rn : |u(x)| > t})1/p)q dt
t
,
where Ln(A) denotes the Lebesgue measure of a measurable set A ⊂ Rn. Equivalently, if
the function |u|∗ : (0,+∞)→ [0,+∞) is the nonincreasing rearrangement of |u|, that is,
if for every t ∈ (0,+∞), L1({s ∈ [0,+∞) : |u|∗(s) > t}) = Ln({x ∈ Rn : |u(x)| > t}),
then
‖u‖qLp,q(Rn) = p
ˆ +∞
0
(
tL1({s ∈ (0,+∞) : |u|∗(s) > t})1/p)q dt
t
=
ˆ +∞
0
|u|∗(s) s qp ds
s
.
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In particular, Cavalieri’s principle shows that Lp,p(Rn) = Lp(Rn), while the spaces are
nested increasingly with respect to the second parameter:
Lp,1(Rn) ⊂ Lp,q(Rn) ⊂ Lp,∞(Rn).
The quantity ‖·‖Lp,q(Rn) is a norm when q ≤ p [27, Theorem 1].
The definition of Lorentz spaces and norms by (2.1) is equivalent when p > 1 and
q ≥ 1 to the definition by interpolation (see for example [1, Theorem 7.26; 25, Remarque
(2.1); 35, Lemma 22.6; 37, Théorème 1.18.16.1]) and to the definition through averaged
rearrangements which is also common [43, §1.8].
3. Proof of Theorem 1 in the Planar case
We here give a proof of Theorem 1 in the plane R2. That is, we suppose that the
function u : R2 → R2 is smooth and has compact support, and we will obtain an estimate
for
‖u1‖L2,1(R2) = 2
ˆ ∞
0
L2({x ∈ R2 : |u1(x)| > t}) 12 dt
by the quantity ˆ
R2
∣∣∣∣∂u1∂x1
∣∣∣∣+ ∣∣∣∣∂u1∂x2 + ∂u2∂x1
∣∣∣∣+ ∣∣∣∣∂u2∂x2
∣∣∣∣ ,
as an analogous argument implies a similar inequality for u2.
First let us recall Fournier’s argument [16, Appendix] of how to use the Loomis–
Whitney inequality to obtain the embedding (1.2) where one assumes the full derivative
Du is in L1. In our setting of the plane this reduces to the degenerate case of the
Loomis–Whitney inequality that the area A of a set can be bounded by the product of
its length l and width w:
A ≤ l × w.(3.1)
More specific to our problem, this takes for every t > 0 the form of the inequality
L2({|u1| > t})
≤ H1
({
x1 ∈ R : sup
x2∈R
|u1(x1, x2)| > t
})
H1
({
x2 ∈ R : sup
x1∈R
|u1(x1, x2)| > t
})
,
where H1 denotes the one-dimensional Hausdorff measure and {|u1| > t} = {(x1, x2) ∈
R2 : |u1(x1, x2)| > t}. One then observes that a separate integration of the two terms
on the right-hand side yieldsˆ ∞
0
H1
({
x1 ∈ R : sup
x2∈R
|u1(x1, x2)| > t
})
dt =
ˆ
R
sup
x2∈R
|u1(x1, x2)|dx1
and ˆ ∞
0
H1
({
x2 ∈ R : sup
x1∈R
|u1(x1, x2)| > t
})
dt =
ˆ
R
sup
x1∈R
|u1(x1, x2)|dx2,
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which can be further estimated by the derivatives via the fundamental theorem of calcu-
lus as ˆ
R
sup
x2∈R
|u1(x1, x2)|dx1 ≤
ˆ
R2
∣∣∣∣∂u1∂x2 (x1, x2)
∣∣∣∣ dx2 dx1,(3.2)
and ˆ
R
sup
x1∈R
|u1(x1, x2)|dx2 ≤
ˆ
R2
∣∣∣∣∂u1∂x1 (x1, x2)
∣∣∣∣ dx1 dx2.(3.3)
Therefore, from the definition of the Lorentz norm (2.1) one has
ˆ ∞
0
L2({|u1| > t}) 12 dt ≤ ˆ ∞
0
(
H1
({
x1 ∈ R : sup
x2∈R
|u1(x1, x2)| > t
})
×H1
({
x2 ∈ R : sup
x1∈R
|u1(x1, x2)| > t
})) 12
dt,
while the Cauchy–Schwarz inequality implies
(3.4)
ˆ ∞
0
L2({|u1| > t}) 12 dt ≤
(ˆ ∞
0
H1
({
x1 ∈ R : sup
x2∈R
|u1(x1, x2)| > t
})
dt
) 1
2
×
(ˆ ∞
0
H1
({
x2 ∈ R : sup
x1∈R
|u1(x1, x2)| > t
})
dt
) 1
2
.
Finally one combines the inequalities (3.2), (3.3) and (3.4) to deduce the multiplicative
inequality
ˆ ∞
0
L2({|u1| > t}) 12 dt ≤ (ˆ
R2
∣∣∣∣∂u1∂x2 (x1, x2)
∣∣∣∣ dx2 dx1 × ˆ
R2
∣∣∣∣∂u1∂x1 (x1, x2)
∣∣∣∣ dx1 dx2) 12 ,
while the arithmetic geometric mean inequality yields the additive formˆ ∞
0
L2({|u1| > t}) 12 dt ≤ 1
2
ˆ
R2
∣∣∣∣∂u1∂x2 (x1, x2)
∣∣∣∣ dx2 dx1 + 12
ˆ
R2
∣∣∣∣∂u1∂x1 (x1, x2)
∣∣∣∣ dx1 dx2.
Now, this argument is not sufficient to obtain the Korn–Sobolev inequality, since in
general one has no control over the quantityˆ
R2
∣∣∣∣∂u1∂x2 (x1, x2)
∣∣∣∣ dx2 dx1.
However, in this setting one still assumes the finiteness ofˆ
R2
∣∣∣∣∂u1∂x1 (x1, x2)
∣∣∣∣ dx2 dx1,
which tracing back through the inequalites translates to control over the width w in
(3.1). In general we cannot hope to control the length l in this way, but it turns out
we can control measurements in certain other directions. In particular, we can estimate
the measurement of length in both directions whose angle with the x2 axis is π/4. In
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either case the measurement of l′ gives us an upper bound on an estimate for l by simple
trigonometry, leading to the inequality
A ≤
√
2 l′ × w,(3.5)
which as we will see will be sufficient to obtain our result.
We now commence with the
Proof of Theorem 1 in the planar case. Let us now see how this ability to control the
area with respect to nonorthogonal measurements yields the desired inequality. First,
we note that since, by the triangle inequality,
(3.6) |u1| ≤ |u1 + u2|+ |u1 − u2|
2
,
on R2, we have for every t > 0
{|u1| > t} ⊂ {|u1| > t, |u1 + u2| > t} ∪ {|u1| > t, |u1 − u2| > t},
and therefore subadditivity of the measure L2 and of the square root implies that
(3.7) L2({|u1| > t}) 12 ≤ L2({|u1| > t, |u1 + u2| > t}) 12 + L2({|u1| > t, |u1 − u2| > t}) 12 .
Let us estimate the first term on the right-hand side. We apply the inequality (3.5) to
deduce that for each t > 0,
L2({|u1| > t, |u1 + u2| > t})
≤
√
2 H1
({
s ∈ R : sup
x1−x2=s
|u1| > t, sup
x1−x2=s
|u1 + u2| > t
})
×H1
({
x1 ∈ R : sup
x2∈R
|u1| > t, sup
x2∈R
|u1 + u2| > t
})
.
Then the removal of certain inequalities in the sets only increases the measure, we find
for each t > 0
L2({|u1| > t, |u1 + u2| > t}) ≤
√
2 H1
({
s ∈ R : sup
x1−x2=s
|(u1 + u2)(x1, x2)| > t
})
×H1
({
x1 ∈ R : sup
x2∈R
|u1(x1, x2)| > t,
})
.
Now while the integral in t of the second term on the right has been computed, for the
first we findˆ ∞
0
H1
({
s ∈ R : sup
x1−x2=s
|(u1 + u2)(x1, x2)| > t
})
dt
=
ˆ
R
sup
x1−x2=s
|(u1 + u2)(x1, x2)|ds.
We claim that this diagonal length can be controlled by the symmetric part of the
gradient via the estimate
ˆ
R
sup
x1−x2=s
|(u1 + u2)(x1, x2)|ds ≤
ˆ
R2
∣∣∣∣(∂u1∂x1 + ∂u2∂x2 + ∂u1∂x2 + ∂u2∂x1
)
(x1, x2)
∣∣∣∣ dx1 dx2,
(3.8)
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from which the desired bound can be deduced, as the Cauchy–Schwarz inequality yields
ˆ ∞
0
L2({|u1| > t, |u1 + u2| > t})
1
2 dt
≤
(ˆ ∞
0
H1
({
x1 ∈ R : sup
x2∈R
|u1(x1, x2)| > t
})
dt
) 1
2
×
(ˆ ∞
0
H1
({
s ∈ R : sup
x1−x2=s
|(u1 + u2)(x1, x2)| > t
})
dt
) 1
2
,
and thereforeˆ ∞
0
L2({|u1| > t, |u1 + u2| > t})
1
2 dt
≤
(ˆ
R
sup
x1∈R
|u1(x1, x2)|dx1
) 1
2
×
(ˆ
R
sup
x1−x2=s
|(u1 + u2)(x1, x2)|ds
) 1
2
≤
(ˆ
R2
∣∣∣∣∂u1∂x1 (x1, x2)
∣∣∣∣ dx2 dx1) 12
×
(ˆ
R2
∣∣∣∣(∂u1∂x1 + ∂u2∂x2 + ∂u1∂x2 + ∂u2∂x1
)
(x1, x2)
∣∣∣∣ dx1 dx2) 12 .
It therefore remains to prove the claim (3.8), as well as a similar estimate relating to
a bound for the measure of the set {|u1| > t, |u1 − u2| > t}. These two estimates are
achieved by a modification of the argument of Gagliardo [17] and Nirenberg [29], that
one can integrate in any direction and pair the gradient with an arbitrary covector (and
we continue to restrict our consideration to the plane): For any vector v ∈ R2 = (R2)∗
and any vector w ∈ R2 one has
|〈v, u(x1, x2)〉| ≤
ˆ
R
|〈v,Du(x+ tw)w〉| dt.
Here again the choices w = v = (1, 1) and w = v = (1,−1) lead to the inequalities
|(u1 + u2)(x1, x2)| ≤
ˆ
R
∣∣∣∣(∂u1∂x1 + ∂u2∂x2 + ∂u1∂x2 + ∂u2∂x1
)
(x1 + t, x2 + t)
∣∣∣∣ dt,
and
|(u1 − u2)(x1, x2)| ≤
ˆ
R
∣∣∣∣(∂u1∂x1 + ∂u2∂x2 −
(
∂u1
∂x2
+
∂u2
∂x1
))
(x1 + t, x2 − t)
∣∣∣∣ dt.
Making a translation in t, one observes that the integrals on the right-hand-side depend
only on x1 − x2 and x1 + x2, respectively. Letting x1 − x2 = s ∈ R in the former and
x1 + x2 = s ∈ R in the latter, for each such s we can take the supremum over all such
pairs (x1, x2) and then integrate in s to obtainˆ
R
sup
x1−x2=s
|(u1 + u2)(x1, x2)|ds ≤
ˆ
R2
∣∣∣∣(∂u1∂x1 + ∂u2∂x2 + ∂u1∂x2 + ∂u2∂x1
)
(t, t− s)
∣∣∣∣ dt ds
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andˆ
R
sup
x1+x2=s
|(u1 − u2)(x1, x2)|ds ≤
ˆ
R2
∣∣∣∣(∂u1∂x1 + ∂u2∂x2 −
(
∂u1
∂x2
+
∂u2
∂x1
))
(t, s− t)
∣∣∣∣ dt ds.
It only remains to change variables to see that the claim has been demonstrated. 
4. Gagliardo’s lemma and Loomis–Whitney inequality
Our proof is based on a geometric inequality between the measure of a set and the
measure of its projections on hyperplanes which goes back to Loomis and Whitney
[26]. To state the following generalization of their inequality, we require the notion of
(n− 1)–dimensional Hausdorff measure of a set A, which we denote by Hn−1(A), see e.g.
[14, §2.1, p. 60].
Lemma 4.1 (Loomis–Whitney inequality). Let w1, . . . , wn be a basis of unit-length vec-
tors of Rn and let, for every j ∈ {1, . . . , n}, Πj : Rn → Rn denote the orthogonal
projection of Rn on w⊥j . Then there exists a constant such that for every compact set
K ⊂ Rn,
Ln(K)n−1 ≤ H
n−1
(
Π1(K)
) · · · Hn−1(Πn(K))
|det(w1, . . . , wn)| .
In the two-dimensional plane, the constant appearing in the inequality corresponds
geometrically to the absolute value of the sine of the angle between the vectors w1 and
w2, while in any number of dimensions we have that equality is achieved in Lemma 4.1
when K is a parallelepiped spanned by the vectors w1, . . . , wn.
The original statement of Loomis andWhitney assumes that the vectors w1, . . . , wn are
the canonical basis of Rn Lemma 4.1 and is proved by a combinatorial argument through
an approximation by sets that are a finite collection of cubes. Our approach shows how
not only can one obtain the result of Loomis and Whitney as a direct consequence of
the particular case of characteristic functions of a later lemma of Gagliardo [17, lemma
4.1], in fact one easily obtains in a geometric fashion the preceding more general version
of their result.
Lemma 4.2. Let n ≥ 2. Let Pi denote the canonical projection of Rn on Rn−1 ≃
Ri−1 × {0} × Rn−i ⊂ Rn. For every choice of fi ∈ Ln−1(Rn−1), i ∈ {1, . . . , n}, one has∏n
i=1 fi ◦ Pi ∈ L1(Rn) with the estimate∣∣∣∣ˆ
Rn
n∏
i=1
fi ◦ Pi
∣∣∣∣ ≤ n∏
i=1
(ˆ
Rn−1
|fi|n−1
) 1
n−1
.
The proof is the classical proof of Gagliardo that we give here for the convenience of
the reader.
Proof of Lemma 4.2. We proceed by induction. First let us treat the base case, n = 2.
In this case, from an application of Fubini’s theorem we find∣∣∣∣ˆ
R2
(f1 ◦ P1) (f2 ◦ P2)
∣∣∣∣ ≤ ˆ
R2
|f1(z2)| |f2(z1)| dz1 dz2
=
(ˆ
R
|f1|
)(ˆ
R
|f2|
)
.
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Thus we proceed to the general case. For n ≥ 3, we assume the lemma has been
proved for n− 1 and will prove it for n. By Fubini’s theorem we have
ˆ
Rn
n∏
i=1
fi ◦ Pi =
ˆ
Rn−1
(ˆ
R
n−1∏
i=1
fi
(
Pi(z)
)
dzn
)
fn(z
′) dz′.
From two applications of Hölder’s inequality successively on Rn−1 and on R we deduce
∣∣∣∣ˆ
Rn
n∏
i=1
fi ◦ Pi
∣∣∣∣
≤
ˆ
Rn−1
∣∣∣∣ˆ
R
n−1∏
i=1
fi
(
Pi(z
′, zn)
)
dzn
∣∣∣∣
n−1
n−2
dz′

n−2
n−1 (ˆ
Rn−1
|fn|n−1
) 1
n−1
≤
ˆ
Rn−1
( n−1∏
i=1
ˆ
R
∣∣fi(Pi(z′, zn))∣∣n−1 dzn) 1n−2 dz′

n−2
n−1 (ˆ
Rn−1
∣∣fn∣∣n−1) 1n−1 .
(4.1)
We now work to apply our induction assumption. For each i ∈ {1, . . . , n− 1}, we define
the function gi : R
i−1 × {0} × Rn−1−i × {0} ≃ Rn−2 → R for each y ∈ Ri−1 × {0} ×
Rn−1−i × {0} by
(4.2) gi(y) ,
(ˆ
R
∣∣fi (y + (0, . . . , 0, zn))∣∣n−1 dzn) 1n−2 ,
so that for every z′ ∈ Rn−1 ≃ Rn−1 × {0} ⊂ Rn,
gi
(
Pi(z
′)
)
=
(ˆ
R
∣∣fi(Pi(z′, zn))∣∣n−1 dzn) 1n−2 .
We observe that by Fubini’s theorem
ˆ
Rn−2
gi
n−2 =
ˆ
Rn−2
ˆ
R
∣∣fi(y + (0, . . . , zn))∣∣n−1 dzn dy
=
ˆ
Rn−1
|fi|n−1 < +∞,
(4.3)
so that gi ∈ Ln−2(Rn−2). Therefore we may apply our induction assumption to deduce
ˆ
Rn−1
n−1∏
i=1
(gi ◦ Pi) ≤
n−1∏
i=1
(ˆ
Rn−2
gi
n−2
) 1
n−2
.(4.4)
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Putting these inequalities (4.1), (4.2) and (4.4) together we find∣∣∣∣ˆ
Rn
n∏
i=1
fi ◦ Pi
∣∣∣∣
≤
(ˆ
Rn−1
n−1∏
i=1
(ˆ
R
∣∣fi(Pi(z′, zn))∣∣n−1 dzn) 1n−2 dz′)n−2n−1(ˆ
Rn−1
∣∣fn∣∣n−1) 1n−1
=
(ˆ
Rn−1
n−1∏
i=1
gi ◦ Pi
)n−2
n−1
(ˆ
Rn−1
∣∣fn∣∣n−1) 1n−1
≤
n−1∏
i=1
(ˆ
Rn−2
gi
n−2
) 1
n−1
(ˆ
Rn−1
∣∣fn∣∣n−1) 1n−1
=
n∏
i=1
(ˆ
Rn−1
|fi|n−1
) 1
n−1
,
in view of the identity (4.3), which is the thesis. 
Proof of Lemma 4.1. Let {w1, . . . wn} be a basis of Rn. We define for every i ∈ {1, . . . , n}
the function fi : R
i−1 × {0} × Rn−i → R for each z′ ∈ Ri−1 × {0} × Rn−i by
fi(z
′) , sup
t∈R
χK
(∑
j 6=i zjwj + twi
)
,
where χK : R
n → R is the characteristic function of the set K. Then we observe that
for any z ∈ Rn we have
χK
(∑n
j=1 zjwj
)
≤ fi(Pi(z)),
and, as both sides assume only the values 0 and 1, we have
χK
(∑n
j=1 zjwj
)
≤
n∏
i=1
fi(Pi(z)).
It follows thus that
Ln(K) = |det(w1, . . . , wn)|
ˆ
Rn
χK
(∑n
j=1 zjwj
)
dz
≤ |det(w1, . . . , wn)|
ˆ
Rn
n∏
i=1
fi(Pi(z)) dz.
We observe now that by Gagliardo’s inequality (Lemma 4.2) we have
ˆ
Rn
n∏
i=1
fi ◦ Pi ≤
n∏
i=1
( ˆ
Ri−1×{0}×Rn−i
|fi|n−1
) 1
n−1
.
But now for z′ ∈ Ri−1 × {0} × Rn−i we have
fi(z
′) = sup
t∈R
χK
(∑
j 6=i
zjwj + twi
)
= (χΠi(K) ◦ Πi)
(∑
j 6=i
zjwj
)
,
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while
Hn−1(Πi(K)) = Ji ˆ
Ri×{0}×Rn−i
(χΠi(K) ◦ Πi)
(∑
j 6=i zjwj
)
dz′,
where Ji is the (constant) Jacobian of the linear map z
′ ∈ Ri×{0}×Rn−i 7→ Πi
(∑
j 6=i zjwj
)
(see [14, §3.2]). We now compute this Jacobian: if i = 1, we have since |w1| = 1, by
elementary manipulations of lines and columns of determinants
J1
2 = det
(w2 · w2)− (w1 · w2)(w1 · w2) . . . (w2 · wn)− (w1 · w2)(w1 · wn)... . . . ...
(wn · w2)− (w1 · wn)(w1 · w2) . . . (wn · wn)− (w1 · wn)(w1 · wn)

= det

1 0 . . . 0
0 (w2 · w2)− (w1 · w2)(w1 · w2) . . . (w2 · wn)− (w1 · w2)(w1 · wn)
...
...
. . .
...
0 (wn · w2)− (w1 · wn)(w1 · w2) . . . (wn · wn)− (w1 · wn)(w1 · wn)

= det

1 (w1 · w2) . . . (w1 · wn)
0 (w2 · w2)− (w1 · w2)(w1 · w2) . . . (w2 · wn)− (w1 · w2)(w1 · wn)
...
...
. . .
...
0 (wn · w2)− (w1 · wn)(w1 · w2) . . . (wn · wn)− (w1 · wn)(w1 · wn)

= det

1 (w1 · w2) . . . (w1 · wn)
(w2 · w1) (w2 · w2) . . . (w2 · wn)
...
...
. . .
...
(wn · w1) (wn · w2) . . . (wn · wn)

= det
(w1 · w1) . . . (w1 · wn)... . . . ...
(wn · w1) . . . (wn · wn)
 = |det(w1, . . . , wn)|2
(this computation is in fact a case of computation of determinant through the Schur
complement [21, (0.8.5.1)]); the case i ∈ {2, . . . , n} is similar and therefore
Ln(K) ≤ |det(w1, . . . , wn)|
(
n∏
i=1
ˆ
Ri−1×{0}×Rn−i
χΠi(K)
(∑
j 6=i zjwj
)
dz′
) 1
n−1
= |det(w1, . . . , wn)|
(
n∏
i=1
Hn−1(Πi(K))
|det(w1, . . . , wn)|
) 1
n−1
=
(∏n
i=1Hn−1
(
Πi(K)
)
|det(w1, . . . , wn)|
) 1
n−1
,
thus concluding the demonstration of the claim. 
5. Proofs of the Main Results
5.1. Estimates by directional derivatives of components. The last tool that we
will need in the proofs is an estimate on the norm by sets of projections.
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Lemma 5.1. Under the assumptions of Theorem 2, there exists a constant C ∈ R such
that for every v ∈ V , one has
|v| ≤ Cmax
{
min
{|〈vj1, v〉|, . . . , |〈vjn, v〉|} : j ∈ {1, . . . , ℓ}}.
Proof. Let γ : V → R denote the function defined so that for every v ∈ V , the value
γ(v) ∈ R is the right-hand side of the conclusion. The function γ is nonnegative, contin-
uous and positively homogeneous of degree 1. We will reach the conclusion by proving
that the function γ only vanishes at the point 0: indeed, if v ∈ V and γ(v) = 0, then for
every j ∈ {1, . . . , ℓ}, we have v ∈ ⋃ni=1(vji )⊥, and thus by assumption v = 0. 
Proof of Theorem 2. For every t > 0, we have by Lemma 5.1,
{
x ∈ Rn : |u(x)| ≥ C1t
} ⊆ ℓ⋃
j=1
n⋂
i=1
{
x ∈ Rn : |〈vji , u(x)〉| ≥ t
}
,
for some constant C1 > 0. We deduce then by subadditivity of the measure and of the
map µ ∈ (0,+∞) 7→ µ1− 1n that
Ln({x ∈ Rn : |u(x)| ≥ C1t})1− 1n ≤
(
ℓ∑
j=1
Ln
( n⋂
i=1
{x ∈ Rn : |〈vji , u(x)〉| ≥ t}
))1− 1n
≤
ℓ∑
j=1
Ln
( n⋂
i=1
{x ∈ Rn : |〈vji , u(x)〉| ≥ t}
)1− 1
n
.
(5.1)
If j ∈ {1, . . . , ℓ}, then by assumption, the vectors wj1, . . . , wjn are linearly independent
in Rn and thus by the Loomis–Whitney inequality (Lemma 4.1) and by monotonicity of
the measure, we have
Ln
( n⋂
i=1
{
x ∈ Rn : |〈vji , u(x)〉| ≥ t
})1− 1n
≤ C2
n∏
k=1
Hn−1
(
Πjk
( n⋂
i=1
{
x ∈ Rn : |〈vji , u(x)〉| ≥ t
})) 1n
≤ C2
n∏
i=1
Hn−1
(
Πji
({
x ∈ Rn : |〈vji , u(x)〉| ≥ t
})) 1n
,
(5.2)
where Πji : R
n → Rn is the orthogonal projection on the hyperplaneW ji , wji⊥ = Πji (Rn).
Finally, we observe that if
y ∈ Πji
({x ∈ Rn : |〈vji , u(x)〉| ≥ t}),
then there exists a real number h ∈ R such that |〈vji , u(y + hwji )〉| ≥ t and thusˆ
R
|〈vji ,Du(y + swji )[wji ]〉| ds ≥ 2 |〈vji , u(y + hwji )〉| ≥ 2t.
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If we define the function F ji :W
j
i → R by setting for each y ∈W ji
F ji (y) ,
1
2
ˆ
R
|〈vji ,Du(y + swji )[wji ]〉| ds,
we have for each t > 0
Πji
({
x ∈ Rn : |〈vji , u(x)〉| ≥ t
}) ⊆ {y ∈W ji : F ji (y) ≥ t}
and thus by (5.2)
Ln
( n⋂
i=1
{x ∈ Rn : |〈vji , u(x)〉| ≥ t}
)1− 1
n
≤ C2
n∏
i=1
(
Hn−1({y ∈W ji : F ji (y) ≥ t}) 1n .
In view of (5.1) and of the Hölder inequality, we obtainˆ ∞
0
Ln({x ∈ Rn : |u(x)| ≥ C1t})1− 1n dt
≤ C3
ℓ∑
j=1
n∏
i=1
(ˆ ∞
0
Hn−1({y ∈W ji : F ji (y) ≥ t}dt
) 1
n
= C3
ℓ∑
j=1
n∏
i=1
(ˆ
W ji
F ji dHn−1
) 1
n
=
C3
2
ℓ∑
j=1
n∏
i=1
(ˆ
Rn
|〈vji ,Du[wji ]〉|
) 1
n
. 
5.2. Direct consequences. We firstly show of (1.2) can be deduced from Theorem 2.
Proof of (1.2) by Theorem 2. Let v1, . . . , vm be a basis of V
∗ and w1, . . . , wn be a basis
of Rn. We set ℓ = m, and for every i ∈ {1, . . . , n} and j ∈ {1, . . . ,m}, vji = vj and
wji = wi. We have
m⋂
j=1
n⋃
i=1
(vji )
⊥ =
m⋂
j=1
v⊥j = {0},
so that Theorem 2 applies and we conclude by Young’s inequality and by norm equiva-
lence that
‖u‖
L
n
n−1 ,1(Rn,V )
≤ C1
m∑
j=1
n∏
i=1
‖〈vj ,Du[wi]〉‖
1
n
L1(Rn)
≤ C1
n
m∑
j=1
n∑
i=1
‖〈vj ,Du[wi]〉‖L1(Rn) ≤ C2‖Du‖L1(Rn,Rn). 
We next prove an analogue of De Figueiredo’s L2 inequality, from which we can deduce
the improvement to Strauss’ Korn-Sobolev inequality. To this end it will be useful to
introduce the following definition.
Definition 5.2. If V is a vector space, then a finite set of vectors F ⊂ V is maximally
linearly independent, whenever for every subset A ⊂ F , either A generates V as a linear
space or A is linearly independent.
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Lemma 5.3. If n ≥ 1, dim V = m and if v1, . . . , vn+m−1 are maximally linearly inde-
pendent in V ∗, then ⋂
1≤i1<···<in≤n+m−1
(
n⋃
j=1
vij
⊥
)
= {0}.
Proof. Assume that v belongs to the left hand side and let I = {i ∈ {1, . . . , n + m −
1} : 〈vi, v〉 = 0}. We have then #I ≥ m. Indeed, otherwise there would exist
i1, . . . , in ∈ {1, . . . , n −m − 1} such that 1 ≤ i1 < · · · < in ≤ n +m − 1 and for every
j ∈ {1, . . . , n}, 〈vij , v〉 6= 0 and so v 6∈
⋃n
j=1 vij
⊥, in contradiction with our assumption.
Since the family v1, . . . , vn+m−1 is maximally linearly independent, the set {vi : i ∈ I}
generates the m–dimensional linear space V and thus v = 0. 
Theorem 4. Assume that dim V = m and that the vectors w1, . . . , wn+m−1 ∈ Rn and
v1, . . . , vn+m−1 ∈ V are maximally linearly independent, then for every u ∈ C∞c (Rn, V ),
‖u‖
L
n
n−1
,1
(Rn,V )
≤
∑
1≤i1<···<in≤n+m−1
‖〈vi1 ,Du[wi1 ]〉‖
1
n
L1(Rn) · · · ‖〈vin ,Du[win ]〉‖
1
n
L1(Rn).
These sparse directional Sobolev estimates into Lorentz space are analogous to L2
estimates of de Figueiredo [12] and strengthen known results for Sobolev estimates into
L
n
n−1 [7, Remark 16; 33; 41, Proposition 6.8].
Proof of Theorem 4. This follows from Theorem 2 and Lemma 5.3. 
Finally, we can utilize the preceding inequality to deduce the Korn–Sobolev inequality.
Proof of Theorem 1 by Theorem 4. We consider w1, . . . , w2n−1 to be a maximally inde-
pendent family of vectors of Rn. We observe now that, since Eu is the symmetric part
of Du,
|〈wj ,Du[wj ]〉| = |wj ·Eu[wj ]| ≤ |wj |2|Eu|
and the conclusion then follows from Theorem 4. 
5.3. Estimates for (n − 1)–canceling operators. In order to set an algebraic con-
dition on differential operators, we introduce a new scale of conditions on differential
operators that covers the definition of canceling operators [41, Definition 1.2].
Definition 5.4. Let ℓ ∈ {0, . . . , n}. A homogeneous differential operator with constant
coefficients A(D) is ℓ–canceling whenever⋂
W⊆Rn
dimW=ℓ
span
{
A(ξ)[v] : ξ ∈W and v ∈ V } = {0}.
An operator is 1–canceling if and only if it is canceling in the sense of [41, Definition
1.2]. Any operator A(D) is 0–canceling; an operator A(D) is n–canceling if and only if
A(D) = 0.
Optimal estimates into Lorentz spaces hold under the (n− 1)–canceling condition:
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Theorem 5. Let V and E be finite-dimensional spaces and suppose that the homogeneous
linear differential operator with constant coefficients A(D) : C∞c (R
n, V ) → C∞c (Rn, E)
is elliptic and (n− 1)–canceling. Then there exists a constant C > 0 such that
‖u‖
L
n
n−1
,1
(Rn,V )
≤ C‖A(D)u‖L1(Rn,E)
for every u ∈ C∞c (Rn, V ).
We will deduce Theorem 5 from Theorem 2 with the help of the next algebraic lemma.
Lemma 5.5. If the first-order homogeneous differential operator with constant coeffi-
cients A(D) is elliptic and (n − 1)–canceling, then there exists m ∈ N and, for each
j ∈ {1, . . . ,m} and i ∈ {1, . . . , n}, vectors wji ∈ Rn, vji ∈ V ∗ and eji ∈ E∗ such that
(i) for every j ∈ {1, . . . ,m}, the vectors wj1, . . . , wjn are linearly independent in Rn,
(ii)
m⋂
j=1
n⋃
i=1
(vji )
⊥ = {0},
(iii) for every j ∈ {1, . . . ,m}, i ∈ {1, . . . , n}, ξ ∈ Rn and v ∈ V ,
〈wji , ξ〉〈vji , v〉 = 〈eji , A(ξ)[v]〉.
The proof of Lemma 5.5 will proceed by induction, the next lemma is the key step in
the iteration.
Lemma 5.6. If the first-order homogeneous differential operator with constant coeffi-
cients A(D) is elliptic and canceling, then for every v∗ ∈ V \ {0}, there exists vectors
ξ1, . . . , ξn ∈ Rn, vectors w1, . . . , wn ∈ Rn and vectors e1, . . . , en ∈ E∗ such that
(i) the vectors w1, . . . , ww are linearly independent in R
n,
(ii) for every i ∈ {1, . . . , n}, 〈ei, A(ξi)[v∗]〉 = 1,
(iii) for every i ∈ {1, . . . , n}, 〈ξi, wi〉 = 1,
(iv) for every i ∈ {1, . . . , n}, ξ ∈ Rn and v ∈ V , 〈ei, A(ξ)[v]〉 = 〈ξ, wi〉〈A(ξi)∗[ei], v〉.
Proof. We proceed by induction, that is, we are proving that for every ℓ ∈ {0, 1, . . . , n},
there exists covectors ξ1, . . . , ξℓ ∈ Rn, vectors w1, . . . , wℓ ∈ Rn and vectors e1, . . . , eℓ ∈ E∗
such that
(a) the vectors w1, . . . , wℓ ∈ Rn are linearly independent in Rn,
(b) for every i ∈ {1, . . . , ℓ}, 〈ei, A(ξi)[v∗]〉 = 1,
(c) for every i ∈ {1, . . . , ℓ}, 〈ξi, wi〉 = 1,
(d) for every i ∈ {1, . . . , ℓ}, ξ ∈ Rn and v ∈ V , 〈ei, A(ξ)[v]〉 = 〈ξ, wi〉〈A(ξi)∗[ei], v〉.
For ℓ = 0, the assertion holds vacuously. Assuming now that the assumption holds
for some ℓ ∈ {0, 1, . . . , n− 1}, we will prove the assertion for ℓ+ 1.
Since ℓ ≤ n−1, there exists a covector ξℓ+1 ∈ Rn\{0} such that for every i ∈ {1, . . . , ℓ},
〈ξℓ+1, wi〉 = 0. (In particular, if ℓ = 0, we just take any ξ1 ∈ Rn\{0}.) Since the operator
A(D) is elliptic, the linear operator A(ξℓ+1) : V → E is injective, and thus, since v∗ 6= 0,
we have A(ξℓ+1)[v∗] 6= 0. Since the operator A(D) is also (n− 1)–canceling, there exists
an (n− 1)–dimensional linear subspace Wℓ+1 ⊂ Rn such that
(5.3) A(ξℓ+1)[v∗] 6∈ span
{
A(ξ)[v] : ξ ∈Wℓ+1 and v ∈ V
}
.
We define now wℓ+1 ∈ Rn to be a vector such that 〈ξℓ+1, wℓ+1〉 = 1 and for every ξ ∈
Wℓ+1, one has 〈ξ, wℓ+1〉 = 0. In particular, this implies (c). Since the vectors w1, . . . , wℓ
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are linearly independent and since by construction we have for every i ∈ {1, . . . , ℓ},
〈ξℓ+1, wi〉 = 0, the vectors w1, . . . , wℓ, wℓ+1 are linearly independent in Rn and thus (a)
holds. By (5.3) there exists a covector eℓ+1 ∈ E∗ such that 〈eℓ+1, A(ξℓ+1)[v∗])〉 = 1 and
for every ξ ∈ Wℓ+1 and v ∈ V , one has 〈eℓ+1, A(ξ)[v])〉 = 0. In particular, (b) holds.
Moreover, we have A(ξ)∗[eℓ+1] = 0 when ξ ∈ Wℓ+1. Therefore, since dimWℓ+1 = n− 1,
by the classical representation theorem of linear mappings, we deduce that for every
ξ ∈ Rn,
A(ξ)∗[eℓ+1] = 〈ξ, wℓ+1〉A(ξℓ+1)∗[eℓ+1],
which implies assertion (d). 
A set X ⊆ V is a linear subspace arrangement whenever X is a finite union of linear
subspaces of V .
Lemma 5.7. Let V be a finite-dimensional space. Assume that for each ℓ ∈ N, Xℓ is a
linear subspace arrangement of V and that Xℓ ⊇ Xℓ+1. Then there exists ℓ0 ∈ N such
that for every ℓ ≥ ℓ0, Xℓ = Xℓ0 .
Lemma 5.7 can be proved by observing that for every ℓ ∈ N, the set Xℓ is Zariski-
closed so that the sequence (Xℓ)ℓ∈N is a descending chain of Zariski-closed sets for which
the conclusion follows (see for example [20, Example 1.4.7]). We give a direct proof for
the convenience of the reader.
Proof of Lemma 5.7. For every j ∈ {1, . . . ,dim V } we consider the set
Xjℓ =
⋃{
Y ⊆ V : Y is a linear subspace, dim Y ≥ j and Y ⊆ Xℓ
}
.
We have Xjℓ ⊇ Xjℓ+1 and Xjℓ is a finite union of linear subspaces of dimension at least j.
We prove now by downward induction, that for every j ∈ {1, . . . ,dim V }, there exists
ℓj such that for every ℓ ≥ ℓj, we have Xjℓ = Xjℓj . For j = dim V , either for every ℓ ∈ N,
Xℓ = V and then ℓj = 0, or there exists ℓj ∈ N such that Xℓ = {0}.
We assume now that the assertion is proved for some j ∈ {2, . . . ,dim V }. We observe
that for every ℓ ≥ ℓj , the components of Xj−1ℓ of dimension at least j remain the same
and the (j − 1)–dimensional components of Xj−1ℓ form a subset of those of Xj−1ℓj . We
have thus a nonincreasing sequence of finite subsets; there exists thus ℓj−1 ≥ ℓj such
that for every ℓ ≥ ℓj−1, Xj−1ℓ = Xj−1ℓj−1 . 
We are now in position to prove Lemma 5.6.
Proof of Lemma 5.6. We are going to construct a the family of vectors iteratively over
ℓ. At each step, we assume that we have vectors wji ∈ Rn, vji ∈ V ∗ and eji ∈ E∗ for
j ∈ {1, . . . , ℓ} and i ∈ {1, . . . , n}, such that
(a) for every j ∈ {1, . . . , ℓ}, the vectors wj1, . . . , wjn are linearly independent in Rn,
(b) for every j ∈ {1, . . . , ℓ}, i ∈ {1, . . . , n}, ξ ∈ Rn and v ∈ V ,
〈wji , ξ〉〈vji , v〉 = 〈eji , A(ξ)[v]〉.
This is trivially satisfied when ℓ = 0.
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Assume thus that we have such families of vectors for some ℓ. If
Xℓ ,
ℓ⋂
j=1
n⋃
i=1
(vji )
⊥ = {0},
then the proposition is proved with m = ℓ. Otherwise, we take vℓ+1∗ ∈ Xℓ \ {0},
and we obtain by Lemma 5.6 vectors ξℓ+11 , . . . , ξ
ℓ+1
n ∈ Rn, wℓ+11 , . . . , wℓ+1n ∈ Rn and
eℓ+11 , . . . , e
ℓ+1
n ∈ E∗. We set vℓ+1i = A(ξℓ+1i )∗[eℓ+1i ], and we observe that the family
satisfies the same condition and moreover, since for every i ∈ {1, . . . , n}, 〈vℓ+1i , vℓ+1∗ 〉 =
〈eℓ+1i , A(ξℓ+1i )[vℓ+1∗ ]〉 = 1, we have vℓ+1∗ 6∈ Xℓ+1 and thus Xℓ+1 ( Xℓ.
We conclude by observing that the procedure must finish after a finite number of steps
in view of Lemma 5.7. 
Proof of Theorem 5. Let m ∈ N and, for each j ∈ {1, . . . ,m} and i ∈ {1, . . . , n}, the
vectors wji ∈ Rn, vji ∈ V ∗ and eji ∈ E∗ be given for A(D) by Lemma 5.5. In view of
Theorem 2, we have
‖u‖
L
n
n−1
,1
(Rn,V )
≤ C
m∑
j=1
‖〈vj1,Du[wj1]〉‖
1
n
L1(Rn) · · · ‖〈vjn,Du[wjn]〉‖
1
n
L1(Rn).
Now the construction of Lemma 5.5 with v = û(ξ), the Fourier transform of u at the
point ξ ∈ Rn, yields for every j ∈ {1, . . . ,m} and i ∈ {1, . . . , n} and ξ ∈ Rn,
〈vji , 〈2πiξ, wji 〉û(ξ)〉 = 〈eji , A(2πiξ)û(ξ)〉,
and thus inverting the Fourier transform we obtain the pointwise equality
〈vji ,Du[wji ]〉 = 〈vji , 〈Du,wji 〉〉 = 〈eji , A(D)u〉.
Hence
‖〈vji ,Du[wji ]〉‖L1(Rn) = ‖〈eji , A(D)u〉‖L1(Rn),
and the conclusion then follows. 
Proof of Theorem 3. This follows from Theorem 5, [41, Theorem 1.3], the embedding
between Lorentz spaces Ln/(n−1),1(Rn) ⊂ Ln/(n−1)(Rn) and the fact that the 1–canceling
and canceling conditions are equivalent. 
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