D is A-admissible everywhere except for some small region we call a defect. It has been empirically observed that such defects persist under iteration of Φ, and often propagate like 'particles' which coalesce or annihilate on contact. We construct algebraic invariants for these defects, which explain their persistence under Φ, and partly explain the outcomes of their collisions. Some invariants are based on the cocycles of multidimensional subshifts; others arise from the higher-dimensional (co)homology/homotopy groups for subshifts, obtained by generalizing the Conway-Lagarias tiling groups and the Geller-Propp fundamental group.
In a companion paper [Piv05b] , we developed a new framework for describing defects, and used spectral theory to get invariants (as in question #3) for codimension-one ('domain boundary') defects. Unfortunately, these spectral invariants were not applicable to defects of codimension two or higher (e.g. 'holes' in Z 2 , 'strings' in Z 3 , etc.). In this paper, we will answer question #3 for such defects, using methods inspired by algebraic topology.
This paper is organized as follows: in §1 we review the framework developed in [Piv05b] . We also define defect codimension, and introduce many examples which recur throughout the paper. In §2, we address question #3 using dynamical cohomology, while in §3, we address #3 using tiling homotopy/(co)homology groups. In §4 we relate the dynamical cohomology of §2 to the tiling cohomology of §3. In all cases, we are able to use these algebraic invariants to answer question #1, and partially answer question #2.
The diagram at right portrays the logical dependency of these sections. In particular, notice that §2 and §3 are logically independent of one another, although §4 depends upon both. Our main results are in sections 2.2, 2.3, 3.5, and 4. For any U ⊂ Z D , we define A U := {a U ; a ∈ A}. In particular, for any r > 0, let A (r) := A B(r) be the set of admissible r-blocks for A. We say A is subshift of finite type (SFT) if there is some r > 0 (the radius of A) such that A is entirely described by A (r) , in the sense that A = a ∈ A If X is any set and F : A−→X is a function, then F is locally determined if there is some radius r ∈ N and some local rule f : A (r) −→X such that F (a) = f (a B(r) ) for any a ∈ A. If X is any discrete space, then F : A−→X is continuous iff F is locally determined. If a ∈ A \ A, then we say a is defective. Elements of A may have infinitely large defects, but also have arbitrarily large non-defective regions. Clearly A ⊂ A, and A is a σ-invariant,
is an inadequate description of the larger-scale 'defect structures' of a. Thus, instead of treating the defect as a precisely defined subset of Z D , it is better to think of it as a 'fuzzy' object residing in the low areas in the defect field F a . The advantage of this approach is its applicability to any kind of subshift (finite type, sofic, or otherwise). Nevertheless, most of our examples will be SFTs, and we may then refer to the specific region D ⊂ Z D as 'the defect'.
D be a cellular automaton, and suppose that φ(A) = A. If a ∈ A then a has a Φ-persistent defect if, for all t ∈ N, a ′ = Φ t (a) is also defective. Otherwise a has a transient defect -i.e. one which eventually disappears. We say a has a removable defect if there is some r > 0 and some a ′ ∈ A such that a ′ z = a z for all z ∈ G r (a) (i.e. the defect can be erased by modifying a in a finite radius of the defective region). Otherwise a has an essential defect. If Φ : A−→A is bijective, then any essential defect is Φ-persistent.
1.1. Codimension: Our main goal in the present paper is to develop algebraic invariants (as described by question #3 from the introduction) which provide sufficient conditions for the persistence of defects, even when Φ is not bijective. To do this, we must first assign a 'codimension' to defects, but in a somewhat indirect fashion. Strictly speaking, the defect set
We could 'thicken' D by replacing each point d ∈ D with a unit cube around d. However, the cellular automaton Φ, the subshift A, and other gadgets we require (e.g. eigenfunctions, cocycles) may have interaction ranges greater than one (and possibly unbounded), so a unit cube isn't big enough. Furthermore, the action of Φ may locally change the geometry of the defect, and we are mainly interested in properties that are invariant under such change (as in the definition of 'essential' defects, above). Loosely speaking, we will use the word 'projective' to describe 'large scale' geometric properties which remain visible when seen from 'far away' (precise definitions will appear below).
For any r > 0 and a ∈ A, we say a has a range r domain boundary (or a range r codimension-one defect) if G r (a) is trail-disconnected. Domain boundaries divide Z D into different 'domains', which may correspond to different transitive components of
(This implies that for any R ≥ 0, there exists y ∈ Y with B(y, R) ⊂ Y. If A is of finite type, then the two conditions are equivalent.) We say that a has a projective domain boundary (or a projective codimension-one defect) if there is some R ≥ 0 such that G R (a) has at least two projective components. (Hence G r (a) is disconnected for all r ≥ R.) If a ∈ A, and r > 0, then a has a range r codimension-k defect if π k−1 (G r (a), y) is nontrivial for some y ∈ G r (a). If G r (a) is disconnected (e.g. by a domain boundary) then different connected components may have different homotopy groups; we only require one of these to be nontrivial. 
(d) (Two-coloured, undirected, crossing path tiling) Let P be the set of 21 tiles shown above, and let Pth ⊂ P Z 2 be the Wang subshift defined by the obvious edge-matching conditions.
Then Pth-admissible configurations are tangles of undirected, freely crossing paths in two colours [Ein01, §3] . Figure 1 (E) shows three codimension-two defects in Pth. See also Example 2.9(b). ♦
Proper homotopy and projective codimension:
Let X be a topological space and let x ∈ X. Let S k ⊂ R k+1 be the unit k-sphere, and let s ∈ S k be some distinguished point. We write α : (S k , s)−→(X, x) to mean α is a continuous function from S k into X and f (s) = x. If α, β : (S k , s)−→(X, x) then we write α ≈ β to mean that α is homotopic to β in a manner which always maps s to x; we call this a basepoint-fixing homotopy (where x is the basepoint). We then use α to refer to the (basepoint-fixing) homotopy class of α. 
given by the segment of ω between y and y
We define the kth proper homotopy group to be the inverse limit: 
is analogous (but not identical) to the proper homotopy group of a noncompact topological space; see [Bro74] , [BT74] or [Pes90, §2] .) We say that a has projective codimension (k +1) enough r ∈ N). Heuristically, elements of π k (G ∞ (a)) are homotopy classes of 'extremely large' k-sphere embeddings in the unflawed part of a. Technically, this definition depends upon the homotopy class of the proper base ray ω; different rays may yield nonisomorphic groups.
Cohomological Defects
The main results of this section are Theorems 2.8 and 2.15 and Proposition 2.11. and extend this to a cocycle C : Z 2 ×Dom−→G through the multiplicative analogy of eqn.(3).
Dynamical Cocycles Let
is a factor of (X × A, Ξ) via the projection π A : X × A ։ A. Let G := Homeo(X ) be the self-homeomorphism group of X , topologized as a subspace of the Tychonoff product X X (e.g. if X := [1...n], then G = S n is a (discrete) permutation group; this is called an n-point extension). For each a ∈ A and z ∈ Z D , let Two continuous cocycles C and
and a ∈ A. A cocycle C is trivial if C is cohomologous to a homomorphism. We will use C to denote the cohomology equivalence class of the cocycle C.
Example 2.2: (a) Any coboundary [Example 2.1(a)] is trivial, because it is cohomologous to the homomorphism C e [Example 2.1(b)]. 
Cocycles along trails:
, where z ′ n := z n − z n−1 . Let r > 0 and let c : E × A (r) −→G be some function. We define
Suppose that, for all e, e ′ ∈ E, and a ∈ A,
c(−e, a B(e,r) ) = c(e, a B(r) ) −1 .
Then the value of eqn.(4) depends only on z 0 and z N , and is independent of the particular trail ζ from z 0 to z N . In particular, if ζ is any closed trail (i.e. z N = 0 = z 0 ) then c(ζ, a) = C(0, a) = e G . For any a ∈ A and z ∈ Z D , we define C(z, a) := c(ζ, a), where ζ is any trail from 0 to z. The resulting function C : Z D × A−→G is a continuous cocycle; we say that C is a locally determined cocycle with local rule c of radius r. If G is discrete, then every continuous G-valued cocycle is locally determined in this way. For instance, the cocycles in Examples 2.1(c,d,e,f) had radius r = 0, so that A (0) = A and the local rule was a function c : E × A−→G.
Example 2.3: (a) Let C : Z 2 × Ice−→Z be as in Example 2.1(c). Any i ∈ Ice defines a set of directed 'paths' through the plane, each without beginning or end. If ζ is a trail from y to z in Z 2 , then C(ζ, i) = #{paths which cut across ζ going left} − #{paths which cut across ζ going right}. In particular, if ζ is the counterclockwise boundary of a region U ⊂ Z 2 , then C(ζ, i) = #{paths entering U} − #{paths leaving U} = 0 (because every path which enters U must leave).
Any p ∈ Pth defines a set of undirected paths in two colours, say 'blue' and 'red'. If ζ is a trail from y to z in Z 2 , then
2 , where b is the parity of blue paths crossing ζ, and r is the parity of red paths. ♦ If C 1 and C 2 are have local rules c 1 , c 2 : E × A (R) −→G, then C 1 ≈ C 2 iff there is some local transfer function b : A (r) −→G (for some r ≤ R − 1) such that:
For any e ∈ E and a ∈ A (R) , c 2 (e, a) = b(a B(e,r) ) · c 1 (e, a) · b(a B(r) ) −1 .
Fundamental cocycles: Fix a cocycle C * : Example 2.4: (a) Suppose C : Z D × B−→G is cocycle on B, and we define Φ * C :
If Φ has radius R, and C is locally determined with radius r, then Φ * C is locally determined with radius r + R.
In particular, if Φ :
D is a cellular automaton, and Φ(A) ⊆ A, then Proposition 2.5(c) yields a group endomorphism Φ * :
by Example 2.2(b).] If
A has an abelian fundamental cocycle, then this cohomological endomorphism Φ * takes a simple form. To see this, let End (G) be the set of endomorphisms of G. If (G, ·) is an abelian group, then End (G) is an abelian group under pointwise multiplication.
, and one of the following is true:
, as follows:
, as follows: 
This is clearly an equivalence relation. Assume Y is connected; then every homotopy class of π 1 (Y) can be represented as a trail in Y, and two such trails are Y-homotopic iff they belong in the same class of π 1 (Y). Hence we can treat π 1 (Y) as a group of Y-homotopy classes of Y-trails.
Poles and Residues
If a ∈ A, and ζ = (z 0 , z 1 , . . . , z N ) ⊂ G r (a) is a closed trail in G r (a), then we can define c(ζ, a) as in eqn.(4) (see also [Sch98, p.1489] ). This yields a natural algebraic invariant for range-r codimension-two defects:
The corresponding result for projective codimension-two defects is as follows:
If the homomorphism Res r a C in Proposition 2.7 is nontrivial, we say that a has a C-pole (of range r), and Res r a C is called the C-residue of a, by analogy with complex analysis. In this analogy, elements of A are like entire functions, elements of A with codimension-two defects are like meromorphic functions, and C(ζ, a) is like a contour integral. If the function Res a in Theorem 2.8 is nontrivial, we say that a has a (projective) G-pole, and Res a is called the G-residue of a.
Example 2.9: (a) Let C : Z 2 × Ice−→Z be as in Example 2.1(c), and let i ∈ Ice be the configuration shown in Figure 1(D) , having a codimension-two defect. If ζ is any simple, closed clockwise trail around this defect, then C(ζ, i) = 8. Observe that π 1 (G ∞ (i)) ∼ = Z is the cyclic group generated by ζ. For any ζ n ∈ π 1 (G ∞ ), we have Res i (C, ζ n ) = 8n. Thus, i has a projective pole, and hence, an essential defect.
for some finite r > 0. For example, let C : Z 2 × Pth−→(Z /2 ) 2 be as in Example 2.1(d), and let p ∈ Pth be the configuration shown in Figure 1 (E), having a codimension-two defect with three components, labelled 1 , 2 , and 3 . For k = 1, 2, 3, let ζ k be a simple clockwise loop going around k , and not around the other two defects. Then C(ζ 1 , p) = (1, 1), C(ζ 2 , p) = (0, 1), and C(ζ 3 , p) = (1, 0). Hence, each of the defects 1 , 2 , and 3 individually is a nontrivial range-1 pole. However, π 1 (G ∞ (p)) ∼ = Z is the cyclic group generated by a simple closed curve ζ that goes around all three defects, and 
Proof: It suffices to check (a) this when ζ and ζ ′ differ by an elementary homotopy, which can be done by combining eqn. (5) 
∈ G is a homomorphism. First, note that, for any C ∈ H 1 dy (A, G), with any radius R > 0, we can find some representative of ζ in π 1 (G R , ω) [because ζ ∈ π 1 (G ∞ , ω)]. Hence C(ζ, a) is always well-defined. Furthermore, the value of C(ζ, a) depends only on the cohomology class of C, by Lemma 2.10(b). Now, let C 1 , C 2 ∈ H 1 dy (A, G), and C := C 1 · C 2 ; it follows from eqn.(4) that C(ζ, a) = C 1 (ζ, a) · C 2 (ζ, a).
is a homomorphism. Now, C is locally determined (say, with radius r), because G is discrete. Thus, Proposition 2.7 yields a homomorphism Res
This yields a commuting cone of homomorphisms: 
C ≡ Res
R+r a (Φ * C). 
There is a homomorphism ψ :
Here, ( †) is by applying homomorphism ψ to eqn.(4), and ( * ) is by Lemma 2.10(b) (because
, where ( †) is by Proposition 2.6(b) and Lemma 2.10(b). Then (e) follows from (d). 2
Gaps and Tilt
The domain boundary in Examples 1.5(c,d) are not detected by the spectral invariants of [Piv05b] . However, they can be detected using cohomology. Let C : Z D × A−→G be a locally determined cocycle with radius r > 0 and local rule c : E × A (r) −→G. For any a ∈ A, we define C a :
where ζ is any trail from z to y, and the expression c(ζ, a) is interpreted as in eqn.(4). For example, if C : Z D × A−→Z is a height function [Example 2.1(e)] and a ∈ A, then C assigns a 'height' h(z) := C(z, a) to every point in Z D , so C a (y, z) = h(y) − h(z) is the 'altitude difference' between y and z. Now suppose a ∈ A has a range r domain boundary and let Y := G r (a) have projective connected components Y 1 , . . . , Y N . Assume that a has no codimension-two defects -hence π 1 (Y n ) = 0 for all n ∈ [1...N ]. Thus, if y 1 , y 2 ∈ Y are in the same projective component of Y, then we can define C a (y 1 , y 2 ) by the right-hand expression in (7) (this is path-independent because π 1 (Y n ) = 0). However, if y 1 , y 2 are in different connected components of Y, then C a (y 1 , y 2 ) is not well-defined by eqn.(7), because there is no trail in Y connecting y 1 to y 2 .
Instead, we will define C a up to a constant as follows: first, for each n ∈ [1...N ], choose a reference point y * n ∈ Y n and decree that C a (y * n , y * m ) := e G for all n, m ∈ [1...N ]. Then for any y n ∈ Y n and y m ∈ Y m , define
Let C := c[E × A (r) ] ⊂ G; then C is a finite subset of G, and for any z ∈ Z D and a ∈ A, C(z, a) is an element of the subgroup generated by C. Hence we can assume without loss of generality that
For all g, h ∈ G, (a) |g · h| = |h · g|, and (b) |g · h| ≤ |g| + |h|.
(Hence | | is constant on each conjugacy class of G).
Example 2.12: (a) If G = Z, let | | be the Euclidean norm.
(c) If G is nonabelian, then let q : G−→ G be the abelianization map. Then G is finitely generated (by C := q[C]), so let | | * : G−→N be as in (b). Then define |g| = |q(g)| * for any g ∈ G.
♦ Remarks: A pseudonorm on G is equivalent to a pseudometric d :
and d(g, h) = |gh −1 |. We do not require that d be compatible with the topology of G (although this can always be arranged if G is unimodular; i.e. the left-and right-Haar measures are the same). However, the following theory is trivial unless | | is unbounded (so if G is compact then d shouldn't be topologically compatible with G). ♦
We allow that |g| = 0 or g = ∞ for some g = e. However, we require that (i) ∀ c ∈ C, |c| ≤ 1 and (ii) ∃ c ∈ C with |c| > 0. (This can always be obtained through renormalization, if | | is nontrivial.) It follows that C a satisfies a Lipschitz-type condition: 
If ⋌ C a (Y n , Y m ) = ∞, then we say the domain boundary is a C-gap.
Example 2.14: (a) Let C : Z 2 × Ice−→Z be as in Example 2.1(c), and let i ∈ Ice be the domain boundary configuration shown in Figure 1(A) . Suppose for simplicity that the domain boundary straddles the x axis. Let X and Y be the north and south connected components, respectively. Let x * := (0, 1) ∈ X and y * := (0, −1) ∈ Y, and for all n ∈ N, let x n := (n, 1) ∈ X and y n := (n, −1) ∈ Y, as shown in Figure 1 (A). Then C i (x n , x * ) = n, while C i (y n , y * ) = −n; hence C i (x n , y n ) = 2n, However, |x n − y n | = 2 for all n; hence ⋌ C i (X, Y) = ∞, so this defect is a gap. (b) Let C : Z 2 × Dom−→G := Z /2 * Z /2 be the cocycle from Example 2.1(f). Unfortunately, G does not admit any nontrivial pseudonorms (because every nonidentity element belongs to the same conjugacy class). However, if Z ⊂ G is the cyclic subgroup generated by vh, then (Z, ·) ∼ = (Z, +), and for any d ∈ Dom and 2z ∈ 2Z 2 , C(2z, d) ∈ Z. Let D 2 ⊂ D 2×2 be the alphabet of Dom-admissible 2 × 2 blocks, and let D 2 ⊂ D Z 2 2 be the 'recoding' of Dom in this alphabet. Then 2Z 2 acts on D 2 by shifts in the obvious way, and C yields a cocycle
Let d ∈ Dom be the domain boundary configuration in Figure 1 (B) and let d 2 be its recoding as an element of D 2 . Let x * := (0, 2) ∈ X ∩ (2Z 2 ) and y * := (0, −2) ∈ Y ∩ (2Z 2 ), and for all n ∈ N, let x n := (2n, 2) ∈ X ∩ (2Z 2 ) and y n := (2n, −2) ∈ Y ∩ (2Z 2 ), as shown in Figure 1 
However, |x n − y n | = 2 for all n; hence ⋌ C a (X, Y) = ∞, so this defect is a gap. . Let X and Y denote the eastern and western domains (assume the boundary straddles the y axis). Let x * := (−2, 0) ∈ X ∩ (2Z 2 ) and y * := (2, 0) ∈ Y ∩ (2Z 2 ), and for all n ∈ N, let x n := (−2, 2n) ∈ X ∩ (2Z 2 ) and
However, |x n − y n | = 2 for all n; hence ⋌ C a (X, Y) = ∞, so this defect is a gap. (d) If C is a cocycle into a finite group, then there can be no C-gaps. For example, the cocycle C : Z D × Pth−→(Z /2 ) 2 of Example 2.1(d) admits no gaps. ♦ If (G, ·) is a group, then a G-gap is a C-gap for some C ∈ H 1 dy (A, G). We say the gap is sharp if, for all R ≥ r ≥ 0, there is some constant K = K(R, r) ∈ N such that, for any y ∈ G r (a), there exists some x ∈ G R (a) which is trail-connected to y in G r (a), with d r,a (x, y) ≤ K. Heuristically, this means that the defect field F a does not have arbitrarily large 'flat' areas, and that the gap does not ramify into lots of 'tributaries'. For example, if A is a subshift of finite type, and the defect set D(a) is confined to a thickened hyperplane [as in Examples 2.14(a,b,c)], then the gap is sharp. 
Here, (⋄) is by eqn.(8), ( †) is by eqn.(7), ( ‡) is by eqn.(9a), and ( * ) is by eqn.(9b).
Likewise, C † a (y n , y m ) ≤ C a (y n , y m ) + c n + c m (by symmetric reasoning). Thus, 
Substitute into eqn.(10) to see that
is finite. Furthermore, part (a) says that we can assume without loss of generality that y * n and y * m are chosen such that b(a B(y * n ,r) ) = b(a B(y * m ,r) ). Thus, for any y n ∈ Y n and y m ∈ Y m ,
Here, (⋄) is by eqn. (8) 
Proof of Theorem 2.15: (a) Let Y := G r (a) have a sharp gap, but suppose (by contradiction) that the defect in a is removable. Thus, there is some R ≥ r and b ∈ A such that b X = a X , where X := G R (a). By Lemma 2.16(a), we can assume without loss of generality that {y * 1 , . . . , y * N } are in X, and were chosen so that C b (y * n , y * m ) = 0 for all n, m ∈ [1...M ]. It follows that C a (x 1 , x 2 ) = C b (x 1 , x 2 ) for all x 1 , x 2 ∈ X. Let K = K(R, r) be the constant arising from the sharpness of the gap.
Claim 1: For all y 1 , y 2 ∈ Y, C a (y 1 , y 2 ) ≤ |y 1 − y 2 | + 4K.
Proof: Suppose y 1 (resp. y 2 ) is in projective component Y 1 (resp. Y 2 ) of Y. For n = 1, 2, there exists x n ∈ X ∩ Y n such that d r,a (x n , y n ) ≤ K (by definition of 'sharpness'). Then (b) Suppose a ∈ A has a C-gap for some C ∈ Z 1 dy (A, G), and let a ′ := Φ(a). There exists
Homotopy Defects for Subshifts of Finite Type
We will introduce homotopy/homology groups for Wang tile systems and subshifts of finite type, generalizing the constructions of [CL90, GP95] . Nontrivial elements of these groups represent codimension-(d + 1) 'obstructions' to the hole-filling problem, and can be used to characterize codimension-(d + 1) defects. This section's main results are Theorem 3.7 and Corollary 3.8. Let (G, +) be an abelian group, and let
Canonical cell complex of R
be the group of cocycles. We say C is a coboundary if there is some cobounding function
Let C denote the cohomology class of C. , we have C(w→x) + C(x→y) + C(y→z) + C(z→w) = 0. Equivalently, C(w→x) + C(x→y) = C(w→z) + C(z→y). By induction, this is equivalent to saying: for any w, z ∈ Z D and any two chains ζ, ζ
e. any two 'paths' fromẇ toẏ), we have C(ζ) = C(ζ ′ ). Thus, C defines a functionC :
] is any 1-chain with ∂ 1 (ζ) = (ẏ −ẇ). The functionC is a two-point cocycle, by which we mean:
Conversely, any two-point cocycleC :
Also, C ∈ B 1 iff there exists b : Z D −→G such that, for any one-cell (y→z), we have 
be the dth homotopy group of W.
Let (G, +) be an abelian group, and let
be the dth homology group and cohomology group respectively (with coefficients in G). We will briefly review how to construct these groups in terms of the cellular structure of X. 
There is a natural 'coboundary'
Example 3.2: (a) Let D = 2, so that W is a set of two-dimensional square tiles with edge-matching conditions (e.g. edge 'colours'). Then π 1 (W) is the Conway-Lagarias tile homotopy group of [CL90, §3]; see also [Thu90] , [Pro97] or [Rei03, §4] .
To see this, note that X is a two-dimensional cell-complex obtained by taking a collection X of W-labelled unit squares and gluing them along their edges in accordance with the edge-matching conditions of W. For example, Figure 3 shows a fragment of the tile complex for the domino tiles Dom from Example 1.5(b). Let H (resp. V) be the set of 'colours' of horizontal (resp. vertical) tile edges in W. Assume that H and V are disjoint, and let C be the free group generated by H ⊔ V. Any element of π 1 (W) corresponds to a continuous function ξ : S 1 −→X 1 -i.e. a closed continuous path along the edges of the tile complex, beginning and ending at zero. The function ξ defines an element c
where c 1 is the colour of the first edge traversed by ξ and we put c +1 if ξ heads east or north along Figure 3 . A fragment of the tile complex X for Dom. The elements of X 0 are in bijective correspondence with Z 2 . Between each pair of adjacent vertices in X 0 , we adjoin two edges: one 'straight' edge, and one 'notched' edge; we define X 1 to be the union of all these edges. In every square bounded by four vertices of X 0 , there are four distinct 2-cells, each of which has exactly three 'straight' edges and one 'notched' edge (four such 2-cells are depicted in the figure). We define X 2 to be the union of all such 2-cells.
this edge, and c −1 if ξ heads west or south. Likewise c 2 the colour of the second edge, with the same sign convention, and so on. The word c [i] If N , E, S, and W are the total # of northward, eastward, southward, and westward edges (as indicated by the colours and sign conventions), then N = S and E = W .
[ii] c 1 and c k must be the colours of edges coming into or out of the vertex x. (b) Let I be as in Example 1.5(a). We apply (a) to show that π 1 (I) ∼ = Z. In this case, H := {A, V } and V := { , }, and N is the normal subgroup generated by There are two problems, however:
[i] There are many different Wang tile representations for any SFT, and none of them is 'canonical'. Different Wang representations may yield non-isomorphic groups.
[ii] Wang tile representations (and hence, the corresponding homotopy/homology groups) do not behave well under subshift homomorphisms (e.g. cellular automata).
To obviate these problems, we use an inverse limit which encompasses 'all possible' Wang tile representations within a single algebraic structure. • W r -tilings of R D (satisfying the relevant edge-matching constraints).
Throughout this section, let
• Continuous sections ς : R D −→X r of Π r .
Fix a ∈ A, and let a r := a B(r) , so that 0 a r is a D-cell in X r . Let x r = x r (a) be the unique element of the singleton set Π Suppose (A, σ) is topologically weakly mixing. Then: which is independent of the choice of path. This yields a commuting ladder with canonical isomorphisms for rungs:
is not trivial, and γ and η are non-homotopic paths from x r (a) to x r (b), then in general γ * = η * . Hence, η −1 *
• γ * will be a nontrivial automorphism of π 1 (X r , x r (a)). Indeed, if α := ← η ⋆γ, then α is a closed loop based at x r (a), hence α ∈ π 1 (X r , x r (a)), and the automorphism η
is abelian, then all inner automorphisms are trivial; hence α * = Id, hence γ * = η * after all. Thus, the isomorphism I 2
If any of the conditions of Proposition 3.3 is satisfied, then we say that A is basepoint-free in codimension d+1. We will then write "π d (A)" to mean "π d (A, a)", where a ∈ A is arbitrary.
Proof: We will prove the statements for π k . The (co)homological versions are analogous.
(b) Let R be the radius of A, and recall that (A, a r ) , because A is basepoint-free. This yields a commuting ladder of homomorphisms, which defines homomorphism of inverse limits:
(c) For any r ≥ R, the inclusion map β r : 
, ω], and we have a commuting diagram
Combining the commuting ladders (15) for a and b, along with copies of the square (16) for each r ∈ N, we obtain a 'commuting girder' of homomorphisms:
which yields the commuting square (14) of colimit homomorphisms. 2
We call π k a (resp. H k a or H k a) the kth homotopy (resp. (co)homology) signature of a; if it is nontrivial, we say a has a homotopy (resp. (co)homology) defect of codimension (k + 1). The next result is analogous to Proposition 2.11(b): [i]C comes from C via (a).
[ii] C comes fromC via (b).
[iii] C comes from C via (c).
(e) If C 1 , C 2 ∈ Z 1 eq (A, G), and C 1 , C 2 ∈ Z 1 dy (A, G) are related to C 1 and C 2 as in (c), then (C 1 ≈ C 2 ) ⇐⇒ ( C 1 ≈ C 2 ). 
where ( * ) is the additive version of eqn.(4). ♦
To generalize the notion of 'locally determined' cocycles from §2.1, we need some notation. We say that a has a C-pole of range r if there is some d-cycle ζ ∈ Z d [G r (a)] such that C(ζ, a) = 0. We say that a has a projective C-pole if a has a C-pole of range r for all large enough r ∈ N. We say that a has a projective (G, d)-pole if a has a projective C-pole for some C ∈ Z d eq (A, G). We will call this a "d-pole" (resp. "G-pole") if G (resp. d) is either arbitrary or clear from context. Proof: (by contradiction) Suppose a had a removable defect; we will show that a has no projective d-poles. Let a ′ ∈ A and suppose a ′ agrees with a on G r (a) for some r ∈ N.
Claim 1: For all R ≥ r, a has no d-poles of range R. 18) is not.
(b) If a has a projective C-pole, then for every large r ∈ N, there is some ζ r ∈ Z d [G r (a)] such that C(ζ r , a) = 0. We can further assume that for every R ≥ r, the cycle ζ R is homologous to ζ r in G r (a). We could then define 'projective C-poles' by treating C as a function on the inverse limit group H d [G ∞ (a)] in the obvious way, but we will restrain ourselves. ♦
Invariant Cohomology for Subshifts of Finite Type:
The goal of this section is to determine when d-poles are persistent under a cellular automaton. To do this, we will introduce another cohomology group H
