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Abstract
In these notes we review the S-matrix theory in (1+1)-dimensional integrable mod-
els, focusing mainly on the relativistic case. Once the main definitions and physical
properties are introduced, we discuss the factorization of scattering processes due to
integrability. We then focus on the analytic properties of the two-particle scattering
amplitude and illustrate the derivation of the S-matrices for all the possible bound
states using the so-called bootstrap principle. General algebraic structures underlying
the S-matrix theory and its relation with the form factors axioms are briefly mentioned.
Finally, we discuss the S-matrices of sine-Gordon and SU(2), SU(3) chiral Gross-Neveu
models.
This is part of a collection of lecture notes for the Young Researchers Integrability
School, organized by the GATIS network at Durham University on 6-10 July 2015.
In loving memory of Lilia Grandi
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1 Introduction
The S-matrix program is a non-perturbative analytic approach to the scattering problem
in quantum field theory (QFT), whose origins date back to works by Wheeler [1] and
Heisenberg [2]. The main purpose of the program was to overcome the problems of QFT
related on one hand to the divergences emerging from standard perturbative methods, and
on the other to the discovery, in the 1950s and 60s, of many hadronic resonances with high
spin.
The idea, further developed by Chew [3], Mandelstam [4] and many others, was to compute
scattering amplitudes and mass spectra without the use of a Lagrangian formulation, by
imposing analytic constraints on the S-matrix, that is the operator relating initial and final
states in a scattering process, and by giving a physical interpretation of all its singularities.
Moreover, higher spin particles were treated on the same footing as the fundamental ones.
This latter aspect will be illustrated in these notes when the so-called bootstrap principle
is discussed.
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Unfortunately, after the initial successes, not many quantitative results were obtained
in real-world particle physics. Moreover, the search for exact S-matrix models was finally
discouraged by the Coleman-Mandula theorem [5], stating that QFT models in d > 2 space-
time dimensions, with higher-order conserved charges, can only have trivial S-matrices.
However, between the 1970s and 80s the program was given a new boost in the context
of d = 2 integrable theories, whose S-matrices are non trivial and can be uniquely fixed.
Furthermore, as we will see, knowing the amplitudes for the scattering between two-particle
states is sufficient, at least in principle, to reconstruct the correlation functions of the
theory, through the form factor program.
The S-matrix plays an essential role also in calculating the spectrum of integrable theories.
Both in the large volume approximation, through the derivation of the asymptotic Bethe
ansatz, reviewed in [6], and at finite volume, being the key ingredient of techniques like
the Lu¨scher formulas [7] and the thermodynamic Bethe ansatz (TBA), reviewed in [8].
We believe that this is one of the strongest reasons to study the integrable S-matrix theory,
which is the subject of these lectures. In particular, we will try to describe in a pedagogical
way some of the fundamental concepts developed in this research field, assuming that the
reader is familiar with the basics of quantum mechanics and special relativity. In order to
give a deeper understanding of a few technical aspects, calculations will be described in full
detail in some simple cases only. These tools and ideas can be then adapted to the study
of much more complicated systems and the interested reader may find more complete and
advanced discussions on the many important applications of such techniques in the quoted
references. Since we could not cover the enormous literature on the subject, we selected a
few reviews and original papers concerning the models discussed in these notes.
In particular, the lectures focused mostly on relativistic cases and were built mainly on
the book by Mussardo [9], the lectures by Dorey [10] and the paper by Zamolodchikov and
Zamolodchikov [11]. For the important non-relativistic case of AdS5/CFT4, the reading
of [12], especially chapter 3, is suggested, as well as the reviews [13, 14] and the seminal
papers [15–19], and [20] for an overview of many other recent developments in the context
of gauge/gravity dualities.
The outline of the lectures is the following: after the introduction of the necessary defini-
tions, with a brief description of the S-matrix physical properties, the main ideas underlying
the demonstration of the factorization property for integrable S-matrices will be explained.
Then we will focus on two-particle S-matrices, including those for the processes involving
bound states, and on their analytic and algebraic properties.
A few examples, regarding two-particle S-matrices of the sine-Gordon and chiral Gross-
Neveu models, will be given.
The latter theories will be used also to explain the links between S-matrices and correlation
functions, through a very introductory discussion on the form factor program in integrable
models. This part is built mainly on the paper [21] and the review [22] (see also [23, 24],
the book [25] and the recent review [26], that includes a discussion of the S-matrix in d = 2
theories and applications to critical phenomena).
Finally, we conclude with a short guide to the literature about recent developments on
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S-matrices in AdS/CFT correspondences.
2 Asymptotic states and the S-matrix
2.1 Definitions
It is well known that in quantum mechanics the time evolution of a system can be defined
through an unitary operator U(t, t0), which generates the state |ψ(t)〉 by acting on a state
|ψ(t0)〉:
|ψ(t)〉 = U(t, t0)|ψ(t0)〉 . (2.1)
In order to study a scattering process, actually, it is not necessary to know U(t, t0) at any
values of t, t0, but it is enough to know it at t0 → −∞ and t→ +∞. Indeed, if we assume
that interactions among particles occur in a very small region of the space-time, then, very
far away from the interaction region, we can treat them as free particles. Thus we need to
define in a formal way these quantum states of free excitations introducing the so-called
asymptotic states
|p1, p2, . . . , pn〉in/outa1a2...an , (2.2)
where n is the number of particles, pi are their momenta and indices ai label their flavors.
Essentially, the asymptotic states describe wave packets with approximate positions at
given times: in particular, n free particles at time t → −∞ for the in states and at
t→ +∞ for the out ones. We choose the order of momenta to be p1 > p2 > · · · > pn. Any
intermediate state can equivalently be expanded on the in or out bases.
The S-matrix is defined as the linear operator that maps final asymptotic states into initial
asymptotic states (or vice versa, depending on the convention adopted, related to the
inversion of such operator):
| . . . 〉in = S| . . . 〉out . (2.3)
Written in components, this reads
|p1, p2, . . . , pn〉ina1,a2,...,an (2.4)
=
∞∑
m=2
∑
p′1>···>p′m
b1,...,bm
Sb1,...,bma1,...,an (p1, . . . , pn; p
′
1, . . . , p
′
m)
∣∣p′1, p′2 . . . , p′m〉outb1,b2,...,bm ,
where the second line actually involves integrals in p′1, p′2 . . . , p′m.
Hence S is the time evolution operator from t = −∞ to t = +∞:
S = lim
t0→−∞
t→∞
U(t, t0) . (2.5)
If the system has an Hamiltonian
H = H0 +HI , (2.6)
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where H0 is the Hamiltonian of the free system and HI = HI(t) is the interaction part in
the interaction (Dirac) picture1, then S can be expressed as
S = T exp
[
−i
∫ +∞
−∞
dtHI(t)
]
, (2.7)
where T denotes the time-ordering for the series expansion of the exponential in (2.7).
2.2 General properties
In this section we discuss some general assumptions motivated by physical properties ful-
filled by usual QFTs. As previously mentioned, interactions among particles are assumed
to occur only at short range. Another obvious assumption is the validity of the QM su-
perposition principle, meaning that asymptotic states form a complete basis for initial and
final states and any in state can be expanded in the basis of out states and vice versa,
through the time evolution linear operator S, as expressed by (2.3). Moreover, probability
conservation implies that
1 =
∑
m
|〈m|S|ψ〉|2 , (2.8)
where |ψ〉 = ∑n an|n〉 and |m〉, |n〉 are orthogonal, complete basis vectors generating the
Hilbert space of the asymptotic states. Then one can show that
1 =
∑
m
|〈m|S|ψ〉|2 =
∑
m
〈ψ|S†|m〉〈m|S|ψ〉 = 〈ψ|S†S|ψ〉 =
∑
n,m
a∗nam〈n|S†S|m〉 , (2.9)
meaning that the S-matrix has to be unitary : S†S = 1. We will refer to this property also
as physical unitarity. Working mainly with relativistic theories, we will be interested in the
consequences of Lorentz invariance. In particular, given a generic Lorentz transformation
denoted by L|m〉 = |m′〉, requiring invariance under such transformation at the level of the
S-matrix is equivalent to
〈m′|S|n′〉 = 〈m|S|n〉 . (2.10)
In order to explain the consequences of this assumption, let us consider a two-to-two-
particle scattering process, where the incoming (outgoing) particles have momenta p1, p2
(p3, p4). In a relativistic (1+1)-dimensional theory, energies and momenta of the particles
involved in such scattering process can be conveniently encoded in a set of relativistic
invariants, called Mandelstam variables [4]:
s = (p1 + p2)
2 , t = (p1 − p3)2 , u = (p1 − p4)2 , (2.11)
where pi = (p
(0)
i = Ei, p
(1)
i ). Because of the conservation law p1 + p2 = p3 + p4 and the
on-shell condition p2i = m
2
i , then s+ t+ u =
∑4
i=1m
2
i . Hence the amplitude depends only
1In this representation, both states and operators depend on time, then a generic physical state is
defined as |sI(t)〉 = eiH0t|sS(t)〉, where |sS(t)〉 is the corresponding state in the Schro¨dinger picture. Then
a generic operator in interaction picture is given in terms of the operator in Schro¨dinger representation by
OI = OI(t) = e
iH0tOSe
−iH0t.
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on these Lorentz-invariant combinations of momenta, and in particular, since they are not
independent, on two Mandelstam variables only.
Now, momenta and energies can be parametrized respectively as pi = mi sinh θi and Ei =
mi cosh θi in terms of the rapidity variable θ, while Mandelstam variables can be written
as
s = m21 +m
2
2 + 2m1m2 cosh(θ12) , (2.12)
t = m21 +m
2
3 − 2m1m3 cosh(θ13) , (2.13)
u = m21 +m
2
4 − 2m1m4 cosh(θ14) , (2.14)
where we introduced the notation θij = θi − θj . Then Lorentz invariance implies that the
scattering phases depend only on the difference of the rapidities.
Another fundamental assumption is the so-called macrocausality, that play a fundamental
role in the factorization property discussed in the next section. Roughly speaking, macro-
causality tells us that outgoing particles can propagate only once the interaction among the
incoming ones has happened, where “macro” means that this property can be violated on
microscopic time scales. Finally, we will assume the analyticity of the S-matrices, namely
they will be assumed to be analytic functions in the θ-plane with a minimal number of
singularities dictated by specific physical processes.
3 Conserved charges and factorization
In a QFT, the notion of integrability is related to the existence of an infinite number of in-
dependent, conserved and mutually commuting charges Qs. Then they can be diagonalized
simultaneously:
Qs|p〉a = q(a)s (p)|p〉a . (3.1)
If they are local, i.e. they can be expressed as integrals of local densities, then they are
additive:
Qs|p1, . . . , pn〉a1,...,an = (q(a1)s (p1) + · · ·+ q(an)s (pn))|p1, . . . , pn〉a1,...,an . (3.2)
Integrability has dramatic consequences on the form of the S-matrix: in d > 2 dimensions
the Coleman-Mandula theorem [5] states that, even with a single charge being a second
(or higher) order tensor, the theory has a trivial S-matrix: S = 1.
In (1+1) dimensions, instead, S-matrices do not trivialize. However, integrability is still
very constraining and in particular we show that it implies
1. no particle production;
2. final set of momenta = initial set of momenta;
3. factorization.
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Points 1. and 2. can be understood as follows. If a charge Qs is conserved, then an initial
eigenstate of Qs with a given eigenvalue must evolve into a superposition of states sharing
the same eigenvalue:
n∑
i∈in
q(ai)s (pi) =
m∑
j∈out
q
(bj)
s (p
′
j) . (3.3)
Since we have an infinite sequence of such constraints, these imply that n = m and pi = p
′
j
(q
(s)
ai = q
(s)
bi
, i = 1, . . . , n), namely the number of particles is the same before and after
scattering and the initial and final sets of momenta are equal: in a word, the scattering is
elastic.
3.1 Factorization and the Yang-Baxter equation
In order to show point 3., that is the factorization of n-particle scattering into a product
of two-particle events
Sn(p1, . . . , pn) =
n−1∏
i=1
n∏
j=i+1
S2(pi, pj) , (3.4)
we begin by an heuristic argument due to Zamolodchikov and Zamolodchikov [11].
Let us consider an n-particle configuration space (Rn), with particles interacting at short
range R. Then it is possible to consider n! disconnected domains where the particles, with
a permutation σ of ordered coordinates xσ1 < xσ2 < · · · < xσn and momenta pσ1 > pσ2 >
· · · > pσn , are very far apart (|xσi+1 − xσi |  R), so that they can be considered free.
Because of points 1. and 2., the wave function describing the particles in any single domain
is a superposition of a finite number of n-particle plane waves:
ψσ(x1, . . . , xn) =
∑
σ′
c(σ, σ′) exp[i(pσ′1xσ1 + · · ·+ pσ′nxσn)] , (3.5)
with σ, σ′ being permutations of p1, . . . , pn allowed by the conditions of no particle produc-
tion and conservation of momenta: basically, the set of momenta can only be reshuffled by
scattering.
Since we assumed the existence of an asymptotic region (of free motion) for any permutation
of particles, then the scattering process can be thought as a plane wave propagating from
one of these asymptotic regions to another by passing through boundary interaction regions.
Thus the propagation path can always be chosen in a way such that it goes through
interaction regions where only two particles are so close to interact. For example, let us
take those two particles as particle 1 and 2, then such region is identified by
|x1 − x2|  R , |x1 − xj |  R , |x2 − xj |  R , |xi − xj |  R , i, j = 3, 4, . . . . (3.6)
In this way only one particle at a time can overtake another, until all the particles starting
from the configuration (x1, p1), . . . , (xn, pn) have overtaken each other, to reach the config-
uration (x1, pn), . . . , (xn, p1). All the other possible choices of paths connecting the same
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initial and final configurations, passing also through boundary regions with more than two
interacting particles, have to give the same final result for the total scattering amplitude.
Not completely satisfied by this heuristic proof, we want to discuss a more rigorous ar-
gument, that dates back to [27] and [28]. For the reader interested in the details of the
demonstration we refer to those papers and to [29], while what follows is mainly inspired
by the review [10]. Demonstrations based on different approaches are given in [30] and,
using non-local charges2, in [31].
Let us start by considering a wave packet
ψ(x) =
∫ +∞
−∞
dp exp[−a2(p− p0)2] exp[ip(x− x0)] , (3.7)
with position and momentum centered around x0 and p0 respectively. We act on ψ(x) with
an operator eicQs , where c is an arbitrary constant and Qs is a conserved tensor of order
s. The resulting wave function is given by
ψ˜(x) =
∫ +∞
−∞
dp exp[−a2(p− p0)2] exp[ip(x− x0)]eicps , (3.8)
i.e. eicQs |p〉 = eicps |p〉, since under a Lorentz transformation Qs transforms as s copies of
the total momentum P = Q1.
Now, the wave packet is localized at a new position x = x0− scps−10 , that is where the new
phase is stationary (φ′(p0) = 0 with φ(p) = −a2(p − p0)2 + ip(x − x0) + icps). Thus the
charge with s = 1, the total momentum, translates all the particles by the same amount
c. In the case s > 1, instead, particles with different momenta are displaced by different
amounts. In what follows, actually, we actually only need a couple of conserved charges
Qs, Q−s, with s > 1 [29].
Let us then consider a scattering process with two incoming and m outgoing particles: the
related scattering amplitude is
a3,...,am+2〈p3, . . . , pm+2|S|p1, p2〉a1,a2 , (3.9)
where the momenta are ordered as p1 > p2; p3 > p4 > · · · > pm+2. Now, the assumption of
macrocausality for the S-matrix essentially tells us that the scattering amplitude is nonzero
only if the outgoing particles are created after the incoming ones. In other words, the time
t12 when the incoming particle 1 collides with particle 2 has to be smaller than the time t23
when the slowest incoming particle (particle 2) interacts with the fastest outgoing particle
(particle 3): t23 ≥ t12.
Since the charge Qs commutes with the S-matrix, we can use it to rearrange initial and
final configurations without changing the amplitude:
a3,...,am+2〈p3, . . . , pm+2|S|p1, p2〉a1,a2 = a3,...,am+2〈p3, . . . , pm+2|e−icQsSeicQs |p1, p2〉a1,a2 .
(3.10)
2See [32] for a definition of those charges on the basis of [31].
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Figure 1: Three-particle scattering amplitudes.
This means that, with a suitable choice of c, t23 can be made smaller than t12, and, if any
of the outgoing particles is different from the incoming ones, then the amplitude vanishes,
following the macrocausality principle.
Therefore the only possibility is that one has just two outgoing particles with the same
momenta p1, p2 as the incoming ones. With this we have shown that the scattering has to
be elastic.
In order to prove the factorization, we have to consider processes with more than two
particles. In this case, we know now that, acting with a charge like in (3.10), we can
separate the trajectories of the particles as much as we want without changing the resulting
amplitude, and then also the points of interaction between couples of particles (which we
know now can produce only couples of particles with momenta equal to the incoming ones):
then the total scattering can happen as a sequence of two-particle interactions.
In other words, considering the three-particle example, the three types of possible collision
shown in figure 1 can be obtained by suitable actions of eicQs with different values of c.
As all of these commute with the Hamiltonian and the S-matrix, then they have to give
physically equivalent processes.
This equivalence is formalized in the famous Yang-Baxter equation (YBE) [33]:
S23S13S12 = S12S13S23 , (3.11)
where for simplicity we labeled the S-matrices just by the labels of the particles of kind
1, 2, 3 involved in a three-particle process. We can write (3.11) in components in order to
show the matrix elements involved in a generic non-diagonal process, where exchanges of
flavors among particles are possible, in the following way (see also figure 2):∑
c1,c2,c3
Sc1c2a1a2(θ12)S
b1c3
c1a3(θ13)S
b2b3
c2c3 (θ23) =
∑
c1,c2,c3
Sc2c3a2a3(θ23)S
c1b3
a1c3(θ13)S
b1b2
c1c2 (θ12) . (3.12)
The generalization to n-particle is straightforward. A four-particle process can be always
separated in a three-particle one, for which the YBE (3.12) is already shown, and three
two-particle processes, by displacing a particle. Then the YBE is proven for four-particle
processes. In the same way one decomposes a five-particle scattering in processes involving
at most four particles, and so on.
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Figure 2: Yang-Baxter equation.
Now we can understand better why in d > 2 the S-matrix of an integrable theory must be
trivial: essentially, in d > 2 it is always possible to move the trajectories of the particles to
create equivalent scattering processes where particles are not crossing each other.
4 Two-particle S-matrix
From the discussion of the previous section, it turns out that any n-particle scattering
process in integrable theories is completely determined by the knowledge of the two-particle
S-matrix. Therefore, in this section, we will focus on general physical properties and the
analytic structure of two-particle S-matrices.
4.1 Properties and analytic structure
Following the general definition (2.4), in the case of a two-particle elastic scattering with
incoming (outgoing) rapidities θ1, θ2 (θ3, θ4) we have θ1 = θ4, θ2 = θ3 and S = S(θ1 − θ2).
A two-particle elastic relativistic S-matrix is then given by
|θ1, θ2〉ini,j = Sklij (θ1 − θ2) |θ1, θ2〉outk,l , (4.1)
with θ1 > θ2, and represented graphically in figure 3. In terms of Mandelstam variables,
u = 0 and t(θ12) = s(ipi − θ12), then the S-matrix depends only on one variable, say
S = S(s).
Now, we want to answer the question of how to determine the two-particle S-matrix ele-
ments. Let us begin from the constraints given by discrete symmetries usually respected
by physical QFTs. If the theory is invariant under reflection of space coordinates, i.e.
under parity, it means that looking at figure 3 from left to right or from right to left has to
be equivalent. Namely, the particles i and k can be exchanged with j and l respectively,
leaving the amplitudes unchanged:
Sklij (θ) = S
lk
ji (θ) . (4.2)
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Figure 3: Two-particle elastic S-matrix element Sklij (θ1 − θ2).
Analogously, the symmetry under time reversal implies that the amplitude represented in
figure 3 is the same if we look at it from bottom to top or vice versa, then by exchanging
particles i and l, j and k:
Sklij (θ) = S
ji
lk(θ) . (4.3)
If a theory is invariant under charge conjugation, then we require that the S-matrix does
not change under conjugation of the particles involved in the scattering process:
Sk¯l¯i¯j¯ (θ) = S
kl
ij (θ) , (4.4)
where we denoted the charge-conjugated particles by barred indices.
Now, in order to study the analytic properties of the S-matrix, we recall the definitions
(2.11) of the Mandelstam variables. From their definitions (2.11), it is easy to understand
that s, t and u are the square of the center-of-mass energies in the channels defined by the
process i+ j → k + l (s-channel), i+ l¯ → k + j¯ (t-channel) and i+ k¯ → l + j¯ (u-channel)
respectively, as depicted in figure 3. In a physical process, θi − θj has to be real, then s
has to be in the so-called physical region, defined by s+ = s+ i0 and s ≥ (mi +mj)2, i.e.
slightly above the right cut in the first of figure 4 (a).
Then let us study the analytic continuation of S(s) to the s-plane. We begin by imposing
unitarity in the physical region:
Sklij (s
+)(Smnlk )
∗(s+) = δni δ
m
j . (4.5)
According to the analyticity assumption, the S-matrix in the physical region is the bound-
ary value of a function that is analytic in the whole s-plane, then the unitarity property
(4.5) can be extended to the so-called hermitian analyticity :
Sklij (s
∗) = (Sijkl)
∗(s) . (4.6)
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Figure 4: S-matrix analytic properties in the s-plane (a) and θ-plane (b). U and C stand
for unitarity and crossing transformations, respectively.
Adding to this property the time reversal symmetry, we get a stronger condition, that is
the real analyticity3:
Sklij (s
∗) = (Sklij )
∗(s) , (4.7)
i.e. the S-matrix is real for real values of s and (mi−mj)2 ≤ s ≤ (mi +mj)2. This means,
in general, that real S-matrices do not describe physical processes.
Another fundamental property constraining relativistic S-matrices is the crossing sym-
metry, meaning that the process in figure 3 has to be read equivalently along the s- and
t-channels:
Sklij (s) = S
j¯k
l¯i
(t) , (4.8)
where, as in (4.4), barred indices denote charge-conjugated particles or anti-particles, that
can be considered also as particles propagating backwards in time. In terms of the rapidity,
since t(θ) = s(ipi − θ), crossing symmetry can be written as
Sklij (θ) = S
j¯k
l¯i
(ipi − θ) . (4.9)
In particular, denoting by C the charge-conjugation operator, crossing symmetry can be
written also as
Sklij (θ) = CjnSnkmi(ipi − θ)Cml . (4.10)
Note that relation (4.10) involves a dynamical transformation - in contrast to unitarity or
discrete symmetries, where only the matrix form is involved - on the rapidity. As we will
3See an interesting discussion on hermitian and real analyticity of the S-matrix, and their interplay,
in [34] and references therein.
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see in section 4.3 and in the examples of section 8, crossing symmetry plays a fundamental
role in fixing the scalar factors of the S-matrices. It is a property that profoundly reflects
the relativistic invariance of the theory, since it uses the invariance of physical processes
under exchange of space and time, i.e. under rotation of the s-channel to the t-channel.
However, it is possible to generalize crossing symmetry to non-relativistic theories like
AdS/CFT thanks to its formulation in completely algebraic ways [17, 19], that will be
discussed in sections 4.2 and 6.
Turning back to the relativistic case, we notice that real analyticity (4.7) entails
Sklij (s
+)(Smnlk )(s
−) = δni δ
m
l , (4.11)
where s− = s − i0. Equation (4.11) means that the S-matrix4 has a branch cut between
the regions where s+ and s− are respectively defined, namely there is a branch point in
s = (mi + mj)
2. This is expected also since that point corresponds to the two-particle
threshold, i.e. it is a discontinuity point of the amplitude imaginary part (see more details
on this aspect in [9]). Because of crossing symmetry, another branch cut starting from
s = (mi −mj)2 towards −∞ must exist, as depicted in Figure 4 (a)5. These are the only
two branch cuts if the S-matrix is factorized, since particle production thresholds for more
than two particles cannot appear.
Moreover, it is possible to show that the branch cut is of square root type, since unitarity
gives
S(s+)Sγ(s
+) = 1 , (4.12)
where Sγ is the S-matrix analytically continued below the cut around the branch point
(mi +mj)
2, and then
Sγ(s
−) = S−1(s−) = S(s+) , (4.13)
where we used the real analyticity (4.11). The last relation means basically that a double
continuation around the branch point gives back the original S-matrix, i.e. the branch cut
is of square root type.
In order to show in a more concise way the analytic properties of the S-matrix, it is
convenient to switch from the variable s to the difference of rapidities, by inverting the
relation (2.12):
θ12 = arccosh
(
s−m21 −m22
2m1m2
)
= log
(
s−m21 −m22 +
√
(s− (m1 +m2)2)(s− (m1 −m2)2)
2m1m2
)
. (4.14)
Then the physical sheet maps to the strip 0 ≤ Im(θ12) ≤ pi, the second sheet corresponds
to pi ≤ Im(θ12) ≤ 2pi and so on, with periodicity 2pii. Essentially, the branch cuts of
the s-plane open up in such a way that all the Riemann sheets are mapped into strips
4Except for the trivial cases of S = ±1.
5A different choice of the branch cuts is not equivalent, since s = ±∞ are branch points too.
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npi ≤ Im(θ) ≤ (n + 1)pi and S(θ) is analytic at the images inpi of the branch points. In
conclusion, S(θ) is a meromorphic function of θ and its real analyticity implies that it is
real on the imaginary axis of θ. The main analytic properties of the two-particle relativistic
S-matrix can be represented in the θ-plane as in figure 4 (b).
4.2 The Zamolodchikov-Faddeev algebra
Having discussed the analytic properties of the two-particle integrable S-matrix, let us
move to its algebraic features. To do this, we introduce a purely algebraic setup, which is
fully consistent with the properties studied in the previous section and will be also useful
to extend some properties to the non-relativistic case, as explained in section 4.2.1.
Let us start by defining the creation and annihilation operators of excitations out of the
vacuum state |0〉, that is left invariant by the symmetry algebra of the particular integrable
quantum model under study:
A¯aj (pj)|0〉 = 0 = 〈0|Aaj (pj) . (4.15)
In particular, the particles created by |pj〉aj = Aaj (pj)|0〉 have momenta pi and transform
in a linear irreducible representation of the symmetry algebra.
Then the asymptotic states (2.2) can be written as
|p1, p2, . . . , pn〉ina1,a2,...,an = Aa1(p1)Aa2(p2) . . . Aan(pn)|0〉 , (4.16)
|p1, p2, . . . , pn〉outa1,a2,...,an = Aan(pn) . . . Aa2(p2)Aa1(p1)|0〉 , (4.17)
with p1 > p2 > · · · > pn. On the other hand, the conjugated operators A¯aj (pj) generate
the dual states
in
a1,a2,...,an〈p1, p2, . . . , pn| = 〈0|A¯a1(p1)A¯a2(p2) . . . A¯an(pn) , (4.18)
out
a1,a2,...,an〈p1, p2, . . . , pn| = 〈0|A¯an(pn) . . . A¯a2(p2)A¯a1(p1) . (4.19)
The operators Aaj (pj), A¯
aj (pj) are elements of an associative non-commutative algebra, the
so-called Zamolodchikov-Faddeev (ZF) algebra [11,35]. In a relativistic case, (4.16)-(4.19)
can be conveniently parametrized by the particles rapidities:
|θ1, θ2, . . . , θn〉ina1,a2,...,an = Aa1(θ1)Aa2(θ2) . . . Aan(θn)|0〉 , (4.20)
|θ1, θ2, . . . , θn〉outa1,a2,...,an = Aan(θn) . . . Aa2(θ2)Aa1(θ1)|0〉 , (4.21)
in
a1,a2,...,an〈θ1, θ2, . . . , θn| = 〈0|A¯a1(θ1)A¯a2(θ2) . . . A¯an(θn) , (4.22)
out
a1,a2,...,an〈θ1, θ2, . . . , θn| = 〈0|A¯an(θn) . . . A¯a2(θ2)A¯a1(θ1) . (4.23)
For simplicity of notation, all the following equations involving ZF operators will be un-
derstood as acting on |0〉.
Defining the asymptotic states in this way allows to interpret the scattering processes as
simple reordering of ZF operators in the rapidity space. Indeed, writing explicitly the
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asymptotic states of equation (4.1) in terms of ZF generators as in (4.20), (4.21) and
dropping the vacuum states, it becomes
Ai(θ1)Aj(θ2) = Al(θ2)Ak(θ1)S
kl
ij (θ1 − θ2) , (4.24)
that is the commutation relation between the ZF algebra elements, and it can be interpreted
as definition of the two-particle S-matrix. The ZF algebra is completed by the commutation
relations involving the annihilation operators (4.15):
A¯i(θ1)A¯
j(θ2) = S
ij
kl(θ1 − θ2)A¯l(θ2)A¯k(θ1) , (4.25)
A¯k(θ1)Aj(θ2) = Al(θ2)S
kl
ij (θ2 − θ1)A¯i(θ1) + δ(θ1 − θ2)δkj , (4.26)
that generalize the usual bosonic and fermionic canonical commutation relations, corres-
ponding to S = 1 and S = −1 respectively. The δ-function in the r.h.s of (4.26) is related
to the normalization of the states, that is i〈θ1|θ2〉j = δ(θ1 − θ2)δij .
Now, writing the commutation relation for the elements labeled by k and l
Al(θ2)Ak(θ1) = S
mn
lk (θ2 − θ1)An(θ1)Am(θ2) , (4.27)
and plugging it into (4.24), one can show
Ai(θ1)Aj(θ2) = S
kl
ij (θ1 − θ2)Smnlk (θ2 − θ1)An(θ1)Am(θ2) , (4.28)
that is equivalent to
Sklij (θ1 − θ2)Smnlk (θ2 − θ1) = δni δmj . (4.29)
This property is also called braiding unitarity.
On the other hand, in order to get (4.5), also referred as physical unitarity, we have to take
the hermitian conjugation of (4.24):
A¯j(θ2)A¯
i(θ1) = (S
†)ijkl(θ1 − θ2)A¯k(θ1)A¯l(θ2) . (4.30)
Thus, exchanging θ1 with θ2 and permuting the ZF operators, we get
A¯i(θ1)A¯
j(θ2) = (S
†)ijkl(θ2 − θ1)A¯l(θ2)A¯k(θ1) . (4.31)
But we also know that (4.25) holds, then Sklij (θ1 − θ2) = (S†)klij (θ2 − θ1). Finally, using the
braiding unitarity (4.29), we get (4.5): SS† = 1.
Exercises
1. We leave as an exercise the derivation of CPT invariance using the ZF algebra
and knowing that Ai(θ) → Ai(−θ) under parity and time reversal. The charge-
conjugation symmetry, on the other hand, requires that the ZF algebra maps to
itself under the transformations Ai(θ)→ A¯ti(ipi+θ)C, A¯i(θ)→ C†Ati(ipi+θ), where
C is the charge-conjugation matrix defined by Ai(θ) = CijA¯j and the superscript
t denotes the transposition.
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2. Prove that, if the charge conjugation acts only on one sector of the two-particle
space, one gets the crossing symmetry relation (4.10).
3. Show that the associativity property of the ZF algebra implies the YBE (3.11).
4.2.1 Non-relativistic case
In a non-relativistic model, the S-matrix does not depend on the difference of rapidities,
but separately on the momenta of the particles. Therefore, the ZF algebra generalizes to
Ai(p1)Aj(p2) = Al(p2)Ak(p1)S
kl
ij (p1, p2) , (4.32)
A¯i(p1)A¯
j(p2) = S
ij
kl(p1, p2)A¯
l(p2)A¯
k(p1) , (4.33)
A¯k(p1)Aj(p2) = Al(p2)S
kl
ij (p2, p1)A¯
i(p1) + δ(p1 − p2)δkj . (4.34)
Analogously, the YBE (3.12) becomes∑
c1,c2,c3
Sc1c2a1a2(p1, p2)S
b1c3
c1a3(p1, p3)S
b2b3
c2c3 (p2, p3) =
∑
c1,c2,c3
Sc2c3a2a3(p2, p3)S
c1b3
a1c3(p1, p3)S
b1b2
c1c2 (p1, p2) ,
(4.35)
and the physical properties discussed in section 4.1 can be derived using the properties of
the ZF algebra. For example, relations similar to (4.27) and (4.28) lead to the braiding
unitarity condition
Sklij (p1, p2)S
mn
lk (p2, p1) = δ
n
i δ
m
j . (4.36)
Together with relations analogous to (4.30) and (4.31), (4.36) gives the physical unitarity
condition
(S†)klij (p1, p2)S
mn
kl (p1, p2) = δ
m
i δ
n
j . (4.37)
Furthermore, the properties of the asymptotic states under transformations of parity and
time reversal, respectively denoted by P and T ,
P|p1, p2, . . . , pn〉(in)i1,...,in = | − p1,−p2, . . . ,−pn〉
(in)
i1,...,in
, (4.38)
T |p1, p2, . . . , pn〉(in)i1,...,in = | − p1,−p2, . . . ,−pn〉
(out)
i1,...,in
, (4.39)
written in terms of ZF operators as
PAi1(p1) . . . Ain(pn)|0〉 = Ain(−pn) . . . Ai1(−p1)|0〉 , (4.40)
T Ai1(p1) . . . Ain(pn)|0〉 = Ai1(−p1) . . . Ain(−pn)|0〉 , (4.41)
allow us to generalize the discrete symmetries listed in section 4.1 for the relativistic case
in the following way (see Chapter 3 of [12] for further details on the derivation):
• parity : Sklij (p1, p2) = Slkji (−p2,−p1),
• time reversal : Sklij (p1, p2) = Sjilk(−p2,−p1),
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while the symmetry under charge conjugation translates trivially to the condition
Sklij (p1, p2) = S
k¯l¯
i¯j¯ (p1, p2) , (4.42)
or, using the charge-conjugation operator C,
Sklij (p1, p2) = CirCjsSrsmn(p1, p2)CmkCnl , (4.43)
where CijCjk = δki .
Although crossing symmetry is a property that emerges naturally in the context of re-
lativistic scattering theories and at a first approach its generalization to systems where
time and space cannot be exchanged might seem impossible, it can be recovered, as all the
other properties discussed above, from an additional requirement on the ZF algebra [12,19].
Basically, we recall that in the relativistic case the crossing transformation entails an ex-
changing of a particle with an anti-particle and a kinematic map θ → ipi+θ on the rapidity
of the conjugated particle. This translates to the maps p → −p and E → −E on the
momentum and energy of a non-relativistic particle.
Then the ZF generators must transform as
Ai(p)→ Ai¯(−p) = Aj(−p)Cji ; A¯i(p)→ A¯i¯(−p) = CijAj(−p) . (4.44)
Requiring that the commutation relations (4.32)-(4.34) are invariant under this transform-
ation implies
Sklij (p1,−p2) = CjnSnkmi(p1, p2)Cml , (4.45)
Sklij (−p1, p2) = CinSlnjm(p1, p2)Cmk , (4.46)
which are the crossing symmetry relations for a non-relativistic two-particle S-matrix.
4.3 General relativistic solutions
Turning back to relativistic S-matrices, we want to show here how they can be completely
determined using their analytic properties and symmetries. First of all, the YBE can
determine the ratios between S-matrix elements that belong to the same mass multiplet.
Thus, a general solution of the YBE can be written as
Sklij (θ) =
1
f(θ)
Rklij (θ) , (4.47)
where R is the matrix of the ratios between amplitudes fixed by the YBE, f and Rklij are
meromorphic functions of θ.
16
Exercises
1. Show that R satisfies Rklij (0) = δ
l
iδ
k
jR0 (from the commutation relation of the ZF
algebra).
2. Using the previous relation and the YBE (3.12), show that
Rnmij (θ)R
kl
nm(−θ) = δki δljQ(θ) , (4.48)
and that the braiding unitarity reduces to
f(θ)f(−θ) = Q(θ) . (4.49)
Rescaling the rapidity by an arbitrary constant λ (θ → λθ), R is still solution of the YBE
and, for a suitable choice of λ, in all the known cases it satisfies
Rklij (θ) = R
kj
il (ipi − θ) . (4.50)
Then the crossing symmetry reduces to
f(θ) = f(ipi − θ) . (4.51)
Therefore f(θ) is fixed by (4.49) and (4.51) up to a function φ(θ), called the CDD factor
after Castillejo-Dalitz-Dyson [36], satisfying
φ(θ) = φ(ipi − θ) , (4.52)
φ(θ)φ(−θ) = 1 . (4.53)
This ambiguity corresponds to the freedom to add zeros and poles with period 2pii to f(θ),
due to the infinite discrete set of solutions for φ, in general. So, if we denote as fmin(θ)
the solution of (4.49) and (4.51) with minimal number of poles and zeros, then the general
solution for f is f(θ) = fmin(θ)φ(θ).
Another fundamental restriction for generic S-matrix elements is the invariance under the
symmetry algebra of the model under study. The corresponding constraints can be derived
by acting with the symmetry generators Ja, where a runs from 1 to the dimension of the
symmetry algebra, on the ZF relations (4.24):
JaAi(θ1)Aj(θ2) = S
kl
ij (θ1 − θ2)JaAl(θ2)Ak(θ1) . (4.54)
The action of Ja on the two-particle states is given by
JaAi(θ1)Aj(θ2) = (J
a)klij (θ1, θ2)Ak(θ1)Al(θ2) , (4.55)
where (Ja)klij are the matrix elements of the two-particle generator J
a
12, that acts on the
two-particle spaces as Ja12 = J
a⊗ I+ I⊗ Ja. Thus, the S-matrix invariance can be written
in matrix form as
(Ja ⊗ I+ I⊗ Ja)S = S(Ja ⊗ I+ I⊗ Ja) . (4.56)
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Summarizing, the steps necessary to compute the S-matrix in an integrable theory are the
following:
• determine the structure of the S-matrix by imposing invariance under the symmetry
generators (by solving the equations given by the condition (4.56));
• find the ratios between the remaining undetermined S-matrix elements by imposing
the YBE (3.11);
• fix the remaining (minimal) overall scalar factor, up to CDD factors, by imposing
unitarity and crossing symmetry.
We will see some detailed application of this algorithm in few particular cases (sine-Gordon,
SU(2) and SU(3) chiral Gross-Neveu models), which are discussed in section 8.
In the non-relativistic example of AdS5/CFT4, for instance, the S-matrix for the funda-
mental excitations was determined in [16], up to a scalar factor, imposing invariance under
two copies of centrally extended SU(2|2) symmetry algebras. Such S-matrix turned out to
satisfy identically the YBE, while the crossing symmetry condition, implemented in [19]
and [17] through the algebraic frameworks illustrated respectively in the previous section
and in section 6, led to an equation for the scalar factor, that was solved in [37] (see also
the review [14]).
4.3.1 Purely elastic case
While elastic scattering essentially means that the set of outgoing particles is identical to
the incoming one, purely elastic scattering is further constrained by not having reflection
between particles. So, particles can be just transmitted and the S-matrix is diagonal :
Sklij = δ
k
i δ
l
jSij . (4.57)
The YBE is identically satisfied and the system of equations of unitarity and crossing
symmetry is solved by a function S(θ) with period 2pii, given by [38]
S(θ) =
∏
α
fα(θ) ; fα(θ) =
sinh
(
θ+ipiα
2
)
sinh
(
θ−ipiα
2
) , (4.58)
with α belonging to a subset Aij of C invariant under complex conjugation. Indeed one
can easily verify that
fα(θ)fα¯(θ) = fα(2pii + θ)fα¯(2pii + θ) , (4.59)
for any complex α. Periodicity implies that α can be chosen in the interval −1 ≤ α ≤ 1.
Poles are at ipiα, while zeros are at −ipiα, then they are contained in the strip −pi ≤
Im(θ) ≤ pi.
In case of neutral particles (particle = antiparticle), then Sij(θ) = Sij(ipi − θ) and the
solution of unitarity and crossing is a product over arbitrary α of the functions
Fα(θ) = fα(θ)fα(ipi − θ) , (4.60)
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with simple poles at θ = ipiα, ipi(1 − α), zeros at θ = −ipiα,−ipi(1 − α), related by cross-
ing. Anyway, unitarity and crossing are not sufficient to fix the sets of poles/zeros Aij of∏
α∈Aij fα or
∏
α∈Aij Fα. We will see in the next section how it is actually possible to fix
them.
5 Poles structure and bootstrap principle
Since in the region (mi −mj)2 ≤ s ≤ (mi + mj)2 (0 ≤ Im(θij) ≤ pi in terms of rapidity)
it is possible to create, from incoming particles of masses mi and mj , only one-particle
states with m < mi+mj , then simple poles of the S-matrix in that range of s are generally
expected to correspond to bound states. In order to clarify this correspondence with a
simple example, let us consider the one-dimensional scattering problem associated to a
quantum mechanical system with delta potential.
5.1 Delta potential scattering problem
We want to solve the Schro¨dinger problem corresponding to the Hamiltonian
H =
p2
2m
+ V (x) , (5.1)
with potential V (x) = −2gδ(x) and g > 0. The Schro¨dinger equation(
− ~
2
2m
d2
dx2
− 2gδ(x)
)
|ψ〉 = E|ψ〉 , (5.2)
can be conveniently rewritten as(
− d
2
dx2
− 2gδ(x)
)
|ψ〉 = k2|ψ〉 , (5.3)
by rescaling g → ~22mg and defining k2 = E 2m~2 . We look for solutions of (5.3) in the following
generic form
ψ(x) =
{
Aeikx +Be−ikx ; x < 0 ,
Ceikx +De−ikx ; x > 0 .
(5.4)
Since we want to consider the scattering of incident particles coming from the left and
being reflected or transmitted by the δ-potential barrier, then we have not incoming waves
from the right, i.e. D = 0, and A, B, C are the amplitudes of the incoming, reflected
and transmitted wave packets respectively. These coefficients can be found by solving the
continuity condition of the wave function across the point x = 0
ψ(0−) = ψ(0+) , (5.5)
and the discontinuity condition on the first derivative of ψ(x) given by integrating equation
(5.3) between  and −, with → 0
ψ′(0−)− ψ′(0+)− 2gψ(0) = 0 . (5.6)
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Figure 5: S-matrix poles on k- and E-plane.
Condition (5.5) gives
A+B = C , (5.7)
while (5.6) implies
ikB + gC = 0 . (5.8)
Thus, the transmission and reflection coefficient are, respectively
T =
C
A
=
k
k − ig ; R =
B
A
=
ig
k − ig . (5.9)
If k is complex, its imaginary part contributes to the real parts of the exponentials in (5.4).
Moreover, both the transmission and reflection coefficients in (5.4) have a pole in k = ig,
but we can still normalize the incoming wave function by setting A = 0. Thus, at the
value k = ig, with g > 0, (5.4) gives a physically admissible solution, i.e. decreasing to
zero at large distances, with just outgoing waves and not incoming ones: it corresponds to
a bound state.
Moreover, considering the time evolution of (5.4)
ψ(x, t) = e−it
~k2
2m ψ(x) (5.10)
we see that no solutions can exist with k = k1 + ik2 (k1,2 ∈ R), k1 6= 0 and k2 > 0, since
(5.10) would increase exponentially with time in some channel. This would contradict the
conservation of probability, then there are no poles of the S-matrix with non-vanishing real
part in the upper half plane of k.
Poles of the S-matrix with negative imaginary part lead still to unphysical states, since the
corresponding amplitude increase exponentially in a given channel, but such divergences at
large distances are compensated by exponential decreasing amplitudes in another channel,
giving an overall conservation of probability.
In particular, purely imaginary negative poles, that can be realized in our δ-potential case
by considering g < 0, take the name of virtual states.
With k1 6= 0, instead, we have a so-called resonance, since it can be shown [9] that the
corresponding cross section takes the typical shape of a Breit-Wigner distribution.
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Figure 6: Scattering process associated to a bound state.
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Figure 7: Carnot theorem interpretation of relation (5.12).
In summary, if we parametrize the S-matrix with the energy E, then S(E) has a cut on
the positive real axis and the region Im(k) > 0 corresponds to the first (physical) sheet,
while the region Im(k) < 0 maps to the second or unphysical sheet. Moreover, poles on the
negative real axis in the physical sheet correspond to bound states, resonances and virtual
states are poles on the unphysical sheet, with the latter placed on the negative real axis,
as in figure 5.
5.2 Bound states and bootstrap equations
Close to a simple pole θ = iunij , corresponding to a bound state n formed by two particles
i and j, a generic relativistic S-matrix can be written as (see figure 6)
Sklij (θ) '
ΓnijRnΓ
kl
n
θ − iunij
, (5.11)
where Rn is the residue and Γ
n
ij ,Γ
kl
n are projectors of single particle (i, j, k and l) spaces
onto the space of the bound state n.
The mass of the bound state is given by
s = m2n = m
2
i +m
2
j + 2mimj cosu
n
ij . (5.12)
It is interesting to notice that this relation has the geometrical meaning of the Carnot
theorem for the triangle of the masses, as illustrated in figure 7.
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Figure 8: Bootstrap equation.
The main idea of the bootstrap approach is that the bound states can be considered on the
same footing as the asymptotic states describing fundamental particles, even though the
bound states can have bigger masses. Indeed, the ZF element describing bound states can
be formally defined as
Bn(θ) = lim
→0
Ai(θ − iu¯j¯in¯ − )Aj(θ + iu¯i¯jn¯ + ) , (5.13)
where u¯ = pi − u and the angles uj¯in¯, ui¯jn¯ are defined according to the l.h.s. of figure 8.
Therefore, the S-matrix for the scattering between any particle k and a bound state n,
formed by the fusion of the particles i and j, can be derived by using the new bound
state ZF elements (5.13): in a simple diagonal case it is given by the following product of
fundamental diagonal S-matrices:
Skn(θ) = Ski(θ − iu¯j¯in¯)Skj(θ + iu¯i¯jn¯) . (5.14)
In a non-diagonal case, the S-matrix is projected onto the bound states channel by the
vertex functions defined by (5.11) (see figure 8):
ΓnijS
ln′
kn (θ) = S
k′i′
ki (θ − iu¯j¯in¯)Slj
′
k′j(θ + iu¯
i¯
jn¯)Γ
n′
i′j′ , (5.15)
where the repeated indices are summed over 1, . . . , N , with N being the dimension of
the symmetry algebra. In this way we can take into account the possibility to have non-
diagonal scattering between fundamental particles and bound states. This is the case of
the SU(3) chiral Gross-Neveu model, for instance, that will be discussed in section 8.2.
However, usually bound states and fundamental particles have different masses and then
they scatter diagonally. This means that k = l and n = n′ in (5.15), which reduces to
ΓnijSkn(θ) = S
k′i′
ki (θ − iu¯j¯in¯)Skj
′
k′j (θ + iu¯
i¯
jn¯)Γ
n
i′j′ . (5.16)
Furthermore, the bound state-bound state S-matrix can be calculated by
ΓnijS
m′n′
mn (θ) = S
lj′
mi(θ − iu¯j¯in¯)Sm
′j′
lj (θ + iu¯
i¯
jn¯)Γ
i′j′
n′ , (5.17)
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namely by replacing the incoming (outgoing) particle k (l) in figure 8 by the incoming
(outgoing) bound state m (m′). In this way it is possible to compute all the S-matrices for
all the bound-states of the theory. We will see in sections 8.1.2 and 8.2.2 some concrete
use of these equations to derive the corresponding bound states S-matrices.
In terms of the ZF algebra elements, we can rewrite (5.13) in a more formal way as
Ai(θ1)Aj(θ2) =
∑
n
NnijBn
(
θ1 + θ2
2
)∣∣∣∣∣
θ1−θ2=iu¯nij
, (5.18)
where Nnij is 1 if Bn is a bound state of Ai and Aj and 0 otherwise. The fusion rules (5.18)
must be consistent with the symmetries: Nnij 6= 0 only if charges Ci satisfy Cn = Ci + Cj .
Then the bootstrap entails constraints on the charges. For example, given some charges
eigenvalues with spin s ωsn(θ) = γ
s
ne
sθ, then these have to satisfy the following consistency
bootstrap equations
γsn = γ
s
i e
iu¯j¯in¯ + γsj e
−iu¯i¯jn¯ . (5.19)
6 Hopf algebra interpretation
The Hopf algebras (see part of [32] and [39] as introductory reviews on this subject) can
be an useful tool for writing in a full algebraic way the symmetries of an S-matrix and
to determine completely the S-matrix itself. The basic idea is to add to generic algeb-
ras some structures allowing the rigorous definition of operations over tensor products of
representations, necessary to define multi-particle states with additive quantum numbers.
Let us consider, as an example, the universal enveloping of a Lie algebra. It is the tensor
algebra T (g) of a Lie algebra g: ⊕∞n=0g⊗n. It has a multiplication corresponding to the
tensor product
(a1 ⊗ · · · ⊗ an)(b1 ⊗ · · · ⊗ bm) = a1 ⊗ · · · ⊗ an ⊗ b1 ⊗ · · · ⊗ bm . (6.1)
Then the quotient algebra U(g) = T (g)/I, where I is the ideal generated by elements of
the form AB − BA − [A,B], with A,B ∈ g, is a Hopf algebra if a coproduct ∆, a counit
 and an antipode Σ are defined (see [32]). In particular, in this case they are explicitly
given, ∀J ∈ g, by
∆(J) = J ⊗ I+ I⊗ J ; ∆(I) = I⊗ I ; (6.2)
(J) = 0 ; (I) = I ; (6.3)
Σ(J) = −J ; Σ(I) = I . (6.4)
So, for example, if applied to the spin operator Sz in a space of two-particle states classified
by the spin eigenvalues s1 and s2, the coproduct gives
∆Sz|s1s2〉 = (Sz ⊗ I+ I⊗ Sz)|s1s2〉 = (s1 + s2)|s1s2〉 , (6.5)
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that is exactly what one expects from the action of a Lie algebra generator on a tensor
product state. In order to generalize the action of Lie algebras on higher tensor products,
higher coproducts can be defined as follows
∆(2)(J) = (I⊗∆)∆(J) = (∆⊗ I)∆(J) = I⊗ I⊗ J + I⊗ J ⊗ I+ J ⊗ I⊗ I , (6.6)
∆(n) = (I⊗ I⊗ · · · ⊗∆)∆(n−1) , (6.7)
still giving the desired action of the algebra as a sum of the actions on the single states
involved in the tensor product state.
As we have already seen in section 4.3, when we act with a symmetry generator J on a
two-particle state that belongs to a tensor product of two representations, we compute:
(J ⊗ I+ I⊗ J)|p1, p2〉 . (6.8)
Thus, the condition (4.56) for the compatibility of the S-matrix with a given symmetry
algebra can be rewritten as
[∆(J), S] = 0 . (6.9)
Moreover, if we equip the symmetry algebra with an antipode Σ, the antiparticle repres-
entation can be derived by
pi [Σ(J)] = C−1p¯i(J)tC , (6.10)
where C is the charge-conjugation matrix, pi denotes the matrix representation and the
superscript t means transposition.
Now, let us consider a quasi cocommutative Hopf algebra A (see [32] for the particular case
of Yangians). By definition, this is equipped with an invertible element R belonging to
A⊗A such that
∆op(a) = R∆(a)R−1 ; ∀a ∈ A , (6.11)
where ∆op = P∆, P is the permutation operator and R can be written as the sum R =∑
i,j ri ⊗ rj , with ri ∈ A. Let us recall the properties satisfied by R: in particular, if we
define
R12 = R⊗ I ; R23 = I⊗R ; R13 =
∑
ij
ri ⊗ I⊗ rj , (6.12)
a quasi commutative Hopf algebra is called quasi triangular if
(∆⊗ I)R = R13R23 , (6.13)
(I⊗∆)R = R13R12 , (6.14)
and R is called the universal R-matrix.
It can be shown [40] that the universal R-matrix of a quasi triangular Hopf algebra satisfies
R12R13R23 = R23R13R12 , (6.15)
(Σ⊗ I)R = (I⊗ Σ−1)R = R−1 . (6.16)
Relation (6.15) is obtained by comparing the expression of (I⊗∆op)R written as
(I⊗ P∆)R = (I⊗ P )(I⊗∆)R = (I⊗ P )R13R12 = R12R13 , (6.17)
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where we used (6.14), and
(I⊗∆op)R = (I⊗R∆R−1)R = (I⊗R)(I⊗∆)R(I⊗R−1) = R23R13R12R−123 , (6.18)
where definitions (6.11) and (6.12) have been used. Thus, the comparison of (6.18) with
(6.17) gives (6.15). For a demonstration of (6.16), the interested reader can look at section
2.2.1 of [43], for instance.
A spectral parameter θ can be introduced by an automorphism Dθ of the Hopf algebra A,
such that DθDθ′ = Dθ+θ′ , D0 = 1 and
(I⊗Dθ)R = (D−θ ⊗ I)R = R(θ) . (6.19)
Then (6.15) becomes
R12(θ)R13(θ + θ′)R23(θ′) = R23(θ′)R13(θ + θ′)R12(θ) , (6.20)
and its matrix representation, with the identification S = PR, gives the YBE (3.11).
It can be also shown that properties (6.16) and (6.13)-(6.14) are respectively equivalent
to the crossing symmetry [41] and the bootstrap equations (5.14) for the S-matrix [42].
Therefore, this algebraic formulation, alternative to the one mentioned in Section 4.2, can
be useful to introduce the concept of crossing symmetry in non-relativistic theories, as done
in [17] for the AdS5/CFT4 case, for instance.
7 Form factors
The knowledge of the two-particle S-matrix in an integrable theory is a fundamental step
towards the determination of its correlation functions, that are necessary to calculate the
physical quantities of the model.
Indeed, an essential ingredient for the full solution of a (1+1)-dimensional integrable theory
is the determination of its generalized form factors6, that are the matrix elements of local
operators evaluated between out and in asymptotic states:
out
b1...bm〈θ′1 . . . θ′m|O(x)|θm+1 . . . θn〉inam+1...an . (7.1)
We will see how these are deeply related to the S-matrix and the bootstrap program
discussed in the previous sections.
The correlation functions can be related to a special class of generalized form factors by
inserting7
1 =
∞∑
n=0
∫
dθ1 . . . dθn
n!(2pi)n
|θ1, . . . , θn〉ina ina〈θ1, . . . , θn| (7.2)
6Though the form factor program succeeded in calculating exactly the correlation functions in few cases,
such as the Ising model [44] and the principal chiral model at large N [45].
7In what follows we will collect the color labels a1, . . . , an in the notation a.
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Figure 9: Crossing relation for the form factors.
into a two-point function
〈O(x)O(0)〉 =
∞∑
n=0
∫
dθ1 . . . dθn
n!(2pi)n
〈0|O(x)|θ1, . . . , θn〉ina ina〈θ1, . . . , θn|O(0)|0〉 . (7.3)
We see indeed that this involves the actual form factor
FOa (θ1, . . . , θn) = 〈0|O(0)|θ1, . . . , θn〉ina , (7.4)
that is indeed defined as the matrix element of a local operator placed at the origin, between
an n-particle state and the vacuum.
As for the S-matrix, let us discuss the properties satisfied by the form factors FOa (θ). From
the constraints given by these properties we will get fundamental hints to find their general
solutions.
First, in the case of local scalar operators O(x), relativistic invariance implies that the
form factors are functions of the rapidities differences θij = θi − θj :
FOa (θ1, . . . , θn) = F
O
a (θ12, θ13, . . . , θij , . . . , θn−1n) ; i < j . (7.5)
For operators of generic spin s, we have instead
FOa (θ1 + Λ, . . . , θn + Λ) = e
sΛFOa (θ1, . . . , θn) . (7.6)
In what follows we will focus on the case of scalar operators.
It is possible to show that CPT invariance implies, under replacement of in by out states,
the following simple relation
〈0|O(0)|θ1, . . . , θn〉outa = FOa (−θij) ; 1 ≤ i < j ≤ n . (7.7)
The general property satisfied when a particle is moved from the out to the in state, instead,
takes the name of crossing. It is depicted in figure 9 and is formalized by the following
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Figure 11: Watson equation for periodicity under shifts of 2pii.
relation8 (see [46] for instance):
out
i1...im〈θ′1, . . . , θ′m|O(0)|θm+1, . . . , θn〉injm+1...jn ≡ FOi1...im;jm+1...jn(θ′1, . . . , θ′m|θm+1, . . . , θn)
= FOi1...im−1;imjm+1...jn(θ
′
1, . . . , θ
′
m−1|θ′m + ipi, θm+1, . . . , θn) +
n∑
k=m+1
δimjkδ(θ
′
m − θk) (7.8)
×
k−1∏
l=1
Sjljk(θl − θk)Fi1...im−1;jm+1...jk−1jk+1...jn(θ′1, . . . , θ′m−1|θm+1, . . . , θk−1, θk+1, . . . , θn) .
For example, in the two-particle case, this property reads
out
a1〈θ1|O(0)|θ2〉ina2 = FOa1a2(θ12 + ipi) + δa1a2δ(θ12)〈O〉 . (7.9)
Here we just stated formulas (7.8) and (7.7) without proof, however it is possible to derive
them on the basis of the the Lehmann-Symanzik-Zimmermann (LSZ) reduction formalism
[47] and the maximal analyticity assumption, i.e. possible singularities of the form factors
can occur only due to physical processes like the formation of bound states, similarly to
the analyticity property assumed for the S-matrix. The related derivations can be found
in Appendix A of [24], for instance.
The symmetry properties satisfied under permutations of θi, θj and shifts by 2pii, repres-
ented in figures 10 and 11 respectively, are called Watson equations after [48], and in a
8All the formulas of this section, for simplicity, are written for a diagonal case with neutral particles.
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diagonal case they read
FOa1...aiaj ...an(θ1, . . . , θi, θj , . . . , θn)
= FOa1...ajai...an(θ1, . . . , θj , θi, . . . , θn)Saiaj (θij) ; j = i+ 1 , (7.10)
FOa (θ1 + 2pii, . . . , θn) = F
O
a2...ana1(θ2, . . . , θn, θ1) =
n∏
i=2
Saia1(θi − θ1)FOa (θ1, . . . , θn) . (7.11)
They can be derived, in the case n = 2 for example, by using the definition of the S-matrix,
factorization and CPT invariance:
FOa1a2(θ12) = 〈0|O(0)|θ1θ2〉ina1a2 = 〈0|O(0)|θ1θ2〉outa1a2Sa1a2(θ12)
= FOa2a1(−θ12)Sa1a2(θ12) , (7.12)
FOa2a1(ipi − θ12) = outa1〈θ1|O(0)|θ2〉ina2 = ina1〈θ1|O(0)|θ2〉outa2
= FOa1a2(ipi + θ12) , (7.13)
where the next-to-last identity is due to the triviality of the one-particle S-matrix.
As in the case of the S-matrix, we look for general solutions of the Watson equations and
the other conditions listed above in the form of a minimal solution Fmina (θij), without poles
and zeros in the physical strip 0 ≤ Im(θij) ≤ pi, multiplied by a factor Ka(θij) containing
all the information about the poles (zeros) structure. For scalar operators, this reads
FOa (θ1, . . . , θn) = K
O
a (θ1, . . . , θn)
∏
i<j
Fminaiaj (θij) . (7.14)
In the case of n = 2, we are saying that the most general solution of the Watson equations
[21]
FOa1a2(θ12) = F
O
a2a1(−θ12)Sa1a2(θ12) , FOa1a2(ipi − θ12) = FOa2a1(ipi + θ12) , (7.15)
is given by FOa1a2(θ) = K
O
a1a2(θ)F
min
a1a2(θ), with K
O
a1a2(θ) satisfying
KOa1a2(θ) = K
O
a2a1(−θ) = KOa1a2(2pii + θ) . (7.16)
If ±iα1, . . . ,±iαL are poles of FOa1a2(θ) in the physical strip, then
KOa1a2(θ) = NO(θ)
L∏
k=1
1
sinh θ−iαk2 sinh
θ+iαk
2
. (7.17)
For scalar operators, as we will see in the examples of section 8, the normalization factor
NO(θ) is a constant and the poles of KO(θ) contain all the information about the operator
O. If in addition 〈O〉 = 0, NO can be fixed using relation (7.9):
a〈θ|O|θ〉a = FOaa(ipi) . (7.18)
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On the other hand, Cauchy theorem implies that, given a contour C enclosing the strip
0 ≤ Im(θ) ≤ 2pi, Fmina1a2(θ) satisfies
d
dθ
logFmina1a2(θ) =
1
8pii
∫
C
dz
sinh2 z−θ2
logFmina1a2(z) (7.19)
=
1
8pii
∫ +∞
−∞
dz
sinh2 z−θ2
log
Fmina1a2(z)
Fmina1a2(z + 2pii)
=
1
8pii
∫ +∞
−∞
dz
sinh2 z−θ2
logSa1a2(z) ,
where we used the property (7.11) in the last equality. Then we can calculate the minimal
solution Fmina1a2(θ) entirely from the S-matrix element Sa1a2(θ).
Regarding the factor KO(θ12), it has to satisfy the Watson equations with S(θ12) = 1, then
it is symmetric in θ12 and periodic with period 2pii, i.e. it is function of cosh θ12.
In general, n-particle functions KOa (θ1, . . . , θn) have poles when a cluster of k particles have
the kinematic configuration of a one-particle state. In particular, this happens when the
set of in particles contains a particle-antiparticle pair with opposite momenta, e.g. θ12 = ipi
(see figure 12):
Res
θ12=ipi
FOa (θ1, . . . , θi, θj , . . . , θn) = 2iF
O
a3...an(θ3, . . . , θn)
[
1−
n∏
i=3
Sa2ai(θ2 − θi)
]
, (7.20)
that gives a recursive relation between n- and n− 2-particle form factors. Property (7.20)
follows from realizing that in (7.8) the particle m can be also moved to the end of the in
particles set:
FOi1...im;jm+1...jn(θ
′
1, . . . , θ
′
m|θm+1, . . . , θn) (7.21)
= FOi1...im−1;jm+1...jnim(θ
′
1, . . . , θ
′
m−1|θm+1, . . . , θn, θ′m − ipi) +
n∑
k=m+1
δimjkδ(θ
′
m − θk)
×
n∏
l=k+1
Sjljk(θl − θk)FOi1...im−1;jm+1...jk−1jk+1...jn(θ′1, . . . , θ′m−1|θm+1, . . . , θk−1, θk+1, . . . , θn) .
Thus, comparing the analytic parts of the crossing relations (7.8) and (7.21) we can obtain
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the first periodicity relation in (7.11), and if we evaluate that at θ1 ∼ θ2 we get
FOa1a2...an(θ1 + ipi, θ2, . . . , θn) ∼
f(θ2, . . . , θn)
θ1 − θ2 − i , (7.22)
FOa2...ana1(θ2, . . . , θn, θ1 − ipi) ∼
f(θ2, . . . , θn)
θ1 − θ2 + i , (7.23)
for some function f and small . Hence, plugging (7.22) and (7.23) into (7.8) and (7.21)
respectively, in the case m = 1 and evaluated at θ1 ∼ θ2, and comparing the δ-function
parts, one obtains
f(θ2, . . . , θn) = 2iF
O
a3...an(θ3, . . . , θn)
[
1−
n∏
i=3
Sa2ai(θ2 − θi)
]
, (7.24)
and then (7.20).
A further recursive relation, depicted in figure 13, connects n- and n − 1-particle form
factors if there is a bound state pole at θ12 = iu
(12)
12 , for example
9:
Res
θ12=iu
(12)
12
FOa (θ1, . . . , θn) =
√
2iR(12)Γ
(12)
12 F
O
a(12)a3...an
(θ(12), θ3 . . . , θn) , (7.25)
where θ(12) = (θ1 + θ2)/2, R(12) is the residue of the S-matrix at θ = iu
(12)
12 and Γ
(12)
12
projects the spaces of particles 1 and 2 onto the space of the bound state (12), as defined
in (5.11).
A derivation of (7.25), making use of two-point correlators, the Watson equation (7.10)
and the residue of the S-matrix (5.11), can be found, as all the others discussed in this
section, in Appendix A of [24]. A few examples of solutions in very simple cases are given
in sections 8.1.3 and 8.2.3. The interested reader can look at [9,21,22,24,25,67] for further
details.
8 Examples
As promised, in this section we specialize the properties and results of S-matrices and form
factors, discussed above for generic (1+1)-dimensional integrable theories, to two relevant
9By iu
(12)
12 , we denote the position of the pole corresponding to the bound state (12) made of particles
1 and 2.
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examples of quantum integrable relativistic models: sine-Gordon and chiral Gross-Neveu.
At the end of the section, we will also summarize recent developments about the S-matrices
of AdS/CFT correspondences.
8.1 Sine-Gordon
The quantum sine-Gordon model (see [68] for the discussion of the classical theory) is a
(1+1)-dimensional integrable10 theory of a bosonic scalar field φ, described by the following
Lagrangian density:
LsG = 1
2
(∂µφ)
2 +
m2
β2
(cosβφ− 1) , (8.1)
where µ = 0, 1 and β is a coupling constant. In what follows we will use a parameter ξ
given by
ξ =
β2
8
1
1− β28pi
. (8.2)
In particular, the coupling constant defines two distinct regions for β2 < 4pi (ξ < pi) and
β2 > 4pi (ξ > pi), which are called respectively attractive and repulsive regimes. These
names are due to the presence of bound state solutions in the attractive case and their
absence in the repulsive one. As we will see at the end of this section, the element-
ary excitation of the bosonic field φ corresponds to the bound state of a soliton and an
antisoliton, which classically are solutions of the equation of motion associated to the Lag-
rangian (8.1), reviewed in [68]. The quantized solitons are the fundamental excitations
interacting through the S-matrix that we are going to study in the next section. As shown
in [51, 52], they can be put in correspondence with the self-interacting Dirac fermions de-
scribed by a (1+1)-dimensional theory, called the massive Thirring model (MTM), defined
by the following Lagrangian density
LMTM = ψ¯(iγµ∂µ −m)ψ − g
2
ψ¯γµψψ¯γµψ , (8.3)
where γµ are the two-dimensional Dirac matrices and g is a coupling constant related to
the sine-Gordon β as [51]
4pi
β2
= 1 +
g
pi
. (8.4)
In particular, at β2 = 4pi (ξ = pi) the theory describes a free fermion.
The sine-Gordon model possesses an O(2) symmetry, and we will use this to constrain the
matrix form of the S-matrix. In general, the O(N) symmetry tells us that the spectrum of
the fundamental excitations consists of a multiplet of N particles of equal mass, denoted
by Ai , i = 1, . . . , N . Moreover, the commutation relations corresponding to (4.24) are
constrained to be [11]
Ai(θ1)Aj(θ2) = δijS1(θ1 − θ2)
N∑
k=1
Ak(θ2)Ak(θ1) (8.5)
+S2(θ1 − θ2)Aj(θ2)Ai(θ1) + S3(θ1 − θ2)Ai(θ2)Aj(θ1) . (8.6)
10Its quantum integrability has been shown in [49,50].
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8.1.1 Solution for the exact S-matrix
The O(2) symmetry group is the group of orthogonal matrices in two dimensions, and its
Lie algebra is generated by
J =
(
0 −1
1 0
)
. (8.7)
Now, we can equip this algebra with the operations and properties of a Hopf algebra and in
particular we can impose the invariance of the S-matrix under O(2) by using the coproduct
(6.2)
[∆(J), S] = 0 . (8.8)
Solving the system of equations given by (8.8) and requiring parity and time reversal
invariances, one gets the following matrix structure:
SsG =

S1 + S2 + S3 S1
S2 S3
S3 S2
S1 S1 + S2 + S3
 . (8.9)
Written in terms of the ZF elements A1(θ), A2(θ), this is equivalent to (8.6) for N = 2.
Following [11], we define the soliton and antisoliton ZF elements as
soliton s(θ) = A1(θ) + iA2(θ) , (8.10)
antisoliton s¯(θ) = A1(θ)− iA2(θ) . (8.11)
In this new basis, the ZF commutation relations become
s(θ1)s¯(θ2) = ST (θ1 − θ2)s¯(θ2)s(θ1) + SR(θ1 − θ2)s(θ2)s¯(θ1) , (8.12)
s(θ1)s(θ2) = S(θ1 − θ2)s(θ2)s(θ1) , (8.13)
s¯(θ1)s¯(θ2) = S(θ1 − θ2)s¯(θ2)s¯(θ1) , (8.14)
where ST and SR denote the transmission and reflection amplitudes respectively, and in
terms of S1, S2 and S3 they read
S(θ) = S3(θ) + S2(θ) , (8.15)
ST (θ) = S1(θ) + S2(θ) , (8.16)
SR(θ) = S1(θ) + S3(θ) . (8.17)
Then the S-matrix takes the form
SsG =

S
ST SR
SR ST
S
 . (8.18)
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Imposing crossing symmetry on this S-matrix and using the charge conjugation matrix
Cij = δi¯j , one obtains
S(θ) = ST (ipi − θ) , SR(θ) = SR(ipi − θ) , (8.19)
while unitarity entails
S(θ)S(−θ) = 1 , (8.20)
ST (θ)ST (−θ) + SR(θ)SR(−θ) = 1 , (8.21)
ST (θ)SR(−θ) + SR(θ)ST (−θ) = 0 . (8.22)
The YBE (3.12) fixes the ratio ST /SR, as mentioned in section 4.3. In details, imposing
the condition (3.12), one obtains
SR(θ12)SR(θ13)ST (θ23) + ST (θ12)S(θ13)SR(θ23)− S(θ12)ST (θ13)SR(θ23) = 0 , (8.23)
SR(θ12)S(θ13)SR(θ23) + ST (θ12)SR(θ13)ST (θ23)− S(θ12)SR(θ13)S(θ23) = 0 . (8.24)
These constraints were solved, in terms of the ratios S2/S3 and S1/S3 of the elements
appearing in (8.9), in the Appendix A of [11]. In particular, those ratios were respectively
given as solutions of differential equations obtained by differentiating the YBE (8.24), with
boundary conditions satisfying crossing (the second of (8.19)) and unitarity (8.21)-(8.22).
Fulfilling all these constraints actually leaves a free parameter, which can be fixed to be
proportional to ξ by comparison with semi-classical results [11]. Finally, SR and ST result
to depend on S in the following way
ST (θ) =
sinh piθξ
sinh pi(ipi−θ)ξ
S(θ) , SR(θ) =
i sin pi
2
ξ
sinh pi(ipi−θ)ξ
S(θ) . (8.25)
Hence the crossing relation for S(θ) can be written as
S(θ) =
sinh pi(ipi−θ)ξ
sinh piθξ
S(ipi − θ) . (8.26)
Now, the first step to find a minimal solution of (8.20) and (8.26) for S(θ) is to write (8.26)
in terms of Γ functions by using the property sinhpix = pi [Γ(1 + ix)Γ(−ix)]−1:
S(θ) =
Γ
(
1 + i θξ
)
Γ
(
−i θξ
)
Γ
(
1− piξ − i θξ
)
Γ
(
pi
ξ + i
θ
ξ
)S(ipi − θ) . (8.27)
Then, taking an ansatz for S(θ) satisfying (8.27)
S(θ) =
Γ
(
1 + i θξ
)
Γ
(
pi
ξ + i
θ
ξ
) , (8.28)
33
we multiply it by a factor f(θ) such that the corrected S(θ) now satisfies unitarity (8.20)
f(θ)f(−θ)
Γ
(
1 + i θξ
)
Γ
(
pi
ξ + i
θ
ξ
) Γ
(
1− i θξ
)
Γ
(
pi
ξ − i θξ
) = 1 ⇒ f(θ) = Γ
(
pi
ξ − i θξ
)
Γ
(
1− i θξ
) g(θ) , (8.29)
with g(θ) such that S(θ) satisfies crossing again
Γ
(
pi
ξ − i θξ
)
Γ
(
1− i θξ
) g(θ) = Γ
(
2pi
ξ + i
θ
ξ
)
Γ
(
1 + piξ + i
θ
ξ
)g(ipi − θ) ⇒ g(θ) = Γ
(
2pi
ξ + i
θ
ξ
)
Γ
(
1 + piξ + i
θ
ξ
)h(θ) , (8.30)
and so on. At the end of this recursive procedure, one gets the infinite product
S(θ) = −
∞∏
k=0
Γ
(
1 + (2k + 1)piξ − i θξ
)
Γ
(
1 + 2k piξ + i
θ
ξ
)
Γ
(
1 + (2k + 1)piξ + i
θ
ξ
)
Γ
(
1 + 2k piξ − i θξ
)
×
Γ
(
(2k + 1)piξ − i θξ
)
Γ
(
(2k + 2)piξ + i
θ
ξ
)
Γ
(
(2k + 1)piξ + i
θ
ξ
)
Γ
(
(2k + 2)piξ − i θξ
) , (8.31)
where we put an overall minus sign since the sine-Gordon S-matrix, from the discussion
in [53], has to satisfy Saaaa(0) = −1. The result (8.31) can be also derived using the
technique explained in [37,14]: introducing the shift operator D ≡ e ipi2 ∂θ , such that Df(θ) =
f(θ + ipi/2) and fD = eD log f , we can write the crossing relation (8.27) as
S(θ)D+D
−1
=
[
Γ
(
1 + i θξ
)
Γ
(
−i θξ
)]D
[
Γ
(
1− i θξ
)
Γ
(
i θξ
)]D−1 , (8.32)
that is formally solved by
S(θ) =
[
Γ
(
1 + i θξ
)
Γ
(
−i θξ
)] D
D+D−1
[
Γ
(
1− i θξ
)
Γ
(
i θξ
)] D−1
D+D−1
. (8.33)
The exponents D±1/(D+D−1) can be expanded at small or at large D: the choice should
be consistent with the minimality condition, i.e. the absence of zeros and poles in the
physical strip, of the resulting S(θ). In particular, the factors in the r.h.s. of (8.33) can be
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written as
Γ
(
1 + i
θ
ξ
) D
D+D−1
= exp
[
−
∞∑
n=1
(−1)nD−2n+2 log Γ
(
1 + i
θ
ξ
)]
, (8.34)
Γ
(
−iθ
ξ
) D
D+D−1
= exp
[
−
∞∑
n=1
(−1)nD2n log Γ
(
−iθ
ξ
)]
, (8.35)
Γ
(
1− iθ
ξ
) D−1
D+D−1
= exp
[
−
∞∑
n=1
(−1)nD2n−2 log Γ
(
1− iθ
ξ
)]
, (8.36)
Γ
(
i
θ
ξ
) D−1
D+D−1
= exp
[
−
∞∑
n=1
(−1)nD−2n log Γ
(
−iθ
ξ
)]
. (8.37)
Thus, we get the product (8.31). Regularizing the sums in the exponents introduces an
overall constant, that is set to −1 by the aforementioned condition Saaaa(0) = −1. Moreover,
using the following integral representation of log Γ
log Γ(x) =
∫ ∞
0
dt
t
[
(x− 1)e−t + e
−tx − e−t
1− e−t
]
, (8.38)
(8.31) can be recast in the following compact integral form
S(θ) = − exp
[
−i
∫ ∞
0
dt
t
sinh t(pi−ξ)2
sinh ξt2 cosh
pit
2
sin θt
]
. (8.39)
At the specific value ξ = pi/N , the soliton-soliton amplitude was already determined in
[54, 55], later confirmed by the exact derivation, on the basis of crossing and unitarity,
of [56]. In the limit of ξ → 0, expressions (8.25) and (8.31) agree with the semi-classical
results of [54,57].
Another way to determine (8.39), that can be found in [58,59], uses a trick similar to that
used for the derivation of the two-particle minimal form factor (7.19):
logST (θ) =
∫
C
dz
2pii
logST (z)
sinh(z − θ) =
∫ ∞
−∞
dz
2pii
logST (z)ST (ipi + z)
sinh(z − θ) , (8.40)
where C is a contour encircling the strip 0 < Im(θ) < pi. Unitarity and crossing relations
imply
ST (z)ST (ipi + z) =
ST (z)SR(ipi − z)
SR(z)ST (ipi − z) . (8.41)
The ratio ST /SR can be obtained by solving (8.24), that gives
ST (θ)
SR(θ)
=
sinhλθ
sinhλipi
. (8.42)
Again, λ is a free parameter that can be fixed to λ = ξ/pi by comparison with the known
semi-classical expansion of the bound states masses [11], that will be discussed in the next
section. Then, plugging (8.42) into (8.41) and using (8.40), one easily gets (8.39).
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8.1.2 Pole structure and bound states
It can be easily seen in (8.31) that S(θ) has a set of poles in θ = inξ, for n = 1, 2, . . . .
On the other hand, ST (θ) and SR(θ) are singular respectively in θ = i(pi − nξ) and θ =
i(pi−nξ), θ = inξ, with n = 1, 2, . . . . These poles belong to the physical strip 0 ≤ Im(θ) ≤ pi
only if ξ < pi: as anticipated above, this is indeed the so-called attractive regime. This
implies also that S has poles in the s-channel, while ST and SR in the t-channel. In the
so-called repulsive regime ξ > pi, instead, the poles move out of the physical strip, and
therefore do not correspond to particle excitations.
If we consider the following combinations of S-matrix elements with defined charge-conju-
gation parity
S±(θ) = ST (θ)± SR(θ) , (8.43)
then S+ has poles in θ = i(pi−nξ) for even n, S− for odd n. These bound states are called
breathers, with mass spectrum given by (5.12) with unij = pi − nξ:
mn = 2M sin
nξ
2
; n = 1, . . . , N ; N <
[
pi
ξ
]
, (8.44)
where [x] denotes the integer part of x.
The S-matrices for the bound states can be derived by defining the following ZF operators
Bn
Bn
(
θ1 + θ2
2
)
= [s(θ2)s¯(θ1) + s¯(θ2)s(θ1)]|θ1−θ2=i(pi−nξ) ; for n even , (8.45)
Bn
(
θ1 + θ2
2
)
= [s(θ2)s¯(θ1)− s¯(θ2)s(θ1)]|θ1−θ2=i(pi−nξ) ; for n odd , (8.46)
that create the nth breathers. Then the bootstrap equations (5.15) can be written as
commutation relations of bound state and soliton, or antisoliton, ZF generators
s(θ1)Bn(θ2) = S
(n)(θ12)Bn(θ2)s(θ1) , (8.47)
s¯(θ1)Bn(θ2) = S
(n)(θ12)Bn(θ2)s¯(θ1) , (8.48)
while the S-matrices for scattering between bound states are calculated by
Bn(θ1)Bm(θ2) = S
(nm)(θ12)Bm(θ2)Bn(θ1) . (8.49)
Alternatively, the breather-particle S-matrix can be calculated using (5.16). The projector
Γnij is the eigenvector of the S-matrix corresponding to its singular eigenvalue [60]. Indeed,
the S-matrix is diagonalized as follows
Sklij (θ) =
∑
e
Γkle Se(θ)Γ
e
ij , (8.50)
where Se, with e = 1, . . . , 4, are the eigenvalues and Γ
ij
e the corresponding eigenvectors.
One of the eigenvalues turns out to be the singular combination S−(θ) as defined in (8.43),
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while Γij− = (0,−1/
√
2, 1/
√
2, 0). Then one gets the following amplitude for the lowest
bound state B1:
S(1) (θ1 − θ2) = 1
2
[ST (θ13)S(θ14)− SR(θ13)SR(θ14) + S(θ13)ST (θ14)]
∣∣∣∣
θ3−θ4=i(pi−ξ)
=
sinh θ12 + i sin
pi+ξ
2
sinh θ12 − i sin pi+ξ2
. (8.51)
In fact, this is the only amplitude needed to describe the single breather-particle scattering,
since only S− has a pole at θ = i(pi − nξ), for n = 1.
On the other hand, using (5.17), one can get the following breather-breather amplitude
S(11)(θ) =
sinh θ + i sin ξ
sinh θ − i sin ξ , (8.52)
whose expansion in powers of β2 has been successfully compared to the perturbation theory
for the Lagrangian (8.1), since B1 is actually a pseudo-scalar particle corresponding to the
fundamental field of sine-Gordon [61].
Exercises
1. Derive S(1)(θ) using relation (8.47) and the identities
S(θ32)SR(θ31) = SR(θ32)ST (θ31) , S(θ32)ST (θ31)− SR(θ31)SR(θ31) = ST (θ32)S(θ31) ,
valid for θ12 = i(pi− ξ), and verify the explicit expression given in (8.51). Finally,
using the fusion of two amplitudes S(1)(θ), check expression (8.52).
2. Derive (8.51) using (5.16): verify that S−(θ) in (8.43) is the only singular eigen-
value in the case of one breather, Γij− = (0,−1/
√
2, 1/
√
2, 0) and
Res
θ=i(pi−ξ)
(SsG)
kl
ij (θ) ∝ Γ−ijΓkl− .
8.1.3 Form Factors
The soliton-soliton form factor of sine-Gordon satisfies the following Watson equations
Fss(θ) = Fss(−θ)S(θ) = Fss(2pii− θ) , (8.53)
where S(θ) is the sine-Gordon soliton-soliton amplitude (8.39). The minimal solution of
(8.53) can be found in a way analogous to the procedure, discussed in Section 8.1.1, which
was used to fix the soliton-soliton amplitude of sine-Gordon as a solution of the crossing
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and unitarity constraints (8.26), (8.20). The result is [62]
Fminss (θ) = −i sinh
θ
2
exp
[∫ ∞
0
dt
t
sinh (pi−ξ)t2pi
sinh ξt2pi cosh
t
2
1− cosh t (1− θipi)
2 sinh t
]
, (8.54)
where the factor −i sinh θ2 is due to the overall minus sign in (8.39). The solution (8.54) can
be derived in a simpler way by applying equation (7.19) to the soliton-soliton amplitude
(8.39) [21]. In general, with an amplitude given by
S(θ) = exp
[∫ ∞
0
dtf(t) sinh
tθ
ipi
]
, (8.55)
the corresponding minimal solution for the form factor is
Fmin(θ) = exp
[∫ ∞
0
dtf(t)
1− cosh t (1− θipi)
2 sinh t
]
. (8.56)
Full expressions of soliton-soliton form factors are given then by the minimal solution
(8.54) multiplied by normalization constants and factors giving additional zeros/poles in
the physical strip: both of these objects depend crucially on the operator connecting the
soliton-soliton state to the vacuum, as mentioned in section 7.
For example, the breather-breather form factors are given by
FObb (θ12) = NOKObb(θ12)Fminbb (θ12) , (8.57)
whose minimal solution can be derived just from the corresponding amplitude (8.52) by
using (8.55), (8.56), as in the previous case. Indeed (8.52) can be written as (8.55), with
f(t) = 2
cosh (pi−ξ)tpi
t cosh t2
. (8.58)
If the operator is O(x) = φ2(x), then Kφ
2
bb (θ) turns out to be (7.17) with n = 1, α1 = ξ,
while N φ2 can be fixed by matching the large θ asymptotic behavior of (8.57) with the
corresponding small-β diagrammatic perturbative result [21].
8.2 Chiral Gross-Neveu
The SU(N) chiral Gross-Neveu (cGN) model [63] is described by the Lagrangian (see [32]
and [8])
LcGN = i
N∑
i=1
ψ¯i/∂ψi +
g2cGN
2
( N∑
i=1
ψ¯iψi
)2
−
(
N∑
i=1
ψ¯iγ
5ψi
)2 , (8.59)
and its particle spectrum consists of N − 1 multiplets with masses
mn = m1
sin npiN
sin piN
n = 1, . . . , N − 1 . (8.60)
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The form of the S-matrix for two fundamental particles is constrained by the SU(N)
symmetry to be [64,65]
Sklij (θ) = S
(N)
0 (θ)
(
bN (θ)δ
l
iδ
k
j + cN (θ)δ
k
i δ
l
j
)
, (8.61)
with indices i, j, k, l running over 1, . . . , N . The overall scalar factor and the ratio between
transmission and reflection amplitudes are instead given by
S
(N)
0 (θ) = −
Γ
(
1 + iθ2pi
)
Γ
(
1− iθ2pi − 1N
)
Γ
(
1− iθ2pi
)
Γ
(
1 + iθ2pi − 1N
) , cN (θ) = −2pii
Nθ
bN (θ) , (8.62)
which are determined by unitarity, crossing symmetry and the YBE (3.11), which in par-
ticular fixes the proportionality factor between cN (θ) and bN (θ).
8.2.1 Solutions for the SU(2) and SU(3) S-matrices
In particular, for N = 2 the particle-particle S-matrix turns out to be the limit ξ →∞ (or
β2 → 8pi) of the sine-Gordon S-matrix (8.18)-(8.25)-(8.31): the commutation conditions
with the coproducts (6.2) built on the SU(2) generators (Pauli matrices) restrict the S-
matrix to be
S
SU(2)
cGN (θ) = S
(2)
0 (θ)

a2(θ)
b2(θ) c2(θ)
c2(θ) b2(θ)
a2(θ)
 , a2(θ) = b2(θ) + c2(θ) . (8.63)
We consider also the SU(3) case (that will be useful for [6]), whose symmetry algebra is
generated by the eight Gell-Mann matrices. Imposing the commutation with four of them
is enough to fix the following structure of the S-matrix:
S
SU(3)
cGN (θ) = S
(3)
0 (θ)

a3(θ)
b3(θ) c3(θ)
b3(θ) c3(θ)
c3(θ) b3(θ)
a3(θ)
b3(θ) c3(θ)
c3(θ) b3(θ)
c3(θ) b3(θ)
a3(θ)

,
(8.64)
with a3(θ) = b3(θ) + c3(θ). The matrix elements and the (minimal) scalar factors are
determined by the YBE, unitarity and crossing symmetry, using the charge conjugation
matrix
Ca1...aN = a1...aN ; Ca1...aN = (−1)N−1a1...aN , (8.65)
39
with a1...aN and 
a1...aN totally antisymmetric tensors. For the SU(2) case the resulting
elements read
a2(θ) = 1 , b2(θ) =
θ
θ − ipi , c2(θ) =
−ipi
θ − ipi , (8.66)
while for SU(3) one finds
a3(θ) = 1 , b3(θ) =
3θ
3θ − 2ipi , c3(θ) =
−2ipi
3θ − 2ipi . (8.67)
The scalar factors are given by (8.62) with N = 2 and N = 3 respectively.
8.2.2 Pole structure and bound states
Since the SU(2) cGN S-matrix can be thought of as the ξ → ∞ limit of the sine-Gordon
one, and this limit corresponds to the highest repulsive regime for sine-Gordon, it can be
easily understood that there are no bound states in this theory. Otherwise, it can be also
verified that the S-matrix does not have any pole in the strip 0 ≤ Im(θ) ≤ pi.
On the other hand, the SU(3) S-matrix has a pole in the physical strip at θ = 2ipi3 ,
corresponding to a bound state with mass m2 = m1, then equal to the fundamental particle
mass. For generic N , bound states have masses given by the expression (8.60), so that
mN−1 = m1. Indeed, it is possible to show that in the SU(N) cGN the antiparticles are
bound states of N − 1 particles and vice versa [65].
We can now derive the particle-bound state S-matrix using (5.15) and finding Γnij , given
by the antisymmetric tensor nij , as the three eigenvectors corresponding to the singular
eigenvalue b(θ)− c(θ). The result is
SbpcGN (θ) = S
bp
0 (θ)

A(θ) C(θ) C(θ)
B(θ)
B(θ)
B(θ)
C(θ) A(θ) C(θ)
B(θ)
B(θ)
B(θ)
C(θ) C(θ) A(θ)

,
(8.68)
where A(θ) = B(θ) +C(θ), the scalar factor is given by the fusion of the fundamental ones
Sbp0 (θ) = S
(3)
0 (θ − ipi/3)S(3)0 (θ + ipi/3) =
Γ
(
1
2 − i θ2pi
)
Γ
(
7
6 + i
θ
2pi
)
Γ
(
1
2 + i
θ
2pi
)
Γ
(
7
6 − i θ2pi
) , (8.69)
and the remaining matrix elements read
B(θ) =
1
2
Res
θ12=2ipi/3
(b(θ12)− c(θ12)) (2b(θ13)b(θ23) + b(θ13)c(θ23) + c(θ13)b(θ23)
−c(θ13)c(θ23)) , (8.70)
C(θ) = −1
2
Res
θ12=2ipi/3
(b(θ12)− c(θ12)) (b(θ13)c(θ23) + c(θ13)b(θ23)− c(θ13)c(θ23)) . (8.71)
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Finally, the bound state-bound state amplitudes can be derived using (5.17): we leave this
as an exercise to the interested reader.
8.2.3 Form Factors
Here we show the simplest example of form factors in SU(N) cGN models, that is the min-
imal solution to the two-particle Watson equations (8.53), corresponding to the amplitudes
a2,3(θ) = 1 of the S-matrices (8.63) and (8.64). Then the amplitudes are actually S
(N)
0 as
written in (8.62) and, using the trick given by equations (8.55) and (8.56), one can easily
find
Fmin11 (θ) = c exp
[∫ ∞
0
dt
t
e
t
N sinh t
(
1− 1N
)
sinh2 t
(
1− cosh t
(
1− θ
ipi
))]
. (8.72)
A generic n-particle form factor for scalar operators would be
FOa (θ1, . . . , θn) = K
O
a (θ1, . . . , θn)
∏
1≤i<j≤n
Fminaiaj (θij) , (8.73)
where the function KOa contains the pole structure and is partially fixed by the Watson
equations (7.10)-(7.11), with the amplitude S replaced by S˜ = S/S0 [66]:
KOa (θ1, . . . , θi, θj , . . . , θn) = K
O
a1,...,aj ,ai,...,an(θ1, . . . , θj , θi, . . . , θn)S˜aiaj (θij) , j = i+ 1 ,
KOa (θ1 + 2pii, . . . , θn) = K
O
a (θ1, . . . , θn)
n∏
i=2
S˜aia1(θi − θ1) . (8.74)
The only solutions of these equations we found in literature for SU(N) cGN were obtained
using the so-called “off-shell” nested Bethe ansatz method (see [24,22,66,67] for example),
that is beyond the scope of these lectures.
8.3 AdS/CFTs
In AdS5/CFT4, the dynamics of string excitations is described by an integrable non-linear
σ-model defined on the super coset PSU(2,2|4)SO(4,1)×SO(5) [69], while, on the gauge side, the fields
composing single-trace operators correspond to the excitations of an integrable super spin
chain [70] (see also the aforementioned reviews [12] and [20]).
Then such excitations interact via a factorized S-matrix, depending on the ’t Hooft coupling
λ, whose matrix elements were fixed in [16], up to an overall scalar factor, by imposing the
invariance of the S-matrix under two copies of the centrally extended su(2|2) superalgebra,
that is the symmetry algebra leaving invariant the vacuum.
In order to determine the scalar factor, crossing symmetry has been imposed in the algebraic
ways explained in Sections 4.2.1 and 6, in [19] and [17] respectively. The equation arising
from such condition was satisfied by the conjecture of [18] and was finally solved in [37]
(see also [14] for a review).
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The bound states S-matrices have been determined in [71] by using the Yangian sym-
metry Y (su(2|2)) [32]. Recently, the usual bootstrap procedure was generalized to the
AdS5/CFT4 case [72].
Determining the exact, all-loop S-matrix in AdS5/CFT4 has been of essential importance,
as in any other integrable theory, to study its exact finite volume spectrum. From the S-
matrix of [16], indeed, the asymptotic Bethe equations conjectured in [74] could be derived
[16, 73]. Then, on the basis of the same S-matrix, it was possible to study and compute
the leading order finite-size corrections [75] and the exact spectrum via the TBA [76], that
was recently reduced to a simple set of non-linear Riemann-Hilbert equations in [77], the
so-called quantum spectral curve (QSC) equations.
Concerning AdS4/CFT3, the exact S-matrix was determined on the basis of a symmetry
superalgebra still related to su(2|2), while the scalar factors were fixed by slightly different
crossing symmetry relations [78]. This S-matrix gives the Bethe equations conjectured
in [79] and was used to derive Lu¨scher-like corrections [80] and the corresponding TBA [81]
(see also the review [82]). Finally, also in this example of integrable AdS/CFT correspond-
ence, it was possible to reduce the spectral problem to the solution of QSC equations [83].
In the case of AdS3/CFT2, two string backgrounds were studied, AdS3×S3×S3×S1 and
AdS3 × S3 × T 4. Both of them involve massless string modes, a new feature compared to
AdS5 and AdS4. A set of all-loop Bethe equations for the massive modes of AdS3×S3×S3×
S1 were conjectured in [85] and later derived from the S-matrix proposed in [84]. However,
this S-matrix could describe only a sector of the theory. Imposing the commutation with
the generators of the full (centrally extended su(1|1)2) symmetry algebra allowed [86]
to determine the complete S-matrix for massive excitations and the consequent all-loop
Bethe equations [87] describing the large volume limit of the AdS3×S3×S3×S1 massive
spectrum. Massless modes were included in the integrability framework in [88], while
for the AdS3 × S3 × T 4 case the reader can look at the complete S-matrix determined
in [89]. These S-matrices are substantially more involved than the ones appearing in the
higher-dimensional holographic pairs, due to the presence of several distinct scalar factors
with novel properties. An all-loop proposal exists for the scalar factors, involving both
massive [90] and massless [91] modes, of the AdS3×S3×T 4 S-matrix. Furthermore, finite-
size corrections due to massless modes seem to play a new role in the calculation of the
large volume spectrum [92]. See [93] for a review about these and other developments of
integrability in AdS3/CFT2.
Finally, in AdS2/CFT1 the determination of an exact S-matrix and related Bethe equations
is even more difficult due to the presence of more massless modes and less supersymmetry,
while crossing symmetry relations are still understood only formally and it is not clear
what is the CFT1 involved in this duality [94].
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