Abstract. The vehicle routing problem with simultaneous distribution and collection (VRPSDC) is the variation of the capacitated vehicle routing problem that arises when the distribution of goods from a depot to a set of customers and the collection of waste from the customers to the depot must be performed by the same vehicles of limited capacity and the customers can be visited in any order. We study how the branch-and-price technique can be applied to the solution of this problem and in particular we compare two different ways of solving the pricing subproblem: exact dynamic programming and state space relaxation. By applying a bi-directional search we experimentally prove its effectiveness in solving the subproblem. We also devise suitable branching strategies for both the exact and the relaxed approach and we report on an extensive set of computational experiments on benchmark instances with both simple and composite demands.
Introduction
Environmental concerns in recent years have raised the need for efficient recycling and reuse of goods and packages. As a result reverse logistics has emerged as a new field in supply chain optimization. Reverse logistics aims at the optimal integration of a forward flow of goods from producers to consumers with a backward flow of waste or used products from consumers to specialized warehouses or recycling sites. In this framework classical routing problems such as the traveling salesman problem (TSP) and the capacitated vehicle routing problem (CVRP) must be revisited, taking into account simultaneous goods delivery and waste collection. For a recent review on vehicle routing problems the reader is referred to the book edited by Toth and Vigo [25] . The VRP with simultaneous delivery and collection (VRPSDC) is a basic problem in reverse logistics and can be described as follows: a set of vehicles of limited capacity must visit a set of customers located on a transportation network; each customer requires a delivery of a given amount of goods, a collection of a given amount of waste, or both; all vehicles start from a common depot and must travel back to it; all goods are transported from the depot to the customers and all waste must be transported from the customers to the depot; the goal is to minimize the overall length of the vehicle routes.
A problem similar to the VRPSDC is the VRP with backhauls (VRPB), that is the problem in which each vehicle must complete all deliveries before starting to collect. Heuristic approaches to the VRPB have been proposed by Goetschalckx and JacobsBlecha [18] and by Toth and Vigo [24] , while exact algorithms have been presented by Toth and Vigo [23] and Mingozzi et al. [21] . Wade and Salhi [27] developed an insertiontype algorithm for a particular version of the VRPB in which pick-up operations may start as soon as a given fraction of deliveries has been carried out.
The scientific literature is rather lacking in contributions on the VRPSDC. The problem was studied by Golden et al. [19] and Casco et al. [6] , where the authors examined some greedy constructive algorithms. These papers consider the case in which every customer requires either a pick-up or a delivery (simple demands). Dethloff [11] took into account the setting in which each customer may require both kinds of operations (composite demands) and studied some constructive algorithms. Other constructive, local search, and tabu search algorithms have been developed by Bianchessi and Righini [5] . The VRPSDC with time windows has been recently investigated by Angelelli and Mansini [2] , who proposed a branch-and-price algorithm, where the pricing problem is solved via dynamic programming. The presence of backhaul constraints or time windows makes the problem easier for this kind of algorithm, since more constrained instances have smaller state spaces to explore with dynamic programming. For this reason algorithms developed for the VRPSDC with additional constraints cannot solve pure VRPSDC instances of the same size.
Apart from the algorithm of Angelelli and Mansini [2] , whose effectiveness relies on time windows, no other exact optimization algorithm for the VRPSDC has been published so far to the best of our knowledge. The aim of this paper is to provide a first contribution to the exact solution of the problem: we present an optimization algorithm based on column generation, dynamic programming and branch-and-price, moduled on the general approach of Desrochers et al. [9] and Desaulniers et al. [8] . We consider the VRPSDC in which every customer must be served by one vehicle, demands can be composite and all vehicles are identical.
The paper is organized as follows: in Section 1 we define the 0-1 linear programming model of the VRPSDC; in Section 2 we present dynamic programming algorithms for the pricing subproblem; in Section 3 we describe the column generation algorithm; in Section 4 we illustrate the branch-and-bound algorithm; computational results are reported in Section 5, while Section 6 contains our conclusions.
Problem formulation
A VRPSDC instance is defined by the following data:
• a set N of customers to be visited, numbered 1, . . . , N ;
• a depot, numbered 0;
• a directed graph G(N + , A), with vertex set N + = N ∪ {0} including the customers and the depot and with a complete arc set A;
• a weight function c : A → Z + satisfying the triangular inequality (i.e. c ij ≤
The mixed-integer programming model of the VRPSDC here below includes three variables for each arc: a binary variable x ij takes value 1 if and only if arc (i, j) ∈ A belongs to the solution; continuous non-negative variables P ij and D ij indicate respectively the amount of collected load and delivery load carried along arc (i, j).
s.t.
Constraints (2) force every customer to be visited once; constraint (3) implies that no more than K vehicles can be used; constraints (4), (5) and (6) are flow conservation constraints on the number of vehicles and on the amounts of pick-up and delivery load; constraints (7) ensure that the vehicle capacity is not exceeded.
The VRPSDC is N P-hard, since it includes the capacitated vehicle routing problem as a special case, arising when p i = 0 for all customers.
An alternative disaggregated formulation can be obtained from (1)-(9) through Dantzig-Wolfe decomposition. Such formulation is the starting point for the development of a branch-and-price algorithm in which the master problem is solved by column generation at every node of the search-tree. In the remainder we assume that the reader is familiar with branch-and-price and column generation techniques (see Desaulniers et al. [8] for an explanation of such techniques applied to routing problems).
Let R be the set of all feasible routes, that is the set of routes starting from the depot, visiting some customers and going back to the depot, complying with the flow conservation and the capacity constraints. The VRPSDC can be reformulated using a binary variable z r for each route r ∈ R, taking value 1 if and only if the route belongs to the solution.
The cost c r of each route in R is given by the sum of the costs of the arcs belonging to the route. Coefficients y ir indicate how many times customer i is visited along route r.
As long as the columns of the master problem are cycle-free, coefficients y ir are binary; if routes containing cycles are allowed, as explained in the remainder, the coefficients can take non-negative integer values. This master problem (M P ) explicitely retains constraints (2) and (3) while the other constraints are taken into account when feasible routes are generated. A complete VRPSDC solution is represented by a subset of disjoint routes taken from R. Partitioning constraints (11) can be replaced by the following covering constraints:
This replacement is a common practice when designing column generation algorithms because no optimal solution visits any customer more than once (hence the two models have the same optimal solution) and because set covering formulations are preferable to set partitioning formulations: indeed, when integrality requirements (13) are relaxed, a set covering model has a smaller dual space. Moreover, when only a restricted subset of columns is available, feasible solutions are easier to find. The linear relaxation of the master problem, indicated hereafter by LM P , is solved through column generation by considering a restricted linear master problem RLM P with a limited subset of columns R ⊆ R and by repeatedly solving a pricing subproblem to generate columns with negative reduced cost, if any exists. The pricing problem consists in finding an elementary route with additional constraints. In its ILP formulation binary variables x ij indicate the use of arc (i, j) ∈ A and each variable y i indicates whether customer i is visited along the route; its value is reported into the coefficient y ir in the corresponding column r of the RM P .
We have indicated withc the reduced cost of a column, with λ the vector of non-negative dual variables associated with covering constraints (14) , and with µ the non-negative dual variable associated with constraint (12) when it is put in "≥" form. This problem can be reformulated as an elementary shortest path problem with two resource constraints in which the path starts from the depot and goes back to it and the resources consist of the amount of load the vehicle can still collect and deliver. The cost of the path, given by (15) , depends on the costs of the arcs traversed as well as on the prizes λ collected at the vertices visited. This corresponds to formulate the problem on a graph whose arc costs can be negative.
The lower bound obtained from this disaggregated formulation is stronger than that obtained from the linear relaxation of the original formulation, since it results from the convexification of integral points (corresponding to routes) contained in the original polyhedron and the pricing subproblem that generates such points does not possess the integrality property. The linear relaxation of the initial formulation (1)- (9) has a feasible region given by Q 1 ∩ Q 2 , where
and Q 2 = {x ∈ |A| , P ∈ |A| , Q ∈ |A| : (4) − (8), 0 ≤ x ≤ 1}. The effect of the reformulation proposed above is that of replacing Q 2 by the convex hull of its integer points conv(Q 2 ). Since Q 1 ∩ conv(Q 2 ) ⊆ Q 1 ∩ Q 2 , a column generation approach gives tighter lower bounds than linear programming at the expense of the necessity of optimizing an integer pricing subproblem at each iteration. This well-known property is at the base of all applications of column generation to ILP problems in general and VRP problems in particular. More details on this can be found in classical textbooks on integer programming (see for instance Wolsey [28] ) and VRP references (see for instance Desrosiers et al. [10] ). The computational results reported in the last section of this paper show that the disaggregated formulation actually is much stronger than the linear relaxation of the original formulation.
The pricing subproblem
The shortest path problem with resource constraints is N P-hard, even when the costs are non-negative (see Garey and Johnson [16] , problem ND30). The requisite that the path must be elementary is significant when the graph contains negative cost cycles; Dror [12] proved that in this case the problem is N P-hard in the strong sense. Different approaches may be used to solve the pricing subproblem; in this paper we focus on dynamic programming. We consider a task-on-arc formulation where the consumption of resources is associated with the arcs. We translate all constraints into resource constraints and we search for shortest paths in which the available resource amounts are non-negative.
For notational convenience we suppose that the depot is split into two vertices s and t.
In our dynamic programming algorithm the capacity constraint is taken into account by resources π and δ. Resource π at vertex j indicates the amount of load that the vehicle can collect after visiting j; it is initialized at the value of the vehicle capacity (that is, π 0 = Q) and it decreases after every pick-up operation. When the vehicle visits vertex j, it consumes p j units of this resource. Therefore, each time arc (i, j) is traversed, the new value of resource π is:
Resource δ at node j indicates the amount of load that the vehicle can deliver after visiting j and it is initially set to Q (that is, δ 0 = Q). The maximum amount of load that can be delivered after visiting vertex j is limited by the difference between Q and the maximum amount of load carried at some point by the vehicle since its departure from s up to vertex j. Therefore, this resource decreases each time a delivery operation is performed but it may decrease also after pick-up operations. Each time arc (i, j) is traversed, the new value of resource δ is:
To impose that paths be elementary we also consider N dummy resources, each one corresponding to a vertex; when a vehicle leaves the depot it has one unit of each of these resources and each time the vehicle visits vertex j it consumes a unit of the j-th resource. This method, first suggested by Beasley and Christofides [4] , ensures that no vertex can be visited more than once. We indicate with S the vector of these dummy resources, initialized as S 0 = {1, . . . , 1}. Whenever arc (i, j) is used to extend a feasible path from vertex i to vertex j, the resource vector is updated as follows:
where e j is a binary vector whose j-th component is equal to 1 and the others are equal to 0. Note that S does not keep any explicit information about the order in which the vertices have been visited. Each state in our dynamic programming algorithm is represented by a quadruple (S, π, δ, j), and cost(S, π, δ, j) indicates the minimum cost of the path going from the depot s to vertex j such that it may be extended using non-negative amounts of available resources S, π and δ. The cost of the state is given by the sum of the costs of the arcs in the path from s to j minus the prizes collected at the vertices visited. It is initialized at 0 (that is cost(S 0 , π 0 , δ 0 , s) = 0) and each time arc (i, j) is traversed it is increased by c ij −λ j if j = t and by c ij +µ if j = t. The optimal solution corresponds to the minimum cost of a feasible state (S, π, δ, t), that is the minimum cost of a feasible path reaching vertex t. Our algorithm is a "push" algorithm, that is for each current feasible state (S, π, δ, i) only its feasible successors (S , π , δ , j) are generated for all (i, j) ∈ A such that S ≥ 0, π ≥ 0 and δ ≥ 0. Domination rules. The effectiveness of a dynamic programming algorithm depends on domination rules that make it possible to fathom some states. In our basic dynamic programming algorithm a path (
and at least one of the inequalities is strict. Note that condition (c) is redundant, since it is implied by condition (b) (the same is not true in general for condition (d) because the amount that can be delivered depends on the order in which the vertices have been visited). An exact dynamic programming algorithm using the above definitions should consider an exponential number of states and no pseudo-polynomial algorithm is known for this problem. Based on our computational experience it is clear that this exact approach is inpractical even for problem instances of small size. Feillet et al. [15] suggested improving the performance of the basic dynamic programming approach to the solution of the elementary shortest path problem with resource constraints by setting to zero the j-th component of resource vector S for all vertices j which cannot be visited because of the resource constraints on π and δ. We implemented this idea but the improvement we obtained was negligible. Our feeling is that the reduction in the number of states achievable by this technique is significant only when the resource constraints are very tight, for instance in problem instances with narrow time windows.
In order to reduce the computing time of the pricing algorithm, we designed two accelerated dynamic programming algorithms: an upper bounding algorithm based on heuristic graph reduction and a lower bounding algorithm based on state space relaxation.
Upper bounding
A heuristic algorithm based on dynamic programming is obtained by discarding all arcs (i, j) ∈ A such that c ij > α max k∈N {λ k }, where parameter α is set between 0 and 1. When the dynamic programming algorithm described above is run on the reduced graph, it is very fast and, though it may miss the optimal solution, it can find negative reduced cost columns.
In our experiments we set α = 0.1 and we observed that the first time the algorithm was executed at each node of the search-tree it found a lot of negative reduced cost columns, including the optimal one, in a small fraction of the computing time required by the same algorithm on the complete graph. However, if the value of α was left unchanged, the algorithm failed to find negative reduced cost columns in subsequent runs. Therefore we raise α by 0.2 in every subsequent trial; if no column with negative reduced cost is found with α = 0.9, the heuristic algorithm stops.
Lower bounding
A common way to reduce the computing time of a dynamic programming algorithm is state space relaxation, a technique introduced by Christofides et al. [7] : the state space S is projected onto a lower dimensional space T so that each state in T retains the minimum cost among those of its corresponding states in S (assuming the objective function must be minimized). A drawback is that some original state corresponding to an infeasible solution in S may be projected onto a state corresponding to a feasible solution in T and therefore the search does not guarantee finding an optimal solution but rather a lower bound.
Our state space relaxation consists in mapping each state (S, π, δ, j) onto a new state (σ, π, δ, j), where σ = N k=1 S k , that is, the number of vertices that can be visited after j. Resource σ is initialized at N and it is simply decreased by one unit each time an arc is traversed. Since the state does no longer keep information about the set of already visited vertices, cycles are no longer forbidden (however, infinite loops are prevented, since resources σ, π and δ are monotonically decreasing). Therefore the optimal path is guaranteed to be feasible with respect to capacity constraints but it is not guaranteed to be elementary.
In the relaxed state space a state (
and at least one of the four inequalities is strict. Note that in this case condition (c) is no longer redundant. A dynamic programming algorithm based on these new recurrence equations has pseudo-polynomial time complexity, since the number of possible states is limited by (Q + 1) 2 N 2 .
Implementation
We found that the effectiveness of the algorithms outlined above strongly depends on several design issues. First of all we adopted the technique of Desrochers et al. [9] to avoid cycles of length 2. More powerful methods have been proposed by Irnich and Villeneuve [20] to forbid cycles of length k ≥ 3, but we did not incorporate them in our algorithm because they are too time-consuming.
In addition we introduced two new ideas, namely bi-directional dynamic programming and bounded number of steps.
Bi-directional search. A first refinement consists in implementing bi-directional search. Although this is a well known idea for computing shortest paths (see, for instance, Ahuja et al. [1] , chapter 4.5), we could not find any attempt to exploit it in the literature on dynamic programming algorithms for routing problems solved via column generation. In bi-directional search states are extended both forward from vertex s to their successors and backward from vertex t to their predecessors. States, recurrence equations, and domination rules are symmetrical to those presented above. The idea is applicable to exact dynamic programming as well as to the state space relaxation algorithm. In the former case each vertex i ∈ N ∪ {s, t} has associated forward states indicated by (S f w , π f w , δ f w , i) and backward states indicated by (S bw , π bw , δ bw , i).
Resources π bw and δ bw represent, respectively, the amounts of load the vehicle can collect and deliver before vertex i. A path from s to t is detected each time a forward state (S f w , π f w , δ f w , i) and a backward state (S bw , π bw , δ bw , j) can be feasibly joined through arc (i, j). The feasibility test in the exact dynamic programming algorithm is:
The first condition imposes that the same vertex cannot be visited by both paths. The second condition states that the sum of the amounts of resource π used in the two paths (i.e. (Q − π f w ) + (Q − π bw )) cannot exceed the overall capacity Q; the third condition is analogous. In the state space relaxation algorithm the first condition is surrogated by σ f w + σ bw ≥ N . Clearly any path will be at most N vertex long. In our implementation forward and backward states are extended alternately so that the numbers of steps in forward paths and in backward paths differ at most by one. This is done in order to keep the two state sets as balanced as possible. After each iteration we check for compatible pairs of paths for all arcs (i, j) ∈ A. In this way the algorithm considers each s − t path only once.
Bounded number of steps. Another improvement consists in computing an upper boundσ on the number of customers that a vehicle can visit. A forward dynamic programming algorithm could be limited to explore only paths with up toσ steps, while our bi-directional search algorithm is limited to paths with up to σ/2 steps.
An upper boundσ to the number of customers in a feasible path can be computed by solving the following two-constraints knapsack problem:
The two constraints impose that neither pick-up demands nor delivery demands on the vertices to be selected will exceed the capacity. In our implementation we do not solve this knapsack problem to optimality, but we take the upper boundσ computed as follows: we solve separately the two knapsack problems obtained by considering only one constraint at a time and we take the minimum of the two values. Each knapsack problem can be solved in linear time with the method of Balas and Zemel [3] , since the profits in the objective function are all identical. This technique does not prevent the algorithm from discovering the optimal elementary path, but it can significantly reduce the number of states considered. Moreover, when state space relaxation is used, it also reduces the number of non-elementary paths generated; it may also fathom the optimal path with cycles, thus improving the lower bound given by the relaxed pricing algorithm. The combination of this idea with bi-directional search yields an impressive computational advantage.
Overall pricing algorithm
In column generation algorithms it is common to execute some fast heuristics to quickly generate columns with negative reduced cost whenever possible. In our algorithm at each column generation iteration the search for new columns is made by successive steps of increasing computational complexity. The search is stopped as soon as M columns with negative reduced cost have been found (in our tests M was set to 200).
Step 1: Search in the pool. A pool of previously computed columns iks scanned and the reduced cost is evaluated for all columns which are feasible for the current node. Columns with cycles are also included in the pool since otherwise they could be re-generated by the pricing algorithm.
Step 2: Deterministic greedy algorithm. A nearest neighbor algorithm produces a solution by adding arcs to a path starting from vertex s and going forward or starting from vertex t and going backward. At each iteration the most valuable arc is added, among those which do not close cycles. The value of an arc (i, j) is computed as λ j −c ij . The algorithm is executed once forward and once backward.
Step 3: Randomized greedy algorithm. This step is similar to the previous one but at every iteration the next arc is randomly chosen among the four most valuable arcs extending the path. The algorithm is multistarted forward and backward for a number of times depending on the size of the problem instance.
Step 4: Approximate dynamic programming. The exact (bi-directional) dynamic programming algorithm is executed on the graph reduced as explained in subsection 2.1, with values of α increasing from 0.1 to 0.9 until a new column is found.
Step 5: Dynamic programming. This last step consists in running the dynamic programming algorithm, with or without state space relaxation, as described in subsections 2.2 and 2.3. The comparison between these two strategies is discussed in Section 5. This step is executed only if no column with negative reduced cost has been generated in steps 1-4.
Column generation algorithm
In this section we present the overall column generation algorithm and in particular we discuss inizialization, columns management, termination and stabilization. This algorithm is executed at each node of a search-tree, as described in the next section.
Initialization. The restricted linear master problem (RLM P ) must be properly initialized to guarantee feasibility and to speed up the convergence of the column generation algorithm. To ensure the existence of a feasible solution we insert a dummy column with a very high cost, representing a fictitious (and infeasible) route visiting all the customers.
At the root node we include into the RLM P the feasible routes obtained by the tabu search algorithm of Bianchessi and Righini [5] , that was devised to solve the VRPSDC without constraints on the number of vehicles. The number of such columns depends on the problem instance and it usually ranges from 20 to 80. The VRPSDC solutions found by this algorithm are often optimal and in some cases super-optimal, since the algorithm is not forced to use the right number of vehicles. However we observed that even when the solutions provided by the tabu search algorithm were infeasible, the overall algorithm took benefit from the initial set of columns generated in this way.
At each non-root node of the search-tree, our algorithm initializes the RLM P with the same set of columns used by the last considered node, except the columns that have become infeasible because of branching. Note that the last node considered does not necessarily coincide with the father of the current node, but depends on the search strategy.
Columns management. At each iteration of the column generation algorithm all columns with negative reduced cost which have been found are inserted into the RLM P . When the number of columns in the RLM P exceeds a predefined fixed value (set to 5000 in our tests), we delete the columns with a reduced cost greater than the threshold value 1.5σ min (i,j)∈A {c ij }, whereσ is the maximum number of steps in a feasible route as defined in Section 2.3. Each column deleted from the master problem is stored in a pool together with the list of the arcs used in the corresponding route. These additional data are necessary to test whether the column is feasible at a node of the search-tree, since the column itself does not contain explicit information on the sequence in which the customers are visited. A column is eliminated from the pool after ten consecutive evaluations (step 1 of the pricing algorithm, see Section 2.4) yielding a positive reduced cost.
Lower bounding and termination. It is well-known that one of the drawbacks of column generation is the so-called "tailing-off" effect: a lot of iterations that do not significantly modify the optimal value of the RLM P are often necessary to prove optimality. Therefore, many authors (see, for instance, Farley [14] and Vanderbeck and Wolsey [26] ) have proposed alternative lower bounding techniques, that allow an earlier termination of column generation yet providing a valid lower bound.
Our algorithm exploits the bound obtained from the Lagrangean relaxation of covering constraints (14) . When the optimal valuec * of the (possibly relaxed) pricing subproblem is negative, we can compute the lower bound
where ω * RLM P is the optimal value of the current RLM P (see Farley [14] ). When ω lb is greater than or equal to the best incumbent feasible solution, the current node is fathomed. If column generation is terminated because the time limit has expired, ω lb is kept as the final lower bound of the node. Stabilization. We compared two different stabilization techniques, namely the interior point technique described by Rousseau et al. [22] and the one based on dual boxes described by du Merle et al. [13] . From our experiments we found that, for our problem, the former technique works much better than the latter. The interior point technique consists in finding a point in the interior of the optimal dual polyhedron whenever the primal problem is degenerate; its dual therefore has many distinct optimal solutions. The stabilization algorithm generates a prespecified number of different optimal dual solutions (we set this number to 100) and then it takes a strict convex combination of them. The effect is to distribute the dual prizes λ among all the customers instead of concentrating them on a few ones. We observed that the effect of this stabilization technique was favourable both in terms of size of the search-tree and in terms of the overall computing time.
The branch-and-price algorithm
The column generation algorithm described above is executed at every node of a searchtree in a branch-and-bound framework. In this section we describe the search strategy, the upper bounding technique and the branching strategies we employed.
Search strategy. We explore the search-tree according to a best-first policy, where subproblems are ranked on the basis of the associated lower bound. Experiments with depth-first search yielded inferior results in terms of number of problems solved to optimality within the same amount of computing time.
Upper bounding. We did not insert in our algorithm any sophisticated upper bounding technique because computing a feasible solution of the VRPSDC is an N Pcomplete problem in itself. To quickly produce feasible solutions during the search we devised the following greedy procedure, exploiting the structure of the current (possibly fractional) RLM P solution. We iteratively fix to 1 the binary variable z r of a column and we solve the resulting RLM P again. At each iteration the variable fixed to 1 corresponds to the cycle-free column with the highest fractional value. We iterate until either a complete integer solution is obtained or the algorithm fails. This heuristic is quite fast, so we execute it at each column generation iteration. This is especially useful for large instances, where the initial upper bound provided by tabu search is not so close to the optimum.
Branching. We implemented different branching strategies, namely, branching on cycles, branching on resources and branching on arcs. The former two are used mainly to eliminate cycles from the optimal solution of the RLM P . All three strategies are compliant with the structure of the pricing subproblem and with the implementation of the dynamic programming algorithms. Notably, the strategies can also be combined so that the branch-and-price algorithm can use any of them.
Branching on cycles. First we determine the minimum length, say k, of the cycles among all the basic columns in the current optimal solution of the RLM P ; then we select the router with a cycle of length k whose variable zr has the largest value. Then k children nodes are generated: at child node h = 0 . . . k − 1, we impose the first h arcs of the cycle and we forbid the h + 1-th arc. Fixing arc variables is easy to take into account in the pricing algorithm at the children nodes: when arc (i, j) is imposed, vertices i and j are shrunk into a single vertex; when arc (i, j) is forbidden, it is deleted from the graph. We experimentally observed that the number of children generated is often equal to 3.
Branching on resources. It is common that in the optimal RLM P solution a customer is visited several times, that is, there are several arcs entering and leaving a vertexî. This may happen when a route has a cycle as well as when two or more routes have some vertex in common. The branching strategy consists in adding a constraint on the quantity of resource consumed by the vehicle(s) up to the visit of vertexî. This idea was proposed by Gélinas et al. [17] for routing problems with time windows and it can be adapted to any problem in which some resource varies monotonically along the route.
Consider a vertexî visited twice or more in the paths used by the optimal solution of the RLMP and choose two visits toî along such paths. The dynamic programming recursion associates a forward and a backward state to each visit. Let (σ 1 , π 1 , δ 1 ,î) and (σ 2 , π 2 , δ 2 ,î) be the two forward states associated to two visits toî. Without loss of generality assume π 1 < π 2 (the same idea can be applied to resource δ as well as to backward states). Then an integer branching valueπî is chosen such that π 1 < πî ≤ π 2 ;
then two children nodes are generated imposing π ≥ πî in one child node and π ≤ πî −1 in the other. To choose the branching vertex, we first select the set H of vertices visited the least number of times but at least twice in the basic columns of the RLMP; to this purpose we disregard the possibly fractional values associated with the columns and we only consider whether a column is basic or not. Then we chooseî ∈ H andπî so that the sum of the z values of the columns which become infeasible is the most balanced between the two children nodes.
Branching on arcs. When there are no cycles in the basic columns but there are still fractional variables, we perform branching on arcs. This binary branching scheme consists in selecting a vertex visited by different fractional routes through different arcs. One such arc is then imposed in one child node and forbidden in the other.
Mixed branching. Branching-on-cycles is only applicable when state space relaxation is used to solve the pricing subproblem. If exact dynamic programming is used, then the columns have no cycles and branching on arcs must be used. Branching-onresources can be used in both cases, but in our experiments it yielded inferior results in terms of computing time and number of search nodes explored, compared with the other branching policies. The only case in which we found branching-on-resources useful is when a vertex is visited in two different cycles by two different routes, that is the "butterfly" case illustrated in Figure 1 . In this case by branching-on-resources it is often possible to forbid both cycles in both children nodes. Therefore, when state space relaxation is adopted, we use a mixed branching strategy: if any "butterfly" is found, branching is done on resources to eliminate it, if possible; otherwise, branching is done on cycles.
Computational results
We implemented two branch-and-price algorithms: one (indicated by EXACT ) based on exact dynamic programming with branching-on-arcs strategy and the other (indicated by RELAX) based on state space relaxation with mixed branching strategy.
We tested our algorithms on five classes of benchmark instances: Class 1, Class 2S, Class 2C, Class 3S and Class 3C, where S stands for "simple demands" and C for "composite demands".
Class 1 consists of twelve instances derived from Solomon's instances r101, c101 and rc101, originally proposed for the VRPTW. We considered the first 20 or 40 customers, we neglected the time-windows and we followed the method proposed by Angelelli and Mansini [2] to generate composite demands: the demands given in Solomon's instances were assumed to represent delivery demands d i , while pick-up demands p i were generated as
For each instance in Solomon's benchmark we generated two VRPSDC instances with γ = 0.2 and γ = 0.8. Vehicles capacity was set to 100. The Euclidean distance between customers was rounded up to a multiple of 0.1 to guarantee that the triangular inequality held.
Class 2S was made of 18 instances generated as described by Toth and Vigo [23] . The number of customers is equal to 20 or 40. Customer coordinates are uniformly distributed in the intervals [0, 24000] for the x values and [0, 32000] for the y values; the depot is located at (12000, 16000). The cost of each arc was defined as the Euclidean distance rounded up to an integer value. Demands were generated at random from a normal distribution with mean value equal to 50 and standard deviation equal to 20. The fraction of delivery customers is equal to Class 2C was obtained from class 2S using the following method: all demands of the corresponding instance in class 2S were considered as delivery demands and the pick-up demand of each customer i was computed as p i = (0.5 + r)d i , where r was taken from a uniform distribution in the interval [0, 1] .
Class 3S consists of 36 instances, obtained from four real world CVRP instances of the VRPLIB with N equal to 20 or 40. For each CVRP instance nine VRPSDC instances were generated, each one corresponding to a fraction of delivery customer equal to and to a vehicle capacity equal to 150, 200 and 300. Class 3C was obtained from class 3S with the same technique as class 2C.
For classes 2S, 2C, 3S and 3C we computed K as the minimum number of vehicles for which a feasible solution exists: for each instance with simple demands we solved two bin packing problems, one related to pick-up demands and one to delivery demands, and we took the maximum of the two optimal solutions. For each instance with composite demands we solved a bi-dimensional vector packing problem. All these problems were solved by the mixed integer solver of CPLEX 6.5.
All tests were done on a PC Pentium-IV 1.6 GHz with 512 MB of RAM under Linux Red Hat 7.3 operating system. Algorithms were implemented in ANSI-C and compiled with gcc version 2.96. To solve the RLM P s we used the primal simplex algorithm of ILOG CPLEX 6.5 with standard settings. The time limit for each run of each branch-and-price algorithm was set to one hour. The computing time spent for the initialization with the tabu search algorithm was limited to one minute.
In the tables hereafter we report for each instance the number of vertices N , the number of vehicles K, the upper boundσ on the number of customers per vehicle computed at the root node as explained in Section 2.3, and the percentage gap LB Gap between the lower bound given by the linear relaxation of the original formulation (1)- (9) and the lower bound given by the set covering formulation (10), (12), (13) and (14) at the root node.
We also report results concerning the root node and the complete search-tree. For the root node we report the percentage improvement LB impr. from the lower bound at the root node, say LB root to the final lower bound, say LB f inal (that is LB impr. = 100(LB f inal − LB root )/LB root ), the time spent in seconds (T root ) and the number of columns generated (C root ). For the search-tree we report the final upper bound (UB), the percentage gap between the final upper bound and the final lower bound (Gap), the overall time spent (T tree ), the number of nodes explored (Nodes), the percentage of time spent for pricing (T price ) and the total number of columns generated (C tree ).
Exact dynamic programming vs. state space relaxation. In the first set of our experiments, reported in Table 1 , we compared the exact dynamic programming algorithm with the state space relaxation algorithm. We used Class 1 instances as a testbed. Table 1 does not report the results of algorithm EXACT for instances with 40 customers because the algorithm could not complete the computation at the root node within the time limit. On instances with 20 customers algorithm EXACT spent a large amount of time at the root node but yielded stronger lower bounds (see column LB impr.) than algorithm RELAX. However, in spite of the better lower bounds producing smaller search-trees, this approach is not competitive with algorithm RELAX (see column T tree ).
These results contrast with those obtained by Feillet et al. [15] on the VRPTW, because the effectiveness of the exact dynamic programming algorithm depends heavily on the tightness of the constraints in the pricing problem. To have a quantitative measure of the effect of the constraints on the dynamic programming algorithm, we observed that the average number of non-dominated labels generated by our pricing algorithm for the VRPSDC was 10 to 20 times larger than that reported by Feillet et al. [15] for VRPTW. Therefore, we are convinced that the trade-off between exact dynamic programming and state space relaxation deserves further investigation in order to identify the best pricing strategy according to the structure of the problem instances at hand.
Relying upon the outcome of this first set of experiments, we tested only the algorithm RELAX on the other four classes of instances.
Experimental results with RELAX. Tables 2-4 correspond to the other four classes of problem instances. The algorithm solved all instances in classes 2C and 2S to optimality except instance 2S 40 66 2. It solved 15 out of 18 instances in Class 3S and 16 out of 18 instances in Class 3C. In these instances the computing time is replaced by an asterisk. Even in these cases, however, it yielded a very small gap, with the exception of instance 3S 40 50 3 for which the dynamic programming algorithm could not terminate at the root node within the time limit. For this instance the value in column LB gap was determined by letting the algorithm run without time limits.
Remarkably, the percentage of time spent on pricing was very high and got close to 100% for problems in classes 3S and 3C.
There is clear correlation between the value ofσ and the difficulty of the problem instance, measured by the overall time and the number of columns generated. When the capacity constraints are less tight, that is,σ is higher, the algorithm needs to generate a larger number of columns and this requires a significant amount of computing time. Therefore,σ can be assumed as a rough measure of the difficulty of a VRPSDC instance from the viewpoint of a branch-and-price approach.
Conclusions
In this paper we have introduced for the first time branch-and-price algorithms for the exact solution of the vehicle routing problem with simultaneous delivery and collection without any additional constraint. We have introduced new ideas to improve the performance of dynamic programming algorithms used to solve the pricing problem, namely, bi-directional search and bounded number of steps, and we have studied different branching strategies. We have implemented both exact dynamic programming and state space relaxation and we have compared them through computational experiments. From such experiments we can conclude that branch-and-price is a viable approach to the solution of the VRPSDC both as an optimization method for instances of small to medium size. We foresee a number of future developments along this line of research. First, we mention the need to measure in a quantitative and reliable way the effect of constraints on the pricing problem; indeed, different constraints may have quite a different impact on the structure of the pricing problem and on the effectiveness of dynamic programming. Therefore, it is necessary to further investigate which constraints make a vehicle routing problem amenable for dynamic-programming-based branch-and-price algorithms and to what extent. Another issue is the development of different and hopefully complementary approaches to the VRPSDC, such as branchand-cut algorithms, which can be a useful alternative to dynamic programming in the solution of the pricing subproblem if not as an alternative to branch-and-price for the overall routing problem. 
