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ABSTRACT
MODELING ELECTRONIC STRUCTURE AND DYNAMICS OF MOLECULES ON
METAL SURFACES
Zuxin Jin
Joseph E. Subotnik
Molecular dynamics near metal surfaces underlie a number of fields in chemistry, including chemisorption, electrochemistry, heterogeneous catalysis, and many others. Due to
the continuum of electronic states possessed by metals, electron-hole pairs can be easily
excited by moving molecules near metals. Consequently, molecular dynamics near metal
surfaces often go beyond the Born-Oppenheimer approximation by demanding, e.g., a friction and its accompanied random force, or a surface hopping approach. In this thesis, we
first propose an efficient and accurate interpolation method for computing the electronic
friction tensor as appropriate for molecular dynamics. Unlike traditional methods based
on broadening, our interpolation method relies only on orbital energy gradients (rather
than derivative couplings), and does not involve any user-identified parameters. Next, we
develop several configuration interaction approaches for characterizing the electronic structure of model molecule-metal system. Based on these approaches, we introduce an efficient
reduced representation with a special focus on the molecular charge character. Thereafter,
we modify the fewest switches surface hopping (FSSH) method to accommodate this reduced representation by including electronic relaxation (ER). The reduced representation
and the FSSH-ER together form a new surface hopping scheme for modeling molecular
nonadiabatic dynamics. This scheme is valid across a wide range of coupling strength as
supported by tests applied to the Anderson-Holstein model for electron transfer.
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FIGURE 2.1 : A wide-band model for the Hamiltonian in Eq. (2.5), kT = 0.001,
the friction is evaluated at the diabatic crossing point x0 , i.e. h(x0 ) =
0. The remaining parameters are chosen that ∂x h = -0.01, Γ=0.028,
∂x Γ = -0.011, F = 0. The bath energy spacing is ∆E = 0.0002,
so that Γ/∆E = 140, kB T /∆E = 5. (a) Friction tensors computed
by Gaussian broadening (γ GB ) and off-diagonal normalized Gaussian broadening (γ ON GB ) vs. the broadening parameter σ (see
Eqs. (2.12) and (2.14) ). The friction tensors computed by direct
quadrature (γ DQ ), our interpolation method (γ ICSOEG ), and the
exact wide-band solution (γ W B ) are also plotted for reference. (b)
R
I() ≡ d0 Tr (∂x HP(0 )) vs. . Here we plot the cumulative sum
expression for I() (Eq. (2.19)) and the fitted curve in the ICSOEG
˜
procedure (I()).
(c) Z() ≡ Tr (∂x HP()) as a function of . Z()
is evaluated at the eigenenergies of H according to Eq. (2.18). The
asymmetric shape comes from non-Condon effects (∂x Γ 6= 0). (d)
Ω() ≡ Tr (∂x HP()∂x HP()) ≈ (Z())2 as a function of . ∂f /∂
is also plotted for reference. In (b), (c) and (d), for the sake of visual clarity, we plot the exact expressions (blue circles) only every
tenth eigenenergies. The ONGB result has the largest error(about
5%). For the most part, all of the methods agree well with the
exact wide-band expression. . . . . . . . . . . . . . . . . . . . . .
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FIGURE 2.2 : Same as Fig. (2.1) with the only change of parameters being that
we now set Γ = 0.013 and ∂x Γ = −0.005. For this choice of parameters, we have chosen Γ to be smaller so that there are fewer eigenstates spread out over the spectrum of interest. In Fig. (a), notice
that even though Γ/∆E = 65 is still quite large and kB T /∆E = 5
remains unaltered, results from the broadening methods (γ GB and
γ ON GB ) deteriorate. By contrast, our interpolation method remains stable. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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FIGURE 2.3 : Same as Fig. (2.1) except that now kT = 0.015 and the bath
contains only 200 states (∆E = 0.002). Here, the temperature is
comparable to Γ (Γ/∆E = 14, kB T /∆E = 7.5). However, observe
that in (a), the broadening methods fail to converge with respect to
the broadening parameter due to a poor quasi-continuity. These results highlight that broadening methods can fail even in the high-T
limit if there is not enough sampling. By contrast, our interpolation
method still agrees very well with the exact wide-band result. . .
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FIGURE 2.4 : Same as Fig. (2.3) except that kT = 0.0002. Now, Γ/∆E = 14
and kB T /∆E = 0.1. This low-T case represents the most difficult
situation for broadening methods: both Γ and kB T are very small.
As shown in (a), our interpolation method remains relatively stable,
while other methods either do not yield correct result or even fail
to converge with respect to the broadening parameter. . . . . . .
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FIGURE 2.5 : The density of states (left) and the hybridization function (right)
of the quasi-continuous model in Sec. 2.3.2. The bath has a total of
2000 states ranging from -0.2 to 0.2. Note that we are now breaking
the wide-band approximation, as Γ depends on . . . . . . . . . .
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FIGURE 2.6 : A quasi-continuous model for the Hamiltonian in Eq. (2.5). The
bath density of states and hybridization function Γ() are plotted in
Fig. (2.5). Note that we are now breaking the wide-band approximation. Our parameters are as follows: kT = 0.001, h = 0, ∂x h =
-0.01, F = 0.01. ∂x Γ = −0.2Γ. At the Fermi level, the bath energy
spacing ∆EF = 2.24 × 10−4 , ΓF = 0.0235, i.e., ΓF /∆EF = 105,
kB T /∆EF = 4.5. The quantities plotted in (a)-(d) are the same as
those in Fig. (2.1). Basically all methods agree well with the exact
NEGF expression.
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FIGURE 2.7 : Same as Fig. (2.6) except that F = 0, kT = 0.01 and the bath
is rescaled to contains only 200 states so that ∆EF = 0.002 (but
note that the Vl ’s are adjusted accordingly so that the overall Γ
remains unchanged and still matches that in Fig. (2.5b)). Here
ΓF /∆EF = 12.8, kB T /∆EF = 5. Similar to Fig. (2.3), the broadening methods fail to converge due to a poor quasi-continuity. Our
interpolation method has a 12% error. This error is systematic
since the functional form we use is based on a flat-band model and
does not globally match an arbitrary quasi-continuous model. The
quality of curve fitting, as can be seen from (b), (c) and (d), slightly
deteriorates in this high-temperature limit.
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FIGURE 2.8 : Same as Fig. (2.6) except that kB T = 0.0002 and F = 0.01.
Here ΓF /∆EF = 11.1, kB T /∆EF = 0.09. This case is similar to
that of Fig. (2.4) insofar as we are undersampling the manifold of
electronic states (relatively speaking). As before, our interpolation
method is much more robust against this undersampled bath spectrum than are the broadening methods and the direct quadrature.
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FIGURE 2.9 : A schematic diagram of the tight-binding model considered in Sec.
2.3.3. The solid black circle is the molecular site. The open circles
are the slab sites. The figure contains 3 layers of triangular lattices
with 4×4 sites within each layer. Each layer is plotted in a unique
color. The molecular site is on top of a bridge position.
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FIGURE 2.10 :γ GB (dashed red), γ ON GB (solid red), γ ICSOEG (k-independent) (
Eq. (2.25), (2.26), (2.27) ) (dotted black) and γ ICSOEG (k-gathered)
(Eq.

(2.25), (2.28))(dashed black) for the tight-binding model

described in Sec. 2.3.3. The intra-slab hopping amplitudes between nearest neighbors are 0.03. The hopping amplitudes between the molecule and slab sites are assumed to be Vi = 0.07/(1 +
exp(ri − 6)) where ri is the distance between the molecule and the
slab site i. The molecule is placed at a height of 6 above a bridge
position of the surface. kT = 0.001. The system is assumed to be
periodic in the two spatial directions along the surface. The slab
sizes and k samplings are labeled above each plot. With a sufficiently large cell and dense Brillouin zone sampling, all methods
basically agree. However, with a small cell size and sparse Brillouin zone sampling, the k−gathered interpolation method is the
only robust algorithm.
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FIGURE 2.11 :Same as Fig. (2.10) except that Vi = 0.05/(1+exp(ri − 6)). With a
reduced Γ, the k-gathered γ ICSOEG remains relatively stable. This
behavior should be contrasted with the case of the two broadening
methods, which do not converge with the broadening width even
with a slab of 16 × 16 × 6 sites. For this problem, γ ICSOEG with
independent k approaches γ ICSOEG with gathered k at larger cell
size.
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FIGURE 2.12 :ICSOEG fit for the tight-binding model with the k-gathered (left)
and with the k-independent (right) scheme (at k = 0). kT = 0.005.
The cell contains 8×8×6 slab sites and a 10×10 Brillouin zone sampling. As can be seen from the right panel, if we separate the electronic states according to crystal momentum k, the resulting data
points do not necessarily form a good, smooth quasi-continuum (as
is required by a broadening method). Our numerical results suggest that the k−gathered scheme can be an optimally efficient and
robust approach provided that the method is a good approximation
to the more rigorous k-independent scheme (as is true here).
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FIGURE 3.1 : System population as a function of system on-site energy E(x) (see
Eq. 3.1). The bath state energies range from -0.2 to 0.2 with spacing 0.001 (a and b) and 0.003 (c). The temperatures are (a) 0.0001,
(b) 0.001 and (c) 0.005. Other parameters are U = 0.1, Γ = 0.01,
µ = 0. NRG is used as the benchmark. The restricted mean-field
(MF) ground state entirely fails to capture the electronic correlation, while the unrestricted calculation (UMF) over-corrects the
impurity population and introduces artificial continuities between
the correlated and non-correlated regime. A three-state CAS(2,2)
optimization can introduce significant correction to the mean-field
population. CIS-ND and MRCIS reproduce NRG results quite well
when kT . ∆E  Γ. All the CIS-based methods deteriorate when
∆E < kT . Γ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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FIGURE 3.2 : On-site repulsion as a function of system on-site energy E(x) at (a)
kT = 0.0001, (b) kT = 0.001 and (c) kT = 0.005. The parameters
are the same as those in Fig. 3.1. The repulsion is nearly zero
between −0.1 and 0, where the impurity population is around 1,
demonstrating the multi-reference nature in this region. In all cases
CI methods can perform well for small enough temperatures. . . .
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FIGURE 3.3 : Diabatic PESs, couplings and impurity populations from CIS-1D,
CIS-ND, MRCIS and CAS(2,2). The zero-, one- and two-electron
diabats are plotted in blue, orange and green respectively. The
projection diabatization for the CAS(2,2) algorithm yields exact
integer-occupation quasi-diabatic states, since the basis is an invariant subspace of PM . For the other three methods, the system
populations of diabatic states are not exact integer, yet the deviations are very small. The diabatic couplings of MRCIS do not
significantly differ from those of CIS-ND.
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FIGURE 3.4 : S 2 vs. on-site energy for CIS-ND and MR-CIS ground state. The
configuration states introduced by CIS-ND are not spin adapted,
thus spin contamination occurs in the correlated regime. Nevertheless, the contamination is insignificant (less than 0.005).
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FIGURE 3.5 : Electronic friction (γ) vs impurity on-site energy (E(x)) according
to CIS-1D, CIS-ND, mean-field theory and NRG. The parameters
are the same as those in Fig. 3.1b. Unlike restricted mean-field
theory, CIS-1D and CIS-ND can qualitatively capture the doublepeaked pattern; yet their quantitative value is not reliable here,
due to both numerical instability as well as systematic errors in
the DoS. The CIS-based friction in the upper left panel is computed by an interpolation method, while in the remaining panels
friction tensors are computed by broadening the delta functions by
(a) σ = ∆E, (b) σ = 3∆E and (c) σ = 10∆E (σ is the width
of gaussian and ∆E is the bath spacing). Note that the friction
tensors computed by interpolation are not accurate while the friction tensors computed by broadening do not converge with σ; see
Appendix .2 for details. The unrestricted mean-field friction diverges at the Coulson-Fischer point. Note that we cannot report
CAS(2,2) friction tensor here because friction requires a continuum
of states, and for the CAS(2,2) calculation we do not have such a
set of bath states.
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FIGURE 4.1 : The coverage of the classical master equation and the broadened
Fokker-Planck (BFP) method with respect to the hybridization
function, assuming kT  ~ω. This figure is adapted from Fig.
1 of Ref. 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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FIGURE 4.2 : A schematic diagram of the relevant potential energy surfaces for
the non-interacting Anderson-Holstein model. The dashed lines
correspond to the raw (e.g. perturbative) impurity diabats and
potential of mean force (PMF) as relevant in the limit Γ < kT
(and as used by a CME); and the solid lines are their broadened
counterparts as applicable when Γ < kT or Γ > kT (and as used by
the BCME). By performing CME-like dynamics on broadened diabats, the BCME is able to work in the Γ > kT regime and recover
the correctly broadened barrier between the well on the left and
the well on the right; note that the correctly broadened potential
of mean force (BPMF) can be much lower than the unbroadened
potential of mean force (PMF) at the crossing point. More details
about the BCME can be found in Ref. 1–5.
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FIGURE 4.3 : A schematic diagram of the reduced representation. (a) The original potential energy surfaces for a molecule-metal system. (b) A
reduced representation for (a). Each excited state in the reduced
system is coupled to the reduced bath. . . . . . . . . . . . . . . .
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FIGURE 4.4 : Subspace adiabatic potential energy surfaces and derivative couplings with (a) Γ = 0.0064, and (b) Γ = 0.0008. In both figures,
the one-electron metal states {k } are evenly spaced and range
from -0.2 to 0.2 with a spacing of Γ/6.4. The other parameters are
m = 2000, ω = 0.0002, x0 = 0, x1 = 20.6097, ∆ = −0.0038. The
ground adiabatic PES and ten lowest excited PESs are plotted in
solid lines. The diabatic PESs (Eq. 4.32) are plotted in dashed
lines for reference. The derivative coupling between the ground
state and the first excited state peaks at the diabatic crossing.
For higher excited states, the derivative couplings with the ground
state are much smaller. Note that there is a finite gap between the
ground and excited PES, indicating that pure-bath excitations of
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FIGURE 4.5 : Excitation gap at the diabatic crossing vs. hybridization Γ. A
rough explanation for why the gap ≈ Γ is given in Appendix .3. .
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FIGURE 4.6 : Maximum derivative couplings between the ground state and excited states. Note that the derivative couplings become small in all
cases for higher excited states (and sometimes much faster). . . .
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FIGURE 4.7 : Relaxation Γ̃ (Eq. 4.15) as a function of nuclear coordinate. The
parameters are the same as those in Fig. 4.4. The diabatic PESs
cross at x = 8.0011. (a) Γ̃ for the first excited state at four different hybridization Γ’s. Note that, except for the vicinity of the
crossing, we find Γ̃1 ≈ Γ. For Γ̃1 , a ditch is always present near the
crossing, highlighting the idea that nonadiabatic nuclear dynamics
dominate at the crossing point (where the derivative coupling is
large), but standard electronic relaxation (whereby molecular electrons exchange with the metal) dominate everywhere else. (b) Γ̃J
for J = 1, 2, 5, 10 at Γ = 0.0008. Unlike Γ̃1 , Γ̃J for higher-excited
states can exhibit a bump (J = 2 and 5) or even an intriguing
oscillating pattern (J = 10) near the crossing. . . . . . . . . . . .
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FIGURE 4.8 : Rate of electron transfer as a function of Γ. The parameters are
the same as those in Fig. 4.4. Marcus theory is valid in the small Γ
limit, and transition state theory (TST) is valid in the large Γ limit
(κ = 0.5). Overall both BCME and FSSH-ER are reliable across
the full range of Γ. In the small Γ limit, FSSH-ER differs slightly
from the Marcus rate in part due to a lack of decoherence [6]. For
small Γ, ignoring the electronic relaxation in the reduced system
can significantly underestimate the rate. . . . . . . . . . . . . . .
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FIGURE 5.1 : A schematic diagram of the cyclically permuted position operators.
Periodic boundary conditions (PBCs) are applied over 4 unit cells. 109
FIGURE 5.2 : (a) Lattice potential in one unit cell and (b) Hartree-Fock (singleparticle) orbital band structure. The parameter l in the e − e
interaction (Eq. (5.12)) is chosen to be 2 throughout this paper.
λ = 1 in this figure.
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FIGURE 5.3 : (upper) Excitation energies from a CIS calculation as a function
of the excitonic momentum q with λ = 1, N =8. Here, N is the
number of unit cells (i.e. k points). The potential and the singleparticle band structure have been plotted in Fig. 5.2. G0 is the
unit reciprocal lattice vector. Only triplet states are plotted. The
red dots are identified as exciton bands with significant locality;
(lower) the excitation energies as a function of λ which is defined
in Eq. (5.12). The size of the dots is proportional to the localization
criterion (Eq. (5.19)), which confirms our identification of excitonic
states above. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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FIGURE 5.4 : Here we set λ = 1 and study the Frenkel limit for localized excitons. The length of one unit cell is 4. MLWFs are used for methods
#1 and #2. (a) Detachment and attachment densities are plotted
for the localized Wannier excitation |Φai00,ν,ν i (which is the target
function for the method #1) in black. We plot the same attachment/detachment densities for diabatic states from methods #1,
#2, #3 in blue, red, and green. Note that all diabatic states agree
with each other and mostly with the target function as well. (b)
Charge density of a diabatized excitonic state (which is localized to
the fourth unit cell) as a function of position x. Methods #1, #2
and #3 are plotted in blue, red, and green respectively. In black,
we plot the ground state charge density.

. . . . . . . . . . . . . .
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FIGURE 5.5 : Same calculation as Fig. 5.4 except that λ = 0.06. Excitons in
this case are near the Wannier-Mott limit. Note that we can still
generate localized excitonic states even in this limit, however the
resulting states have lost much of their resemblance to the original
target functions. . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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FIGURE 5.6 : Diabatic coupling vs. site distance in units of the lattice constant.
Results are based on our method #2 with λ = 1, N = 16. Note the
quick decay; for many purposes, only nearest neighbor couplings are
necessary.

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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FIGURE 5.7 : Nearest neighbor coupling vs. λ. Results are based on our method
#2 with N = 16. In systems where the Coulomb interaction is
strongly screened (small λ which is the Wannier-Mott limit), excitons are more delocalized and have stronger couplings with their
neighbors. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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FIGURE 5.8 : Nearest neighbor coupling vs. N (the number of k points or, equivalently, unit cells). λ is set to be 1. Data from the method #2.
Note that, for a converged calculation, one requires at least N = 4
unit cells. The relative error between N = 8 and 16 is less than
1%. These electronic couplings are essential for modeling excitation states coupled to nuclear motion in the limit of large electronphonon coupling. . . . . . . . . . . . . . . . . . . . . . . . . . . .
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FIGURE 5.9 : Here we set λ = 1 and compare method #3 (green) with methods
#1 and #2 (blue and red). The latter two approaches rely on localized single-particle WFs and, for the present example, the valence
and conduction WFs are plotted in the upper left and right panels respectively. Note that these WF’s are far less localized than
MLWFs (e.g., look carefully around X = 5). The resulting diabatic states from methods #1 and #2 are clearly delocalized and
suboptimal. By contrast, method #3 is insensitive to the choice
of single-particle WFs, which is a relative advantage. In black, we
plot the ground state charge density. . . . . . . . . . . . . . . . .
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CHAPTER 1 : Introduction
Quantum mechanics provides a solid framework for investigating chemical processes on an
atomic scale. Simulations of chemical reactions using quantum mechanics are incredibly
helpful for performing research in chemistry, physics and material science. In principle,
using the time-independent Schrödinger equation, one can obtain reliable static properties
for molecules; using the time-dependent Schrödinger equation, one can explain or predict
basically all chemical processes. However, because diagonalization of the exact Hamiltonian and direct propagation of coupled electron-nuclear wave packet dynamics is usually
prohibitive, approximations are necessary. Unfortunately, despite decades of development
in quantum chemistry, our ability to simulate large systems remains limited. For example,
for the last two decades, because nonadiabatic effects at heterogeneous interfaces are believed to have an important role in heterogeneous catalysis, electrochemistry, and molecular
junctions, such effects have aroused great interest. While great effort has been expended
in modeling such systems in order to acquire a thorough understanding of vibrational relaxation, inelastic scattering, chemicurrents and other effects, today, one still has difficulty
modeling experiments with quantitative accuracy. The trade-off between reliability and
computational cost is an everlasting issue, and the search for more efficient methods is still
a crucial task in modern physical chemistry.
The task of simulating a chemical reaction is often broken down into two parts: (i) the electronic structure and (ii) the nuclear dynamics. Given the complexity of realistic systems,
approximations often have to be made for both parts, many of which rely on the specific
problem of interest rather than being general. For instance, one uses different theoretical
tools to describes reactions in the gas phase compared with reactions at an interface. Consequently, one should expect that, in order to simulated a specific type of reaction, one will
often require a very specific tool.
This thesis studies several topics in quantum chemistry with a particular focus on the elec-
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tronic structure and dynamics near metal surfaces. This chapter gives a brief introduction
into some of the most basic concepts in coupled electron-nuclear dynamics and electronic
structure theory that will be relevant for subsequent chapters. An outline of this dissertation
is given at the end of this chapter.

1.1. Coupled electron-nuclear dynamics
A typical molecular system consists of electrons and nuclei. A chemical process is characterized by its dynamics. Very often, we assume that, because nuclei are so much heavier than
electrons, classical dynamics suffice. That being said, classical MD relies on two assumptions. The first assumption is the Born-Oppenheimer approximation (BOA), which assumes
nuclear and electronic motion can be completely separated, and the motion of nuclei are
confined to a single adiabatic potential energy surface (PES). The second assumption is
that nuclei can be described by classical trajectories. In realistic systems, however, both
assumptions might fail. The BOA usually breaks down when different PESs are close to
each other (or have degeneracy), in which case nuclei might move from one PES to another
near a crossing. Such transitions are called nonadiabatic processes. The second assumption
can fail due to nuclear quantum effects, such as zero-point energy, quantization of energy
levels, coherence and tunnelling. In short, there are plenty of scenarios where we have to
go beyond classical MD.
We will now describe the formally correct (exact) means to propagate nonadiabatic dynamics with wavepackets; thereafter, we will discuss how one works with nonadiabatic dynamics
in a cheaper, practical mixed quantum-classical framework.
1.1.1. Wave-packet formalism
The most fundamental approach to overcome the deficiencies of classical MD is to treat
nuclei with quantum mechanics. Consider the Hamiltonian of a general molecular system

H=−

X
α

α6=β
i6=j
X1
X
1 X Zα Zβ
1X
1
Zα
1
∇2α −
∇2i +
+
−
2Mα
2
2
|Rα − Rβ | 2
|ri − rj |
|Rα − ri |
i

ij

αβ

≡ TR + He (r, R)

iα

(1.1)
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here, α and β label nuclei, i and j label electrons, r and R denote the collection of all electronic and nuclear degrees of freedom (DoFs) respectively. If we exclude the nuclear kinetic
energy operator (TR ), the remaining operator is called the electronic Hamiltonian (He ). All
information of any chemical process is incorporated in the system’s total wave function,
Ψ(r, R, t), whose equation of motion follows the time-dependent Schrodinger equation

i~

∂Ψ
= HΨ
∂t

(1.2)

The large mass difference between electrons and nuclei suggests that their motion are very
likely to have different time scales, thereby enabling separate treatments. A common practice is to expand the total wave function with an electronic basis {φn }, i.e.,
Ψ(r, R, t) =

X

χn (R, t)φn (r, R)

(1.3)

drφ∗m (r, R)φn (r, R) = δmn

(1.4)

n

Z

Eq. 1.2 then becomes
X
X ~2
∂χm
=
δmn TR −
dαmn · ∇α + gmn + Vmn
i~
∂t
M
α
n
α

!
χn

(1.5)

where
dαmn (R)

≡

gmn (R) ≡
Vmn (R) ≡

Z
Z
Z

drφ∗m (r, R)∇α φn (r, R)

(1.6)

drφ∗m (r, R)TR φn (r, R)

(1.7)

drφ∗m (r, R)He (r, R)φn (r, R)

(1.8)

and d is usually referred to as the (first-order) derivative coupling. So far no approximation has been made. By choosing an electronic basis, the task of solving for Ψ(r, R, t) is
transformed into solving for a set of coupled equations of {χm (R, t)}. One may view each
χ as a nuclear wave packet associated with a particular PES.
3

Note that Eq. 1.5 does not rely on a specific electronic basis; it is reasonable to expect that some basis is more advantageous than the others. For a general basis, none
of {dαmn , gmn , Vmn } is diagonal. Even though TR and He (r, R) do not commute in general,
one would like to diagonalize at least one of these operators. The most common choice
diagonalizes the electronic Hamiltonian, generating the so-called adiabatic representation:

He (r, R)ψn (r, R) = En (R)ψn (r, R)

(1.9)

In other words, the adiabatic representation is obtained by solving the electronic eigenstate
problem for every fixed nuclear geometry. As such, Vmn (R) = En (R)δmn is diagonal. The
adiabatic representation is particularly useful if different PESs ({En (R)}) are well separated
from each other and/or the nuclear wave packet does not move very fast, in which case dαmn
and gmn are very small or their impact can effectively be neglected. In the adiabatic limit,
equations in Eq. 1.5 are decoupled from each other, and each χ moves on its own adiabatic
PES:

i~

∂χn (R, t)
= [TR + En (R)] χn (R, t)
∂t

(1.10)

which is the Born-Oppenheimer approximation (BOA). Of course, in realistic systems these
couplings seldom vanish. And, as mentioned earlier, while the BOA has been widely used
and proven to be a very successful approximation, it can fail dramatically in a number of
systems whose PESs have (near) degeneracy. For nuclear dynamics near a conical intersection, the derivative coupling diverges, and one must include more than one PES. Another
common scenario is the molecular dynamics near metal surfaces. Because a metal contains
a continuum of electronic states near the Fermi level, one can hardly ignore the presence of
multiple PESs. For systems with a small number nuclear DoFs, a straightforward propagation of nuclear wave packets (or with minor approximations, like the multi-configuration
time-dependent Hartree method) is still feasible. However, as the number of nuclear DoFs
gets larger, treating nuclei with wave packets is computationally impossible.
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As a sidenote, one might be curious if it is possible to choose an electronic basis in which
the nuclear kinetic energy operator is diagonal (the so-called diabatic representation) even
though the electronic Hamiltonian will not be diagonal. Unfortunately, it has been shown
that, except under rare circumstances, it is impossible to obtain a strict diabatic representation from an adiabatic-to-diabatic transformation:

ΞI (r, R) =

X

ψn (r, R)UnI (R)

(1.11)

n

where U † (R)U (R) = I. For that reason, in practice, one usually seeks so-called quasidiabatic states, in which the derivative couplings are sufficiently small. Quasi-diabatic
states can be very useful in analyizing chemical problems, as their physical characters
usually remain unchanged along reaction coordinates (this property is in fact used as a
criterion to generate quasi-diabatic states in some methods), thereby enabling them to be
an ideal basis for many chemical theories (e.g., the Marcus theory). There is no unique
criterion for the quasi-diabatic states, and there are several methods to generate them. The
procedure of generating diabatic states by rotating adiabatic states is called diabatization
and will be discussed in more details in Sec. 1.2.3 when we introduce the relevant electronic
structure methods.
1.1.2. Mixed quantum-classical dynamics
Mixed quantum-classical (MQC) dynamics is a class of methods proposed to recover nonadiabatic and nuclear quantum behavior at low cost. In MQC methods, nuclei are propagated
by classical dynamics, electrons are evolved according to quantum mechanics, and some
mechanism is introduced between nuclei and electrons to recover nonadiabatic information.
Several MQC methods have been proposed so far, including Ehrenfest dynamics, trajectory
surface hopping, quantum-classical Liouville equation (QCLE), multiple spawning, etc.
For this thesis, our focus has been on the surface hopping algorithm. However, to put
our results in context, a few words about other methods are appropriate. First, the most
rigorous MQC framework is perhaps the QCLE, which can be derived from a partial Wigner
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transform on the equation of motion for the full nuclear-electronic density matrix followed by
a truncating of terms according to their orders in ~. The QCLE is generally considered very
accurate, yet the practical implementation of its fundamental equation is a computational
challenge.
Second, let us discuss Ehrenfest dynamics (which are often not terribly accurate). Ehrenfest dynamics adopts a mean-field idea and assumes that nuclei move on a single effective
potential:

Mα R̈α = −∇α
i~

Z

2



|Ψ(r, t; R)| He (r, R)dr

∂Ψ(r, t; R)
= He (r, R)Ψ(r, t; R)
∂t

(1.12)
(1.13)

where Ψ(r, t; R) represents the electronic wave function at nuclear configuration R. Ehrenfest dynamics can be easily implemented and can be viewed as a “zeroth-order” method
that incorporates nonadiabatic information - but one makes an uncontrolled approximation
when throwing out terms from the QCLE in order to derive Ehrenefst dynamics. In practice,
a major drawback of Ehrenfest dynamics is that it does not treat the correlation between
electrons and nuclei correctly. Consider a reaction with multiple pathways. In a quantum
picture, the nuclear wave packet would split, and there would be small wave packets moving
on each pathway. However, Ehrenfest dynamics would predict that the nuclei would move
on an “averaged” path, which is very often unphysical. Another scenario is a reaction with
a high- and a low-probability channel. Ehrenfest dynamics would predict a path that is
very similar to the major channel and gives very little information about the other. In fact,
these basic analysis suggests that a proper handling of the correlation between nuclei and
electrons requires a distinct path for each possible electronic state, which leads to the idea
of trajectory surface hopping (which is a major focus of this thesis).
The fewest switches surface hopping (FSSH) method is one of the most widely used MQC
method in practice, which can be closely related to the QCLE. A brief review of FSSH
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is given below. In FSSH, electrons are treated quantum mechanically; nuclei are treated
classically and always move on individual adiabatic PES. To see how the algorithm works,
we first expand the electronic wave function in terms of the instantaneous eigenstate basis:

Ψ(r, t; R) =

X

cn (t)ψn (r, R(t))

(1.14)

n

The time dependent (electronic) Schrödinger equation gives
X
i
ċm = − Em (R(t))cm −
Tmn cn
~
n

(1.15)

where

Tmn ≡

Z

∗
ψm
(r, R(t))

∂ψn (r, R(t))
dr = Ṙ · dmn
∂t

(1.16)

is the time derivative coupling matrix which is anti-Hermitian. Eq. 1.15 can be rewritten
in terms of the density matrix ρmn = cm c∗n , which will help generalize the method to
mixed-state systems:
X
i
ρ̇mn (t) = − (Em − En )ρmn −
(Tml ρln − ρml Tln )
~

(1.17)

l

Specifically, the population dynamics in the eigenstate basis follows

ρ̇mm (t) = −2

X
l6=m

Re{Tml ρlm } ≡ −

X

blm

(1.18)

l6=m

which, in the spirit of MQC dynamics, should also dictate the fraction of nuclear trajectories
on each PES. In Tully’s original work [7], the stochastic algorithm for trajectory surfaceswitching is that, at each time step, for a trajectory moving along state m, one switches to
state n with probability

Pn←m = ∆t

bnm
Θ(bnm )
ρmm

7

(1.19)

where Θ is the Heaviside step function. Eq. 1.19 ensures that, through simulating a large
number of trajectories, the fraction of nuclear trajectories on each PES at any time step
is consistent with the electronic density matrix. This consistency can be seen as follows.
Suppose the fraction of nuclear trajectories agrees with the electronic density matrix at
some time step, then, with Eq. 1.19, the change in the fractional population for state m is

∆Fm =

X

(−Pn←m ρmm + Pm←n ρnn ) = ∆t

n6=m

= −∆t

X

(−bnm Θ(bnm ) + bmn Θ(gmn ))

n6=m

X

bnm = ∆ρmm

(1.20)

n6=m

Here we have used both Eq. 1.18 and the fact that b is anti-symmetric, bmn = −bnm . As
such, after a time step ∆t, Tully’s algorithm should keep the fraction of nuclear trajectories
on each state in agreement with the electronic density matrix.
FSSH has been widely used to study a number of nonadiabatic effects in gas phase as well
as in solution, including photochemistry, electron and energy transfer, and proton-coupled
electron transfer. Even though standard FSSH has a severe issue known as ”overcoherence”
- whereby the electronic coherence should be damped when a wave packet splits - several
solutions have been proposed to incorporate decoherence within the FSSH algoirithm. For
example, the augmented-FSSH method [6] has successfully introduced a decoherence scheme
which recovers the correct Marcus rate in the diabatic limit, where standard FSSH fails.
This completes the necessary dynamics background, and we will now turn attention to
electronic structure.

1.2. A brief overview of basic electronic structure tools
Electronic structure is about the states and energies of electrons at a fixed nuclear geometry.
These information not only captures the static properties of a molecular system, but is also
required if one studies the electronic dynamics or coupled electron-nuclear dynamics. As
discussed in Sec. 1.1.1, the adiabatic and the (quasi-)diabatic states are the most common
choice of basis when one studies nuclear dynamics. Finding these states is a central task in
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electronic structure.
This section gives a very brief overview of the most common electronic structure methods
in quantum chemistry which tends to find the adiabatic and the diabatic states. Regarding
the adiabatic states, two broad classes of methods are reviewed: ab initio methods, and
density-functional-theory-based methods. These methods can be found in almost every
computational package and are often the foundation of more sophisticated or specialized
methods.
1.2.1. Ab initio methods
Consider the eigenvalue equation of a many-electron system:

He (x1 , . . . , xN )Ψ(x1 , . . . , xN ) = EΨ(x1 , . . . , xN )

(1.21)

here, N is the number of electrons, the nuclear coordinates are omitted for simplicity, He
is defined in Eq. 1.1, and xi ≡ (ri , σ) is a composite coordinate including the spin. The
fermionic nature of electrons demands that the many-electron wave function will pick up a
minus sign upon interchanging two electrons, namely,

Ψ(. . . , xi , . . . , xj . . .) = −Ψ(. . . , xj , . . . , xi . . .)

(1.22)

With an arbitrary set of one-electron orthonormal orbitals {φλ (x), λ = 1, . . . , M } (below the
index λ is assumed to take discrete values, but it can be easily generalized to continuous
case), a general N -electron wave function can be expanded with a many-electron basis
consisting of all possible Hartree products:

Ψ(x1 , . . . , xN ) =

X

C(λ1 , . . . , λN )φλ1 (x1 ) . . . φλN (xN )

(1.23)

λ1 ···λN

Eq. 1.22 implies that the coefficients C should satisfy

C(. . . , λi , . . . , λj . . .) = −C(. . . , λj , . . . , λi . . .)
9

(1.24)

which has two immediate consequences: let ni denote the number of occurrences of the
i-th orbital (which can be either 0 or 1), (i) any two C’s with the same number of overall
occupations (n1 , . . . , nM ) have the same magnitude, and (ii) their relative sign is determined
by the parity of permutation that connects the two sets of orbitals. Therefore, if we group
the terms according to the overall occupations, each group is precisely a determinant (the
so-called Slater determinant). That is to say, one can rewrite Eq. 1.23 as
X

Ψ(x1 , . . . , xN ) =

f (n1 , . . . , nM )Φn1 ...nM (x1 , . . . , xN )

(1.25)

(n1,...,nM )
n1 +...+nM =N

where the sum goes through all possible sets of (n1 , . . . , nM ) that add up to N , and Φn1 ...nM
is the Slater determinant correspond to the occupation (n1 , . . . , nM ).
Eq. 1.25 states that any many-electron wave function can be expressed as a superposition
of Slater determinants. In theory, one can choose a finite set of energetically relevant oneelectron orbitals, and then diagonalize the many-electron Hamiltonian in the basis consists
of all possible Φn1 ...nM . This is known as the full configuration interaction (FCI) (in practice,
one usually first constructs spin-adapted linear superpositions of Slater determinants known
as the configuration state functions (CSFs), and then diagonalizes the Hamiltonian in the
CSF basis). While FCI is fundamentally exact (given a sufficiently complete basis), it is
extremely expensive and are mostly used as a benchmark for other more efficient methods.
Although Eq. 1.25 is rarely used in practice, its form provides an idea of how approximate methods can be developed: one can use a handful number of Slater determinants to
approximate the wave function.
The most elementary method is the Hartree-Fock (HF) approximation, which uses a single
Slater determinant as the ansatz and determines the orbitals variationally. HF can also
be derived from a mean-field perspective by neglecting electron-electron interaction terms
proportional to the deviation squared. As one would expect, such a big approximation
seldom yields accurate results and can be qualitatively wrong in many scenarios, e.g., bond10

making/breaking process or systems with (near) degenerate states.
However, HF does generate a set of orbitals that can be used to construct a space of energetically relevant Slater determinants. One can expect that, by diagonalizing the Hamiltonian
in a space with more Slater determinants, the HF ground state and its energy can be optimized. This post-HF scheme is known as configuration interaction(CI). The space of extra
Slater determinants is often classified according to the number of orbitals differ from the HF
ground state, i.e., let i, j, . . . denote occupied orbitals and a, b, . . . denote virtual orbitals,
E
E
ab
{|Φai i | |Φai i = c†a ci |ΦHF i} are called singles, { Φab
|
Φ
= c†a ci c†b cj |ΦHF i} are called
ij
ij
doubles, etc. The classification of CI methods is usually based on the highest number of
excitations, e.g., CI with all singles and doubles are abbreviated as CISD, etc. Due to the
nature of the variational approach, the HF ground state satisfies
hΦHF |H|Φai i = 0

(1.26)

which is known as the Brillouin theorem. Therefore, singles alone cannot optimize the
ground state. They, however, can be used to build an ansatz for the excited states

|ΨCIS i =

X
ia

tai |Ψai i

(1.27)

One can diagonalize the Hamiltonian in the space of singles to find the coefficients tai . This
method is known as the configuration interaction singles (CIS) and is the most elementary
excited state approach.
A different excited state approach is the time-dependent Hartree Fock (TDHF) method,
where a systematic treatment of excited states is inferred from a pole analysis of the
frequency-dependent density matrix response, which eventually leads to the following equa-
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tion:






  
A B 
1
 X 

 − ω
   = 0
B A
−1
Y

(1.28)

where ω is the excitation energy,  represents the HF orbital energy,

Aia,jb = (a − i )δij δab + haj||ibi

(1.29)

Bia,jb = hab||iji

(1.30)

and X, Y are the coefficients in the density matrix response:
γ (1) =

X
ia

Xia |aihi| + Yia |iiha|

(1.31)

Note that if one ignores the B block, Eq. 1.28 reduces to an eigenvalue equation for A which
is exactly the CIS. This approximation is known as the Tamm-Dancoff approximation.
Another post-HF scheme is the coupled cluster (CC) method, which uses an ansatz of
P
P
† †
the form eT |ΦHF i where T = ia tai c†a ci + ijab tab
ij ca cb ci cj + . . . is the cluster operator
whose coefficients tai , tab
ij , . . . are yet to be determined by minimizing the energy. CC is
usually considered more favorable than CI because in practice it is often found to be more
accurate, and it also has the size extensivity which CI lacks.
An alternative approach to the HF + post-HF scheme is to use an ansatz of a linear superposition of Slater determinants in the first place and variationally determine both the orbitals as well as the coefficients. This is the so-call multi-configurational self-consistent field
method (MCSCF). MCSCF is able to capture the multi-reference character of a stronglycorrelated wave function, which makes it an ideal approach to generate reference states for
bond-making/breaking process or (near) degenerate systems. One of the most prevailing
MCSCF methods is the complete active space SCF (CASSCF) approach, which uses all
possible CSFs for a certain number of electrons in a certain number of active orbitals. One
12

can also use configuration interaction or perturbation theory upon MCSCF ground state to
make further improvements.
Nowadays, with high-level quantum chemistry methods, e.g., CCSD or CASSCF, it is not
uncommon to calculate electronic energies with chemical accuracy, 1 kcal/mol. Nevertheless,
high-level methods are usually very expensive; the cost becomes formidable when systems
contains dozens or hundreds of atoms, which is common in a composite system like a
molecule near a metal slab. In reality, people often resort to more affordable tools at the
cost of a little accuracy, and more efficient methods are still in active development.
1.2.2. Density functional theory
In the above section, we briefly reviewed some of the most basic ab initio methods, which
aims at finding a many-electron wave function that minimizes the energy as much as possible. Such approaches make no assumptions other than the principles of quantum mechanics,
and they can be viewed as systematic approximations to the exact FCI method.
Density functional theory (DFT), however, takes a completely different approach. Motivated by the first Hohenberg-Kohn theorem, the central quantity becomes the electron
density instead of the wave function. Furthermore, by mapping the original interacting
problem into an auxiliary system consisting of noninteracting fictitious particles moving in
some effective potential, the resulting formalism becomes more computationally tractable,
which makes DFT a widely used approach in solid state physics and quantum chemistry.
Later, Runge and Gross proved a time-dependent analogue of the Hohenberg-Kohn theorem, which laid the foundation for the time-depedent density functional theory (TDDFT).
Below, we will review some of the most fundamental ideas in DFT and TDDFT.
In 1964, Hohenberg and Kohn proved the following celebrated theorem:
• For a many-electron system in an external potential, if the ground state is nondegenerate, then the ground state charge density is unique. In other words, it is
impossible to have two external potentials, which differ by more than a constant,
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having the same ground state charge density (assuming that both ground states are
non-degenerate).
The remarkable consequence of this theorem is that it implies the existence of a universal
ground state energy functional of charge density (apart from some subtleties related to
degeneracy), namely,
Z
E = E[ρ] = Ee [ρ] + Vext [ρ] = Ee [ρ] +

drVext (r)ρ(r)

(1.32)

where the external potential energy is explicitly extracted for convenience, and the rest,
denoted Ee [ρ], corresponds to the electron’s kinetic energy and electron-electron interaction.
The Hohenberg-Kohn theorem alone does not provide a practical solution to the electronic
structure problem; we only know the existence of Ee [ρ] rather than its explicit form. The
most well-known formalism for a practical DFT was introduced by Kohn and Sham. In
Kohn-Sham DFT , an auxiliary system of noninteracting particles with the same total
charge density is introduced as a substitute for the original problem, namely,

ρ(r) =

X
iσ

|ψiσ (r)|2

(1.33)

one can then rewrite the original energy functional as

E[ρ] = Ts [ρ] + Vext [ρ] + EH [ρ] + (Ee − Ts − EH ) [ρ]
≡ Ts [ρ] + Vext [ρ] + EH [ρ] + Exc [ρ]

(1.34)

where the last term is often referred to as the exchange-correlation energy,
1
EH [ρ] ≡
2

Z

drdr 0

ρ(r)ρ(r 0 )
|r − r 0 |

(1.35)

is the classical electrostatic (Hartree) energy, and the auxiliary kinetic energy functional is

14

now

Ts [ρ] =

XZ

∗
drψiσ
(r)∇2 ψiσ (r)

(1.36)

iσ

Now, orbitals in Eq. 1.34 can be variationally determined, which yields a set of selfconsistent one-particle equations known as the Kohn-Sham equations:


Z
0
1 2
δExc [ρ]
0 ρ(r )
ψiσ (r) = iσ ψiσ (r)
− ∇ + Vext (r) + dr
+
2
|r − r 0 |
δρ(r)

(1.37)

Unfortunately, the exact form of Exc is not known. In fact, the search for a reliable Exc [ρ] has
been an important task since the appearance of Kohn-Sham DFT and is still active today.
The very first and the most fundamental approximation is the local-density approximation
(LDA), which assumes that there exists some local energy density xc (ρ(r)), such that
LDA
Exc
[ρ]

Z
=

drρ(r)xc (ρ(r))

(1.38)

Since the density functional is supposed to be universal, xc can be derived from any system,
which is often taken to be the homogeneous electron gas. Several different analytical forms
have been proposed by fitting to the quantum Monte-Carlo results.
Of course, Eq. 1.38 itself is a big approximation, and it often leads to large errors in systems
where charge density undergoes rapid changes. To improve the reliability of DFT, terms
like ∇ρ and ∇2 ρ have been introduced in the fitting. These approximations are referred to
as the generalized gradient approximation (GGA) and meta-GGA. Another common issue
possessed by DFT is that it tends to over-delocalize the charge. This deficiency is found
to be partially fixed by introducing a fraction of the exact exchange. Such treatment lead
to the hybrid functionals and they are arguably the most prevailing type of functionals in
quantum chemistry.
In 1984, Runge and Gross proved an analogue of the Hohenberg-Kohn theorem for time15

dependent systems, which states that:
• For any single-particle potential v(r, t) which can be expanded into a Taylor series
with respect to t at t = t0 , the map v(r, t) → n(r, t), which is defined by solving the
time-dependent Schrödinger equation for a fixed initial state Φ(t0 ) and calculating the
corresponding density, is invertible up to a time-dependent additive, say, v(r, t) + c(t).
The Runge-Gross theorem laid the foundation for time-dependent DFT. One particularly
important formalism is time-dependent density functional response theory (TDDFRT),
which can be derived in a way similar to the TDHF method and has almost the same
working equation (Eq. 1.28) except that the exchange integrals in Eqs. 1.29-1.30 are replaced by the corresponding density functional response integral.
Below, although our focus will be mostly on wavefunction methods and not on DFT/ TDDFT methods, one should consider that many of our results can likely be considered in the
framework of DFT as well.
1.2.3. Diabatic States and Diabatization
The electronic structure methods reviewed above are all designed for calculating the eigenstates of the electronic Hamiltonian, namely, the adiabatic states. In many scenarios, however, one would like to work with a (quasi-)diabatic representation where states have certain
immutable character along reaction coordinate. For example, in the Marcus theory, one
works with two parabolas crossing with each other, one represents A + D and the other represents A− + D+ . A diabatic representation often provides an intuitive picture of chemical
reactions and is used as the starting point in many theories. Unfortunately, while diabatic
states can be rigorously defined as states in which the nuclear kinetic energy operator is
diagonal, as mentioned earlier, it can be shown that, except for rare circumstances, such
states cannot be obtained via a rotation of the adiabatic states.
In practice, people often compromise and are satisfied with quasi-diabatic states which,
roughly speaking, are states constructed with the purpose of having certain physical char-
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acter. Over the years, many approaches have been proposed to generate such states. Some
of them are “constructive” strategies, i.e., they are constructed directly without any reference to the adiabatic states; some of them, on the contrary, are deductive, namely, they are
obtained from the adiabatic states.
Constraint DFT (CDFT) is one well-known constructive approach. In CDFT, additional
charge or spin constraints are applied during the minimization of Eq. 1.34. As a consequence, the resulting Kohn-Sham equations would have an additional term representing the
constraint potential, and Kohn-Sham orbitals would yield the intended charge/spin character. CDFT has been successfully applied to many chemical reactions (particular those
with electron transfer), yet it also has several deficiencies. First, the constraints are applied
in an ad hoc fashion based on some chemical intuition, so there may not be an obvious or
optimal choice for choosing the constraints. Second, as an extension of DFT which tends
to obtain excited state information from (constraint) ground state calculations, CDFT can
only describe a subset of electronic excitations.
The deductive strategies, which generate diabatic states from adiabatic states, are called
diabatization. Note that the earliest diabatization scheme proposed by Baer [8, 9] actually
generates strict diabatic states, yet this scheme expresses diabatic states with an integral
equation involving the derivative couplings, which is extremely expensive to calculate. In
reality, diabatic states are usually approximated by quasi-diabatic states generated by local
rotations of adiabatic states.
While there is a long list of such diabatization schemes, broadly speaking, they fall into two
categories. The first category enforces the quasi-diabatic states to have immutable physical
characters along some reaction path. For example, the block diagonalization method demands that the target diabatic states should be as similar as possible to a set of reference
states; the configurational uniformity and its generalization, the fourfold way, demand that
the diabatic states should be predominantly constructed by a fixed set of configuration state
functions (usually taken in the weak-coupling regime). These techniques usually requires
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highly accurate adiabatic states and are thus often used in conjunction with high-level
electronic structure methods, e.g., CASSCF.
The second category considers diabatic states as those which optimize some observable. One
famous example is the generalized Mulliken-Hush (GMH) method, which defines the quasidiabatic states as the eigenstates of the dipole moment operator (projected along some
direction). GMH captures the fact that, for charge-transfer reactions, different diabatic
states should correspond to states localized on different centers. GMH is very efficient and
has been successfully applied to many charge-transfer systems with (near-)linear geometry.
However, GMH does not work very well for bent systems, as there is no unique direction to
project the dipole moment operator. Motivated by the GMH, localized diabatization is a
class of methods which incorporates various molecular orbital localization approaches and
defines the diabatic states as those which maximize some charge localization criterion. For
example, the Boys diabatization method [10], which borrows the idea from the Foster-Boys
orbital localization, defines the diabatic states {|ΞL i} as those which maximize the following
function:

fBoys (U ) =

X
LL0

|ΞL i =

X
J

| hΞL |µ|ΞL i − hΞL0 |µ|ΞL0 i|2

(1.39)

|ΨJ i UJL

(1.40)

where {|ΨJ i} is the set of adiabatic states. Some other candidate functions can be drawn
from the Edminston-Ruedenberg or Pipek-Mezey orbital localization method.
This completes the background information necessary for the thesis below. We will now
give an outline of each of the chapters below.

1.3. Outline of this dissertation
In Chapter 2, we extend the traditional concept of diabatization to excitions in solids.
Traditional ab initio electronic structure calculations of periodic systems yield delocalized
eigenstates that should be understood as adiabatic states. For example, excitons are bands
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of extended states which superimpose localized excitations on every lattice site. However, in
general, in order to study the effects of nuclear motion on exciton transport, it is standard
to work with a localized description of excitons, especially in a hopping regime; even in a
band regime, a localized description can be helpful. To extract localized excitons from a
band requires essentially a diabatization procedure. In Chapter 2, three distinct methods are
proposed for such localized diabatization: (i) a simple projection method, (ii) a more general
Pipek-Mezey localization scheme and (iii) a variant of Boys diabatization. Approaches (i)
and (ii) require localized, single-particle Wannier orbitals, while approach (iii) has no such
dependence. These methods should be very useful for studying energy transfer through
solids with ab initio calculations.
In Chapter 3, we consider a practical issue encountered in computing the electronic friction tensor. It is well-known that, under conditions of fast electronic equilibration and weak
nonadiabaticity, nonadiabatic effects induced by electron-hole pair excitations can be partly
incorporated through a frictional force. However, ab initio computation of the electronic
friction tensor suffers from numerical instability and usually demands a convergence check.
In Chapter 3, we present an efficient and accurate interpolation method for computing the
electronic friction tensor in a nearly black-box manner as appropriate for molecular dynamics. In almost all cases, our method agrees quite well with the exact friction tensor which
is available for several quadratic Hamiltonians. As such, we outperform more conventional
approaches that are based on the introduction of a broadening parameter.
In Chapter 4, we develop several configuration interaction approaches for characterizing the
electronic structure of an adsorbate on a metal surface (at least in model form). When one
can separate adsorbate from substrate, these methods can achieve a reasonable description
of adsorbate on-site electron-electron correlation in the presence of a continuum of states.
While Chapter 4 is restricted to the Anderson impurity model, there is hope that these
methods can be extended to ab initio Hamiltonians, and provide insight into the structure
and dynamics of molecule-metal surface interactions.
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In Chapter 5, a new scheme is proposed for modeling molecular nonadiabatic dynamics near
metal surfaces. The charge-transfer character of such dynamics is exploited to construct
an efficient reduced representation for the electronic structure. In this representation, the
fewest switches surface hopping (FSSH) approach can be naturally modified to include
electronic relaxation (ER). The resulting FSSH-ER method is valid across a wide range
of coupling strength as supported by tests applied to the Anderson-Holstein model for
electron transfer. Future work will combine this scheme with ab initio electronic structure
calculations.
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CHAPTER 2 : A practical ansatz for evaluating the electronic friction tensor
accurately, efficiently and in a nearly black-box format
This chapter is adapted from Ref. 11.

2.1. Introduction
Nonadiabatic effects are common on metal surfaces because of the ease with which electronhole pair (EHP) excitations can be created from a continuum of electronic states around the
Fermi level, whenever there is any non-vanishing nuclear-electronic coupling. Moreover, the
creation of EHPs can contribute significantly to molecular dynamical processes on metal
surfaces [12], including adsorption [13, 14], desorption [15], surface diffusion [16], and scattering [17,18]. Unfortunately, modeling the exact dynamical role of EHPs on metal surfaces
is very challenging [19], and there are very few methods available today [20–26]. After all,
when the electronic state is not the ground state, and electronic dynamics are possible,
one is necessarily breaking the Born-Oppenheimer (BO) approximation [27], which is the
bedrock of modern quantum chemistry.
Perhaps the most widely used correction to traditional BO dynamics is electronic friction, a
correction to ballistic nuclear motion that incorporates some effects of EHP excitations. The
molecular dynamics with electronic friction (MDEF) approach [28] evolves nuclei according
to a classical Langevin equation

M R̈µ = Fµ −

X

γµν Ṙν + ζµ (t)

(2.1)

ν

where µ and ν are nuclear coordinate indices, F is the averaged force from adiabatic potential energy surfaces (PES), γ is the electronic friction tensor (EFT) and ζ is the random
force.
Eq. (2.1), or γµν alone, was historically derived via several different approaches [29]. To
our knowledge, the first prediction of the EFT for adsorbates on metal surfaces was given
by Suhl and coworkers [30]. In their study, the linear response of charge density, current
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density and kinetic energy density according to the Fokker-Planck equation were equated to
those according to full quantum mechanics using a Kubo formula (a so-called “bootstrap”
procedure). Through this comparison, the electronic friction was extracted. An alternative derivation in the framework of Ehrenfest dynamics was given by Head-Gordon and
Tully [28], assuming weak nonadiabaticity. Their resulting EFT was consistent with the
vibrational Fermi’s golden rule relaxation rate of adsorbates on metal surfaces [31–34]. It
is also possible to establish Eq. (2.1) through path integral approaches [35, 36] or through
an inspection of electrochemical electron transfer rate [37]. Recently, another formulation
by von Oppen et al was obtained using the non-equilibrium Green’s function (NEGF) and
scattering matrix approach [38, 39], assuming a mean-field Hamiltonian. More recently,
Eq. (2.1) was derived from the quantum-classical Liouville equation (QCLE) by assuming only that electronic states equilibrate much faster than nuclear motion [40]. Finally,
through a cumulant expansion performed in the difference between a fully quantum and
classical Hamiltonian, Galperin et al have shown that, even if the assumption of slow nuclei
is relaxed, one can still find a generalized Langevin equation [41].
Even though the underlying assumptions of the various approaches above are slightly different, in general, it has been shown that basically all reported EFTs are consistent in the
Markovian limit. For instance, the Head-Gordon and Tully friction is consistent with the
von Oppen friction [42], and von Oppen friction is consistent with the QCLE friction in and
out of equilibrium [43]. These findings indicate that there is only one universal electronic
friction tensor. Moreover, the assumption of fast electronic equilibration should be valid
in many interfacial processes, so that there is hope that electronic friction may be able to
describe a host of non-BO relaxation processes on metal surfaces provided that Γ  ~ω ,
where Γ is the adsorbate-metal hybridization function (i.e. ~/Γ is the adsorbate electronic
lifetime) and ω a typical molecular frequency.
Now, assuming a quadratic Hamiltonian at equilibrium, the exact EFT takes the following
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form [40]:
γµν = −π~

Z

+∞

−∞

dTr (∂µ HP()∂ν HP())

∂f ()
∂

(2.2)

where H is the electronic Hamiltonian (that depends parametrically on nuclear position) and
P() = δ( − H). We reiterate that µ and ν represent nuclear coordinates. Unfortunately,
evaluating Eq. (2.2) represents a big computational challenge. To understand why this is
so, note that the integrand in Eq. (2.2) consists of two parts. On the one hand, ∂f /∂
is characterized by kB T , which is usually a very small energy scale in solid-state systems
compared with typical electronic energy scales (band width, hybridization function, etc).
As a reference, kB T is merely about 26 meV at room temperature. On the other hand,
the eigen-spectrum of H, denoted {λi }, usually covers a very large energy range (e.g. a
few electron volts). Thus, without hundreds or thousands of points, there is a mismatch
between the relative magnitudes of kB T and the energy spacings of {λi } around the Fermi
level, which can easily lead to numerical error or instability. In particular, it is quite
possible that, for realistic calculations, the set {λi } will barely sample ∂f /∂, even though
this set is sufficiently dense to sketch other electronic properties, e.g. the band structure or
the spectral function. In general, calculating the electronic friction has proven to be very
difficult and finicky, especially if one wants to minimize the number of k points in Brillouin
zone sampling.
From the form of Eq. (2.2), one may recognize the similarity between the electronic friction
and the electron-phonon (el-ph) coupling strength

λqν =

XZ
dk
1
|gmn,ν (k, q)|2 δ(nk − F )δ(mk+q − F )
ρ(F )ωqν mn B.Z. ΩB.Z.

(2.3)

at q = 0, where ρ(F ) is the density of states (DoS) at the Fermi level, ωqν is the frequency
of phonon of wavevector q and branch index ν, and
1
gmn,ν (k, q) = p
hψmk+q |∂qν V |ψnk i
2ωqν
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(2.4)

Here ∂qν V is the derivative of the self-consistent potential associated with the phonon indexed by qν, and ψnk is the electronic wavefunction for band n and wavevector k. To
compute the electronic friction, one could follow well-established el-ph methods, e.g., a
Wannier interpolation followed by a Gaussian smearing [44–46]. Alternatively, one could
apply a periodic self-consistent calculation over a big unit cell and a Gaussian smearing
afterwards.

We should note that, for these smearing-based methods, an additional pa-

rameter (here denoted σ) emerges, characterizing the width of the broadening/smearing
functions. This additional parameter σ has no intrinsic physical meaning, but is only a
numerical artifact that is necessary in order to integrate over an infinite bath using a finite
set of states. In practice, results computed in this manner are considered acceptable as long
as they do not significantly depend on the broadening parameter σ (within a certain range,
of course). In an ideal world, σ will be arbitrarily small as we would work with a sufficiently
dense set of bath states (corresponding to a massive, effectively infinite solid). However, in
realistic simulations, one can only afford a finite number of bath states and the convergence
with respect to σ is not always guaranteed [47]. As such, a convergence study is usually required, which prevents the algorithm from being a black-box tool for an MDEF simulation.
Moreover, a periodic calculation with a large unit cell can be expensive. Altogether, these
disadvantages suggest that broadening schemes may not be optimal for computing EFTs in
the context of on-the-fly simulations. Besides these broadening-based methods, the other
standard solid-state approach for computing the EFTs is the tetrahedron method [47, 48],
whereby one slowly isolates the shape of the Fermi surface in reciprocal space. This method
is optimal at zero temperature, but it is not obvious how to extend the method for large
non-periodic systems. Finally, we emphasize that, thus far, no one has checked whether
or not these standard el-ph methods predict the correct EFT for quadratic Hamiltonian where one can derive analytical expressions for the EFT.
The only other alternative nowadays to standard el-ph methods is the local density friction
approximation(LDFA) [21, 23, 32, 49–52]. According to the LDFA, the electronic friction
is computed by assuming that atoms move in a homogeneous free electron gas with the
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electronic charge density set equal to the metallic charge density where the atoms are
placed. As such, γµν is isotropic by construction. However, in recent studies [24, 26, 53],
ab initio calculations show that γµν can be anisotropic, and sometimes significantly nondiagonal in either normal modes or crystallographic coordinates. This finding indicates that
EHP-induced nonadiabatic couplings can lead to friction-induced intra-molecular energy
redistribution, and a complete electronic friction tensor will be necessary to study the
accurate dynamical processes. For our purposes, the LDFA cannot be applied to model
Hamiltonians, hence will not be benchmarked below.
Overall, the motivation of this study is to establish a fast, (nearly) black-box algorithm
for computing the electronic friction. The paper is organized as follows. In Section 2.2,
we review several different methods for calculating electronic friction tensors in a quadratic
Hamiltonian. These methods include (i) Gaussian broadening, (ii) off-diagonal normalized
Gaussian broadening and (iii) direct quadrature. Also, we present the exact solution for
the EFT when possible. Finally, with insight from the exact solution, we introduce our
new scheme, an interpolation of the cumulative sum of orbital energy gradients (ICSOEG).
In Section 2.3, we benchmark most of the methods above against three different model
Hamiltonians. In Sec. 2.4, we discuss the advantages and usefulness of our interpolation
method and the future possibility for an ab initio implementation. We conclude in Section
2.5.

2.2. Methods
We will now review several existing methods for evaluating Eq. (2.2), and we will also
introduce a new approach. Before doing so, however, we note that electronic friction tensors
can be exactly evaluated in certain cases. Consider a system-bath-coupling model described
by the following quadratic Hamiltonian
!
H = h(R)d† d +

X

l c†l cl +

l

X
l
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Vl (R)c†l d + h.c.

(2.5)

Here, d(d† ) is the operator corresponding to the impurity state, cl (c†l ) is the operator corresponding to the bath state l whose energy is l . Both the impurity on-site energy h
and system-bath coupling V have a dependence on a parameter R, which may represent
any nuclear coordinate(s). The bath states are assumed to be sufficiently dense to form a
quasi-continuum.
In the wide-band limit, the exact analytical expression, as found with a nonequilibrium
Green’s function (NEGF) approach, is [1, 35, 38, 39]

WB
γµν
= −π~

Here, Γ = 2π

P

l

Z




∂µ Γ
∂ν Γ
∂f
∂ν h + ( − h)
A2 ()
d ∂µ h + ( − h)
Γ
Γ
∂

(2.6)

Vl2 δ( − l ) is the hybridization function (which is a constant of  in the

wide-band limit), and

A() =

1
Γ/2
π ( − h)2 + (Γ/2)2

(2.7)

is the spectral function. If we go beyond the wide-band limit, the relevant terms in Eq.
(2.6) should be replaced by the following [54]:

h → h̃() = h + Re (Σ()) = h + p.p.
Γ → Γ() = 2π
A() → Ã() =

X
l

X |Vl |2
 − l

|Vl |2 δ( − l ) ≈ 2π|V ()|2 ρ()

Γ()/2
1
π ( − h̃())2 + (Γ()/2)2

(2.8)

l

(2.9)
(2.10)

Here p.p. stands for the principal part. For details, see Eq. (17) in Ref. 55 and Eq. (52)
in Ref. 42.
As a practical matter, it is important to note that, while evaluating Eq. (2.6) is straightfor-
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ward for certain toy model problems where the density of states ρ() and hybridization Γ()
are smoothly dependent on energy , it can be tricky to evaluate Eqs. (2.6)-(2.10) for other
models where ρ() and Γ() may not be very smooth. For example, in ab initio Greens’
function calculations, a contour deformation technique is usually invoked for numerical stability [56, 57]. As a general rule, evaluating the spectrum function and the hybridization
function is numerically challenging. As such, we expect that Eq. (2.6) would be nontrivial
to implement for an ab initio mean field calculation.
For this reason, we will now focus on other methods that are feasible for evaluating the
electronic friction tensor in Eq. (2.2) in general. Our list, though not comprehensive,
should give the correct overall state of affairs.
2.2.1. Gaussian Broadening (GB)
In a single-orbital basis, Eq. (2.2) can be reduced to
GB
γµν
= −π~

X
∂f
(∂µ H)ij (∂ν H)ji δ(λi − λj )
∂
ij

(2.11)
λi

where i(j) refers to a Kohn-Sham orbital with energy λi (λj ). The Dirac deltas are usually
replaced by a peak-shaped function δ̂(λi − λj ; σ) in practical implementations, where σ is
the broadening parameter. A common choice is Gaussian smearing,
2

(λi −λj )
1
δ̂(λi − λj ; σ) = √ e− 2σ2
σ 2π

(2.12)

The advantage of Eq. (2.11) is the ease of evaluation. The disadvantage of Eq. (2.11) is that,
as mentioned before, verifying the convergence with respect to σ can be time-consuming.
Moreover,the existence of such convergence may not be guaranteed without a sufficiently
dense set {λi }.
2.2.2. Off-diagonal Normalized Gaussian Broadening (ONGB)
The friction tensor can also be extracted by a careful consideration of a vibrational relaxation process. In particular, one may attribute vibrational relaxation to a frictional effect

27

and extract the friction tensor from the Fermi’s golden rule rate, which yields [33, 34, 53]
ON GB
γµν
= π~

XX
f (λi ) − f (λj )
(∂µ H)ij (∂ν H)ji δ(λi − λj )
λi − λj
i

(2.13)

j6=i

Interestingly, Eq. (2.13) contains only the off-diagonal elements of ∂µ H. Every single term
in Eq. (2.13) is effectively the product of two derivative couplings multiplied by an electronic
DoS. This relationship stands in contrast to Eq. (2.11), which is dominated by the diagonal
terms. Nonetheless, one might expect that Eq. (2.13) should recover Eq. (2.11) in the
continuum limit, since δ(λi − λj ) suggests that only states with nearly degenerate energies
can contribute, in which case (f (λi ) − f (λj ))/(λi − λj ) approaches ∂f /∂|λi .
Similar to the method in Sec. 2.2.1, for implementation purposes, the Dirac delta functions
have to be replaced by some broadening functions. In a recent study [53], the broadening
function was proposed to be

δ̃(λi − λj ; σ) =

δ̂(λi − λj ; σ)
1 − erf(λi − λj )

(2.14)

where δ̂(λi −λj ; σ) is the previous Gaussian broadening function (Eq. (2.12)). Once (∂µ H)ij
and {λi } are obtained, evaluating Eq. (2.13) becomes straightforward. However, as we will
show below, γ ON GB faces similar convergence problems as does γ GB .
2.2.3. Direct Quadrature with Density of States (DQ)
Yet another way to evaluate the electronic friction tensor and tame the Dirac delta functions
in Eq. (2.2) is to note that (assuming no degeneracy)

δ(λi − λj ) =

X
l

δ(λi − λl )δjl =

X
l

δ(λi − λl )δji = ρ(λi )δji

(2.15)

which yields
DQ
γµν
= π~

X
i

(∂µ H)ii (∂ν H)ii ρ(λi )

∂f
∂

(2.16)
λi

Here, we have used the shorthand DQ to stand for direct quadrature.
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One might correctly fear that Eq. (2.16) would be unreliable unless the eigen-spectrum
{λi } were sufficiently dense to sample ∂f /∂, which is usually not possible in practice. And
there is a natural challenge in Eq. (2.16): how to calculate the DoS ρ(λi )? Even so, Eq.
(2.16) can give us some qualitatively correct information about electronic friction tensors,
and we will present several results later.
2.2.4. Interpolation of the Cumulative Sum of Orbital Energy Gradients (ICSOEG)
We will now present a fourth and final algorithm for evaluating the electronic friction
tensors, which we believe finds the optimal balance between accuracy and stability.
As mentioned earlier, the integrand in Eq. (2.2) is the product of two functions with
very different energy scales: ∂f /∂ is characterized by kB T , while Tr (∂µ HP()∂ν HP())
is characterized by a typical electronic energy; the latter is usually much larger than the
former. With such a separation of energy scales, obviously, one can approximate the slowlyvarying function to be of a relatively simple form locally. Therefore, an interpolation
method would appear to be well justified. Thus, our goal henceforth will be to approximate Tr (∂µ HP()∂ν HP()) by a simple function in the region where ∂f /∂ is significant.
For such an interpolation scheme, we require (i) Tr (∂µ HP()∂ν HP()) evaluated at energy
eigenvalues {λi }, and (ii) an appropriate functional form. We begin with item (i). According
to Eq. (2.15), if there is no degeneracy, we can focus on the expression

Tr (∂µ HP(λi )∂ν HP(λi )) = (∂µ H)ii ρ(λi )(∂ν H)ii ρ(λi )

(2.17)

Notice that the pair of problematic Dirac delta functions has not been removed; instead,
one problem has been transformed into another: now we must evaluate the DoS (ρ(λi )).
Next, if we turn to Eq. (2.15) again, it is simple to show that

(∂µ H)ii ρ(λi ) = Tr (∂µ HP(λi ))

(2.18)

Therefore, instead of fitting the function Ωµν () ≡ Tr (∂µ HP()∂ν HP()), it is actually suf29

ficient to fit the function Zµ () ≡ Tr (∂µ HP()). Obviously, Ωµν () is a quadratic function
of Zµ (); such a splitting of the electronic friction tensor might be expected from the factorization in Eq. (2.6). Finally, we still need to deal with the DoS (i.e. delta functions) in
Zµ (). To that end, we will define

Iµ (λi ) ≡

Z

λi

−∞

dTr (∂µ HP()) ≈

i
X
hj|∂µ H|ji

(2.19)

j=0

By fitting Iµ () instead of Zµ (), the singularity of delta functions has been completely
removed.
At this point, let us turn to item (ii). The functional form to fit I() must be carefully
selected. At sufficiently low temperatures, it suffices to fit I() as a polynomial,

I˜µpoly () =

N
X
p=0

aµ,p ( − F )p

(2.20)

where F is the Fermi level and N is the order of the polynomial. As such,

dI˜µpoly dI˜νpoly ∂f
≈ − π~
d
d
d ∂
−∞


2
π
2
(4aµ,2 aν,2 + 3aµ,1 aν,3 + 3aν,1 aµ,3 ) (kB T ) + . . .
= π~ aµ,1 aν,1 +
3
Z

γµν

+∞

(2.21)
(2.22)

However, for reasonably large temperatures, the polynomial ansatz in Eq. (2.20) will not
be optimal to sketch Iµ (). To that end, we would like to find another functional form.
Fortunately, the wide-band model discussed in Eq. (2.5)-(2.6) provides us with such an
˜ of the form:
expression. Note that Eq. (2.6) can be readily rewritten to give an I()
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1
I˜µW B () =
π

Z



0

d



Γ/2
(0 − h)/2
∂
h
+
∂µ Γ
µ
(0 − h)2 + (Γ/2)2
(0 − h)2 + (Γ/2)2


(2.23)

˜ is the integral of a Lorentzian and antisymmetric Lorentzian. Based on
In other words, I()
the fact that many real systems can be modeled in the wide-band approximation, it would
make sense to use the functional form in Eq. (2.23) as an ansatz. The integration can be
performed analytically, so that we must fit Iµ () to the following functional form:
I˜µ () = a0 + a1 arctan



 − a3
a4

"



+ a2 ln 1 +



 − a3
a4

2 #
(2.24)

Let us now summarize our interpolation algorithm (ICSOEG) step by step for computing
the EFT.
i. Find the eigen-energies {λj }, and orbital response hj|∂µ H|ji;
ii. Align hj|∂µ H|ji according to the ascending order of {λj } , calculate the cumulative
P
sum Iµ (λi ) = j<i hj|∂µ H|ji;
iii. Fit (λi , Iµ (λi )) to a smooth function I˜µ () in the vicinity of the Fermi level. In practice,
we recommend two curve fits: one using the ansatz deduced from the wide-band analysis
(Eq. (2.24)) and the other using a polynomial fit (Eq. (2.20)). The fit with the smaller
residual should be accepted.
iv. Numerically evaluate the friction on a tight grid,
ICSOEG
γµν

= −π~

Z

Here, W can be a few kB T .
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F +W

d
F −W

dI˜µ dI˜ν ∂f
d d ∂

(2.25)

2.2.5. Caveats
In a moment, we will present results comparing EFTs as calculated by all methods above
(plus the exact answer). Before presenting such results, however, a few caveats need to be
addressed.
Is Electronic Friction Valid?
It is very important to note that one cannot determine whether or not MDEF is valid by
computing γµν alone. Obviously, one can calculate Eq. (2.2) or Eq. (2.6) for large or small
Γ. However, as mentioned earlier, Eq. (2.1) is itself valid only under the assumption of
weak-nonadiabaticity or fast electronic equilibration (or similar assumptions), which should
imply γ is small. Thus, one can always question the meaning of the EFTs that are evaluated
by the above methods, especially when Γ is relatively small at a diabatic crossing (so that
γ is big). To be more precise, assuming that one can estimate Γ during the curve fitting
procedures (note that the parameter a4 in Eq. (2.24) should be exactly Γ/2 in the wide-band
limit) as well as a molecular frequency ω (or some other characteristic time scale related to
the molecular dynamics), ~ω/Γ can be used as a dimensionless, hopefully small perturbative
parameter indicating the validity of MDEF. Beyond this rule of thumb, delineating exactly
when MDEF is valid remains an active question of research [25, 58, 59], which is beyond the
scope of the present paper.
How Many Eigenstates are Required?
In a typical solid-state calculation containing an adsorbate and a metal slab, the bath
spectrum is determined by the size of the metal slab and the Brillouin zone sampling.
In practice, for efficiency, one always prefers a smaller unit cell and fewer Brillouin zone
k points, as long as the result is converged. An inevitable question is then, how many
bath states do we need to obtain a converged electronic friction? From the analysis of
the wide-band model, we know that, at minimum, the energy spacing between bath states
should be much less than Γ, i.e., ∆λ  Γ, so that bath states can sketch out spectral
function. We expect that this necessary condition is also sufficient for calculating an EFT,
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and preliminary evidence below would appear to confirm our intuition, at least for some
models that go beyond the wide-band limit.
Degeneracy
The key steps in establishing the interpolation method, Eqs. (2.17) and (2.18), are based
on Eq. (2.15), which holds true only when the electronic Hamiltonian is not degenerate.
In reality, of course, no such assumption can always be true, especially given Kramers
degeneracy (assuming time-reversal symmetry). Moreover, for materials extended in two or
three dimensions, a degenerate subspace is guaranteed and forms a one or two-dimensional
manifold. As a result, Eq. (2.17) and Eq. (2.18) cannot be universally correct.
Nevertheless, that being said, for periodic calculations, the interpolation method in Sec.
2.2.4 should remain valid in most situations. Since ∂µ H (in the limit of q = 0 where q is
the phonon wavevector) and P are both block-diagonal in crystal momentum k, Eq. (2.2)
is essentially a Brillouin zone summation1

k−ind.
γµν
= −π~

Z

+∞

d
−∞


1 X 
Tr ∂µ H(k) P (k) ()∂ν H(k) P (k) ()
Nk
k

!

∂f ()
1 X (k)
γµν
=
∂
Nk
k

(2.26)

(k)

Here, we will perform an interpolation method for each independent γµν with the cumulative
sum
Iµ(k) (λik ) =

X
hjk|∂µ H(k) |jki

(2.27)

j<i

When the electronic friction tensor is computed according to Eqs. (2.26)-(2.27), we denote
(k)

k−ind. , which is an average over γ
the final answer γµν
µν . For a general interfacial system,
1

Recall that when we move a single atom, we are actually moving the image of the atom in all unit cells.
As such, the factor 1/Nk arises in Eq. (2.26) because we seek the friction per unit cell.
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degeneracy at a single k point will be uncommon, and so if we work always separately with
each k block, our interpolation method should be safely applicable.
Finally, although Eq. (2.26)-(2.27) should be valid most often, these equations may not
(k)

necessarily provide a practical solution. Within each k block, the number of (λik , Iµ (λik ))
points used for curve fitting is the number of bands. Without a large unit cell, it is unlikely
to sufficiently sample the vicinity of the Fermi level. That being said, curve fitting would
not be stable.
One tempting approximation is to give up the band picture at the risk of introducing the
degeneracy problem. As such, one can compute the “k-gathered” cumulative sum
1
Iµ (λik ) =
Nk

λjk0 <λik

X
jk0

0

hjk 0 |∂µ H(k ) |jk 0 i

(2.28)

(k)
which will be much denser than Iµ . After calculating I˜µ and I˜ν by the curve fitting

procedure in Sec 2.2.4, the friction tensor can then be directly computed by Eq. (2.25)
rather than by averaging over independent k components. To quantify this approximation,
let
Dµk (λ)

λ<λik
<λ+∆λ
X

1
≡
∆λ

i

hik|∂µ H(k) |iki

(2.29)

be the energy-averaged sum of the orbital energy gradients whose orbital energies lie within
(λ, λ + ∆λ) with wavevector k. Further, let

∆kµ (λ)

≡

Dµk (λ)

1
−
Nk

!
X

Dµk (λ)

(2.30)

k

Now,
k−ind.
γµν

k−gathered
γµν

= −π~
= −π~

Z

+∞

d
−∞

Z

+∞

d
−∞
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(k)
(k)
1 X dI˜µ dI˜ν
Nk
d d
k
!
dI˜µ dI˜ν ∂f
d d
∂

!

∂f
∂

(2.31)
(2.32)

˜ in Eqs. (2.31) and (2.32) are the fitted curves of Eqs. (2.27) and (2.28)
where the I’s
k−ind. and γ k−gathered can be seen from the difference
respectively. The difference between γµν
µν

between the two terms in the brackets,
(k)
(k)
dIµ dIν
1 X dIµ dIν
−
Nk
d
d
d d λ
k
λ
!
!


X
1 X k
1 X
k
k
k
Dµ (λ)Dν (λ) − 2
=
Dµ (λ)
Dν (λ)
Nk
Nk
k
k
k


1 X
k
k
∆µ (λ)∆ν (λ)
=
Nk

(2.33)

k

In other words, the “k-gathered” approach essentially neglects the fluctuations of orbital
energy gradients within the degenerate subspace. As shown below, this approximation can
be quite good.

2.3. Results
In this section, we will compare our interpolation scheme with all of the other three methods
in Sec. 2.2.1-2.2.3 when possible. We focus on three different model problems: (1) a flatband model; (2) a quasi-continuous system-bath-coupling model; (3) a periodic tight binding
model containing a molecular site and a slab. The last two models go beyond the wide-band
approximation, and all of the three models go beyond the Condon limit.
2.3.1. Flat-band Model
Consider a model described by the Hamiltonian in Eq. (2.5). Assume that the bath levels
(l ) are evenly spaced and sufficiently wide, and that all system-bath couplings (Vl ) are
identical. For simplicity, we assume that the parameter R has only one degree of freedom,
denoted by x. In Figs. (2.1)-(2.4), we benchmark the electronic friction tensors according
to all the methods in Sec. 2.2 for a variety of bath DoS, temperatures and hybridization
functions (Γ).
As illustrated in Fig. (2.1), with the assumptions above, given a sufficiently dense bath and
large Γ (so that the model is in the wide-band limit), basically all of the methods in Sec. 2.2
agree very well with the exact solution given by the NEGF expression (Eq. (2.6)). Among
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these approaches, the largest error happens to be the off-diagonal normalized Gaussian
broadening method, which is about 5%; even so, the error is small.
In Figs. (2.2)-(2.4), we present γ in different situations that deviate from the ideal wideband limit to the extent that we undersample the bath states, such that the spectral function
of the impurity is sampled by fewer energy eigenvalues. Fig. (2.2) shows that, even with a
flat band of seemingly dense bath states, results from the broadening methods can be less
robust. A more significant example is shown in Fig. (2.3), in which the bath has a DoS
that is 1/10 of the previous one and can no longer serve as a quasi-continuum. Results from
the two broadening methods fail to converge in this case, even though the temperature is
relatively high (kB T /Γ ≈ 0.53). At the same time our interpolation remains stable, which
is perhaps not surprising since the functional form used in curve fitting is selected based
on a wide-band model. Fig. (2.4) shows that results from the broadening methods and
direct quadrature can further deteriorate if the system is equilibrated at a low temperature.
A similar situation naturally occurs for realistic solid-state electron-phonon calculations,
where the Brillouin zone sampling is usually very sparse in a self-consistent field calculation
as compared with kB T . In practice a Wannier (Fourier) interpolation is often invoked to
generate a dense k−grid before Gaussian broadening, so as to recover the necessary quasicontinuum [46]. Such an approach is very useful in Brillouin-zone integrations (having been
applied in many calculations) and may be worth exploring in the future.
For our purposes, we report that our interpolation method always remains relatively stable.
Note that although the curve fitting is still accurate, the relative difference between γ ICSOEG
and γ N EGF increases to about 7%. We believe this error is systematic and originates because
the condition of the bath being a quasi-continuum, upon which Eq. (2.6) is based, is less
robust in Fig. (2.4).
2.3.2. Quasi-continuous Model
In Sec. 2.3.1 we studied a model that mimicked the wide-band limit, which is usually
only a rough approximation of a true solid state system. Now we will investigate how the
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methods in Sec. 2.2 behave when systems go beyond that limit. Here, exact solutions are
still available through Eq. (2.6) with the modifications listed in Eq. (2.8)-(2.10).
Consider a model described by the Hamiltonian in Eq. (2.5) with the bath density of
states and Γ shown in Fig. (2.5). Figs. (2.6)-(2.8) show how Figs. (2.1), (2.3) and (2.4)
change with a non-constant DoS and Γ. Given a sufficiently dense bath and a moderate temperature, all methods can recover the exact result (Fig. (2.6)). However, as the
bath quasi-continuity deteriorates, broadening methods fail to converge with respect to the
broadening parameter. On the contrary, our interpolation is very robust even without a
very large number of states and outperforms all broadening methods. It is worth noting
that at high temperatures (kB T ∼ Γ), our method has a small but inherent systematic
error that comes from the curve fitting, as can be seen from Fig. (2.7). As such, broadening
methods could perform slightly better than our method if the bath were sufficiently dense.
Of course, our error could be lessened by using a more sophisticated functional form than
that in Eqs. (2.20) or (2.24). In general, one should be aware that kB T (e.g., 0.026 eV at
300 K) is usually much smaller than typical Γ values for most reactions of interest, especially for bond-making and bond-breaking cases. When Γ is nearly equal to kB T , such an
equivalence may well indicate a failure of the adiabatic picture, as does occur, for example,
in the case of outer-sphere electron transfer processes. In Fig. (2.7), a 12% error appears in
our interpolation method when kB T /Γ ∼ 0.5, which we believe to be acceptable for MDEF.
2.3.3. Tight-Binding Model
For our last model, we consider a system containing a molecule and a slab described by a
tight binding model with the following Hamiltonian,
H =HM + HB + HM B
!
†

=h(R)d d +

X

tij c†i cj

+

ij

X

Vi (R)c†i d

(2.34)

+ h.c.

i

Here, d refers to the molecular orbital, and ci refers to the localized orbital on slab site i.
tij (j 6= i) is the hopping amplitude from slab site j to site i. tii is the slab on-site energy.
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Vi is the hopping amplitude between the molecule and slab site i. The large slab should be
able to act as its own bath.
Now, one can diagonalize the slab block in Eq. (2.34) and recover a Hamiltonian in the
form of Eq. (2.5). But it should be noted that, if we want to follow such a procedure,
the corresponding bath spectrum l and system-bath coupling Vl would not be of a simple
form for any slab with a finite size: the bath spacings would be erratic and the couplings
could vary sharply as a function of energy. This problem raises a numerical challenge for
all methods when computing the electronic friction: the tensor should be well-defined for
very large slabs, but the integrand in Eq. (2.2) may vary strongly as a function of . As
a consequence, for instance, for the NEGF friction in Eq. (2.6), computing the real part
of the self energy and the hybridization Γ would be computationally unstable. As another
example, for the direct quadrature method in Eq. (2.16), during a DoS calculation, one
must introduce an additional broadening or windowing parameter, for which the convergence
must be checked.
Thus, the above statements pose a conundrum. On the one hand, a reasonably sized finite
slab simply may not be able to serve as a quasi-continuum; and the integral in Eq. (2.2)
is defined only in the limit of an infinite slab, where one can use summation to correctly
evaluate the integral. Without this infinite limit, Eq. (2.2) is not well behaved. On the other
hand, extending calculations to very large finite slabs is not feasible due to computational
considerations. The only option left is to use a periodic calculation with a sufficiently large
unit cell.
Therefore, let us now consider the electronic friction tensor in the context of a periodic
calculation. In principle, one can generate an arbitrarily dense set of states given enough
k points in the Brillouin zone even with a small unit cell. However, as mentioned in Sec.
2.2.5, this dense set of k points does not necessarily generate a quasi-continuum: because
H is block-diagonal in crystal momentum k, the electronic friction tensor is essentially
evaluated independently for each k (Eq. (2.26)), so that the number of bath states used
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in a curve fit is the number of bands (Eq. (2.27)). Thus, the unit cell must be quite large
to achieve convergence.

As an alternative to Eq. (2.26), one may use the “k-gathered

approximation” in Sec. 2.2.5, Eq. (2.28), which gathers states from all k for a single curve
fit at the cost of neglecting the fluctuations of orbital energy gradients within degenerate
subspaces.
With that in mind, let us now block-diagonalize Eq. (2.34). Consider a thin slab of a
face-centered cubic lattice containing a few layers along the [111] direction. A block of the
Hamiltonian reads
!
H(k) = h(R)d† d +

X

tij e−ik·δ c†i cj +

i,j

X

Vi (R)c†i d + h.c.

(2.35)

i

Here, k is the crystal momentum, the summation of i and j is taken over the unit cell,
and δ is the lattice vector that connect the home unit cell to the destination unit cell. For
intra-cell hoppings eik·δ = 1, the hopping amplitude is the same as that in Eq. (2.34);
for hoppings that cross the cell boundary, an additional phase (eik·δ ) is multiplied to the
original hopping amplitude. To visualize this Hamiltonian, see Fig. (2.9).
Figs. (2.10) and (2.11) plot the convergence of the electronic friction tensor with respect
to the slab size, Brillouin zone sampling and the broadening parameters with different
hybridization strength. For each study, γ is computed by the two broadening methods from
Sec. 2.2 (γ GB and γ ON GB ) as well as the interpolation method (γ ICSOEG ). γ ICSOEG is
plotted for the two different implementations discussed above (k−independent, Eq. (2.27),
and k−gathered, Eq. (2.28)). The interpolation method that treats all k states at once
(k-gathered) yields very stable results, even for small unit cell and few k points, as opposed
to all of the other methods. In this case, the γ ICSOEG ’s computed according to the kindependent method do tend to approach those computed by the k-gathered method for
large cell sizes. The two broadening methods do not always generate stable results for small
cells, though their performance does improve with larger cell size and hybridization Γ. In
Fig. (2.12), we show the details of the curve fitting for the parameter set used in Fig. (2.11).
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In particular, we plot the cumulative sum for the k−gathered scheme against that for an
k−independent scheme (at k = 0). In the k−independent scheme, the number of states that
form the supposed quasi-continuum is the number of bands. Without a sufficient number
of bands (i.e., a sufficiently large unit cell), the k-independent electronic friction tensors
in Figs. (2.10) and (2.11) do not fully converge. By contrast, the k-gathered approach
converges much faster.
Altogether, these results above strongly encourage the premise that interpolation is a good
ansatz for computing electronic friction tensors, and if one is limited by computational
cost to reasonably small unit cells and few k points, then the most robust approach is the
k-gathered formalism.

2.4. Discussion
The results above demonstrate that the broadening methods presented in Sec. 2.2 are
not always robust, particularly when the bath states do not form a good, smooth quasicontinuum. The quality of this quasi-continuum depends on (i) the (average) energy spacing
of bath states (∆E) near the Fermi level, (ii) kB T , and (iii) the hybridization function Γ.
In particular, if either ∆E  kB T or ∆E  Γ is not satisfied, broadening methods can
fail to converge with respect to broadening parameters. For ab initio methods, we can
have no expectation of a good, smooth quasi-continuum when treating a solid made up
of realistic electronic bands as opposed to a jellium model. Overall, for the three model
studies presented above, broadening methods do not always converge with the broadening
parameter, and their relative error can be very large (for example, see Fig. (2.4)). Our
tentative conclusion is that broadening methods are not optimal for ab initio MDEF.
By contrast, the interpolation method proposed in this study behaves in a relatively robust
fashion for all models studied so far. The functional form suggested in Eq. (2.24), though
coming from a wide-band analysis, has performed well for a wide range of model parameters.
However, based on how the method was hypothesized, there are a few caveats. First, at
relatively high temperatures (kB T /Γ & 0.1), Eq. (2.24) may not exactly fit the region
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of interest and introduce a systematic error, as shown in Fig. (2.7). Second, if the bath
spectrum is very narrow, neither Eq. (2.20) or Eq. (2.24) is guaranteed to provide a good
approximation. In both cases, a simple solution would be to use another functional form
and check for convergence besides Eqs. (2.20) and (2.24).
˜ i ))
As for the curve-fitting step, a few points need to be addressed. First, the range of (λi , I(λ
used for the curve fitting should be carefully selected. On the one hand, the selected set of
˜ i )) should be large enough to be identified as a smooth segment of I() and cover the
(λi , I(λ
region where ∂f /∂ is significant; on the other hand, this set should be as small as possible
for efficiency and accuracy (since it is impossible to find a functional form that can match
˜ for all systems globally). In practice, this set can be selected as follows. First, consider
I()
two energy ranges centered around the Fermi level F : (i) the range characterized by kB T ,
and (ii) the range characterized by the average energy spacing (∆E) near F . The actual
range that is used to determined the set for curve-fitting should be the larger of the two,
e.g., [F − max{5kB T, 20∆E}, F + max{5kB T, 20∆E}]. Second, the curve-fitting required
by our interpolation method is a nonlinear problem. Although there are quite a few wellestablished methods that are available, like the Levenberg-Marquardt algorithm [60–62] or
the trust region method [63, 64], we find that a good initial guess is of crucial importance,
particularly when the energy range of data points for curve-fitting is much smaller than Γ.
In practice, one may first apply a global fitting to obtain a crude parameter set {ai } for
Eq. (2.24), and then use this crude {ai } as the initial guess for a fine curve fitting on the
energy range discussed above.
Finally, it should be noted that the above discussions have intrinsically assumed that the
electronic friction is a meaningful property of the system at hand, and the problem is only
computing the EFT. This premise is often the case for gas molecules scattering from a surface, where the bulk solid should provide an ideal bath which cannot be fully captured by ab
initio calculations with a unit cell of reasonable size. That being said, as stated earlier and
well known in the literature, the validity of electronic friction is never guaranteed, especially
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for the case of small Γ, in which case the requirement of fast electronic equilibration might
be violated [29]. Nevertheless, in the future, if we can run MDEF simulation more easily,
we will certainly know more about the nature of nonadiabatic surface interactions than we
presently know.
Looking forward, we believe the interpolation method presented here can be easily realized
in ab initio calculations. In practice, according to Eq. (2.19), all we need are the diagonal
matrix elements hj|∂µ H|ji, which can be obtained from, for example, density-functional
perturbation theory. Such an interpolation method does not rely on any user-identified
broadening parameters, which is an enormous advantage for on-the-fly simulations and
should make the algorithm compatible with one-the-fly MDEF simulations.

2.5. Conclusion
Even though electronic friction is a universal first order correction to BO theory, with a
great deal of development, computing an EFT remains notoriously difficult as the integral expression in Eq. (2.2) contains two delta functions and demands far more than a
DoS calculation. In this study, we have introduced an interpolation method for computing
the electronic friction tensors. Benchmark studies against traditional broadening methods
suggest that our interpolation method is the most robust option. And unlike traditional
methods based on broadening, our interpolation method relies only on orbital energy gradients (rather than derivative couplings), and does not involve any user-identified parameters.
These advantages should make this interpolation scheme a good candidate for on-the-fly ab
initio simulations in a nearly black-box manner.

42

5

0.16 (a)

10 -3
(b)

0

0.14
0.12

-5

0.1
0.08
0

2

4

6

8

-10
-0.2

10

0.06

(c)

-0.1

0

0.1

0.2

-0.1

0

0.1

0.2

(d)

0
0.04
-0.1
0.02
-0.2
-0.2

-0.1

0

0
-0.2

0.1

Figure 2.1: A wide-band model for the Hamiltonian in Eq. (2.5), kT = 0.001, the friction
is evaluated at the diabatic crossing point x0 , i.e. h(x0 ) = 0. The remaining parameters
are chosen that ∂x h = -0.01, Γ=0.028, ∂x Γ = -0.011, F = 0. The bath energy spacing
is ∆E = 0.0002, so that Γ/∆E = 140, kB T /∆E = 5. (a) Friction tensors computed by
Gaussian broadening (γ GB ) and off-diagonal normalized Gaussian broadening (γ ON GB ) vs.
the broadening parameter σ (see Eqs. (2.12) and (2.14) ). The friction tensors computed
by direct quadrature (γ DQ ), our interpolation method (γ ICSOEG
wide-band
R  0), and the exact
d Tr (∂x HP(0 )) vs. . Here
solution (γ W B ) are also plotted for reference. (b) I() ≡
we plot the cumulative sum expression for I() (Eq. (2.19)) and the fitted curve in the
˜
ICSOEG procedure (I()).
(c) Z() ≡ Tr (∂x HP()) as a function of . Z() is evaluated
at the eigenenergies of H according to Eq. (2.18). The asymmetric shape comes from nonCondon effects (∂x Γ 6= 0). (d) Ω() ≡ Tr (∂x HP()∂x HP()) ≈ (Z())2 as a function of .
∂f /∂ is also plotted for reference. In (b), (c) and (d), for the sake of visual clarity, we
plot the exact expressions (blue circles) only every tenth eigenenergies. The ONGB result
has the largest error(about 5%). For the most part, all of the methods agree well with the
exact wide-band expression.
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Figure 2.2: Same as Fig. (2.1) with the only change of parameters being that we now
set Γ = 0.013 and ∂x Γ = −0.005. For this choice of parameters, we have chosen Γ to be
smaller so that there are fewer eigenstates spread out over the spectrum of interest. In
Fig. (a), notice that even though Γ/∆E = 65 is still quite large and kB T /∆E = 5 remains
unaltered, results from the broadening methods (γ GB and γ ON GB ) deteriorate. By contrast,
our interpolation method remains stable.
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Figure 2.3: Same as Fig. (2.1) except that now kT = 0.015 and the bath contains only 200
states (∆E = 0.002). Here, the temperature is comparable to Γ (Γ/∆E = 14, kB T /∆E =
7.5). However, observe that in (a), the broadening methods fail to converge with respect
to the broadening parameter due to a poor quasi-continuity. These results highlight that
broadening methods can fail even in the high-T limit if there is not enough sampling. By
contrast, our interpolation method still agrees very well with the exact wide-band result.
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Figure 2.4: Same as Fig. (2.3) except that kT = 0.0002. Now, Γ/∆E = 14 and kB T /∆E =
0.1. This low-T case represents the most difficult situation for broadening methods: both
Γ and kB T are very small. As shown in (a), our interpolation method remains relatively
stable, while other methods either do not yield correct result or even fail to converge with
respect to the broadening parameter.
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Figure 2.5: The density of states (left) and the hybridization function (right) of the quasicontinuous model in Sec. 2.3.2. The bath has a total of 2000 states ranging from -0.2 to
0.2. Note that we are now breaking the wide-band approximation, as Γ depends on .
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Figure 2.6: A quasi-continuous model for the Hamiltonian in Eq. (2.5). The bath density
of states and hybridization function Γ() are plotted in Fig. (2.5). Note that we are now
breaking the wide-band approximation. Our parameters are as follows: kT = 0.001, h = 0,
∂x h = -0.01, F = 0.01. ∂x Γ = −0.2Γ. At the Fermi level, the bath energy spacing
∆EF = 2.24 × 10−4 , ΓF = 0.0235, i.e., ΓF /∆EF = 105, kB T /∆EF = 4.5. The quantities
plotted in (a)-(d) are the same as those in Fig. (2.1). Basically all methods agree well with
the exact NEGF expression.
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Figure 2.7: Same as Fig. (2.6) except that F = 0, kT = 0.01 and the bath is rescaled
to contains only 200 states so that ∆EF = 0.002 (but note that the Vl ’s are adjusted
accordingly so that the overall Γ remains unchanged and still matches that in Fig. (2.5b)).
Here ΓF /∆EF = 12.8, kB T /∆EF = 5. Similar to Fig. (2.3), the broadening methods fail
to converge due to a poor quasi-continuity. Our interpolation method has a 12% error. This
error is systematic since the functional form we use is based on a flat-band model and does
not globally match an arbitrary quasi-continuous model. The quality of curve fitting, as
can be seen from (b), (c) and (d), slightly deteriorates in this high-temperature limit.

48

5

(a)
0.4

0

0.2

-5

0

0

0

2

4

6

8

-10
-0.2

10

0.2
(c)

-0.1

0.15

-0.2

0.1

-0.3

0.05

-0.4
-0.2

-0.1

0

0.1

10 -3
(b)

0

0.1

0.2

-0.1

0

0.1

0.2

(d)

0
-0.2

0.2

-0.1

Figure 2.8: Same as Fig. (2.6) except that kB T = 0.0002 and F = 0.01. Here
ΓF /∆EF = 11.1, kB T /∆EF = 0.09. This case is similar to that of Fig. (2.4) insofar
as we are undersampling the manifold of electronic states (relatively speaking). As before,
our interpolation method is much more robust against this undersampled bath spectrum
than are the broadening methods and the direct quadrature.

Figure 2.9: A schematic diagram of the tight-binding model considered in Sec. 2.3.3. The
solid black circle is the molecular site. The open circles are the slab sites. The figure contains
3 layers of triangular lattices with 4×4 sites within each layer. Each layer is plotted in a
unique color. The molecular site is on top of a bridge position.

49

0.1

0.1

0.1

0.05

0.05

0.05

0

0
0

0.01

0.02

0
0

0.01

0.02

0.1

0.1

0.1

0.05

0.05

0.05

0

0
0

0.01

0.02

0.01

0.02

0.1

0.1

0.05

0.05

0.05

0
0

0.01

0.02

0.01

0.02

0

0.01

0.02

0

0.01

0.02

0
0

0.1

0

0

0
0

0.01

0.02

Figure 2.10: γ GB (dashed red), γ ON GB (solid red), γ ICSOEG (k-independent) ( Eq. (2.25),
(2.26), (2.27) ) (dotted black) and γ ICSOEG (k-gathered) (Eq. (2.25), (2.28))(dashed black)
for the tight-binding model described in Sec. 2.3.3. The intra-slab hopping amplitudes
between nearest neighbors are 0.03. The hopping amplitudes between the molecule and
slab sites are assumed to be Vi = 0.07/(1 + exp(ri − 6)) where ri is the distance between
the molecule and the slab site i. The molecule is placed at a height of 6 above a bridge
position of the surface. kT = 0.001. The system is assumed to be periodic in the two
spatial directions along the surface. The slab sizes and k samplings are labeled above each
plot. With a sufficiently large cell and dense Brillouin zone sampling, all methods basically
agree. However, with a small cell size and sparse Brillouin zone sampling, the k−gathered
interpolation method is the only robust algorithm.
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Figure 2.11: Same as Fig. (2.10) except that Vi = 0.05/(1 + exp(ri − 6)). With a reduced
Γ, the k-gathered γ ICSOEG remains relatively stable. This behavior should be contrasted
with the case of the two broadening methods, which do not converge with the broadening
width even with a slab of 16 × 16 × 6 sites. For this problem, γ ICSOEG with independent
k approaches γ ICSOEG with gathered k at larger cell size.
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Figure 2.12: ICSOEG fit for the tight-binding model with the k-gathered (left) and with
the k-independent (right) scheme (at k = 0). kT = 0.005. The cell contains 8 × 8 × 6 slab
sites and a 10 × 10 Brillouin zone sampling. As can be seen from the right panel, if we
separate the electronic states according to crystal momentum k, the resulting data points
do not necessarily form a good, smooth quasi-continuum (as is required by a broadening
method). Our numerical results suggest that the k−gathered scheme can be an optimally
efficient and robust approach provided that the method is a good approximation to the
more rigorous k-independent scheme (as is true here).
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CHAPTER 3 : Configuration interaction approaches for solving quantum impurity
models
This chapter is adapted from Ref. 65.

3.1. Introduction
Molecule-metal interfaces host a wide range of phenomena that are of great chemical and
physical interest, including adsorption [66], inelastic scattering [18], chemicurrents [13, 14],
and transport in molecular electronics [67, 68]. However, quantitative predictions (and
sometimes qualitative explanations) of such processes remain a challenging task. Typically,
two key challenges must be addressed.
• (Challenge #1) First, the fact that a few discrete molecular levels are coupled to a
continuum poses a challenge to any electronic structure calculation. On the one hand,
the heterogeneous nature of an interface makes the most economic solid-state tool,
density functional theory (DFT), less reliable. For instance, benchmark studies show
that several common functionals can lead to significantly different chemisorption energies [69,70]. Besides, standard Kohn-Sham DFT cannot provide a good description for
systems having strong multi-reference character [71]. On the other hand, the presence
of a bulk metal restricts the use of accurate high-level, molecular quantum chemistry
methods. Moreover, for dynamical purposes, the computational cost of an electronic
structure calculation must be minimal, which disfavors many relatively accurate methods, like many-body perturbation theory (e.g. the GW approximation [72]).
• (Challenge #2) Second, the presence of a continuum of electronic states around the
Fermi level of a metal enables nonadiabatic effects to occur, as long as there is nonvanishing nuclear-electronic coupling. Modeling such effects adds further complexity
to the problem of a molecule on a metal surface: we need appropriate methodologies
for simulating nonadiabatic dynamics in the presence of a continuum of electronic
states, as well as associated additional quantities (e.g. diabatic couplings or deriva-
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tive couplings) from electronic structure calculations. If one can develop accurate
and efficient electronic structure model of molecules on surfaces, there will be many
possible applications, but this is a daunting task.
Let us now discuss the question of ground state electronic structure (challenge #1) in more
detail. As it is difficult to benchmark electronic structure methods for realistic adsorbates on
realistic substrates (due to the high computational cost), today quantum impurity models
mimicking adsorbates on metal surfaces usually serve as test beds for numerical solvers. One
famous example is the Newns model of hydrogen chemisorption [73], where an Anderson
impurity model (AIM) with on-site repulsion U 6= 0 can be approximately solved with the
Hartree-Fock approximation. While reasonable chemisorption energies for several metals
can be obtained, the total charge on the hydrogen is systematically overestimated. To
go beyond Hartree-Fock, there are now several powerful numerical methods available, e.g.
quantum Monte Carlo (QMC) [74], numerical renormalization group (NRG) [75, 76], and
exact diagonalization (ED) [77]. Although QMC and NRG can in principle give accurate
solutions to the AIM, these methods demand a lot of computational effort. Obviously,
the size of an ED calculation scales exponentially with the number of bath orbitals, and
approximations must be made in order to reduce the error introduced by bath discretization
(for instance, a truncation based on configuration interaction [78]).
Now, let us turn to the question of generating multiple electronic states (challenge #2). In
the past few decades, nonadiabatic effects have been identified to play an important role
in many molecular interfacial processes [17, 18, 79]. To model such effects, it is necessary
to take multiple potential energy surfaces (PESs) into consideration. There are, however, a
few complexities in this aspect.
First, if we are interested only in molecular nonadiabatic behavior, we might expect that
we would need a description with just a few electronic degrees of freedom (DoFs) corresponding to the relevant molecular diabatic states. Indeed, for molecular systems, such
states can be found through several diabatization approaches [8–10, 80–87]. Nevertheless,
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in the presence of a metal (or semiconductor), these discrete levels will be extended between molecule and metal, and involve a continuum of crossing points, where a molecular
picture is not directly identifiable. This scenario is closely related to low-energy electronmolecular scattering [88–91], where one typically uses a projection-operator formalism to
select channels of interest. In a single-electron picture, Kondov et al have generalized this
concept to adsorbate-substrate systems and successfully performed a diabatization at a dyesemiconductor interface [92]. More generally, block-diagonalization of the Fock matrix is
standard in transport calculations [93]In a many-electron framework (with electron-electron
interactions), however, such diabatization is still a very challenging task and is limited to
small cluster substrates.
Second, for closed molecular systems, DFT/TDDFT is known to give incorrect predictions
of the dimensionality of conical intersections between the singlet ground PES (S0) and the
lowest singlet excited PES (S1) [94, 95]. Nevertheless, DFT remains the first choice for
electronic structure in many scenarios because of its wide applicability, mild scalability, and
reasonable balance between cost and accuracy make. For this reason, various approaches
have been proposed to (more or less) address the issue of S0 − S1 crossing in DFT. For
instance, if one can expect certain charge character, constrained-DFT is a powerful tool
to generate a meaningful diabatic representation [96] with possible application to conical
intersections [97]. More generally, for small systems, one may resort to multiconfiguration
[98] or multireference [94,99] DFT methods. Recently, based on studies of double excitation
states in TDDFT [100–102], Teh et al suggested that, by merely adding one selected double
excitation to HF/CIS or DFT/TDDFT (so called CIS-1D or TDDFT-1D), one can recover
the correct S0 − S1 conical intersection topology with reasonable energetic accuracy [103].
Thus, to date, there has been some progress improving DFT to allow for static correlation
in the gas phase. Nevertheless, for the most part, these DFT methods have not been
applied to molecules on metal surfaces, where charge transfer is possible. In general, if one
were to study a molecule on a metal surface with a well-developed embedding theory, e.g.,
DMET [104, 105], one would generally be interested in wave-function methods, especially
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in the case that electron correlation is largest between molecular electrons, not between
molecular and metal electrons. More often than that, one freezes the electrons in the bulk
metal [106, 107]. This will be discussed again below.
From the discussion above, it is clear that, in order to model adsorbate dynamics on a metal
or insulating surface, many challenges and opportunities remain. At bottom, one requires
a robust electronic structure approach that can generate a finite set of electronic states in
the presence of a continuum of states and nontrivial electron-electron repulsion. With this
goal in mind, in the present work, we will extend the idea of CIS-1D [103] mentioned above
to study charge character in a molecular-metal system. Specifically, we will investigate
the electronic structure of the Anderson impurity model from a configuration interaction
approach, and compare the ground state molecular charge with the exact answer from NRG.
Subsequently, based on these approaches, a projection-based diabaziation is proposed to
generate a diabatic picture for the system’s many-electron states.
The paper is organized as follows. In Sec. 3.2, we introduce our configuration interactionbased electronic structure method and projection-based diabatization. The results of these
methods applied to Anderson-Holstein model are presented in Sec. 3.3. A discussion of
these methods are given in Sec. 3.4. We conclude in Sec. 3.5 with an outlook for future
dynamical applications.
Regarding notations below, i, j, k, . . . label canonical Hartree-Fock (mean-field) occupied
orbitals, a, b, c, . . . label canonical virtual orbitals. A tilde over an occupied (virtual) orbital
means that it is a linear combination of canonical occupied (virtual) orbital. A bar above
an orbital represents spin-down, and orbitals without bars are assumed spin-up.

3.2. Methods
For this paper, we will work with the Anderson impurity model (AIM),

H = E(x)

X
σ

d†σ dσ + U n↑ n↓ +

X

 X
Vk c†kσ dσ + Vk∗ d†σ ckσ +
k c†kσ ckσ

kσ

kσ
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(3.1)

Here, dσ corresponds to an impurity orbital with spin σ and orbital energy E(x) (x represents a nuclear coordinate). n↑ ≡ d†↑ d↑ (n↓ ≡ d†↓ d↓ ) is the particle number operator. U is
the impurity on-site repulsion. ckσ corresponds to the bath state labeled by k with spin σ
of energy k . Vk is the system-bath coupling amplitude. The bath spectrum {k } forms a
quasi-continuum. We will now present a host of approaches for solving the AIM.
3.2.1. Restricted Mean-Field
We begin with the simplest approximation, mean-field theory, whose behavior is well-known.
A crude ground state for Eq. 3.1 can be obtained from the (restricted) Hartree-Fock approximation. If we assume the ground state can be expressed by a closed-shell single Slater
determinant,

|Ψ0 i = |iīj j̄ . . .i

(3.2)

the variational principle yields the (spinless) self-consistent equation:

(h + U n0 |dihd|) |ii = λi |ii

(3.3)

where h is the one-body part of the Hamiltonian, and

n0 ≡

X
j

|hd|ji|2

(3.4)

is the population of the impurity orbital |di for one spin (↑ or ↓).
In the limit of U → 0, the model is essentially non-interacting. In the wide band limit, the
orbital population takes the simple form [108]
1
hn↑ i = hn↓ i =
π

Z
d

here, µ is the chemical potential, Γ ≡ 2π

Γ/2
f (, µ)
( − E(x))2 + (Γ/2)2

P

k

(3.5)

|Vk |2 δ( − k ) is the hybridization, and f is the

Fermi function.
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The ansatz of a single determinant can qualitatively break down in the case of U  Γ. Note
that Eq. 3.2 has an inherent mean-field behavior:

hΨ0 |n↑ n↓ |Ψ0 i = hΨ0 |n↑ |Ψ0 i hΨ0 |n↓ |Ψ0 i

(3.6)

While this relation should hold when (µ−E(x)−U )/Γ  1, where hn↑ i = hn↓ i ≈ hn↑ n↓ i ≈ 1,
or (E(x) − µ)/Γ  1, where hn↑ i ≈ hn↓ i ≈ hn↑ n↓ i ≈ 0, it becomes problematic when
µ − U . E(x) . µ. On the one hand, the non-interacting part of the Hamiltonian would
prefer the system to be significantly occupied; on the other hand, the large repulsion U
would prevent such occupation.
A general many-electron state does not necessarily suffer from this issue; significant population, zero net spin (hn↑ i = hn↓ i) and small on-site repulsion can happen simultaneously.
For example,
|ψi ≈ . . . + . . . , ck d¯ + |. . . , c̄k di + . . .

(3.7)

In other words, a superposition of singly-occupied determinants should be energetically
preferred over a restricted mean-field ground state in the correlated regime.
The artifact of a restricted mean-field ground state will lead to a qualitatively wrong impurity population as a function of nuclear coordinate: regardless of the magnitude of U ,
the estimate of the impurity population changes smoothly from 0 to 1 as E(x) moves from
above to below the chemical potential, as one can readily observe from the mean-field spectral function [108] (note that hn↑ i = hn↓ i)
A(, ↑) =

1
Γ/2
π ( − E(x) − U hn↓ i)2 + (Γ/2)2

(3.8)

By contrast, given U  Γ, the exact impurity population should change drastically near
two positions, x1 and x2 , where E(x1 ) = µ and E(x2 ) + U = µ, and display a population
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plateau (Mott plateau) in between.
Note that the relationship between the ground-state impurity population and nuclear coordinate carries charge transfer information, which is closely related to nuclear dynamics. In the
case of large U and not large Γ, nuclear dynamics may well exhibit strongly non-adiabatic
behavior near x1 and x2 , and be almost adiabatic elsewhere. A mean-field description, however, would incorrectly predict a mildly non-adiabatic dynamics over a wide range between
x1 and x2 .
3.2.2. Configuration Interaction (CI)
The discussion above (and Eq. 3.7) suggests that single excitations should be crucial for
optimizing the ground state. However, if one runs a variational calculation in the enlarged
space {|Ψ0 i , |Ψai i}, the global ground state will remain due to the Brillouin theorem:
hΨ0 |H|Ψai i = Fia = 0

(3.9)

Of course, once double excitations are involved, the ground state and single excitations
can be indirectly coupled and the ground state can change. For our purpose, however, a
practical question arises: if we include double excitations in a CI calculation that model
bath orbitals explicitly, will not the number of configuration states become formidably large
even at the level of CISD? While a CIS calculation uses a basis of Nocc Nvir states, a full
CISD calculation would involve (Nocc Nvir )2 doubles, which would be impossible in practice.
After all, formally, we are modeling a true bath when Nocc Nvir are infinite. Thus, even
after discretizing the bath, the set of configuration states must be further tailored, and one
would like to apply selective-CI methods to the AIM.
Below, several configuration interaction schemes are presented. A complete list can be
found in Table 3.1.
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Method

Configuration State Basis
E
E
¯
|Ψ0 i , Ψl̃h̃ , Ψl̃l̃¯
h̃h̃
s
E
¯
a
|Ψ0 i , {|Ψi is }, Ψl̃l̃¯
h̃h̃ E
a
|Ψ0 i , {|Ψi is }, { Ψh̃l̃b̃j̃ }
E
E+
¯
a
l̃
b̃
|Ψ0 i , {|Ψi is }, { Ψh̃j̃ }, { Ψl̃l̃¯b̃ }

CAS(2,2)
CIS-1D
CIS-ND
MRCIS

h̃h̃j̃ s

+

Basis Size
3
Nocc Nvir + 2
2Nocc Nvir + 1
3Nocc Nvir − (Nocc + Nvir ) + 2

Table 3.1: A set of four different selective CI calculations for solving the AIM (Eq. 3.1). We
list here both the basis functions as well as the size of the selective CI space. Orbitals with
a tilde are rotated canonical orbitals. h̃ and ˜l are active orbitals defined in
√ Eqs 3.10-3.11.
A subscript “s” means the states are singlets, e.g.. |Ψai is ≡ (|Ψai i + Ψāī )/ 2. A subscript
“+” denote states
of opposite-spin determinants but not spin
E that are linear
E combinations
E
¯
¯
1
l̃
b̃
b̃
l̃
b̃
l̃
√
≡ 2 Ψ ¯ + Ψ¯
adapted: Ψh̃j̃
+

h̃j̃

h̃j̃

Three-state (CAS(2,2) with DMET Active Space)
In molecular systems, the simplest approach to capture multi-reference character is the
complete active space (CAS) method. In a CAS(M,N) calculation, one first identifies N
orbitals as active orbitals, and the ground state is diagonalized in the space spanned by all
configuration state functions with M valence electrons populated in N active orbitals. This
approach can address the wrong topology of HF/CIS conical intersections and model bond
making and bond breaking processes. While for molecular systems, active orbitals often be
chosen reasonably from the valence orbitals near the Fermi level, for our purposes, we will
require a different strategy for picking active orbitals, as there is essentially a continuum of
states near the Fermi level.
In the present work, the active orbitals are determined by a projection scheme,
occ
E
X
|ji hj|di
h̃ ≡ Nh

(3.10)

vir
E
X
˜l ≡ Nl
|bi hb|di

(3.11)

j

b

where |di is the impurity orbital and Nh and Nl are normalization constants. Note that
D E
˜l h̃ = 0. For the AIM, the active orbitals in Eqs. 3.10-3.11 are essentially the same
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as the ones used by density matrix embedding theory (DMET) [104, 105]. Note that |di =
E
E
E E
h̃ /Nh + ˜l /Nl , and so the subspace spanned by { h̃ , ˜l } is the same as the one spanned
E
E
by { h̃ , |di}, which is the DMET active space. In the context of DMET, h̃ is the Schmidt
impurity orbital corresponding to |di, and the Schmidt bath orbital is proportional to
E
E
(1 − |dihd|) h̃ = h̃ − Nh hni |di. See the Appendix .1 for more details.
Here, our specific choice of the two orbitals in the active space bears a charge-transfer
E
E
meaning: if on-site energy E(x) is far below µF , h̃ ≈ |di and ˜l is some orbital localized
E
E
in bath; if E(x) is far above µF , ˜l ≈ |di and h̃ is localized in bath; if E(x) ≈ µF , there
E
E
Pvir
P
2
2
˜
is occ
b |hb|di| , and h̃ − l should be localized to the bath and form the
j |hj|di| ≈
natural bath complement to the impurity orbital |di.
With the active orbitals give by Eqs. 3.10-3.11, one can perform a ground state optimization
in the sense of a CAS(2,2) calculation, i.e., the optimized ground state
|Ψg i = c0 |Ψ0 i + c1 Ψl̃h̃

E
s

¯

+ c2 Ψl̃l̃¯

E

(3.12)

h̃h̃

will be obtained through diagonalizing the Hamiltonian the subspace {|Ψ0 i , Ψl̃h̃

E
s

E
¯
, Ψl̃l̃¯ }.
h̃h̃

Note that the CAS calculation can be systematically improved in the sense of configuration
interactions (CI). Below, the above CAS(2,2) calculation will be extended to involve certain
sets of configuration states.
CIS-1D
Recently, Teh et al have explored the notion of adding one carefully selected, double excitation state to a CIS wavefunction (or TD-DFT pseudo-wavefunction in the Tamm-Dancoff
approximation). In the gas phase, this idea was proposed earlier by Maitra, Cave, and
Burke long ago and was shown to improve excitation energies. In Ref. [103], Teh et al
showed results for ethylene and stilbene, suggesting that this approach could recover both
good excitation energies as well as an accurate S0 − S1 crossing (with a correct topology
E
¯
for a conical intersection). The double excitation state was of the form Ψl̃l̃¯ , where the
h̃h̃
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E
E
E
D ¯
¯
active occupied and virtual orbitals, h̃ and ˜l , were chosen such that Ψl̃l̃¯ H Ψl̃l̃¯ is
h̃h̃

h̃h̃

minimized.
Here, we will adopt the idea of Ref. [103] to study the AIM, which, unlike ethylene or
stilbene, is not a closed system. Our ansatz for the optimized ground state will be obtained
by minimizing hΨg |H|Ψg i with
E
¯ E
1 X b  bE
|Ψg i = c0 |Ψ0 i + √
+ c̃ Ψl̃l̃¯
cj Ψj + Ψb̄j̄
h̃h̃
2 jb

(3.13)

E X
h̃ =
|ji Rj h̃

(3.14)

E X
˜l =
|bi Qbl̃

(3.15)

where

j

b

are rotated active occupied and virtual orbitals yet to be determined.
E
E
Now, we would like to determine h̃ and ˜l by an energetic minimization criterion (just
D ¯
E
¯
as minimizing Ψl̃l̃¯ H Ψl̃l̃¯ in Ref. [103]). However, for our purposes, such minimization
h̃h̃

h̃h̃

would not be effective for the same reason that choosing CAS active orbitals at a metal
surface is impossible. After all, for a system with a continuum of states near the Fermi
level, the lowest-energy doubly-excited state is very likely to be a bath excitation, and
this one double excitation will not yield a large correction. Thus, instead of minimizing
D ¯
E
¯
Ψl̃l̃¯ H Ψl̃l̃¯ , we will simply adopt the active orbitals Eqs. 3.10-3.11.
h̃h̃

h̃h̃

CIS-ND
In the spirit of variational ansatz, one should expect that CIS-1D will be further improved
if more configuration states are involved. Consider adding the following double excitation
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states to a CI Hamiltonian:
¯ E
1  l̃¯b̃ E
√
Ψ ¯ + Ψl̃¯b̃
h̃j̃
h̃j̃
2

(3.16)

Here j̃(b̃) is an arbitrary rotated occupied (virtual) orbital restricted only such that (j̃ b̃) 6=
(h̃˜l) (but j̃ or b̃ may equal to h̃ or ˜l individually). The total number of such double excitation
states, plus the special double in CIS-1D, is Nocc Nvir . Let us denote the diagonalization of
this CI Hamiltonian CIS-ND. Note that this basis is not spin adapted.
MRCIS
If we further allow triple excitations of the form,
¯¯ E
1  l̃¯l̃b̃ E
√
Ψ ¯ + Ψl̃l̃¯b̃ ¯
h̃h̃j̃
h̃h̃j̃
2

(3.17)

where j̃ 6= h̃ and b̃ 6= ˜l, one has essentially constructed a variant of multi-reference configuration interaction singles (MRCIS) calculation with three reference configurations |Ψ0 i
E
E
¯
, Ψl̃h̃ and Ψl̃l̃¯ . For each of these configurations, we allow single excitation on top, so
s

h̃h̃

that the size of the total basis set is about 3Nocc Nvir (the actual size is slightly less due
E
¯
to double counting). Note that we have excluded determinants like Ψb̃l̃¯ , so the resulting
h̃j̃

basis is not spin adapted.
3.2.3. Unrestricted mean-field
For the AIM, a non-magnetic (hn↑ i = hn↓ i), single-determinant (hn↑ n↓ i = hn↑ i hn↓ i) state is
energetically disfavored in the presence of a large U parameter. Consequently, a variational
closed-shell, single-determinant ground state can be qualitatively wrong in the stronglycorrelated regime, and thus we should not expect standard mean-field theory (Eqs. 3.2-3.4)
to be very accurate. Now, for all of the CI methods above, we go beyond the mean-field
limitation, and yet the optimization of the ground state is still performed within a subspace
of non-magnetic configuration states. Of course, one can imagine a cheaper alternative: one
can seek a lower energy, variational ground state not by relaxing the mean-field property,
but instead by relaxing the non-magnetic constraint. This ansatz essentially leads to an
63

unrestricted mean-field calculation. Consider an unrestricted Slater determinant,

|Ψi = |i1 ī2 j1 j̄2 . . .i

(3.18)

Following the variational principle, spin-up and spin-down orbitals are now determined by
the following two coupled self-consistent equations:

(h + U n̄0 P ) |ii = λi |ii

(3.19)

(h + U n0 P ) |j̄i = λ̄j |j̄i

(3.20)

where

n0 ≡

X

n̄0 ≡

X

i∈Ψ

j̄∈Ψ

|hi|di|2

(3.21)

2

(3.22)

|hj̄|di|

By solving Eqs. 3.19-3.22, one obtains an unrestricted mean-field solution to the AIM.
Below, we will use CIS-1D, CIS-ND, MRCIS, CAS(2,2), and unrestricted mean-field to
solve for the ground state of the AIM, and, by comparing with NRG, assess how well these
methods perform in an open Hamiltonian (rather than the more standard case of a small
molecule).
3.2.4. Diabatization
As mentioned above, to model nonadiabatic dynamics, a diabatic representation will be
helpful to establish a chemical picture and to serve as a basis for model calculations (sometimes computational, sometimes analytical). As such, we would very much like a reduced
diabatic picture of the electronic structure within the AIM. Unfortunately, however, our
current situation differs from the conventional diabatization problem in molecular systems
in that, while we may expect three diabatic PESs representing zero-, one- and two-electron
occupation, these states must be extracted from a continuum of adiabatic states; the stan-
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dard notion of adiabatic-to-diabatic transformations [8–10, 80–87] are not easily applied.
For this reason, we will now employ a different, projection-based strategy to perform such
a diabatization.
To better understand our approach, let us begin by rewriting the identity [109]:

1 = (1 − n↑ )(1 − n↓ ) + (n↑ (1 − n↓ ) + n↓ (1 − n↑ )) + n↑ n↓ ≡ P0 + P1 + P2

(3.23)

For any many-body state |Ψi, {P0 |Ψi , P1 |Ψi , P2 |Ψi} are the three components of |Ψi
with zero-, one- and two-electron population (up to some normalization constants), and
in principle this would be an excellent set of diabtic states. However, since neither the
CIS-1D basis, nor the CIS-ND basis, nor the MRCIS basis is an invariant subspace of
PM (M = 0, 1, 2)1 , projection by PM on a CIS-1D/CIS-ND/MRCIS wavefunction will bring
one given vector outside the space of optimization, and therefore evaluating matrix elements
of PM HPM 0 would be laborious. Thus, a slightly simple approach would be preferable.
To that end, let us define

P̃M ≡ QPM Q

(3.24)

where Q is the projection operator onto the optimization basis. For instance,
Q(CIS−1D) ≡ |Ψ0 ihΨ0 | +

E D
D

¯ ED ¯
1 X  bE
Ψj + Ψb̄j̄
Ψbj + Ψb̄j̄ + Ψl̃l̃¯ Ψl̃l̃¯
h̃h̃
h̃h̃
2

(3.25)

jb

If we denote the ground state |Ψg i, then we can also define the following diabatic state
Ξ̃M

where Ξ̃M
1

E

E

≡q

P̃M |Ψg i

(3.26)

2 |Ψ i
hΨg |P̃M
g

is a potentially diabatic state whose system population is approximately M .

Mathematically, this statement means that for any M, [PM , Q] 6= 0
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E
While the set { Ξ̃M } would appear to be a natural basis of diabatic states, one important
drawback is that this set is not orthonormal. To yield an orthonormal basis while preserving
charge character as much as possible, a Löwdin orthogonalization [110–113] can be applied,

|ΞM i ≡

X

Ξ̃

M0

E

(S −1/2 )M 0 M

(3.27)

M0

E
D
where S is the overlap matrix, i.e. SM M 0 = Ξ̃M Ξ̃M 0 . The full diabatic Hamiltonian H
is then readily obtained by

HM M 0 = hΞM |H|ΞM 0 i

(3.28)

Below, we will report on the relevant set of diabatic states {|ΞM i} as found for the AIM.

3.3. Results
We will now present results for the various methods in Table 3.1 as far as reproducing the
correct physics behind the AIM.
Fig. 3.1 plots the impurity population vs. on-site energy for the various methods at different temperatures. A NRG calculation is used as the exact benchmark. In Fig. 3.1a we
set U = 10Γ = 102 ∆E = 103 kT , where ∆E is the bath spacing. The CIS-1D optimized
ground state exhibits a moderate correction to the restricted mean-field ground state, but
is still far from the NRG result. Interestingly, a CAS(2,2) optimization accounts for a large
portion of the CIS-1D correction. The CIS-ND and MRCIS optimized ground states clearly
display population plateaus almost as does the exact NRG, indicating that these methods
include a significant correction to the restricted mean-field ground state. As far as the unrestricted mean-field (UMF) ground state, the UMF population coincides with the restricted
mean-field population in the two non-correlated regions (E(x) < µ − U and E(x) > µ), and
displays a clear population plateau in between (actually even broader than NRG’s). However, discontinuities exist at the intersection of the correlated and non-correlated regions,
similar to the Coulson-Fischer point [114] in standard unrestricted Hartree-Fock calcula-
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tions. Such discontinuities are artifacts that result from the fact that the method is limited
to a single Slater determinant, and this limitation can lead to unphysical artifacts or divergences of quantities related to dynamics, e.g., the electronic friction [20] (see the discussion
section).
In Figs. 3.1b and 3.1c, the temperature is raised so that kT /Γ = 0.1 and 0.5 respectively.
While the performance of CI-based methods is apparently unaffected in Fig. 3.1b, the
performance significantly deteriorates in Fig. 3.1c, where a significant portion of the excitation spectrum is involved in the Boltzmann average (kT /Γ = 0.5). This failure should
not be surprising, as the configuration states included in the diagonalization by no means
reflect the underlying density of states, and therefore the excited state DoS for the CI-based
methods above are not reliable. As a consequence, the high-T Boltzmann-weighted average
is also biased, leading to the deterioration of the CI-based methods in Fig. 3.1c at large
temperature.
Next, in Fig. 3.2, the on-site repulsion is plotted as a function of on-site energy with the
same parameter set as used in Fig. 3.1. In all cases, the NRG repulsion rapidly drops to
about zero at the point where E(x) = µ − U , which verifies the multi-reference character as
described by Eq. 3.7. The relative performance of the CI-based methods agrees with their
impurity populations as in Fig. 3.1; for small temperature T , CI-based methods can ideally
recover hn↑ n↓ i for a large enough CI basis.
Finally, in Fig. 3.3, we plot the AIM quasi-diabatic PESs and diabatic couplings as defined
in Sec. 3.2.4. Encouragingly, the projection-based diabatization yields similar diabatic
Hamiltonians and impurity populations in all of the different levels of electronic structure. In
the three-state (CAS(2,2)) calculation, the impurity population is an exact integer because
the three-state basis is an invariant subspace of PM (P̃M ≡ QPM Q = PM ); for the other CI
calculations, the system populations are close to (but not exactly) integer values. Moreover,
for the different levels of CI theory, the exact positions of the diabatic crossings differ only
slightly. In general, the CIS-ND diabatized Hamiltonian does not differ significantly from
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that of MRCIS.
Overall, the takeaway message from Figs. 3.1-3.3 is clear: if the temperature is small enough
(but not so low as to enter the Kondo regime), one can clearly use carefully-designed CIbased approaches to model the electronic structure of the AIM.

3.4. Discussion
3.4.1. Spin Contamination
One drawback of the CIS-ND and MR-CIS approaches above is that they are not spin
adapted; the double excitations introduced by CIS-ND are not pure singlets. However,
since the double excitations are introduced mostly to relax the orbitals from the excited
single-excitation singlet configurations, these states themselves do not lead to a large spin
contamination. Fig. 3.4 plots the expectation value S 2 for the CIS-ND and MR-CIS
optimized ground state. The spin contamination is less than 0.005 throughout the correlated
regime and effectively zero elsewhere.
3.4.2. Electronic Friction
In studying the electronic structure of the AIM, one of the most important question is: how
we will add in possibly nonadiabatic dynamics when nuclei start moving? Of course, in
general, modeling nonadiabatic dynamics on metal surfaces is a non-trivial task. However,
in the limit of fast electronic equilibration, it is known that nonadiabatic dynamics can be
reduced to Langevin dynamics [28], where the nonadiabatic effects are incorporated into
the electronic friction.
Now, Ref. [40] has demonstrated that, in the case of moderate to high temperature and
U  Γ limit, the exact electronic friction in the AIM peaks at two positions, exactly those
positions where electron transfer should occur. And, as also shown by Ref. [40], these two
peaks are not captured by the restricted mean-field theory [40]. With this background in
mind, in Fig. 3.5, we report CIS-1D and CIS-ND friction coefficients as compared against
NRG and mean-field friction. Encouragingly, both CIS-1D and CIS-ND qualitatively recover
the double-peaked pattern at exactly the position in space where the proposed diabats cross.
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Figure 3.1: System population as a function of system on-site energy E(x) (see
Eq. 3.1). The bath state energies range
from -0.2 to 0.2 with spacing 0.001 (a
and b) and 0.003 (c). The temperatures
are (a) 0.0001, (b) 0.001 and (c) 0.005.
Other parameters are U = 0.1, Γ = 0.01,
µ = 0. NRG is used as the benchmark.
The restricted mean-field (MF) ground
state entirely fails to capture the electronic correlation, while the unrestricted
calculation (UMF) over-corrects the impurity population and introduces artificial continuities between the correlated
and non-correlated regime. A threestate CAS(2,2) optimization can introduce significant correction to the meanfield population. CIS-ND and MRCIS
reproduce NRG results quite well when
kT . ∆E  Γ. All the CIS-based methods deteriorate when ∆E < kT . Γ.
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Figure 3.2: On-site repulsion as a
function of system on-site energy
E(x) at (a) kT = 0.0001, (b) kT =
0.001 and (c) kT = 0.005. The parameters are the same as those in
Fig. 3.1. The repulsion is nearly
zero between −0.1 and 0, where
the impurity population is around
1, demonstrating the multi-reference
nature in this region. In all cases CI
methods can perform well for small
enough temperatures.
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Figure 3.3: Diabatic PESs, couplings and impurity populations from CIS-1D, CIS-ND,
MRCIS and CAS(2,2). The zero-, one- and two-electron diabats are plotted in blue, orange
and green respectively. The projection diabatization for the CAS(2,2) algorithm yields exact
integer-occupation quasi-diabatic states, since the basis is an invariant subspace of PM . For
the other three methods, the system populations of diabatic states are not exact integer,
yet the deviations are very small. The diabatic couplings of MRCIS do not significantly
differ from those of CIS-ND.
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adapted, thus spin contamination
occurs in the correlated regime.
Nevertheless, the contamination is
insignificant (less than 0.005).
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Unfortunately, however, their quantitative values in the figure are not reliable. On the one
hand, the electronic friction depends on the density of states, and none of the CIS-based
methods can capture the true DoS; on the other hand, the Dirac delta functions in the
friction formula [40]

γµν =

π~β X
e−βEI + e−βEJ
hI|δ F̂µ |Ji hJ|δ F̂ν |Ii
δ(EI − EJ )
2
Z

(3.29)

IJ

induces numerical instabilities: if one simply replace the delta functions with some broadening functions (like gaussian), the number of bath states should be sufficiently dense compared with kT and Γ in order to converge the friction (which would be hard). While
an interpolation scheme has been proposed to alleviate this issue in single-electron orbital
framework [11], this method does not seem to reliably extend to a many-body framework.
For computational details, see Appendix .2. Lastly, we also note that, in Fig. 3.5, the
unrestricted mean-field friction does produce two peaks, but the friction diverges at the
Coulson-Fischer points because of the abrupt changes in the slopes of impurity population.
Similar artifacts in the friction tensor have been observed earlier by Trail et al [20].
Overall, the details in Fig. 3.5 would suggest that, despite the success of CI-based methods
at recovering the correct qualitative electronic friction of the AIM, modeling nonadiabatic
molecular dynamics with electronic friction does not appear simple or straightforward, and
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finding other methods will be helpful, likely based on surface hopping [7]. In any event, it
is known that electronic friction can fail (even with the correct friction tensor) and our past
experience suggests that surface hopping is a better starting point for exploring complicated
dynamics at surfaces [4].

3.5. Conclusion
In the present work, we have studied the Anderson impurity model with configuration
interaction electronic structure methods. While a restricted mean-field calculation fails to
capture the effect of electron-electron effect, we find that, with one special double excitation
added to the CIS calculation, we are able to partially capture static correlation and partially
recover the correct ground state impurity population. With a total of about 2Nocc Nvir
configuration states (CIS-ND), the ground state impurity population can recover almost
exactly the NRG results. However, such CI methods cannot give the correct temperature
dependence, as these truncated CI methods cannot generate the right density of states.
Looking forward to dynamics applications, we have proposed a projection-based diabatization scheme to obtain a diabatic representation of the total system. Motivated by chemical
intuition, this diabatization makes use of the impurity on-site charge as the criterion for
separating components of different chemical character in the ground state. As such, this diabatization differs from traditional approaches based on generating an adiabatic-to-diabatic
transformation. Furthermore, unlike diabatization in the gas phase [8–10, 80–87], here we
generate diabatic states only from the ground state (as opposed to using a collection of
adiabatic states). Admittedly, generating diabatic states from the ground state alone might
appears dubious, even at low temperatures, and yet our belief is that this approach should
be suitable for capturing charge-transfer dynamics of molecules on surfaces, e.g. the famous
NO on gold surface experiments [17]. Further investigation will be necessary to evaluate
the overall effectiveness and accuracy of this diabatic representation.
Now, with regard to applicability, we should emphasize that all the calculations in the
present paper have been limited to the AIM. Nevertheless, the approaches introduced in
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Figure 3.5: Electronic friction (γ) vs impurity on-site energy (E(x)) according to CIS1D, CIS-ND, mean-field theory and NRG. The parameters are the same as those in Fig.
3.1b. Unlike restricted mean-field theory, CIS-1D and CIS-ND can qualitatively capture
the double-peaked pattern; yet their quantitative value is not reliable here, due to both
numerical instability as well as systematic errors in the DoS. The CIS-based friction in the
upper left panel is computed by an interpolation method, while in the remaining panels
friction tensors are computed by broadening the delta functions by (a) σ = ∆E, (b) σ =
3∆E and (c) σ = 10∆E (σ is the width of gaussian and ∆E is the bath spacing). Note
that the friction tensors computed by interpolation are not accurate while the friction
tensors computed by broadening do not converge with σ; see Appendix .2 for details. The
unrestricted mean-field friction diverges at the Coulson-Fischer point. Note that we cannot
report CAS(2,2) friction tensor here because friction requires a continuum of states, and for
the CAS(2,2) calculation we do not have such a set of bath states.
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Sec. 3.2 should be all applicable to ab initio calculations as post-DFT methods, where
we will interpret the Kohn Sham wavefunction as a real wavefunction (just as one did in
Ref. [103]). And yet one key step remains before we can apply the present approach to
realistic systems of molecules on metal surfaces: molecules will have more than one orbital,
as opposed to the single-impurity model used in the paper. And thus, we will need a
predicative strategy (ideally a black-box algorithm) for finding the active h̃ and ˜l orbitals
for an ab initio calculation.
Finally, simulating molecular nonadiabatic dynamics on metal surfaces in the presence of
electron-electron correlation remains a challenging task. With a system-wide few-level diabatic representation (e.g., as proposed in the present work), one should in principle be
able to use semiclassical methods (e.g. the fewest-switches surface hopping algorithm [7])
to simulate the dynamics. And yet the validity of Tully’s algorithm in this scenario is
unclear, since this method would not reflect the correct electronic equilibration. For this
reason, Shenvi et al [22] originally developed the independent electron surface hopping
model. Nevertheless, for all of its successes [115], the IESH model relies on an independent
electrons and cannot directly include electron-electron repulsion (as would be found in a
realistic ab initio Hamiltonian); finite temperature effects are also difficult [5].
Alternatively, assuming an adsorbate-substrate separation, a broadened classical master
equation [1,2] would appear to be a good candidate for modeling the molecule-metal problem
in the molecular diabatic picture. However in practice, obtaining the correct hybridization
Γ in the case of a many-body electronic structure framework is not trivial. In the future,
finding the appropriate pairing between correlated electronic structure calculations and
semiclassical nonadiabatic dynamical methods is an exciting goal.
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CHAPTER 4 : Nonadiabatic dynamics at metal surfaces: fewest switches surface
hopping with electronic relaxation
This chapter is adapted from Ref. 116.

4.1. Introduction
Molecular nonadiabatic dynamics near metal surfaces has attracted widespread interest
across many areas, including gas-phase scattering [27, 52, 117], molecular junctions [118–
121], and dissociative chemisorption [41, 122–124]. Because low-lying electron-hole pairs
(EHPs) can be excited so easily in a metal, such dynamics can easily go beyond the BornOppenheimer approximation, as indicated by various phenomena like chemicurrents [13,14],
unusual vibrational relaxation [17,125–127] and inelastic scattering [18,128,129]. Therefore,
to fully understand these processes, a robust approach to nonadiabatic dynamics would be
extremely useful. Nevertheless, in spite of the enormous progress made to date [1, 4, 22, 25,
26, 31, 32, 38, 39, 58, 115, 130–142], modeling such dynamics remains a very difficult task and
poses tough problems for both electronic structure calculations and dynamics simulations.
In terms of the electronic structure, the heterogeneous nature of a molecule-metal interface
raises a basic question: what is the appropriate representation for describing a typical
molecule-metal system? In particular, two sub-questions must be addressed:
First, should we adopt a simple picture of independent (or mean-field) electrons or a more
complex picture of interacting electrons? The former is far more efficient than the latter and
is known to be adequate in many systems. However, it is dubious whether an independent
electron picture is sufficient for the majority of reactions. After all, for molecules alone (i.e.
without a metal), a high-level electronic structure method is usually necessary if we are
to model bond-making and bond-breaking [143–145]: why should the presence of a metal
makes the problem that much simpler?
Second, note that while the entire system possesses a large number of electronic degrees of
freedom(DoFs), the number of distinct molecular electronic states is always much smaller.
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Thus, if one is only interested in the molecular dynamics, one can ask: is it necessary to
work with the entire system’s adiabatic states (or one-electron eigenstates), or can we safely
seek a reduced representation? A reduced picture would be far more computationally attractive/feasible. However, what would be a good enough reduced picture? Would a simple
molecular diabatic representation suffice, or must we seek a more accurate alternative?
Next, let us turn to nuclear dynamics. In a fully quantum picture, when a nuclear wave
packet passes through a crossing with non-vanishing coupling, the wave packet splits into
individual wave packets each associated with individual electronic potential energy surfaces(PESs). This picture lies at the heart of nonadiabatic dynamics, and it remains valid
at both high and low temperatures. However, because of the formidable cost of simulating
quantum nuclei and the fact that kT in many scenarios is larger than the characteristic
energy of low-frequency nuclear motion, semi-classical approaches have become popular today. Quite often, a nuclear wave packet and its splitting near a crossing is modeled by an
ensemble of classical trajectories and their branching. Nevertheless, in order to achieve a
quantitative description, many approximations will be necessary, some of which are uncontrolled and will need to be analyzed against accurate benchmark studies. For the present
paper, we will assume that a classical simulation of nuclei is sufficient, and we will focus on
all of the other problems that arise as far as nonadiabatic effects.
When simulating nuclear dynamics at a metal surface, it cannot be emphasized enough
both (i) that capturing the dynamics accurately requires modeling many electronic states
to represent the continuum and (ii) that modeling so many electronic states can be a computational quagmire. This situation can and should be contrasted with the case of nonadiabatic dynamics involving only a handful of discrete electronic states, e.g. a gas-phase
photo-excited molecule, where there are many tools for solving for electronic structure and
studying nonadiabatic dynamics. For instance, for a molecule in the gas phase, accurate excited potential energy surfaces can often be achieved by time-dependent density functional
theory (TDDFT) or multi-configuration self-consistent field (MCSCF) methods; if neces-
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sary, adiabatic-to-diabatic transformations can be performed to generate a diabatic picture;
and finally, a variety of (nearly) exact dynamical schemes have been proposed, including the Miller-Meyer-Stock-Thoss approach [146, 147], multi-configuration time-dependent
Hartree [148–152], multiple spawning [153], hierarchical quantum master equation [154–158],
quantum Monte-Carlo [159–162], linearized density matrix dynamics [163, 164], etc. While
many of these methods do in principle allow an arbitrary number of electronic DoFs and
some of them have been applied to systems with a fermionic bath [159–162, 165–167], it
remains a difficult task to treat a realistic ab initio Hamiltonian with a continuum of electronic states in the presence of a large number of anharmonic vibrational modes. For the
present problem, the number of energetically relevant excited states is prohibitively large
due to the possibility of exciting low-lying EHPs.
Beyond the requirement of handling a large number of electronic states, another difficulty
when modeling nuclear-electronic dynamics at a metal surface is the need for accurate
dynamics across a wide range of parameters. For a molecule near a metal surface, there are
at least three characteristic energy scales: the temperature kT , the hybridization function
Γ, and the characteristic energy scale of nuclear motion ~ω. Assuming kT  ~ω so that
nuclear motion can be viewed classical, there are well-established methods that apply to
different regions of Γ as illustrated by Fig. 4.1 [1]. Specifically, for Γ < kT , one arrives
at a classical master equation (CME), in which the effect of the metal can be captured
by stochastic hops between molecular diabatic surfaces [132, 168, 169]; for Γ > ~ω, it has
been shown that nonadiabatic effects on nuclear dynamics can be well incorporated into the
electronic friction tensor [1, 21, 23–26, 28, 29, 37, 40, 42, 43, 51, 53, 170], leading to a Langevin
dynamics on a potential of mean force [40].
However, nuclear dynamics in the above two regions are not directly compatible with each
other (though, see our description of the BCME in Sec. 4.1.1 below). Moreover, for realistic
systems, both scenarios are possible, and, more often than not, a system may sample both
regions in a single experiment. Thus, a method that works in both limits is needed.
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Figure 4.1: The coverage of the classical master equation and the broadened Fokker-Planck
(BFP) method with respect to the hybridization function, assuming kT  ~ω. This figure
is adapted from Fig. 1 of Ref. 1

4.1.1. Existing semi-classical approaches to nonadiabatic dynamics at metal surfaces
Before presenting a new algorithm for such dynamics (below in section 2), a few more cautionary words are needed to help refine the scope of the problem. To our knowledge, there
are today two principal algorithms for simulating nonadiabatic dynamics near a metal surface semiclassically that should be valid across a wide range of parameter regimes. The first
method is the independent electron surface hopping (IESH) [22,115,171], which is a variant
of the famous fewest-switches surface hopping (FSSH) [7]. According to IESH, one allows
individual electrons to hop between orbitals, eventually gathering statistics. As such, a single Slater determinant can capture a vast number of excited states. In practice, IESH has
been applied to the NO-Au scattering experiment [131] and often gives qualitatively good
results. Nevertheless, by definition, the independent electron picture cannot be extended
to systems whose electronic structures are correlated beyond a mean-field approximation.
A second approach to this same problem is the broadened classical master equation (BCME)
[1, 2], which was recently developed by our research group and compared with IESH [5]. As
mentioned above, a classical master equation is a perturbative approach to nonadiabatic
dynamics that is equivalent to stochastic motion along raw diabatic potential energy surfaces
(e.g. PESs corresponding to charge or non-charged states) — this approach is valid only for
very small molecular-metal coupling (Γ < kT ). In order to go beyond this limitation, the
BCME extrapolates the motion from raw diabatic potential energy surfaces to “broadened”
diabatic potential energy surfaces so that, altogether, nuclear motion recovers the proper
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potential of mean force (for Γ < kT or Γ < kT ). A schematic diagram of the broadened
diabats is shown in Fig. 4.2 for the non-interacting Anderson-Holstein model, for which the
BCME has been shown to yield accurate and efficient results [3,5]. Recently, BCME has also
been applied to model electrochemical problems [172]. Now, at bottom, because the BCME
is formulated in a modified molecular diabatic picture, such a construction has natural
upsides and downsides. The upside is that, by construction, the BCME is very inexpensive
because it does not need to treat a large number of electronic states explicitly (as opposed
to IESH where all one-electron eigenstates are explicitly involved). The downside is that the
method is not easily applied to realistic systems where one would like to perform ab initio
electronic structure calculations rather than estimate broadened diabats and a hybridization
function that is forced to obey the wide-band approximation.
Ultimately, the holy grail for nonadiabatic molecular dynamics on a surface is a computationally feasible algorithm that works in the weak and strong coupling limits, can be
easily applied to either model or ab initio electronic Hamiltonians, and which can treat
electron-electron interactions correctly.
4.1.2. Fewest Switches Surface Hopping with Electronic Relaxation (FSSH-ER)
With this background in mind, we will now present a new algorithm which will satisfy
many of the desired properties, though with a cost more than the BCME algorithm1 . The
method should be compatible with ab initio electronic structure calculations and be able
to treat electron correlation correctly; future publications will hopefully confirm these two
assertions.
Working in the context of the (non-interacting) Anderson-Holstein model, our specific approach will be as follows: First, we will start with a set of one-electron eigenstates (similar
to IESH) but then (unlike IESH) we will invoke a Schmidt decomposition to find pairs of
Schmidt orbitals (one localized on the molecule, one localized on the metal). This pair of
orbitals is analogous to the two molecular diabatic states that one would predict with a
1

The cost relative to IESH will depend on the number of electronic states propagated.
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Figure 4.2: A schematic diagram of the relevant potential energy surfaces for the noninteracting Anderson-Holstein model. The dashed lines correspond to the raw (e.g. perturbative) impurity diabats and potential of mean force (PMF) as relevant in the limit Γ < kT
(and as used by a CME); and the solid lines are their broadened counterparts as applicable
when Γ < kT or Γ > kT (and as used by the BCME). By performing CME-like dynamics
on broadened diabats, the BCME is able to work in the Γ > kT regime and recover the
correctly broadened barrier between the well on the left and the well on the right; note
that the correctly broadened potential of mean force (BPMF) can be much lower than the
unbroadened potential of mean force (PMF) at the crossing point. More details about the
BCME can be found in Ref. 1–5.
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theory like the BCME. Second, we will use these Schmidt orbitals to construct an appropriate subspace of many-electron Slater determinants from which we can build a configuration
interaction Hamiltonian. Third and finally, we will apply a modified version of the FSSH to
our system. Below, we will show that this nonadiabatic dynamics protocol is able to recapitulate Marcus’s electrochemical theory (in the nonadiabatic limit) as well as transition state
theory (in the adiabatic limit), which gives us hope that this new framework may be quite
powerful going forward. The electronic structure and dynamics algorithms above should
have natural extensions to ab initio calculations beyond the Anderson-Holstein model.
Regarding the outline of the article, in Sec. 4.2, we present the theory described above,
including the necessary choice of electronic states and the proposed protocol for running
nuclear-electronic dynamics. In Sec. 4.3, we present results for the Anderson-Holstein
model which describes electron transfer at a metal surface in an idealized fashion and is the
basis of Marcus theory at a metal surface. In Sec. 4.4, we discuss our results, emphasizing a
few nuances of the present algorithm (that may have gone unappreciated) and highlighting
future numerical tests of the current protocol. We conclude in Sec. 4.5

4.2. Method
In this work, we assume that the electronic Hamiltonian for the system of a molecule near
a metal surface can be represented by the Anderson-Holstein model:
He (R) = U0 (R) + d (R)d† d +

X

k c†k ck +

X


Vk (R)d† ck + Vk∗ (R)c†k d

(4.1)

k

k

here, R represents the nuclear coordinate; d is the fermionic operator for the molecular
orbital whose on-site energy is d ; U0 (R) and U1 (R) ≡ U0 (R) +d (R) are the two molecular
diabatic PESs; ck is the operator for the metal state k whose energy is k ; Vk is the hopping
amplitude between the molecular orbital and the metal state k.
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The hybridization function Γ is defined to be

Γ(, R) = 2π

X
k

|Vk (R)|2 δ( − k )

(4.2)

which, roughly speaking, represents the rate of electronic relaxation of the impurity orbital.
Of course, for realistic systems, Γ should depend on both  and R, so its relation to the rate
is not obvious in general. In many scenarios, one can adopt the wide-band approximation
(WBA), where Γ is assumed to be independent of . With the WBA, suppose R is held
fixed (or in the hypothetical case that Γ was also independent of R), Γ becomes exactly
the rate of electronic relaxation. Note that the method presented in this paper does not, in
principle, rely on any of these assumptions for Γ; for simplicity, however, the example given
in Sec. 4.3 does assume that Γ is a constant so that the discussion on characteristic energy
scales is less ambiguous.
Eq. 4.1 can represent a molecule-metal system only when {k } forms a quasi-continuum such
that the energy spacing of k is smaller than any relevant characteristic energy scale (which
includes Γ, of course). This non-interacting Hamiltonian can be directly diagonalized:

He (R) = U0 (R) +

X

λp (R)b†p bp

(4.3)

p

and its ground state is a Slater determinant

|Ψ0 i = |ij . . .i

(4.4)

where ij . . . are occupied orbitals.
For a non-interacting Hamiltonian like Eq. 4.1, the above ground state is exact. For realistic
systems where there are electron-electron interactions, a ground state of the form of a Slater
determinant can usually be constructed by assuming a mean-field ansatz – which may or
may not be valid. We will assume that Eq. 4.4 is valid throughout this work, but see Sec.
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4.4.2 and Ref. 173 for our initial steps towards treating electron-electron interactions.
In order to model nonadiabatic dynamics, electronic excited states must be considered.
While such electronically excited states can be delineated by counting all of the possible
E
configuration states (|Ψai i , Ψab
ij , . . .), the total number of such states is enormous and
forbids a direct application of conventional mixed quantum-classical methods like the FSSH.
To address this problem, IESH [22] was introduced as a variant of the FSSH. By allowing
electrons to hop individually between orbitals (instead of working with a many-electron
basis), IESH effectively sample a vast number of possible configuration states. Nevertheless,
this assumption also makes IESH difficult to extend to systems where electron-electron
interactions and correlations become significant. Below, we will propose another variant of
the FSSH. In particular, we will use a reduced many-electron description that focuses on
charge-transfer nonadiabatic effects.
4.2.1. Construction of a Reduced Representation
Orbital Rotation
An important fact about Slater determinants is that they are invariant under a unitary
transformation of their orbitals. Given the definition of |Ψ0 i in Eq. 4.4, let U be a unitary
E
P
matrix, and j̃ = occ
i |ii Uij be a set of new orthonormal orbitals. Then Ψ̃0 ≡ ĩj̃ . . . =
det(U ) |Ψ0 i differs from the canonical ground state (Eq. 4.4) by merely a phase. In other
E
words, Ψ̃0 and |Ψ0 i are the same many-body state. This degree of freedom has previously
been exploited for various purposes, including the generation of localized molecular orbitals
[174–176] and construction of an active-space in density matrix embedding theory(DMET)
[104, 105].
If one wishes to use a basis of configurations to extract excited states, one must expect
that the optimal and most efficient set of orbitals should capture the physical character
(e.g. charge character) of the excited states (as opposed to the canonical orbitals). For a
molecule near a metal surface, some of the most interesting nonadiabatic effects originate
from the possibility of charge transfer between the molecule and the metal. This predica-
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ment indicates that, for our purposes, one would like to find a new set of orbitals which
separate the molecule and metal components (even if there is strong mixing via covalent
bonds).
Here, we suggest rotating the canonical orbitals according to the following procedure. First,
we project the localized molecular orbital onto the occupied and virtual spaces respectively:

occ

1 X
|do i ≡ p
|ii hi|di
hni i
1

|dv i ≡ p
1 − hni
where hni =

Pocc
i

vir
X
a

(4.5a)

|ai ha|di

(4.5b)

|hi|di|2 is the impurity population of the ground state. Next, we orthonor-

malize the occupied and virtual spaces respectively while keeping |do i and |dv i unchanged
(this can be achieved by a QR decomposition with |do i or |dv i being the first orbital). This
leads to an occupied subspace space {|do i , { ĩ }} and a virtual subspace {|dv i , {|ãi}}. We
refer to { ĩ } as the occupied bath space, and {|ãi} the virtual bath space. Note that the
bath orbitals ĩ and |ãi are not uniquely determined at this stage, because a unitary transformation within each bath space is still allowed. To specify the bath orbitals, we demand
that the Hamiltonian in the bath subspace be diagonal. This constraint can be achieved as
follows. Denote the “raw” bath orbitals that result from the orthonormalization {ĩ0 } and
D
E
vir ≡
ã0 H b̃0 . By
{ã0 }. Construct the subspace Hamiltonians H̃ijocc ≡ ĩ0 H j̃ 0 and H̃ab
diagonalizing H̃ occ and H̃ vir ,
H̃ occ = Ṽ occ Λ̃occ (Ṽ occ )

†

H̃ vir = Ṽ vir Λ̃vir (Ṽ vir )

†
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(4.6a)
(4.6b)

it is readily seen that the following rotations

ĩ =

X

j̃ 0 Ṽjiocc

(4.7a)

E
vir
b̃0 Ṽba

(4.7b)

j

|ãi =

X
b

generate bath orbitals that fulfill our requirements, say,

D

ĩ H j̃ = Λii δij
E
ã H b̃ = Λaa δab

(4.8a)
(4.8b)

This procedure uniquely defines the bath orbitals (up to some phase) and finalizes the
orbital rotation.
To summarize, we suggest an orbital rotation in each of the occupied and virtual subspaces
in such a way that the Hamiltonian in the new basis now appears as follows

do
do

ĩ
H=

ĩ




 ∗ ∗ ∗ ···

 ∗ ∗
0

 ∗
∗
 .
..
 .
.
 . 0




















∗ ∗ ∗ ··· 


∗ ∗
0 


∗
∗

..
..
.
. 0

0

0

dv

(4.9)
dv

ã

ã

Since the rotation does not mix occupied and virtual orbitals, the Hamiltonian in the new
basis retains a block-diagonal structure where the two blocks correspond to the occupied
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and virtual subspace respectively. Each block, instead of being diagonal (as is the case with
canonical orbital basis), now appears to be an impurity Hamiltonian. This orbital rotation
can be understood as a Schmidt decomposition and is similar to the DMET active space
construction [104, 105]. In the context of DMET, |do i is the Schmidt orbital related to |di.
After the rotation, only |do i and |dv i can possibly have non-zero impurity components; all
the bath orbitals lie entirely in the metal.
Configuration Basis
With the rotated orbitals defined above, configurations can be categorized according to
whether they involve molecular excitations or not. For example, Ψãdo represents a chargeE
transfer excitation from the molecule to the metal, while Ψãĩ is an EHP excitation located
completely in the metal. For the purpose of simulating molecular nonadiabatic dynamics
near a metal surface, configurations that involve molecular excitations are more important
than pure-bath excitations; this idea lies at the heart of our reduced representation.
We now make our first major approximation. We assume that only configuration interaction singles are needed for an accurate enough electronic structure; double excitations and
beyond are completely ignored. This approximation can be understood as assuming “fast
bath equilibration”, i.e., all configurations which involve more than two bath orbitals relax
p
p
immediately. For the pair of Schmidt orbitals, note that hni |do i + 1 − hni |dv i = |di
p
p
and its complement d¯ ≡ − 1 − hni |do i + hni |dv i is completely localized to the metal
( d d¯ = 0 ), so |do i and |dv i together contribute to one bath orbital. Specifically, if d is far
below the Fermi level, then |do i ≈ |di and |dv i is almost completely localized to the metal;
if d is far above the Fermi level, then |dv i ≈ |di and |do i is almost completely localized to
the metal; if d is around the Fermi level, then both |do i and |dv i are partially localized to
the metal.
The single excitation states contain the following four categories
E
E
{ Ψddvo , { Ψãdo }, { Ψdĩ v }, { Ψãĩ }}
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(4.10)

Among these four categories, the first three are relevant to the excitations on the molecule,
while the last one merely contains bath excitations. We therefore define
E
E
ΩS ≡ {|Ψ0 i , Ψddvo , { Ψãdo }, { Ψdĩ v }}

(4.11)

to be the “reduced system space” of dynamical interest, and
ΩB ≡ { Ψãĩ }

(4.12)

to be the corresponding “reduced bath space”.
We emphasize that ΩS and ΩB are not the physical impurity system or bath; states in ΩS
have non-zero amplitude on the metal, and states in ΩB have non-zero amplitude on the
molecule. Here, ΩS contains a subset of the possible states of the entire system during a
dynamical process. This subset is selected with a special focus on the molecular charge
character, which we believe to be the most important ingredient for the molecular chargetransfer nondiabatic dynamics. In particular, { Ψãdo } should capture potential one-electron
E
transfer from the molecule to the metal, and { Ψdĩ v } should capture potential one-electron
transfer from the metal to the molecule.
Finally, to finish the construction of the reduced representation, let us now focus on ΩS and
ΩB in turn:
• The reduced system (adiabatic) states, denoted |ΨJ i, are defined as those which
diagonalize the system Hamiltonian in ΩS :
(J)

|ΨJ i = c0

E X
E X
(J)
(J)
Ψddvo +
cĩ Ψdĩ v +
cã Ψãdo

(J > 0)

(4.13a)

ã

ĩ

hΨJ |H|ΨJ 0 i = EJ δJJ 0

(4.13b)

Note that the original ground state |Ψ0 i does not couple to the single excitations, so
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Figure 4.3: A schematic diagram of the reduced representation. (a) The original potential
energy surfaces for a molecule-metal system. (b) A reduced representation for (a). Each
excited state in the reduced system is coupled to the reduced bath.
it remains the ground adiabatic state in our reduced system; our reduced system has
really just introduced a new set of excited adiabatic states.
• Ψãĩ

E

are defined to be the reduced bath states. By enforcing Eq. 4.8, these bath

states are naturally the eigenstates of H in ΩB :
D
E

Ψãĩ H Ψb̃j̃ = δĩj̃ δãb̃ E0 − λĩ + λã

(4.14)

The entire reduced representation contains the reduced system states and the reduced bath
states as pictured schematically in Fig. 4.3.
The reduced representation defined above forms a new impurity model. For the J−th
system adiabatic state, we can define the hybridization function in a manner similar to Eq.
4.2:

Γ̃J (E) = 2π

X

ΨJ H Ψãĩ

ĩã
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2

δ(E − Eĩã )

(J > 0)

(4.15)

4.2.2. Fewest Switches Surface Hopping with Electronic Relaxation (FSSH-ER)
Electronic Dynamics
Within conventional FSSH, all electronic states are evolved according to the full electronic
Hamiltonian. Armed with a finite number of adiabatic states and bath states defined above,
we will now present a new variant of the FSSH method which includes explicit electronic
relaxation to account for the presence of a truly infinite metal. To do so, for a set of
system states (defined in Eq. 4.13 and which are explicitly coupled to a bath), the system’s
electronic dynamics follow a Lindblad equation in the Markovian limit:
i
dρS
= − [HS , ρS ] + L(ρS )
dt
~

X 
1 †
†
L(ρ) ≡
γJ LJ ρLJ − {LJ LJ , ρ}
2

(4.16a)
(4.16b)

J

Here ρS is the system density matrix, HS is the Hamiltonian in ΩS subspace, γJ is a nonnegative number related to the rate of relaxation, and LJ is the Lindblad jump operator.
We now make our second major approximation. We assume that all of the system excited
states {|ΨJ i} relax to the ground state at a rate given by the new hybridization function
defined in Eq. 4.15 as evaluated at the relevant adiabatic energy, namely,

γJ = Γ̃J (EJ )

(4.17)

This approximation is consistent with the premise of “fast bath equilibration”, only now
stronger; we assume that, once the system states relax to the bath states, those bath states
immediately return to the ground state.
As for the Lindblad jump operators, we choose them to be of the form

(LJ )KL = δK0 δLJ

p
p
1 − fJ + δKJ δL0 fJ
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(J > 0)

(4.18)

where

fJ ≡

1
eβ(EJ −E0 )

(4.19)

+1

It is easy to verify that the diagonal elements are

(L(ρ))00 =

X
J>0

Γ̃J (ρJJ (1 − fJ ) − ρ00 fJ )

(L(ρ))KK = Γ̃K (ρ00 fK − ρKK (1 − fK ))

(4.20a)
(K > 0)

(4.20b)

which ensure the correct electronic relaxation. The off-diagonal elements are
!

(L(ρ))0K

p
1
= ΓK fK (1 − fK )ρK0 −
2

(L(ρ))JK

1
= − (ΓJ (1 − fJ ) + ΓK (1 − fK )) ρJK
2

ΓK (1 − fK ) +

X

ΓJ fJ

ρ0K

(K > 0) (4.21)

J>0

(J, K > 0, J 6= K)

(L(ρ))K0 = (L(ρ))∗0K

(4.22)
(4.23)

In the zero-temperature limit (fJ = 0 for any J > 0), Eqs. 4.21 and 4.22 reduce to
1
(L(ρ))0K = − ΓK ρ0K
(K > 0)
2
1
(J, K > 0, J 6= K)
(L(ρ))JK = − (ΓJ + ΓK )ρJK
2

(4.24)
(4.25)

Surface Switching
According to Tully’s FSSH protocol, one switches between surfaces at a rate which guarantees that the proportion of nuclear trajectories on each potential energy surface agrees with
the instantaneous density matrix. To understand how this is achieved, note that, according
to the time-dependent Schrödinger equation,
X
X
dρJJ
=−
2 Re{TJK ρKJ } ≡ −
gKJ
dt
K6=J

K6=J
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(4.26)

where TJK ≡ hJ|(∂/∂t)|Ki is the time-derivative coupling. The FSSH algorithm then
requires that, at each time step, for a trajectory moving along state J, one switches to state
K in FSSH with probability

PK←J = ∆t

gKJ
Θ(gKJ )
ρJJ

(4.27)

where Θ is the Heaviside step function. If the fraction of nuclear trajectories agrees with
the electronic density matrix at one time step, then, with the hopping probability above,
the change in the population for state J is

∆FJ =

X

(−PK←J ρJJ + PJ←K ρKK ) = ∆t

K6=J

X

(−gKJ Θ(gKJ ) + gJK Θ(gJK ))

K6=J

= −∆t

X

gKJ = ∆ρJJ

(4.28)

K6=J

Here we have used both Eq. 4.26 and the fact that g is anti-symmetric, gJK = −gKJ . As
such, after a time step ∆t, Tully’s algorithm should keep the fraction of nuclear trajectories
on each state in agreement with the electronic density matrix2 .
With this consistency in mind, because of the extra relaxation term for the electronic
dynamics in Eq. 4.16, we will need to alter the surface switching algorithm accordingly. To
be specific, we need to express Eq. 4.20 as a sum of anti-symmetric terms (just as in Eq.
4.26). A convenient choice is

ζKJ ≡ δK0 Γ̃J (ρJJ (1 − fJ ) − ρ00 fJ ) − δJ0 Γ̃K (ρKK (1 − fK ) − ρ00 fK )
X
dρJJ
=−
(gKJ + ζKJ )
dt

(4.29)
(4.30)

K6=J

2

Of course, as is well known, this argument is not exact and will get worse with time because of different
forces on different surfaces, eventually requiring a decoherence correction. For now, however, this nuance
can be safely ignored.
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Consequently, we also modify Eq. 4.27 as follows:

PK←J = ∆t

gKJ + ζKJ
Θ(gKJ + ζKJ )
ρJJ

(4.31)

Momentum Rescaling and Velocity Reversal
According to FSSH-ER, as one can see from Eq. 4.30, a hop can be initiated by either the
derivative coupling (the g term) or electronic relaxation (the ζ term). This state of affairs
is to be contrasted with standard FSSH, where there is no electronic relaxation, which
leads to another question vis-a-vis FSSH-ER. Namely, within standard FSSH, when a hop
is successful, the momentum of the nuclear trajectory is rescaled to conserve the energy.
This procedure is natural for a closed system, but is not appropriate for the open system
we defined in Sec. 4.2.1: after all, energy released by electronic relaxation is dissipated
into a bath rather than the molecule, and the reduced system should not conserve energy.
Therefore, consistent momentum rescaling at every hop is not appropriate, and a new
protocol is required for FSSH-ER.
To address this issue, we suggest that, if a successful hop is initiated by the derivative
coupling, the momentum is rescaled as usual; if a hop is initiated by the electronic relaxation,
the momentum is not rescaled. Specifically, consider a successful hop from state J to state
K. If gKJ > 0 and ζKJ < 0, momentum is rescaled as usual; if gKJ < 0 and ζKJ > 0,
momentum is not rescaled; if gKJ > 0 and ζKJ > 0, an additional random number r with
0 < r < 1 is generated and the momentum is rescaled if r < gKJ /(gKJ + ζKJ ).
Now, in practice, another important component for FSSH is the velocity reversal as suggested by Japser and Truhlar [177], which has been shown to be a necessary ingredient
for rate simulations [178, 179]. Just as above, we recommend that this velocity reversal be
invoked only if a frustrated hop is initiated by the derivative coupling.
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4.3. Results
To test the validity of our method, we will make the standard, simple approximation of a
pair of parabolic diabatic PESs
1
U0 (x) = mω 2 x2
2

(4.32a)

1
U1 (x) = U0 (x) + d (x) = mω 2 (x − x1 )2 + ∆
2

(4.32b)

We will discuss more realistic Hamiltonians in Sec. 4.4. For the present, parabolic AndersonHolstein model, a great deal is known about the relevant nonadiabatic dynamics. In the
kT  ~ω  Γ limit, the electron transfer rate can be calculated by the Fermi’s Golden
Rule and reduces to the Marcus theory of electrochemical electron transfer:

kM arcus = k0→1 + k1→0
r


Z +∞
(Er + ∆ − )2
1
Γ()
exp −
k0→1 =
df ()
~
4πEr kT
4Er kT
−∞
r


Z +∞
(Er − ∆ + )2
Γ()
1
exp −
k1→0 =
d(1 − f ())
~
4πEr kT
4Er kT
−∞
Here, Er ≡ mω 2 x21 /2 is the reorganization energy and Γ() ≡ 2π

P

k

(4.33a)
(4.33b)
(4.33c)

|Vk |2 δ( − k ). In the

kT, Γ  ~ω limit, the rate is given by transition state theory
kT ST = κ

ω −U (b) /kT
e
2π

(4.34)

where U (b) is the barrier height and κ is the transmission coefficient.
For simplicity, the system is taken to be in the wide-band limit , and Γ is also assumed
to be independent of R so that the discussion on characteristic energy scales becomes
more straightforward. In other words, we assume that (i) the set of energies {k } spans a
sufficiently wide range and (ii) the hybridization function is a constant. The parameters
used in our simulation are m = 2000, ω = 0.0002, x1 = 20.6097, ∆ = −0.0038. The metal
states {k } span from −0.2 to 0.2 and are evenly spaced. The number of metal states is
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chosen to converge the PESs and derivative couplings, as will be discussed below. The
temperature in our simulation is chosen to be kT = 9.5 × 10−4 .
4.3.1. PESs and Derivative Couplings
In Fig. 4.4, we plot the adiabatic PESs and the derivative couplings between the ground
state and the excited states, with (a) Γ = 0.0064 and (b) Γ = 0.0008. The energy spacing
between metal orbitals (δk ) is 1×10−3 and 1.25×10−4 respectively, which is about Γ/6.4. In
both cases, the ground PESs have the shape of a double-well, and the lowest excited PESs
recover the diabatic PESs asymptotically. The derivative coupling between the ground
state and the first excited state peaks around the diabatic crossing point and is nearly
zero elsewhere. As Γ becomes smaller, all the PESs approach the diabatic PESs, and the
derivative couplings grow but narrow at the diabatic crossing point. Thus, our calculations
seem analogous to electronic structure in solution with Γ playing the role of the diabatic
coupling V . And yet this analogy cannot be strictly correct, given that V applies when
there are two electronic states, and Γ ∼ 2πV 2 ρ applies when there is a continuous density
of states.
To better understand Fig. 4.4, note that, for the full Hamiltonian in Eq. 4.1, one expects
that the lowest possible excitation energy will be roughly the energy spacing between metal
orbitals, δk . After all, low-lying metal excitations are always possible. And so, as δk
approaches zero, so should the excitation gap. Here, however, we find that the excitation
gap near the diabatic crossing converges to a finite value close to Γ as shown in Fig. 4.5.
Apparently, by choosing a CIS subspace to reflect charge-transfer excitations alone, we have
successfully excluded pure-bath excitations above the ground state (with energies lower
than the lowest charge-transfer excitation). In doing so, we have dramatically reduced the
computational cost of the FSSH-ER approach, allowing one to focus on the adiabatic states
with large derivative couplings to the ground state. Moreover, as shown in Fig. 4.6, the
derivative couplings between high-energy states with the ground state do become small.
Thus, we expect that a simulation of charge-transfer dynamics in our reconstructed system
can (at least sometimes) be performed with merely a handful of PESs. Finally, for a rough
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explanation of why the energy gap between the ground state and excited states seemingly
approaches the value of Γ per se, please see Appendix .3.
4.3.2. Relaxation Γ̃(EJ )
One major difference between our method and conventional FSSH or IESH is the presence
of explicit electronic relaxation as characterized by Γ̃J (EJ ) and defined in Eq. 4.15. In
Fig. 4.7(a), we plot Γ̃1 (the relaxation for the first excited state) as a function of nuclear
coordinates at four different hybridization Γ’s. We find that, when the nuclear coordinates
are far away from the diabatic crossing, Γ̃1 ≈ Γ which agrees with our intuition of electronic
relaxation (that is independent of nuclear motion). Interestingly, Γ̃1 displays a dip at the
diabatic crossing (where the derivative coupling is large), and the relative depth of this dip
increases as Γ decreases. This state of affairs gives us a satisfying view of nonadiabatic effects
at a molecule-metal interface: at the crossing point, there is a large derivative coupling
(to accommodate nuclei switching surfaces) and a small Γ̃ (to accommodate electronic
relaxation that is independent of nuclear motion); far from a crossing point, however, one
finds a large Γ̃ and a small derivative coupling.
Next, we turn our attention to the behavior of Γ̃J as a function of excitation state energy.
In Fig. 4.7(b), we plot Γ̃J for J = 1, 2, 5, 10 at Γ = 0.0008. For higher-excited states, we
continue to find that Γ̃J ≈ Γ far from the crossing. However, in the vicinity of the crossing,
Γ̃2 and Γ̃5 have a bump rather than a dip, and Γ̃10 displays a curious oscillating pattern.
Apparently, it is difficult to find an intuitive picture of nonadiabatic effects between many
electronic states in the limit of a continuum: the Born-Oppenheimer formalism of generating
adiabatic states is not directly compatible with a reduced description of charge transfer, and
all of the complications created by the Born-Oppenheimer treatment lead to very intriguing
behavior of the high-lyding excited state Γ̃J near the diabatic crossing. The form of these
Γ̃J functions will be investigated in a future publication.
4.3.3. Electron Transfer Rate
Finally, in Fig. 4.8, we compare the electron transfer rate predicted by FSSH-ER as a
function of Γ with three other methods: (1) Marcus theory, which is valid in the small Γ
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limit; (2) transition state theory(TST), which is valid in the large Γ limit; (3) BCME, which
interpolates between both limits. These results have been previously reported in Ref. 3. To
test the FSSH-ER method above, we perform a simulation with all trajectories initialized
as the ground state of the left well and subject to an external nuclear friction γn = 2mω
(and the corresponding random force that obeys the fluctuation-dissipation theorem). Each
data point is obtained by averaging over 2400 classical trajectories on 30 PESs. The rate is
obtained by fitting d† d to the function Ae−kt + B where k is the rate constant.
According to Fig. 4.8, our method agrees with transition state theory (with κ = 0.5) in
the large Γ limit. In the small Γ limit, our method does predict a rate that decreases as Γ
decreases, as does Marcus theory. However, for the smallest Γ, our method differs from the
Marcus rate by about a factor of 1.6, and the slope is also different. Such differences are
known for FSSH-like methods, especially without any decoherence [6], which usually lead
to an overestimate of the rate in the small Γ limit.
Finally, in Fig. 4.8, we also plot data from a simulation which does not include any electronic
relaxation, i.e., the electronic equation of motion obeys the quantum Liouville equation, and
the surface switching algorithm merely considers the derivative couplings. In other words,
we set L = 0 in Eq. 4.16 and ζKJ = 0 in Eq. 4.29. As Fig. 4.8 shows conclusively, for small
Γ, electronic relaxation in our simulation is crucial: the predicted rates are significantly
underestimated without electronic relaxation. Thus, Fig. 4.8 would appear to validate
a new picture of electron transfer at a metal surface that can interpolate between the
transition state theory limit (large Γ, with broadening) and the Marcus limit (small Γ);
one can effectively include both derivative couplings and explicit electronic relaxation at
different points in coordinate space.

4.4. Discussion
Having demonstrated the power of the present FSSH-ER approach, let us now discuss
several nuances of the approach as well as the future directions and possibilities.
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Figure 4.4: Subspace adiabatic potential energy surfaces and derivative couplings with (a)
Γ = 0.0064, and (b) Γ = 0.0008. In both figures, the one-electron metal states {k } are
evenly spaced and range from -0.2 to 0.2 with a spacing of Γ/6.4. The other parameters are
m = 2000, ω = 0.0002, x0 = 0, x1 = 20.6097, ∆ = −0.0038. The ground adiabatic PES and
ten lowest excited PESs are plotted in solid lines. The diabatic PESs (Eq. 4.32) are plotted
in dashed lines for reference. The derivative coupling between the ground state and the
first excited state peaks at the diabatic crossing. For higher excited states, the derivative
couplings with the ground state are much smaller. Note that there is a finite gap between
the ground and excited PES, indicating that pure-bath excitations of the ground state are
excluded.

Figure 4.5: Excitation gap at the diabatic crossing vs. hybridization Γ. A rough explanation
for why the gap ≈ Γ is given in Appendix .3.
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Figure 4.6: Maximum derivative couplings between the ground state and excited states.
Note that the derivative couplings become small in all cases for higher excited states (and
sometimes much faster).

Figure 4.7: Relaxation Γ̃ (Eq. 4.15) as a function of nuclear coordinate. The parameters
are the same as those in Fig. 4.4. The diabatic PESs cross at x = 8.0011. (a) Γ̃ for the first
excited state at four different hybridization Γ’s. Note that, except for the vicinity of the
crossing, we find Γ̃1 ≈ Γ. For Γ̃1 , a ditch is always present near the crossing, highlighting
the idea that nonadiabatic nuclear dynamics dominate at the crossing point (where the
derivative coupling is large), but standard electronic relaxation (whereby molecular electrons
exchange with the metal) dominate everywhere else. (b) Γ̃J for J = 1, 2, 5, 10 at Γ = 0.0008.
Unlike Γ̃1 , Γ̃J for higher-excited states can exhibit a bump (J = 2 and 5) or even an
intriguing oscillating pattern (J = 10) near the crossing.
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Figure 4.8: Rate of electron transfer as a function of Γ. The parameters are the same as
those in Fig. 4.4. Marcus theory is valid in the small Γ limit, and transition state theory
(TST) is valid in the large Γ limit (κ = 0.5). Overall both BCME and FSSH-ER are reliable
across the full range of Γ. In the small Γ limit, FSSH-ER differs slightly from the Marcus
rate in part due to a lack of decoherence [6]. For small Γ, ignoring the electronic relaxation
in the reduced system can significantly underestimate the rate.

4.4.1. Convergence Issues
For a realistic system, a metal contains a continuum of electronic states. For practical
simulations, however, this continuum is always replaced by a set of discretized states that
form a “quasi-continuum”. One immediate question is, what is the criterion for a good
quasi-continuum? Here, in our system-bath reconstruction procedure, we notice that the
excitation gap and derivative couplings between our subspace adiabatic PESs seemingly
converge when the energy spacing of this quasi-continuum is smaller than the hybridization
Γ. This criterion poses a challenge for a system in the small Γ limit: for example, for a
realistic calculation, this criterion would demand an ultra-dense Brillouin zone sampling.
One possible solution would to use Wannier interpolations [44]. For now, our intentions is
to use FSSH-ER only when a molecule is reasonably close to a surface so that Γ should
not become too small. This circumstance is the most crucial case for electrochemical and
catalytical simulations, as the limit Γ → 0 can usually be treated perturbatively with
Marcus theory (or some variant thereof).
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Another question about convergence regards the number of PESs used in the dynamical
simulation. For high-energy excited states, the derivative couplings (dJ ) with the ground
state becomes less significant, suggesting that there must be a natural cutoff. In this
work, we used 30 PESs for our dynamical simulations based on the criterion max(|dJ |) <
max(|d1 |)/20. However, such a cutoff based on relative magnitudes might not be sufficient; a
cutoff based on the absolute magnitude might be necessary. Overall, assuming (1) there is no
photo-excitation, (2) the system is initially thermally equilibrated and (3) is initiated on the
ground state, the present algorithm appears robust. Otherwise, the importance, relevance
and necessity of including many high-energy excited states will need to be addressed in the
future.
4.4.2. Multiple Molecular Orbitals and Electron-Electron Interactions
In the present work, we consider only a non-interacting model where a molecule can be
represented as a single impurity orbital. For realistic systems, such a model can hardly
be adequate. Below, we will discuss two aspects that go beyond the model we considered
above.
First, for many chemical problems of interest, there can be multiple molecular orbitals which
are energetically relevant to a charge-transfer process near the metal surface. Suppose there
are N energetically relevant molecular orbitals. One may project each orbital onto the
occupied and virtual spaces individually, yielding N Schmidt occupied and virtual orbitals
respectively. Alternatively, if one uses a localized basis, one can perform a singular value
decomposition to the molecular block of the occupied (virtual) orbitals and use the rightsingular vectors to rotate the orbitals [104, 105]. Thus, it is very likely that the present
approach should be extendable to the case of many molecular orbitals, albeit with a higher
computational cost. And indeed, in Ref. 173, we show how to generate relevant electronic
states for a molecule composed of two molecular orbitals. However, in Ref. 173, we address
only the ground state and not excited states or dynamics. Extending and benchmarking
the present nonadiabatic formalism to the case of many molecular orbitals is a crucial step
forward for this research.
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Second, the inevitable elephant in the room when we model electron transfer at a moleculemetal interface is always the electron-electron interactions, which can scarcely be ignored
in ab initio simulations. For a molecule alone, the Hartree-Fock approximation often gives
qualitatively wrong results in the presence of strong e-e interactions, and one usually must
resort to a higher level of electronic structure methods. Now obviously, for a molecule at
a metal surface, Hartree-Fock is not an option, but DFT has proven to be very effective
for modeling surface calculations. And since DFT takes the guise of an effective mean-field
theory, the electronic structure and dynamics used above should be immediately applicable.
In this regard, merging the current FSSH-ER formalism with DFT will be a top priority
for future research.
Of course, if bonds are broken and/or one works in the small Gamma limit, standard DFT
may fail and need to be adjusted. Now, in a previously published study, we have shown
that, for an isolated and twisted C2H4 molecule, one can improve upon DFT by including
one double excitation [103]. Moreover, in Ref. 173, we have also shown that including a
subset of double excitations can vastly improve the performance of an electronic structure
method describing a molecule on a metal surface (at least as far as ground state properties).
In the future, it will be very exciting to merge FSSH-ER with correlated electronic structure
techniques, for a truly robust view of nonadiabatic dynamics at a metal surface. This work
is ongoing in our laboratory.

4.5. Conclusion
In this article, we have described a new method for simulating the coupled electronicnuclear dynamics of a molecule near a metal surface with a special focus on molecular
charge-transfer nonadiabatic effects. Starting with a molecule-metal system’s one-electron
eigenstates, we build a set of configuration states where the impurity-related excitations
can be distinguished from the pure-bath excitations. Next, a reduced representation is
constructed for the purpose of dynamics. Then, based on this representation, we have
proposed a modified surface hopping scheme with explicit electronic relaxation. Finally,
this method has been tested in a non-interacting Anderson-Holstein model, and we have
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extracted electron transfer rates. Our results appear valid across the full range of Γ.
Although the present work is limited to a non-interacting system with one impurity orbital,
the framework established here can be easily extended to ab initio mean-field calculations
with multiple impurity orbitals. We will also investigate multiple impurity orbitals with
strong electron-electron interactions beyond mean-field theory in the future. While practical questions do remain regarding how many states are required for convergence and the
behavior of high-lying excited states in the reduced system, the FSSH-ER protocol appears
to provide an efficient strategy for simulating molecular charge-transfer nonadiabatic dynamics both in the adiabatic and nonadiabatic regimes. Looking forward, our next step is
to combine the present algorithm with ab initio electronic structure methods and hopefully
make contact with realistic problems in electrochemistry and heterogeneous catalysis.
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CHAPTER 5 : Localized Diabatization Applied to Excitons in Insulating Crystals
This chapter is adapted from Ref. 180.

5.1. Introduction
Excitons are electrically neutral quasiparticles which can be viewed as bound electron-hole
(e − h) pairs and are closely associated with a wide range of transport phenomena and
optical properties. Understanding excitons and excitonic energy transfer is a hot topic in
modern materials chemistry [181] with both practical implications for devices and theoretical
implications for condensed matter theory as the interactions of excitons with phonons yield
another quasiparticle, the polaron. [182]
To study excitons in periodic solids with ab initio methods, the standard approach is to solve
the Bethe-Salpeter equation (BSE) [183–190], though time-dependent density functional
theory (TDDFT) [191–194] is an alternative method. Within the context of TDDFT,
several exchange-correlation functionals have been proposed or studied for excitons [195–
197]. A general review can be found in Ref. [198]. Within both the BSE and TDDFT
approaches, the charge density of excited states preserves the underlying lattice translational
symmetry. In other words, even in the tight-binding limit, BSE and TDDFT eigenstates
are superpositions of individual excitons, and these superpositions form excitonic bands: an
individual electron-hole pair is never completely isolated. To probe the localized nature of
electrons and holes, one can define a correlation function F(r) that describes the probability
of finding the electron and hole separated by r. [190]
Unfortunately, despite the convenience of using periodic wave functions to describe excited
states in extended systems, there are several models of energy transfer in periodic systems
that work naturally with a localized picture of excited states, most famously the Holstein
model [199, 200]. In particular, nuclear motion can drive localization of excitons, such that
hopping becomes the dominant mechanism of energy transfer; in the extreme tight-binding
limit, one can calculate energy transfer rates between neighboring unit cells with Marcus
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theory [201]. In such a case, with strongly coupled nuclear motion, truly localized excitonic
states (or polarons) are long-lived and we require models of such meta-stable states to model
nuclear-electronic dynamics easily.
The scenario above is not new in the context of quantum chemistry. There is an enormous
literature in molecular chemistry discussing the proper framework for switching between
adiabatic and diabatic representations, going back several decades [8, 9, 202–205]. If the
total Hamiltonian is H = Tn + He , where Tn is the nuclear kinetic energy and He is the
electronic Hamiltonian, the adiabatic representation relies on diagonalizing the electronic
Hamiltonian (He ) and the resulting electronic adiabatic states can change dramatically with
nuclear position; by contrast, the diabatic representation attempts to keep the same physical
character for each electronic state for all nuclear positions [82–86]. Very often, diabatic
states localize the charge or excitation character of a given electronic state [10,87,206–213].
Today, there are a plethora of approaches for generating adiabatic-to-diabatic transformations (ADT) for molecular systems, sometimes based on a physical observable [206] and
sometimes based on projecting out various target configurations [80, 214]. There are also
alternative approaches for constructing diabatic states directly, including constrained DFT
(C-DFT) [215] and frozen-density functional theory [216–219]. In all of the approaches
above, the diabatic states are many-electron states which are built up by accounting for as
much electron-electron correlation as possible while keeping the character of the electronic
states immutable with nuclear geometry.
Now, obviously, many-electron states are not orbitals, but there are clear connections between many-electron state diabatization and single orbital localization protocols [10, 87].
For example, in quantum chemistry, Boys localization can be applied both to the localization of single particle orbitals [174] as well as the diabatization of many-electron states [10].
sFor the reader who is unaccustomed to the distinction above, a brief review is now in order.
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5.1.1. Boys localization of Single Particle Orbitals
First, consider the localization of orbitals. If we begin with a set of M single-particle molecular orbitals, {|φj i, j = 1, 2, . . . , M }, Boys localization produces localized single-particle
orbitals {|ηj i, j = 1, 2, . . . , M } through rotation:
|ηj i =

X
i

|φi iUij

(5.1)

The U matrix prescribed above is defined by separating charge centers as far away from
each other as possible. In other words, according to Boys localization, one maximizes

sp
(U ) =
fBoys

M
X

(hηi |r|ηi i − hηj |r|ηj i)2

(5.2)

i,j=1

Because the trace is invariant with respect to a unitary transform, Boys localization is
equivalent [220] to maximizing

sp
fBoys
(U )

=

M
X
j=1

(hηj |r|ηj i)2

(5.3)

or minimizing the quadratic spread,

sp
fBoys
(U )

=

M 
X
j=1

2

hηj |r |ηj i − (hηj |r|ηj i)

2



(5.4)

5.1.2. Maximally Localized Wannier Functions
Second, for the reader with a chemistry (as opposed to solid-state) background, note that
maximally-localized Wannier functions (MLWFs) [221] are equivalent to Boys localization
applied to a periodic solid. In this case, if we begin with a set of M single-particle Bloch
(k)

bands {|φi i, i = 1, 2, . . . , M } which are isolated from all other bands, MLWFs are localized
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(ν)

single-particle orbitals {|ηj i, j = 1, 2, . . . , M } through “rotation”:
(ν)

|ηj i =

Vcell
(2π)3

Z

dke−ik·Rν

B.Z.

X
i

(k)

(k)

|φi iUij

(5.5)

Here, the band is indexed by i and j, the crystal momentum of the Bloch states is indexed
by k and the unit cell of the Wannier function (WF) is labeled by ν. If we apply periodic
boundary condition (PBC) over a finite number of unit cells, the integral over k will become
a sum. The U matrix prescribed above is defined by minimizing the single-particle quadratic
sp
spread function in the home unit cell (denoted by 0) fM
LW F (U ) :

sp
fM
LW F (U ) =

i
X h (0)
(0)
(0)
(0)
hηj |r2 |ηj i − (hηj |r|ηj i)2

(5.6)

j

Matrix elements of the position operator between WFs are usually evaluated in reciprocal
space [222]. Every WF constructed by Eq. (5.5) at one site Rν will have translational
images at all other sites Rν 0 . Thus, to define the criterion function f , it suffices to minimize
the spread of all Wannier functions labeled by a single unit cell (usually the origin, as in
Eq. (5.6)).
Now, for our purposes below, it will be helpful to construct MLWFs through an alternative,
one-step procedure (without applying a Fourier transform explicitly, as in Eq. (5.5)). In
particular, it will be helpful to find a simple extension of the Boys localization function in
Eq. (5.3) as relevant for the solid state. Note that this extension must take into account
all unit cells with equal weight so that the resulting localized Wannier orbitals are localized
equivalently to every lattice site.
With this in mind, the relevant extension of Boys localization function is straightforward.
Without loss of generality, consider a 1D crystal with lattice constant a and suppose we
enforce periodic boundary conditions over N unit cells. Thus, our entire region of interest
is the domain [0, N a). Let X (0) be the position operator on [0, N a). We will then define a
set of N − 1 cyclically permuted operators X (d) , d = 1, . . . , N − 1, with the d−th operator
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Figure 5.1: A schematic diagram of the cyclically permuted position operators. Periodic
boundary conditions (PBCs) are applied over 4 unit cells.
mapping the domain [0, N a) onto [(N − d)a, N a) ∪ [0, (N − d)a). See Fig. 5.1. These
cyclically permuted position operators are smooth except for a single discontinuity when
the position resets to zero. Finally, a set of well-localized WFs can be constructed through
maximizing:
fBoys

−1
X NX
=
hηjν |X (d) |ηjν i2

(5.7)

j,ν d=0

where |ηjν i =

P

ik

(k)

|φi iUik,jν is a (hopefully localized) single-particle state to be deter-

mined.
Eq. (5.7) is entirely analogous to Eq. (5.6); the square term

ν
(d) )2 |η (ν) i
jνd hηj |(X
j

P

has

been dropped due to the invariance of trace. However, unlike Eq. (5.6) – which assumes
an infinite solid without imposed wavefunction periodicity – Eq. (5.7) localizes Wannier
functions that are explicitly defined with periodic boundary conditions. That being said,
E
consider the WF localized around position Rν , ηjν . Note that, as the number N goes to
infinity, only an infinitesimal fraction of the operators X (d) will be discontinuous somewhere
E
within the support ηjν (i.e. where ηjν (r) is significantly nonzero). Thus, in the limit of
large N , maximizing Eq. (5.7) becomes equivalent to minimizing the quadratic spread and
generating MLWFs, as we wanted to show. Note that this approach of cyclically permuted
operators can easily be extended to two and three dimensional solids and other physical
quantities with lattice symmetry and periodic boundary conditions.
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5.1.3. Boys Localized Diabatization
Third and lastly, let us consider localized diabatization within molecules. Given M manyelectron adiabatic states {|ΨJ i, J = 1, 2, . . . , M }, we may construct a quasi-diabatic representation {|ΞL i, L = 1, 2, . . . , M } by constructing a unitary transform matrix U :
|ΞL i =

X
J

|ΨJ iUJL

(5.8)

Boys localized diabatization [87] constructs U by separating charge centers as far away from
each other as possible. In other words, Boys diabatization maximizes the following function:

diab
fBoys
(U ) =

M
X

(hΞL |r|ΞL i − hΞL0 |r|ΞL0 i)2

(5.9)

L,L0 =1

Thus, Boys localized diabatization is completely analogous to Boys single-particle orbital
localization. In general, Eq. (5.9) can be very effective for treating charge transfer and is a
natural generalization of the famous Generalized Mulliken Hush (GMH) formalism. [206]
More generally, if we wish to study energy transfer, there are two straightforward means
of extending Boys localization. On the one hand, one could substitute Boys for EdmistonRuedenberg localized diabatization. [175]. On the other hand, for CIS or TD-DFT/TDA
wavefunctions, one can simply use the BoysOV variant of localized diabatization [223].
To understand BoysOV localized diabatization, consider an excited state CIS wavefunction
P
|Ξi = ia tia |Φai i where i and a label occupied and virtual single-particle orbitals respectively. For such an excited state, it is straightforward to construct the density of an effective
particle (attachment) and hole (detachment) for an excited wavefunction [224]:
ρatt (x) =

X

t∗ia tib φ∗a (x)φb (x)

iab

ρdet (x) = −

(5.10)

X

t∗ia tja φ∗j (x)φi (x)

ija

Now, according to BoysOV localized diabatization, we generated diabatic states {|ΞI i} by
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maximizing the following function to separate particle from particle and hole from hole:
diab
fBoysOV
=

!2
X X
I

iab

(I)
(I)
(tia )∗ hφa |X|φb itib

(5.11)


2
X X (I)
 (t )∗ hφj |X|φi it(I) 
+
ia

I

ja

ija

Eq. (5.11) is a very powerful generalization of Boys localized diabatization and has been
previously used successfully to model energy transfer in donor-bridge-acceptor molecules.
[223]
5.1.4. Our Goal
Our goal is now clear. Just as Boys localization of single particle orbitals has been extended
to MLWFs in periodic solids, we would like to generalize existing techniques for localized
diabatization of many-electron molecular states into the realm of periodic solids; in particular, what is the generalization of Boys localized diabatization in a solid? Using Marcus
theory, for example, these localized diabatic states will allow us to study energy transfer in
solid-state systems.
In order to accomplish this goal, we will present three different methods below. The first
method is the least general for it relies on target single-particle excitation target functions
(usually chosen to be localized Wannier excitations), which may or may not be accurate.
The second method is more general and can be considered a generalization of Pipek-Mezey
single-particle orbitals (which were recently extended to periodic solids). [225] Like method
#1, this method also relies on the existence of well-localized single-particle WFs. Finally,
for the third method, we also present the generalization of Boys localized diabatization to
the case of excitons in a periodic solid.
This paper is organized as follows. In Section II we review the basic procedure for obtaining
exciton bands and provide all theoretical details. In Section III we apply our methods to
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a 1D model system. In Section IV we investigate and discuss the results. We conclude in
Section V.
Regarding the notation for the rest of the paper, ĩ, j̃ are used to represent occupied spin
orbitals and ã, b̃ for virtual spin orbitals. i and a label spatial occupied and virtual bands
respectively. A band index, a crystal wave vector (k or q) and spin σ all together determine a
spin orbital, i.e. ĩ = (i, k, σ). In a Wannier representation, we use µ and ν to label the lattice
sites where the WFs are localized. sMany-electron states of a molecule are indexed with
capital Roman letters (I, B, L · · · ); many-electron states of a solid (i.e. excitonic bands) are
indexed with capital Roman letters (for band) and a crystal wave-vector (k or q).

5.2. Theory
5.2.1. Model
Let us neglect any deformations or vibrations of the crystal and focus exclusively on electrons
in a periodic potential. For the present paper, the effect of the positive ions and core
electrons is modeled by a background potential shown in Fig 5.2. Our sample calculation
assumes 4 electrons per unit cell, where we expect a restricted closed shell for the ground
state. Let N be the number of unit cells in the solid (with periodic boundary conditions).
The dependence of our results on N will be examined.
To avoid divergences of the Coulomb force in one dimension 1 , we introduce a quasi-1D
phenomenological form of the effective e − e interaction [226],
λ
Vee (x, x0 ) = p
(x − x0 )2 + l2

(5.12)

where 1/λ is the dielectric constant of the background and l is a length parameter associated
with the radius of the cylindrical wire in its original 3D problem [226]. The Fourier transform
is then
Vee (q) = 2λK0 (|q|l).
1
A one-dimensional integral of the Fourier transform of 1/r,
average energy per particle scales with N .
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R

(5.13)
dq(4π/q 2 ), diverges near zero, making the
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Figure 5.2: (a) Lattice potential in one unit cell and (b) Hartree-Fock (single-particle)
orbital band structure. The parameter l in the e − e interaction (Eq. (5.12)) is chosen to
be 2 throughout this paper. λ = 1 in this figure.
Here, K0 is the zeroth modified Bessel function of the second kind which behaves ∼ log (1/q)
as q approaches zero [227].
For the present paper, we solve for the ground state of the solid using a simple HF ansatz.
5.2.2. Identifying the Excitons
The excited states of a solid must preserve translational symmetry and thus can be labeled
by a quantum number q. To the lowest order approximation, we will construct excited
states |Ψq i, with single excitations |Φai i:
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|Ψq i ≡

X
i,a,k,σ

a,k+q,σ a,k+q,σ
ti,k,σ
|Φi,k,σ i

(5.14)

The excitation energies and coefficients t are determined by the configuration interaction
singles (CIS) eigenvalue equations,
At = Et

(5.15)

Aĩã,j̃ b̃ = (ã − ĩ )δĩj̃ δãb̃ + hãj̃||ĩb̃i

(5.16)

with

where  is the energy of a HF orbital and δ is a Kronecker delta function.
Note that, for CIS states, Sz is conserved, and thus the spin of occupied orbital i (σi )
0

0

a,k ,↓
,↑
must match the spin of virtual orbital a (σa ). For singlets we require ta,k
i,k,↑ = ti,k,↓ , and
0

0

,↑
a,k ,↓
for triplets we require ta,k
i,k,↑ = −ti,k,↓ . For realistic calculations on experimental systems,

hãj̃||ĩb̃i can be replaced by hãj̃|(1 + w)|ĩb̃i with w an appropriate density functional; this
formalism converts CIS into TDDFT with the Tamm-Dancoff approximation [228]. For any
excited state calculation in a solid, the conduction and valence band should be included at
minimum.
Let us now move to the Wannier picture. Note that every periodic wave function can be
expanded in a local basis, so that
|Φa,k+q
i=
i,k

1 X i[(k+q)Rµ −kRν ] a,µ
|Φi,ν i
e
N µν

(5.17)

Of course, a general wave function |Ψq i (as in Eq. (5.14)) generally has components |Φa,µ
i,ν i
(n)

with µ 6= ν. That being said, there will be bands of states (hereafter, labeled |ξq i and
indexed by n) which are mainly superpositions of localized Wannier excitations |Φa,ν
i,ν i and
for which we expect
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|ξq(n) i ∼

X
i,a,ν



(n)
a,ν,↓
Cia eiqRν |Φa,ν,↑
i
±
|Φ
i
+ small terms
i,ν,↑
i,ν,↓

(5.18)

(n)

for some coefficients Cia .
Before diabatizing an excitonic band, we would like to confirm the nature of such a putative
exciton band. Obviously, for many semiconductors and organics, we find excitonic bands in
the band gap, but an explicit test for excitonic character will be helpful for our model study.
(n)

To identify |ξq i as a excitonic band, one can certainly use a scaling approach [229] that
adjusts the parameter λ in Eq. (5.12) (which plays the role of inverse dielectric constant).
Thereafter, one can monitor how the excitation energies change with varying λ. Excitonic
states should not be sensitive to such scaling and behave differently from simple particlehole excitations. An alternative, cheaper method for identifying excitons near the Frenkel
limit is to calculate a localization criterion,

f (|Ψq i) =

X
i,a,ν,σ

2
|hΦa,ν,σ
i,ν,σ |Ψq i|

2 X X a,k+q,↑
ti,k,↑
=
N
i,a

2

(5.19)

k

for each excited state. By definition, for |ξq i defined in Eq. (5.18), f (|ξq i) will be much
larger than f (|Ψq i) for all other |Ψq i; in the tight-binding (TB) limit fT B (|ξq i) ∼ 1.
5.2.3. Diabatization
We are now in a position to extract localized diabatic states {|Ξi} from extended adiabatic
excitonic states. In many cases only the lowest exciton band ({|ξq i}) is energetically favored
(so we can neglect the excitonic band index I),

|Ξµ i =

X
q

|ξq ieiq·Rµ eiθ(q) ≡

X
q

|ξq iUqµ

(5.20)

More generally, diabatization can disentangle two or more excitonic bands (see Eq. (5.5)):
|ΞB
µi =

X
q

eiq·Rµ

X
I

(q)

|ξqI iŨIB ≡
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X
Iq

|ξqI iUIq,Bµ

(5.21)

Method #1
Our first many-electron diabatization scheme is a variation of the simple projection method
that is used to construct one-particle WFs. [230] The basic idea of Method #1 is to find
a smooth gauge for the Bloch states by projecting them onto target functions [80] that
roughly resembles localized excitons, e.g., localized Wannier excitations. Suppose we have
M excitonic bands to diabatize. First we choose a set of M localized target functions
{|gJ i, J = 1, . . . , M }, and project them onto the exciton manifold,
|ζqJ i =
Th set



|ζqJ i

X
I

|ξqI ihξqI |gJ i

(5.22)

is typically smooth in q, but not orthonormal. Next, denote the overlap
0

matrix (Sq )JJ 0 = hζqJ |ζqJ i and apply the Löwdin orthogonalization,
|ζ̃qJ i =
The set

X
J0

0

−1/2

|ζqJ i(Sq

)J 0 J

(5.23)

n
o
|ζ̃qJ i is both smooth in q and orthonormal. Now, localized excitonic states can

be constructed through a Fourier transform:
1 X −iq·Rµ J
e
|ζ̃q i
|ΞJµ i = √
N q

(5.24)

,ν,↑
In particular, for one isolated excitonic band in 1D, we can use |Φai00,ν,↑
i as the target

function, where i0 and a0 are Wannier functions from the valence and conduction band.
The diabatization is then a simple two-step procedure:
|ξ˜q i ≡ |ξq i

,ν,↑
hξq |Φai00,ν,↑
i

,ν,↑
hξq |Φai00,ν,↑
i

1 X −iqRµ ˜
|Ξµ i ≡ √
|ξq i
e
N q
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(5.25)

(5.26)

We will show below that, perhaps unsurprisingly, Eq. (5.25) and Eq. (5.26) work very
well if the HF single-particle band energies do not overlap and there is a significant energy
separation between HOMO and HOMO-1 (and between LUMO and LUMO+1). In such a
case, the single-particle Bloch bands will not cross and the gauge fixed in Eq. (5.25) should
be reasonable. Indeed, this separation is obeyed for the one-dimensional model in Section
II. A.
More generally, one should be able to construct MLWFs when single-particle bands cross
[221, 230, 231] and generate reasonable target functions. Note that crossing single-particle
bands and crossing excitonic bands are very different phenomena. After all, there is no
impediment to single-particle bands crossing away from the Fermi level, whereas excitonic
bands will always try to avoid each other (as a result of diagonalization). That being said,
in higher dimensions (i.e. two and three dimensional systems), we expect that degenerate or
avoided crossings of single-particle and/or excitonic bands can be common. In such a case,
Eq. (5.25) and Eq. (5.26) should work well if one can isolate a meaningful basis of target
(localized) Wannier excitations (just like constructing localized single-particle WFs through
“subspace selection via projection” in the entangled single-particle band case [230, 231]).
However, generating the optimal target functions may not always be obvious.
Method #2
With this background, let us now offer two new and more general diabatization schemes.
Method #2 follows the spirit of Pipek-Mezey localization. For this scheme, we generate
localized diabatic states by optimizing the expectation value of the following target function:

fP M (U ) =

XX
µB ν,i,a


iaν B 2
hΞB
|Ξµ i
µ |P

(5.27)

where
a,ν
P iaν = |Φa,ν
i,ν ihΦi,ν |
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(5.28)

Recall the definition of U in Eq. (5.20). For this paper, for the sake of convenience, we will
focus on the case of just a single excitonic band (so we may ignore the label B).
In practice the function fP M can be maximized through successive pairwise unitary transforms [175](also called Jacobi sweeps),





Ξ̃µ Ξ̃µ0


=

 cos γ
Ξµ Ξµ0 
sin γeiθ


− sin γe−iθ
cos γ





(5.29)

Starting with U = I, we apply 2 × 2 unitary transforms on pairs of states |Ξi. For each
transform, γ and θ are chosen so that fP M is maximized. For each 2 × 2 transform,
L(. . . , Ξ̃µ , . . . , Ξ̃µ0 , . . .) = L(. . . , Ξµ , . . . , Ξµ0 , . . .)
+Aµµ0 +
with

(A2µµ0

+

2
1/2
Bµµ
cos 4(γ
0)

(5.30)

− α)

X1
2
1
iaν
−iθ iaν 2
iaν
(eiθ Pµµ
Pµ 0 µ ) −
Pµµ
− Pµiaν
0 + e
0 µ0
4
4
i,a,ν

X1
iaν
−iθ iaν
iaν
eiθ Pµµ
Pµ0 µ · (Pµµ
− Pµiaν
=
0 + e
0 µ0 )
2

Aµµ0 =
Bµµ0

i,a,ν

(5.31)

1/2
2
cos 4α = −Aµµ0 /(A2µµ0 + Bµµ
0)
2
1/2
sin 4α = Bµµ0 /(A2µµ0 + Bµµ
0)
2 )1/2 . For
The optimal θ is found by brute force on a grid so as to maximize Aµµ0 +(A2µµ0 +Bµµ
0

a total of N {|ξq i} states, a sweep contains N (N − 1)/2 transforms. |Ξi usually converges
in a few sweeps. Note that the Jacobi sweeps in Eqs. (5.29-5.31) are slightly different
than those suggested long ago by Edmiston and Ruedenberg [175] because we must treat
complex, unitary 2×2 transformation (rather than real 2×2 rotations).
Method #3
Our third and final method is the generalization of Boys localized diabatization for excitons
in solids. For our purposes, since excitons are electrically neutral, a maximization crite-
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rion based on charge centers is not natural. Instead, restricting ourselves to excited state
wavefunctions constructed with CIS or TD-DFT or BSE, we will maximize the separation
between the electron/hole (attachment/detachment [224]) densities in the same spirit as
BoysOV localized diabatization.
Thus, following Eq. (5.11), if |ΞB
µi =

P

qI

|ξqI iUqI,µB =

(µB) ã
ĩã tĩã |Φĩ i,

P

periodic BoysOV

localized diabatization maximizes the following target function:
f diab
BoysOV −periodic

2
X X X (µB)
(µB)
 (t
=
)∗ hφj̃ |X (d) |φĩ itj̃ã 
ĩã
µB

d

ĩj̃ã


2
X X X (µB)
(µB)
 (t
+
)∗ hφã |X (d) |φb̃ itĩb̃ 
ĩã
µB

d

(5.32)

ĩãb̃

i2
XXh 
T (µB)
(µB) †
)
T
(T
)
=
Tr (X (d)
occ
µB

+

d

XXh
µB

(d)


i2
(d)
Tr (X vir )T (T (µB) )† T (µB)

d

(d)

(µB)

Here, T (µB) , X occ and X vir are matrices, (T (µB) )ĩã = tĩã

(d)

, (X occ )ĩj̃ = hφĩ |X (d) |φj̃ i and

(d)

(X vir )ãb̃ = hφã |X (d) |φb̃ i. In practice, the diabatization can be accomplished with Jacobi
sweeps. If there is only one excitonic band to diabatize, one can simply follow Eqs. (5.29)(5.31) assuming that one replaces Aµµ0 and Bµµ0 with:
Aµµ0 =

X1
d

+

X1
d

B

µµ0

=

where

≡ Tr



2

X1
d

(d)
X̄ µµ0

4

X1
d

+

4

2

(d)


1  (d)
(d) 2
X̄ µµ − X̄ µ0 µ0
4


1  (d)
(d) 2
(d) 2
+ e−iθ X̃ µ0 µ −
X̃ µµ − X̃ µ0 µ0
4


(d)
(d)
(d)
+ e−iθ X̄ µ0 µ X̄ µµ − X̄ µ0 µ0
(d)

eiθ X̄ µµ0 + e−iθ X̄ µ0 µ
(d)

eiθ X̃ µµ0
e

iθ

(d)
X̄ µµ0
(d)

(d)

eiθ X̃ µµ0 + e−iθ X̃ µ0 µ

(d)
(X occ )T T (µ) (T (µ) )†



and

(d)
X̃ µµ0
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2

−

(5.33)

  (d)

(d)
X̃ µµ − X̃ µ0 µ0

≡ Tr



(d)
(X vir )T (T (µ) )† T (µ)



.

5.2.4. Nuances
In the end, no matter how we construct the ADT matrix U , the diabatic Hamiltonian is
Hdiab = U † ΛU

(5.34)

where Λ ≡ diag(ωξq1 , . . . , ωξqN ) and the diabatic couplings emerge as the off-diagonal elements of Hdiab . At this point, we must point out one unusual nuance. Namely, for the case of
only a single excitonic band, in order to obtain the diabatic Hamiltonian, one does not always
need to go through the complicated diabatization above. In particular, because of translational symmetry, if we restrict ourselves to the case of a single excitonic band, we know
that the adiabatic-to-diabatic transformation must be more or less equivalent to a Fourier
transform. For instance, consider the first approach above and a single excitonic band (Eqs.
(5.25-5.26)). Note that a direct Fourier transform of the exciton band will suffice to generate diabatic couplings. To prove that such an approach will be effective, note that fixing
the gauge of the Bloch excitations before rotating Bloch states into localized wave functions
(0)

(with transformation Uqµ = exp(−iqRµ )) is equivalent to substituting U (0) → DU (0) where
D = diag(eiθ1 , . . . , eiθn ). Now, observe that (DU (0) )† Λ(DU (0) ) = (U (0) )† ΛU (0) , because Λ
is diagonal, so that the choice of gauge for the Bloch excitations has no effect on Hdiab .
Despite this curious finding, one should not over-interpret this curious result. First, note
that, for all the matrix elements of all other operators, for example the dipole moment, we
absolutely will require the phase matrix D and the full diabatization. Second, we emphasize
that, without carefully choosing the gauge, the states generated by a Fourier transform do
not have any chemical or physical meaning. Third and finally, if we must diabatize multiple
excitonic bands, it is clear that a simple Fourier transform will never suffice.
For all of these reasons, it is essential that we generate meaningful ADT matrices: simple
Fourier transforms are not enough.
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5.3. Results
5.3.1. Excitonic band
We have run CIS calculations (Eq. (5.15)) with with 2 filled and 2 empty bands. We will
now present the results of excited-state diabatization calculations. To begin our discussion,
the nature of the CIS excited states were interrogated with both the scaling approach and
locality criterion (Eq. (5.19)). Results are shown in Fig. 5.3. For a system with very weak
effective e − e interactions (small λ), our results show no excited states with significant
locality; this conclusion can be justified by noting that, in the bottom part of Fig. 5.3, the
blue dots become weaker and weaker at small λ. This finding is consistent with the notion
that excitons will have a radius larger than the lattice size when the e − e interaction is
strongly screened, resulting in Wannier-Mott excitons.
In our model, the lowest excitation band is always the exciton band, which should not be
surprising. While most excitation energies grow with an increasing effective e−e interaction,
excitonic energies are less sensitive and can even decrease. A crude argument is that e −
e interactions can generally be viewed as increasing energy gaps by forcibly separating
electrons. At the same time, however, excitons are electron-hole pairs with a negative
binding energy whose absolute value must grow with an increasing e − h interaction which
grows with λ. According to our calculations, these two effects seem to compensate for each
other in the case of excitonic states.
5.3.2. Diabatization
Given the results in Fig. 5.3, we will now diabatize the lowest (excitonic) band.
Analyzing the Wavefunction
In Figs. 5.4 and 5.5, we plot the charge densities of the resulting diabatized state. As
expected, for the case of large λ, these charge densities are effectively the same as the charge
density of the ground state except in one unit cell; for the case of small λ, differences are
spread out over a few adjacent cells. Thus, the resulting diabatic states can be interpreted
as either single localized Frenkel or Wannier-Mott excitons respectively.
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Figure 5.3: (upper) Excitation energies from a CIS calculation as a function of the excitonic
momentum q with λ = 1, N =8. Here, N is the number of unit cells (i.e. k points). The
potential and the single-particle band structure have been plotted in Fig. 5.2. G0 is the
unit reciprocal lattice vector. Only triplet states are plotted. The red dots are identified
as exciton bands with significant locality; (lower) the excitation energies as a function of
λ which is defined in Eq. (5.12). The size of the dots is proportional to the localization
criterion (Eq. (5.19)), which confirms our identification of excitonic states above.
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Figure 5.4: Here we set λ = 1 and study the Frenkel limit for localized excitons. The
length of one unit cell is 4. MLWFs are used for methods #1 and #2. (a) Detachment and
attachment densities are plotted for the localized Wannier excitation |Φai00,ν,ν i (which is the
target function for the method #1) in black. We plot the same attachment/detachment
densities for diabatic states from methods #1, #2, #3 in blue, red, and green. Note that
all diabatic states agree with each other and mostly with the target function as well. (b)
Charge density of a diabatized excitonic state (which is localized to the fourth unit cell)
as a function of position x. Methods #1, #2 and #3 are plotted in blue, red, and green
respectively. In black, we plot the ground state charge density.
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Figure 5.5: Same calculation as Fig. 5.4 except that λ = 0.06. Excitons in this case are
near the Wannier-Mott limit. Note that we can still generate localized excitonic states even
in this limit, however the resulting states have lost much of their resemblance to the original
target functions.
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Figure 5.6: Diabatic coupling vs. site distance in units of the lattice constant. Results are
based on our method #2 with λ = 1, N = 16. Note the quick decay; for many purposes,
only nearest neighbor couplings are necessary.
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Figure 5.7: Nearest neighbor coupling vs. λ. Results are based on our method #2 with
N = 16. In systems where the Coulomb interaction is strongly screened (small λ which is
the Wannier-Mott limit), excitons are more delocalized and have stronger couplings with
their neighbors.

125

Nearest Neighbor Coupling

0.3
0.25
0.2
0.15
0.1

0

5

10

15

N
Figure 5.8: Nearest neighbor coupling vs. N (the number of k points or, equivalently, unit
cells). λ is set to be 1. Data from the method #2. Note that, for a converged calculation,
one requires at least N = 4 unit cells. The relative error between N = 8 and 16 is less
than 1%. These electronic couplings are essential for modeling excitation states coupled to
nuclear motion in the limit of large electron-phonon coupling.
In Figs. 5.4 and 5.5, we also plot the attachment/detachment densities of all relevant
diabatic states versus the target function in method #1 (which is a localized Wannier excitation). The differences are small in the Frenkel limit: this result might have been expected
because Frenkel excitons are completely localized and can be expressed as a superposition
of localized Wannier excitations. Furthermore, in our 1D semiconductor model, the valence band and the conduction band are well-distinguished and do not overlap with other
single-particle, so that character of the lowest CIS excitation band is obvious.
Electronic Couplings
We now turn to the diabatic, electronic couplings between diabatized states. In Fig. 5.6, we
plot these couplings a function of site distance for large λ. The nearest-neighbor couplings
are much larger than couplings between excitonic diabats far apart, as would be expected.
The decay with site distance appears to be exponential and the results would seem to
justify keeping only nearest neighbor coupling in tight-binding Hamiltonians. Note that, if
we include phonon motion, these diabatic couplings are the key ingredients for modeling
incoherent energy transfer in the limit of large electron-phonon couplings: they are useful
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Figure 5.9: Here we set λ = 1 and compare method #3 (green) with methods #1 and
#2 (blue and red). The latter two approaches rely on localized single-particle WFs and,
for the present example, the valence and conduction WFs are plotted in the upper left and
right panels respectively. Note that these WF’s are far less localized than MLWFs (e.g.,
look carefully around X = 5). The resulting diabatic states from methods #1 and #2 are
clearly delocalized and suboptimal. By contrast, method #3 is insensitive to the choice
of single-particle WFs, which is a relative advantage. In black, we plot the ground state
charge density.
both to generate model Hamiltonians and to express Fermi’s Golden Rule (FGR) (i.e.
Marcus) rates.
Next, in Fig. 5.7, we plot the nearest neighbor coupling as a function of λ. In systems
where the effective e − e interaction is strongly screened (small λ), excitons on neighboring
sites can have significant overlap which leads to a relatively large coupling.
In Fig. 5.8, we explore excitonic interactions as a function of the total number of non-trivial
unit cells in our system (i.e. the number of k points). We plot the corresponding nearest
neighbor diabatic coupling. We find that we require about 8 cells in order for the error to
be less than 1%. Interestingly, the diabatic coupling appears to converge more quickly than
the HOMO-LUMO energy gap, which requires 12 or more unit cells before convergence to
within 1%.
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5.4. Discussion
Before concluding, we feel it necessary to highlight the sensitivity of diabatization methods
#1 and #2 to the nature of single-particle WFs. In Fig. 5.9, we plot the charge density
that is predicted by all of the different diabatization methods. In this case, we invoke a poor
choice of WFs; namely, here we build WF’s without a consistent gauge for each Bloch state.
As a result, the WF for the valence band is very poorly localized. Note that, with this
suboptimal choice of single-particle WFs, methods #1 and #2 give awkward, delocalized
diabatic states. By contrast, method #3 is unaffected. This difference highlights one relative
advantage of Boys localization. At the same time, we note that, if MLWFs are used, all the
three methods gives almost identical results in our model. See Fig. 5.9.

5.5. Conclusion
We have proposed three methods to generate localized, diabatic excitonic states. These
methods should certainly work in the Frenkel regime; they will also be effective in the moderately delocalized Wannier-Mott regime. Our model system has been a one-dimensional
molecular crystal, but all of these approaches can be applied in any dimension:
• The first algorithm is a simple projection scheme based on the most naive algorithm
to generate one-particle Wannier functions; this algorithm will work best when the
conduction and valence band are well-separated from all other bands.
• The second algorithm draws from Pipek-Mezey orbital localization in so far that it
maximizes a target function with respect to the expectation value of Wannier projection operators.
• The third algorithm generalizes Boys localized diabatization to excitons in periodic
systems through (i) introducing a set of “cyclically permuted” position operators and
(ii) focusing on the attachment/detachment densities (Eq. (5.10)) instead of the total
charge density. This method is restricted to CIS/TD-DFT/BSE excited states, where
attachments and detachment can be uniquely defined.
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All of the methods above have performed equally well in our model system above, but the
latter two algorithms should perform better in higher dimensions with more complicated
systems and crossing bands.
In the end, localized diabatic states are essential for modeling nonadiabatic processes in systems with large electron-phonon couplings: they are useful both to generate model Hamiltonians and to express FGR (i.e. Marcus) rates. Thus, when combined with high-level excited
state calculations, the methods above should be very useful in modeling both singlet and
triplet energy transfer in molecular crystals.

129

CHAPTER 6 : Conclusion and future directions
In this thesis, we have presented a few methods that can be applied to the study of electronic structure and nonadiabatic dynamics for molecules near metal surfaces. In chapter
2, we focused on the computation of the electronic friction tensor, a central quantity in the
molecular dynamics with electronic friction (MDEF) method. Motivated by the analytical expression of the friction tensor for an impurity model, a parameter-free interpolation
method based on the orbital energy gradient is introduced as a substitute to the traditional
method, which uses the derivative couplings and broadening. We also found that our interpolation method is more robust than traditional methods. These advantages should make
this method a good candidate for on-the-fly ab initio MDEF.
In chapter 3, we modeled molecule-metal systems by the single-impurity Anderson model
and developed several selected configuration interaction (CI) approaches for solving the
electronic structure problem. In chapter 4, we continued exploiting the idea of selected CI
and construct an efficient reduced representation for the noninteracting Anderson-Holstein
model. In particular, starting from all CIS states, with the help of DMET active orbitals,
we isolated a small subspace of impurity-related excitations from the bath excitations.
Thereafter, by modifying the electronic equation of motion to a Lindblad equation, we
are able to perform the FSSH within this small subspace. The resulting scheme yields an
electron transfer rate which is valid across a wide range of the hybridization function.
In chapter 5, we extended the idea of localized diabatization to excitons in crystals. Specifically, we extended Boys localized diabatization to excitons in crystals through (i) introducing a set of “cyclically permuted” position operators and (ii) focusing on the attachment/detachment densities instead of the total charge density. We also noted that, with the
maximally localized Wannier function, one can achieve the same level of exciton localization by using the Pipek-Mezey scheme with Wannier projectors, or by using even a simple
projection approach.
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While this thesis focuses on model problems, the proposed methods can be easily generalized to ab initio or DFT calculations. One major direction arising from these studies
is implementation within ab initio software packages. In particular, our studies in chapter 3 and 4 suggest that one may combine ab initio (or DFT) methods with selected CI
approaches to obtain a representation which would be appropriate for discussing electron
transfer problems at molecule-metal interfaces. Such a representation would hopefully be
very useful for on-the-fly ab initio molecular dynamics near metal surfaces.
In the meantime, the electronic structure methods proposed in this thesis do have room
for improvement. For simulating realistic systems, size-extensivity and size-consistency
would be preferable - but the current methods lack these features. Moreover, if one uses
a DFT-based approach to generate the mean-field ground state, it is not readily clear how
the double excitations should be treated, because the act of using double excitations to
build CI states is not compatible with the fundamental theorems of DFT. Therefore, such a
strategy will need more investigation. FSSH-ER dynamics should also be further explored
in systems with electron-electron interactions and multiple orbitals.
Finally, the models studied in this thesis do not include all possible factors that might have
an impact on molecular dynamics. In realistic systems, a number of other mechanisms may
have significant influence on such dynamics, such as scattering with surface phonons and
solvation effects. Looking forward, we believe that the theoretical framework proposed in
this thesis can be extended for simulating general and realistic molecule-metal systems in
the future and will fundamentally advance our understanding of surface chemistry.
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APPENDIX
.1. DMET Active Space
In the context of density matrix embedding theory [104, 105], the Schmidt orbitals are
usually defined in the case of multiple impurity orbitals. Suppose we have Nimp impurity
orbitals |dp i (p = 1, . . . , Nimp ) and Nocc occupied orbitals (assume Nocc ≥ Nimp ), the
standard DMET approach is to first perform a singular value decomposition on the impurity
part of the occupied orbitals,
Nimp

hdp |ji =

X

Upq λq Vqj†

(1)

q=1

The Schmidt orbitals {|ψq i}(q = 1, . . . , Nimp ) are defined as
occ
E N
X
ψ̃q =
|ji Vjq

(2)

j=1

The DMET bath orbitals are the bath block of the Schmidt orbitals, say,

E

ψ̃qbath ∝ 1 −



Nimp

X
p=1

|dp ihdp | ψ̃q

E

(3)

and {{dp }, {ψ̃qbath }} constitute the DMET active space.
The same active space can be obtained via a projection scheme. In the case of multiple
orbitals, one can project every impurity orbital onto the occupied and virtual subspace
E
E
respectively, yielding 2Nimp orbitals { h̃p , ˜lp }. Now, the linear space spanned by these
E
2Nimp orbitals is exactly the same as the DMET active space. Specifically, { h̃p } and the
DMET Schmidt orbitals span the same space since they are connected by a full-rank linear
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transformation
E

h̃p ∝

N
occ
X
j=1

Nimp

|ji hj|dp i =

X



N
occ
X


q=1

j=1


†
|ji Vjq  λ∗q Uqp
=

Nimp

X

E

†
ψ̃q λ∗q Uqp

(4)

q=1

D
E
where U, λ, V are introduced in Eq. 1. Of course, h̃p h̃q 6= δpq so an additional orthogonalization is necessary.

.2. Computational Details of Electronic Friction
In this appendix, we will introduce two ways of evaluating Eq. 3.29 numerically.
.2.1. Gaussian Broadening
A straightforward and common treatment of the Dirac delta functions in Eq. 3.29 is to
replace them with some broadening functions of finite width, e.g.
(E −E )2
1
− I 2J
2σ
√
e
δ(EI − EJ ) →
σ 2π

(5)

where σ is a parameter that controls the broadening width. Ideally, one would expect that
γµν (σ) can plateau at a wide range of σ value, which is the converged result. Nevertheless,
such convergence is guaranteed only when ∆E  Γ and ∆E  kT are both satisfied (∆E
is the bath spacing near the Fermi level). Without a sufficiently dense bath, a broadening
method is very likely to fail. Note that the interpolated friction tensors in Fig. 3.5 do not
converge with broadening factor, σ.
.2.2. Interpolation
The friction can also be evaluated with an interpolation scheme similar to the one used in
Ref. [11]. First, note that Eq. 3.29 can be recast into an integral form

γµν = −π~

Z


 ∂p()
dTr δ F̂µ P ()δ F̂ν P ()
∂
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(6)

where P () ≡ δ( − H) and p() ≡ exp(−β)/Z. Now, assuming the eigenspectrum of H is
non-degenerate at every eigen-energy EI , we can deduce that



 

Tr δ F̂µ P (EI )δ F̂ν P (EI ) = Tr δ F̂µ P (EI ) Tr δ F̂ν P (EI )

(7)

Let us define the cumulative sum function

Iµ () ≡

EX
J <
J

hJ|δFµ |Ji

(8)

Obviously,


dIµ
= Tr δ F̂µ P ()
d

(9)

Therefore, Eq. 6 can be written as

γµν = −π~

Z
d

dIµ dIν ∂p()
d d ∂

(10)

An interpolation method can be established as follows, assuming that one has already
obtained the eigenpairs {|Ii , EI }:
i. Find hI|δFµ |Ii ≡ − hI|∂µ H|Ii + h∂µ Hi. In the specific model Hamiltonian (Eq.
P
3.1), this can be simplified to − ( σ hI|nσ |Ii − hnσ i). In a realistic calculation, this
quantity can be computed by density functional perturbation theory.
ii. Compute the cumulative sum function Iµ (EI ) according to Eq. 8;
iii. Fit Iµ (EI ) to some smooth function I˜µ (). While in the single-electron picture one
may pick a functional form based on the analytical expression in the wide-band limit,
a many-electron counterpart is not available. In practice, the fallback method is the
cubic spline over a smoothened data set.
iv. Numerically compute Eq. 10.
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There are, however, two factors that undermine the quality of this interpolation scheme.
First, the assumption of non-degeneracy is more problematic in the many-body case than
in the one-body case. Second, the curve fitting is prone to numerical instabilities: unlike
the situation in single-electron picture whereby the energy range of interest (a few kT
around the Fermi level) usually lies within the total energy range, the current thermally
dominant range actually lies near the lower bound of the total spectrum, essentially making
interpolation an extrapolation. Due to the two reasons above, the interpolation method
does not so far appear very reliable.

.3. An Estimate of the Excitation Gap at the Crossing
As mentioned in Sec. 4.3.1, by choosing a CIS subspace which excludes pure-bath excitations and focusing on charge-transfer excitations, we find a non-zero excitation gap in
our redefined system. In this appendix, we will give a rough estimate of this gap near the
diabatic crossing point.
Given any non-interacting impurity Hamiltonian

d · · · Vk∗ · · ·



. .
..

 ..


H=



V


 k
k


..
..
.
.


(11)

the eigenvalues, denoted λ, are given by the characteristic equation det(λI − H) = 0, which
is

(λ − d )

Y
k

(λ − k ) −

X
k

2

|Vk |

0 6=k
kY

k0

(λ − k0 ) = 0

(12)

Let us assume that bath states that do not couple to the impurity can be ignored, so that
(1) Vk 6= 0 and (2) k 6= k0 for k 6= k 0 . (For the second assumption, if there are degenerate
bath levels, we can always rotate them through a Householder reflection so that only one
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of them couples to the impurity). Therefore, Eq. 12 is equivalent to

λ − d −

X |Vk |2
=0
λ − k

(13)

k

In other words, the eigenvalues of Eq. 11 are the roots of Eq. 13.
E
E
Now, the Hamiltonian for our reduced CIS subspace { Ψddvo , Ψãdo , Ψdĩ v is of the form
given in Eq. 11 and reads


HCIS

0


= (E0 + λv − λo )I + 
 hã|H|dv i

− do H ĩ

D

E
dv H b̃



− j̃ H do 


λã δãb̃ − λv I
0


0
λo I − λĩ δĩj̃

≡ (E0 + λv − λo )I + H̃CIS

(14)

Here, λ(...) represents the energy of a rotated orbital; for example, λo ≡ hdo |H|do i. The
problem of finding the relevant excitation gap is equivalent to finding the smallest eigenvalue
(λ) of H̃CIS at the diabatic crossing, where d† d = 0.5. We found numerically in Sec. 4.3.1
that λ ≈ Γ − λv + λo and we would like to confirm this result analytically.
To make progress, we begin by estimating the orbital energy of the Schmidt orbital |do i
that is dual to the impurity. For simplicity, consider a band than spans from −W to W
with a constant hybridization function Γ. Assume that the Fermi level F = 0, and the
impurity on-site energy is d = 0. Then,
occ

1 X
λo =
λi |hi|di|2 = 2
hni
i

Z

0


−W

1
Γ/2
d
π ( − Λ())2 + (Γ/2)2

(15)

where Λ() is the real part of the self energy. If we ignore Λ() and assume that W  Γ,
we can integrate Eq. 15 and λo can be approximated by


Γ
2W
λo ≈ − ln
π
Γ
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(16)

Because we assume we are at the symmetric crossing point,

λv = −λo

(17)

Now, an eigenvalue of H̃CIS , denoted λ, must satisfy the self-consistent equation Eq. 13:
2
X | hã|H|dv i|2
X
ĩ H do
λ=
+
λ − (λã − λv )
λ − (λo − λĩ )
ã

(18)

ĩ

As above, because we are at the symmetric crossing point, the two terms on the right hand
side of Eq. 18 equal. Finally, our task is to find the smallest λ which satisfies the equation

λ=2

X | hã|H|dv i|2
λ − (λã − λv )

(19)

ã

To solve Eq. 19, we begin by noticing that, at the diabatic crossing,
1
|di = √ (|do i + |dv i)
2

(20)

Moreover, for any Hamiltonian of the form in Eq. 11, |di can be expanded in the full set of
eigenstates [182]

|di =

V

X
q
p

λ2p + (Γ/2)2

|pi

(21)

If we further assume the rotated bath orbitals can be approximated by the original bath
orbitals, say ã ≈ a, then
λ≈4

X

=−

a

V 2 λ2a
1
2Γ
=
λ2a + (Γ/2)2 λ + λv − λa
π

Z
0

W

2
1
d
2 + (Γ/2)2 λ + λv − 

2Γ
r
2Γ 1
ln
−
(v arctan(r) + ln |v|)
π
v
π v2 + 1
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(22)

Here, in Eq. 22 we have defined

r≡

2W
Γ

v ≡ 2(λ + λv )/Γ

(23)
(24)

Recall λv ≈ (Γ/π) ln(2W/Γ) = (Γ/π) ln(r), and denote
x≡

λ + 2λv
λ
2
= + ln(r)
Γ
Γ π

(25)

so that


1
v = 2 x − ln(r)
π

(26)

In the end, Eq. 22 becomes (assuming r  1 so that arctan(r) ≈ π/2)
x=

2 v2
v
ln |v| − 2
2
πv +1
v +1

(27)

Eq. 27 is a transcendental equation for x with parameter r = 2W/Γ. While there is no easy
analytical solution, it is obvious that the solution is on the order of 1 for any reasonable r.
In other words, from Eq. 25, λ + 2λv = λ + λv − λo ≈ Γ.
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[141] Scholz, R.; Lindner, S.; Lončarić, I.; Tremblay, J. C.; Juaristi, J. I.; Alducin, M.;
Saalfrank, P. Physical Review B 2019, 100, 245431.
[142] Fischer, E. W.; Werther, M.; Bouakline, F.; Saalfrank, P. The Journal of Chemical
Physics 2020, 153, 064704.
[143] Noga, J.; Bartlett, R. J. The Journal of Chemical Physics 1987, 86, 7041–7050.
[144] Bartlett, R. J.; Musial, M. Reviews of Modern Physics 2007, 79, 291–352.
[145] Sherrill, C. D. In Annual Reports in Computational Chemistry; Elsevier, 2005; Vol. 1,
pp 45–56.
[146] Meyer, H.-D.; Miller, W. H. The Journal of Chemical Physics 1979, 70, 3214–3223.
[147] Stock, G.; Thoss, M. Physical Review Letters 1997, 78, 578–581.
[148] Meyer, H.-D.; Manthe, U.; Cederbaum, L. Chemical Physics Letters 1990, 165, 73–78.
[149] Manthe, U.; Meyer, H.-D.; Cederbaum, L. S. The Journal of Chemical Physics 1992,
97, 3199–3213.
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