By using the technique of Zvonkin's transformation and the classical Khasminkii's time discretization method, we prove the averaging principle for slow-fast stochastic partial differential equations with Hölder continuous coefficients. An example is also provided to explain our result.
Introduction
In this paper, we consider the following stochastic partial differential equation in a Hilbert space H:
where ε > 0 is a small parameter describing the ratio of the time scales of the slow component X ε t and the fast component Y ε t , A : D(A) → H is the infinitesimal generator of a linear strongly continuous semigroup {e tA } t 0 , B and F are appropriate continuous functions, Q 1 and Q 2 are two non-negative selfadjoint bounded operators in H, {W 1 t } t 0 and {W 2 t } t 0 are H-valued mutually independent cylindrical Wiener processes defined on a complete probability space (Ω, F , {F t } t 0 , P).
The multiscale system (1.1) has wide applications in material sciences, fluid dynamics, biology, ecology, climate dynamics, see e.g., [1, 13, 20, 23] and the references therein. The averaging principle of multiscale model is essential to describe the asymptotic behavior of slow component as ε → 0, i.e., the slow component will convergence to the so-called averaged equation. This theory was first developed for the ordinary differential equations (ODEs for short) by Bogoliubov and Mitropolsky [2] , and extended to the stochastic differential equations (SDEs for short) by Khasminskii [21] , also see [24, 25] . Since the averaging principle for a general class of stochastic reaction-diffusion systems with two time-scales was investigated by Cerrai and Freidlin in [6] , the averaging principle for slow-fast stochastic partial differential equations (SPDEs for short) has been drawn much attentions in the past decades, see e.g., [3, 4, 5, 7, 12, 14, 15, 16, 17, 18, 26, 31, 32] and the references therein.
It is easy to find that all the references mentioned above assumed that the coupled coefficients B and F satisfy at least local Lipshitz continuous condition. However, it was shown in [9] that system (1.1) can be strongly well-posed with only Hölder continuous drift coefficients, see also [10, 11] for further generalizations. Thus it is natural to ask that whether the averaging principle still holds under such kind of conditions. As far as we know, the averaging principle for stochastic system with irregular coefficients has not been studied much yet. Even in the case of SDEs, there are only few results in this direction. Veretennikov [30] studied the averaging principle for SDEs under the assumptions that the drift coefficient in slow equation is only bounded and measurable with respect to slow variable, and all the other coefficients are global Lipschitz continuous. Röckner and authors [29] studied the strong and weak convergence in the averaging principle for SDEs with Hölder coefficients drift, also see [27, 28] for the study of diffusion approximations for SDEs with singular coefficients.
Hence, the main purpose of this paper is to prove the strong averaging principle for SPDE (1.1) with bounded and Hölder coefficients B and F . More precisely, one tries to prove that for any p 1,
whereX t is the solution of the corresponding averaged equation (see Eq. (2.11) below).
To the best of our knowledge, this paper seems to be the first research which studies the averaging principle for slow-fast SPDEs with irregular coefficients. Our argument is inspired from [29, 30] . Two ingredients will play important roles in the proof: the classical Khasminskii's time discreatization and the Zvonkin's transformation, which is now widely used to study the strong well-posedness for S(P)DEs with singular coefficients, see e.g. [22, 9, 10, 11] . We point out that unlike the nice regularity for the coupled coefficients with respect to the fast component in [30] , we here consider the coupled coefficients are irregular with respect to slow and fast variables. As a consequence, the Zvonkin's transformation is also used to obtain an estimate of the difference between the fast process Y ε and its auxiliary processesŶ ε . Meanwhile, by a elaborate estimate of the mild solution, we can control the integral of the time increment of solution, which plays an important role in the proof and releases the regularity of the initial value x.
The rest of the paper is organized as follows. In Section 2, we first give some notations and suitable assumptions, then we present our main result and give a direct-viewing the idea of the key technique. Section 3 is devoted to proving our main result. In Section 4, we will give an examples to illustrate the applicability of our result.
Throughout the paper, C, C p , C T and C p,T denote positive constants which may change from line to line, where the subscript p, T are used to emphasize that the constant only depends on the parameters p, T .
Notations and main results
2.1. Notations and assumptions. Let us first introduce some notations. The inner product and the norm of H, which are denoted by ·, · and | · | respectively. We assume the following conditions throughout the paper: A1. B, F : H × H → H are measurable and bounded. Moreover, there exist constants α, β, γ, η ∈ (0, 1] and C > 0 such that for any x 1 , x 2 , y 1 , y 2 ∈ H,
A2. A is a selfadjoint operator satisfying Ae
A4. Define Q i (t) := t 0 e sA Q i e sA * ds, i = 1, 2, which are two trace class operators. Moreover, there exists θ ∈ (0, 1) such that for any T > 0,
where C T > 0 is a constant depending on T and · HS is the norm of the Hilbert-Schmidit operator.
For any s ∈ R, we define
with the associated norm
It is easy to see H 0 = H and H −s is the dual space of H s . The dual action will also be denoted by ·, · and · the operator norm without confusion. Under the above conditions, one can check that for any θ > 0, there exists a constant C θ > 0 such that |e tA x| e −λ 1 t |x|, x ∈ H, t 0;
(2.6) 
whereX t is the solution of the corresponding averaged equation:
and µ x is the unique invariant measure of the transition semigroups for the following frozen equation:
2.3. Idea of proof. Note that the coefficients in system (1.1) are singular, we can not use the classical Khasminskii's time discreatization to prove our main result directly. Inspired from [30] , we shall use the Zvonkin transformation to change the singular coefficients to regular ones. Such a technique is now well-known in the study of well-posedness of S(P)DEs with singular coefficients. By a similar argument as in the [9, Section 2], let us give a directviewing the idea of how to use the Zvonkin transformation, so we do not care about the rigor of the computations. We consider the following PDE in H:
where λ > 0 andL is the infinitesimal generator of averaged equation, i.e.,
If U is a sufficiently regular solution, by Itô's formula we have
As a result, we getB
t . We put this formula in equation (2.11) and get
where I is the identical operator. By variation of constant method and integration by parts formula, we further get
Then by a similar argument, we also have
Note that the non-regular drift B has been removed in (2.15) . Although that the last term in (2.16) is still non-regular, it is possible to be handled by a time discretization method and the exponential ergodicity of the frozen equation.
Proof of main result
In this section, we are devoted to prove Theorem 2.1. The proof consists of the following five subsections. In Subsection 3.1, we show the existence and uniqueness of the solution (X ε t , Y ε t ) and give some a-priori estimates. In Subsection 3.2, we study the frozen equation and its exponential ergodicity, which will be used in the final proof. The averaged equation and Zvonkin transformation are considered in Subsection 3.3. In Subsection 3.4, we construct an auxiliary processes (X ε t ,Ŷ ε t ) ∈ H × H and deduce an estimate of the difference process Y ε t −Ŷ ε t . In Subsection 3.4, the proof of Theorem 2.1 will be done by estimating the difference processes X ε t −X ε t andX ε t −X t separately. We always assume A1-A5 hold and the initial values (x, y) ∈ H × H are fixed in this section.
3.1. Some a-priori estimates of (X ε t , Y ε t ). Lemma 3.1. The system (1.1) has a unique strong solution (X ε , Y ε ). Moreover, for any T > 0 and p 1, there exists a constant C p,T > 0 such that
Proof. Let H := H × H be the product Hilbert space. Rewrite the system (1.1) for
It is easy to see that B ε is bounded and Hölder continuous with index α ∧ β ∧ γ ∧ η, then under the assumptions A2-A5, the existence and uniqueness of strong solution in the mild sense for system (1.1) follows by [9, Theorem 7], i.e., for any t > 0,
Then due to the boundedness of B, (3.1) can be easily obtained by a simple computer. Next, we proceed to show estimate (3.2), by the boundedness of F , property (2.6) and Burkholder-Davis-Gundy's inequality, for any t 0 we have
, which in turn implies the desired result by condition (2.3). The proof is complete.
For any t ∈ (0, T ] and p 1, there exists a constant C p,T > 0 such that
where θ is given in A4.
Proof. We recall that
For the first term, the condition (2.7) yields
For the second term, by (2.7) and the boundedness of B, we can get
For the third term, by Burkholder-Davis-Gundy's inequality and condition (2.2), we have for any t ∈ [0, T ],
Hence, the proof is completed by combining (3.5)-(3.7).
Usually, the Hölder continuity of X ε t in time plays an important role in the method of time discretization (see [4, Proposition 4.4] , [12, Lemma 3, 4] and [16, Proposition 9] ), then the initial value x ∈ H θ will be assumed for some θ > 0. However inspired from [26] , studying the Hölder continuity can be replaced by studying the integral of the time increment of X ε t , which is weaker than the Hölder continuity but enough for our purpose, and it only needs initial value x ∈ H for advantage.
Lemma 3.3.
For any T > 0 and p 1, there exists a constant C p,T > 0 such that for any ε ∈ (0, 1) and δ > 0 small enough,
denotes the integer part of s and θ is given in A4. Proof. It is easy to see that
where we use (3.1) in the last inequality. After simple calculations, we have
For the first term I 1 (t), by property (2.8) and Lemma 3.2, there exists a constant C > 0 such that
For the term I 2 (t), by the boundedness of B, it is easy to see
For the term I 3 (t), by condition (2.1), we get
Combining estimates (3.10)-(3.13), we get that
By a similar argument as above, we have 
, y ∈ H, t > 0. We proceed to prove the exponential ergodicity of the transition semigroup {P x t } t 0 . Proposition 3.4. For any fixed x, y ∈ H, there exists a unique invariant measure µ x for the transition semigroup {P x t } t 0 . Furthermore, there exist C, ω > 0 such that for any bounded and measurable function ϕ : H → H,
Proof. It sufficient to check the following three properties: (i) Markov semigroup P x t is strongly Feller and irreducible. (ii) For each r > 0, there exists T 0 > 0 and a compact set K such that By similar argument as in the proof of Lemma 3.2 and condition (2.2), we have for any T > 0, there exists C T > 0 such that
Then for any r > 0, T > 0, by taking K = {y : y θ R}, which is a compact set in H, we have for any y ∈ B r ,
for R large enough, hence the statement (ii) holds. By similar argument as in the proof of Lemma 3.1, it is easy to prove that under the condition A4, there exists ω, C > 0 such that for any t 0, E|Y x,y t | e −ωt |y| + C, which implies the statement (iii). The proof is complete.
Averaged equation and Zvonkin transformation.
In this subsection, we first recall the averaged equation, i.e.,
where µ x is the unique invariant measure of the transition semigroup for equation (2.12) . 
Then Eq.(3.17) has a unique solution and (3.18) can be easily obtained by [9, Theorem 7] under the assumptions A2-A5. In fact, note that
Then there exists a constant C > 0 such that
The comparison theorem yields that
(3.20)
So we get
where the second inequality is consequence of boundedness of B and Proposition 3.4, and the last inequality is consequence of (3.20) . Finally, letting t → ∞, we obtain
The proof is complete.
We consider the following PDE:
where λ > 0,L is given by (2.14) 
24)
where C > 0 is a constant and D λ is a positive constant satisfying lim λ→∞ D λ = 0.
under the assumptions A2-A5, the estimates (3.22) and (3.24) follow by exactly the same arguments as in the proof of [9, Theorem 5]. As for estimate (3.23), thanks to assumption (2.5), it can be proved similarly, see also [33, (5.5) ]. We omit the details here. Now, we prove the following Zvonkin's transformation. Proof. Inspired from [9] , the idea of proof is the one given in subsection 2. 
where A m are the Yosida approximations of A and Π n is the orthogonal projection of H onto span{e 1 , ..., e n }. Then the argument in Subsection 2.1 can be done on these approximations and then one can pass to the limit in both sides. We omit the details which are classical.
Construction of auxiliary processes.
Following the idea in [21] , we introduce an auxiliary process (X ε t ,Ŷ ε t ) ∈ H × H and divide [0, T ] into intervals of size δ, where δ is a fixed positive number depending on ε and will be chosen later.
We construct a processŶ ε t , withŶ ε 0 = Y ε 0 = y, and for any k ∈ N and t ∈ [kδ, min
We also construct another auxiliary processX ε t ∈ H bŷ
Now, we give a position to estimate the difference process Y ε t −Ŷ ε t . Lemma 3.8. For any T > 0, ε ∈ (0, 1) and p large enough, there exists a constant C p,T > 0 such that
Proof. Due to the non-Lipschitz property of F , we need to use the Zvonkin transformation again, i.e., consider the following PDE
where λ > 0 and L (x) is the infinitesimal generator of the frozen equation (2.12), i.e.,
Note that F (x, ·) ∈ C η b (H, H) , according to Lemma 3.6, (3.28) has a solution V (x, ·) ∈ C 2 b (H, H) and the following estimates hold:
31)
where D λ is a positive constant satisfying lim λ→∞ D λ = 0.
By similar argument as in the proof of Lemma 3.7, we have for any t ∈ [kδ, (k + 1)δ),
and
Then it is easy to see
By estimates (3.29)-(3.31), we have for p large enough,
Note that lim λ→∞ D λ = 0, we take λ large enough such that C p D p λ < 1, then we obtain
The Grownall's inequality yields
Then by Fubini's theorem, we have
Meanwhile, by Lemmas 3.1 and 3.3, we get
Hence, we finally obtain
Proof of theorem 2.1.
This section is devoted to giving the proof of our main result. We first give the estimate for the difference process X ε t −X ε t . Lemma 3.9. For any T > 0 and p large enough, we have
Proof. By (2.16) and (3.26) , it is to see that
Then by the boundedness of D 2 U(x) and |B(x)|, the Hölder continuous of B andB, property (2.9), we get
where the last inequality follows by estimates (3.27) and (3.34 ). The proof is complete. Now, we give a position to prove our main result. Proof of Theorem 2.1: We will divide the proof into three steps.
Step 1: By (2.15) and (3.26) , it is easy to see that
Then we have the following estimate:
For the term J 1 (T ), by the Hölder inequality and (3.22) we have
Using (3.22) again, it is easy to see that
For the term J 3 (T ), using the factorization method, for κ 3 ∈ (0, κ 2 ) in A4, we write
Choosing p > 1 large enough such that p(1−κ 3 )
which implies
Then we can deduce by (3.23 ) that for p large enough such that ( 
For the term J 4 (T ), similar as we did in J 3 (T ), we can prove for p large enough,
where κ 4 ∈ (0, ζ/2), and ζ is given in A4. Note that
This and assumption A3, we get
For the term J 61 (T ), we have
where for any 0 r s δ ε ,
. Then by Proposition 3.4 and following a standard argument (see [12] for instance), it is easy to see that there exists ω > 0 such that
(3.43)
As a result, it follows from (3.41)-(3.43),
(3.44)
By the similar argument above, we also obtain
(3.45)
Step 3: By the preparation above, we intend to finish the proof in this step, by Lemma 3.9, (3.40), (3.44) and (3.45), we have
Then we can first take δ = δ(ε) such that δ → 0, as ε → 0 and δ ε → ∞, as ε → 0.
As a result,
Secondly, by taking δ = δ(ε) such that exp C p,λ δ βp ε βp δ θ/2 → 0, as ε → 0.
For instance, by taking δ = ε 1 2C p,λ ln 1 ε θ/2 1 βp which satisfies the above properties. Then it is easy to see that
The whole proof is complete.
Application to example
In this section we will apply our main result to establish the averaging principle for a class of slow-fast SPDEs with Hölder continuous coefficients. i.e., cconsidering the following non-linear stochastic heat equation on D = [0, π] with Dirichlet boundary conditions: Then it is easy to check that B and F are bounded and Hölder continuous with index α = β = γ = η = 1/2. So the assumption A1 holds.
The operator A is a self-adjoint operator and possesses a complete orthonormal system of eigenfunctions, namely e k (ξ) = ( 2/π) sin(kξ), ξ ∈ [0, π],
where k ∈ N. The corresponding eigenvalues of A are −λ k with λ k = k 2 . As a result, it is easy to see assumption A2 is satisfied. Moreover, assumption A3 holds for any ζ ∈ (0, 1/2).
For the assumption A4, we first note that for i = 1, 2, which verifies the assumption (2.5) holds. Consequently, by Theorem 2.1, the slow component X ε of the stochastic system (4.1) strongly convergence to the solutionX of the corresponding averaged equation.
