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EXISTENCE THEORY FOR NON-SEPARABLE MEAN
FIELD GAMES IN SOBOLEV SPACES
DAVID M. AMBROSE
Abstract. The mean field games system is a coupled pair of nonlin-
ear partial differential equations arising in differential game theory, as a
limit as the number of agents tends to infinity. We prove existence and
uniqueness theorems for time-dependent mean field games with Sobolev
data. Many works in the literature assume additive separability of the
Hamiltonian, as well as further structure such as convexity and mono-
tonicity of the resulting components. Problems arising in practice, how-
ever, may not have this separable structure; we therefore consider the
non-separable problem. For our existence and uniqueness results, we
introduce new smallness constraints which simultaneously consider the
size of the time horizon, the size of the data, and the strength of the
coupling in the system.
1. Introduction
Mean field games have been introduced in the mathematics literature by
Lasry and Lions as limits of problems from game theory, as the number of
agents tends to infinity [13], [14], [15]. From a control theory perspective,
mean field games were also introduced around the same time by Huang,
Caines, and Malhame [11], [12]. The mean field games system of partial
differential equations is the following coupled system for a value function,
u, and a probability measure, m :
(1) ut +∆u+H(t, x,m,Du) = 0,
(2) mt −∆m+ div (mHp(t, x,m,Du)) = 0,
with x ∈ Td and t ∈ [0, T ], for some given T > 0. These equations are
supplemented with boundary conditions, and these can be one of two types.
The planning problem has as its boundary conditions
(3) m(0, x) = m0(x), u(T, x) = uT (x).
An alternative is the payoff problem, which uses the following:
(4) m(0, x) = m0(x), u(T, x) = G(x,m(T, x)),
where G is known as the payoff function.
In the paper [2], the author initiated a program of proving existence results
for strong solutions for time-dependent mean field games. Ideas from the
work of Duchon and Robert on vortex sheets in incompressible flow [6] were
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used; in particular, Duchon and Robert developed a Duhamel formula for
the vortex sheet which integrated both forward and backward in time, and
found a contraction in function spaces based on the Wiener algebra, proving
the existence of small spatially analytic solutions. The ideas of Duchon
and Robert have been extended to finite time horizons and the spatially
periodic setting by Milgrom and the author [17]. All of these features are
thus also characteristics of the author’s work [2] on mean field games. This
was extended somewhat in [3], in which non-separable Hamiltonians were
treated, and a result in the case of weak coupling, making use of the implicit
function theorem, was also given.
Other authors have proved existence theorems for mean field games, fo-
cusing much attention on the case of separable mean field games. The
assumption of separability is that the Hamiltonian, H, separates additively
as H(t, x,m,Du) = H(t, x,Du) + F (t, x,m). This H is then also known
as the Hamiltonian, and the function F is known as the coupling (for if
one were to take F = 0, then the system decouples). The separability as-
sumption, as well as further structural assumptions such as convexity of H
and monotonicity of F, allow certain mathematical methods to be brought
to bear on the problems (i.e., use of convex optimization and montonoic-
ity methods, as well as techniques of optimal transportation). Poretta has
proved in the separable case, using such techniques, the existence of weak
solutions [19], [20], [21]. Results in this vein for strong solutions are by
Gomes, Pimentel, and Sanchez-Morgado in the case of superquadratic and
subquadratic Hamiltonians [8], [9], and by Gomes and Pimentel for the case
of logarithmic coupling [7].
Although the separable case does have a number of sophisticated math-
ematical techniques available for existence theory, unfortunately, problems
actually arising from game theory and economics do not tend to have this
separable structure [18]. Therefore a study of existence theory not relying
on this structure is essential. As mentioned above, the author has made one
such study previously [3], and this work contained two different results, one
with a smallness condition on the data, and the other considering a small
parameter in front of the Hamiltonian. The author is only aware of one
other existence proof for time-dependent non-separable mean field games
in the literature, for a particular form of Hamiltonian related to modeling
problems with congestion [10]; in this work, Gomes and Voskanyan made a
smallness assumption on T, the length of the time horizon, and still do make
structural assumptions such as monotonicity of part of the Hamiltonian. In
the present work, we introduce a unified smallness condition which considers
at once the size of the time horizon, the coupling parameter introduced by
the author in [3], and in some cases, the size of the data. In addition to uni-
fying the smallness constraints, a benefit of the present work as compared
to [3] is the setting of more customary Sobolev spaces as opposed to the
spaces based on the Wiener algebra used previously.
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We also prove a uniqueness theorem, and as in the case of our existence
theorem, a smallness condition must be satisfied. This smallness condition
again considers at once a parameter which we describe as measuring the
coupling in the system (unrelated to the concept of coupling in the separable
case), the size of the time horizon, and in some cases, the size of the initial
data. Such a smallness constraint is perhaps not just a feature of our proof,
but may be more fundamental: Bardi and Fischer have recently given an
example in mean field games of non-unique solutions, in the case of large
time horizon [5]. While their setting may not be exactly the same as ours (we
study the problem on the torus, and their construction uses the domain as
the real line in a fundamental way), it is strongly suggestive that constraints
such as those we impose are not in general avoidable. Bardi and Cirant have
a related uniqueness theorem, for separable mean field games with some
smallness constraints [4].
The plan of the paper is as follows. Immediately below, in Section 1.1, we
give some elementary definitions and results on Sobolev spaces. In Section
2, we reformulate the problem slightly and introduce an approximating se-
quence for solutions. In Section 3, we prove our first main theorem (stated
at the end of the section as Theorem 4), that under our smallness assump-
tion, the approximating sequence converges to a solution of the mean field
games system. We next treat uniqueness of solutions in Section 4, stating
our second main theorem, Theorem 5, at the end of the section. We close
with some discussion in Section 5.
1.1. Function spaces and preliminaries. We will make repeated use of
Young’s Inequality: for any a ≥ 0, for any b ≥ 0, and for any σ > 0, we have
(5) ab ≤
a2
2σ
+
σb2
2
.
To be very definite, we say that we let N = {0, 1, 2, . . .} be the natural
numbers, including zero.
We now define our function spaces and norms. The d-dimensional torus is
the set [0, 2pi]d with periodic boundary conditions. The Fourier transform of
a function f may be denoted either as Ff(k) or fˆ(k), with Fourier variable
k ∈ Zd. Of course, the Sobolev space H0(Td) is equal to L2(Td), with the
same norm. We need multi-index notation for derivatives with respect to
the x variables. We will use α ∈ Nd for this purpose. Thus, given such an
α, we will have ∂α = ∂α1x1 · · · ∂
αd
xd
. The order of α is |α| =
d∑
ℓ=1
αℓ. For s ∈ N,
with s > 0, the Sobolev space of order s is the set of functions
Hs(Td) =
{
f ∈ L2(Td) : ‖f‖s <∞
}
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where the norm is defined by
‖f‖2s =
∑
0≤|α|≤s
‖∂αf‖20.
Here, as is usual, the notation ‖ · ‖0 = ‖ · ‖L2 is used. This definition is
equivalent to any other usual definition of Sobolev spaces with index in the
natural numbers. We need an elementary interpolation lemma, which we
now state.
Lemma 1. Let m and s be real numbers such that 0 < m < s. There exists
c > 0 such that for all f ∈ Hs,
‖f‖m ≤ c‖f‖
m/s
s ‖f‖
1−m/s
0 .
We do not include a proof of Lemma 1; the proof can be found many
places, one of which is [1]. We also need an elementary lemma about prod-
ucts in Sobolev spaces; this is part of Lemma 3.4 of [16], and the proof can
be found there.
Lemma 2. Let m ∈ N. There exists c > 0 such that for all f ∈ L∞ ∩Hm
and for all g ∈ L∞ ∩Hm,∑
0≤|α|≤m
‖∂α(fg)− f∂αg‖L2 ≤ c
(
|Df |∞‖D
m−1g‖L2 + ‖D
mf‖L2 |g|∞
)
.
2. Formulation and The Approximating Sequence
As we have said, we will track three effects in our existence theorem: the
size of the time horizon (i.e., the magnitude of the value T ), the size of the
initial data, and the strength of the coupling between the two equations of
the mean field games system. We now explain what we mean by this third
item. We introduce a slight modification of the system (1), (2):
ut +∆u+ εH(t, x,m,Du) = 0,
mt −∆m+ εdiv(mHp(t, x,m,Du)) = 0,
for some ε ∈ R. Obviously if ε = 1, this is exactly the system (1), (2). If
instead ε = 0, then the system decouples – one could solve the linear heat
equation for m and then the other linear heat equation for u. We may call
the case of small values of ε the case of weak coupling of the system, and
one of the theorems of [3] was in the case of weak coupling. We will perform
our existence theory for the system with ε included as a parameter.
We let m¯ =
1
vol(Td)
, which is the average value of m (since m is a prob-
ability distribution). It is convenient to introduce µ = m − m¯. We also
subtract the mean from u, since inspection of the right-hand sides of the
evolution equations indicates that the mean of u does not influence the evo-
lution. We introduce a projection operator, P, which removes the mean of a
periodic function (so, we could have said before that µ = Pm), and denote
w = Pu. Note that then Dw = Du.
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We now introduce the system of equations satisfied by (w,µ), first giving
notation for the Hamiltonian in terms of (w,µ) :
Θ(t, x, µ,Dw) = H(t, x,m,Du).
We then have the (w,µ) system:
(6) wt +∆w + εPΘ(t, x, µ,Dw) = 0,
(7) µt −∆µ+ εdiv(µΘp(t, x, µ,Dw)) + εm¯div(Θp(t, x, µ,Dw)) = 0.
Of course, we have initial data for µ :
µ(0, x) = µ0(x) := m(0, x)− m¯.
We will discuss the data for w soon below.
Remark 1. We will be proving an existence theorem with a smallness con-
dition. The reason for subtracting m¯ from m to form µ and for replacing
u with w is to clarify this smallness condition. Taking m arbitrarily small
is not compatible with the fact that m should be a probability measure. Fur-
thermore, since the mean of u is not relevant for the right-hand sides of the
equation, requiring the mean of u to be small would be artificial. Instead, the
smallness condition will include information about the initial size of µ, and
about the size of the data for w; as far as m goes, then, we will be measuring
how far m is from a uniform distribution.
It is convenient to introduce a regularization operator, which will be useful
as we construct solutions. Let δ > 0 be given. We let Pδ be the operator
which projects onto Fourier modes with wavenumber at most 1/δ :
PδFf(k) =
{
Ff(k), |k| ≤ 1/δ,
0, |k| > 1/δ.
We may use the convention P0 = I, where this signifies the identity operator.
We then set up an iterative approximation scheme, which will depend
slightly on the choice of boundary conditions. In either case, we initialize
in the same way, and we solve for µ in the same way. Define µ0 = 0 and
w0 = 0. Given (wn, µn), we define µn+1 to be the unique solution of the
initial value problem for the following forced, linear heat equation:
(8)
µn+1t −∆µ
n+1+ εdiv(µnΘp(t, x, µ
n,Dwn)) + εm¯div(Θp(t, x, µ
n,Dwn)) = 0,
(9) µn+1(0, x) = Pδµ0(x).
The problem which wn+1 solves depends on the choice of boundary con-
ditions; consider first the case of the planning problem (3). Then, we define
wn+1 to be the unique solution of the following forced, linear heat equation:
(10) wn+1t +∆w
n+1 + εPΘ(t, x, µn,Dwn) = 0,
(11) wn+1(T, x) = PδwT (x),
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where wT = PuT . We may be completely explicit as to what these solutions
(wn+1, µn+1) are, by using Duhamel’s formula; for w we have
(12)
wn+1(t, ·) = e∆(T−t)PδwT − εP
∫ T
t
e∆(s−t)Θ(s, ·, µn(s, ·),Dwn(s, ·)) ds.
For µ, we instead integrate forward in time, finding
(13)
µn+1(t, ·) = e∆tPδµ0+ε
∫ t
0
e∆(t−s)div (µn(s, ·)Θp(s, ·, µ
n(s, ·),Dwn(s, ·))) ds
+ εm¯
∫ t
0
e∆(t−s)div (Θp(s, ·, µ
n(s, ·),Dwn(s, ·))) ds.
If we considered the payoff problem (4) instead of the planning problem,
the change is simply that we replace (11) with the following:
wn+1(T, x) = PδPG(x,m
n(T, x)).
Of course, there is the related change in the Duhamel formula as well:
wn+1(t, ·) = e∆(T−t)PδPG(·,m
n(T, ·))
− εP
∫ T
t
e∆(s−t)Θ(s, ·, µn(s, ·),Dwn(s, ·)) ds.
Remark 2. Because of the presence of the projection Pδ, the initial and
terminal data for µn and wn, respectively, for all n, is infinitely smooth.
Furthermore, µn and wn satisfy linear heat equations. It is trivial to show
by induction, then, that for all n, the solutions given by (12) and (13) are
infinitely smooth at each time t ∈ [0,∞), at least if the Hamiltonian is C∞
(the regularity of the iterates is otherwise only limited by the regularity of
H). This fact helps to justify the estimates to be carried out in Section 3
below.
3. Uniform Estimates and Existence of Solutions
Having defined a sequence of approximate solutions (wn, µn) in Section
2, we will now work towards passing to the limit as n goes to infinity. In the
present section, we will state assumptions on the Hamiltonian which will
allow us to make estimates uniform in n.We focus on the planning problem;
the payoff problem may be treated similarly, and would require just some
assumption on the mapping properties of the payoff function.
We introduce now some further multi-index notation. We will use this
for denoting derivatives of Θ. Consider Θ = Θ(t, x1, . . . , xd, q, p1, . . . , pd). A
multi-index β is an element of N2d+1; the first d positions correspond to the
spatial variables x1, x2, . . . xd, the (d+1)
st position corresponds to the vari-
able q (which is a placeholder for µ), and the final d positions correspond to
the p variables. Derivatives with respect to such a multi-index β are denoted
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∂β, and the order of β is |β| =
2d+1∑
ℓ=1
βℓ, as is usual. We make the following
assumption on H :
(H1) The function H is such that there exists a non-decreasing function
F˜ : [0,∞)→ [0,∞) such that for all β ∈ N2d+1 with |β| ≤ s+ 2,∣∣∣∂βΘ(·, ·, ν,Dy)∣∣∣
∞
≤ F˜ (|ν|∞ + |Dy|∞) .
We use Sobolev embedding to replace F˜ with the closely related F, which
is also a non-decreasing function and which instead satisfies
(14)
∣∣∣∂βΘ(·, ·, ν,Dy)∣∣∣
∞
≤ F
(
‖ν‖2
⌈ d+12 ⌉
+ ‖Dy‖2
⌈ d+12 ⌉
)
,
for all β as above. Based on this assumption, we may conclude a useful
lemma.
Lemma 3. Assume (H1) is satisfied. There exist constants c¯ > 0 and
C¯ > 0 such that for multi-indices β (as defined at the beginning of this
section) and for multi-indices α (as defined in Section 1.1),
∑
|β|≤2

 ∑
|α|≤s−1
∥∥∥∂α ((∂βΘ)(t, ·, µ,Dw))∥∥∥
L2(Td)


≤ c¯F
(
‖µ‖2⌈ d+12 ⌉
+ ‖Dw‖2⌈ d+12 ⌉
)
(1 + ‖µ‖s−1 + ‖w‖s)
s−1 ,
and furthermore,
(15)
∑
|β|≤2
∥∥∥(∂βΘ)(t, ·, µ,Du)∥∥∥
s−1
≤ C¯F
(
‖µ‖2⌈ d+12 ⌉
+ ‖Dw‖2⌈ d+12 ⌉
)
(1 + ‖µ‖s−1 + ‖w‖s)
s−1 .
It is helpful to expand the divergence which appears in the evolution
equation for µn+1. We have the following formula:
(16) div (Θp(t, x, µ
n,Dwn)) =
d∑
i=1
Θxipi(t, x, µ
n,Dwn)
+
d∑
i=1
[(Θqpi(t, x, µ
n,Dwn)) (∂xiµ
n)]+
d∑
i=1
d∑
j=1
[
(Θpipj(t, x, µ
n,Dwn))(∂2xixjw
n)
]
.
Remark 3. There are clearly three kinds of terms on the right-hand side of
(16). We will be making energy estimates for (wm, µm) ∈ Hs×Hs−1, for all
m. The first kind of term involves no derivatives of µn and first derivatives
of wn, and may be treated routinely in the estimates. The second kind of
8 DAVID M. AMBROSE
terms involve first derivatives on each of µn and wn. The first derivatives
on wn cause no problems because of the choice of function space. The first
derivatives on µn indicate that these are transport terms, which could typ-
ically be treated in the energy estimate by integration by parts. However,
because of our iterative scheme, the necessary structure for integration by
parts is not present. We will instead bound these terms using the available
parabolic smoothing. The third kind of term on the right-hand side of (16)
involves no derivatives on µn and second derivatives on wn; these terms will
also be bounded by taking advantage of parabolic smoothing.
Similarly to the above, we apply ∂xj to (10):
(17) ∂xjw
n+1
t = −∆∂xjw
n+1 − εΘxj(·, ·, µ
n,Dwn)
− ε (Θq(·, ·, µ
n,Dwn))µnxj − ε
d∑
i=1
[
(Θpi(·, ·, µ
n,Dwn)) ∂2xixjw
n
]
.
Notice that we have dropped the operator P, since ∂xjP = ∂xj .
We provide some notation for certain norms which we will be useful for
our estimates. For all n ∈ N, we define Mn and Nn to be
Mn = sup
t∈[0,T ]
(
‖Dwn‖2s−1 + ‖µ
n‖2s−1
)
,
(18) Nn =
∑
1≤|α|≤s
∫ T
0
‖∂αDwn‖20 dτ +
∑
0≤|α|≤s−1
∫ T
0
‖∂αDµn‖20 dτ.
We will be proving an estimate for the solutions which is uniform in n.We
will do so in stages; first, we will prove an estimate for (wn+1, µn+1) in terms
of (wn, µn). Then we will proceed inductively, making an assumption about
(wn, µn), and showing that this implies the corresponding bound holds for
(wn+1, µn+1). This inductive step will use our smallness assumption (which
remains to be stated).
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Let α be a multi-index (as defined in Section 1.1) of order |α| = s − 1.
We compute the time derivative of the square of the L2-norm of ∂αµ :
(19)
d
dt
1
2
∫
Td
(
∂αµn+1
)2
dx
=
∫
Td
(
∂αµn+1
) (
∂α∆µn+1
)
dx−ε
∫
Td
(
∂αµn+1
)
∂α (Dµn ·Θp(·, x, µ
n,Dwn)) dx
− ε
∫
Td
(
∂αµn+1
)
∂α
(
(µn + m¯)
d∑
i=1
Θxipi(·, x, µ
n,Dwn)
)
dx
− ε
∫
Td
(
∂αµn+1
)
∂α
(
(µn + m¯)
d∑
i=1
[(Θqpi(·, x, µ
n,Dwn)) (∂xiµ
n)]
)
dx
−ε
∫
Td
(
∂αµn+1
)
∂α

(µn + m¯) d∑
i=1
d∑
j=1
[(
Θpipj (·, x, µ
n,Dwn)
) (
∂2xixjw
n
)] dx.
We integrate by parts in the first integral on the right-hand side, we move
the resulting integral to the left-hand side, and we integrate (19) in time,
over the interval [0, t] :
(20)
1
2
∫
Td
(
∂αµn+1(t, x)
)2
dx−
1
2
∫
Td
(
∂αµn+1(0, x)
)2
dx+
∫ t
0
∫
Td
∣∣D∂αµn+1∣∣2 dxdτ
= −ε
∫ t
0
∫
Td
(
∂αµn+1
)
∂α (Dµn ·Θp(τ, x, µ
n,Dwn)) dxdτ
− ε
∫ t
0
∫
Td
(
∂αµn+1
)
∂α
(
(µn + m¯)
d∑
i=1
Θxipi(τ, x, µ
n,Dwn)
)
dxdτ
−ε
∫ t
0
∫
Td
(
∂αµn+1
)
∂α
(
(µn + m¯)
d∑
i=1
[(Θqpi(τ, x, µ
n,Dwn)) (∂xiµ
n)]
)
dxdτ
−ε
∫ t
0
∫
Td
(
∂αµn+1
)
∂α

(µn + m¯) d∑
i=1
d∑
j=1
[(
Θpipj(τ, x, µ
n,Dwn)
) (
∂2xixjw
n
)] dxdτ
= I + II + III + IV.
We first work to estimate I, and we begin by adding and subtracting:
I = −ε
∫ t
0
∫
Td
(∂αµn+1)(∂αDµn) ·Θp(τ, x, µ
n,Dwn) dxdτ
+ε
∫ t
0
∫
Td
(∂αµn+1) [(∂αDµn) ·Θp(τ, x, µ
n,Dwn)− ∂α(Dµn ·Θp(τ, x, µ
n,Dwn))] dxdτ
= IA + IB.
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We start with IA, pulling the supremum of the Θp term outside the integrals:
IA ≤ ε
(
sup
t∈[0,T ]
|Θp(t, ·, µ
n,Dwn)|∞
)∫ t
0
∫
Td
|∂αµn+1||∂αDµn| dxdτ.
We use (14) to bound Θp in terms of Mn :
IA ≤ εF (Mn)
∫ t
0
∫
Td
|∂αµn+1||∂αDµn| dxdτ.
Next, we continue by using (5) with positive parameter σ1, which will be
determined presently:
IA ≤ εF (Mn)
(
1
2σ1
∫ T
0
‖∂αµn+1‖20 dτ +
σ1
2
∫ T
0
‖∂αDµn‖20 dτ
)
≤ εF (Mn)
(
1
2σ1
∫ T
0
‖∂αµn+1‖20 dτ +
σ1
2
Nn
)
.
We let σ1 = 28TεF (Mn), and this choice then yields the following:
(21) IA ≤
1
56T
∫ T
0
‖∂αµn+1‖20 dτ + 14ε
2T (F (Mn))
2Nn
≤
1
56
(
sup
t∈[0,T ]
‖∂αµn+1‖20
)
+ 14ε2T (F (Mn))
2Nn.
We turn now to estimating IB ; we start by using (5) with parameter σ2 :
IB ≤ ε
∫ t
0
∫
Td
|(∂αµn+1)|
∣∣∣(∂αDµn)·Θp(τ, x, µn,Dwn)−∂α(Dµn·Θp(τ, x, µn,Dwn))∣∣∣ dxdτ
≤ ε
∫ T
0
1
2σ2
‖∂αµn+1‖20dτ
+
εσ2
2
∫ T
0
∥∥∥(∂αDµn)·Θp(τ, x, µn,Dwn)−∂α(Dµn·Θp(τ, x, µn,Dwn))∥∥∥2
0
dτ.
We let σ2 = 28Tε, and we continue:
IB ≤
1
56
(
sup
t∈[0,T ]
‖∂αµn+1‖20
)
+14ε2T
∫ T
0
∥∥∥(∂αDµn)·Θp(τ, ·, µn,Dwn)−∂α(Dµn·Θp(τ, ·, µn,Dwn))∥∥∥2
0
dτ.
Next, we use Lemma 2 and Sobolev embedding as follows (we temporarily
suppress the dependence of Θp on its arguments):
‖∂α(Dµn·Θp)−(∂
αDµn)·Θp‖
2
0 ≤ c
(
|DΘp|∞‖D
s−1µn‖0 + ‖D
s−1Θp‖0|Dµ
n|∞
)2
≤ c
(
‖Θp‖⌈ d+32 ⌉
‖µn‖s−1 + ‖Θp‖s−1‖µ
n‖⌈ d+32 ⌉
)2
≤ c‖Θp‖
2
s−1‖µ
n‖2s−1.
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Here, we have used the condition s ≥
⌈
d+5
2
⌉
. By Lemma 3, we have
‖Θp‖s−1 ≤ cF (Mn)(1 +Mn)
(s−1)/2.
Putting this information together, we complete our bound of IB :
(22) IB ≤
1
56
(
sup
t∈[0,T ]
‖∂αµn+1‖20
)
+ cε2T 2(F (Mn))
2Mn(1 +Mn)
s−1.
Note that this constant c is independent of ε, T, n, and δ; instead it depends
only upon s and d. The same will be true for any constants which we call c
in the sequel.
We are ready to estimate the term II. We begin by using Young’s in-
equality (5) with parameter σ3 = 28Tε :
(23)
II ≤ ε
∫ T
0
∫
Td
|∂αµn+1|2
2σ3
+
σ3
2
∣∣∣∣∣∂α
(
(µn + m¯)
d∑
i=1
Θxipi(τ, x, µ
n,Dwn)
)∣∣∣∣∣
2
dxdτ
≤
1
56
(
sup
t∈[0,T ]
‖∂αµn+1‖20
)
+14ε2T
∫ T
0
∥∥∥∥∥∂α
(
(µn + m¯)
d∑
i=1
Θxipi(τ, ·, µ
n,Dwn)
)∥∥∥∥∥
2
0
dτ.
We use the Sobolev algebra property and Lemma 3 to bound the integrand:
(24)∥∥∥∥∥∂α
(
(µn + m¯)
d∑
i=1
Θxipi(τ, ·, µ
n,Dwn)
)∥∥∥∥∥
2
0
≤
∥∥∥∥∥(µn + m¯)
d∑
i=1
Θxipi(τ, ·, µ
n,Dwn)
∥∥∥∥∥
2
s−1
≤ c‖µn + m¯‖2s−1(F (Mn))
2(1 +Mn)
s−1 ≤ c(F (Mn))
2(1 +Mn)
s.
Combining (24) with (23), we complete our bound for the term II :
(25) II ≤
1
56
(
sup
t∈[0,T ]
‖∂αµn+1‖20
)
+ cε2T 2(F (Mn))
2(1 +Mn)
s.
Before estimating III, we again add and subtract to isolate the leading-
order term. We have III = IIIA + IIIB , with IIIA given by
IIIA = −ε
∫ t
0
∫
Td
(
∂αµn+1
)
(µn+m¯)
d∑
i=1
[(Θqpi(τ, x, µ
n,Dwn)) (∂α∂xiµ
n)] dxdτ,
and the remainder IIIB given by
IIIB = −ε
∫ t
0
∫
Td
(
∂αµn+1
){
∂α
(
(µn + m¯)
d∑
i=1
[(Θqpi(τ, x, µ
n,Dwn)) (∂xiµ
n)]
)
− (µn + m¯)
d∑
i=1
[(Θqpi(τ, x, µ
n,Dwn)) (∂α∂xiµ
n)]
}
dxdτ.
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We begin estimating IIIA by using the triangle inequality and pulling the
lower-order terms through the integrals:
IIIA ≤ cε(1 +Mn)
1/2
(
sup
t∈[0,T ],i∈{1,...,d}
|Θqpi(t, ·, µ
n,Dwn)|∞
)
×
d∑
i=1
∫ T
0
∫
Td
|∂αµn+1||∂α∂xiµ
n| dxdτ.
Next, we use (14), and we use Young’s inequality (5) with parameter σ4 :
IIIA ≤ cε(1 +Mn)
1/2F (Mn)
∫ T
0
1
2σ4
‖∂αµn+1‖20 +
σ4
2
‖∂αDµn‖20 dτ.
We take σ4 = 28cεT (1 +Mn)
1/2F (Mn), and we complete our estimate of
IIIA :
(26) IIIA ≤
1
56
(
sup
t∈[0,T ]
‖∂αµn+1‖20
)
+ cε2T (1 +Mn)(F (Mn))
2Nn.
We next estimate IIIB . We begin by applying Young’s inequality, with
parameter σ5 > 0 :
IIIB ≤ ε
∫ t
0
∫
Td
1
2σ5
|∂αµn+1|2
+
σ5
2
∣∣∣∣∣∂α
(
(µn +m)
d∑
i=1
(Θqpi)(∂xiµ
n)
)
− (µn + m¯)
d∑
i=1
(Θqpi)(∂
α∂xiµ
n)
∣∣∣∣∣
2
dxdτ
=
ε
2σ5
∫ t
0
‖∂αµn+1‖20 dτ
+
εσ5
2
∫ t
0
∥∥∥∥∥∂α
(
(µn + m¯)
d∑
i=1
(Θqpi)(∂xiµ
n)
)
− (µn + m¯)
d∑
i=1
(Θqpi)(∂
α∂xiµ
n)
∥∥∥∥∥
2
0
dτ.
We proceed by using Lemma 2, as in our previous estimate for the term IB;
we find the following:
IIIB ≤
εT
2σ5
(
sup
t∈[0,T ]
‖∂αµn+1‖20
)
+ cTεσ5(F (Mn))
2(1 +Mn)
s+1.
We conclude the estimate of IIIB by setting σ5 = 28Tε :
(27) IIIB ≤
1
56
(
sup
t∈[0,T ]
‖∂αµn+1‖20
)
+ cT 2ε2(F (Mn))
2(1 +Mn)
s+1.
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For the term IV, we again must separate the leading-order term by adding
and subtracting. We write IV = IVA + IVB , with IVA given by
IVA = −ε
∫ t
0
∫
Td
(
∂αµn+1
)
(µn+m¯)
d∑
i=1
d∑
j=1
[(
Θpipj(τ, x, µ
n,Dwn)
) (
∂α∂2xixjw
n
)]
dxdτ,
and with the remainder IVB given by
IVB =
−ε
∫ t
0
∫
Td
(
∂αµn+1
){
∂α

(µn + m¯) d∑
i=1
d∑
j=1
[(
Θpipj (τ, x, µ
n,Dwn)
) (
∂2xixjw
n
)]
− (µn + m¯)
d∑
i=1
d∑
j=1
[(
Θpipj (τ, x, µ
n,Dwn)
) (
∂α∂2xixjw
n
)]}
dxdτ.
To estimate IVA, we first pull µ
n + m¯ and Θpipj through the integrals by
taking supremums:
IVA ≤ cε(1+Mn)
1/2
(
sup
t∈[0,T ]
sup
i,j
|Θpipj |∞
)∑
i,j
∫ t
0
∫
Td
|∂αµn+1||∂α∂2xixjw
n| dxdτ.
We estimate this by using (14), and we use Young’s inequality with param-
eter σ6 > 0 :
IVA ≤ cεF (Mn)(1 +Mn)
1/2
∑
i,j
∫ T
0
1
2σ6
‖∂αµn+1‖20 +
σ6
2
‖∂α∂2xixjw
n‖20 dτ.
Taking σ6 = 28cεT (1+Mn)
1/2F (Mn), and proceeding as we have previously,
we arrive at our final bound for IVA :
(28) IVA ≤
1
56
(
sup
t∈[0,T ]
‖∂αµn+1‖20
)
+ cε2T (1 +Mn)(F (Mn))
2Nn.
We estimate IVB just as we have estimated IIIB, finding that
(29) IVB ≤
1
56
(
sup
t∈[0,T ]
‖∂αµn+1‖20
)
+ cT 2ε2(F (Mn))
2(1 +Mn)
s+1.
To summarize our progress so far, we add (21), (22), (25), (26), (27), (28),
and (29), and we make some elementary bounds, to find the following:
(30) I + II + III + IV
≤
1
8
(
sup
t∈[0,T ]
‖∂αµn+1‖20
)
+cε2T (F (Mn))
2
(
(1+T )(1+Nn)(1+Mn)
s+1
)
.
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Continuing, we compute the time derivative of the square of the L2-norm
of ∂α∂xjw
n+1, substituting from (17):
(31)
d
dt
1
2
∫
Td
(∂α∂xjw
n+1)2 dx = −
∫
Td
(∂α∂xjw
n+1)(∂α∆∂xjw
n+1) dx
− ε
∫
Td
(∂α∂xjw
n+1)∂α
(
Θxj(·, x, µ
n,Dwn)
)
dx
− ε
∫
Td
(∂α∂xjw
n+1)∂α
(
(Θq(·, x, µ
n,Dwn))µnxj
)
dx
− ε
∫
Td
(∂α∂xjw
n+1)∂α
(
d∑
i=1
[
(Θpi(·, x, µ
n,Dwn))∂2xixjw
n
])
dx.
We integrate by parts in the first integral on the right-hand side and we
integrate (31) in time over the interval [t, T ]; we also rearrange terms slightly,
arriving at the following:
(32)
1
2
∫
Td
(∂α∂xjw
n+1(t, x))2 dx−
1
2
∫
Td
(∂α∂xjw
n+1(T, x))2 dx
+
∫ T
t
∫
Td
|D∂α∂xjw
n+1|2 dxdτ
= ε
∫ T
t
∫
Td
(∂α∂xjw
n+1)∂α
(
Θxj(·, x, µ
n,Dwn)
)
dxdτ
+ ε
∫ T
t
∫
Td
(∂α∂xjw
n+1)∂α
(
(Θq(·, x, µ
n,Dwn))µnxj
)
dxdτ
+ ε
∫ T
t
∫
Td
(∂α∂xjw
n+1)∂α
(
d∑
i=1
[
(Θpi(·, x, µ
n,Dwn))∂2xixjw
n
])
dxdτ
= V + V I + V II.
The term V is straightforward to estimate; we begin with Young’s in-
equality, with parameter σ7 > 0 :
V ≤ ε
∫ T
t
∫
Td
1
2σ7
|∂α∂xjw
n+1|2 +
σ7
2
|∂αΘxj |
2 dxdτ.
We choose σ7 = 20εT, we use Lemma 3, and we estimate similarly to the
previous terms to find the following:
(33) V ≤
1
40
(
sup
t∈[0,T ]
‖∂α∂xjw
n+1‖20
)
+ cε2T 2(F (Mn))
2(1 +Mn)
s−1.
Before estimating V I, we must add and subtract to isolate the leading-
order term. We have V I = V IA + V IB, with V IA given by
V IA = ε
∫ T
t
∫
Td
(∂α∂xjw
n+1)(Θq(τ, x, µ
n,Dwn))(∂α∂xjµ
n) dxdτ,
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and with the remainder V IB given by
V IB = ε
∫ T
t
∫
Td
(∂α∂xjw
n+1)
{
∂α
(
(Θq(τ, x, µ
n,Dwn))
(
∂xjµ
n
))
− (Θq(τ, x, µ
n,Dwn))
(
∂α∂xjµ
n
)}
dxdτ.
We begin estimating V IA by taking the supremum of Θq with respect to
space and time, and pulling this through the integrals:
V IA ≤ ε
(
sup
t∈[0,T ]
|Θq(t, ·, µ
n,Dwn)|∞
)∫ T
t
∫
Td
|∂α∂xjw
n+1||∂α∂xjµ
n| dxdτ.
We then bound the Θq term by using (14) and by using Young’s inequality
with positive parameter σ8 :
V IA ≤ εF (Mn)
∫ T
t
1
2σ8
‖∂α∂xjw
n+1‖20 +
σ8
2
‖∂α∂xjµ
n‖20 dτ.
We take σ8 = 20εTF (Mn), and estimate as we have previously, finding the
following:
(34) V IA ≤
1
40
(
sup
t∈[0,T ]
‖∂α∂xjw
n+1‖20
)
+ cε2T (F (Mn))
2Nn.
We begin estimating V IB with use of Young’s inequality, with positive
parameter σ9 :
V IB ≤ ε
∫ T
t
∫
Td
1
2σ9
|∂α∂xjw
n+1|2+
σ9
2
∣∣∂α((Θq)(∂xjµn))− (Θq)(∂α∂xjµn)∣∣2 dxdτ.
We take σ9 = 20εT, and proceed as usual:
V IB ≤
1
40
(
sup
t∈[0,T ]
‖∂α∂xjw
n+1‖20
)
+ cε2T 2
(
sup
t∈[0,T ]
∥∥∂α((Θq)(∂xjµn))− (Θq)(∂α∂xjµn)∥∥20
)
.
Using Lemma 2 and Sobolev embedding, we bound this as follows:
V IB ≤
1
40
(
sup
t∈[0,T ]
‖∂α∂xjw
n+1‖20
)
+ cε2T 2
(
sup
t∈[0,T ]
‖Θq‖
2
⌈ d+32 ⌉
‖µn‖2s−1 + ‖Θq‖
2
s−1‖µ
n‖2
⌈ d+32 ⌉
)
.
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Using Lemma 3, and the fact that s is sufficiently large (s ≥
⌈
d+5
2
⌉
is needed
here), we conclude our bound of V IB :
(35) V IB ≤
1
40
(
sup
t∈[0,T ]
‖∂α∂xjw
n+1‖20
)
+ cε2T 2(F (Mn))
2(1 +Mn)
s.
For the term V II, we must again add and subtract to isolate the leading-
order contribution. We write V II = V IIA + V IIB , with V IIA given by
V IIA = ε
∫ T
t
∫
Td
(∂α∂xjw
n+1)
d∑
i=1
[
(Θpi(τ, x, µ
n,Dwn))
(
∂α∂2xixjw
n
)]
dxdτ,
and with the remainder V IIB given by
V IIB = ε
∫ T
t
∫
Td
(∂α∂xjw
n+1)
{
∂α
d∑
i=1
[
(Θpi(τ, x, µ
n,Dwn)) ∂2xixjw
n
]
−
d∑
i=1
[
(Θpi(τ, x, µ
n,Dwn))
(
∂α∂2xixjw
n
)]}
dxdτ.
To begin to estimate V IIA, we pull Θpi through the integrals (after taking
its supremum):
V IIA ≤
d∑
i=1
ε
(
sup
t∈[0,T ]
|Θpi(t, ·, µ
n,Dwn)|∞
)
×
∫ T
t
∫
Td
|∂α∂xjw
n+1||∂α∂2xixjw
n| dxdτ.
We estimate Θpi by using (14), and we use Young’s inequality with positive
parameter σ10 :
V IIA ≤
d∑
i=1
εF (Mn)
∫ T
t
∫
Td
1
2σ10
|∂α∂xjw
n+1|2 +
σ10
2
|∂α∂2xixjw
n| dxdτ.
We choose the value σ10 = 20dεTF (Mn), and thus find the following bound:
(36) V IIA ≤
1
40
(
sup
t∈[0,T ]
‖∂α∂xjw
n+1‖20
)
+ cε2(F (Mn))
2TNn.
We now estimate the final term, V IIB . We interchange the summation
and the integrals, and we use Young’s inequality with positive parameter
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σ11 :
V IIB ≤ ε
d∑
i=1
∫ T
t
∫
Td
1
2σ11
|∂α∂xjw
n+1|2
+
σ11
2
|∂α((Θpi)(∂
2
xixjw
n))− (Θpi)(∂
α∂2xixjw
n)|2 dxdτ
≤
εTd
2σ11
(
sup
t∈[0,T ]
‖∂α∂xjw
n+1‖20
)
+
σ11εT
2
d∑
i=1
(
sup
t∈[0,T ]
‖∂α((Θpi)(∂
2
xixjw
n))− (Θpi)(∂
α∂2xixjw
n)‖20
)
.
We thus choose σ11 = 20εTd, and we use Lemma 2 and Lemma 3 as we have
previously:
(37) V IIB ≤
1
40
(
sup
t∈[0,T ]
‖∂α∂xjw
n+1‖20
)
+ cε2T 2(F (Mn))
2(1 +Mn)
s.
We are now in a position to add (33), (34), (35), (36), and (37); we then
make some elementary estimates, finding the following:
(38) V + V I + V II
≤
1
8
(
sup
t∈[0,T ]
‖∂α∂xjw
n+1‖20
)
+cε2T (F (Mn))
2
(
(1+T )(1+Nn)(1+Mn)
s+1
)
.
We return to (20), considering (30). We isolate the first term on the
left-hand side of (20), finding the following bound:
1
2
‖∂αµn+1(t, ·)‖20 ≤
1
2
‖∂αµn+1(0, ·)‖20 +
1
8
(
sup
t∈[0,T ]
‖∂αµn+1‖20
)
+ cε2T (F (Mn))
2
(
(1 + T )(1 +Nn)(1 +Mn)
s+1
)
.
Taking the supremum with respect to t (which does not change the right-
hand side) and rearranging, we have
(39)
3
8
(
sup
t∈[0,T ]
‖∂αµn+1‖20
)
≤
1
2
‖∂αµn+1(0, ·)‖20
+ cε2T (F (Mn))
2
(
(1 + T )(1 +Nn)(1 +Mn)
s+1
)
.
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We next isolate the time integral on the left-hand side of (20), again using
this with (30). As before, we find∫ t
0
‖D∂αµn+1‖20 dτ ≤
1
2
‖∂αµn+1(0, ·)‖20 +
1
8
(
sup
t∈[0,T ]
‖∂αµn+1‖20
)
+ cε2T (F (Mn))
2
(
(1 + T )(1 +Nn)(1 +Mn)
s+1
)
.
We again take the supremum in time, and this again does not affect the right-
hand side. We add the result to (39), and rearrange to find the following:
(40)
1
4
(
sup
t∈[0,T ]
‖∂αµn+1‖20
)
+
∫ T
0
‖D∂αµn+1‖20 dτ
≤ ‖∂αµn+1(0, ·)‖20 + cε
2T (F (Mn))
2
(
(1 + T )(1 +Nn)(1 +Mn)
s+1
)
.
We perform the same manipulations regarding (32) and (38), and add the
results to (40). These considerations imply the following:
(41)
1
4
(
sup
t∈[0,T ]
‖∂αµn+1‖20 + sup
t∈[0,T ]
‖∂α∂xjw
n+1‖20
)
+
∫ T
0
‖D∂αµn+1(τ, ·)‖20 dτ +
∫ T
0
‖D∂α∂xjw
n+1(τ, ·)‖20 dτ
≤ ‖∂αµn+1(0, ·)‖20 + ‖∂
α∂xjw
n+1(T, ·)‖20
+ cε2T (F (Mn))
2
(
(1 + T )(1 +Nn)(1 +Mn)
s+1
)
.
We sum (41) over multi-indices α such that 0 ≤ |α| ≤ s− 1 and also over
natural numbers j such that 1 ≤ j ≤ n, and we multiply by 4; this results
in the following:
Mn+1 + 4Nn+1 ≤ 4‖µ
n+1(0, ·)‖2s−1 + 4‖Dw
n+1(T, ·)‖2s−1
+ cε2T (F (Mn))
2
(
(1 + T )(1 +Nn)(1 +Mn)
s+1
)
.
We substitute the boundary conditions (9) and (11):
(42) Mn+1 + 4Nn+1 ≤ 4‖Pδµ0‖
2
s−1 + 4‖DPδwT ‖
2
s−1
+ cε2T (F (Mn))
2
(
(1 + T )(1 +Nn)(1 +Mn)
s+1
)
.
We are now ready to make our inductive hypothesis. Let S ∈ R satisfy
4‖µ0‖
2
s−1 + 4‖DwT ‖
2
s−1 ≤ S.
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Note that because of the definition of the smoothing operator Pδ and Plancherel’s
theorem, an immediate consequence is
4‖Pδµ0‖
2
s−1 + 4‖DPδwT ‖
2
s−1 ≤ 4‖µ0‖
2
s−1 + 4‖DwT ‖
2
s−1 ≤ S, ∀δ > 0.
We make our smallness assumption:
(H2) The function F and the constants c, ε, T, and S satisfy
cε2T (F (2S))2
(
(1 + T )(1 + 2S)s+2
)
≤ S.
Remark 4. In [3], we gave two existence theorems for non-separable mean
field games with data in the Wiener algebra, with each of these theorems
having a different smallness constraint. Here, we treat up to three different
sources of smallness in a unified constraint. Clearly, either by taking ε suffi-
ciently small for fixed T and S, or by instead taking T sufficiently small for
fixed ε and S, we may satisfy (H2). The third source of smallness depends
on the form of the Hamiltonian; if, for instance H(t, x,m,Du) = m|Du|4,
then the function F could go to zero with S, and by taking S sufficiently
small, with fixed values of ε and T, the condition (H2) would be satisfied.
For other choices of the Hamiltonian, however, it may not be the case that
F vanishes as S vanishes. In summary, this unified condition treats the size
of the time horizon, the strength of the coupling in the model, and in some
cases, the size of the data.
Our inductive hypothesis is that
(43) Mn + 4Nn ≤ 2S.
It is trivial to see that when n = 0, since µ0 = w0 = 0, that M0+4N0 ≤ 2S.
We assume the inductive hypothesis for some n ∈ N. Then, we see that
Mn ≤ 2S and Nn ≤ 2S as well. Since the function F is monotonic, we have
F (Mn) ≤ F (2S). Combining the inductive hypothesis (43) with (H2) and
the bound (42), we conclude Mn+1 + 4Nn+1 ≤ 2S. Thus, we have proved
that for all n ∈ N, (43) holds.
The estimate (43), together with the definition of Mn, implies that the
sequence (µn, wn) is bounded in the space C([0, T ];Hs−1 ×Hs), uniformly
with respect to n. Our specification of s is sufficiently large so that inspection
of (8), (10) shows that µnt and w
n
t are uniformly bounded. From this, we
are able to conclude that (µn, wn) forms an equicontinuous family, with
compact domain [0, T ] × Td. Applying the Arzela-Ascoli theorem, we find
that a subsequence converges uniformly to a limit (µ,w) ∈ (C([0, T ]×Td))2.
This implies, since the domain is compact, that the convergence also holds in
C([0, T ];H0×H0). Applying Lemma 1, using the uniform bound in Hs+1×
Hs, we also find convergence in the space C([0, T ];Hs
′−1 × Hs
′
), for any
s′ ∈ [0, s).
The uniform bound (43) also implies that the sequence wn is uniformly
bounded in L2([0, T ];Hs+1) and the sequence µn is uniformly bounded in
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L2([0, T ];Hs). These are Hilbert spaces and therefore bounded sequences
have subsequences with weak limits, with the weak limits obeying the same
bounds. So, we may take w ∈ L2([0, T ];Hs+1) and µ ∈ L2([0, T ];Hs), with
the bound
(44)
∫ T
0
‖w(t, ·)‖2Hs+1 + ‖µ(t, ·)‖Hs dt ≤ cS,
with c being an absolute constant related to the definitions of the norms.
Integrating (8), (10) in time, and using the boundary conditions (9) and
(11), we see that µn+1 and wn+1 satisfy the equations
(45)
µn+1(t, ·) = Pδµ0+
∫ t
0
[
∆µn+1(τ, ·)− εdiv ((m¯+ µn(τ, ·)) Θp(τ, ·, µ
n,Dwn))
]
dτ,
(46) wn+1(t, ·) = PδwT +
∫ T
t
[
∆wn+1(τ, ·) + εΘ(τ, ·, µn,Dwn)
]
dτ.
We have established sufficient regularity of the solution (µ,w) to pass to the
limit as n→∞ and as δ → 0 in (45) and (46); taking these limits, we have
(47) µ(t, ·) = µ0 +
∫ t
0
[∆µ(τ, ·)− εdiv ((m¯+ µ(τ, ·))Θp(τ, ·, µ,Dw))] dτ,
(48) w(t, ·) = wT +
∫ T
t
[∆w(τ, ·) + εΘ(τ, ·, µ,Dw)] dτ.
Differentiating (47) and (48) with respect to time, we find that (µ,w) satisfy
(6) and (7), with the boundary values µ0 and wT .
To recover m from µ, one simply needs to add m¯. To recover u from w
and µ, one simply integrates (1) with respect to t, since the right-hand side
is determined in terms of w and m.
We summarize what we have proved so far in our first main theorem.
Theorem 4. Let T > 0 and ε > 0 be given. Let s ≥
⌈
d+5
2
⌉
and let
µ0 ∈ H
s−1(Td) be such that m¯ + µ0 is a probability measure. Let uT ∈
Hs(Td) be given. Assume that the conditions (H1) and (H2) are satis-
fied. Then there exists µ ∈ L∞([0, T ];Hs−1)∩L2([0, T ];Hs) and there exists
u ∈ L∞([0, T ];Hs)∩L2([0, T ];Hs+1) such that m¯+µ is a probability measure
for all t ∈ [0, T ], and such that (u, m¯+µ) satisfies (1), (2), (3). Furthermore,
for all s′ ∈ [0, s), we have µ ∈ C([0, T ];Hs
′−1) and u ∈ C([0, T ];Hs
′
).
4. Uniqueness
We consider two solutions, (w1, µ1) and (w2, µ2) in Hs × Hs−1, for s >
2 + d2 , with the norm of these solutions bounded in these spaces by some
K > 0. We define E(t) = Eµ(t) + Ew(t), with
Eµ(t) =
1
2
∫
Td
(
µ1(t, x) − µ2(t, x)
)2
dx,
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Ew(t) =
1
2
d∑
i=1
∫
Td
(
∂xiw
1(t, x)− ∂xiw
2(t, x)
)2
dx.
Thus, we are measuring the difference of Dw in L2 and the difference of µ
also in L2.
We must have a Lipschitz property for the Hamiltonian for our unique-
ness argument. We make the following assumption:
(H3) For all multi-indices β (as described in the beginning of Section 3)
with 0 ≤ |β| ≤ 2, for any (pi, qi) in a bounded subset of Rd+1, there exists
a constant c > 0 such that∣∣∣∂βΘ(t, x, p1, q1)− ∂βΘ(t, x, p2, q2)∣∣∣ ≤ c
(
|p1 − p2|+
d∑
i=1
|q1i − q
2
i |
)
.
To estimate the growth of the difference of the two solutions, we take the
time derivative of E, starting with Eµ. To begin, we have simply
dEµ
dt
=
∫
Td
(µ1 − µ2)(µ1t − µ
2
t ) dx.
We substitute for µ1t and µ
2
t from (7), and we do some preliminary adding
and subtracting. This leads us to the expression
dEµ
dt
=
∫
Td
(µ1 − µ2)∆(µ1 − µ2) dx
− ε
∫
Td
(µ1 − µ2)div
(
(µ1 − µ2)Θp(t, x, µ
1,Dw1)
)
dx
− ε
∫
Td
(µ1 − µ2)div
(
µ2
(
Θp(t, x, µ
1,Dw1)−Θp(t, x, µ
2,Dw2)
))
dx
− εm¯
∫
Td
(µ1 − µ2)div
(
Θp(t, x, µ
1,Dw1)−Θp(t, x, µ
2,Dw2)
)
dx.
We apply the divergence operators on the right-hand side, making the ex-
pansion
dEµ
dt
=
14∑
ℓ=1
Vℓ,
where we now list each of these terms:
V1 =
∫
Td
(µ1 − µ2)∆(µ1 − µ2) dx,
V2 = −ε
∫
Td
(µ1 − µ2)
(
∇
(
µ1 − µ2
))
·Θp(t, x, µ
1,Dw1) dx,
V3 = −ε
∫
Td
(
µ1 − µ2
)2
div
(
Θp(t, x, µ
1,Dw1)
)
dx,
V4 = −ε
∫
Td
(µ1 − µ2)(∇µ2) ·
(
Θp(t, x, µ
1,Dw1)−Θp(t, x, µ
2,Dw2)
)
dx,
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V5 = −ε
∫
Td
(µ1−µ2)(µ2)
d∑
i=1
[
Θpixi(t, x, µ
1,Dw1)−Θpixi(t, x, µ
2,Dw2)
]
dx,
V6 = −ε
∫
Td
(µ1−µ2)(µ2)
d∑
i=1
[
Θpiq(t, x, µ
1,Dw1)
∂µ1
∂xi
−Θpiq(t, x, µ
2,Dw2)
∂µ1
∂xi
]
dx,
V7 = −ε
∫
Td
(µ1 − µ2)(µ2)
d∑
i=1
[
Θpiq(t, x, µ
2,Dw2)
(
∂(µ1 − µ2)
∂xi
)]
dx,
V8 = −ε
∫
Td
(µ1 − µ2)(µ2)
d∑
i=1
d∑
j=1
[
Θpipj (t, x, µ
1,Dw1)
∂2w1
∂xi∂xj
−Θpipj (t, x, µ
2,Dw2)
∂2w1
∂xi∂xj
]
dx,
V9 = −ε
∫
Td
(µ1−µ2)(µ2)
d∑
i=1
d∑
j=1
[
Θpipj(t, x, µ
2,Dw2)
(
∂2(w1 − w2)
∂xi∂xj
)]
dx,
V10 = −εm¯
∫
Td
(µ1−µ2)
d∑
i=1
[
Θpixi(t, x, µ
1,Dw1)−Θpixi(t, x, µ
2,Dw2)
]
dx,
V11 = −εm¯
∫
Td
(µ1−µ2)
d∑
i=1
[
Θpiq(t, x, µ
1,Dw1)
∂µ1
∂xi
−Θpiq(t, x, µ
2,Dw1)
∂µ1
∂xi
]
dx,
V12 = −εm¯
∫
Td
(µ1 − µ2)
d∑
i=1
Θpiq(t, x, µ
2,Dw2)
(
∂(µ1 − µ2)
∂xi
)
dx,
V13 = −εm¯
∫
Td
(µ1 − µ2)
d∑
i=1
d∑
j=1
[
Θpipj(t, x, µ
1,Dw1)
∂2w1
∂xi∂xj
−Θpipj (t, x, µ
2,Dw2)
∂2w1
∂xi∂xj
]
dx,
and finally,
V14 = −εm¯
∫
Td
(µ1 − µ2)
d∑
i=1
d∑
j=1
[
Θpipj(t, x, µ
2,Dw2)
(
∂2(w1 − w2)
∂xi∂xj
)]
dx.
We integrate V1 by parts:
(49) V1 = −
∫
Td
∣∣∇ (µ1 − µ2)∣∣2 dx.
We also integrate each of V2, V7, and V12 by parts:
V2 =
ε
2
∫
Td
(µ1 − µ2)2div
(
Θp(t, x, µ
1,Dw1)
)
dx,
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V7 =
ε
2
d∑
i=1
∫
Td
(µ1 − µ2)2
∂
∂xi
(
(µ2)Θpiq(t, x, µ
1,Dw1)
)
dx,
V12 =
εm¯
2
d∑
i=1
∫
Td
(µ1 − µ2)2
∂
∂xi
(
Θpiq(t, x, µ
1,Dw1)
)
dx.
These terms, and also V3, are then bounded in terms of the energy, using
the bound on the solutions. We distinguish between two kinds of bounds,
though; there exists a nondecreasing function G1 which may be taken so as
to converge to zero if K vanishes, such that
(50) V7 ≤ εG1(K)Eµ.
The fact that G1 can be taken to vanish with K is because of the presence of
the linear factor µ2 in V7. Also note that the regularity requirement s > 2+
d
2
allowed us here to estimate µ2 in L∞; the requirement comes into play in
the same way several times throughout the rest of the argument. On the
other hand, we have a nondecreasing function G2 such that
(51) V2 + V3 + V12 ≤ εG2(K)Eµ.
For most of the remaining terms, we estimate them using the Lipschitz
properties of Θp and its derivatives; these terms satisfy
(52) V4 + V5 + V6 + V8 + V11 + V13 ≤ εG1(K)(Eµ + E
1/2
µ E
1/2
w ),
where G1(K) is as before, and where its vanishing property is again because
of the presence of linear factors such as µ2 in the terms. Another term relies
on the Lipschitz estimate for Θp, but does not have such a linear factor of
the unknowns present; for this, we again have the existence of G2(K) such
that
(53) V10 ≤ εG2(K)(Eµ + E
1/2
µ E
1/2
w ).
This leaves two more terms to deal with, V9 and V14. We will use Young’s
inequality for these, and later bound them by a contribution from Ew. For
V9, we begin by bounding Θpipj and µ
2 with G1(K) :
V9 ≤ εG1(K)
d∑
i=1
d∑
j=1
∫
Td
(µ1 − µ2)
∂2(w1 − w2)
∂xi∂xj
dx.
We then apply Young’s inequality, with parameter 4εG1(K) :
V9 ≤ ε
2G1(K)
∫
Td
(µ1 − µ2)2 dx+
1
8
d∑
j=1
∫
Td
(∂xj (Dw
1 −Dw2))2 dx
≤ ε2G1(K)Eµ +
1
8
d∑
j=1
∫
Td
(∂xj (Dw
1 −Dw2))2 dx.
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The remaining term, V14, is entirely similar, except that we use G2 instead
of G1 :
V14 ≤ ε
2G2(K)Eµ +
1
8
d∑
j=1
∫
Td
(∂xj (Dw
1 −Dw2))2 dx.
Adding these results for V9 and V14, we have
(54) V9 + V14 ≤ ε(G1(K) + G2(K))Eµ +
1
4
d∑
j=1
∫
Td
(∂xj (Dw
1 −Dw2))2 dx.
Summarizing the terms we have estimated so far, leaving V1 out for the
moment, by adding the bounds (50), (51), (52), (53), and (54), we have
concluded the following:
(55)
14∑
ℓ=2
Vℓ ≤ ε(G1(K) + G2(K))(Ew + Eµ) +
1
4
d∑
j=1
∫
Td
(∂2xj (Dw
1 −Dw2))2 dx.
We turn our attention to Ew, and we write Ew =
∑d
j=1E
j
w, with
dEjw
dt
=
∫
Td
(∂xjw
1 − ∂xjw
2)∂t(∂xjw
1 − ∂xjw
2) dx.
We then add and subtract to make the following decomposition:
dEjw
dt
=
6∑
ℓ=1
W jℓ ,
with
W j1 = −
∫
Td
(∂xjw
1 − ∂xjw
2)∆(∂xjw
1 − ∂xjw
2) dx,
W j2 = −ε
∫
Td
(∂xjw
1 − ∂xjw2)
(
Θxj(t, x, µ
1,Dw1)−Θxj(t, x, µ
2,Dw2)
)
dx,
W j3 = −ε
∫
Td
(∂xjw
1−∂xjw
2)
(
Θq(t, x, µ
1,Dw1)µ1xj −Θq(t, x, µ
2,Dw2)µ1xj
)
dx,
W j4 = −ε
∫
Td
(∂xjw
1−∂xjw
2)
(
Θp(t, x, µ
2,Dw2)µ1xj −Θq(t, x, µ
2,Dw2)µ2xj
)
dx,
W j5 = −ε
d∑
i=1
∫
Td
(∂xjw
1−∂xjw
2)
(
Θpi(t, x, µ
1,Dw1)∂2xixjw
1 −Θpi(t, x, µ
2,Dw2)∂2xixjw
1
)
dx,
W j6 = −ε
d∑
i=1
∫
Td
(∂xjw
1−∂xjw
2)
(
Θpi(t, x, µ
2,Dw2)∂2xixjw
1 −Θpi(t, x, µ
2,Dw2)∂2xixjw
2
)
dx.
We integrate W j1 by parts:
W j1 =
∫
Td
∣∣∇∂xj (w1 − w2)∣∣2 dx.
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We may also integrate W j6 by parts, to find the following:
W j6 =
ε
2
d∑
i=1
∫
Td
(∂xjw
1 − ∂xjw
2)2∂xi
(
Θpi(t, x, µ
2,Dw2)
)
dx.
With G1 and G2 as before, we may estimate many of the terms forthwith:
(56) W j2 +W
j
6 ≤ εG2(K)(Ew + E
1/2
w E
1/2
µ ),
(57) W j3 +W
j
5 ≤ εG1(K)(Ew + E
1/2
w E
1/2
µ ).
We are left with one term to deal with more carefully, W j4 .We first bound
Θp(t, x, µ
2,Dw2) in L∞ by G2(K), finding
W j4 ≤ εG2(K)
∫
Td
(∂xjw
1 − ∂xjw
2)∂xj (µ
1 − µ2) dx.
We next use Young’s inequality, with 2εG2(K) as the parameter, finding
W j4 ≤ ε
2G2(K)Ew +
1
4
∫
Td
(∂xjµ
1 − ∂xjµ
2)2 dx.
Adding contributions from (56) and (57) to this, we have
(58)
6∑
ℓ=2
d∑
j=1
W jℓ ≤ ε(G1(K) + G2(K))(Ew +Eµ) +
1
4
∫
Td
|Dµ1 −Dµ2|2 dx.
We are now ready to integrate with respect to time. Integrating
dEµ
dt over
the interval [0, t], we find
Eµ(t) = Eµ(0) +
∫ t
0
14∑
ℓ=1
Vℓ.
We then use the bound (55), finding
Eµ(t) ≤ Eµ(0) + εT (G1(K) + G2(K))(Eµ + Ew)
+
∫ t
0

V1 + 1
4
d∑
j=1
∫
Td
(∂xj (Dw
1 −Dw2))2 dx

 dτ.
We next integrate dEwdt over the interval [t, T ], finding
Ew(t) = Ew(T )−
∫ T
t
d∑
j=1
6∑
ℓ=1
W jℓ dτ.
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We use the estimate (58), then, as follows:
Ew(t) ≤ Ew(T ) + εT (G1(K) + G2(K))(Ew + Eµ)−
d∑
j=1
∫ T
t
W j1 dτ
+
1
4
∫ T
t
∫
Td
|Dµ1 −Dµ2|2 dxdτ.
We apply the definitions of V1 and W
j
1 , and summarize what we have found
thus far:
(59) Ew(t) + Eµ(t) +
∫ t
0
‖Dµ1 −Dµ2‖20 dτ +
∫ T
t
‖D2w1 −D2w2‖20 dτ
≤ Ew(T ) + Eµ(0) + εT (G1(K) + G2(K))(Ew(t) + Eµ(t))
+
1
4
∫ T
t
‖Dµ1 −Dµ2‖20 dτ +
1
4
∫ t
0
‖D2w1 −D2w2‖20 dτ.
On the right-hand side, we bound the integrals with integrals over the entire
time interval:
(60) Ew(t) + Eµ(t) +
∫ t
0
‖Dµ1 −Dµ2‖20 dτ +
∫ T
t
‖D2w1 −D2w2‖20 dτ
≤ Ew(T ) + Eµ(0) + εT (G1(K) + G2(K))(Ew(t) + Eµ(t))
+
1
4
∫ T
0
‖Dµ1 −Dµ2‖20 dτ +
1
4
∫ T
0
‖D2w1 −D2w2‖20 dτ.
Isolating the first integral on the left-hand side of (60), we conclude from
this that
(61)∫ t
0
‖Dµ1−Dµ2‖20 dτ ≤ Ew(T )+Eµ(0)+εT (G1(K)+G2(K))(Ew(t)+Eµ(t))
+
1
4
∫ T
0
‖Dµ1 −Dµ2‖20 dτ +
1
4
∫ T
0
‖D2w1 −D2w2‖20 dτ.
We take the supremum over time in both sides of (61), finding
(62)
∫ T
0
‖Dµ1 −Dµ2‖20 dτ ≤ Ew(T ) + Eµ(0)
+ εT (G1(K) + G2(K))
(
sup
t∈[0,T ]
(Ew(t) + Eµ(t))
)
+
1
4
∫ T
0
‖Dµ1 −Dµ2‖20 dτ +
1
4
∫ T
0
‖D2w1 −D2w2‖20 dτ.
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We similarly treat the other integral on the left-hand side of (60), finding
(63)
∫ T
0
‖D2w1 −D2w2‖20 dτ ≤ Ew(T ) +Eµ(0)
+ εT (G1(K) + G2(K))
(
sup
t∈[0,T ]
(Ew(t) + Eµ(t))
)
+
1
4
∫ T
0
‖Dµ1 −Dµ2‖20 dτ +
1
4
∫ T
0
‖D2w1 −D2w2‖20 dτ.
We add (62) and (63) and rearrange the integrals, finding∫ T
0
‖Dµ1 −Dµ2‖20 dτ +
∫ T
0
‖D2w1 −D2w2‖20 dτ
≤ 2Ew(T ) + 2Eµ(0) + εT (G1(K) + G2(K))
(
sup
t∈[0,T ]
(Ew(t) + Eµ(t))
)
.
Using this with (60), we have
(64) sup
t∈[0,T ]
(Ew(t) + Eµ(t))
≤
3
2
Ew(T ) +
3
2
Eµ(0) + εT (G1(K) + G2(K))
(
sup
t∈[0,T ]
(Ew(t) + Eµ(t))
)
.
If εT (G1(K) + G2(K)) < 1, then we have established (local) uniqueness
of solutions. For then, if w1(T, ·) = w2(T, ·) and if µ1(0, ·) = µ2(0, ·), then
Ew(T ) = Eµ(0) = 0, and (64) implies
sup
t∈[0,T ]
(Ew(t) + Eµ(t)) ≤ 0.
Thus w1 = w2 and µ1 = µ2. We have proved the following, our second main
theorem:
Theorem 5. Let (u1, m¯+µ1) and (u2, m¯+µ2) be two solutions of (1), (2),
(3), with the same data:
m1(0, ·) = m2(0, ·), u1(T, ·) = u2(T, ·).
Assume that there exists K such that the solutions are each bounded by K :
‖Dui‖Hs−1 + ‖µ
i‖Hs−1 ≤ K, i ∈ {1, 2},
for some s > 2 + d2 . Assume (H3) holds, and let G1 and G2 be as above.
Assume εT (G1(K) + G2(K)) < 1. Then (u
1, µ1) = (u2, µ2).
Remark 5. As we did in Remark 4 following the statement of our smallness
condition for use in Theorem 4, we remark now on the smallness condition
for Theorem 5. Clearly it may be satisfied by taking either ε or T sufficiently
small, and we remarked on this similarly in Remark 4 for existence. It is
also possible, for some Hamiltonians, that uniqueness follows in the case
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of small data. The function G1(K) does go to zero as K goes to zero, but
whether G2(K) does as well depends on the Hamiltonian. For example, for
the Hamiltonian H = m|Du|2, we have Hp = 2mDu, and the Lipschitz
constant for Hp then does not become small when the solution is small. For
other choices of Hamiltonian, however, the Lipschitz constant may be small
when the solution is, and for such Hamiltonians, one would gain from this
theorem uniqueness of small solutions for larger values of ε and T.
5. Discussion
Having proved our main existence and uniqueness theorems, we now close
with some remarks.
We have carried out the above analysis for the planning problem, i.e.
with boundary conditions (3). It is straightforward instead to prove both
existence and uniqueness for the payoff problem instead, i.e. with bound-
ary conditions (4). All that is required is a suitable hypothesis about the
mapping properties of the payoff function G, but other than making such
an assumption, there would be very little changed in the proofs.
Some other works have considered mean field games with congestion,
in which the Hamiltonian has the particular form with a power of m in
the denominator. The solutions proven to exist in [10], for example, are
shown to always satisfy m > 0, then. Our analysis could be extended to
such Hamiltonians when the data satisfies m0 > 0. In this case, smallness
constraints can again be used to keepm positive and to control the nonlinear
evolution.
Future work to be done includes studying questions regarding regularity
and uniqueness. For questions of regularity, this includes both loweing reg-
ularity requirements on the data to get results such as those in the present
work, and also inferring still higher regularity of solutions such as those we
have proved to exist. The uniqueness question also certainly deserves further
attention; while we have presented a uniqueness theorem with a smallness
constraint, as have Bardi and Cirant [4], as we have discussed in the in-
troduction, Bardi and Fischer have given an example of non-uniquness [5].
Understanding when solutions are and are not unique and characterizing
the mutiple possible solutions is an important problem to be studied.
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