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Sommario
Il processo di determinazione e ricostruzione dello stato di un sistema quantis-
tico a partire dai risulati delle misure, meglio noto come tomografia quantistica,
svolge un ruolo cruciale nel campo emergente delle tecnologie quantistiche. Oggi
è possibile controllare sperimentalmente sistemi quantistici contenenti decine di
qubit e realizzare misure di qualsiasi osservabile con grande precisione. Tut-
tavia, la tomografia quantistica richiede un numero di misure esponenzalmente
grande in n per caratterizzare completamente uno stato incognito con n qubit.
Una possibile soluzione a questo problema consiste nel realizzare una tomografia
incompleta che sia in grado di fornire una buona stima dello stato sotto osser-
vazione con poche misure. Questa tesi propone uno schema tomografico per
stati di n qubit che ha lo scopo di migliorare la fedeltà tra lo stato ricostruito
e quello effettivamente sotto osservazione. Lo schema, in particolare, individua
quale misura realizzare a partire dalla conoscenza dello stato già acquisita con le
misure precedentemente realizzate. Le prestazioni di questo schema sono state
infine analizzate tramite simulazioni di tomografia quantistica con misure proi-
ettive sia su stati separabili che su stati entangled. In entrambi i casi si osserva
che lo schema adattivo qui proposto supera uno schema tomografico standard
in termini di fedeltà dello stato riscostruito.
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Abstract
The process of inferring and reconstructing the state of a quantum system from
the results of measurements, better known as quantum state tomography, con-
stitutes a crucial task in the emerging field of quantum technologies. Today it is
possible to experimentally control quantum systems containing tens of entangled
qubits and perform measurements of arbitrary observables with great accuracy.
However, in order to complete characterize an unknown n-qubit state, quantum
state tomography requires a number of measurements which grows exponen-
tially with n. A possible way to avoid this problem consists in performing an
incomplete tomographic procedure able to provide a good estimate of the true
state with few measurements. This thesis proposes a scheme for n-qubit state
tomography which aims to improve the fidelity between the reconstructed state
and the target state. In particular, the scheme identifies the next measurement
to perform based on the knowledge already acquired from the previous mea-
surements on the experimental prepared state. The performance of this scheme
was finally analyzed by means of simulations of quantum state tomography with
product measurements as well as with entangled measurements. In both cases
one observes that the here proposed adaptive scheme significantly outperforms
a standard scheme in terms of the fidelity of the reconstructed state.
v
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Introduction
Quantum information technologies have witnessed huge evolution in the last
years. From the early stage of thought experiments they have developed into
almost ready-to-use technology. Today, the wide range of prospective applica-
tions includes quantum computing, quantum cryptography, and quantum com-
munications. In view of the many possible applications the question of efficient
analysis of quantum systems is a fundamental task but an efficient characteriza-
tion of quantum systems is still an unsolved problem. One of the major challenge
concerns state estimation by which the unknown state of a quantum system is
determined through a succession of different measurements. The quantum state
is not observable in the same way classical states are [1]. First, one cannot per-
form multiple measurements on the same state [2] since a measurement destroys
the information of the state, or at best perturbs it [3]. Second, it is not possible
to clone the state one wants to study, so the measurements cannot be performed
on exact copies of a state [4]. Moreover, a state is generally unknown and in
principle one does not know whether it is pure or mixed or it fulfills some pe-
culiar properties, therefore the best choice of basis and measurement sequence
is not evident from the beginning [5, 6, 7]. In general the measurements are de-
scribed by a set of positive operators. The measurement data obtained are then
use to infer the quantum state of the system. Due to the formal similarities with
medical non-invasive three-dimensional imaging, quantum state estimation is of-
ten referred as to quantum tomography. In this thesis the terms quantum state
estimation and quantum state tomography are going to be used interchangeably
both to refer to estimating the state using incomplete information, and to de-
scribe the situation where complete and possibly noise-free information about
the state is assumed. Quantum tomography is a relevant tool in quantum in-
formation science being necessary for characterization of quantum states, gates,
and measurement apparatuses. Actually, many of the notable advances in the
field including demonstrations of entanglement of two [8], three [9], and four-
photon states [10], quantum logic gate characterization [11], and cluster state
quantum computing [12] used quantum state tomography as the main diagnostic
and descriptive tool [13]. The first theoretical demonstration that the quantum
state of light could be reconstructed from a series of measurements data arrived
already 20 years ago thanks to Vogel and Risken [14]. Soon after, from the first
experimental realization [15] many different methods of quantum tomography
were proposed and implemented for various physical systems. Quantum state
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tomography has by now been applied to nearly all candidate systems proposed
for quantum information and computation including spontaneous parametric
down conversion sources [16, 17], trapped ions [18], atomic ensemble quantum
memories [19], atoms trapped in optical lattices [20], cavity QED systems [21],
quantum dot-sources of entangled photons [22] and superconducting quantum
bits [23]. Together with the progress on the experimental detection of the state
to identify even the smallest and feeblest non-classical effects [24, 25], new math-
ematical algorithms have been proposed in order to improve the quality and the
speed of the tomographic procedures. In fact, the original linear methods [26]
based on the inverse transformation does not guarantee the positivity of the
reconstructed state required by quantum theory. For this reason, in spite of its
simplicity, the linear inversion is often replaced by many others statistically mo-
tivated methods. In particular, some of the most common reconstruction meth-
ods are least squares regression [27], maximum likelihood estimation [28, 29],
methods based on compressed sensing [30, 31], and the Bayesian approach [32].
All these estimator, indeed, are built to yield a physical state, but in this thesis
a particular emphasis is given to maximum likelihood. In fact it is regarded
as an optimal method since it provides the physical state which maximizes the
probability to find the observed measurement outcomes. On the other side, the
disadvantage of maximum likelihood estimation is that it often provides rank
deficient states. The frequentist’s definition of classical estimation constitutes
the leading idea of quantum estimation, a well-defined physical state is assigned
for each measured quantum system which is prepared by the source [33]. A
finite number of measurements on the copies of the system, does not allow the
observer to reconstruct unambiguously the state. In general another observer
would reconstruct another state after measuring his own copies [34]. The two
estimates would start to approach each other and the target state as the number
of measurements approaches infinity. However, the number of measurements to
perform complete tomography, i.e., to reconstruct unambiguously the state up
to statistical error, grows exponentially with the number of qubits or in general
the size of the system. This means that even for a few qubits, full tomography
is a resource-intensive procedure which becomes unfeasible when one wants to
study many qubit states. In order to overcome this problem one might choose to
perform incomplete tomography and reconstruct the state which approximates
the target one as good as possible after a few measurements.
This thesis proposes an experimental scheme which aims to achieve this
goal by selecting cleverly in an adaptive manner which measurements to use
during the experiment. In particular this adaptive procedure has been compared
both with the standard scheme with product measurements and with a scheme
employing mutually unbiased bases measurement.
Regarding the structure of this thesis, the first chapter is devoted to an
overview of the quantum mechanics formalism employed. The second chapter
describes more in detail quantum state tomography with a brief presentation of
most common tomographic schemes and estimation procedures. Finally in the
third chapter the adaptive scheme is described and results are compared with
those obtained with standard schemes.
Chapter 1
Quantum Formalism
In this chapter the basic formalism used in the rest of the thesis is introduced.
In particular the concepts of quantum state and density matrix are presented
as well as the definitions of fidelity and purity functions. Finally, the second
section is devoted to the description of measurements on quantum states.
1.1 Quantum bits
The quantum bit or qubit, for short, in quantum computing is the counterpart to
the binary digit of classical computing. From the physical point of view photons,
spin− 12 particles [35, 36] and two level atoms [37, 38] are common examples of
two state quantum-mechanical systems able to encode the properties of qubits.
The two basis states a qubit can assume are often referred to as |0〉 and |1〉, which
straightforwardly corresponds to the logical levels 0 and 1 usually considered
for a classical bit. Unlike the classical bit however, a quantum bit can be in
an infinite number of others states than |0〉 and |1〉, that are all the coherent
superpositions of these states. A general superposition state |ψ〉 in fact is given
by the linear combination of the states |0〉, |1〉
|ψ〉 = α |0〉+ β |1〉 , (1.1)
where α and β are complex numbers. From (1.1) one can view the general
superposition state |ψ〉 as a vector in the two-dimensional Hilbert space H2
generated by the states |0〉 and |1〉. The basis with elements |0〉 and |1〉 is
called computational basis. When one measures the state of the qubit |ψ〉 in
the computational basis, according to the Born rule [39] one finds that the
probability of outcome |0〉 is |α|2 = |〈0|ψ〉|2 and the probability of outcome |1〉
is |β|2 = |〈1|ψ〉|2. Since probabilities have to sum to 1, the so-called probability
amplitudes α and β have to fulfill the constraint
|α|2 + |β|2 = 1. (1.2)
3
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From (1.1) and (1.2), without loss of generality, one can rewrite |ψ〉 as
|ψ〉 = cos
(
θ
2
)
|0〉+ eiϕ sin
(
θ
2
)
|1〉 , (1.3)
with θ ∈ [0, π] and ϕ ∈ [0, 2π]. The complex part of the probability amplitude
associated to |0〉 is factorized in an overall phase which, in turn is ignored since
it has no observable effects. The variables θ and ϕ just defined, unambiguously
identify a point on the surface of a unitary three-dimensional sphere, which in
this context is called Bloch sphere. Each point on the surface of the Bloch
sphere can be then put in biunivocal relation with one specific state |ψ〉. As an
example, in Fig.1.1 the state |ψ〉 of (1.3) is represented as a unit vector of polar
coordinates θ and ϕ.
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Because |α|2 + |β|2 = 1, we may rewrite Equation (1.1) as
|ψ〉 = eiγ
(
cos
θ
2
|0〉 + eiϕ sin θ
2
|1〉
)
, (1.3)
where θ, ϕ and γ are real numbers. In Chapter 2 we will see that we can ignore the factor
of eiγ out the front, because it has no observable effects, and for that reason we can
effectively write
|ψ〉 = cos θ
2
|0〉 + eiϕ sin θ
2
|1〉. (1.4)
The numbers θ and ϕ define a point on the unit three-dimensional sphere, as shown in
Figure 1.3. This sphere is often called the Bloch sphere; it provides a useful means of
visualizing the state of a single qubit, and often serves as an excellent testbed for ideas
about quantum computation and quantum information. Many of the operations on single
qubits which we describe la er in this ch pter e neatly described within t e Bloch sphere
picture. However, it must be kept in mind that this intuition is limited because there is
no simple generalization of the Bloch sphere known for multiple qubits.


ϕ
|ψ〉
θ
x
y
z
Figure 1.3. Bloch sphere representation of a qubit.
How much information is represented by a qubit? Paradoxically, there are an infinite
number of points on the unit sphere, so that in principle one could store an entire text
of Shakespeare in the infinite binary expansion of θ. However, this conclusion turns
out to be misleading, because of the behavior of a qubit when observed. Recall that
measurement of a qubit will give only either 0 or 1. Furthermore, measurement changes
the state of a qubit, collapsing it from its superposition of |0〉 and |1〉 to the specific state
consistent with the measurement result. For example, if measurement of |+〉 gives 0,
then the post-measurement state of the qubit will be |0〉. Why does this type of collapse
occur? Nobody knows. As discussed in Chapter 2, this behavior is simply one of the
fundamental postulates of quantum mechanics. What is relevant for our purposes is that
from a single measurement one obtains only a single bit of information about the state of
the qubit, thus resolving the apparent paradox. It turns out that only if infinitely many
Figure 1.1: Bloch sphere representation of a pure state |ψ〉 (from [40].)
So far the discussion considered only single qubit states, but one might be
interested in systems which are a collection of many two-level systems. In such
a case the description made for single qubit states generalizes quite straightfor-
wardly to more qubits. In the same way as for the single qubit case, for n qubit
states one can define a computational basis in the Hilbert space Hn. The ele-
ments of such a basis are built from all possible combinations of tensor pro ucts
of n single qubits states |0〉 and |1〉, which form the computational basis of H1.
It follows that the cardinality of the n-qubit basis is 2n. For example, when
n = 2 the 22 = 4 basis elements are |00〉, |01〉, |10〉 and |11〉, and a general two
qubit superposition stat reads
|ψ〉 = α00 |00〉+ α01 |01〉+ α10 |10〉+ α11 |11〉 , (1.4)
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where the normalization constraint (1.2) generalizes for probability amplitudes
αij to
∑1
i,j=0 |αij |
2
= 1. For the sake of brevity, the tensor product of 2 qubit
states was here and will be from now on indicated as |ij〉 ≡ |i〉⊗|j〉. Even though
the Bloch sphere representation (1.3) is no longer usable for multiple qubits,
one can keep in mind that Hn ≡ C2
n
. Each state in Hn can be unambigously
identified with a vector in the compex coordinate space C2n . For example one
can identify the two single qubit basis elements as
|0〉 =
(
1
0
)
, |1〉 =
(
0
1
)
. (1.5)
From (1.5) it is easy to parameterize every single qubit superposition state like
(1.1) as
|ψ〉 =
(
α
β
)
. (1.6)
The vectorial formalism is particularly useful since it makes evident how quan-
tum operator act on physical states. In this representation in fact, each oper-
ators corresponds to a 2n × 2n matrix and the application of such an operator
on a state reduces to a product between a matrix and a column vector. As an
example, starting again in single qubit state space H1, one might consider Pauli
operators which play a fundamental role in quantum mechanics and throughout
this thesis. They are defined as
I = |0〉〈0|+ |1〉〈1| , (1.7)
σx = |0〉〈1|+ |1〉〈0| , (1.8)
σy = i (|1〉〈0| − |0〉〈1|) , (1.9)
σz = |0〉〈0| − |1〉〈1| , (1.10)
but can be expressed in matricial form in the basis (1.5) as
I =
(
1 0
0 1
)
, σx =
(
0 1
1 0
)
, σy =
(
0 −i
i 0
)
, σz =
(
1 0
0 −1
)
. (1.11)
Pauli operators are Hermitian operator and fulfill the following commutation
relations
[σi, σj ] = σiσj − σjσi = 2εijkσk, {σi, σj} = σiσj + σjσi = 2Iδij . (1.12)
with δij the Kronecker symbol and εijk Levi-Civita symbol. Moreover since
the single qubit operator algebra is four dimensional and Pauli operators are
four linearly independent operators, one can conclude that they form a basis
of the operator space. Namely every operator A can be expressed as linear
combination of Pauli operators.
A = a0I + a · σ, (1.13)
where a = (ax, ay, az) and σ = (σx, σy, σz). Moving from single qubit to n
qubit states, one needs to consider a tensor product of n Pauli operators σj ⊗
σk ⊗ · · · ⊗ σl, from now on denoted by JK · · ·L to not burden the notation.
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Density matrix The implicit assumption made so far was that just one pure
superposition state |ψ〉 as for example defined in Eq. (1.3) for a single qubit
describes the system completely. However this assumption does not hold in
general. In fact a system can have a certain probability p1 to be in the state
|ψ1〉, a probability p2 to be in another state |ψ2〉 and in general a probability
pi to be in the state |ψi〉. In such a case the system is usually described by the
so-called density operator ρ
ρ =
∑
i
pi |ψi〉〈ψi| , (1.14)
with
∑
i pi = 1, while the collection of the states with corresponding proba-
bilities {pi, |ψi〉} is referred to as ensemble of states. The density operator or
density matrix is positive by definition since its eigenvalues are the probabilities
pi ≥ 0
ρ ≥ 0. (1.15)
Moreover ρ is Hermitian
ρ† =
∑
i
p∗i (|ψi〉〈ψi|)† = ρ, (1.16)
and has trace 1
tr(ρ) =
∑
x∈{0,1}n
〈x|
∑
i
pi |ψi〉〈ψi| |x〉 =
∑
i
pi
∑
x∈{0,1}n
〈x|ψi〉 〈ψi|x〉
=
∑
i
pi
∑
x∈{0,1}n
cx,ic
∗
x,i =
∑
i
pi = 1.
(1.17)
Here |x〉 denotes the element of the computational basis for n qubit states, while
cx,i is the corresponding probability amplitudes for the i−th state |ψi〉. As any
other operator, also the single qubit density matrix can be expressed as linear
combination of Pauli operators,
ρ =
1
2
(I + Txσx + Tyσy + Tzσz) =
1
2
(I + r · σ) (1.18)
with the so-called Stokes parameters or correlation values Tx, Ty, Tz such that
r = (Tx, Ty, Tz) ∈ R3 and ‖r‖2 = T 2x + T 2y + T 2z ≤ 1 in order to fulfill the
constraints (1.16) and (1.17). Thanks to (1.18) one can see how it is possible
to associate unambiguously every single qubit state to a vector r. In the Bloch
sphere representation this means that every state ρ is associated to a point of
the sphere and that one recovers the already studied case of pure superposition
states when ‖r‖2 = T 2x + T 2y + T 2z = 1. The generalization of these results to
more qubits is pretty straightforward; for n qubits (1.18) generalizes to
ρ =
1
2n
∑
µ1,...µn∈{0,1,2,3}
Tµ1,...µnσµ1 ⊗ · · · ⊗ σµn (1.19)
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with correlation parameters Tµ1,...µn and index µi = 0, 1, 2, 3 respectively for the
Pauli operator I, σx, σy, σz acting on the i−th qubit. The correlation elements
corresponding to the identity n qubit operator is fixed to be one T0...0 = 1 by
the trace condition (1.17). All the 4n correlations can be also arranged to form
a 4× 4× · · · × 4 tensor which is called correlation tensor. The inverse relation
which allows to recover any correlation element Tµ1,...µn from the state ρ is
Tµ1,...µn = tr (σµ1 ⊗ · · · ⊗ σµnρ) ≡ tr (σµρ) , (1.20)
Purity and fidelity Once the density matrix is defined, it is possible to define
two related quantities which are commonly employed for a description of the
states. These quantities are the purity and the fidelity. Given a state ρ the
purity of this state γ is defined as
γ = tr
(
ρ2
)
, (1.21)
which, for single a qubit state, is conveniently related to the Bloch lengh of the
vector r thanks to (1.18) with
γ = tr
[
1
4
(I + r · σ)2
]
=
1
4
tr
[
I + 2 (r · σ) + ‖r‖2I
]
=
1
2
(
1 + ‖r‖2
)
. (1.22)
Then, for single qubits, 12 ≤ γ ≤ 1, while in general 12n ≤ γ ≤ 1 with n being
the number of qubits. A state is called pure ρp if it has purity one tr
(
ρ2p
)
= 1
and it is called mixed ρm otherwise tr
(
ρ2m
)
< 1; states with purity γ = 12n
are sometimes referred to as maximally mixed. Finally one can observe that
superposition states as (1.1) and (1.4) are pure by definition
γs = tr (|ψ〉 〈ψ|ψ〉 〈ψ|) =
∑
x∈{0,1}n
〈x|ψ〉 〈ψ|x〉 =
∑
x∈{0,1}n
cx,ic
∗
x,i = 1, (1.23)
with x, cx,i defined as in (1.17).
The fidelity is a measure of the distance between two states. The fidelity
between a state ρ and a state σ is defined as
F (ρ, σ) =
(
Tr
√√
σρ
√
σ
)2
. (1.24)
The fidelity between two states is symmetric under exchange of the arguments
F (ρ, σ) = F (σ, ρ) and F (ρ, σ) = 1 iff ρ = σ. If one of the arguments is a pure
state then the fidelity becomes
F (|ψ〉〈ψ| , ρ) =
(
Tr
√
|ψ〉〈ψ| ρ |ψ〉〈ψ|
)2
= 〈ψ|ρ|ψ〉 . (1.25)
That is the fidelity is equal to the square root of the overlap between |ψ〉 and
ρ. It follows that if both arguments are pure the fidelity further reduces to
F (|ψ〉〈ψ| , |φ〉〈φ|) = |〈φ|ψ〉|2. (1.26)
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As well as purity (1.22), one can express the fidelity between tho single qubit
states in terms of Bloch vectors. In fact, given two states ρ and σ with corre-
sponding Bloch vectors u and v, the fidelity reads [41]
F (ρ(u), σ(v)) =
1
2
(
1 + u · v +
√
1− ‖u‖
√
1− ‖v‖
)
. (1.27)
1.2 Quantum measurement
Projective measurements or von Neumann measurements are the simplest form
of quantum measurements [42]. By spectral theorem [43], for all Hermitian
operator A, there exist a complete set of orthonormal eigenstates |λn〉 with
eigenvalues λn such that A can be expressed through its spectral decomposition
as
A =
∑
n
λn |λn〉〈λn| . (1.28)
The probability that a measurement of A of state ρ provides λn as outcome is
P|λn〉 = 〈λn|ρ|λn〉 = Tr (ρ |λn〉〈λn|) ≡ Tr (ρPn) . (1.29)
The projector Pn = |λn〉〈λn|, defined in the last equivalence of (1.29), generalizes
for m degenerate eigenstates
∣∣λ1n
〉
, . . . , |λmn 〉 as
Pn =
m∑
j=1
∣∣λjn
〉〈
λjn
∣∣ . (1.30)
One can prove that projection operators just defined, fulfill the following prop-
erties
Hermiticity P †n = Pn; (1.31)
positiveness Pn ≤ 0; (1.32)
completness
∑
n
Pn = I; (1.33)
orthonormality PiPj = Piδij . (1.34)
Now it is possible to see how the correlations Tµ presented in (1.19) can be
effectively measured from the state. Let’s consider first single qubit correlations
T0, Tx, Ty, Tz. From (1.20)
T0 = Tr [ρ (|0〉〈0|+ |1〉〈1|)] = P|0〉 + P|1〉; (1.35a)
Tx = Tr [ρ (|0〉〈1|+ |1〉〈0|)] = P 1√
2
(|0〉+|1〉) − P 1√
2
(|0〉−|1〉); (1.35b)
Ty = Tr [ρ (i |1〉〈0| − i |0〉〈1|)] = P 1√
2
(|0〉+i|1〉) − P 1√
2
(|0〉−i|1〉); (1.35c)
Tz = Tr [ρ (|0〉〈0| − |1〉〈1|)] = P|0〉 − P|1〉; (1.35d)
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with Pauli operators I, σx, σy, σz substituted with (1.7). One can conclude
that correlations are derived by the projection outcomes of eigenstates of Pauli
operators. In fact if one defines
|±〉 ≡ 1
2
(|0〉 ± |1〉) , and |±i〉 ≡ 1
2
(|0〉 ± i |1〉) , (1.36)
then
σx |+〉 = + |+〉 , σx |−〉 = − |−〉 , (1.37a)
σy |+i〉 = + |+i〉 , σy |−i〉 = − |−i〉 , (1.37b)
σz |0〉 = + |0〉 , σz |1〉 = − |1〉 . (1.37c)
The six eigenstates are displayed with Bloch sphere representation in Fig. 1.2
52 Random Quantum States and Operators
two vectors from different bases is 1√
2
which corresponds to an angle of π
4
. On the Bloch
sphere (see Section A.3) the angles double and hence the vectors are orthogonal in the
geometry of the three-dimensional Euclidean space. Figure (3.1) shows the layout of B1,
B2, and B3 on the Bloch sphere.
x
y
z
|0〉
|1〉
|+〉|−〉
|+i〉
|−i〉
Figure 3.1: Mutually-Unbiased Bases on the Bloch Sphere
From the Bloch sphere it is apparent that we cannot find a fourth basis that is mutually
unbiased to B1, B2, and B3. It was already suggested by [Iva81] that there can be at most
d+ 1 mutually-unbiased bases in a Hilbert space of dimension d.
3.2 History and Applications
The concept of mutually-unbiased bases seems to have emerged in 1960 in a work by
Schwinger [Sch60, KR04, KR05a, Iva81, WF89]. Schwinger considered the problem of de-
termining an unknown, possibly mixed state ρ provided sufficiently many copies of ρ are
given. He introduced the term “complementarity” between two measurement operators.
Given a system prepared in a basis state of a basis B1, a measurement with respect to
a mutually-unbiased basis B2 gives no information about the state but just an equal dis-
tribution over all states in B2. Although this fact has been known long before Schwinger
Figure 1.2: Pauli eigenstates in Bloch sphere representation (from [44]).
Experimental realization In this thesis polarization encoding for photons
is mainly used to show experimental realization of tomographic measurements.
Namely, horiz ntal polarization state |H〉 and vertical polarization state |V 〉
play the role of two level of the quantum state such that
|H〉 = |0〉 , |V 〉 = |1〉 . (1.38)
It follows that diagonal |D〉, antidiagonal |A〉, left |L〉 and right |R〉 polarizations
read
|D〉 = 1√
2
(|0〉+ |1〉) , |A〉 = 1√
2
(|0〉 − |1〉) , (1.39)
|R〉 = 1√
2
(|0〉+ i |1〉) , |L〉 = 1√
2
(|0〉 − i |1〉) . (1.40)
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States of (1.39) are equivalent to the eigenstates of Pauli operators σx and σy of
(1.37) with |D〉 ≡ |+〉, |A〉 ≡ |−〉, |R〉 ≡ |+i〉, |L〉 ≡ |−i〉. The required exper-
imental set-up to perform projection measurements on photons in polarization
encoding consits of an half wave plate, a polarizing beam splitter and a single
photon counting module. The incoming photon passes in the order through
the half wave plate, the quarter wave plate, the polarizing beam splitter and is
finally detected by the photon counting module. The whole apparatus is shown
in Fig. 1.3. The function of wave plates is that of changing the polarization of
incoming photons. The half wave plate rotates the Bloch vector defining the
state of the photon by 180◦ around an axis which lies in the same plane of |H〉
and |+〉, tilted by an angle 2α respect to |H〉 state, with α tilt angle of the half
wave plate itself. The 0◦ position is defined as the position where horizontal and
vertical polarizations remain unchanged since the rotation axis concurs with the
z-axis in the Bloch Sphere.
The experimental set-up one needs to measure a singe qubit encoded in
such a way consists of a polarizing beamsplitter, an half wave plate HWP, a
quarter wave plate QWP and a single photon counting module. The role of
polarizing beamsplitter is to split the incoming unpolarized beam of photons
into two outcoming polarized beams respectively with horizontal and vertical
polarization. The operator for an half wave plate reads
HWP(α) =
(
cos(2α) sin(2α)
sin(2α) − cos(2α)
)
. (1.41)
Similarly a quarter wave plate rotates by the Bloch vector 90◦ around an axis
defined in the same way as the half wave plate. The operator associated to the
quarter wave plate then is
QWP(α) =
(
cos2(α)− i sin2(α) (1 + i) cos(α) sin(α)
(1 + i) cos(α) sin(α) −i cos2(α) + sin2(α)
)
. (1.42)
Experimental set-up including single photon counting module is shown in Fig.
1.3 while Fig. 1.4 illustrates action of wave plates on Bloch vector.
The angle α employed for transformations of Fig. 1.4, indeed are chosen to
transform the eigenstates |H〉 and |V 〉 of σz to the eigenstates of σx and σy. In
fact this choice for α allows to measures the correlations as defined in (1.35). In
Table 1.1 the waveplate angles for measuring the Stokes parameters using the
setup shown in Fig. 1.4 are listed.
Stokes parameter HWP QWP
Tx 22.5
◦ 0◦
Ty 0
◦ 45◦
Tz 0
◦ 0◦
Table 1.1: Values of the angle α, one needs to rotate the crystal of HWP and
QWP in order to measure the Stokes parameter Tx, Ty, Tz.
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2. Fundamentals of quantum information theory
Figure 2.9.: The most important building blocks of linear optical setups are
a) BSs and b) polarization analyses. A BS is defined by the transformations it
performs on its input modes. A combination of a polarizing BS (PBS), i.e., a BS
that transmits horizontally polarized light and reflects vertically polarized light,
and a HWP and QWP, as shown in b), can be used to separate photons with two
orthogonal eigenstates. Afterwards the photons are sent on APDs for detection.
The solution to this problem is to perform an appropriate unitary operation on
the state to be analyzed before the projection measurements. One possibility is to
first apply a HWP(θ1), then a QWP(θ2) and finally measure σz with a polarizing
BS, see Fig. 2.9b). The angles θ1 and θ2 have to be chosen such that the relations
QWP(θ2)HWP(θ1)|ψ(θ, φ)〉 = |z+〉 (2.87)
QWP(θ2)HWP(θ1)|ψ(θ, φ)〉⊥ = |z−〉 (2.88)
are fulfilled, or, equivalently,
σz = |z+〉〈z+| − |z−〉〈z−|
= (QWP(θ2)HWP(θ1))σ(θ, φ)(QWP(θ2)HWP(θ1))
†. (2.89)
In many cases the angles θ1 and θ2 can only be determined numerically. However,
for the most common basis settings, an analytic solution can be given as shown
in Tab. 2.1.
Data acquisition
At every output of the polarization analysis, the photons are coupled into mul-
timode fibers that are connected to actively quenched avalanche photo diodes3
(APD) which have a detection efficiency of 55% − 65% at 780 nm. The pho-
ton counting modules are connected to a coincidence logic based on a field pro-
grammable gate array (FPGA)4 [91], which allows for conditional detection. The
pulse rate of the laser is measured with a photo diode and fed into the external
3Throughout this work, photon counting modules SPCM-AQ4C from Perkin Elmer® were
used.
4The FPGA was a VirtexTM-4 XC4VLX25-FF668-10 produced by Xilinx®.
32
Figure 1.3: a) Polarizing beam splitter, with two incoming beams a and b, and
two outcoming beams c and d. b) Half wave plate (gray) and quarter wave plate
(yellow) acting on the incoming beam. The beam subsequently passes through
a polarizing beam splitter. Finally orthogonal photons are sent to avalanche
photo diodes to detect their polarization (from [45]).
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horizontal
vertical
(a) Scheme of a PBS. Horizontal polarized light
will be transmitted, vertical polarized light will
be reected
source
QWPHWP PBS
APD
H
V
α
Rotation
angle
(b) Scheme for measuring in an arbitrary base.
The beam passes through a quarter wave plate
(QWP), a half wave plate (HWP) and the polar-
izing beam splitter (PBS). Each output channel
of the PBS is then fed into one avalanche photo
diode (APD). Dierent measurement bases are
created for dierent rotation angles α of the wave
plate.
H
V
L R
P
M
2α
x y
z
2α
(c) Eect of a QWP, green (HWP, red) onto |H〉 polarized light. The Bloch
vector is rotated by 90° (180°) around the dotted line in the |H〉-|P 〉 plane.
In the order of gure 2.2b any measurement direction can be reached. The
angle α is the physical rotation of the corresponding wave plate (shown in
the corresponding color).
Figure 2.2: Tools to measure polarization of photons and their eect on polarization.
Figure 1.4: Action of half wave pl e (red) an quarter waveplate (green), with
tilt angle α = π on the state |H〉. Resulting states are |P 〉 for the half wave
plate and |R〉 for the quarter wave plate (from[46]).
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Chapter 2
Quantum tomography
The knowledge of the state ρ is indeed the most complete knowledge one can
gain about a physical system. One very important task in quantum mechanics
consists in inferring the physical state through multiple measurements on the
quantum system. In general, one cannot reconstruct completely the state with
a single measurement operation. Moreover, while in classical physics it is al-
ways possible, at least in principle, to devise a procedure consisting of multiple
measurements that fully recovers the physical state of each system, in quantum
mechanics the same statement is no longer true. The impossibility to recover
all the properties of a state by a finite amount of measurements is inherently
related to fundamental features of quantum theory, namely its linearity and the
Heisenberg uncertainty principle. On one hand linearity implies the no-cloning
theorem [4], which forbids to create perfect copies of an arbitrary system, which
one might desire to have in order to make multiple measurements on the same
state. On the other hand, the uncertainty principle [47] states that one cannot
perform an arbitrary sequence of measurements on a single system without dis-
turbing it by inducing a back-action which modifies the state itself. Therefore,
there is no way, even in principle, by which a quantum state of a single system
may be inferred with arbitrary accuracy without having some prior knowledge
on it [2]. In fact, in order to estimate the quantum state of a system one has
to perform different measurements on many copies of the same statistical en-
semble; in such a way one infers a little information at a time by probing a
particular aspect of the state [48]. The standard approach for collecting infor-
mation about a quantum state which works through a succession of projection
measurements is known as quantum state tomography. Just like tomography
scans in medicine each unknown quantum state is completely characterized by
retrieving the information of a new dimension after each measurement in a dif-
ferent basis [49]. A classical representation for the tomographic process is given
in Fig. 2.1. Estimating the state through successive projection measurements is
indeed akin to building up an image of a complex object by making only simple
projections of its shadow.
In this analogy the unknown quantum state is represented by the shape of
13
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can be described by a density matrix of d2N − 1 independent real parameters. For
example, to characterize a N -qubit (d  2) state one requires 22N measurements
of different observables [26,27], with each one performed more than once to accu-
mulate reasonable statistics, thus scaling unfavorably (exponentially) with the system
dimension. Often an over-complete tomographic measurement is performed [28,29],
i.e., more measurements than just the minimum required. For example, an over-
complete tomographic measurement of a two-photon (N  2) high-dimensional qudit
state of dimension d would require dd  12 measurements [30]. This is usually
done for accuracy, and in the rest of this tutorial we too will use over-complete sets
of measurements even though less would often suffice. Once the measurements are
complete, the reconstruction itself can be computationally intensive, as solving inverse
problems is not easy. For this reason there are many ingenious approaches to reduce
the number of measurements needed, or to extract as much information as possible
by a judicious choice of measurement [31–34]. To return to our shadow analogy:
How many projections do we need and what should they be to quickly find the object?
Addressing these issues remains a topic of active research: making a QST state in-
dependent, fast, robust, and compact for on-chip deployment [35–37].
1.2. Brief Historical Review
AQST as we know it today was introduced in the late 1980s to obtain the Wigner dis-
tribution by tomographic measurements of quadrature amplitudes [38], taking into ac-
count the direct correspondence between the Wigner function and the density matrix
of any desired quantum state [39,40]. Other methods to determine a quantum state were
proposed [41,42], studying also the open question of the impossibility to determine the
probability distributions of a superposition quantum statewith a directmeasurement [43].
Tomographic measurements have been used to characterize a myriad of quantum
states [44–50]. Importantly, QST has become essential in the characterization of
Figure 1
QST attempts to reconstruct a potentially complex quantum state by a series of simple
projective measurements. This is analogous to trying to reconstruct a complicated
object by considering only its shadow from various angles.
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Figure 2.1: Classical representation of tomography, each shadow provides a
partial information on the shapes of three-dimensional volume (from [50]).
a three-dimensional object while directional beams of light producing shadows
play the role of quantum measurements.
In spite of its fundamental relevance the first systematic approach to the
problem of inferring the state of a quantum system from measurements was
studied by Fano in the late 1950’s [51]. Since then, however the interest devoted
to quantum tomography has constantly increased. On one side, new develop-
ments in experimental techniques, especially in the fields of photodetection and
nonlinear optical technology, resulted in a set of novel and beautiful experi-
ments about quantum mechanics. On the other, promising techniques of error
correction and purification would make possible fault tolerant quantum com-
puting, long distance teleportation and cryptography motivating in such a way
the increasing attention directed to quantum information technology. Quantum
state estimation takes a fundamental role in this context, given its relevance to
develop suitable purification protocols, and quantum characterization of com-
munication channels.
2.1 Tomography for qubits
Single qubit tomography Due to its simplicity it is particularly recom-
mended to explain the basic principles of quantum state tomography using a
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single qubit. Any 2 × 2 Hermitian density matrix of single qubit state is com-
pletely identified by three real parameters, this means that a sequence of three
linearly independent measurements is enough to achieve a complete tomogra-
phy. In general, the minimal set of required observables to get full knowledge
of the state is referred as quorum [51]. In order to look in detail how the state
is actually reconstructed, consider a general single qubit density matrix
ρ =
(
1 + z x− iy
y + iy 1− z
)
, (2.1)
with x, y, z ∈ R and x2 + y2 + z2 ≤ 1, such that the state satisfies the so-called
quantum constraints (1.15) and (1.17)
ρ ≥ 0 and tr(ρ) = 1. (2.2)
The choice of real parameters x, y, z in Eq. (2.1) is not completely arbitrary but
can be understood if one takes into account the Bloch sphere representation; in
fact, thanks to (1.18), the same state ρ reads
ρ =
1
2
(σ0 + yσ1 + yσ2 + zσ3) , (2.3)
that is X,Y and Z correspond to the correlation parameters of the state, and
can be derived from ρ through (1.20)
x = tr(σxρ), y = tr(σyρ), z = tr(σzρ). (2.4)
Corresponding projective measurement are defined in (1.35). Moreover one
can take advantage of orthonormality of eigenstates of Pauli operators (1.36)
〈ψ|ψ⊥〉 = 0 to halve the number of projection measurements
P|ψ〉 − P|ψ⊥〉 = 2P|ψ〉 − 1. (2.5)
One should observe however that the choice made here for the set of orthogonal
eigenstates, which in Bloch sphere representation 1.2 corresponds to projections
on the Cartesian axes n = ex, ey, ez, is not unique, but makes calculations
easier; on the other side any choice of three linearly independent directions
allows to perform as well complete tomography on single qubit.
On the contrary, the same choice is not equivalent to others for tomogra-
phy performed in laboratory where infinite ensembles cannot be considered and
statistical errors come into play. In this last case making the same amount of
measurements on the elements of basis {ex, ey, ez} or those equivalent by uni-
tary transformation turns out to be the most uniform, precise and simple one
among the possible measurement strategies [52].
Multi-qubit state tomography The procedure illustrated for single qubit
states can be easily generalized to perform tomography on many qubit states.
First, it is helpful to remark that 4n − 1 real parameters are required in order
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to completely determine a general n qubit density matrix since it is a complex
Hermitian 2n×2n matrix with unit trace. Analogously to the single qubit case,
one observe that for multiple qubits as well, a link exists between the multiple-
qubit correlation elements and measurements probabilities does exist. In fact
combining (1.19) and (1.3) one has
Ti1,...,in = Tr{(σi1 ⊗ · · · ⊗ σin)ρ}
=
1
2n
3∑
j1,...,jn=0
Tr{σi1σj1} · · ·Tr{σi1σj1}Tj1,...,jn .
(2.6)
Recalling that, for a single qubit
Ti = P|ψi〉 − P|ψ⊥i 〉, i = 1, 2, 3; (2.7)
T0 = P|ψ〉 + P|ψ⊥〉, ∀ψ, (2.8)
one gets the following equation for n qubit systems
Ti1,...,in =
〈(
P̂|ψi1〉 ± P̂|ψ⊥i1〉
)
⊗ · · · ⊗
(
P̂|ψin 〉 ± P̂|ψ⊥in〉
)〉
, (2.9)
where P̂ indicates the measurement operator while angular bracket indicate the
expectation value, such that the measurement outcomes P ≡ ˆ〈P 〉. The plus sign
is used for 0 index and the minus sign is used for a nonzero index. It follows
that each local measurement, that is, any measurement which is tensor product
of single qubit measurements, provides information over 2n − 1 correlation val-
ues at same time. Whenever one measures Ti1,...,in , from the same projection
measurements one can calculate {Tj1,...,jn |jk = 0, ik,∀k = 1, . . . , n}. In order to
give a clarifying example consider tomography for a two-qubit system. Given
that i1 and i2 are nonzero indices, the corresponding correlation element Ti1,i2
reads
Ti1,i2 =
〈(
P̂|ψi1〉 − P̂|ψ⊥i1〉
)
⊗
(
P̂|ψi2〉 − P̂|ψ⊥i2〉
)〉
= P|ψi1〉|ψi2〉 − P|ψi1〉|ψ⊥i2〉 − P|ψ⊥i1〉|ψi2〉 + P|ψ⊥i1〉|ψ⊥i2〉,
(2.10)
but from the same measurement one gets also the following two correlations
Ti1,0 =
〈(
P̂|ψi1〉 − P̂|ψ⊥i1〉
)
⊗
(
P̂|ψi2〉 + P̂|ψ⊥i2〉
)〉
= P|ψi1〉|ψi2〉 + P|ψi1〉|ψ⊥i2〉 − P|ψ⊥i1〉|ψi2〉 + P|ψ⊥i1〉|ψ⊥i2〉,
(2.11)
T0,i2 =
〈(
P̂|ψi1〉 + P̂|ψ⊥i1〉
)
⊗
(
P̂|ψi2〉 − P̂|ψ⊥i2〉
)〉
= P|ψi1〉|ψi2〉 − P|ψi1〉|ψ⊥i2〉 + P|ψ⊥i1〉|ψi2〉 + P|ψ⊥i1〉|ψ⊥i2〉.
(2.12)
Finally one might notice that for n qubits, unlike the single qubit case, n de-
tectors are not enough to completely determine a single correlations. While in
single qubit case a no-click of the detector unambiguously determine a mea-
surements the orthogonal eigenstate (2.5) in this case the ambiguity cannot be
resolved but 2n are required to perform the tomography and determine the
correlation elements [53].
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2.2 Errors in quantum tomography
So far no kind of error naturally present in real world tomography was men-
tioned. In the previous section, for example, all measurements were supposed
to be made on an infinite ensemble of states, so that one could always neglect
statistical errors and perform a perfect reconstruction of the state. Tomogra-
phy realized in the laboratory, however, does not fulfill this nice property. When
dealing with quantum tomography actually one has to take different kinds of er-
rors into account. First, errors in the measurement basis due to the imperfection
of the experimental apparatus. This kind of errors results from the projection
direction being not properly aligned with the expected one. An error induced
in such a way depends on the state being measured, the totally mixed state for
example has always probability 12 to be measured whatever is the basis in which
the projection is made, the tilted axes defining the projection direction has in-
deed to pass for the center of the Bloch sphere. Fig. 2.2 illustrates the deviation
of the projection axes forming two cones. As a result the errors which arise for
the estimated states become larger and larger with purity of states themselves.
4 Qubit Quantum State Tomography 135
 
Fig. 4.4. Graphical representation of errors in a single-qubit tomography. (a) Basis
errors. Errors in the setting of measurement apparatus can result in an accurate
measurement being taken in an unintended basis. Shown graphically is the effect
that an uncertainty in the measurement basis can have on the reconstruction of
a state. Instead of a single axis on the Poincaré sphere, the possible measurement
axes form uncertainty cones touching at the center, since all possible measurement
axes pass through the origin. This uncertainty in axis is then translated into an
uncertainty in the state (shown on the right). Instead of isolating the state to a
plane, all possible measurement axes trace out a volume with large uncertainty near
the surface of the sphere and low uncertainty near the center. (b) Counting errors.
Even if the measurement basis is exactly known, only a limited number of qubits
can be measured to gain an estimate of a state’s projection onto this axis (taken
directly from the probability of a successful measurement). This uncertainty results
in an unknown state being isolated to a one-dimensional gaussian (approximately)
in three-dimensional space, rather than to a plane.
of the tomography.10 This drift occurs either in the state produced or the
efficiency of the detection system, and can constrain the data-collection time.
Figure 4.4a shows what a basis error looks like on the Poincaré sphere and
how that error affects the ability to isolate a state in Poincaré space. Acciden-
tally measuring in a different basis, slightly different than the intended one,
introduces a different amount of error depending on the state being measured.
All possible measurement axes must pass through the center of the Poincaré
sphere, corresponding to the fact that the totally mixed state has a probabil-
ity of 12 of being measured in any basis. Some Gaussian distribution of error
around the intended axis looks like two cones meeting point to point at the
center of the sphere, traced out by all of the nearby measurement axes. When
translated into knowledge of the state, this transforms what would have been
a single plane (perpendicular to the measurement axis) into a disk, thick at
the edges of the sphere and thinning to a single point at the origin. This
picture indicates that a basis error is more pronounced when measuring a
10 These are the main sources of error that are likely to be present to some degree in
any qubit implementation. In addition, each implementation may have its own
unique errors. For example, if the waveplates used to analyze optical polarization
qubits are slightly wedged, and the detectors slightly non-uniform, this can lead
to a troubling systematic error whereby the detector efficiency depends on the
analysis settings. Other errors can be compensated, such as when accidental
coincidence counts due to background light are subtracted from measured count
rates. Here we neglect such system-specific difficulties.
Figure 2.2: On the left the tilt of projection axes form a cone around the
intended one. A measure of zero of expectation value which should correspond
to a ring with projection axes as symmetry axes her turns into a band of
uncertainty whose width increases with the purity of the state (from [53]).
Second, errors from experimental stability are addressed. The state pro-
duction can in fact experience a drift, providing copies which do not belong
anymore to the starting ensemble. If the drift is much faster than duration of
the measurement the estimation procedure will provide only a totally mixed
state independently of the state under examination. If the states provided by
the sources change only slowly in time than also in this case the error is negli-
gible sin e the timescale of drift exceeds timescale of measurements. The worst
case comes into effect when the two timescales are almost equal since one faces
an aliasing effect which leads to the reconstruction of a wrong state. In this
third case indeed it might b very difficult to sp t whether the procedur is
affected by an error or not.
A possible solution for the two first causes consists in cutting data-collection
time on the other side exp rimenter has to fi d a trade off with the third and
last uncertainty sources that is counting statistics [53]. Actually one can never
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avoid such uncertainty linked with the finite number of measurements, not only
because it is impossible to realize infinite ensembles of states but it is often
experimentally costly to perform a large amount of measurements. To clar-
ify how statistical errors arise and affect the reconstruction of the state, it is
helpful to consider again single qubit states. Probability P|ψi〉 used in (1.35)
experimentally corresponds to the ratio of clicks N|ψi〉 each marking a detection
of state |ψi〉 over the total number of measurement Ni = N|ψi〉 + N|ψ⊥i 〉. The
expectation value for the correlation elements is then [52]
〈Ti〉 =
N|ψi〉 −N|ψ⊥i 〉
N|ψi〉 +N|ψ⊥i 〉
. (2.13)
The angular brackets around the correlations are here used to distinguish the
expectation value from the true one. The uncertainty over the correlation el-
ements inevitably produces an uncertainty over the reconstructed state as is
shown in Fig. 2.3. The Bloch’s sphere representation, in fact makes clearer how
the likelihood volume, that is the volume in which is most probable to find the
states, evolves after each projective measurements along one specific axes. A
(a) (b)
Figure 6: Graphical representation of errors in a single-qubit tomography. (a)
Basis errors. Errors in the setting of measurement apparatus can result in an
accurate measurement being taken in an unintended basis. Shown graphically
is the effect that an uncertainty in the measurement basis can have on the
reconstruction of a state. Instead of a single axis on the Poincaré sphere, the
possible measurement axes form uncertainty cones touching at the center, since
all possible measurement axes pass through the origin. This uncertainty in axis
is then translated into an uncertainty in the state (shown on the right). Instead
of isolating the tate to a plane, all possible mea urement ax s trace out a volume
with large uncertainty near the surface of the sphere and low uncertainty near
the center. (b) Counting errors. Even if the measurement basis is exactly
known, only a limited number of qubits can be measured to gain an estimate
of a state’s projection onto this axis (taken directly from the probability of a
successful measurement). T is uncertainty results in an unknown state being
isolated to a one-dimensional gaussian (approximately) in three-dimensional
space, rather than to a plane.
Figure 7: Isolation of a quantum state through inexact measurements. Al-
though a series of real measurements (those with uncertainties) will never be
able to exactly isolate an unknown quantum state, they can isolate it to a re-
gion of Hilbert space that is far more likely than any other region to contain
the unknown state. Consider a series of three measurements, each containing
counting errors, along orthogonal axes. From left to right, the area of Hilbert
space containing the unknown state is truncated from a one-dimensional Gaus-
sian probability distribution (the disk in the left figure) to a two-dimensional
Gaussian (the cylinder in the middle figure) and finally to a three-dimensional
Gaussian (the ball in the right figure). This results in an ‘error ball’ which ap-
proximates the position of the unknown state. The global maximum, however,
can often be outside allowed Hilbert space (outside the Poincaré sphere), which
is one reason a maximum likelihood technique must be used to search over only
allowed quantum states.
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Figure 2.3: Evolution of uncertainty region of target state after projection mea-
surements along given directio . On the lef a disk of uncertainty is obtained
after projection measurements on the vertical axes, the thickness of the disk is
given by the uncertainty on that direction. In the middle measurements along
y axis restrict the uncertainty region to a cylinder. On the right, projection
measureme ts on x ax finally prov de a sphere of uncer ainty. Here all mea-
surements are supposed to have the same statistical error (from [40]).
statistical estimate of the error for the expectation value 〈Ti〉 is given by the
width of a binomial distribution with t e same expecta ion value
∆ 〈Ti〉 =
√
N|ψi〉N|ψ⊥i 〉
N3i
. (2.14)
Each measurement behaves in fact like N tosses of a coin with bias pi =
1
2 (1 +
〈σi〉) and yields[54]
〈pi〉 = pi ±
√
pi(1− pi)
N
=⇒ 〈Ti〉 = Ti ±
√
1− 〈Ti〉2
4N
(2.15)
This dependence of the variance on the reconstructed state itself is shown in
Fig. 2.4.
2.3. STATE RECONSTRUCTION 19
2
on nearly-pure states).
ADAPTIVE TOMOGRAPHY
Static tomography uses data from a fixed set of mea-
surements. Different measurements yield subtly different
tomographic accuracy [22], but to leading order, “good”
protocols for single-qubit tomography provide equal in-
formation [23] about every component of the unknown
density matrix ρ,
ρ =
1
2
(1l + 〈σx〉σx + 〈σy〉σy + 〈σz〉σz) . (3)
The canonical example involves measuring the three
Pauli operators (σx, σy, σz). This minimizes the vari-
ance of the estimator ρ̂ – but not the expected infidelity,
for two reasons.
First, the variance of the estimate ρ̂ depends also on
ρ itself. Consider the linear inversion estimator ρ̂lin,
defined by estimating 〈σz〉 = n↑−n↓n↑+n↓ (and similarly for
〈σx〉 and 〈σy〉), and substituting into Eq. 3. Each
measurement behaves like N/3 flips of a coin with bias
pk =
1
2 (1 + 〈σk〉), and yields
p̂k = pk ±
√
3
N
√
pk(1− pk) (4)
⇒ 〈σk〉estimated = 〈σk〉true ±
√
3
2N
√
1− 〈σk〉2. (5)
When 〈σk〉 ≈ 0, its estimate has a large variance – but
when 〈σk〉 ≈ ±1, the variance is very small. As a result,
the variance of ρ̂ around ρ is anisotropic and ρ-dependent
(see Fig. 1a).
Second, the dependence of infidelity on the error, ∆ =
ρ̂ − ρ, also varies with ρ. Infidelity is hypersensitive to
misestimation of small eigenvalues. A Taylor expansion
of 1− F (ρ̂, ρ) yields (in terms of ρ’s eigenbasis {|i〉}),
1−F (ρ, ρ+ ε∆) = 1
4
∑
i,j
〈i|∆ |j〉2
〈i| ρ |i〉+ 〈j| ρ |j〉 +O(∆
3). (6)
Infidelity is quadratic in ∆ – except that as an eigenvalue
〈i| ρ |i〉 approaches 0, its sensitivity to 〈i|∆ |i〉 diverges;
1− F becomes linear [24] in ∆:
1− F (ρ, ρ+ ε∆) = ε
∑
i: 〈i|ρ|i〉=0
〈i|∆ |i〉+O(∆2). (7)
To minimize infidelity, we must accurately estimate the
small eigenvalues of ρ, particularly those that are (or
appear to be) zero. For states deep within the Bloch
sphere, static tomography achieves infidelity of O(1/N)
[16, 25]. Typical errors scale as |∆| = O(1/
√
N) (Eq. 5),
and infidelity scales as 1 − F = O(|∆|2). But for states
with eigenvalues less than O(1/
√
N), infidelity scales as
FIG. 1. Two features of qubit tomography with Pauli mea-
surements (shown for an equatorial cross-section of the Bloch
sphere): (a) The distribution or “scatter” of any unbiased es-
timator ρ̂ (depicted by dull red ellipses) varies with the true
state ρ (black stars at the center of ellipses); (b) The expected
infidelity between ρ̂ and ρ as a function of ρ. Within the Bloch
sphere, the expected infidelity is O (1/N). But in a thin shell
of nearly-pure states (of thickness O
(
1/
√
N
)
), it scales as
O
(
1/
√
N
)
– except when ρ is aligned with a measurement
axis (Pauli X, Y , or Z).
O(1/
√
N). Quantum information processing relies on
nearly-pure states, so this poor scaling is significant.
To achieve better performance, we observe that if ρ is
diagonal in one of the measured bases (e.g., σz), then
infidelity always scales as O(1/N). The increased sensi-
tivity of 1−F to error in small eigenvalues (Eq. 6) is pre-
cisely canceled by the reduced inaccuracy that accompa-
nies a highly biased measurement-outcome distribution
(Eq. 5). This suggests an obvious (if näıve) solution: we
should simply ensure that we measure the diagonal basis
of ρ!
This is unreasonable – knowing ρ would render tomog-
raphy pointless. But we can perform standard tomog-
raphy on N0 < N samples, get a preliminary estimate
ρ̂0, and measure the remaining N − N0 samples so that
one basis diagonalizes ρ̂0. This measurement will not
diagonalize ρ exactly, but if N0  1 it will be fairly
close. The angle θ between the eigenbases of ρ and ρ̂0 is
O(|∆|) = O(1/√N0). This implies that if ρ has an eigen-
vector |ψk〉 with eigenvalue λk = 0, then correspond-
ing measurement outcome |φk〉〈φk| will have probability
at most pk = sin
2 θ ≈ θ2 = O(1/N0). Since we make
this measurement on O(N −N0) copies [26], the final er-
ror in the estimated p̂k (and therefore in the eigenvalue
λk) is O(1/
√
N0(N −N0)). So using a constant fraction
N0 = αN of the available samples for the preliminary
estimation should yield O(1/N) infidelity for all states.
A similar protocol was suggested in Ref. [18], but that
analysis concluded that N0 ∝ Np for p ≥ 23 would be
sufficient. This works for average infidelity over a partic-
ular ensemble, but yields 1 − F = O(N−5/6) for almost
all nearly-pure states.
Figure 2.4: Red regions correspond to uncertainty region for measured correla-
tions. Note that for a given number of measurements, uncertainty of a correla-
tion decreases with the mag itude of expectation value of the correlation itself
(from [54]).
2.3 State reconstru tion
Fig. 2.3 shows clearly that after a finite yet complete set of tomographic mea-
surements the state is not individuated unambiguously, but a region of un-
certainty still remains. Every tomographic scheme is composed indeed of two
steps, first measurements and then reconstruction of the state itself; indeed
many procedures were created for this pur ose, each one with som advantage
and disadvantage but none can be regarded as absolutely the best. However one
can identify some procedures more used than others; a prime example for these
procedures is maximum likelihood reconstruction which is commonly employed
thanks to its reliability in many cases of interests. In order to address the de-
scription of maximum likelihood reconstruction, it is crucial to introduce the
other very significant estimation procedures. One can start considering linear
inversion estimation which is the simplest procedure. It consists in setting the
expectation values as calculated in (2.13) as effective correlation elements Ti of
the state: Ti = 〈Ti〉. If one considers the probability P to have a certain set of
occurrences {N|ψx〉, N|ψ⊥x 〉, N|ψy〉, N|ψ⊥y 〉, N|ψz〉, N|ψ⊥z 〉} for a given target state
ρ one gets
P(N|ψx〉, N|ψ⊥x 〉, N|ψy〉, N|ψ⊥y 〉, N|ψz〉, N|ψ⊥z 〉|ρ) =
=
∏
j=x,y,z
(
Nj
N|ψj〉
)(
1 + Tj
2
)N|ψj〉 (1− Tj
2
)N|ψ⊥j 〉
, (2.16)
this means that, by liner inversion the reconstructed state turns out to be
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the state which maximizes the probability P to get the measured number of
clicks. Unfortunately, this state might be non-physical i.e. it might not fulfill
the physicality constraints (2.2). In Fig. 2.3, for example part of the uncertainty
region is outside the Bloch sphere which encloses all possible physical states. In
order to clarify how this can happen one can look at a specific example for a
single qubit state. An experimenter measures σx, σy, and σz once, and observe
the result +1 for all of them. The density matrix one can reconstruct at this
point is
ρe =
1
2
(
2 1− i
1 + i 0
)
, (2.17)
where the correlation elements Ti = 〈Ti〉 = +1 are plugged into (1.18). Thus,
even if such a matrix is obtained from possible outcomes of measurements on
physical states it has a negative eigenvalue λ− = 1−
√
3
2 ≈ −0.336. Although,
with just one measurement in each direction, this simple example shows that
setting straightforwardly Born’s frequencies as correlation elements does not
guarantee the positivity and so the physicality of the state. More generally if
one performsN measurements in each direction, possible estimates of correlation
elements form (N + 1)× (N + 1)× (N + 1) grid; this grid defines a cube usually
called Bloch cube [55] which circumscribes the Bloch sphere but contains also
non-physical states. Such a structure is shown in Fig. 2.5. 3
B. Why does MLE produce zero eigenvalues?
The zero eigenvalues in ρ̂MLE are connected to the
negativity of tomographic estimates. What I will show
in this section is that, for a given dataset, if ρ̂tomo
is not positive, then ρ̂MLE is rank-deficient. On
the other hand, if the tomographic estimate is positive,
then ρ̂MLE = ρ̂tomo. MLE is thus a sort of “corrected
tomography”[28].
The valid state-set, comprising all positive density ma-
trices, is a convex subset of Hilbert-Schmidt space, the
(d2 − 1)-dimensional vector space of Hermitian, trace-
1 matrices. Its boundary comprises the rank-deficient
states. Whenever ρ̂tomo lies outside this boundary, MLE
squashes it down onto the boundary, producing a rank-
deficient estimate. To demonstrate the connection, we
begin by reviewing tomography.
1. How tomography works
Quantum state tomography is based on inverting
Born’s Rule: If a POVM measurement P =
{E1 . . . EN} is performed on a system in state
ρ, then the probability of observing Ei is pi =
Tr(Eiρ). The probabilities for d
2 linearly independent
outcomes single out a unique ρ̂tomo consistent with those
probabilities. Several projective measurements (at least
d + 1) can, in aggregate, form a quorum – i.e., provide
sufficient information to identify ρ̂tomo.
Note, however, that no measurement can reveal the
probability of an event. Repeated measurements yield
frequencies, from which the tomographic estimator infers
probabilities. The measurement is repeatedN times, and
if outcome Ei appears ni times, we estimate p̂i = ni/N .
If the measurements form a quorum, then the equations
Tr (ρ̂tomoEi) =
ni
N
(3)
can be solved to yield a unique ρ̂tomo.
Tomography thus seeks a density matrix whose predic-
tions agree exactly with the observed frequencies. Unfor-
tunately, this matrix is not always a state. Suppose that
an experimentalist, estimating the state of a single qubit,
measures σx, σy, and σz – but only one time each! Hav-
ing observed the +1 result in each case, she seeks a ρ̂tomo
satisfying 〈σx〉 = 〈σy〉 = 〈σz〉 = 1. Such a matrix exists,
ρ̂tomo =
(
1 1+i2
1−i
2 0
)
, (4)
but it has a negative eigenvalue λ = 1−
√
2
2 ≈ −0.207.
Moreover, this “state” implies that all three spin mea-
surements would be perfectly predictable, which is im-
possible.
Estimating the state from a single measurement of each
basis is a rather extreme example. However, it illus-
trates a point. Tomography, in a single-minded quest
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FIG. 1: A cross-section of the “Bloch cube”, which contains
all the possible tomographic estimates, and circumscribes the
Bloch sphere containing all positive estimates. The points
shown are possible tomographic estimates for N = 11 mea-
surements each of σx and σz, with 〈σy〉 set to zero for sim-
plicity’s sake. Of the 144 ρ̂tomo shown, 54 are non-positive
(keep in mind that the σy dimension is ignored). Depending
on the state, some ρ̂tomo will of course be more likely than
others; this figure merely illustrates the array of possible non-
positive estimates.
to match Born’s Rule to observed frequencies, pays no
attention to positivity. As the number of measurements
(N) increases, the possible tomographic estimates form
an N × N × N grid. They fill a “Bloch cube,” defined
by 〈σx,y,z〉 ∈ [−1 . . .1], which circumscribes the Bloch
sphere and contains a lot of negative states (see Fig. 1).
If the true state is sufficiently pure, then the probability
of obtaining a negative estimate can remain as high as
50% for arbitrarily large N , since the true state is very
close to the boundary between physical and unphysical
states.
In larger Hilbert spaces, the problem gets worse for
two reasons. First, the state-set’s dimensionality (and
therefore the number of independent parameters in ρ)
grows as d2 − 1. In order to keep the RMS error (∆2 =√
Tr [(ρ̂tomo − ρ)2]) fixed, N must grow proportional to d.
Second, ρ̂tomo has more eigenvalues, so the probability of
at least one negative eigenvalue grows with d (for fixed
∆2). Together, these scalings ensure that tomographic
estimates of large systems are rarely non-negative.
The problems with tomography are well known – neg-
ative eigenvalues were precisely the embarrassing feature
that motivated MLE. As we shall see, however, MLE’s
implausible zero eigenvalues are closely related to tomog-
raphy’s negative ones.
Figure 2.5: Grid of expectation values for the Stokes parameters forms a Bloch
cube which circum crib s the Bloch s here of physical state. The layer here
reported is the one with 〈σz〉 = 0, the combination of Stokes parameters which
corresponds to physical states are marked with green circles, while those which
produce unphysical states are crosse out in red (from [55]).
Of course, the probability to fall in the unphysical region decreases with the
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number of measurements but increases with the purity of the target state, for
example getting never lower then 50% even after an arbitrary large number of
measurements for state of purity one. This problem gets even worse for higher
dimensional Hilbert spaces. In order to keep the root-mean-square deviation
∆2 =
√
Tr[(ρtomo − ρ)2] constant, N must grow proportional to the dimension
d since the number of independent parameters grows quadratically like d2 − 1.
Furthermore the number of eigenvalues equals the number of dimensions d, and
with it the probability that at least one of them is negative. That being so, one
can easily conclude that tomographic estimates of large systems through linear
inversion are rarely non-negative. Such relevant problem forbids in fact the use
of a simple and straightforward procedure like linear inversion and forces to look
for other procedures able to provide only physical states [52].
State reconstruction fulfilling physicality constraints The most direct
procedure one can think in order to reconstruct a physical state starting from
any measurement outcomes for correlations consists in keeping the reconstructed
state by linear inversion with Bloch vector rLI if this state is physical ‖rLI‖ ≤ 1;
otherwise it provides the physical state whose Bloch vector re minimizes the
distance with rLI
re =
{
rLI, if ‖rLI‖ ≤ 1,
rLI/‖rLI‖ if ‖rLI‖ > 1.
(2.18)
Of course the distance to use is not fixed; for example one is free to choose
any Shannon p−distance ‖ρ− ρ′‖p = (|x− x′|
p
+ |y − y′|p + |z − z′|p) 1p . Trace
distance p = 1 is among distances employed more often. However spherical
symmetry of physical state space around the fully mixed state rm = 0 suggests
the use of the Hilbert-Schmidt distance. i.e. p = 2.
An alternative procedure looks for the physical state ρe which maximizes
the fidelity F (ρe, ρLI) with the state reconstructed by linear inversion ρLI. More
generally, trough spectral decomposition of ρLI
ρLI =
∑
λ
fλ |φλ〉〈φλ| , (2.19)
one can look for the state ρT which minimizes a given target function F of
frequencies fλ, the eigenvalues of ρLI
ρT = argmin
ρ>0
(F (ρ|f)). (2.20)
The most common choices for the target function are the maximum likeli-
hood [28]
FMLE = −
∑
λ
fλ log [Tr(ρ |φλ〉〈φλ|)] (2.21)
and the least squares function [16]
FLS =
∑
λ
1
wλ
[fλ − Tr(ρ |φλ〉〈φλ|)]2 . (2.22)
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Weights wλ might be both fixed to w = 1/fλ or left free to change with the
states like w = 1/Tr(ρ |φλ〉〈φλ|). However minimizing these functions is not an
easy task, and iterative algorithms are necessary to find the state which fulfills
the required condition.
2.3.1 Iterative algorithms
Iterative fixed point algorithm With iterative fixed point algorithm (2.21)
one starts choosing completely mixed state ρ(0) = 12n1
⊗n
2 as initial guess, this
choice guarantees in fact to avoid zero eigenvalues. The density matrix ρ(k+1)
at the (k + 1)th iterative step is then calculated from ρ(k) by
ρ(k+1) = N
[
R(ρ(k))ρ(k)R(ρ(k))
]
, (2.23)
where N is a normalization constant such that Tr
(
ρ(k+1)
)
= 1. The function
R(ρ) is instead defined as[29]
R(ρ) =
∑
λ
fλ
Tr(ρ |φλ〉〈φλ|)
|φλ〉〈φλ| . (2.24)
Indeed one can easily proof that FMLE(ρ(k+1)) < FMLE(ρ(k)) [29] and approach
in such a way a maximum likelihood reconstructed state with arbitrary precision.
Cholesky decomposition Cholesky decomposition [56] relies on the fact that
every non-negative Hermitian matrix can be decomposed into a product of a
triangular matrix Λ and its conjugate transposed Λ†. So that
Λ =


t1 0 0 . . . 0
tn+1 + itn+2 t2 0 . . . 0
tn+3 + itn+4 tn+5 + itn+6 t3 . . . 0
...
...
...
. . .
...
t4n−2n−1 + it4n−2n t4n−2n+1 + it4n−2n+2 0 . . . tn


.
(2.25)
Then, for any choice of t ∈ R4N one can parametetrize any valid physical density
matrix ρ with trace condition (1.17) thanks to
ρ(t) =
Λ†Λ
Tr(Λ†Λ)
. (2.26)
This parameterization is then employed to transform the constrained optimiza-
tion problem of (2.20) into an unconstrained one
ρe = arg min
t∈Rn4
F (ρ(t)|f). (2.27)
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Convex optimization An alternative approach to find a physical minimum
of the target function is to set an additional cost function term which inhibits
unphysical solution; as example one can start with
F̃T (ρ) = FT (ρ) + ε log[det(ρ)]. (2.28)
The determinant of the density matrix coincides with the product of its eigenval-
ues. This means that starting from a physical state with non null eigenvalues one
encounters states with at least one eigenvalue which becomes lower, and small
eigenvalues approaching zero before passing to unphysical region with negative
eigenvalues. The barrier log[det(ρ)] which separates the physical from unphys-
ical region however, avoids the crossing during the optimization and forces the
optimal state to be physical. Once found such a state, it becomes possible to
lower a little the barrier finding another state, and so on iteratively approaching
the state which minimizes FT (ρ).
Direct and conjugate gradient With the direct gradient algorithm [57]
one arbitrarily fixes a starting physical state ρ0, and moves a step towards the
direction defined by the steepest gradient of the cost function. The length of
the step is chosen in such a way to reach the minimum of the cost function
along the direction of the step itself. This kind of approach, yet quite intuitive
might need many steps which end up to create a zigzag path before approaching
the effective minimum of the function; conjugate gradient [58]instead overcomes
this problem. Starting again with a arbitrary physical state ρ0 one moves a first
step just like steepest gradient method. Now if u is the unit vector identifying
the direction of the first step and A is the Hessian matrix, conjugate gradient
method recommends to move the second step along direction v defined by
u ·A · v = 0, (2.29)
that is vectors u and v are conjugate. In such a way interfering directions of
direct gradient are avoided and a minimum of cost function is reached in two
steps. A comparison between the two mentioned algorithms, with astonishing
improvement of conjugate gradient is also illustrated in Fig. 2.6
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B.2 Other methods for optimisation
Other approaches besides the described Newton method are possible. For the Newton
step as given in Eq. B.2, on has to compute the Hessian matrix of the state ρ and finally
invert it either directly or use its Cholesky decomposition. This can be avoided by using
Quasi-Newton methods [113, 114] like the Broyden-Fletcher-Goldgarb-Shanno (BFGS)
method [115]. Instead of evaluating the Hessian matrix for each state ρ(~xi) anew, an
approximation to its inverse is computed once and afterwards only updated. A direct im-
plementation of this would cause problems each time when the t parameter is decreased
by an order of magnitude. Hence, a better approach to implement the BFGS method
could be to decrease t more often, but with less change each time. Thus, the problem
to solve does not change dramatically for each p-iteration, but is varied only slightly.
Therefore, continuously updating H−1 could be possible. The memory requirements can
be reduced by using memory optimised versions like the L-BFGS method [116].
Another possibility to avoid a Cholesky decomposition or directly inverting the Hes-
sian matrix is by using a conjugate gradient method [117]. This method shows its
x0
xmin
Figure B.1: Comparison of conjugate gradient and steepest descent methods [112].
The contour represents the function to optimise over. The algorithm may start at
x0 and is looking for xmin. While the steepest descent methods use the gradient of
the current evaluation point xi to find the next xi+1 (red curve), conjugate gradient
methods (blue) find the next xi+1 by using a direction composed by the gradients
evaluated at x0, x1, . . . , xi.
advantages best when compared with a steepest descent method as shown in Fig. B.1.
Steepest descent methods cause a continuous change of the direction of descent due to
perpetual alteration of the gradient. This can lead to a bouncing behaviour of the op-
timisation. The conjugate gradient methods compute the direction for the next step in
dependence of the previous direction to avoid this jiggling. While different versions of
conjugate gradient methods like the Fletcher-Reeves (FR), the Polak-Ribière (PR) and
the Hesteness-Stiefel (HS) exist, a general implementation can be found in [112]. Since
conjugate gradient methods do not need any second derivatives, these methods may be
a way to prepare the quantum state reconstruction algorithm to handle states with more
than six qubits as well.
Figure 2.6: Comparison between conjugate gradient (dashed blue arrows) and
steepest desce t methods (red arrows). The co tour repres nts the function to
optimise over. (from [59])
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Projected gradient descent Projected gradient descent is an iterative pro-
cedure with two substeps. Starting with a well-chosen physical state, a step
is taken in the downhill direction of the optimization function, which has the
chance to result in a nonphysical matrix. Second, to bring the estimate back
to the constrained, physical space, one projects it to the closest point in the
solution space. This two step process is then repeated until the cost function
converges towards a sufficiently small value. Since the search is over a convex
set, as long as the cost function is a strictly convex function of ρ, there will be
a unique solution that minimizes it. Fig. 2.7 shows the evolution of the density
matrix estimate of a qubit through six iterations of projected gradient descent.2
surement operators are traceless and the noise is of the
Gaussian type, the constrained maximum likelihood state
ρML can be retrieved in a single projection step from the
unconstrained maximum likelihood state χML, which can
be found very quickly using linear inversion [14]. With
an implementation of this method’s core algorithm using
a GPU, Guo et al. were able to recover a simulated 14-
qubit density matrix [15]. However, the restrictive above
conditions motivate the search for more broadly applica-
ble efficient techniques.
Projected gradient descent (PGD) methods are emerg-
ing as promising candidates for quantum tomography
[10, 16]. We present three PGD algorithms that con-
verge towards the maximum likelihood quantum state:
projected gradient descent with backtracking (PGDB)
[10, 16], Fast Iterative Shrinkage-Thresholding Algorithm
(FISTA) [17] and projected gradient descent with mo-
mentum (PGDM). We provide evidence that they con-
verge faster than both DIA and SDPT3, and scale more
favourably than SDPT3. We also find that the PGD
methods are very versatile in that one can model a wide
variety of types of noise; in particular, the case of ill-
conditioned measurements.
Gonçalves et al. [10] and Shang et al. [16] have both re-
cently discussed PGDB as an efficient technique for quan-
tum tomography: however, the algorithmic variants we
introduce here can significantly outperform it. Further-
more, Shang et al. considered Pauli measurements, for
which the technique from Ref. [14] is highly efficient. It is
therefore vital to study the performance of projected gra-
dient descent outside of this realm to establish its true
usefulness. We here confirm that PGD methods con-
tinue to exhibit excellent properties in scenarios where
the technique from Ref. [14] is not applicable.
The remainder of this paper is structured as follows:
After giving an introduction to quantum tomography and
the general idea of projected gradient descent, we lay
out three PGD algorithms and discuss their performance:
namely, convergence profiles and running time. To the
best of our knowledge, FISTA has never previously been
applied to quantum tomography and PGDM is a novel al-
gorithm altogether. DIA and SDPT3, considered as cur-
rent state-of-the-art algorithms, will serve as benchmarks
by which the PGD approach will be judged. Finally, we
report on the results of state reconstruction using pseudo-
experimental data, i.e. simulations of realistic quantum
tomographic experiments with noise. We consider three
figures of merit for quantum tomographic techniques: the
convergence time and the fidelity between the recovered
state and the actual one ρtrue. Over a broad range of
Hilbert space dimensions, we run the algorithms multi-
ple times, each time with a randomly generated density
matrices with fixed purity [18], and record the running
times and fidelities.
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FIG. 1: a) Schematic showing the physical space as a convex subset
of the set of unconstrained matrices, The minimum of the cost
function is often outside of the physical space. b) Illustration of
the PGD process for a qubit. A step in the gradient direction can
yield a non physically-allowed density matrix, but the projection
brings the estimate back into the desired search space, (i.e. the
Bloch sphere in the case of a qubit). c) This process lowers the
cost function, and is repeated until progress is sufficiently small
and the final density matrix estimate is as close as desired to the
maximum likelihood state ρML.
Quantum tomography
The Born rule, pi = Tr(Πiρ), being the central equa-
tion of quantum theory, encodes the probability pi to
obtain a certain measurement outcome given a particu-
lar quantum state. It involves a quantum state ρ, which
takes the form of a d× d positive-semidefinite matrix of
unit trace, and an Hermitian measurement operator Πi.
Quantum tomography is essentially the process of finding
the density matrix whose calculated outcome probabili-
ties (for an informationally complete set of N operators)
most closely match the experimentally observed data.
The probabilities pi are of course not directly ob-
servable, only the number of clicks ni recorded in a real
measurement device after a finite number of trials. In the
absence of noise, the probabilities relate to the number
of clicks through a multiplicative factor r: ni = rpi. In
real situations, there is a discrepancy between rpi and ni
due to i) technical noise in the measurement device and
ii) statistical uncertainty. Furthermore, if the noise is
particularly severe, the matrix reconstructed with naive
methods (such as linear inversion) will fail to qualify as a
physical quantum state: the positivity or unit-trace prop-
erties can be violated. Multiple techniques have therefore
been developed that allow one to search for an estimate
matrix that is guaranteed to be physical. Examples in-
clude searching for the Cholesky factor T (where ρ = TT †
is guaranteed positive) and using a Lagrange multiplier
(to ensure unit trace) [19]. However, searching in the
factored space can often lead to an ill-conditioned prob-
lem and slow convergence [16]. As we evidence, there are
Figure 2.7: a) Graphical representation of convex cost f nction, with region of
physical states which does not includ the unconstrained minimum f maximum
likelihood function. b) Reconstructed state for the firs six steps of project
gradient procedure, red dots correspond to the unphysical states. Path of last
three physical state is highlighted in zoomed box. c)Trend of cost function for
physical and and unphysical states at each step (from [60]).
Conjugate gradient-Accelerated project gradient The main advantage
of project gradient method relies on the fact that despite other maximum like-
lihood reconstruction algorithms it does not contain by construction any phys-
icality constraints which slow down the procedure especially when the estimate
approaches the true value. In fact, taking into account the Cholesky parma-
terization of the physical states ρ = A†A/Tr
(
A†A
)
, and performing gradient
descent method of gradient descent in the factored space of unconstrained A
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operators, for F (A) ≡ F (A†A/Tr
(
A†A
)
, straightforward algebra yields [33]
δF̃ (A) = −Tr
(
δA
(R− 1)A†
Tr(A†A)
+ h.c.
)
, (2.30)
to linear order in δA and with ∇F (ρ) = −R, the gradient of F . Choosing a
small ε such that δA = εA(R− 1) one finds that the updated form of ρi is
ρi+1 = ρi + δρi = ρi + ε[(R− 1)ρi + ρi(R− 1)], (2.31)
to linear order in ε. When one has limited data and nearly a pure target state,
maximum likelihood estimate is close to the boundary of the state space and ρ
gets close to a rank-deficient state with at least one small eigenvalue because of
the so-called low rank problem discussed further on. Yet ρi has unit trace, so its
spectrum is highly asymmetric. δρi inherits this asymmetry, leading to a locally
ill-conditioned problem and slow convergence. On the other side, far away from
the boundary of the state space the Hessian of cost function is almost constant
making the use of conjugate gradient advantageous. The conjugate gradient-
accelerated product gradient combines the advantages of the schemes. In fact
it employs conjugate gradient for first steps and switches to project gradient
when the Hessian of cost function starts to change too much between iterations.
Moreover, each step of project gradient method is made longer at each iteration.
When the scalar product between the gradient of the cost function and the
direction in which last step was made becomes negative, algorithm proceeds to
an adaptive restart of momentum, which defines the length and the direction of
the steps. The improvement of the conjugate gradient-adaptive project gradient
method compared to other algorithms is shown evaluating the time required for
the esimation of 8qubit W state in Fig. 2.8.
Estimators described so far are indeed the most commonly employed ones
in quantum tomography. However one should remark that does not exist any
procedures which is the the best for every target state. Consider for example a
four-party Greenberger-Horne-Zeilinger mixed state with white noise
ρ0 = p |GHZ4〉〈GHZ4|+ (1− p)
I
16
(2.32)
where |GHZ4〉 = (|0000〉 + |1111〉)/
√
2. It can be proven [62] that when de-
terming, e.g., the fidelity with respect the GHZ-state, the linear inversion pro-
cedure is more reliable than the least squares and the maximum likelihood,
which conversely are shown to be biased. Mean fidelity of reconstructed states
by linear inversion agree much better with the real value on average than those
obtained with maximum likelihood and least squares optimization as shown in
Fig.2.9.
In order to illustrate the sources of this bias one can see in Fig.2.10 how
the physicality constraint forces the mean of the reconstructed states into and
onto the Bloch sphere and hence systematically away from the target state;
actually one can show [45, 62] that every reconstruction scheme for quantum
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ments beyond a couple of qubits typically employ POMs
with a product structure, because of the comparative ease
in design and construction, so this product assumption
often holds.
For comparison, we display the runtime for the general-
purpose CVX toolbox for convex optimization [5, 6]. The
clear disadvantage there is the inability to capitalize on
the product structure. All computations are conducted
with MATLAB on a desktop computer (3 GHz Intel Xeon
CPU E5-1660).
The good performance of APG/CG-APG goes beyond
the product-Pauli measurement. Appendix F gives re-
sults for the product-tetrahedron POM [28] and the sym-
metric, informationally complete (SIC) POM [29, 30],
yielding similar conclusions. This is to be expected, as
the slow convergence of DG/CG, remedied by the APG
algorithm, is independent of the measurement choice.
Conclusion.— We have demonstrated that, with the
right algorithm, MLE reconstruction can be done quickly
and reliably, with no latent restriction on the accuracy
of the MLE obtained, and no need for added, possibly
unverifiable, assumptions. As the dimension increases,
there is no getting around the fact that any tomographic
reconstruction will become expensive, but our algorithm
slows the onset of that point beyond the system size
currently accessible in experiments. We note that our
method can be immediately applied to process tomogra-
phy. Furthermore, it is a general method for optimization
in the quantum state space or other constrained spaces,
and hence useful for such problems.
Remark: Upon completion of our work, we came to
be aware [31] of Ref. [32], an earlier work employing
projected gradient techniques for optimization over the
quantum state space. In particular, MLE reconstruction
was investigated as an application. However, the discus-
sion there was restricted to two- to four-qubit tomogra-
phy, and the authors do not use accelerated gradients—
as we do here—crucial for fast convergence, and certainly
not our hybrid CG-APG method.
This work is funded by the Singapore Ministry of Edu-
cation (partly through the Academic Research Fund Tier
3 MOE2012-T3-1-009) and the National Research Foun-
dation of Singapore. The research is also supported by
the National Research Foundation (NRF), Prime Minis-
ter’s Office, Singapore, under its CREATE programme,
Singapore-MIT Alliance for Research and Technology
(SMART) BioSystems and Micromechanics (BioSyM)
IRG. HKN is partly funded by a Yale-NUS College start-
up grant. We thank Christian Roos and Otfried Gühne
for sharing the experimental data of Ref. [9] and informa-
tion about the MLE reconstruction used in that work. ZZ
thanks Chenglong Bao for his discussions regarding APG
and George Barbastathis for general discussions. We are
also grateful to Andrew Scott, Michael Hoang, Christo-
pher Fuchs and Markus Grassl for sharing the 7-qubit
fiducial state for our SIC-POM example (Appendix F).
J. Shang and Z. Zhang contributed equally to this
work.
Appendix A: Time taken for 8-qubit trajectories
Here we show again the trajectories taken by different
algorithms as in Fig. 1 in the main text, but now plotted
against time rather than iterative steps.
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FIG. 3. The deviation F − Fmin = − 1N log(L/Lmax) versus
time taken for different algorithms, for the experimental data
of [9].
Appendix B: The reconstructed 8-qubit state
For the 8-qubit dataset, the 12 largest eigenvalues of
the reconstructed MLE states from our CG-APG algo-
rithm and the original Häffner et al. reconstruction using
DG in the factored space [9] are given in Table I. Observe
TABLE I. The 12 largest eigenvalues of the reconstructed
MLE states.
Our reconstruction Häffner et al.
(using CG-APG) (Ref. [9], using DG)
0.7512 0.7514
0.0609 0.0609
0.0458 0.0456
0.0403 0.0400
0.0237 0.0234
0.0193 0.0189
0.0178 0.0174
0.0153 0.0149
0.0106 0.0102
0.0051 0.0048
0.0039 0.0036
0.0030 0.0030
the close correspondence between the two reconstructed
states.
The table of eigenvalues also demonstrate the prob-
lem with using the compressed sensing (CS) scheme of
Figure 2.8: Performances of iterative algorithms. The deviation F − Fmin =
1
N log(LLmax). Here N = 38× 100, since there are 100 copies for each of the 38
settings of the 8-qubit product-Pauli measurements [18] (from [61]).
state tomography that always yields a valid, non-negative, density operators is
biased.
This kind of biasing problem relies more specifically on the fact that a pro-
cedure which takes the physicality constraint into account provides states with
rank smaller than states reconstructed by linear inversion, this problem is usu-
ally addressed as low rank problem.
2.3.2 Low rank problem
Estimators manage to provide a physical state, specifically states which fulfill
the positivity constraint (1.15) even when linear inversion offers a non-physical
solution. To accomplish this task, all the eigenvalues of the unphysical density
matrix are forced to be non negative, but in doing so, originally negative eigen-
values eventually go to zero. Because of this, estimators turn out to provide
rank-deficient yet physical density matrices. Fig. 2.11, shows what happens to
the maximum likelihood reconstructed state ρMLE when the density matrix ob-
tained by linear inversion ρtomo is unphysical. Starting from the physical region
where all eigenvalues are non-negative, the estimated state is moved towards
the unphysical region where at least one eigenvalue is negative. Supposing that
e genvalues change smoothly near the hyperplane which separates the regions,
at least one of them has to approach zero before the corresponding state reaches
the unphysical region. As a consequence, all the states which lie on the edge
have at least one null eigenvalue and are not full rank.
To understand why predicted zero eigenvalues are actually a problem in
quantum state reconstruction one must have a look to probability theory. In fact
a quantum state is nothing more than a prediction of the future. Every estimate
2.3. STATE RECONSTRUCTION 27
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Systematic errors in current quantum state tomography tools
Christian Schwemmer,1,2 Lukas Knips,1,2 Daniel Richart,1,2 and Harald Weinfurter1,2
1Max-Planck-Institut für Quantenoptik, Hans-Kopfermann-Str. 1, D-85748 Garching, Germany and
2Department für Physik, Ludwig-Maximilians-Universität, D-80797 München, Germany
Tobias Moroder,3 Matthias Kleinmann,3 and Otfried Gühne,3
3Naturwissenschaftlich-Technische Fakultät, Universität Siegen, Walter-Flex-Str. 3, D-57068 Siegen, Germany
Common tools for obtaining physical density matrices in experimental quantum state tomography
are shown here to cause systematic errors. For example, using maximum likelihood or least squares
optimization for state reconstruction, we observe a systematic underestimation of the fidelity and an
overestimation of entanglement. A solution for this problem can be achieved by a linear evaluation
of the data yielding reliable and computational simple bounds including error bars.
PACS numbers: 03.65.Ud, 03.65.Wj, 06 20.Dk
Introduction.—Quantum state tomography (QST) [1]
enables us to fully determine the state of a quantum
system and thereby to deduce all its properties. As
such QST is widely used to characterize and to evalu-
ate numerous experimentally implemented qubit states
or their dynamics, e.g., in ion trap experiments [2, 3],
photonic systems [4, 5], superconducting circuits [6], or
nuclear magnetic resonance systems [7, 8]. The increas-
ing complexity of todays multiqubit/qudit quantum sys-
tems brought new challenges but also progress. Now,
highly efficient methods allow an even scalable analysis
for important subclasses of states [9, 10]. The calculation
of errors of QST was significantly improved although the
errors remain numerically expensive to evaluate for larger
systems [11]. Moreover QST was used to detect system-
atic errors in the alignment of an experiment itself [12].
A central step in QST is to establish the state from the
acquired experimental data. A direct, linear evaluation
of the data returns almost for sure an unphysical den-
sity matrix with negative eigenvalues [13]. Thus, several
schemes have been developed to obtain a physical state
which resembles the observed data as closely as possible
[4, 14, 15].
In this Letter we test whether the näıve expectation
is met that QST delivers proper estimates for physical
quantities. We test this for the two most commonly used
reconstruction schemes—maximum likelihood (ML) [15]
and least squares (LS) [4]—using Monte Carlo simula-
tions. This expectation is not fulfilled: both schemes
return states which deviate systematically from the true
state, e.g., underestimate the fidelity as shown in Fig. 1.
For data sizes typical in multiqubit experiments the de-
viation from the true value is significant, in fact it is
larger than commonly deduced “error bars” [16]. We
show that the constraint of physicality necessarily leads
to systematic errors for the reconstruction scheme. The
size of these errors depends on the experimental noise
and unavoidable statistical fluctuations. We find that it
is advisable to evaluate linear operators directly on the
raw data. We also show how physical quantities that
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FIG. 1: (Color online) Histogram of the fidelity estimates
of 500 independent simulations of QST of a noisy four-party
Greenberger-Horne-Zeilinger (GHZ) state for three different
reconstruction schemes. The values obtained via maximum
likelihood (ML, blue) or least squares (LS, red) fluctuate
around a value that is lower than the initial fidelity of 80%
(dashed line). For comparison, we also show the result using
linear inversion (LIN, green), which does not suffer from such
a systematic error called bias.
are given by convex (concave) nonlinear functions of the
density matrix like the bipartite negativity etc., can be
linearized thereby providing a meaningful lower (upper)
bound, namely a directly computable error bar.
Standard state tomography tools.—The aim of QST is
to identify the initially unknown state ̺0 of a system via
appropriate measurements on multiple preparations of
this state. For an n-qubit system, the so-called Pauli to-
mography scheme consists of measuring in the eigenbases
of all 3n possible combinations of local Pauli operators,
each yielding 2n possible results [4]. In more general
terms, in a tomography protocol one repeats for each
measurement setting s the experiment a certain number
of times Ns and obtains c
s
r times the result r. These num-
bers then yield the frequencies f sr = c
s
r/Ns. The proba-
bility to observe the outcome r for setting s is given by
P s̺0(r) = tr(̺0M
s
r ). Here, M
s
r labels the measurement
Figure 2.9: Histograms of fidelities between reconstructed states and GHZ4
state, with least squar s optimization in red, maximum likelihood in blue and
linear inversion in green (from [62]).
5.2. Constrained state estimation
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Figure 5.4.: Both maximum likelihood (ML) and least squares (LS) estimation
can lead to a systematic overestimation of the negativity which, in consequence,
may lead to false entanglement detection when analyzing separable states as shown
in b). As discussed in publication P5.1, linearization of the negativity allows to
deduce a lower bound (LBL) such that a valid estimate is obtained.
Figure 5.5.: Enforcing physicality in a quantum state esti ation scheme leads
to biased state estimation. Before fitting, the de ermined states scatter round
the true state % with many of them lying outside the physical regime. Fitting
algorithms based on maximum likelihood or a least squares minimization map
all states with negative eigenvalues on the border of the state space. Effectively,
this leads to a shift of the center of mass of the distribution of states which is
subsequently observed as a bias.
151
Figure 2.10: The state obtained by averaging expectation values of Stokes pa-
rameters fits the target one (a), if unphysical states are projected onto the
physical space, the state provided by the averaging of the correlations does not
fit with the true state (from [45]).
of a state is done on a finite amount of data a d quan itativ evaluation of an
estimate is a matter for debate, especially when one considers low probabilities.
One can start considering for example an estimator which never observed the
event k over a finite number of observations. One should the hardly claim that
the probability for his outcome pk = 0 since pk might be simply very small but
not necessarily zero. For one trial it is quite trivial to see how such estimate
is unjustified if pk 6= 1. But actually, no matter how many data points the
estimator has, one can always imagine a much larger data set in the future, which
might debunk the prediction “pk = 0”. Even considering statistical uncertainty
does not solve the problem. For instance, while p̂ = 0.5 is a decent estimate
of p = 0.51, on the other side p̂ = 0 is not a good estimate for p = 0.01. The
estimate p̂ = 0.5 could mean p̂ = 0.5 ± 0.01. To report p̂ = 0 ± 0.01, however,
is nonsensical. This would mean “p is probably between −0.01 and 0.01” but
p must be non-negative, an unconditionally better description is “p is probably
between 0 and 0.01”. This is not the only way of representing the probability p
28 CHAPTER 2. QUANTUM TOMOGRAPHY
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ρ̂MLE
ρ̂tomo
Positive states
Negative tomographic
estimates
Figure 2. An example of a likelihood function (for a single qubit) whose
unconstrained maximum lies outside the state-set and whose constrained
maximum therefore lies on its boundary. The domain shown here is a cross
section of the Bloch sphere, with 〈σy〉 = 0. This particular likelihood function
is obtained from 16 measurements each of σx and σz, comprising 14 |1〉 and
|+〉 results and 2 |0〉 and |−〉 results. The unconstrained maximum of L(ρ) is
at ρ̂tomo = 12
(
1 + 34σx +
3
4σz
)
, which has a negative eigenvalue. The constrained
maximum is at ρ̂MLE = |ψ〉〈ψ |, where |ψ〉 = (2 +
√
2)−1/2.
1.3. What is the underlying flaw?
Tomography and MLE maximize L(ρ) over different domains. They display the same
pathology, implying unjustifiable (zero or negative) probabilities. The underlying problem is
simple: maximum likelihood methods are frequentistic; they interpret observed frequencies as
probabilities. By maximizing L(ρ), they seek to fit the observed frequencies as precisely as
possible. If there exists a ρ̂ that fits the data exactly, then that is always the best estimate.
The point of state estimation, however, is not solely to explain the data. Rather, it is to find a
state that will predict the future. It should concisely describe what the estimator knows about the
system being estimated. Mindless data fitting accomplishes only retrodiction, of the past. The
best description of the past (i.e. data) probably does not describe the estimator’s knowledge,
especially his/her uncertainty.
For example, consider estimating the bias of a coin after flipping it just once. The best
fit to the data is to assume that the coin always comes up the same way. This clearly does
not describe the estimator’s knowledge—an honest description would perhaps include the word
‘scant’. Ironically, it is the high entropy of the estimator’s knowledge that causes a spuriously
low-entropy estimate.
The problem with MLE is that it matches probabilities to observed frequencies, consistent
with frequentist statistics. This is actually unfair to frequentism, which begins by defining
probability as the infinite-sample-size limit of frequency. A true frequentist avoids making
statements about probabilities in the absence of an infinite ensemble, so applying a frequentist
method to relatively small amounts of data is inherently disaster-prone. Nonetheless, this is
precisely what is happening in MLE. For further discussion, see section 2.4.
New Journal of Physics 12 (2010) 043034 (http://www.njp.org/)
Figure 2.11: Maximum likelihood convex function. The state which m ximize
this function ρtomo i not physical. In fact it lies outside the physical region. If
one constraints the maximizati n ov r the region of ph sical states then finds
the maximum likelihood reconstructed state ρMLE (from [55]).
between 0 and 0.01 since the confidence of an estimator might be skewed towards
one side of the interval. Anyway, 0 is only optimal when the confid nc interval
has zero width which implies absolute certainty about the outcomes of future
measurements. If one accepts that zero probabilities are implausible, then each
zero eigenvalue should be replaced by a small, but finite ε. However this choice
brings two substantial problems. Firstly, what is ε, that is how is it related to
the number of measurements, secondly, how does this fixing of small eigenvalues
affects the larger eigenvalues of ρ. In fact increasing many small e genvalu s will
require decreasing the largest on s. The nly w y to resolve th s messy sit ation
is to avoid zero eigenvalues in the first place. To do so one can think for instance
of procedures which force full rank reconstruction of the states. An example for
such procedures is the hedged estimator which is analogous to the maximum
likelihood estimator but with a significant modification. A hedged estimator
replaces the standard likelihood function L(ρ) = Pr(observed data|ρ) with the
product of L and an “hedging function”[63]
h(ρ) = det(ρ)
β
, (2.33)
where β = 12 is a positive constant chosen by the estimator. In Fig. 2.12 one
can see how the grid of the reconstructed states for 〈σz〉 = 0 is distorted for
hedged maximum likelihood compared with the standard maximum likelihood
and the linear inversion.
In order to have a quantitative estimation of how this second kind of pro-
cedures overco es procedures affected by the low rank problem one can look
at two simp estimators, one for each lass. The first one is the so-called
constrain d least-squares p−distance estimator as defin d in (2.18), t e oth r
estimator is the hedged estimator[65]
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Figure 2.12: On the left it is shown the grid for pairs of expectation value 〈σx〉
and 〈σy〉 when 〈σz〉 = 0, the blue circle contains those knots which correspond to
physical states. In the middle, maximum likelihood reconstruction moves dots
got by liner inversion into physical region, in particular all the states which were
nonphysical are projected on the surface of the sphere, that is are made pure.
On the right hedged maximum likelihood provides a physical state, which lies
inside the physical region with no one on the edge for any value of expectation
value for the correlations (from [64]).
re =
{
r, if ‖r‖ ≤ 1√
1− hr/‖r‖ if ‖r‖ > 1 (2.34)
this estimator indeed forces the state to be full rank (see Fig. 2.13). Now in
order to compare these two estimators one has to fix the value of h. Here it
is chosen so that expected Hilbert-Schmidt risk between the target state ρ and
the estimated state ρe for a given set of data D
R(ρ, ρe) =
∑
D
Pr(ρ|D) tr(ρ− ρe)2; (2.35)
is maximum in r = (0, 1). In such a way one finds
h =
1
N
− 1
N2
, (2.36)
where N is the number of measurements in each direction [65]. Fig. 2.14 shows
how the hedged estimator improves always in terms of Hilbert-Schmidt risk
estimator reporting rank-deficient physical states.
2.3.3 Bayesian mean estimation
Bayesian estimation is another procedure often employed in order to overcome
the low rank problem, moreover it provides natural errors to the reconstructed
state. First one needs to define a probability distribution for physical states
given a set of tomographic measurements. For example one can start from the
maximum likelihood function and multiply it by a prior distribution over the
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Maximum likelihood quantum state tomography is inadmissible
Christopher Ferrie∗
University of Technology Sydney, Centre for Quantum Software and Information, Ultimo NSW 2007, Australia
Robin Blume-Kohout
Center for Computing Research, Sandia National Laboratories, Albuquerque, New Mexico, 87185
(Dated: August 6, 2018)
Maximum likelihood estimation (MLE) is the most common approach to quantum state tomog-
raphy. In this letter, we investigate whether it is also optimal in any sense. We show that MLE
is an inadmissible estimator for most of the commonly used metrics of accuracy—i.e., some other
estimator is more accurate for every true state. MLE is inadmissible for fidelity, mean squared
error (squared Hilbert-Schmidt distance), and relative entropy. We prove that almost any estimator
that can report both pure states and mixed states is inadmissible. This includes MLE, compressed
sensing (nuclear-norm regularized) estimators, and constrained least squares. We provide simple
examples to illustrate why reporting pure states is suboptimal even when the true state is itself
pure, and why “hedging” away from pure states generically improves performance.
Introduction: Quantum state tomography means
reconstructing—or, more precisely, estimating—a quan-
tum state ρ, using data D that are the results of mea-
surements on many copies of ρ. The question “When and
how can a state be estimated accurately?” goes back at
least to Pauli [1], but has been intensively studied since
the 1990s because of its applications in quantum informa-
tion science. Reliable tomography is now fairly routine,
especially in cases where there is some engineered target
state in mind. Tomography scales poorly with system
size—it requires resources that scale exponentially with
the number of degrees of freedom—but remains a useful
and essential ingredient in engineering small quantum
devices. Since about 2000, the most common analysis
method for tomographic data has been maximum likeli-
hood estimation (MLE) [2, 3]. The MLE estimate is the
state ρ̂ that maximizes the likelihood function, which is
defined as the probability of the actually-observed data,
given ρ:
L(ρ) ≡ Pr(D|ρ); ρ̂ = argmax[L(ρ)] (1)
MLE is convenient, ubiquitous, and grounded in a well-
studied statistical principle. Sometimes the simplest so-
lutions are also the best, and since MLE has received so
much attention, it is reasonable to wonder whether it is
also optimally accurate in some sense. Should it be pre-
ferred over other estimators in principle, not just as a
convenient tool? The answer turns out to be “no”.
The MLE of a quantum state depends, of course,
on the observed data D. For some datasets, the esti-
mate can be a pure state. This seems fairly innocu-
ous. Other estimators, including nuclear-norm regu-
larization (“compressed sensing”) [4–6] and constrained
least-squares (“positivized linear inversion”) [7–9], share
the same property. But reporting pure estimates turns
out to be dangerous. Suppose that ρ̂(D) is an estimator,
∗ csferrie@gmail.com; https://www.csferrie.com
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Figure 1. Estimators and Hilbert-Schmidt risk for
N = 4 Pauli measurements on a rebit. Panel (a) shows
the estimates reported by the constrained least-squares es-
timator (Eq. 9) and its hedged counterpart (Eq. 10). All
the hedged estimates lie inside the state space boundary.
Panel (b) shows the difference in the Hilbert-Schmidt risk be-
tween the constrained least-squares and hedged estimators.
The constrained least-squares estimator is outperformed ev-
erywhere, which demonstrates its inadmissibility.
and there are two datasets D1 and D2 that are consis-
tent with the same states—meaning that the states ρ for
which Pr(D1|ρ) = 0 and Pr(D2|ρ) = 0 are the same—
and one of the estimates ρ̂(D1) and ρ̂(D2) is pure while
the other is mixed. (In most situations, this describes
MLE and the other estimators mentioned). Then, as we
will show, this estimator is suboptimal in a very strong
sense: it is inadmissible as measured by the infidelity
error metric. Admissibility is a standard concept from
statistical decision theory [10], defined precisely below.
But in essence a inadmissible estimator is strictly less
accurate than some other estimator. It may be used for
convenience, but is generally excluded from discussions
of optimality.
Admissibility depends on the error metric used to de-
fine “accuracy”. Infidelity (mentioned above) is not the
only metric. Other error metrics used to evaluate quan-
tum tomography include mean-squared error (squared
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Figure 2.13: Distribution of 50 reconstructed states. Orange dots corresponds
to states obtained from constrained estimator (2.18), while blue ones are those
marking states obtained through hedged estimator (2.34), white circles indicates
surfaces with same purity (from [65]).
state in order to get a measure Dρ = π(ρ)dρ. R co structed state is then
defined as the mean of the distribution over al the vol me of physical states
ρ̄BME =
∫
ρL(ρ)Dρ∫
L(ρ)Dρ . (2.37)
Defining the Bloch vector in analogous way, one can get the variance of its
component as (∆xBME)
2
= x2BME − x2BME where
f(x) =
∫
f(x)L(r)Dr∫
L(r)Dr . (2.38)
Thus, on one side Bayesian mean estimation provides well-motivated error
bars comp tible with the reconstructed state ρBME, and is not affect by the low
rank problem, in fact ρBME’s eigenvalues are never unjustifiably zero [55], on
the other side there is a big disadvantage; it is unclear which is the best way
to implement the int gration over the physical states. Both the reconstructed
state and its uncertainty in fact depend on the prior function set to define a
measure over the space of physical states Dρ [32]. Such a handicap makes it
indeed very challenging to implement this scheme for actual tomography.
2.3.4 Bootstrapping
Although errors with Bayesian mean estimation are obtained straightforwardly
from theory, it is possible to evaluate uncertainty associated with the recon-
structed state for any choice of the estimator and for any result provided
by such estimator. The method which allows this error evaluation is called
bootstrapping or case resa pling procedure [66]. Uncertainty stimated with
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Figure 2.14: Relative Hilbert-Schmidt risk along the Z-axis, as a function of
the radial coordinate ‖r‖. In (a) relative risk is calculated for after a number
of measurements equal to N = 10, 25, 40, 55, 70, 85, 100. (b) shows with more
detail the behaviour of the risk for higher valueso of ‖r‖ (from [65]).
bootstrapping contains however systematic biases for the different tomographic
methods [52]. Once one has collected all experimental data and determined a
density matrix, one can use this last one to simulate a new data set employing
the same measurement operators and probability distributions (2.3). Then for
each of these data sets one can perform state reconstruction so that one gets a
distribution of density matrices. The argument which supports this procedure
is that each data set generated might have been actually measured, and all the
reconstructed density matrices, each with its probability might be the actual
density matrix under examination.
2.4 Alternative tomographic schemes
The basic tomographic scheme discussed so far, represents often only a starting
point for other procedures which aim to perform tomography in a more efficient
way that is reaching a good precision for estimation with as little effort as
possible. This section selects and describes tomographic protocols among the
most promising ones in terms of robustness or simplicity of their experimental
implementation.
2.4.1 Self-guided tomography
Self-guided quantum tomography [67] relies on a self-learning technique able
to guide itself to an arbitrarily precise estimate of target state. In order to
fulfill this task the algorithm of self-guided tomography has to evaluate at each
step how far the reconstructed state is away from target one, and has to try
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to indicate the direction the experimenter needs to perform next measurement.
Namely, let ρ be the target state, σ the estimated state at the i−th step and m
the measure chosen for evaluating the distance between these physical states.
Then an expectation value is assigned to a function f of σ once fixed target
state ρ
f(σ) = 〈m(ρ, σ)〉 . (2.39)
Of course one has to require that the distance measure m can be estimated
from the experiment. It turns out that the efficiency of the algorithm does not
depend on which measure the algorithm is considering, therefore the idea is to
chose that one which requires less time to be measured, in order to speed up
each step and the whole procedure accordingly; for example, if one considers
pure states, one can use for metric the infidelity between the states [68]
m(ρ, σ) = 1− F (ρ, σ). (2.40)
Once the point of how to experimentally evaluate the distance among states was
resolved, the task is to employ this information to provide an estimate state of σ
which is nearer and nearer to ρ at each iterative step. To this end the algorithm
makes use of the so-called simultaneous perturbation stochastic approximation
[69]. Given a state σ it defines two proposal states σ+ and σ− which depends
on σ trough
σ± = σ ± β∆, (2.41)
where β ∈ R and ∆ ∈ H, the Hilbert space of physical states. In such a way
it becomes possible to define the gradient g of f as difference quotient between
σ− and σ+, in particular at k-th step the gradient reads
gk =
f(σk + βk∆k)− f(σk − βk∆k)
2βk
∆k. (2.42)
Gradient gk indicates direction where move the old estimate state to get a new
one ensuring a lower value for f , in fact one has
σk+1 = σk + αkgk. (2.43)
In order to explore all directions, ∆k is randomly generated at each step while
numerical parameters like αk and βk are tuned through extensive numerical
simulations on many problems. Gradient gk indicates the direction where to
move the old estimated state to get a lower value for f . Fig. 2.15, shows the
path iteration by iteration of reconstructed single qubit states on the Bloch
sphere surface. On the left 102 measurements are performed at each step, on
the right side 104. Surprisingly, one can see that performance of the tomography
does not increase significantly with the number of measurements; this represents
indeed the peculiar advantage of self-guided tomography.
A most interesting result of self guided tomography is visible also from Fig.
2.15; when estimated state converges on the target true state, the performance is
roughly independent of the number of experiments shot for iteration. Moreover
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FIG. 1: Estimating the state of a qubit via SGQT and the
fidelity metric. On the left, each fidelity estimate was gen-
erated with N = 102 single shot experiments—on the right,
N = 104. Each line represents one of three runs with k = 103
iterations.
our problem but the asymptotically optimal [6] values
s = 1 and t = 1/6 seems to perform well even early
on. The random direction 4k is arbitrary, up to some
constraints. Given some vector representation of the op-
erators, we take the common choice 4k = ±1 for each
element of the vector and the sign randomly assigned by
a fair coin toss. For a,A and b, the optimal parame-
ter are more problem dependent and here we have two
different sets depending on whether we are demonstrat-
ing asymptotic performance or not—these values will be
noted when the results are discussed later on. Conver-
gence results on SPSA [6, 7] imply that the infidelity, for
example, decreases at rate O(1/kγ), where the exponent
actually achieved is highly problem-dependent. Asymp-
totic results, however, give a rate γ ≈ 1 to first order.
We illustrate the iterations of the algorithm in Fig. 1
for the metric m(ρ, σ) = 1 − F (ρ, σ) the infidelity be-
tween the two states. For pure states this is equivalent
to m(ψ, φ) = 1− |〈ψ|φ〉|2 and can be estimated by mea-
suring in the basis containing |φ〉. That is, by counting
the number of outcomes in the direction of |φ〉, say n(φ+),
we can estimate
m(ψ, φ) ≈ 1− n(φ+)
n(φ+) + n(φ−)
, (6)
which fluctuates due to statistical noise. In Fig. 1, we
see this manifest through the volatility of the path taken
by the algorithm when n(φ+) + n(φ−) ≡ N = 102 and
N = 104. We might expect then that more experiments
are needed to mitigate these fluctuations as we converge
on the target true state. We will see, however, that this
intuition fails us. That is, for a fixed number of iter-
ations, the performance is roughly independent of the
number of experiments. This will demonstrate the supe-
rior efficiency of SGQT to converge well beyond what we
might expect to be the “noise floor”.
In our discussion, we will refer to the follow three al-
gorithmic and experimental parameters: N , the num-
ber of experiments per estimate of m; M , the number
of estimates of m per iteration; and k, the number of
iterations. Thus, the total number of experiments is
Ntot = N ·M ·k. For standard finite difference gradient es-
timation, we have M = 2d, where d is the real dimension
of the state space. For n pure qubits d = 2(2n−1), which
grows exponentially. For SGQT, however, M = 2 regard-
less of the dimension, thus we will restrict our attention
to N and k with the understanding that Ntot = 2Nk.
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FIG. 2: The infidelity vs the number of iterations k achieved
by SGQT. Each line is the median performance of SGQT
over 100 randomly (according to Haar measure) chosen pure
states. The shaded regions represent the interquartile range of
infidelities. The inset shows the performance as function N ·k
by simply shifting the original lines by their corresponding
N . The SGQT parameters chosen for these simulation where
a = 3, A = 0 and b = 0.1.
We continue with the qubit example of Fig. 1 to deter-
mine how the performance of SGQT scales with N and
k retaining the fidelity objective function in Eq. (6). In
Fig. 2, we plot the infidelity as a function k. We find,
independent of N , the asymptotic scaling of infidelity is
O(1/kγ) with γ ∈ (1.16, 1.20). This is slightly better
than what we would expect from the asymptotic rate of
O(1/k).
The inset in Fig. 2 shows that in the asymptotic
regime, the performance is roughly independent N , but
also shows that, in terms of the total number of experi-
ments, fewer repetitions per measurement setting is bet-
ter initially. That is, contrary to what we might expect,
it is not necessary to increase the number of experimen-
tal repetitions to increase the accuracy of the estimated
fidelity. This false intuition would, however, hold true
if we were to use an optimization algorithm (such as a
standard gradient descent) which does not take account
of the stochasticity in estimating the fidelity.
Figure 2.15: Paths with k = 103 steps for the reconstructed states in self-guided
tomography. Starting point is a state here represented as the north pole of
the Bloch sphere. Three sets of random direction, define each a different path
leading near to the true state. On the left the gradient at each step is calcu-
lated after N = 102 measurements, on the right after N = 104 measurements
(from [67]).
for a fixed total number of experiment shot, the procedure with less measure-
ments and more steps gu rantees an higher fidelity of the state. In Fig. 2.16
one can look at the trend of infidelities for selfguided tomography performed
with 10, 102 or 104 measurements for iteration, with an inset which stresses the
differences after the same total number of experiments shot.
2.4.2 Permutationally inv riant tomography
The protocol described here is suited especially for reconstruction of permuta-
tionally invari nt states [70]. In fact eve y quantum sta e ρ can be decomposed
in two parts, the permutati nally invariant ρPI and non-pe mutationally invari-
ant part ρPI such that
ρ = ρPI + ρPI . (2.44)
The definition of permutaionally invariant states ρPI is made in terms of per-
mutation operator for qubits Πi like
ρPI =
1
N !
∑
i
Π†iρΠi. (2.45)
Permutation operators Πi acts on n qubit states by switching the i−th qubit
with the next one when i 6= n and the last qubit with the first hen otherwise,
thus labeling each qubit with an index like |ψ〉 = |1, . . . , i, . . . , n〉, Πi reads
Πi = |1, . . . , i+ 1, i, . . . , n〉〈1, . . . , i, i+ 1, . . . , n| . (2.46)
Before proceeding with the discussion of the protocol, one might observe that
convenience of the scheme relies on the fact that many states of physical interest
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FIG. 1: Estimating the state of a qubit via SGQT and the
fidelity metric. On the left, each fidelity estimate was gen-
erated with N = 102 single shot experiments—on the right,
N = 104. Each line represents one of three runs with k = 103
iterations.
our problem but the asymptotically optimal [6] values
s = 1 and t = 1/6 seems to perform well even early
on. The random direction 4k is arbitrary, up to some
constraints. Given some vector representation of the op-
erators, we take the common choice 4k = ±1 for each
element of the vector and the sign randomly assigned by
a fair coin toss. For a,A and b, the optimal parame-
ter are more problem dependent and here we have two
different sets depending on whether we are demonstrat-
ing asymptotic performance or not—these values will be
noted when the results are discussed later on. Conver-
gence results on SPSA [6, 7] imply that the infidelity, for
example, decreases at rate O(1/kγ), where the exponent
actually achieved is highly problem-dependent. Asymp-
totic results, however, give a rate γ ≈ 1 to first order.
We illustrate the iterations of the algorithm in Fig. 1
for the metric m(ρ, σ) = 1 − F (ρ, σ) the infidelity be-
tween the two states. For pure states this is equivalent
to m(ψ, φ) = 1− |〈ψ|φ〉|2 and can be estimated by mea-
suring in the basis containing |φ〉. That is, by counting
the number of outcomes in the direction of |φ〉, say n(φ+),
we can estimate
m(ψ, φ) ≈ 1− n(φ+)
n(φ+) + n(φ−)
, (6)
which fluctuates due to statistical noise. In Fig. 1, we
see this manifest through the volatility of the path taken
by the algorithm when n(φ+) + n(φ−) ≡ N = 102 and
N = 104. We might expect then that more experiments
are needed to mitigate these fluctuations as we converge
on the target true state. We will see, however, that this
intuition fails us. That is, for a fixed number of iter-
ations, the performance is roughly independent of the
number of experiments. This will demonstrate the supe-
rior efficiency of SGQT to converge well beyond what we
might expect to be the “noise floor”.
In our discussion, we will refer to the follow three al-
gorithmic and experimental parameters: N , the num-
ber of experiments per estimate of m; M , the number
of estimates of m per iteration; and k, the number of
iterations. Thus, the total number of experiments is
Ntot = N ·M ·k. For standard finite difference gradient es-
timation, we have M = 2d, where d is the real dimension
of the state space. For n pure qubits d = 2(2n−1), which
grows exponentially. For SGQT, however, M = 2 regard-
less of the dimension, thus we will restrict our attention
to N and k with the understanding that Ntot = 2Nk.
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FIG. 2: The infidelity vs the number of iterations k achieved
by SGQT. Each line is the median performance of SGQT
over 100 randomly (according to Haar measure) chosen pure
states. The shaded regions represent the interquartile range of
infidelities. The inset shows the performance as function N ·k
by simply shifting the original lines by their corresponding
N . The SGQT parameters chosen for these simulation where
a = 3, A = 0 and b = 0.1.
We continue with the qubit example of Fig. 1 to deter-
mine how the performance of SGQT scales with N and
k retaining the fidelity objective function in Eq. (6). In
Fig. 2, we plot the infidelity as a function k. We find,
independent of N , the asymptotic scaling of infidelity is
O(1/kγ) with γ ∈ (1.16, 1.20). This is slightly better
than what we would expect from the asymptotic rate of
O(1/k).
The inset in Fig. 2 shows that in the asymptotic
regime, the performance is roughly independent N , but
also shows that, in terms of the total number of experi-
ments, fewer repetitions per measurement setting is bet-
ter initially. That is, contrary to what we might expect,
it is not necessary to increase the number of experimen-
tal repetitions to increase the accuracy of the estimated
fidelity. This false intuition would, however, hold true
if we were to use an optimization algorithm (such as a
standard gradient descent) which does not take account
of the stochasticity in estimating the fidelity.
Figure 2.16: Trend of infidelity 1−F (ρT , ρe) after a given number of iterations
for N = 10, 102, 103 measuremtetnts. The thick lines correspond to the median
while coloured regions correspond to interquartile ranges over 100 pure target
states randomly distributed according to Haar measure. In the inbox same
infidelities are compared with the total number of measurements. One can
see that, for a given number of measurements strategy with less measurements
for each iteration overcome the others, especially when few measurements are
performed.(from [67])
are actually permutationally invariant st tes. Most common example are the
Greenberger–Horne–Z ilinger state [71], whi h for n qubits reads
|GHZn〉 =
|0 . . . 0〉+ |1 . . . 1〉√
2
, (2.47)
the Wn state [72]
|Wn〉 =
1√
n
(|10 . . . 0〉+ |01 . . . 0〉+ · · ·+ |00 . . . 1〉) , (2.48)
and its generalization, the symmetric Dicke state [73]
∣∣Dkn
〉
=
1√
Ckn
∑
l
Pl
(
|1〉⊗k ⊗ |0〉⊗(n−k)
)
. (2.49)
where
∑
l Pl denotes the sum over all possible permutations and Ckn is the
binomial coefficient. Moreover, for many other states the non-permutationally
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invariant part is negligible, thus one can conclude that just the determination
of ρPI in many experimental realizations is already a fairly good approximation
to ρ. In order to take advantage of the symmetry of permutationally invariant
states, one can start observing that from (1.20) and (1.20), their correlation
elements read
Ti1,...in(ρPI) = 〈σi1 ⊗ · · · ⊗ σin〉ρPI =
1
n!
∑
i
Tr
(
ρΠiσi1 ⊗ · · · ⊗ σinΠ†i
)
,
(2.50)
where the cyclic property of trace was employed. From (2.50), it turns out that
the correlation elements Ti1,...in of permutationally invariant states are indepen-
dent under swapping of local measurements. In other words, one measurement
provides information on all the elements which are equivalent by indices per-
mutation and as a result a complete tomography is achieved with less effort.
Specifically, in order determine the number of independent correlation elements
one has to count how many combinations exist for the 3 single qubit Pauli op-
erators plus the identity in n slots. This is equivalent to looking at all possible
combinations of three bounds in n + 3 slots as shown in Fig. 2.17, in fact
each bound can be imagined as separating series of slots distinguished by Pauli
operators filling each slot. The number of these combinations is given by the
4.2. Partial tomography schemes
where the Πi are permutation operators for qubits. For many relevant quantum
states like GHZ states, W states or symmetric Dicke states, the non-permutatio-
nally invariant part vanishes and thus, even in many experimental realizations,
only determining %PI is a fairly good approximation to %. So far, determining %PI
has been theoretically discussed for spin systems in [273, 274] and experimentally
implemented for polarized photons in a single mode optical fiber in [275–277].
In the following, two different efficient representations of %PI shall be discussed
and how they can be exploited for tomographic analysis. The first one is based
on PI correlations, which allows for a simple derivation of the number of free
parameters. The second representation utilizes a block diagonalization of %PI
together with coarse graining, which proves to be advantageous especially for
maximum likelihood and least squares fitting algorithms.
Formally, a PI correlation TPIi1,...,iN is defined as
TPIi1,...,iN = 〈σi1 ⊗ ...⊗ σiN 〉PI =
1
N !
∑
i
Tr[%Πi(σi1 ⊗ ...⊗ σiN )Π†i ]. (4.28)
This definition reflects the fact that for PI states, the result of a correlation mea-
surement is ind pendent under swapping of l cal measurements. A PI quantum
state is uniquely described by its PI correlatio s, also called generalized Bloch
vector. Thus, in order to determine the measurement effort, it is necessary to
count the number of PI correlations. Therefore, let us consider Fig. 4.3a) where
a simple scheme to count PI correlations on the example of four qubits is shown.
There are three vertical red bars to separate the local settings σ0, σx, σy and σz.
The horizontal black place holders left of the red bar 1 are filled up with σ0, the
place holders between the red bars 1 and 2 are filled up with σx, those between
the red bars 2 and 3 are filled up with σy, and, finally, those right of the red bar 3
are filled up with σz. The PI correlation corresponding to this arrangement of red
the bars is shown beneath. A second example is shown in Fig. 4.3b). With this
scheme, one can easily count all PI correlations of an N -qubit state. The total
1 2 3
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Figure 4.3.: With a simple combinatorial argument, the number of parameters
that need to be determined for permutationally invariant tomography is
(
N+3
N
)
.
For details, see the main text.
number of PI correlations is given then by the number of possible distributions of
the three red bars which is, as can easily be seen,
(
N+3
N
)
= 1
6
(N3+6N2+11N+6).
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Figure 2.17: The number of para eters th t need to be det mined in order to
identify unambigously a permutationally invariant state, is given by the number
of possible distribution of the three red bars into n+ 3 sites (from[45]).
binomial coefficient
(
n+ 3
n
)
=
(n+ 3)(n+ 2)(n+ 1)n!
3!n!
=
1
6
(n3 + n2 + 11n+ 6), (2.51)
thus the necessary measurement effort to reconstruct a permutationally invari-
ant state scales only polynomially with the number of qubits. Actually, since
eigenstates of Pauli operators are eignestates of identity operators as well one
can further reduce the number of measurements necessary to determine all per-
mutationally invariant correlation elements. In particular an efficient approach
consists in a set a global operators A⊗Nj (j = 1, . . . DN ) where for each measure-
ment setting, the same local operator is measured on all qubits, with Aj = nj ·σ
while Dn is obtained similarly to the combinations of Eq.(2.51) but neglecting
now all those arrangements containing the identity operator which results in
Dn =
(
n+ 2
n
)
=
1
2
(n2 + n+ 2). (2.52)
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With such a choice for operators, one has an increasing of required measurements
which is only quadratic in the number of qubits, a factor n lower than what one
had without this choice. In order to further improve the procedure one can
optimize the set of measurement operators. In fact, even though this set can be
chosen quite arbitrarily if one wants to achieve small errors, it is best to choose
a uniform distribution for versors nj which characterizes the operators. In Fig.
2.18 two examples for uniform spread of n for four and six qubit tomography
are shown.
4.2. Partial tomography schemes
witnesses [278], entanglement witnesses [61, 158, 278, 279] and, more important
in this context, a lower bound for the overlap with the symmetric subspace can
be deduced [56].
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Figure 4.4.: Optimized set of measurement operators Aj visualized on the Bloch
sphere for a) four and b) six-qubit PI tomography.
Alternatively to the approach presented above, which is closely linked to the
concept of correlations, another ansatz based on a block diagonal decomposition
of % and coarse graining exists. It is advantageous both with respect to linear
inversion and a maximum likelihood reconstruction. As already mentioned, the
PI part of a state % can be reconstructed from collective measurements alone.
This property is reflected by the coarse grained measurement operators Mnj [57]
Mnj =
∑
i
Πi|0〉j〈0|⊗N−nj ⊗ |1〉j〈1|⊗N−nj Π†i (4.32)
=
(
N
n
)[
|0〉j〈0|⊗N−nj ⊗ |1〉j〈1|⊗N−nj
]
PI
(4.33)
where Πi are permutation operators for qubits and |0〉j and |1〉j are the eigenvec-
tors of Aj with eigenvalue +1 and −1, respectively. Using the expectation values
of the coarse grained measurement operators, %PI can be expressed as a linear
function of these expectation values in a similar way as in section 4.1.1. More
precisely, a basis of the PI subspace {Yn,PIj }, similar to the set {Yi} in Eq. 4.1,
has to be found, such that %PI can be expressed as
%PI =
DN∑
j=1
N∑
n=1
Yn,PIj 〈Mnj 〉. (4.34)
Similar to section 4.1.1, a shorthand notation is introduced, Yn,PIj −→ YPIλ and
Mnj −→ Mλ. As explained, %PI is uniquely described by its PI correlations, here
labeled as TPIµ ,
%PI =
1
2N
∑
µ
TPIµ Γ
PI
µ (4.35)
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Figure 2.18: Optimal choice for easurements of local operators Aj = nj ·σ, is
got through a uniform distribution of Dn versors. This distribution of versors
is here represented with blue squares on the Bloch sphere surface for 4qubit (a)
and 6 qubit states (b) (from[45]).
2.4.3 Compressed sensing
Sometime a prior knowledge of the state may suggest the use of protocols oth-
erwise ineffective, just like quantum state tomography with compressed sensing
[30] when low rank states are under examination. Given a n qubit state of rank d,
compressed sensing tomography allows to estimate the state with m = cdr log2 d
measurement settings and an error exponentially small in c. In f ct, from a
simple paramam te counting one can expect th t O(rd) could be nough to
completely reconstruct the state but actually it is not clear how to achieve this
performance in practice since mere knowledge of the rank of the state does not
provide enough information on which measurements and efficiently reconstruct
the density matrix.
2.4.4 Ma rix product st te omography
Every N qubit state |ψ〉 can be defined through matrix product state represen-
tation [74]
|ψ〉 =
1∑
i1,...,in=0
Tr
[
A
[1]
i1
A
[2]
i2
· · ·A[N ]iN
]
|i1, i2, . . . , iN 〉 , (2.53)
where A
[k]
ij
areR×R complex matrices withR bond dimension or local dimension
of the state. A product matrix state of bond dimension R can be biseparable
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into two states, each one with at most R qubits. Protocol starts by estimating,
through standard state tomography, the reduced density matrix ρκ of the first
κ = log2(R) + 1 qubits
ρκ = trκ+1,...,N (ρ). (2.54)
ρκ is then expressed through eigendecomposition
ρκ =
R∑
r=1
λr |φr〉〈φr| , (2.55)
please, note the sum goes to R instead of κ. In fact R is the bond dimension of ρ
and thus of Rκ as well. From eq. (2.55) one see that there exists a density matrix
with less qubits but same eigenvalues of ρκ. Then a local unitary operator acting
on the first κ can disentangle the state ρκ
U =
1∑
s=0
2κ−1∑
s′=0
|s〉1 ⊗ |s′〉2,...,κ 〈φs2κ−1+s′+1|1,...,κ , (2.56)
such that, if |v〉 is a pure state
U |φ〉 = |0〉1 |v〉2,...,N . (2.57)
The protocol proceeds in the same way for qubits from the second to the (κ+1)th
site, it considers a reduced κ qubit state and finds the operator U2 able to
disentangle it. Performing the procedures for N − κ + 1 states, the protocol
provides a sequence of local unitary operators U1, . . . , UN−κ+1 and a separable
state UN−κ+1 · · ·U1 |φ〉 = |0〉⊗N−κ+1⊗|η〉, with |η〉 (κ−1) qubit state. Fig. 2.19
shows a scheme for this protocol. The original state is then constructed through
the quantum circuit composed of unitary operations with small operation length
and a pure qubit state.
2
ting, correlations between neighboring particles are much
more pronounced (due to direct interaction) than corre-
lations between distant systems (mediated e.g. by global
fluctuations of control fields). An efficiently describable
class of states anticipating exactly this behavior has long
been studied under the names of finitely correlated states
(FCS) or matrix product states (MPS) [9, 10]. Impor-
tantly, restricting to this class is not a limitation since
every state may be written as a MPS with a suitable, al-
beit possibly large, matrix dimension. Since many states
that are relevant for quantum information processing or
quantum many-body physics have a small (independent
of N) bond dimension, our methods are directly applica-
ble to such states; examples include, but are not limited
to, ground and thermal states, the GHZ, W, cluster, and
AKLT states, the latter two being universal resources
states for quantum computing.
Given that standard tomography is no longer feasible
in a range of recent and upcoming experiments involving
large numbers of qubits, our results represent a signifi-
cant advance in the ability to verify and quantitatively
and efficiently benchmark systems of experimental im-
portance.
II. RESULTS
In the following we present two schemes for identify-
ing systems that are well approximated by an MPS, ini-
tially focusing on pure states for simplicity. We will view
each system as consisting of a linear chain of N qudits,
each having dimension d. Both schemes require the mea-
surement of linearly (in the system size N) many local
observables within finite accuracy, polynomial classical
post-processing of the data and can certify the accuracy
of the reconstructed state without making any technical
assumptions about the state in the laboratory. The first
scheme requires unitary control and local measurements
while the second scheme removes the need for unitary
control at the cost of more elaborate post-processing.
A. Scheme based on unitary transformations
The key idea of the method consists of a sequential
procedure to disentangle the left hand side of the chain
from the right hand side, using a sequence of unitary
operations with small interaction length independent of
N . The result will be a product state and a sequence
of local unitary operations from which to construct the
original state.
Suppose the ideal state in the laboratory is %̂ = |φ〉〈φ|,
which we assume for clarity is a MPS of given bond di-
mension. This implies that the rank of reductions to
one part of a bipartite (left vs. right) split of the chain
is bounded by a constant R. The protocol starts by
estimating, through standard state tomography, the re-
duced density matrix of the first κ = dlogd(R)e+ 1 sites,
FIG. 1. Quantum circuit that transforms |φ〉 into
|0〉⊗N−κ+1 ⊗ |η〉 with κ = 3. The unitaries Ûi successively
disentangle the particles and the state |η〉 on the last sites
acts as a boundary condition to determine the MPS descrip-
tion of |φ〉.
σ̂ ≈ trκ+1,...,N [%̂]. This reduced density matrix has the
eigendecomposition σ̂ =
∑R
r=1 σr|φr〉〈φr| where the rank
R ≤ dκ−1. Hence there exists a density matrix with one
fewer qudit that has the same rank R and eigenvalues σr
as σ̂. Therefore we can disentangle the first site in σ̂ with
the following unitary acting on the first κ sites:
Û =
d−1∑
s=0
dκ−1−1∑
s′=0
|s〉1 ⊗ |s′〉2,...,κ〈φsdκ−1+s′+1|1,...,κ, (1)
where |φ1〉, . . . , |φR〉 have been extended in some arbi-
trary way to get a complete basis for sites 1, . . . , κ. Ap-
plying Û produces the state Û |φ〉 = |0〉1⊗|v〉2,...,N , where
|v〉 is some pure state on sites 2, . . . , N . Hence Û disen-
tangles the first qudit from all the others. Now, set aside
this first qudit, look at sites 2, . . . , κ+ 1, and repeat the
above process as indicated on Fig. 1. In this way, one ob-
tains a sequence of unitaries Û1, . . . , ÛN−κ+1, where each
Ûi acts on sites i, . . . , i+κ−1. This sequence transforms
|φ〉 into ÛN−κ+1 · · · Û1|φ〉 = |0〉⊗N−κ+1 ⊗ |η〉, where |η〉
is some pure state on the last κ− 1 sites.
In summary, this scheme infers the quantum circuit
used to prepare an MPS [17]. The MPS decomposition of
|φ〉 can then be obtained readily from the Ui and |η〉 [18].
If the state in the laboratory %̂ is arbitrary, then the
reduced density matrices σ̂ will generally have full rank.
Hence in each step we will need to truncate the κ qudit
state σ̂ to a rank R subspace with R < dκ−1. Then the
above method will produce an MPS approximation to %̂.
The accuracy of this estimate can be certified, without
any assumptions on the state, by keeping track of the
effects of truncating each of the reduced states σ̂. As
shown in the Methods, errors of magnitude ε due to finite
measurement precision or truncation error (as measured
Figure 2.19: Sequence of unitary operators acts on three-qubit states. They end
up to disentangle |φ〉 into |0〉⊗N−κ+1 ⊗ |η〉, wher |η〉 is a two-qubit pure states
(fr m [74]).
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Chapter 3
Adaptive scheme for
tomography
This chapter presents a protocol for incomplete quantum state tomography. It
adaptively selects the measurements to perform in order to guarantee a larger
mean value of the fidelity between reconstructed and target state compared to
the value one gets with a scheme where measurements at each step are chosen
independently from the results of previous measurements. A specific adaptive
procedure has been developed and tested both for standard tomography which
exclusively employs product measurements and for tomography with entangled
measurements on mutually unbiased bases. The target states used in the sim-
ulations are pure states of up to four qubits. The sampling of the states is
discussed in the first section of this chapter.
3.1 Sampling of physical states
Sampling of physical states is indispensable in tomography simulation and com-
parison of different protocols, both to create a distribution of target states on
which to perform the measurements but also to extract the reconstructed state
at the end of the tomographic procedure. Moreover the adaptive scheme pro-
posed in this thesis mainly relies on the sampling of a distribution of states
with fixed constraints. In order to describe how Monte Carlo simulation [75] is
employed in the sampling of quantum states, one can start by observing that a
general measurement in quantum mechanics is a probability-operator measure-
ment with outcomes Π1, . . .ΠK which by definition are non-negative and with
up to unity sum
Πj ≤ 0;
K∑
j=1
Πj = 1. (3.1)
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According to Born’s rule the probability to get a detection at the j−th outcome
for some measurements of a physical state ρ is
pj = Tr (Πjρ) . (3.2)
If state ρ is unambiguously determined by probabilities p = (p1, . . . , pK) then the
positive operator-valued measures Πj are called informationally complete. Best
known example of informationally complete positive operator-valued measures
are the symmetric ones [76], such Πj fulfill
Tr(ΠiΠj) =
dδij + 1
d+ 1
, (3.3)
with dimension d = 2n of the n-qubit Hilbert space. The question of existence
of symmetric informationally complete positive operator-valued measures in any
dimension is still an open problem. However, for the single qubit case d = 2
one can rely on the Bloch sphere representation where symmetric operators
correspond to the vertices of a tetrahedron as shown in Fig. 3.1. In particular
they can be put in correspondence with the Bloch parameters x = 〈σx〉, y = 〈σy〉
and z = 〈σz〉 as
Π1 =
1
4
[
1 +
1√
3
(x+ y + z)
]
, (3.4)
Π2 =
1
4
[
1 +
1√
3
(−x− y + z)
]
, (3.5)
Π3 =
1
4
[
1 +
1√
3
(x− y − z)
]
, (3.6)
Π4 =
1
4
[
1 +
1√
3
(−x+ y − z)
]
. (3.7)
More generally, one also can consider all the possible unitary rotations of the
sphere
Πj =
1
4
(1+ aj · σj) , (3.8)
with vectors aj , j = 1, . . . , 4 corresponding to the four legs of the tetrahedron.
Then, one can study how a state can be actually sampled starting from a dis-
tribution for these probabilities. Consider the simple case of a qubit state mea-
sured by a three-outcome trine positive operator with probabilities depending
on Bloch parameters as
p1 =
1
3
(1 + x) , p2,3 =
1
3
(
1− 1
2
x±
√
3
2
y
)
. (3.9)
These probabilities further fulfill the constraint
∑3
k=1 p
2
k ≤ 12 . All these con-
straints can be summarized in the function wcstr(p) which is a product of step
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P00 ¼
1
4

1þ 1ffiffiffi
3
p ðsx þ sy þ szÞ

;
P01 ¼
1
4

1þ 1ffiffiffi
3
p ð−sx − sy þ szÞ

;
P10 ¼
1
4

1þ 1ffiffiffi
3
p ðsx − sy − szÞ

;
P11 ¼
1
4

1þ 1ffiffiffi
3
p ð−sx þ sy − szÞ

: ð5Þ
One can check that 2P00 can be understood as the average
of the projector jϕihϕj, where jϕi is the pure state
jϕi ¼ αj0i þ βj1i, with j0i and j1i being the basis
of the qubit and α ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ð1= ffiffiffi3p Þ
q
and β ¼
eiπ=4
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − ð1= ffiffiffi3p Þ
q
. Then, the four parameters Pij are
the average values of projectors onto four pure states
that are “Pauli displaced” of each other; explicitly, they
read [16]
D̂ijjϕihϕjD̂ij
¼ 1
2

1 − 1ffiffiffi
3
p

D̂00 þ
1ffiffiffi
3
p
X1
k;l¼0
ð−1Þil−jkD̂kl

; ð6Þ
where, according to the general definition [Eq. (3)], the
displacements are now D̂00 ¼ 1, D̂01 ¼ σ̂z, D̂10 ¼ σ̂x, and
D̂11 ¼ σ̂y. The overlapping between them is equal, in
modulus, to 1=
ffiffiffi
3
p ¼ 1= ffiffiffiffiffiffiffiffiffiffiffidþ 1p .
It is easy to realize that these states correspond to vertices
of a tetrahedron whose corners lie on the Bloch sphere,
which is illustrated in Fig. 1(b). Interestingly, these states
provide a maximal violation of the so-called crypto-local
hidden-variables theories for a bipartite quantum system
[27,28]. They minimize the informational redundancy
between the four collected histograms due to the fact that
their angular opening is maximal. This SIC POVM
approach is at the realm of the Singapore protocol [15],
which we discuss in Sec. V.
With these measured statistics, a linear reconstruction
can in theory be performed to obtain the density matrix
[29]. Since all experiments suffer from some sort of errors,
linear reconstruction often constructs nonpositive or mock
matrices. There are several different algorithms to obtain a
bona fide matrix from the given counts [30–32], but we use
the “forced purity” method since it is much less computa-
tionally exhausting than methods like maximum likelihood
and gives similar fidelities [32].
III. EXPERIMENT
To encode and decode information in the photonic
transverse degrees of freedom, we use a spatial light
modulator (SLM), which permits pixel-by-pixel control
of the phase of the reflected (transmitted) light. Recently,
Bolduc et al. have shown [33] an exact solution to the
problem of finding the hologram pattern that gives any
transverse field profile in the first order of diffraction,
limited only by the resolution and quality of controlling the
phase delay of the SLM’s pixels.
A suitable choice for a basis is the photonic OAM
eigenstates, which correspond to a beam that possesses a
helical phase front hrjli ¼ exp ðilϕÞ, where l is an integer
and ϕ is the azimuthal angle of cylindrical coordinates [19].
Such a beam carries a well-defined, quantized OAM value
FIG. 1. Bloch sphere representation of two different informa-
tionally complete measurements of a qubit. (a) MUB measure-
ment has six measurement outcomes that correspond to vertices
of an octahedron. (b) SIC POVM measurement has four meas-
urement outcomes that correspond to vertices of a tetrahedron.
FIG. 2. Experimental setup for generating and detecting OAM
photonic qudit states. The signal photon generated via sponta-
neous parametric down-conversion (not shown) is spatially
cleaned and sent into the main setup via a single-mode optical
fiber (SMOF). Photonic qudit states (SIC POVMs) are generated
by a holographic approach in which the desired kinoform is
displayed on the spatial light modulator A (SLMA). A half-wave
plate (HWP) optimizes the first order of diffraction on SLMA,
since SLMs are polarization dependent. The mode jΨi produced
by SLMA is then projected onto a SIC POVM element Êi on
SLMB. The resulting far field is coupled into a SMOF, which
selects the TEM00-like component. We implement two 4f
systems with unit magnification to image SLMA onto SLMB
and SLMB onto the microscope objective. Irises are used to select
the first order of diffraction at the far-field plane of SLMs, where
higher diffraction orders are well separated.
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Figure 3.1: Symmetric lly informationally complete measurements for single
qubit stat s correspond to the vertices of a th traedron in the Bloch sphere
representation (fr m [77]).
functions ηpk and delta functions and it is vanishing if p is not permissible. For
example, for the basic constraints, we have
wbasic(p) = ηp1ηp2 · · · ηpK δ
(
1−
∑
k
pk
)
, (3.10)
as factor in
wcstr(p) = wbasic(p)wqu(p), (3.11)
with wqu(p), referring to others possible quantum constraints, in the current
example of trine measurement
∑3
k=1 p
2
k ≤ 12 . More generally if one uses ρ =∑
k pkΛk, and writes Λk = aΠk + b, trace condition (1.17) naturally leads to
[78]
∑
k
p2k ≤
1− b
a
. (3.12)
For example, the qubit problem with the tetrahedron measurement has the
physicality constraint
4∑
k=1
p2k ≤
1
3
. (3.13)
Thanks to global constraints in (3.11), one sees that the volume element of the
probability space is
(dp) = dp1dp2 · · · dpKwcstr(p), (3.14)
while the volume element of the infinitesimal vicinity of state ρ turn out to be
(dρ) = (dp)w0(p), (3.15)
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where w0(p) is called prior density. The prior density is arbitrarily chosen. One
common option for prior density is the so-called primitive prior; with this choice
the density is set to be uniform over the physical probability space p
wprimitive(p) = 1. (3.16)
Anther common choice used when no external prior information is available [79]
is the Jeffreys prior [80]
wJeffreys(p) =
1√
p1p2 · · · pK
. (3.17)
In general, it is not straightforward to sample directly from the target distri-
bution wt(p) = wconstr(p)w0(p) of probabilities which ensure physicality of the
states, but since one can sample over the probability space with a known ref-
erence distribution wr(p), it is possible to approach the target distribution by
means of rejection sampling. Such a sampling belongs to the class of indepen-
dence sampling where points are generated independently of one another. The
factor r(p) that relates the target distribution to the reference distribution like
wt(p) = wr(p)r(p) (3.18)
can be regarded as the ratio r(p) = wt(p)/wr(p). With the rejection sampling
method, first the probabilities p are uniformly sampled from the space of proba-
bilities with the only constraints of their positivity and unit sum, as specified by
the factor wbasic(p) of (3.10); then one draws many sample points according to
the chosen reference distribution wr(p), and discards or accepts points in such
a way that the remaining sample points are distributed according to the target
distribution wt(p). At the end one finds that sample points p
(j) are accepted
with probability equal to the so-called acceptance ratio
a =
r(p(j))
R
, (3.19)
where R = maxp{r(p)}. Rejection sampling requires to discard points in ac-
cordance with the acceptance ratio thus one ends up with fewer sample points
than the initial set drawn from wr(p). For example, for a three-outcome trine
measurement on the single qubit of (3.9), only π/
√
27 ≈ 60.5% of the points
sampled from are physical (see Fig. 3.2)
The yield decreases as the dimensionality of the system increases: for a nine-
outcome measurement on a qubit-pair only about 10% of the points are physical
[81]; and for the sixteen-outcome only one in 5 ·104 candidate points is accepted.
Pure states In this thesis all the tomography simulations are realized on
pure target states. In fact pure states can be sampled uniformly according to
Haar measure [82] while for mixed states it becomes less obvious to find a fair
distribution to sample. Moreover observation made in permutationally invariant
tomography 2.4.2 regarding most common state under examination hold here
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0 for the value of the integral S or C .Moreover, theweights should have finite variance for good practical
performance and ideally be bounded [17]. But this can be hard to check.
For the reference distribution that is uniformon the simplex, =w p w p( ) ( )r basic , we have
=r p w p w p( ) ( ) ( )qu in (15) and (16)with =w p w p( ) ( )0 for prior sampling or =w p w p( ) ( )D for posterior
sampling. Both in rejection sampling and in importance sampling, unphysical points, i.e., those that satisfy the
basic but not the quantum constraints, do not contribute to the integral, since they are either rejectedwith unit
probability in rejection sampling, or carry zeroweight in importance sampling. Thismeans that, if0 is a small
subregion of the basic probability simplex, one ends upwith only a small fraction of the sample points
contributing finally to the integral. For example, for a three-outcome trinemeasurement on the single qubit of
(4), only π =27 60.5% of the points sampled from =w p w p( ) ( )r basic are physical (see figure 1). The yield
decreases as the dimensionality of the system increases: for a nine-outcome trine-antitrine (TAT)measurement
on a qubit-pair (see section 6), only about 10%of the points are physical [13]; and for the sixteen-outcome POM
used in section 4, only one in 50 000 candidate points is accepted.
One also runs into problemswhere the ratio r(p) is sharply peaked. For example, the Jeffreys prior formally
becomes infinite when (at least) one of the pks is zero. In practice, one never gets a sample point p j( )with a pk that
is exactly zero, so that r p( )j( ) is never infinite. Still, any sample point in the vicinity of the singular points will
have a very large r p( )j( ) value. The normalization constantR for the Jeffreys prior is also formally infinite, calling
to question the applicability of the rejection sampling procedure. In practice, one can takeR as a large constant
by approximating the target Jeffreys prior by onewith a ‘cutoff’ valuewhen one ormore of the pks vanish. This
still, however,makes the acceptance rate tiny for all ps away from the singular points. Correspondingly, in
importance sampling, largeweights are attached to the points in the vicinity of these singular points, and the
main contribution to the integral then comes from just those few points.
Both the problems of small physical subregion and sharply peaked priors stem from the fact that the target
distribution can be very different from the reference distribution.Whenever possible, one should start with
samples from a w p( )r that is close to w p( )t . Nevertheless, independence sampling according to a uniform w p( )r
on the basic probability simplex is straightforward to set up, and can provide an easyfirst estimate of the desired
integral, ormore generally, a roughfirst sample.
4. Example: volume of separable two-qubit states
For afirst application, we sample the two-qubit state space and ask how large the volume of the set of separable
states (or conversely, entangled states) is. In [3], a natural prior on the set of states is used that is induced by the
Haarmeasure on the group of unitarymatrices and the Lebesguemeasure on the real space (labeled ‘Prior I’ in
figures 2 and 3). For this prior, numerical results establish that ±63.2% 0.2% of themixed two-qubit states are
separable.
Here, we consider the scenariowhere each of the two qubits ismeasured by the four-outcome tetrahedron
POMof [18] separately. The resulting two-qubit POM(which is informationally complete) has sixteen
outcomeswith the single constraint of unit sum, so the probability space isfifteen-dimensional.We employ the
Figure 1.The triangle represents the basic probability space p p p( , , )1 2 3 of the three-outcome trinemeasurement on a qubit. The
quantum constraint∑ ⩽pk k2 12 identifies the circle as the physical space.Only π =27 60.5% (i.e., the fractional area of the circle)
of the points generated are physical (green dots), and the rest are not (red dots).
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Figure 3.2: Distribution of probabilities in the probability space (p1, p2, p3).
The triangle contains all the triples of probabilities which fulfill
∑
i pi = 1. The
circle inscribed in the triangle delimits those which fulfill the quantum constraint∑
i pi ≤ 12 as well (from [75]).
as well for pure states which are indeed often employed. In order to sample
pure states like |ψ〉 = ∑dj=1 ψj |cj〉 one can start by observing that Born’s
probabilistic nterpretation f the stat vector requires it to be normalized
‖|ψ〉‖ ≡
√
〈ψ|ψ〉 =
√√√√
d∑
j=1
|ψj |2. (3.20)
As the values |ψj |2 are non-negative and sum up to one, they form a probability
distribution pj ≡ |ψj |2. Thus one can write
|ψj〉 =
d∑
j=1
√
pj exp{iθj} |cj〉 , (3.21)
where ψj = |ψj | exp(iθj) and phase θj ∈ [0, 2π] was used. The task now is
reduced to create an unbiased random discrete probability distribution starting
from a random number generator yielding random numbers with uniform dis-
tribution in [0, 1]. In order to do so, the following procedures can be applied:
a random variabl q1 is picked from a uniform distribution of pr babilities in
the interval [0, 1], afterwards a second variable q2 is extracted from a uniform
distribution in the interval [0, 1 − q1] and so on for d probabilities, with the
j−th variable qj picked from the interval [0, 1 −
∑j−1
k=1 qk]. Variable qj so far
generated do not form a uniform distribution in the d−dimensional volume since
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by construction q1 > · · · > qi > qi+1 > · · · > qn, however one can consider a
random permutation {k1, . . . , kd} of the indices {1, . . . , d} to create the desired
unbiased distribution
{p1, . . . , pd} = {qk1 , . . . , qkd}. (3.22)
Fig.3.3 shows how probabilities are distributed for d = 3. Once got the dis-
tribution of probabilities {p1, . . . , pd}, it is sufficient to plug their values into
Eq.(3.20) and pick a random value for the phase θ from a uniform distribution
between [0, 2π] in order to sample all pure states |ψj〉.
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Fig. 5 (color online) Semi-log plot of the probability distri-
butions for a component of the unbiase probability vectors
generated using the trigonometric (lines) and normalization
(points) methods for some values of d. We see that the two
methods yield, for all practical purposes, the same probability
distributions for the components of the pRPV.
Fig. 6 (color online) Sample with five thousand pRPV gen-
erated using the indicated method. We see that, in this case
for which d = 3, with exception of the slight overpopulated
corners, we get a fairly uniform distribution of points in the
probability space.
6 Concluding remarks
In this article we discussed thoroughly three methods
for generating pseudo-random discrete probability dis-
tributions. We showed that the iid method is not a suit-
able choice for the problem studied here and identified
some difficulties for the numerical implementation of
the trigonometric method. The fact that in a direct
application of both the normalization and trigonomet-
ric methods one shall generate biased probability vec-
tors was emphasized. Then the shuffling of the pseudo-
random probability vector components was shown to
solve this problem at the cost of the generation of ad-
ditional d− 1 pseudo-random numbers for each pRPV.
It is worthwhile recalling that pure quantum states
in Cd can be written in terms of the computational basis
{|cj〉}dj=1 as follows:
|ψ〉 = ∑jcj |cj〉 =
∑
j |cj |eφj |cj〉 =
∑
j
√
pje
φj |cj〉,
(11)
where cj ∈ C and φj ∈ R. The normalization of |ψ〉
implies that the set {pj} is a probability distribution.
Thus the results reported in this article are seem to
have a rather direct application for the generation of
unbiased pseudo-random state vectors.
We observe however that the content presented in
this article can be useful not only for the generation of
tion science, but also for stochastic numerical simula-
tions in other areas of science. An interesting problem
for future investigations is with regard to the possibility
of decreasing the number of pRN, and thus the com-
puter time, required for generating an unbiased pRPV.
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rrrrrrrrrrrrrpseudo-random quantum states in Valerio-
Figure 3.3: Uniform distribution of 5 · 103 probabilities vectors p = (p1, p2, p3)
which fulfill the constraint
∑
i pi = 1 generated through normalization method
(from [83]).
This last method was used indeed to generate all target states in the simu-
lations described in this chapter. Fig. 3.4 ishows the distribution of 1000 states
generated in such a way.
Mixed states A uniform distribution of physical states on the surface of
the Bloch sphere is regarded as an optimal distribution t sample pure states.
On the other side, for mixed state, it not as obvious as for pure states which
distribution the sampling should follow. Even though this reasoning led to the
choice to compare all the schemes over pure target states, state reconstruction
picks from mixed ones as well. A straightforward method to sample mixed states
is made up of just two steps. It starts generating a given distribution of 2n-qubit
pure states and then traces out n qubits from each of these ones; Fig. 3.5(a)
shows an example for a distribution of single qubit mixed states generated with
this method.
Another commonly used method [84] arises from the observation that every
physical state can be spectrally decomposed as
ρ =
d∑
j=1
rj |rj〉〈rj | , (3.23)
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Figure 3.4: One thousand pure states in the Bloch sphere representation are
distributed according to the Haar measure.
thanks to (1.17) one can conclude that d − 1 real parameters have to be used
in order to identify all the eigenvalues {r1, . . . , rd} of the state. Moreover,
any two bases of the vector space Cd are connected by an unitary matrix U
through the relation |rj〉 = U |cj〉 with {|cj〉} computational basis. Therefore
the sampling of the density matrices reduces to the creation of a random discrete
probability distribution {r1, . . . , rd} and of a random unitary d × d matrix U .
The number of independent parameters is d2 − 1 since it is equal to the sum
of d − 1 independent parameters of probabilities distribution {r1, . . . , rd} and
d2 − d independent parameters of a unitary d× d matrix. The parametrization
of random unitary matrices is non unique [85], in Fig. 3.5(b) the states are
sampled with Hurwitz parametrization [86] which for single qubit states reads
U =
(
eiψ cosφ eiχ sinφ
−e−iχ sinφ e−iψ cosφ
)
, (3.24)
where φ = arcsin ξ, while ξ ∈ [0, 1), and φ, χ ∈ [0, 2π) are uniformly generated
variables.
Finally one can recall Cholesky parameterization of Sec. 2.3, which allows to
generate any physical state just starting from a distribution of vectors t ∈ R4n .
In the example of Fig. 3.5(c), ti are variable piked from a normal distribution
with mean 0 and standard deviation equal to 102.
3.2 Standard tomography
This section describes the algorithm built to simulate the working and test
performances of a tomographic scheme which is commonly used to investigate
n qubit states in polarization encoding. In fact, such standard tomography
serves as basis for adaptive tomography and more notably, as benchmark for
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Figure 3.5: One thousand mixed state in Bloch sphere representation sampled
with three different algorithms.
the efficiency of this last one. From now on, all the simulations are realized
for 2, 3 and 4 qubit states but for the sake of simplicity, examples refer only
to two qubit states. The algorithm starts by sampling a n qubit pure state
ρT from a uniform distribution in the Haar measure [82]; ρT acts as target
state one wants to examine. Standard tomography works only with separable
measurements, then each correlation element is obtained from the product of
projection measurements on single qubit states just as shown in (2.9). The first
correlation elements to be measured is picked arbitrarily from those with only
non-zero indices; others are in fact derived from the former as shown in (2.10)
and (2.11). Here, the operator XX ≡ σx⊗σx is the first to be measured. Then,
the algorithm set up the four eigenstates of XX, which correspond to the four
possible tensor products of the two single qubit eigenstates. Then the algorithm
simulates an infinite number of projection measurements on these eigenstates,
so that the three correlations elements are derived without uncertainty. The
operators IX and XI indeed are measured simultaneously with XX since they
share the same eigenstates. Maximum likelihood reconstruction completes the
simulation of the first step of standard quantum state tomography. Finally, the
fidelity between the reconstructed state and the target state is calculated in or-
der to measure the performance of the scheme. The second step is implemented
in the same way, but the set of parameters to be measured is chosen in such
a way that avoids redundant information; in particular one seeks to perform
projective measurements on a different set of single qubit eigenstates. In the
present case the correlation element Y Y is used but every correlation which
did not contain the operator X is in principle equally acceptable. The same
reasoning forces the third correlation element to be ZZ. From the forth step on
however, one has necessarily some redundancy of measurements since all three
possible projections are already performed; this means that for two qubit states
and from the forth step on, the six correlation elements with only non zero
indices are a priori equivalent. In the present case XY and Y X are chosen for
the forth and fifth step respectively. For n qubit states with n ≥ 3, this is no
longer true since one should avoid already performed projections which provide
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information about already known correlation elements with m non-null indices
for m = 2, . . . n − 1 as well. Once one has completed the simulation for one
target state, the whole procedure is applied in the same way for all the others,
such that one gets a distribution of fidelities at each step. In particular one
can observe a growth of the mean fidelity of the reconstructed states after each
step. The results one finds in such a way, however are on average independent
on the specific order chosen for the measurements since the result since all the
simulation are performed on a uniform distribution of target states.
3.3 Adaptive tomography
One might wonder if there exists any less arbitrarly approach of choosing correla-
tion elements to measure in order to increase the fidelity between the maximum
likelihood reconstructed state and the target state. This section offers a pro-
posal for a scheme where measurements are indeed chosen adaptively according
to results of preceding steps. The adaptive scheme is constructed from the stan-
dard one such that the first three steps are actually identical to the latter; in
fact since the information one can get from few correlation elements is really
small, it is inefficient to introduce adaptivity at earlier step, especially when one
is considering target states in high dimensional Hilbert space. After three steps,
the experimenter knows 3 · (2n − 1) correlation elements of the target state.
The algorithm then creates through Cholesky parameterization a distribution
of nsamples physical states {ρ′i|i = 1, . . . , nsamples} which lie on the subspace de-
fined by fixing the already measured parameters. The starting parameters ti
used for the Cholesky parametrization are arbitrarily chosen to provide a uni-
form sampling of pure state according to the Haar measure. Each ρ′i built in
this way belongs to the same subspace of ρT and one might expect that they
share similar properties; for example one can simulate a tomographic step on
the states ρ′i and look how fidelities of maximum likelihood reconstructed states
increase after a given measurement. Specifically, the algorithm picks a state ρ′j ,
calculates the expectation value of Mk and performs maximum likelihood re-
construction starting from parameters obtained by the first three measurement
on the true state. The expectation value is calculated in such a way that it
reconstructs the state ρMLj,k . Finally one computes fidelity between ρ
′
j and ρ
ML
j,k :
Fj,k = F (ρ
ML
j,k , ρ
′
j). The procedures applies identically for all j = 1, . . . , nsamples
and k = 1, . . . , 3n. The amount of information each measurement Mk provides
is estimated in this scheme by the sum of fidelities Fj,k over all states ρ
′
j
Fk =
nsamples∑
j=1
Fj,k. (3.25)
The best measurement Mknext is thus the one which provides the maximum
value of Fk
Mknext = argmax
k′
Fk. (3.26)
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The measurement Mknext is then performed on the target state at the forth
step. It appears that the fidelity of the reconstructed state computed after
measurement M∗l increases on average compared to the fidelity one gets when
measurement is chosen in advance as in standard tomography. The whole pro-
cedure is schematized in the flowchart of Fig. 3.6.
            
starting values
Measured correlations
Cholesky
reconstruction
State
reconstruction
next setting to measure
Figure 3.6: Flowchart of the adaptive scheme for quantum tomography. State re-
construction algotithm so far considered was the conjugate gradient-accelerated
product gradient [61] but the scheme can be straightforwardly generalized with
any other algorithm. Similar reasoning holds true for the Cholesky parametriza-
tion used for the sampling of the states with given constraints.
The same adaptive procedure is applied to the following steps. Actually, two
conflicting phenomena, turn out to play a role in the efficiency of the adaptive
scheme depending on the step one is considering; on one side the performance
of adaptive tomography grows with the number of measurements, since states
ρ′j resemble target states better and better, on the other side, the fidelities
computed in standard tomography grow as well approaching the maximum value
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of 1 and thus bound the difference between schemes stronger at each step.
Trends of distributions of fidelities for two-qubit states are shown with the
boxplot method [87, 88] in Fig. 3.7 both for standard and adaptive scheme.
Each box contains 50% of the occurrences. The plotted whisker extends to the
up to 1.5 the height of the box. All the point outside the whiskers are considered
outliers and are marked with a red cross. The notch departs symmetrically from
the median and extend to π/
√
N times the height of the box, where N is the
number of computed fidelities. For the forth and the fifth step, the graph shows
a comparison for standard (yellow) and adaptive (light blue) scheme.
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Figure 3.7: Trend of fidelity after each measurement for two-qubit target
states. Red horizontal line marks the median of a distribution of 2000 fideli-
ties. The sequence of sets of correlations elements measured is {XX,XI, IX},
{Y Y, Y I, IY }, {ZZ,ZI, IZ}, {XY,XI, IY }, {XY, Y I, IX}. For the adaptive
procedure in the light blue columns the order of measurements at the last two
steps is not fixed. The distributions of fidelities for the lats two steps is diplayed
with more detail in Fig. A.1 and Fig. A.2 of Appendix A.
One can observe that the number of outliers decreases significatively with the
adaptive procedure and the mean of fidelities computed over 2000 states at the
forth step goes from 95.96% with standard scheme to 99.84% with adaptive one
while the means of fidelities computed from at the fifth step goes from 99.83% to
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100.00%. Remarkably in this case the adaptive protocol allows to reach already
at the forth step a mean value for the fidelity of the reconstructed state that is
even larger than the value one findes at the fifth step with standard tomography.
Analogous simulations were performed for three-qubit and four-qubit states.
The mean of fidelities for 3000 three-qubit target states turns out to be 95.24%
at the forth step and 98.61% after the fifth measurement for the standard scheme
while with the adaptive one they are 99.90% and 100.00%. Again, if one look
at the mean value of the fidelities the adaptive scheme overcome already at
the forth step the results obtained at the fifth step with the standard scheme.
Fig. 3.8 illustrated these results for three-qubit states.
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Figure 3.8: Trend of fidelity after each measurement for three-qubit target
states. Red horizontal line marks the median of a distribution of 3000 fideli-
ties. The sequence of full correlations measured is XXX, Y Y Y , ZZZ, ZY X,
XZY . For the adaptive procedure in the light blue columns the full correlations
to measure at the last two steps are not fixed. The distributions of fidelities
for the lats two steps is diplayed with more detail in Fig. A.3 and Fig. A.4 of
Appendix A.
Finally for four-qubit states the tomographic scheme has been expanded to
a sixth step, since the fidelity computed up to the fifth step it is not as large
as for two-qubit and three-qubit cases, then one can look at an appreciable
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difference between the schemes at the sixth step as well. Indeed one finds that
with standard tomography the means of fidelities over 1000 target states are
49.11%, 64.35%, 75.72%, at forth, fifth and sixth step, respectively. When
adaptive protocol is used the means of fidelities for four-qubit states at the last
three steps are 54.95%, 74.66%, 85.76%, this means that one has an increasing
of fidelity is on average large than 10% at the fifth and last step. Distribution
of fidelities computed at each step for four-qubit states are displayed in Fig. 3.9.
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Figure 3.9: Trend of fidelity after each measurement for four-qubit target states.
Red horizontal line marks the median of a distribution of 1000 fidelities. The
sequence of full correlations measured is XXXX, Y Y Y Y , ZZZZ, ZXY Z,
Y ZXY , XY ZX. For the adaptive procedure in the light blue columns the full
correlations to measure at the last two steps are not fixed.
The results of mean fidelities computed after each step both for standard and
adaptive tomography with product measurements are summarized in table 3.1.
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No. Two qubits Three qubits Four qubits
1 39.53% 22.72% 12.00%
2 60.34% 40.71% 23.46%
3 89.05% 77.78% 34.00%
4 95.96% 99.84% 95.24% 99.90% 49.11% 54.95%
5 99.83% 100.00% 98.61% 100.00% 64.35% 74.66%
6 75.72% 85.77%
Table 3.1: Mean value of the fidelities obtained from tomography with separable
measurements. The means are calculated over 2000 two-qubit states, 3000 three-
qubit states and 1000 four-qubit states. The first three rows refer to results
shared by standard and adaptive scheme, from the forth step on the left column
corresponds to the value obtained with standard scheme while the right column
corresponds to the value obtained with adaptive scheme.
3.3.1 Correlation complementarity
The adaptivity of the new scheme relies on interdependence and constraints
existing between anticommuting operators which can be summarized in the
concept of correlation complementarity [89]. Consider a set of traceless and
trace-orthogonal dichotomic Hermitian operators Ak just like generalized Pauli
operators considered so far, and let αk real numbers in the range [−1, 1] be their
expectation values over a state ρ
αk ≡ Tr(Akρ). (3.27)
At this point one can arrange the observables in disjoint sets of anticommuting
observales Sj = {A(j)1 , A
(j)
2 , . . . } such that
{A(j)k , A
(j)
l } ≡ A
(j)
k A
(j)
l +A
(j)
l A
(j)
k = 1(1 + δkl) ∀k, l ∈ {1, . . . , |Sj |}. (3.28)
Operators A
(j)
k and their corresponding expectation values αjk are then em-
ployed to define another operator F like
F ≡
|Sj |∑
k=1
αjkA
(j)
k = αj ·Aj . (3.29)
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Then, making use of the anticommutation rules (3.28) one finds that the variance
of F with respect to the state ρ is given by
〈
F 2
〉
− 〈F 〉2 = Tr
(
ρF 2
)
− [Tr (ρF )]2
= Tr

ρ
|Sj |∑
k=1
α2jkA
(j)
k A
(j)
k

−

Tr

ρ
|Sj |∑
k=1
αjkA
(j)
k




2
=
|Sj |∑
k=1
α2jk Tr
(
ρA
(j)
k
2)
−


|Sj |∑
k=1
αjk Tr
(
ρA
(j)
k
)


2
=
|Sj |∑
k=1
α2jk −


|Sj |∑
k=1
α2jk


2
= |αj |2
(
1− |αj |2
)
(3.30)
Finally, the non-negativity of the variance leads to a constraining equation for
the sum of the expectation values of anticommuting operators
|αj |2 =
|Sj |∑
k=1
α2jk < 1. (3.31)
Eq. (3.31), indeed comes on top of already measured correlation elements to
restrict the subspace of parameters where states ρ′ are sampled and enables to
guess which is operator is best to measure in next step.
3.4 Tomography with mutually unbiased bases
Product measurements as those in (2.9) were performed so far on an arbitrarily
large set of copies of one ensemble to derive the correlation element Ti1,...,in
of the state. These measurements project the state onto a product of single
qubit eigenstates of Pauli operator σi with i = 1, 2, 3; it is worth remember-
ing in fact that correlation elements with zero indices cam be derived without
additional measurement effort. After three product measurements however one
faces necessarily some redundancy such that a complete tomography is reached
only after 3n measurements. In order to avoid redundancy and lower this value
one could group all 4n− 1 operators in disjoint and maximal sets of commuting
operators. Commuting operators in fact share common eigenstates, this means
that at least in principle they can be measured simultaneously.
Luckily, it turns out that such arrangement does exist, in particular it is
possible to form 2n+ 1 sets of 2n−1 commuting operators even though some of
these sets share non separable eigenstates which turn out to be much more chal-
lenging to measure. To see how n-qubit Pauli operators are actually arranged
the theory of mutually unbiased bases turns out to be very helpful.
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3.4.1 Mutually unbiased bases
Let Hd be a Hilbert space for n-qubit states, with total dimension of the space
d = 2n, and let A = 1, 2, . . . denote basis sets in Hd with elements |A,α〉,
α = 1, 2, . . . d. Two bases A and B are said mutually unbiased [90, 91] if a
system prepared in any element of A has a uniform probability distribution of
being found in any element of B
|〈A,α|B, β〉|2 = d−1 (A 6= B) (3.32)
where individual bases are chosen to be orthonormal,
〈A,α|A, β〉 = δαβ . (3.33)
In a d−dimensional Hilbert space, measurements within a particular basis set
can yield only d−1 independent probabilities, but a physical state ρ is specified
by d2 − 1 real parameters. Hence one needs d+ 1 distinct basis sets to provide
the required total number of independent probabilities. Actually, one can show
that the 4n− 1 generalized Pauli operators can be partitioned in 2n + 1 subsets
each consisting of 2n − 1 commuting elements [92]. In fact Eq. (3.32) may be
expressed in terms of projectors
PAα = |A,α〉〈A,α| , (3.34)
as
Tr
(
PAα P
B
β
)
= 2−n. (3.35)
Now an operator OAa can be defined through its spectral decomposition
OAa =
2N∑
α=1
εaαP
A
α (3.36)
where εaα is defined as 2
n × 2n matrix made of 2n orthogonal row vectors, of
which one for example a = 2n has all components equal to +1 and others have
an equal number of +1s and −1s. Components of each vector with index a
corresponds to the eigenvalues of OAa Ignoring the row vector with 2n elements
being +1s which defines identity operator, one can conclude that for each 2n+1
unbiased bases, others 2n − 1 rows which define an equal number of operators.
These operators are mutually commuting since they shares common eigenstates,
moreover they have eigenvalues ±1 and are traceless by construction since these
eigenvalues sum up to zero. Pauli matrices one wants to consider have exactly
these properties. To complete the proof there is nothing left but to show that
these operators {OAa |a = 1, . . . , 2n − 1 ∧ A = 1, . . . , 2n + 1} are unitary trans-
formed Pauli operators. This can be easily shown using the fact that the set of
operator OAa form an orthogonal set. Indeed for A 6= B
Tr
(
OAa OBb
)
=
∑
αβ
εaαεbβ Tr
(
PAα P
B
β
)
= 0, (3.37)
3.4. TOMOGRAPHY WITH MUTUALLY UNBIASED BASES 55
where the property
∑
α εaα = 0 for a 6= 2n was employed, while for A = B one
gets
Tr
(
OAa OBb
)
=
∑
αβ
εaαεbβ Tr
(
PAα P
B
β
)
=
∑
α
εaαεbα = 2
nδab. (3.38)
The task now is to find a theory for grouping generalized n-qubit Pauli operators
into 2n + 1 sets of mutually commuting elements. The partitioning of Pauli
operators is not a trivial task at all, for example one might arrange first Pauli
operators in such a way that it is impossible to group the remaining ones in
sets of 2n − 1 mutually commuting elements [93]. As an instance, 2−qubit
Pauli operators can be arranged only in six sets of mutually unbiased bases, the
complex structure of such sets is graphically shown in Fig. 3.10, with integers
from 1 to 15 labelling all possible sets of commuting operators. The indices of
each vertex corresponds to one set of three commuting operators as reported in
table 3.2.J. Phys. A: Math. Theor. 43 (2010) 385301 A Garcia et al
Figure 1. Two-qubit case: six complete subgraphs define all possible MUBs in a simple graph
with 15 vertices.
(This figure is in colour only in the electronic version)
Table 1. 15 possible commuting sets (generators) existing for two qubits. The sets are ordered in
the lexicographic order of the vertices in figure 1.
No. Commuting set No. Commuting set No. Commuting set
1 σ̂zσ̂z, σ̂ẑ1, 1̂σ̂z 6 σ̂y σ̂z, σ̂zσ̂x , σ̂x σ̂y 11 σ̂x σ̂y , σ̂x 1̂, 1̂σ̂y
2 σ̂zσ̂y , σ̂ẑ1, 1̂σ̂y 7 σ̂zσ̂y , σ̂y σ̂x, σ̂x σ̂z 12 σ̂y σ̂y , σ̂x σ̂x, σ̂zσ̂z
3 σ̂y σ̂z, σ̂y 1̂, 1̂σ̂z 8 σ̂zσ̂z, σ̂y σ̂x, σ̂x σ̂y 13 σ̂y σ̂z, σ̂x σ̂x, σ̂zσ̂y
4 σ̂y σ̂y , σ̂zσ̂x, σ̂x σ̂z 9 σ̂x σ̂x , σ̂x 1̂, 1̂σ̂x 14 σ̂zσ̂x , σ̂ẑ1, 1̂σ̂x
5 σ̂y σ̂y , σ̂y 1̂, 1̂σ̂y 10 σ̂x σ̂z, σ̂x 1̂, 1̂σ̂z 15 σ̂y σ̂x , σ̂y 1̂, 1̂σ̂x
Lemma 3 allows us to formulate the problem of finding all 2n + 1 disjoint sets of
commuting operators (MUB operators) in terms of graphs. Let us put in correspondence
to each commutative set a vertex. Two vertices are connected by an edge if two such sets are
disjoint. The whole set of MUBs is thus represented as a simple graph with 2n + 1 vertices so
that each vertex is connected to the remaining 2n vertices. Such graphs are known as complete
graphs and denoted as K2n+1 [43]. Then, the number of different sets of MUBs equals the
number of complete subgraphs K2n+1 contained in a regular graph with nk=1(2
k + 1) vertices,
each one of degree 2n(n+1)2.
For instance, for two qubits there are 15 different commuting sets (bases) and each set
is disjoint with 8 other sets. The total number of subgraphs in this case can be obtained by
dividing the total number of edges of the regular graph with 15 vertices by the number of
edges in the complete graph K5:
(8 × 15/2)
(5 × 4/2) = 6.
In figure 1 we plot the graph describing such commutative sets. As it can be observed,
there are six complete subgraphs. Each vertex corresponds to one of 15 bases listed in
table 1.
14
Figure 3.10: Six sets of mutually unbiased bases. Each vertex of the pen-
tadecagon is labelled by a number corresponding to a set of three commuting
operators like reported in table 3.2. Segme ts link mutually unbiased sets of
operators. Five disjoint sets of operators are mutually linked by segments of the
same colour (from [94]).
In order to see how to obtain these sets, one can start considering single qubit
states; in that case each of the 21 +1 = 3 sets contains only 21−1 = 1 operators,
Pauli matrices are indeed unique el ments of these sets, their eigenstates shown
in Fig. 3.11 form in fact 3 mutually unbiased basis.
Note that any unitary operation preserves angles between axes of trans-
formed operators, so one can redefine properly coordinates to have a swap for
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No. Commuting set No. Commuting set No. Commuting set
1 ZZ, ZI, IZ 6 Y Z, ZX, XY 11 XY , XI, IY
2 ZY , ZI, IY 7 ZY , Y X, XZ 12 Y Y , XX, ZZ
3 Y Z, Y I, IZ 8 ZZ, Y X, XY 13 Y Z, XX, ZY
4 Y Y , ZX, XZ 9 XX, XI, IX 14 ZX, ZI, IX
5 Y Y , Y I, IY 10 XZ, XI, IZ 15 Y X, Y I, IX
Table 3.2: All possible sets of three commuting Pauli operators for two qubits
states.
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two vectors from different bases is 1√
2
which corresponds to an angle of π
4
. On the Bloch
sphere (see Section A.3) the angles double and hence the vectors are orthogonal in the
geometry of the three-dimensional Euclidean space. Figure (3.1) shows the layout of B1,
B2, and B3 on the Bloch sphere.
x
y
z
|0〉
|1〉
|+〉|−〉
|+i〉
|−i〉
Figure 3.1: Mutually-Unbiased Bases on the Bloch Sphere
From the Bloch sphere it is apparent that we cannot find a fourth basis that is mutually
unbiased to B1, B2, and B3. It was already suggested by [Iva81] that there can be at most
d+ 1 mutually-unbiased bases in a Hilbert space of dimension d.
3.2 History and Applications
The concept of mutually-unbiased bases seems to have emerged in 1960 in a work by
Schwinger [Sch60, KR04, KR05a, Iva81, WF89]. Schwinger considered the problem of de-
termining an unknown, possibly mixed state ρ provided sufficiently many copies of ρ are
given. He introduced the term “complementarity” between two measurement operators.
Given a system prepared in a basis state of a basis B1, a measurement with respect to
a mutually-unbiased basis B2 gives no information about the state but just an equal dis-
tribution over all states in B2. Although this fact has been known long before Schwinger
Figure 3.11: Elements of mutually unbiased bases on the Bloch Sphere
(from [44]).
sets of Pauli matrices. The structure of the mutually unbiased bases is indeed
invariant under any u itary transformatio . This is akin to saying that only one
mutually unbiased based structure exists in the two-dimensional Hilbert space.
The same result holds as well for two qubit operators although, the extra feature
of entanglement appears in addition. To see how the possible MUBs shown in
Fig. 3.10 are obtained, one can consider 2 qubits basis as that reported in table
3.3.
No. Commuting set Sep.
1 XX, XI, IX 2
2 Y Y , Y I, IY 2
3 ZZ, ZI, IZ 2
4 XY , ZX, Y Z 1
5 Y X, XZ, ZY 1
Table 3.3: Five sets of three operators defining a (3,2) MUB.
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It can be easily observed that the first three bases are fully separable; that
means that the operators belonging to the same set commute even when con-
sidering the single qubit Hilbert space separately. The last two bases on the
contrary are not separable, in fact the common eigenstates of sets 4 and 5,
respectively are maximally entangled states. Such a structure for mutually un-
biased bases is labelled by the pair (3, 2) indicating three biseparable and two
nonseparable bases. Note that each separable basis has two operators containing
the identity while a nonseparable basis cannot have any operator containing the
identity and that there must be six entries, IX, IY, . . . , ZI containing the iden-
tity in the table, we can conclude that the (3, 2) is the only possible construction
in this space. In fact starting from three nonseparable sets it is not possible to
arrange other operators in sets with three commuting elements. Any unitary
transformation, local or nonlocal, will yield an isomorphic table with respect
to the separability, except, for some row permutations. Moreover, the table is
uniquely defined by the four entries in the two first columns of the first two rows.
All other operators Or,c are determined by the relations Or,c = Or,c−2Or,c−1,
and Or,c = O2,cO1,c+r−3 for r > 2, where r and c denote the row and the
column of the operator, respectively, and must be taken modulo four [93]. For
more than two qubits the unitary transformation for one MUB does not allow
to reach all others possible sets of bases and other transformations become nec-
essary. 3 qubit Pauli operators can in fact form (3, 0, 6), (1, 6, 2), (2, 3, 4) and
(0, 9, 0) mutually unbiased bases where the first index counts threeseparable
bases, the second biseparable bases and the third nonseparable ones [95].
Similarly to quantum state tomography with product measurements we sim-
ulate and test tomography on mutually unbiased based, neglecting counting
statistics error and computing fidelity of maximum likelihood reconstructed
state measurement after each measurement for two, three and four-qubit pure
target states. In particular, we fix mutually unbiased bases on which project
since in principle they are all equivalent. For two-qubit states the mutually un-
biased bases used are those reported in table 3.3. They are listed according to
the order they were measured. Analogously the mutually unbiased bases used
for three-qubit and four-qubit states are listed in table 3.4 and table 3.5.
In order to further increase the fidelity of the reconstructed state one may
join advantages coming from mutually unbiased bases and adaptivity. In this
case keeping fixed the sets of mutually unbiased bases, adaptivity helps in finding
the best permutation for these sets of commuting operators. For example, the
first three measurements for two-qubit states can be fixed to be {XX, IX,XI};
{Y Y, IY, Y I}; {ZZ, IZ,ZI} just like those listed in table 3.2. Adaptive proce-
dure estimate which measurement among {XY,ZX, Y Z} and {Y X,XZ,ZY }
can provide the estimated state which is more faithful compared with the target
state. In order to show how good are the predictions of the adaptive procedure
one can take into account the difference between the fidelity that the exper-
imenter would calculate if the forth measurements was {XY,ZX, Y Z} and if
the forth measurement was {Y X,XZ,ZY }, this value is then compared with
the difference expected by the adaptive scheme. One finds that the correlation
between these two variables is of 87.4%. Fig. 3.12 shows a scatter plot of the
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No. Commuting set
1 XXX, IZZ, ZIZ, ZZI, XY Y , Y XY , Y Y X
2 Y Y Y , IXX, XIX, XXI, Y ZZ, ZY Z, ZZY
3 ZZZ, IY Y , Y IY , Y Y I, ZXX, XZX, XXZ
4 XY Z, XII, IY I, IIZ, XY I, XIZ, IY Z
5 Y ZX, Y II, IZI, IIX, Y ZI, Y IX, IZY
6 ZXY , ZII, IXI, IIY , ZXI, ZIY , IXY
7 ZY X, XZI, XIY , IZY , ZXZ, Y XX, Y Y Z
8 XZY , Y XI, Y IZ, IXZ, XYX, ZY Y , ZZX
9 Y XZ, ZY I, ZIX, IY X, Y ZY , XZZ, XXY
Table 3.4: Nine sets of mutually unbiased bases used for the simulation with
three-qubit target states. The first five sest are listed according to the order in
which they are measured.
No. Commuting set
1 XXXX, IIXI, IXII, XIII
2 Y Y Y Y , Y ZIZ, ZY ZI, Y XIX
3 ZZZZ, IIZI, IZII, ZIII
4 Y Y XY , Y ZZI, ZXII, XY ZY
5 Y Y Y X, Y III, IY ZZ, Y XZX
6 Y XXX, XZZZ, ZXZI, XY IX
7 XY Y Y , Y IZI, IY II, Y Y IX
8 Y XY X, XZII, ZY II, Y XZY
9 XYXX, Y ZII, ZXZZ, XXIY
10 Y Y XX, Y IZZ, IXIZ, XY IY
11 Y XY Y , XIIZ, IY IZ, Y XIY
12 XXXY , XZIZ, ZXIZ, XXZX
13 XYXY , Y IIZ, IXZI, XXZY
14 Y XXY , XIZI, IXZZ, XY ZX
15 XXYX, XIZZ, IY ZI, Y Y ZY
16 XXY Y , XZZI, ZY ZZ, Y Y IY
17 XY Y X, Y ZZZ, ZY IZ, Y Y ZX
Table 3.5: Seventeen sets of mutually unbiased bases used for the simulation
with four-qubit target states. The first six sets are listed according to the order
in which they are measured. Actually each set contains fifteen operators but
here only the first four are displayed. All the other operators in fact can be
retrieved as products of a power of the first four of the same set.
results for 2 · 104 pure target states.
For tomography via mutually unbiased bases one finds results which are
analogous to those found with for tomography with separable measurements.
In particular for the first three steps one cannot see any difference since the
measurements with mutually unbiased bases includes product measurements as
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Figure 3.12: Expected difference between fidelity computed after the measure of
{XY, Y Z,ZX} with the fidelity computed after the measure of {Y X,ZY,XZ}
is compared with the difference one would actually obtain performing these
measurements on the true state. For most of the states, if the expected difference
is positive negative then the difference one actually measures on the true state.
This means that the adaptive protocols correctly suggests the set of correlation
to measure. Only for a small percentage of the state the measurement suggested
by the adaptive procedure would provide a worse result for the fidelity of the
reconstructed state.
one can see looking at table 3.3. From the forth step on the mean of the fi-
delities obtained with entangled measurements is appreciably larger than those
obtained by employing only product measurements both for standard and adap-
tive scheme. Morover, here the simulation for two qubit states was realized up
to the forth step. With this scheme, in fact, the quorum is reached at the fifth
step and all the simulation would have provide fidelity equal to one. The re-
sults of mean fidelities computed after each step both for standard and adaptive
tomography with entangled measurements are reported in table 3.6 .
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No. Two qubits Three qubits Four qubits
1 40.01% 22.37% 12.03%
2 61.21% 39.98% 23.70%
3 89.64% 77.69% 34.07%
4 98.51% 99.96% 98.95% 99.95% 54.79% 61.10%
5 100.00% 100.00% 99.88% 100.00% 71.95% 80.35%
6 82.36% 88.68%
Table 3.6: Mean value of the fidelities obtained from tomography with entangled
measurements. The means are calculated over 3000 two-qubit states, 3000 three-
qubit states and 1100 four-qubit states. The first three rows refer to results
shared by standard and adaptive scheme, from the forth step on the left column
corresponds to the value obtained with standard scheme while the right column
corresponds to the value obtained with adaptive scheme. Note that at the five
steps all the fifteen correlations of two-qubit states are already measured, thus
the target state is recovered with fidelity one.
3.4.2 Experimental realization
In order to experimentally realize measurements on mutually unbiased bases,
one needs to perform projective measuremenrts on entangled states like Bell
states. Such measurements in, e.g., the basis of Bell states is in general a
challenging task but there are few cases in which such measurements can be
actually performed. Especially in low dimensions, d = 4 some linear optics
setup is capable to perform such measurement. For two qubit states
For example for 2 qubits one can both employ one photon with 2 degrees
of freedom like polarization and path degree of freedom [96], or consider two
photons [13]: in this last case, however, since it is not possible to detect Bell
states with photons in polarization encoding, one ends up with reduced effi-
ciency to use this scheme [97, 98]. For more qubits physical realization becomes
even more challenging; in these cases one has to rely on simulation of results
performing mutually unbiased tomography on qudits with through propagation
modes of single photons [99].
Chapter 4
Conclusion and outlooks
This thesis described an experimental scheme for quantum state tomography
able to improve the fidelity between the reconstructed state and the target one.
The adaptive scheme cleverly selects the next measurements to perform accord-
ing to the knowledge already acquired with the previous measurements on the
true state. The adaptive algorithm here employed mainly relies on the sampling
of physical states which are in agreement with the measurement outcomes held
by the experimenter. The idea is that these state live in a subspace of the general
Hilbert space of n-qubit states, and share common properties with the target
state. In particular if one focuses on the correlation elements, some of them are
fixed by the measurement already performed since any statistical error is ne-
glected in the simulations, and many other correlation are constrained anyway
according to anticommutation relations between Pauli operators. The conju-
gate gradient-adaptive projected gradjent algorithm was employed because of
its speed, it used maximum likelihood as estimator function but one might ob-
serve that without statistical error this choice was indeed equivalent to any other
physical estimator. In order to sample a distribution of physical mixed state in
agreement with fixed parameters the algorithm used Cholesky parametrization
with starting values uniformly distributed according to Haar measure in pure
state space. All the target states chosen for the simulation were picked from a
uniform distribution of n-qubit pure states with n = 2, 3, 4. Results for the dif-
ference of fidelities shows that there is an improvement in fidelity independently
from the step considered which grows with the number of qubits both for stan-
dard tomography and for tomography via mutually unbiaesed bases. Since the
idea behind the working of the adaptive procedure does not apparently rely on
the particular schemes used one might study other cases by applying the same
algorithm to other tomographic schemes, target states and estimators. Finally
the promising results suggest a further research on the theoretical background
possibly looking at the correlation complementarity which might explain and
improve the efficiency of the adaptive procedure and show the potential of the
scheme for many qubit states when computer simulation become more challeng-
ing.
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Appendix A
Histograms for the
comparison of simulations
Here are reported the histograms displaying a comparison of the distribution
of the fidelities obtained with standard and adaptive scheme for tomography
with separable measurements. In particular, Fig. A.1 and Fig. A.2 show the
distributions of fidelities found at the forth step for two-qubit state tomography.
Similarly, Fig. A.3 and Fig. A.4 show the distributions of fidelities found at the
forth step for three-qubit state tomography.
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Figure A.1: Histogram of the fidelities obtained with standard scheme (orange)
and adaptive scheme (light blue) at the forth step of two-qubit state tomography
with product measurements.
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Figure A.2: Histogram of the fidelities obtained with standard scheme (orange)
and adaptive scheme (light blue) at the fifth step of two-qubit state tomography
with product measurements. The leftmost bin collects all the occurences with
fidelity smaller than 0.9997.
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Figure A.3: Histogram of the fidelities obtained with standard scheme (orange)
and adaptive scheme (light blue) at the forth step of three-qubit state tomog-
raphy with product measurements. The inset zooms into the interval between
0.996 and 1 and refers only to the results obtained with the adaptive scheme.
The leftmost bin collects all the occurences with fidelity smaller than 0.996.
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Figure A.4: Histogram of the fidelities obtained with standard scheme (orange)
and adaptive scheme (light blue) at the fifth step of three-qubit state tomog-
raphy with product measurements. The inset zooms into the interval between
0.9997 and 1 and refers only to the results obtained with the adaptive scheme.
The leftmost bin collects all the occurences with fidelity smaller than 0.9997.
66APPENDIX A. HISTOGRAMS FOR THE COMPARISONOF SIMULATIONS
Bibliography
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Matteo Paris and Jaroslav Řeháček. Berlin, Heidelberg: Springer Berlin
Heidelberg, 2004, pp. 113–145. isbn: 978-3-540-44481-7. doi: 10.1007/
978-3-540-44481-7_4. url: https://doi.org/10.1007/978-3-540-
44481-7_4.
[54] D. H. Mahler et al. “Adaptive Quantum State Tomography Improves Ac-
curacy Quadratically”. In: Phys. Rev. Lett. 111 (18 Oct. 2013), p. 183601.
doi: 10.1103/PhysRevLett.111.183601. url: https://link.aps.org/
doi/10.1103/PhysRevLett.111.183601.
[55] Robin Blume-Kohout. “Optimal, reliable estimation of quantum states”.
In: New Journal of Physics 12.4 (Apr. 2010), p. 043034. doi: 10.1088/
1367-2630/12/4/043034. url: https://doi.org/10.1088%2F1367-
2630%2F12%2F4%2F043034.
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