This paper presents a comprehensive review and comparison of five computational methods for Bayesian model selection, based on MCMC simulations from posterior model parameter distributions. We apply these methods to a well-known and important class of models in financial time series analysis, namely GARCH and GARCH-t models for conditional return distributions (assuming normal and t-distributions). We compare their performance vis--vis the more common maximum likelihood-based model selection on both simulated and real market data. All five MCMC methods proved feasible in both cases, although differing in their computational demands. Results on simulated data show that for large degrees of freedom (where the t-distribution becomes more similar to a normal one), Bayesian model selection results in better decisions in favour of the true model than maximum likelihood. Results on market data show the feasibility of all model selection methods, mainly because the distributions appear to be decisively non-Gaussian.
Introduction
The Bayesian inference became very popular in the last decade of the previous century.
Scientists got both: methodology and computer power to perform realistic Bayesian data analysis. The difference between the classical and the Bayesian approach to statistics is a fundamental change of paradigm. In the classical analysis, it is assumed that we know the correct structure of the model, and want to estimate the "true value" of the model parameters which are also assumed to exist. From a Bayesian point of view, there is no such thing as a true parameter value. All we have is a fixed collection of data. Furthermore, we may have some prior idea about what value of the parameters could be expected, summarized in a (possibly non-or little informative) prior density of the parameters. Combining the prior density with the likelihood of observing the data a posterior density of the parameters is constructed. This posterior density is a quantitative, probabilistic description of the knowledge about the parameters in the model. The strong advantage of a Bayesian analysis is that the complete posterior distribution of the parameters can be used for further analysis:
to create a prediction or to make a model selection.
To explore the posterior distribution of parameters, the most powerful technique is to use Markov chain Monte Carlo (MCMC) computing methods such as the Gibbs sampler (Gelfand and Smith, 1990 ) and the Metropolis-Hastings (MH) algorithm (Hastings, 1970) .
While these algorithms enable direct estimation of posterior and predictive quantities of interest, they do not readily lend themselves to estimation aspects of the model probabilities. As a result, many different approaches have been suggested in the literature. The most widely used is the group of direct methods: harmonic mean estimator of Newton and Raftery (1994) , importance sampling (Frühwirth-Schnatter, 1995) , reciprocal importance estimator (Gelfand and Dey, 1994) , bridge sampling ( (Meng and Wong, 1996) , (Frühwirth-Schnatter, 2002) ). A nice review of some these methods together with background concepts of Bayesian model selection can be found in Kass and Raftery (1995) . In 1995 Chib proposed also an indirect methods for estimating model likelihoods from Gibbs sampling output, an idea that recently has been extended to output from MH algorithm (Chib and Jeliazhov, 2001) . A slightly more direct approach to compute posterior model probabilities using MCMC is to include the model indicator as a parameter in the sampling algorithm itself. Green (1995) introduced a reversible jump MCMC strategy for generating from the joint posterior distribution based on the standard MH approach.
The purpose of this article is to give the computationally complete review of these methods and to demonstrate the differences and difficulties of the model likelihood estimators discussed above by a simulation study and empirical data. For illustration, we focus on the most important practical models for financial time series -GARCH-type models, introduced for the first time in the original paper of Bollerslev (1986) and then extensively generalized in many aspects, including conditional variance equation and the density specification. We limited ourselves to the case of two models: AR(1)-GARCH(1,1) with gaussian errors and AR(1)-GARCH(1,1)-Ø with Student Ø-density.
Our motivation for choosing the GARCH-type models for the illustration is explained by the fact that these models represent a very wide class of heteroskedastic econometric models and, therefore, the Bayesian analysis presented in this paper can be generalized for the whole this class. The Bayesian inference on GARCH-type models has been first implemented using importance sampling -see Kleibergen and van Dijk (1993) . More recent approaches include Griddy-Gibbs sampler by Bauwens and Lubrano (1998) and MetropolisHastings algorithm with some specific choice of the proposal distribution ( (Geweke, 1995) , (Kim, Shephard and Chib, 1998) , (Müller and Pole, 1998) and (Nakatsuma, 2000) ), the model selection based on the reversible jump MCMC in Vrontos, Dellaportas and Politis (2000) and on the bridge sampling algorithm (Frühwirth-Schnatter, 2002) . Our approach differs from the above that in this paper we apply different methods for making Bayesian model choice and compare their performance with the results from the classical analysis.
Moreover, we compare the MCMC posterior output with the maximum likelihood estimates of the chosen GARCH models.
The empirical analysis was based on return series of stock indices from different financial markets. We used return series of the Dow Jones Industrial Average (USA), FTSE 100 (Great Britain) and NIKKEI 225 (Japan) over a period of 10 years and performed the complete Bayesian inference of GARCH models on these data.
The paper is organized as follows. In Section 2 we review the Bayesian approach to model selection and discuss some computational algorithm. The GARCH-type models chosen for the numerical illustration are presented in Section 3. Full MCMC methodology including the detailed implementation guidelines of the computational aspects is given in Section 4. Section 5 is dedicated to the simulation study and the application to market data is included in Section 6. Finally, Section 7 concludes the paper.
Bayesian Model Selection
All the complex models may be viewed as the specification of a joint distribution of observables (data) which we denote by and unobservables (model parameters) which we denote by . The traditional approach to Bayesian model selection is concerned with the following situation. Suppose the observed data are generated by a model Å , one of a set M of competing models. Each model specifies the distribution of , ´ Å µ apart from an unknown parameter vector of dimension Ò . Under prior densities ´ Å µ the marginal distribution of are found by integrating out the parameters
By analogy with data likelihood function, the quantity Ô´ Å µ is called also model likeli-
hood.
Suppose also that we have some preliminary knowledge about model probabilities ´Å µ.
Interest lies in obtaining the posterior probabilities Ô´Å µ for every model Å in consideration either to arrive at a single "best" model, or to determine the posterior distribution of some quantity of interest which is common to all models via model averaging. Due to possible differences among the priors ´Å µ a choice between two models (say models Å ½ and Å ¾ ) is often based not on the posterior odds but on the Bayes factor
i.e., the ratio of posterior odds of the model Å ½ to prior odds of Å ½ . The Bayes factor is often thought of as the weight of evidence in favour of model Å ½ provided "by the data", though Lavine and Scherrish (1999) show that a more accurate interpretation is that B ½¾ captures the change in the odds in favour of model Å ½ as we move from prior to posterior.
Jeffreys (1961) recommended a scale of evidence for interpreting Bayes factors. In Table 1 we consider a slight modification of Jeffreys' scale taken from Wasserman (1997) . Kass and Raftery (1995) Applying Bayes' theorem, we get that
i.e., the Bayes factor is equal to the ratio of the model likelihoods for the two models.
In such a way, the collection of model likelihoods Ô´ Å µ is equivalent to the model probabilities themselves (since the prior probabilities ´Å µ are known in advance) and hence could also be considered as the key quantities needed for Bayesian model choice.
The model likelihoods yield posterior probabilities of all the models as
The integral (2.1) is analytically tractable in only certain restricted problems and sampling based methods must be used to obtain estimates of the model likelihoods.
Direct Methods
In what follows, we suppress the dependence on the model indicator Å in our notations, since all the calculations below must be repeated for all models under considerations.
By Ô´ µ we denote the estimate of the model likelihood Ô´ µ. Directly from (2.1)
simple Monte Carlo approach follows:
where ´ µ ½ is the sample from the priors ´ µ. The crucial drawback of this direct method is that the likelihood ´ ´ µ µ is typically very peaked compared to the prior ´ µ, so that (2.2) will be a very inefficient estimator (most of the terms in the sum will be near 0).
Harmonic Mean Estimator
To increase the efficiency of the model likelihood estimator it's more profitable to use samples from the posterior distribution. Newton and Raftery (1994) suggested the harmonic mean of the posterior sample likelihood as the estimator, i.e.
where
The possible problem with this approach is that it can be quite unstable because the inverse likelihood does not have finite variance (some of the likelihood terms in the sum will be near 0).
Reciprocal Importance Estimator
A useful generalization of (2.3) was provided by Gelfand and Dey (1994) . Given samples ´Ñµ Å Ñ ½ from the posterior distribution, they suggested the reciprocal importance sampling estimator
This estimator appears to be rather sensitive to the choice of function. High efficiency is most likely to result if roughly matches the posterior density. Gelfand and Dey (1994) propose a multivariate normal or Ø-density with mean and covariance estimated from the posterior sample.
Bridge Sampling
The bridge sampling procedure was first described by Meng and Wong (1996 As initial value for this recursion we can use, e.g., Ô ÊÁ´ µ.
Chibs' Candidate's Estimator
To avoid the specification of the approximate function , Chib (1995) proposed an indirect method for estimating model likelihoods from Gibbs sampling output, recently extended to output from MH algorithm (Chib and Jeliazhov, 2001 ).
The method is based on the marginal likelihood identity
Only the denominator on the right hand side is unknown. But since this identity holds for any value, we only require a posterior density estimate Ô´ £ µ at a single point £ . Then the proposed estimate of the model likelihood, on the computationally convenient logarithm scale is
The choice of £ is in principal arbitrary, however, the most precise estimate of Ô´ µ would usually result from using the posterior mode or value close to it. Now our purpose is to estimate the ordinate Ô´ £ µ given
Suppose that parameter space is split into B blocks, i.e
Then we can write
Suppose also that full conditionals Ô´ 
Then the reduced ordinate Ô´ £ £ ½ £ ½ µ in (2.7) can be estimated from the output of the reduced MCMC runs as follows:
Step 2 Step 3. Estimate the reduced ordinate by the ratio of Monte Carlo averages
The reduced runs are obtained by fixing an appropriate set of parameters and continuing the MCMC simulations with a smaller set of distributions.
Reversible Jump MCMC
The methods described so far all seek to estimate the model likelihood Ô´ µ for each model separately. They also operate on a posterior sample that has already been produced by some MCMC method. An alternative approach favoured by many authors is to include the model indicator Å as a parameter in the sampling algorithm itself.
Green ( The condition of detailed balance requires that the equilibrium probability of moving from a state´Å µ to´Å µ equal to that of moving from´Å µ to´Å µ. For other details see Green (1995) .
Suppose the current state of Markov chain be´Å µ, where has dimension Ñ´ µ Ò . Then the procedure is as follows.
1. Propose a new model Å with probability Ñ´Å Å µ;
2. Generate Ù from a specified proposal density Õ´Ù Å Å µ;
4. Accept the proposed move to model Å with probability
To implement the reversible jump MCMC we need to specify the probability Ñ´Å Å µ for every proposed move, the proposal distributions Õ´Ù Å Å µ and the functions for all i,j. should be noted that sometimes the parameters that are "common" to both models Å and Å may change dramatically and therefore, the associated parameter values of ¼ correspond to a region of low posterior probability, which results in reducing of the convergence rate.
Provided that the sampling chain for the model indicator mixes sufficiently well, the posterior probability of model Å can be estimated by
which can in turn be used to estimate the Bayes factor.
Models
For the numerical illustration of the strategies above we chose the most important practical models for financial time series -GARCH-type models, introduced for the first time in the original paper of Bollerslev (1986) and then extensively generalized in many aspects, including conditional variance equation and the density specification. Good review of GARCH model formulations and properties was provided by Bollerslev, Engle and Nelson (1994) . We refer also to Shephard (1996) for statistical properties of this class of models.
We consider two GARCH models differing only in the type of distribution of the random shocks. To account for possible autocorrelation in financial data, we chose the autoregressive process of the order 1 for the mean filtering. Thus, the model 1 is the AR(1)-GARCH(1,1) model with gaussian errorś
with the restrictions « ¼ « ½ ¬ ½ ¼ to ensure The model 2 is the AR(1)-GARCH(1,1)-Ø model in the same parameterization but with Student errors, i.e.
As reported in Bollerslev et al. (1994) , the Student Ø-density with its fat tails is more able than the normal distribution to account for the excess kurtosis present in financial data.
Thus, the parameter vector to be estimated in´Å ½ µ is ½ ´ ¼ ½ « ¼ « ½ ¬ ½ µ and the likelihood for a sample of Ì observations
Under the assumption of Student Ø-distribution, the likelihood for the sample iś Note that for all parameters we have to use the proper priors in order to avoid possible non-integrability of the posterior parameter distribution that would make the Bayesian model selection rather questionable (Kass and Raftery, 1995) . The choice of the prior on the Student-Ø degrees of freedom parameter is of special relevance with this respect. As shown in Bauwens and Lubrano (1998) the posterior density is not proper when one chooses a flat prior on on´¼ ½µ. The conclusion is that sufficient prior information is needed on to force the posterior to tend to zero quickly enough at the tail, in order to be integrable. A possible choices for priors on is, e.g., an exponential density as in Geweke (1993) with parameter chosen subjectively to fix the prior mean and variance of .
In such a way, we used the following proper priors: ¼ AE´¼ ¿µ, ½ AE´¼ ¿µ,
The parameters of the priors were approximated based on the maximum likelihood results for these models on various financial data and then the variances were multiplied by factor 50. In this way, such priors turned out to be practically noninformative because their effective range is from 10 to 50 times larger that the effective range of the resulting posterior density. For the prior on degree of freedom parameter, we fix ¼ ½ after tuning on synthetic data.
MCMC Implementation
The starting point for all model selection strategies presented above is Bayesian inference about the parameter vector conditional on data via the posterior density Ô´ µ. Tierney (1994) .
One popular MCMC procedure is Gibbs sampling but because of the recurrent structure of variance equation in the GARCH model no one of full conditional distributions (i.e., densities of each element or subvector of given all other elements) is of known form from which random numbers could be easily generated. There is no property of conjugacy for GARCH model parameters. In this way, we use the Metropolis-Hastings algorithm which gives the easiest black-box sampling strategy yielding the required realization of Ô´ µ (see, e.g., Geweke (1995) , Kim et al. (1998) , Müller and Pole (1998) and Nakatsuma (2000)).
After initial exploratory runs of the Markov chain it was checked for the correlation between the parameters and the blocking update of highly correlated parameters was implemented to increase the efficiency and improve the convergence of Markov chain. Moreover, it appeared that it is more computationally convenient to work with the logarithmic transformation of the variance parameters´« ¼ « ½ ¬ ½ µ to a subvector taking values on´ ½ ·½µ.
In such a way, we applied the random walk Metropolis algorithm with Student t-distribution as a proposal for the mean parameters and degrees of freedom and with Gaussian proposal for the transformed variance parameters, where the variances of these proposal distributions were tuned to come near "optimal" acceptance rate in the range 25-40% (see Carlin and Louis (1996) for details).
The output sample of every MCMC run was constructed as follows. First, starting from different initial parameter values, two large samples were simulated, each 40000 iterations.
An initial (burn-in) parts of them were discarded after a visual inspection of the series plots for each parameter (usually 10-20% of the run size). Second, the inefficiency factors 1 were calculated and a decision was made about the lag interval with which the sample should be collected to achieve a nearly independent sample ("thinning"). Third, the resulting samples were checked for convergence by using the scale reduction factor 2 Ê. And finally, the chains were combined in one output sample used for further analysis.
Simulation Study
To be able to compare the model likelihood estimators, we created 210 synthetic data sets, 60 of model 1 and 150 of model 2, generating the model parameters from the priors above.
In order to investigate the dependence of the results below on the "true" parameter ranges, 1 Inefficiency factor is the factor by which we have to increase the run length of the MCMC sampler compared to iid sampling and it accounts for the whole serial dependence in the sampled values (Geweke, 1992) 2 According to Gelman and Rubin (1992) , running the Ñ parallel chains (initially overdispersed with respect to the true posterior) for ¾Ò iterations each, we then attempt to check whether the variation within the chains for a given parameter approximately equals the total variation across the chains during the latter Ò iterations. Specially, we monitor convergence by the scale factor Òis the variance between the means from the Ñ parallel chains, Ï is the average of the Ñ withinchain variances, and is the degrees of freedom of an approximating Ø-density to the posterior distribution.
As Ò ½ then Ê ½ and values of Ê close to 1 suggest good convergence.
we considered the groups of data sets with high ( ¼ ) and low persistence « ½ · ¬ ½ as well as three groups according to the "true" value of degrees of freedom: in the first DF group we included the data sets with ¾ ½¼; for the second DF group we have ½¼ ¾¼ and the third group is ¾¼.
MCMC simulations were performed as described above. The final output sample from the posterior densities were of size at least 4000 points.
MCMC estimates versus maximum likelihood estimates
In order to evaluate the accuracy of the MCMC simulations and compare them with the maximum likelihood estimations, we calculated the estimation errors ¯ £ , ½ ¾½¼, where £ denotes the "true" parameter values for synthetic data set . As estimate we used the maximum likelihood estimation as well as the mean and the median of the resulting posterior samples.
In Table 2 we collected the average bias in the estimates together with mean square error MSE ½ ¾½¼ È ¾½¼ ½ ¯¾ separately for every data group with low(high) persistence and over the DF groups. Obviously, for the mean parameters ¼ and ½ there are no significant differences between MLE and MCMC estimates over the considered data groups.
The estimation errors for the variance parameters´« ¼ « ½ ¬ ½ µ are plotted additionally in Fig.1 . Because of the skewness of the posterior distributions for these parameters, the median of the MCMC simulation seems to give more accurate estimates comparing with the mean of the resulting chain, but in general, the maximum likelihood estimates show mostly better performance compared with the main posterior statistics. A possible explanation for this can be that the mean and median statistics of the posterior sample are not completely adequate because of non-normal shape of the posterior distribution for these parameters.
If we again consider these differences over our data groups with low(high) persistence and different degrees of freedom from Table 2 , we find no significant differences in the error behavior between these groups.
In turn, the estimation accuracy of the degrees of freedom parameter is significantly different over the considered DF groups (see Fig.2 and Table 2 
Comparison of model likelihood estimators
Taking the resulting chain output from above, we used it as an input to the computational methods for estimating of model likelihoods discussed in section 2. According to formula (2.3) we estimated Ô À Ǻ µ. As importance density in reciprocal importance procedure we used a multivariate normal for the estimates Ô´½ In such a way, we run the reversible jump MCMC for 40000 iterations. The behaviour of the MCMC chains was good with rapid convergence to the probabilities Ô´Å µ. The
Bayes factor in favour of the "right" model was calculated based on (2.9).
In order to compare the performance of the discussed model selection algorithms, we calculated the percentage of correct decisions based on the scale of evidence for Bayes factors from Table 1 . Thus, we separated the sets where we get strong or moderate or weak evidence in favour of the "right" model as well as the evidence against the "right" model. In Tables 3-7 we report these results related to the common number of sets in the corresponding group. The abbreviation 'HM' is used for the harmonic mean estimator, 'CE' denotes the Chib candidate estimator, 'RI-N' and 'RI-T' are the reciprocal importance estimators with multivariate normal and Student Ø importance densities, respectively. 'BS' denotes the bridge sampling estimator and under 'RJMCMC' we collect the results of the reversible jump MCMC.
There is high correlation between the estimated Bayes factors and the degree of freedom value used to create the corresponding synthetic data set. where denotes the maximum likelihood estimate of the parameters of the model Å , Ò is the dimension of and Ì is the size of the data . It was also shown that for large sample size Ì an approximation to the Bayes factor ½¾ is given by
The second term in BIC acts as a penalty term which corrects for differences in size between the models. For more details on BIC see Carlin and Louis (1996) .
The resulting values of BIC are reported in Tables 3-7 
Market Data
In our empirical study we used three data sets related to different financial markets: Table 8 : Model likelihoods for market data. The first and second rows in every data set part contain the estimated model likelihood values (logarithm) for the models GARCH(1,1) and GARCH(1.1)-Ø, respectively. In the third row the Bayes factors in favour of model 1 are given.
As expected we observe the overwhelming superiority of the fat-tailed conditional distribution for all data considered. Within the discussed strategies, the reciprocal importance (RI-N and RI-T), bridge sampling (BS) and Chib candidate (CE) estimators seem to have equal accuracy with rather small standard errors, while the harmonic mean (HM) estimator leads to the biased model likelihood values.
In the last column of Table 8 we presented the BIC statistics together with the approximation to the BF (5.1). It seems that the BIC again tends to smooth the differences between the models.
Conclusions
In this paper we give a review of popular model selection methods in the Bayesian framework, such as harmonic mean, reciprocal sampling, bridge sampling, Chibs' candidate formula and reversible jump MCMC algorithm. For numerical illustration we provide the detailed implementation guidelines for these methods together with MCMC methodology for GARCH-type models from financial econometrics. We ground our method comparison on the simulated data grouped with respect to the persistence level and the degree of kurtosis in the conditional distribution. Based on the simulation study and from our experience on the algorithm implementations we can make the following conclusions:
the harmonic mean estimator is the simplest in implementation but showed the largest standard errors. Surprisingly, its performance on the synthetic data from the weakly leptokurtic conditional distribution appeared to be good compared to the others methods.
we found equal accuracy of the Chibs candidate's algorithm; reciprocal importance estimators with both choices of importance densities; and bridge sampling method.
But the computational time required for the Chibs candidate's estimates was five times longer compared with the others.
the reversible jump MCMC algorithm seems to produce significantly weaker evidence for the right models over all data groups considered. Moreover, the coding of this method takes extra time when comparing with the direct methods.
all the model selection procedures considered above mostly fail to make the right choice when data were generated by the weakly leptokurtic conditional distribution, preferring the simpler gaussian model in these cases. The high level of the variance persistence in the data seems to have no influence on the results.
The applied classical approach to model selection(BIC) results in clear preferences for the simpler model over all data groups. Without doubt, the Bayesian framework offers advantages compared to the classical analysis, taking into account model complexity in more unbiased way.
In addition, we compared the accuracy of the MCMC simulations with maximum likelihood estimators over the considered data groups. The mean parameters were estimated in both cases with the same accuracy. With respect to the variance parameters, the calculated estimation errors of the maximum likelihood procedure seem to be in general lower compared to the MCMC results. We can explain this effect by the non-symmetrical and non-normal shape of the posterior densities for the variance parameters and, therefore, the taken posterior statistics like mean and median of these distributions are not completely adequate. These results for the mean and variance parameters are not correlated with the kurtosis of the "true" conditional distribution. As regards the degree of freedom parameter, we got the opposite picture. With the increase of the "true" degree of freedom value the accuracy of maximum likelihood estimates is getting very low compared to the posterior statistics. It seems that the Bayesian approach by its "subjectivism" (in the choice of the priors) can manage a situation like this. Again, all results above were not sensitive to the level of the variance persistence.
In the empirical study we performed complete Bayesian analysis of the GARCH models for the stock index returns from the three largest financial markets. As expected we proved the overwhelming superiority of the fat-tailed conditional distribution for all data considered.
