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ON FOUR-DIMENSIONAL STEADY GRADIENT RICCI
SOLITONS THAT DIMENSION REDUCE
BENNETT CHOW, YUXING DENG∗, AND ZILU MA
Abstract. In this paper, we will study the asymptotic geometry of 4-
dimensional steady gradient Ricci solitons under the condition that they
dimension reduce to 3-manifolds. We will show that such 4-dimensional
steady gradient Ricci solitons either dimension reduce to a spherical
space form S3/Γ or weakly dimension reduce to the 3-dimensional Bryant
soliton. We also show that 4-dimensional steady gradient Ricci soli-
ton singularity models with nonnegative Ricci curvature outside a com-
pact set either are Ricci-flat ALE 4-manifolds or dimension reduce to
3-dimensional manifolds. As an application, we prove that any steady
gradient Ka¨hler-Ricci soliton singularity models on complex surfaces
with nonnegative Ricci curvature outside a compact set must be hy-
perka¨hler ALE 4-manifolds.
1. Introduction
Throughout this paper, we will use the following notations. A triple
(Mn, g, f) of a smooth manifold, a complete Riemannian metric, and a func-
tion is an n-dimensional steady gradient Ricci soliton, {φt}t∈(−∞,∞) is the
1-parameter group of diffeomorphisms generated by −∇f , and g(t) = φ∗t g.
By definition, the Ricci curvature Ric of g on M satisfies
Ric = Hessf.(1.1)
Defining f(t) = f ◦ φt, we have an eternal solution to the Ricci flow:
(1.2)
∂
∂t
g(t) = −2Ricg(t) = −2Hessg(t)f(t).
In this paper we will study the asymptotic geometry of 4-dimensional
steady gradient Ricci solitons under the assumption that they dimension
reduce to 3-manifolds (see below for definitions). We first introduce the
definition of dimension reduction on steady gradient Ricci solitons.
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Definition 1.1. We say that (Mn, g, f) dimension reduces to (n − 1)-
manifolds if for any sequence {pi}i∈N tending to infinity, a subsequence
of (M,Kig(K
−1
i t), pi) converges to (N
n−1 × R, gN (t) + ds2, p∞) in the C∞
pointed Cheeger–Gromov sense, where (N, gN (t)), t ∈ (−∞, 0], is an (n−1)-
dimensional complete ancient Ricci flow with bounded curvature and where
Ki = |Rm(pi)| > 0. In this definition, (N, gN (t)) may depend on the choice
of the base points {pi} and the subsequence. We call any such (N, gN (t)) a
dimension reduction of (M,g, f).
We say (Mn, g, f) strongly dimension reduces to (Nn−1, gN (t)) pro-
vided that (M,g, f) dimension reduces to (n − 1)-manifolds, where the di-
mension reduction of (M,g, f) is always (N, gN (t)) and hence is independent
of the choice of {pi} and subsequence.
Definition 1.2. We say that (Mn, g, f) weakly dimension reduces to
(Nn−1, gN (t)) if there exists a sequence of points {pi}i∈N tending to infinity
such that (M,Kig(K
−1
i t), pi) converges to (N × R, gN (t) + ds2, p∞), where
Ki = |Rm(pi)| > 0.
Observe that in the definitions above, (N, gN (t)) is always nonflat since
|RmN |(p∞, 0) = 1.
From now on we assume that (M4, g, f) is κ-noncollapsed. By this we
mean that if |Rm| ≤ r−2 in B(p, r), where p ∈ M and r ∈ (0,∞), then
volB(p, r) ≥ κr4. If (M4, g) is a singularity model (see Definition 1.4), then
it satisfies the stronger property that the above holds with |Rm| replaced
by the scalar curvature R (this is a theorem of Perelman [20, Theorems 28.6
and 28.9]); in this case we say that (M4, g) is strongly κ-noncollapsed.
According to Brendle’s recent solution to Perelman’s conjecture on the
classification of 3-dimensional noncompact κ-solutions [10], for any given
sequence of points {pi}i∈N, (N3, gN (t)) in Definition 1.1 is one the following
solutions:
(1) quotients of κ-solutions on S3 (such as shrinking spherical space
forms S3/Γ and Perelman’s ancient solutions on S3 and RP3);
(2) the ancient Ricci flow generated by the 3-dimensional Bryant soliton
(which we henceforth abbreviate as the Bryant 3-soliton);
(3) quotients of shrinking round cylinders on S2×R (the only orientable
κ-noncollapsed quotient is by Z2).
In this paper, we place further restrictions on the possible asymptotic
geometries of 4-dimensional steady gradient Ricci solitons that dimension
reduce to 3-manifolds. Precisely, we have:
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Theorem 1.3. If (M,g, f) is a 4-dimensional steady gradient Ricci soliton
that dimension reduces to 3-manifolds, then either it strongly dimension
reduces to S3/Γ or it weakly dimension reduces to the Bryant 3-soliton.
Examples of steady gradient Ricci solitons that strongly dimension reduce
to S3/Γ are the Bryant 4-soliton (to S3) and Appleton’s cohomogeneity one
examples on real plane bundles over S2 (to S3/Zk, k ≥ 3); see [3]. The
first named author also conjectured that there exist similar steady gradient
Ricci solitons on plane bundles over RP2. Among these solitons, only the
Bryant 4-soliton has positive Ricci curvature (it in fact has positive curvature
operator). We note that Hamilton has conjectured that there exists a family
of 4-dimensional κ-noncollapsed steady gradient Ricci solitons, called flying
wings, with positive curvature operator that weakly dimension reduce to
the Bryant 3-soliton. We remark that if (M4, g, f) weakly dimension reduces
to the Bryant 3-soliton, then it also weakly dimension reduces to S2 × R.
When (M4, g, f) weakly dimension reduces to the Bryant 3-soliton and
its scalar curvature has no decay, one may conjecture that (M,g, f) either
is the product of the Bryant 3-soliton and a line or is a flying wing. It
is also unknown whether there exists a steady gradient Ricci soliton which
weakly dimension reduces to the Bryant 3-soliton and has scalar curvature
uniformly decaying to zero. If such a steady gradient Ricci soliton exists, we
guess that the asymptotic behavior of its level set flow1 should be similar to
that of the 3-dimensional κ-solution constructed by Perelman. One may see
Angenent, Brendle, Daskalopoulos, and Sesum [2] for some recent progress
on the asymptotic behavior of 3-dimensional compact κ-solutions.
In most cases, one is interested in Ricci solitons which are singularity
models. The definition of a singularity model is as follows.
Definition 1.4. Let (Mn, g(t)), t ∈ [0, T ), be a finite time singular solution
to Ricci flow on a closed oriented manifold such that supM×[0,T ) |Rm| =
∞ and T < ∞. An associated singularity model (Mn∞, g∞(t)), t ∈
(−∞, 0], is a complete ancient solution which is a limit of pointed rescal-
ings. More precisely, there exists a sequence of space-time points (xi, ti) in
M × [0, T ) with Ki , |Rm|(xi, ti) → ∞ such that the sequence of pointed
solutions (M,gi(t), xi), where gi(t) = Kig(K
−1
i + ti) and t ∈ [−Kiti, 0],
converges in the Cheeger-Gromov sense to the complete ancient solution
(M∞, g∞(t), x∞), t ∈ (−∞, 0].
As an application of Theorem 1.3, we can give a description of the asymp-
totic behavior of any 4-dimensional steady gradient Ricci soliton singularity
1One may see Section 3 in [24] for the definition of the level set flow of a steady gradient
Ricci soliton.
4 BENNETT CHOW, YUXING DENG∗, AND ZILU MA
model (M,g, f) whose Ricci curvature is nonnegative outside a compact set
K, i.e., its Ricci curvature Ric(x) satisfies
Ric(x) ≥ 0, ∀ x ∈M \K.(1.3)
Here, dimension reduction is not one of the hypotheses.
Theorem 1.5. Let (M,g, f) be a 4-dimensional steady gradient Ricci soliton
singularity model satisfying (1.3). Then, one of the following holds:
(1) (M,g, f) is a Ricci flat ALE 4-manifold;
(2) (M,g, f) strongly dimension reduces to S3/Γ;
(3) (M,g, f) weakly dimension reduces to the Bryant 3-soliton.
ALE 4-manifolds are defined as follows.
Definition 1.6. A complete noncompact Riemannian 4-manifold (M4, g) is
an asymptotically locally Euclidean (ALE) space of order τ > 0 if
there exist a finite subgroup Γ of SO(4), a compact subset K of M , and a
diffeomorphism
Φ : (R4 −B1(0))/Γ→M \K(1.4)
such that g˜ij = π
∗Φ∗g, where π : R4 − B1(0) → (R4 − B1(0))/Γ is the
projection, which satisfies |g˜ij − δij | ≤ O(r−τ ) and |∂kgij| ≤ O(r−τ−|k |) for
multi-indices k.
When the steady Ricci solitons in Theorem 1.5 are Ka¨hler-Ricci solitons,
we can classify any steady gradient Ka¨hler-Ricci soliton singularity model
(M,g, f) of complex dimension 2, whose Ricci curvature is nonnegative out-
side a compact set. Precisely, we have:
Theorem 1.7. Steady gradient Ka¨hler-Ricci soliton singularity models on
complex surfaces must be hyperka¨hler ALE Ricci-flat 4-manifolds if they
satisfy condition (1.3).
By Bando, Kasue, and Nakajima [7], for any 4-dimensional ALE, there
exists Φ so that the order of the ALE is 4. It is conjectured that any ALE
Ricci flat 4-manifold must be hyperka¨hler. The conjecture is true when the
4-manifold is a Ka¨hler manifold by [30, 31]. Simply-connected hyperka¨hler
ALE 4-manifolds have been classified by Kronheimer [30, 31]. The non-
simply-connected hyperka¨hler ALE 4-manifolds have also been classified by
Suvaina [38] and Wright [39]. We remark that Ka¨hler-Ricci flat non-ALE
spaces may have infinite type; see [1].
Now, we explain the ideas in proving Theorem 1.5 and Theorem 1.7.
When the scalar curvature has no uniform decay, we hope to prove a dimen-
sion reduction theorem for steady Ricci solitons. In [23], the second named
author and Xiaohua Zhu proved the dimension reduction for steady gradient
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Ka¨hler-Ricci solitons with nonnegative bisectional curvature. Under (1.3),
we can find a geodesic line in the limit of a sequence of steady gradient Ricci
solitons. We will prove the following dimension reduction theorem.
Theorem 1.8. Let (M,g, f) be an n-dimensional steady gradient Ricci soli-
ton with bounded curvature. If (M,g, f) satisfies (1.3) and does not have uni-
form scalar curvature decay, then it weakly dimension reduces to an (n−1)-
dimensional steady gradient Ricci soliton.
By Theorem 1.8, it suffices to deal with 4-dimensional κ-noncollapsed
steady gradient Ricci solitons satisfying (1.3) and uniform scalar curvature
decay, i.e., R(x)→ 0 as x→∞.
Theorem 1.9. Let (M,g, f) be a 4-dimensional κ-noncollapsed steady gra-
dient Ricci soliton with uniform scalar curvature decay. If it satisfies con-
dition (1.3), then one of the following holds:
(1) (M,g, f) is Ricci flat;
(2) (M,g, f) strongly dimension reduces to S3/Γ;
(3) (M,g, f) weakly dimension reduces to the Bryant 3-soliton.
It turns out that it is important to study steady gradient Ricci solitons
with maximal volume growth in order to prove Theorem 1.9. We say that
an n-dimensional steady gradient Ricci soliton (M,g, f) satisfying condition
(1.3) has maximal volume growth if the asymptotic volume ratio
(AVR)
AVR(g) + lim
r→∞
Vx(r)
rn
> 0,
where Vx(r) = volB(x, r). We will show in Lemma 7.2 that the limit exists
and does not depend on the basepoint x. We will prove in Proposition 7.4
that if AVR(g) > 0, then there is a uniform constant c > 0 depending only
on the geometry near K such that
Vy(r)
rn
≥ c, ∀y ∈M, r > 0.
For 4-dimensional steady gradient Ricci solitons with maximal volume
growth, we have the following rigidity theorem.
Theorem 1.10. Let (M,g, f) be a 4-dimensional steady gradient Ricci soli-
ton. If (M,g, f) satisfies condition (1.3) and has maximal volume growth,
then (M,g) must be Ricci flat.
It is interesting to know whether n-dimensional steady gradient Ricci
solitons should be Ricci flat if their volume growth satisfies
volB(x0, ri) ≥ crni ,
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where c is a positive constant and x0 is a fixed point on M . Moreover, ri is
a sequence of positive constants such that ri →∞ as i→∞.
With the help of Theorem 1.10, we are able to show the following conver-
gence result.
Theorem 1.11. Let (M4, g, f) be a steady gradient Ricci soliton which is
not Ricci flat and satisfies the hypotheses of Theorem 1.9. Then, for any
pi tending to infinity, (M,R(pi)g(R(pi)t), pi) converge subsequentially to a
limit (M∞, g∞(t), p∞). Moreover, (M∞, g∞(t), p∞) has uniformly bounded
curvature and splits off a line.
Theorem 1.9 is then the corollary of Theorem 1.3 and Theorem 1.11.
Combining Theorem 1.9 with Theorem 1.8, we obtain:
Theorem 1.12. Let (M,g, f) be a 4-dimensional κ-noncollapsed steady gra-
dient Ricci soliton with bounded curvature. If it satisfies (1.3), then one of
the following holds:
(1) (M,g, f) is Ricci flat;
(2) (M,g, f) strongly dimension reduces to S3/Γ;
(3) (M,g, f) weakly dimension reduces to the Bryant 3-soliton.
When the steady gradient Ricci solitons in Theorem 1.12 are Ka¨hler-Ricci
solitons, we have:
Theorem 1.13. κ-noncollapsed steady gradient Ka¨hler-Ricci solitons with
bounded curvature on complex surfaces must be Ricci flat if they satisfy (1.3).
Theorem 1.5 is in fact a direct corollary of Theorem 1.12 by Theorem 1
in [19], Perelman’s no local collapsing theorem and the work of Cheeger and
Naber [17, Corollary 8.86]. Similarly, Theorem 1.7 is a direct corollary of
Theorem 1.13.
Conjecture 1.14. If (M,g, f) is a 4-dimensional steady gradient Ricci soli-
ton singularity model, then it dimension reduces to 3-manifolds.
Regarding Ricci flow analysis, compactness theory, and singularity mod-
els, particularly striking are the recent breakthroughs of Bamler [4, 5, 6].
The paper is organized as follows. In Section 2, we study the linear growth
of the potential function. In Section 3, we study the linear curvature decay
of steady gradient Ricci solitons. Sections 4, 5, 6 are devoted to proving
Theorem 1.3. Theorem 1.10 is proved in Section 7. In Section 8, we prove
Theorem 1.11. Theorem 1.8 is proved in Section 9. Theorem 1.5, Theorem
1.13 and Theorem 1.7 will be proved in Section 10.
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2. linear growth of potential function
The growth of the potential function f is important for studying the
rotational symmetry of steady gradient Ricci solitons (see [8, 9], [24]). It is
known that f grows linearly when the Ricci curvature is nonnegative and
there exists an equilibrium point o of f onM , i.e., ∇f(o) = 0 (see [13], [14]).
Let φt be the 1-parameter group of diffeomorphisms generated by −∇f .
Then the nonnegativity of the Ricci curvature implies that ddtR(φt(p)) ≥ 0.
In this section we will show that f grows linearly under the assumption that
d
dtR(φt(p)) ≥ 0 outside some compact set K and that the scalar curvature
decays uniformly. Precisely, we have:
Theorem 2.1. Let (Mn, g, f) be a non-Ricci-flat steady gradient Ricci soli-
ton. Suppose that the scalar curvature decays uniformly and
d
dt
∣∣∣∣
t=0
R(φt(p)) ≥ 0 for all p ∈M \K,(2.1)
where K is a compact subset of M . Then there exist positive constants r0,
C1 and C2 such that
C1ρ(x) ≤ f(x) ≤ C2ρ(x) for all x ∈M such that ρ(x) ≥ r0,(2.2)
where ρ(x) is the distance function from a fixed point x0 ∈M . That is, the
potential function is uniformly equivalent to the distance (to a fixed point)
function.
Remark. Condition (2.1) is equivalent to 〈∇R,∇f〉 ≤ 0 onM \K, which
in turn is equivalent to Ric(∇f,∇f) ≥ 0 on M \K.
Now we fix some notations in this section. Let (Mn, g, f) be a non-Ricci-
flat steady gradient Ricci soliton with scalar curvature decaying uniformly.
It is well known that the following identity holds:
R(x) + |∇f |2(x) = C,(2.3)
where C is a positive constant. Since (M,g, f) is non-Ricci-flat, R(x) must
be positive by B.-L. Chen [18]. In particular, (2.3) implies that
|∇f |2(x) ≤ C for all x ∈M.(2.4)
Let Rmax = supx∈M R(x) and define
S(ε) = {x ∈M : R(x) ≥ Rmax − ε}.
Note that Rmax ≤ C and S(ε) = {x ∈M : |∇f |2 ≤ ε+C −Rmax}, where C
is the constant in (2.3). Since the scalar curvature decays uniformly, S(ε)
is compact for each ε ∈ [0, Rmax). Moreover, M is exhausted by the family
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of sets {S(ε)}ε∈(0,Rmax ]. Hence, there exists a positive constant ε0 < Rmax
such that
K ⊆ S(ε) for all ε ∈ [ε0, Rmax),(2.5)
where K is as in the hypothesis of Theorem 2.1.
Lemma 2.2. Under the hypotheses of Theorem 2.1, for any p ∈M \S(ε0),
we have
φt(p) ∈M \ S(ε0) for all t ∈ (−∞, 0].(2.6)
Hence,
d
dt
R(φt(p)) ≥ 0 for all (p, t) ∈ (M \ S(ε0))× (−∞, 0].(2.7)
Proof. Let p ∈M\S(ε0). By the definition of S(ε0), we have that |∇f |2(p) >
ε0 + C − Rmax. Therefore, for t0 < 0 sufficiently small, we have that
|∇f |2(φt(p)) > ε0 + C −Rmax for all t ∈ [t0, 0]. Let
T = inf{t ≤ 0 : φt(p) ∈M \ S(ε0)}.
If T is finite, then |∇f |2(φt(p)) > ε0 + C − Rmax for T < t ≤ 0 and
|∇f |2(φT (p)) = ε0 + C −Rmax. Note that
d
dt
|∇f |2(φt(p)) = − d
dt
R(φt(p)) ≤ 0 for all (p, t) ∈ (M \ S(ε0))× (T, 0].
Hence,
|∇f |2(φT (p)) ≥ |∇f |2(φt(p)) > ε0 + C −Rmax(2.8)
for t ∈ (T, 0]. This contradicts the fact that φT (p) ∈ S(ε0). Hence T = −∞,
i.e., φt(p) ∈M \ S(ε0) for all t ≤ 0. We have completed the proof. 
When t→ +∞, we have the following lemma.
Lemma 2.3. Under the hypotheses of Theorem 2.1, for any p ∈M \S(ε0),
there exists tp ∈ (0,∞) such that φtp(p) ∈ S(ε0) and φt(p) ∈ M \ S(ε0) for
all t ∈ (−∞, tp).
Proof. The proof is by contradiction. If the lemma is not true, then there
exists a point p ∈M \S(ε0) such that φt(p) ∈M \S(ε0) for all t ≥ 0. Then
|∇f |2(φt(p)) ≥ ε0 for all t ≥ 0.(2.9)
It follows that
f(p)− f(φt(p)) =
∫ t
0
|∇f |2(φs(p))ds ≥ ε0t.(2.10)
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For any fixed t ≥ 0, let γt : [0, Lt]→M be a minimal geodesic with γt(0) = p
and γt(Lt) = φt(p), where Lt = d(p, φt(p)), and let s be the arc length
parameter. Then we have
|f(p)− f(φt(p))| =
∣∣∣∣∫ Lt
0
〈∇f(γt(s)), γ′t(s)〉ds
∣∣∣∣(2.11)
≤
∫ Lt
0
|∇f |ds
≤
√
Cd(p, φt(p)),
where we have used the identity (2.3). Combining (2.10) with (2.11), we see
that φt(p) tends to infinity as t→ +∞.
On the other hand, ddtR(φt(p)) ≥ 0 since φt(p) ∈M \ S(ε0) for all t ≥ 0.
It follows that φt(p) ∈ S(Rmax−R(p)) for t ≥ 0. Note that S(Rmax−R(p))
is compact. Hence, φt(p) cannot tend to infinity. We obtain a contradiction.
Hence the proof of the lemma is complete.

Now, we are ready to prove Theorem 2.1.
Proof of Theorem 2.1. For any x ∈M \ S(ε0), by Lemma 2.3 there exists a
positive constant tx > 0 such that φtx(x) ∈ S(ε0) and φt(x) ∈M \ S(ε0) for
all t ∈ (−∞, tx). Note that
f(x)− f(φtx(x)) =
∫ tx
0
|∇f |2(φs(x)) ds
and
d(x, φtx(x)) ≤ Length(φs(x)|s∈[0,tx], g) =
∫ tx
0
|∇f |(φs(x))ds.
By (2.3), we have
d
dt
|∇f |2(φt(x)) = − d
dt
R(φt(x)) ≤ 0 for all t ∈ [0, tx],
|∇f |(φs(x)) ≥ |∇f |(φtx(x)) for all s ∈ [0, tx].
Consequently,
f(x)− f(φtx(x)) =
∫ tx
0
|∇f |2(φs(x))ds
≥ |∇f |(φtx(x))
∫ tx
0
|∇f |(φs(x))ds
≥ ε0d(x, φtx(x)).
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Now we fix a point x0 ∈ S(ε0). We then obtain for all x ∈M \ S(ε0),
f(x)− f(x0) ≥ ε0d(x, φtx(x)) + f(φtx(x))− f(x0)(2.12)
≥ ε0d(x, x0)− (2 + ε0)A,
where
A = sup
x∈S(ε0)
|f(x)|+ diam(S(ε0))
and diam(S(ε0)) = supx,y∈S(ε0) d(x, y) .
On the other hand, for any x ∈M we have the following. Let γ : [0, L]→
M be a minimal geodesic with γ(0) = x0 and γ(L) = x, where L = d(x, x0),
and let s be the arc length parameter. Then we have
|f(x)− f(x0)| = |
∫ L
0
〈∇f(γ(s)), γ′(s)〉|ds ≤
∫ L
0
|∇f |ds ≤
√
Cd(x0, x).
(2.13)
Combining (2.12) with (2.13) completes the proof of Theorem 2.1. 
Remark 2.4. Under the hypotheses of Theorem 2.1, it is easy to see that
the constant C in (2.3) satisfies C = Rmax = supx∈M R(x). Moreover, the
linear growth estimate of f can be improved to:
f(x)
ρ(x)
→
√
Rmax as ρ(x)→∞.(2.14)
The details can be found in the proof of Lemma 2.2 in [25].
3. Linear curvature decay of steady GRS
Linear curvature decay is an important condition in the study of the
asymptotic geometry of steady gradient Ricci solitons (see [8, 9], [21, 22,
23, 24, 25]). Originally, linear curvature decay of steady gradient Ricci
solitons were obtained on positively curved steady gradient Ricci solitons in
dimension 3 by Guo (see [26]).
In this section, we prove linear curvature decay under conditions stronger
than that of Theorem 2.1. Let ρ(x) denote the distance function from a
fixed point x0 ∈M . Let S(ε0) be the set defined as in Section 2.
Theorem 3.1. Let (Mn, g, f) be a non-Ricci-flat steady gradient Ricci soli-
ton. Suppose that the scalar curvature decays uniformly and that
1
R2(p)
· d
dt
∣∣∣∣
t=0
R(φt(p)) ≥ ǫ > 0 for all p ∈M \K,(3.1)
where K is a compact subset of M , φt is the 1-parameter group of diffeo-
morphisms generated by −∇f , and ǫ is independent of p, t. Then there exist
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constants r0 and c such that
R(x) ≤ c
ρ(x)
for all x ∈M such that ρ(x) ≥ r0.(3.2)
That is, the scalar curvature decays linearly.
Proof. Note that (M,g, f) satisfies the hypotheses of Theorem 2.1. By
Lemma 2.2, we see that
1
R2(p)
· d
dt
R(φt(p)) ≥ ǫ > 0 for all p ∈ (M \ S(ε0))× (−∞, 0].(3.3)
By Lemma 2.3, for any x ∈M \S(ε0) there exists tx > 0 such that φtx(x) ∈
S(ε0) and φt(x) ∈M \ S(ε0) for all t ∈ (−∞, tx). By (3.3), we have
− d
dt
[
R−1(φt(x))
] ≥ ǫ for all t ∈ [0, tx].(3.4)
Integrating this formula over t ∈ [0, tx], we obtain
R(x) ≤ 1
ǫtx +R−1(φtx(x))
.(3.5)
On the other hand,
f(x)− f(φtx(x)) =
∫ tx
0
|∇f |2(φs(x)) ds ≤ Ctx.(3.6)
By (3.5) and (3.6), we have
R(x) ≤ C
ǫ(f(x)−A) + C(Rmax)−1 ,(3.7)
where A = supx∈S(ε0) f(x). Hence the curvature decay estimate (3.2) follows
from (3.7) and Theorem 2.1. 
Similarly, we have the same linear decay estimate under an upper bound
rather than a lower bound for − ddt(R−1 ◦ φt).
Theorem 3.2. Let (Mn, g, f) be a non-Ricci-flat steady gradient Ricci soli-
ton. Suppose that the scalar curvature decays uniformly and
0 ≤ 1
R2(p)
· d
dt
∣∣∣∣
t=0
R(φt(p)) ≤ C ′ for all p ∈M \K,(3.8)
where K is a compact subset of M and ǫ is independent of p, t. Then there
exist positive constants r0 and c
′ such that
R(x) ≥ c
′
ρ(x)
for all ρ(x) ≥ r0.(3.9)
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Proof. Note that (M,g, f) satisfies the hypotheses of Theorem 2.1. By
Lemma 2.2, we have
0 ≤ 1
R2(p)
· d
dt
R(φt(p)) ≤ C ′ for all (p, t) ∈ (M \ S(ε0))× (−∞, 0].
(3.10)
Let x ∈M \ S(ε0). By Lemma 2.3, there exists a constant tx > 0 such that
φtx(x) ∈ S(ε0) and φt(x) ∈ M \ S(ε0) for all t ∈ (−∞, tx). By (3.10), we
have
− d
dt
[
R−1(φt(x))
] ≤ C ′ for all t ∈ [0, tx].(3.11)
Integrating the formula above over t ∈ [0, tx], we obtain
R(x) ≥ 1
C ′tx +R−1(φtx(x))
.(3.12)
On the other hand,
f(x)− f(φtx(x)) =
∫ tx
0
|∇f |2(φs(x))ds ≥ ε0tx.(3.13)
By (3.12) and (3.13), we have
R(x) ≥ ε0
C ′f(x) + ε0B
,(3.14)
where B = supx∈S(ε0)R
−1(x). Hence (3.9) follows from (3.14) and (2.1). 
4. Asymptotic geometry
By the methods in [24, 25], one can prove Theorem 1.3 with the help of
Theorem 3.1 and Theorem 3.2.
Lemma 4.1. Let (M,g, f) be a 4-dimensional steady gradient Ricci soliton
that dimension reduces to 3-manifolds. Then there exists a positive constant
C3 such that
|Rm|(x)
R(x)
≤ C3 for all x ∈M4 \K.(4.1)
If no dimension reduction of (M4, g, f) is a steady gradient Ricci 3-soliton,
then there exist positive constants ǫ and C4 such that
ǫ ≤ ∆R(x) + 2|Ric|
2(x)
R2(x)
≤ C4 for all x ∈M \K.(4.2)
Proof. We first show that (4.1) is true. If it is not true, then there ex-
ists a sequence of points {pi} tending to infinity such that R(pi)|Rm|(pi) → 0.
Let Ki = |Rm|(pi). Then (M,Ki(K−1i t), pi) converges to (M4∞, g∞(t), p∞),
where (M∞, g∞(t)) is the product of a 3-dimensional ancient Ricci flow and a
line. By Chen [18], (M∞, g∞(t)) has nonnegative sectional curvature. Since
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R(pi)
|Rm|(pi) → 0, the scalar curvature of (M∞, g∞(t)) is zero for all t. Hence,
(M∞, g∞(t)) must be flat. However, we have |Rmg∞(0)|(p∞) = 1 by the
definition of the sequence. Hence, we obtain a contradiction. Thus (4.1) is
proved.
Next, we show that the second inequality in (4.2) is true. By the conver-
gence assumption, it is easy to see by a contradiction argument that
∆R(x) + 2|Ric|2(x)
|Rm|2(x) ≤ C4 for all x ∈M \K.(4.3)
Then, the inequality on the right-hand side of (4.2) follows from (4.1) and
(4.3).
Finally, we prove the first inequality in (4.2). If the inequality is not true,
then there exists a sequence of points pi tending to infinity such that
∆R(pi) + 2|Ric|2(pi)
R2(pi)
→ 0 as i→∞(4.4)
(by (4.1), |Rm| and R are comparable). By hypothesis, we may assume that
(M,R(pi)g(R
−1(pi)t), pi)→ (M4∞, g∞(t), p∞).(4.5)
Also, by hypothesis, we have that (M∞, g∞(t)) is a product of a line and a
complete ancient Ricci flow with bounded nonnegative curvature operator.
We also note that (4.4) implies that
∂
∂t
∣∣∣∣
t=0
Rg∞(t)(p∞) =
∆g∞(0)Rg∞(0)(p∞) + 2|Ricg∞(0)|2g∞(0)(p∞)
R2g∞(0)(p∞)
= 0.(4.6)
Hence, by Hamilton’s eternal solutions result [29], we have that (M∞, g∞(t))
is a product of a line and a steady gradient Ricci 3-soliton.2 This contradicts
our assumption. Hence, we have completed the proof of (4.2).

As a corollary, we have:
Corollary 4.2. Let (M,g, f) be a 4-dimensional steady gradient Ricci soli-
ton that dimension reduces to 3-manifolds. If the scalar curvature does not
have uniform decay, then (M4, g, f) weakly dimension reduces to a steady
gradient Ricci 3-soliton.
Proof. Let A = limr→∞ supx∈M\B(x0,r)R(x), where x0 is a fixed point. If the
scalar curvature does not have uniform decay, then A > 0. We can choose a
sequence of points {pi} tending to infinity such that R(pi) → A as i → ∞.
2Hamilton’s eternal solutions result holds for complete ancient solutions to the Ricci
flow with bounded nonnegative curvature operator and with ∂R
∂t
= 0 at a point.
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By Definition 1.1 and by (4.1), it is easy to see that (M4, gi(t), pi) subcon-
verges to a limit (N3×R, gN (t)+ ds2, p∞), where gi(t) = R(pi)g(R−1(pi)t).
By our choice of the sequence {pi}, we have that
RN (p∞, 0) = A = sup
(x,t)∈N×(−∞,+∞)
RN (x, t),
i.e., RN (x, t) attains its maximum in space-time at the space-time point
(p∞, 0). Hence, (N, gN (t)) must admit a steady gradient Ricci soliton struc-
ture (see [29]). 
The steady gradient Ricci 3-soliton in the corollary above must in fact be
the Bryant 3-soliton; see Theorem 6.1 below.
Note that
1
R2(p)
· d
dt
∣∣∣∣
t=0
R(φt(p)) =
∆R(p) + 2|Ric|2(p)
R2(p)
.(4.7)
By Lemma 4.1, Corollary 4.2, Theorem 2.1, Theorem 3.1 and Theorem
3.2, we have:
Proposition 4.3. Let (M,g, f) be a 4-dimensional steady gradient Ricci
soliton that dimension reduces to 3-manifolds. If (M,g, f) does not weakly
dimension reduce to a steady gradient Ricci 3-soliton, then there exist posi-
tive constants r0, C1, C2, C3, c1 and c2 such that
C1ρ(x) ≤ f(x) ≤ C2ρ(x) for all ρ(x) ≥ r0,(4.8)
c1
ρ(x)
≤ R(x) ≤ c2
ρ(x)
for all ρ(x) ≥ r0,(4.9)
|Rm|(x) ≤ C3R(x) for all x ∈M.(4.10)
Proposition 4.3 implies that the level set of potential function f(x) is
compact and |∇f |2(x) > 0 when ρ(x) ≥ r0. Hence, we are able to use the
level set flow (see Section 3 in [24]) to give an estimate of the diameter of
the level set {x ∈ M : f(x) = r} when r is large enough. In [24], the
nonnegativity of the sectional curvatures is only used to get the following
estimate∣∣∣∣Rm( ∇f|∇f | , Y, Y, ∇f|∇f |)
∣∣∣∣ ≤ Ric( ∇f|∇f | , ∇f|∇f |) = |〈∇R,∇f〉||∇f |2 ≤ C0R 32 .
where Y is a unit vector tangent to the level set. By Lemma 3.1 in [25], we
have
Rm(∇f, ej, ek,∇f) = −1
2
(HessR)jk −RjlRkl +∆Rjk + 2RijklRil.(4.11)
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Under the hypotheses of Theorem 1.3, it is easy to see by contradiction
argument that
|∇kRm|(x)
R
k+2
2 (x)
≤ C(k) for all ρ(x) ≥ r0.(4.12)
Hence, we have
∣∣∣∣Rm( ∇f|∇f | , Y, Y, ∇f|∇f |)
∣∣∣∣ ≤ |HessR|+ |∆Ric|+ |Ric|2 + 2|Rm| · |Ric||∇f |2 ≤ C0R2,
(4.13)
where Y is a unit vector tangent to the level set.
Hence, under the hypotheses of Theorem 1.3, we can replace (4.11) with
(4.13) to get the following diameter estimate for the level sets.
Proposition 4.4. Let (M,g, f) be a 4-dimensional steady gradient Ricci
soliton that dimension reduces to 3-manifolds. If (M,g, f) does not weakly
dimension reduce to a steady gradient Ricci 3-soliton, then there exists a
constant C5 independent of r such that
diam(Σr, g) ≤ C5
√
r for all r ≥ r0,(4.14)
where Σr = {x ∈M : f(x) = r}.
With the help of Proposition 4.3, Proposition 4.4 and (4.12), we can use
the argument in Sections 2 through 4 of [24] to prove a weak version of
Theorem 1.3 in [24].
Theorem 4.5. Let (M,g, f) be a 4-dimensional steady gradient Ricci soli-
ton that dimension reduces to 3-manifolds. Suppose that (M,g, f) does not
weakly dimension reduce to a steady gradient Ricci 3-soliton. Then for any
pi → ∞ the rescaled Ricci flows (M,R(pi)g(R−1(pi)t), pi) converge subse-
quentially to (R × Σ, ds2 + gΣ(t)), t ∈ (−∞, 0], in the Cheeger–Gromov
topology, where Σ is diffeomorphic to a level set Σr0 and (Σ, gΣ(t)) is a
3-dimensional compact ancient solution to the Ricci flow. Moreover, the
scalar curvature RΣ(x, t) of (Σ, gΣ(t)) satisfies
RΣ(x, t) ≤ C|t| for all x ∈ Σ, t < 0,(4.15)
where C is a constant.
We note that Σ in Theorem 4.5 is independent of the choice of the se-
quence {pi} and the subsequence since it is diffeomorphic to the level set
Σr0 of the potential f for some r0. We also note that Σ is connected. This
is due to the following theorem in [34].
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Theorem 4.6 (Munteanu and Wang). A complete noncompact steady gra-
dient Ricci soliton is either connected at infinity (i.e., has exactly one end)
or splits as the product of R with a compact Ricci flat manifold. Hence,
a complete noncompact non-Ricci-flat steady gradient Ricci soliton must be
connected at infinity.
By Theorem 2.1, we know that M = S(ε0) ∪M \ S(ε0) and M \ S(ε0) is
diffeomorphic to Σ × (A,+∞). Since (M,g) has only one end, Σ must be
connected.
To prove Theorem 1.3, we are left to show that Σ in Theorem 4.5 is
diffeomorphic to S3/Γ and that gΣ(t) is a family of round metrics. Moreover,
we need to show that the limit steady gradient Ricci soliton must be the
product of a line and the Bryant 3-soliton if it weakly dimension reduces to
a steady gradient Ricci 3-soliton. These results will be proved in the next
two sections (see Theorem 5.1 and Theorem 6.1).
5. Uniqueness of limit ancient Ricci flow
Theorem 5.1. The 3-manifold Σ in Theorem 4.5 is diffeomorphic to S3/Γ
and gΣ(t) is a family of shrinking round metrics.
We first note that the following lemma holds because of the dimension
reduction assumption.
Lemma 5.2. Let (M,g, f) be a 4-dimensional steady gradient Ricci soliton
that dimension reduces to 3-manifolds, but does not weakly dimension reduce
to a steady gradient Ricci 3-soliton. Then there exist positive constants κ
and r0 such that (noncollapsing at the curvature scale of a point)
volB(p, 1;R(p)g) ≥ κ for all p ∈M such that f(p) ≥ r0.(5.1)
For any positive number r¯, there exists a positive constant C(r¯) such that
(bounded curvature at bounded distance)
R(x)
R(p)
≤ C(r¯) for all x ∈ B(p, r¯;R(p)g) and p such that f(p) ≥ r0.(5.2)
Proof. The proof is by contradiction. Suppose that the lemma is not true.
Then, there exists a sequence of points pi tending to infinity such that
volB(pi, 1;R(pi)g)→ 0 as pi →∞.(5.3)
On the other hand, we may assume that (M,R(pi)g(R
−1(pi)t), pi) subcon-
verges to (M∞, g∞(t), p∞). By taking t = 0, (M,R(pi)g, pi) converges to
(M∞, g∞(0), p∞). Therefore, for i large, we have
volB(pi, 1;R(pi)g) ≥ 1
2
volB(p∞, 1; g∞(0)) > 0.(5.4)
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This contradicts (5.3).
Similarly, one can prove (5.2) by a contradiction argument. This com-
pletes the proof.

In [24], we used the noncollapsing condition to obtain (5.1). By Lemma
5.2, we obtain (5.1) without assuming the noncollapsing condition. There-
fore, we can follow the argument of Lemma 4.2 and Lemma 4.3 in [24] to
obtain the following volume estimate for level sets.
Lemma 5.3. Let (M,g, f) be a 4-dimensional steady gradient Ricci soliton
that dimension reduces to 3-manifolds, but does not weakly dimension reduce
to a steady gradient Ricci 3-soliton. Then there exists a positive constant κ1
independent of r such that
vol(Σr, g) ≥ κ1(
√
r)n−1 for all r ≥ r0,(5.5)
where Σr = {x ∈M : f(x) = r}.
As a corollary, we have the following lemma.
Lemma 5.4. Let (M,g, f) be a 4-dimensional steady gradient Ricci soliton
that dimension reduces to 3-manifolds, but does not weakly dimension reduce
to a steady gradient Ricci 3-soliton. Then there exist positive constants κ2
and C6 such that
vol(Σ, gΣ(t)) ≥ κ2(−t)
n−1
2 .(5.6)
and
diam(Σ, gΣ(t)) ≤ C6
√
1− t.(5.7)
Proof. Fix t < 0. Under the hypotheses of Theorem 4.5, for pi tending to
infinity, we assume the following convergence
(M,R(pi)g(R
−1(pi)t), pi)→ (R × Σ, ds2 + gΣ(t), p∞).(5.8)
Therefore, we have
(M,R(pi)g, φ(R−1(pi)t)(pi))→ (R× Σ, ds2 + gΣ(t), p∞).(5.9)
Let qi = φR−1(pi)t(pi). Similar to Corollary 3.4 in [24], there exists a
positive constant C ′0 such that
Σf(qi) ⊆ B(qi, C ′0;R(qi)g).(5.10)
By (5.2), we get
R(x)
R(qi)
≤ C(C ′0) for all x ∈ Σf(qi).(5.11)
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Note that
R(pi)f(qi) =R(pi)
(
f(pi) +
∫ R−1(pi)|t|
0
|∇f |2(φs(pi))ds
)
≥ c1C1 + ε0|t|.
(5.12)
Hence,
R(x)
R(pi)
=
R(x)
R(qi)
R(qi)f(qi)
R(pi)f(qi)
≤ C
′
1
c1C1 + ε0|t|
≤ C
′
2
1 + |t| for all x ∈ Σf(qi).(5.13)
By Lemma 5.3, we have the following volume estimate:
vol(Σf(qi), R(pi)g) =vol(Σf(qi), f
−1(qi)g) · (R(qi)f(qi))
n−1
2 ·
(R(pi)
R(qi)
)n−1
2
≥κ1 · (c1C1)
n−1
2 ·
(1 + |t|
C ′2
)n−1
2
≥κ2(−t)
n−1
2 .(5.14)
Moreover, by Proposition 4.4, we have the diameter estimate for the level
set:
diam(Σf(qi), g) ≤ C5
√
f(qi).
Therefore,
diam(Σf(qi), R(pi)g) ≤C5
√
R(pi)f(qi)
=C5
√√√√R(pi)
(
f(pi) +
∫ R−1(pi)|t|
0
|∇f |2(φs(pi))ds
)
≤C5
√
c2C2 +Rmax(−t).(5.15)
Similar to [24], we can use (5.13), (5.14) and (5.15) to show that
(Σf(qi), R(pi)g)→ (Σ, gΣ(t)).(5.16)
Hence, we get the following estimates by (5.14), (5.15) and the convergence
(5.16):
vol(Σ, gΣ(t)) = lim
i→∞
vol(Σf(qi), R(pi)g) ≥ κ2(−t)
n−1
2
and
diam(Σ, gΣ(t)) = lim
i→∞
diam(Σf(qi), R(pi)g) ≤ C5
√
c2C2 +Rmax(−t).

STEADY GRADIENT RICCI 4-SOLITONS THAT DIMENSION REDUCE 19
Now, we are ready to prove Theorem 5.1.
Proof of Theorem 5.1. For fixed q ∈ M , by the curvature estimate (4.15)
and the volume estimate (5.6), we can use the argument in [35] to show that
there exists τi → +∞ such that
(Σ, τ−1i g(τit), q)→ (Σ∞, h(t), q∞), t < 0.(5.17)
Moreover, (Σ∞, h(t), q∞) is a gradient shrinking Ricci soliton. Hence, Σ∞
must be a finite quotient of R3, S2×R or S3. By the diameter estimate (5.7),
we know that Σ∞ is diffeomorphic to Σ. Hence, Σ∞ is compact. Therefore,
Σ∞ must be a finite quotient of S3 and h(t) is a round metric. Hence,
Σ = S3/Γ. Let ν(Σ, gΣ(t)) be the entropy introduced by Perelman [36]. Note
that it is non-decreasing in t. Hence, we know ν(Σ, g(t)) ≥ ν(Σ∞, h(t)). By
[18] and the topology of Σ, (Σ, gΣ(t)) has positive sectional curvature. By
[27], (Σ, gΣ(t)) blows up at time T and the flow converges to a round metric
under rescaling when t → T . Therefore, ν(Σ, gΣ(t)) = ν(Σ∞, h(t)). Hence,
(Σ, gΣ(t)) is a three-dimensional compact gradient shrinking Ricci soliton.
We have completed the proof. 
6. The limit soliton is the Bryant 3-soliton
Theorem 6.1. Let (M,g, f) be a 4-dimensional steady gradient Ricci soliton
that dimension reduces to 3-manifolds. Suppose that (M,g, f) weakly dimen-
sion reduces to a steady gradient Ricci 3-soliton (N3∞, h∞). Then (N∞, h∞)
must be isometric to the Bryant 3-soliton.
Lemma 6.2. Let (M,g, f) be a 4-dimensional steady gradient Ricci soli-
ton which dimension reduces to 3-manifolds. Suppose that (M,g, f) weakly
dimension reduces to a steady gradient Ricci 3-soliton (N3, gN , fN ). Then
(N, gN , fN ) dimension reduces to 2-manifolds.
Proof. We may assume that (M,g, f) dimension reduces to (N, gN , fN )
along points pi tending to infinity. Precisely, we have that
(M,R(pi)g(R
−1(pi)t), pi)→ (M∞, g∞(t), p∞),(6.1)
where (M∞, g∞(t)) = (N × R, gN (t) + ds2).
Claim 6.3. For any qk ∈ N tending to infinity, by taking a subsequence,
we have the convergence
(N,RN (qk, 0)g(R
−1
N (qk, 0)t), qk)→ (N∞, g¯∞(t), q∞),(6.2)
where (N∞, g¯∞(t)) is a 3-dimensional ancient flow.
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Let qˆk = (qk, 0) ∈ N × R for k ∈ N. By convergence (6.1), for any fixed
k ∈ N, there exists a sequence of points qk,i ∈M such that
(M,R(pi)g(R
−1(pi)t), qk,i)→ (M∞, g∞(t), qˆk).(6.3)
The convergence above implies that
R(qk,i)
R(pi)
→ R∞(qˆk, 0), as i→∞.(6.4)
By (6.3) and (6.4), we have
(M,R(qk,i)g(R
−1(qk,i)t), qk,i)→ (M∞, R∞(qˆk, 0)g(R−1∞ (qˆk, 0)t), qˆk)).(6.5)
By Lemma 5.2, for fixed r¯ > 0, we have
R(x)
R(qk,i)
≤ C(2r¯) for all x ∈ B(qk,i, 2r¯;R(qk,i)g), f(qk,i) ≥ r0,(6.6)
and
volB(qk,i, 1;R(qk,i)g) ≥ κ.(6.7)
By (6.5), (6.6) and (6.7), we have
R∞(x) ≤ C(2r¯) for all x ∈ B(qˆk, r¯;R∞(qˆk, 0)g∞(0)).(6.8)
and
volB(qˆk, 1;R∞(qˆk, 0)g∞(0)) ≥ κ.(6.9)
It follows that
RN (x, 0) ≤ C(2r¯) for all x ∈ B(qk, r¯;RN (qk)gN (0)),(6.10)
and
volB(qˆk, 1;R∞(qˆk, 0)g∞(0)) ≥ κ
2
.(6.11)
Note that (N, gN , fN ) is a 3-dimensional steady gradient Ricci soliton. Then,
(N, gN ) has nonnegative sectional curvature by [18]. Note that gN (t) is a
Ricci flow generated by (N, gN , fN ). Therefore,
∂RN (x, t)
∂t
= 2RicN (∇fN ,∇fN )(ϕt(x)) ≥ 0,(6.12)
where ϕt is generated by −∇fN .
By (6.10) and (6.12), we get
|RmN |(x, t) ≤ C(n)RN (x, t) ≤ C(n)C(2r¯) for all x ∈ B(qk, r¯;RN (qk)gN (0)).
(6.13)
Then, Claim 6.3 follows from (6.11) and (6.13).
Let (N∞, g¯∞(t)) be the ancient Ricci flow in Claim 6.3. We are left to
show the following claim.
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Claim 6.4. (N∞, g¯∞(t)) = (S × R, gS(t) + ds2), where (S, gS(t)) is a two-
dimensional ancient flow with bounded curvature.
For any sequence qk tending to infinity, we may assume that RN (qk, 0)→
A by taking a subsequence. If A > 0, then RN (qk, 0)d
2
gN (0)
(qk, q0) → ∞ as
k →∞. By the splitting result in [33], we get (N∞, g¯∞(t)) = (S×R, gS(t)+
ds2), where (S, gS(t)) is a two-dimensional ancient flow. By (6.12), (S, gS(t))
also satisfies
∂RS(x, t)
∂t
≥ 0 for all x ∈ S.(6.14)
Now, we need to show that RS(x, t) has bounded curvature for all x ∈ S
and t ≤ 0. It is sufficient to show RS(x, 0) is bounded for x ∈ S. The idea
is similar to the proof of Lemma 4.4 in [21]. If it is not true, then there
exists xi → ∞ such that RS(xi, 0) → ∞. By Claim 6.3 and the argument
in the proof of Claim 6.3, we have the following convergence by taking a
subsequence
(S,RS(xi, 0)g(R
−1
S (xi, 0)t), xi)→ (S∞, g′∞(t), x∞).(6.15)
Note that R′∞(x∞, 0) = 1.
On the other hand, we note that RS(xi, 0)d
2
gS (0)
(xi, x0) → ∞ and there-
fore (S∞, g′∞(t)) splits off a line by the splitting result in [33]. Since S∞ is a
two-dimensional manifold, (S∞, g′∞(t)) must be flat. Then, R′∞(x∞, 0) = 0.
This is impossible. Hence, we have shown that RS(x, t) has bounded curva-
ture.
We are left to deal with the case A = 0. We follow the notation in Claim
6.3 and assume the following convergence for qk ∈ N tending to infinity
(N,RN (qk, 0)g(R
−1
N (qk, 0)t), qk)→ (N∞, g¯∞(t), q∞),(6.16)
Let gk(t) = RN (qk, 0)g(R
−1
N (qk, 0)t) and X(k) = RN (qk, 0)
− 1
2∇fN . For
any fixed r¯ > 0, we have
sup
B(qk ,r¯;gk(0))
|∇X(k)|gk(0) = sup
B(qk,r¯;gk(0))
|RicN |gN√
RN (qk)
≤ C
√
RN (qk)→ 0.
Similarly,
sup
B(qk ,r¯;gk(0))
|∇mX(k)|gk(0) ≤ C(n) sup
B(qk ,r¯;gk(0))
|∇m−1Ricgk(0)|gk(0) ≤ C1.
Thus X(k) converges subsequentially to a parallel vector field X(∞) on (M∞,
g∞(0)). Moreover,
|X(i)|gk(0)(x) = |∇fN |gN (x) =
√
Rmax + o(1) > 0 for all x ∈ B(pi, r¯; gi),
as long as f(pi) is large enough. This implies that X(∞) is non-trivial.
Hence, (N∞, g¯∞(t)) locally splits off a line along X(∞). It is not hard to
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show that the integral curve of X(∞) is a line. So (M∞, g¯∞(t)) splits off a
line globally.
Now, we already have (N∞, g¯∞(t)) = (S×R, gS(t)+ds2), where (S, gS(t))
is a two-dimensional ancient flow. We can use the argument in the case
A > 0 to show that (S, gS(t)) has uniformly bounded curvature.

Lemma 6.5. (N, gN , fN ) has a uniform curvature decay.
Proof. We prove this by contradiction. If the lemma is not true, then there
exists a sequence qi tending to infinity such that RN (qi) ≥ C0 for some
positive constant C0 and all i ∈ N. Since RN (x) is bounded, we may assume
that RN (qi) → C0 as i → ∞. By a delicate choice of qi, we can even make
sure that C0 = limr→∞ supx∈N\B(q0,r;gN )RN (x). By Lemma 6.2, we may
assume the following convergence
(N,RN (qi, 0)g(R
−1
N (qi, 0)t), qi)→ (N∞, g¯∞(t), q∞),(6.17)
where (N∞, g¯∞(t)) = (S×R, gS(t)+ds2) and (S, gS(t)) is a two-dimensional
ancient flow with bounded curvature.
Hence, RN∞(q∞, 0) = 1 and RN∞(x, t) ≤ 1 for all x ∈ N∞ and t ∈
(−∞,+∞). Note that RN∞(x̂, t) = RS(x, t) for x̂ = (x, 0) ∈ S × R. There-
fore, (S, gS(t)) must be a Ricci flow generated by the cigar soliton. Since
the cigar soliton is collapsed, for any xi ∈ S tending to infinity, we have
lim
i→∞
volB(xi, 1;RS(xi, 0)gS(0)) = 0(6.18)
Let x̂i = (xi, 0) ∈ S × R. It follows that
lim
i→∞
volB(x̂i, 1;RN∞(x̂i, 0)gN∞(0)) = 0(6.19)
On the other hand, by Claim 6.3 as wells as the argument in the proof of
Claim 6.3, by taking a subsequence, we have
volB(x̂i, 1;RN∞(x̂i, 0)gN∞(0)) ≥ c0,(6.20)
for some positive constant c0. This is impossible. Hence, we have completed
the proof.

Lemma 6.6. There exists a constant ǫ such that
ǫ ≤ ∆NRN (x) + 2|RicN |
2
N (x)
R2N (x)
≤ C4 for all x ∈ N \K,(6.21)
where K is a compact set.
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Proof. Claim 6.3 implies the inequality on the right-hand side of the lemma.
Similar to the proof of Lemma 4.1, (N, gN , fN ) dimension reduces to a two-
dimensional steady gradient Ricci soliton if the left-hand side of (6.21) is
not true. However, by the argument in Lemma 6.5, (N, gN , fN ) cannot
dimension reduce to a two-dimensional steady gradient Ricci soliton. Hence,
the inequality on the left-hand side of (6.21) holds. 
Now, we are ready to prove Theorem 6.1.
Proof of Theorem 6.1. By Lemma 6.5, Lemma 6.6, Theorem 3.1 and Theo-
rem 3.2, we have
c′
ρN (x)
≤ RN (x) ≤ c
ρN (x)
for all ρ(x) ≥ r0,(6.22)
for some positive constants c′, c and r0. By the result in [22], (N, gN , fN )
must be isometric to the Bryant 3-soliton. 
7. Volume growth of steady GRS
In this section, we prove Theorem 1.10.
We first prove a variant of Bishop-Gromov volume comparison under the
assumption (1.3) for general Riemannian manifolds. For a manifold M and
a point x ∈M , we write
r¯x + max
y∈K
d(x, y).
So K ⊆ B(x, r¯x). We write
Vx(r) = volB(x, r), Bx(r) = B(x, r).
We will use generic constants C, c that may vary from line to line.
Proposition 7.1. Let (Mn, g) be a complete Riemannian manifold satisfy-
ing (1.3). For any x ∈M,
Vx(r)− Vx(r¯x)
(r − r¯x)n
is non-increasing in r for r > r¯x.
Proof. We write dx(y) = d(x, y). It is standard to prove that outside Bx(r¯x),
∆dx ≤ n− 1
dx − r¯x ,
in the sense of distributions. See, for example, [37].
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Let F (r) = vol[Bx(r) \Bx(r¯)]. For r > r¯,
F ′(r) =
∫
∂Bx(r)
dA
=
1
r − r¯
∫
∂Bx(r)
(dx − r¯) ∂
∂r
(dx − r¯)dA
=
1
r − r¯ ·
1
2
∫
Bx(r)\Bx(r¯)
∆(dx − r¯)2
=
1
r − r¯
∫
Bx(r)\Bx(r¯)
[(dx − r¯)∆(dx − r¯) + |∇(dx − r¯)|2]
≤ n
r − r¯ F (r).
Hence
d
dr
Vx(r)− Vx(r¯x)
(r − r¯x)n ≤
nF (r)
(r − r¯x)n+1 −
nF (r)
(r − r¯x)n+1 = 0.

Lemma 7.2. Let (Mn, g) be a complete Riemannian manifold satisfying
(1.3). Then
AVR(g) + lim
r→∞
Vo(r)
rn
is well-defined and does not depend on the basepoint.
Proof. By the monotonicity formula above, AVR(g) is well-defined.
For any x, y ∈M, put δ = d(x, y). For r > 0 sufficiently large,
r−nVx(r) ≤ r−nVy(r + δ) ≤ r−n[Vy(r)− Vy(r¯y)](r + δ − r¯y)
n
(r − r¯y)n + r
−nVy(r¯y).
Hence
lim
r→∞
Vx(r)
rn
≤ lim
r→∞
Vy(r)
rn
.
By the symmetry of the roles of x, y, AVR(g) does not depend on the base-
point. 
Lemma 7.3. Let (Mn, g) be a complete Riemannian manifold satisfying
(1.3). If AVR(g) > 0, then the function
θ(x) = inf
r>0
Vx(r)
rn
is positive and lower semicontinuous.
Proof. Let ǫj → 0. Let x ∈M and xj → x. There is rj > 0 such that
Vxj (rj)
rnj
< θ(xj) + ǫj.
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We want to show that
θ(x) ≤ lim inf
j→∞
θ(xj).
By taking a subsequence of {xj}, we may assume that lim infj θ(xj) =
limj θ(xj).
Case 1: There is a subsequence rj → ∞. Without loss of generality, we
may assume the whole sequence rj →∞. Let δj = d(x, xj). For any ρ > 0,
Vx(rj − δj)
rnj
≤ Vxj(rj)
rnj
< θ(xj) + ǫj
≤ Vxj(ρ)
ρn
+ ǫj ≤ Vx(ρ+ δj)
ρn
+ ǫj.
(7.1)
By taking j →∞, we have
AVR(g) ≤ Vx(ρ)
ρn
, ∀ρ > 0.
So AVR(g) = θ(x) as θ(x) ≤ AVR(g) a priori. Thus, in this case,
θ(x) = AVR(g) = lim
j→∞
Vx(rj − δj)
rnj
≤ lim
j→∞
θ(xj).
Case 2: There is a subsequence rj → 0. Without loss of generality, the
whole sequence rj → 0. Suppose
Ric ≥ −(n− 1)Λ, on K,
for some Λ ≥ 0. For small ρ > 0, by Bishop-Gromov comparison,
Vxj(rj)
rnj
≥ Vxj (ρ)
rnj
∫ rj
0 sinh
n−1(
√
Λt)dt∫ ρ
0 sinh
n−1(
√
Λt)dt
≥ Vx(ρ− δj)∫ ρ
0 sinh
n−1(
√
Λt)dt
∫ rj
0 sinh
n−1(
√
Λt)dt
rnj
,
when j is sufficiently large. Taking j →∞, by L’Hospital’s rule,
lim
j→∞
θ(xj) ≥ Λ
n−1
2
n
Vx(ρ)∫ ρ
0 sinh
n−1(
√
Λt)dt
.
Taking ρ→ 0, by L’Hospital’s rule,
lim
j→∞
θ(xj) ≥ lim
ρ→0
Vx(ρ)
ρn
≥ θ(x).
Case 3: a ≤ rj ≤ A for some constants a,A > 0. By taking a subsequence,
we may assume rj → r0 for some r0 ∈ [a,A]. By inequality (7.1),
θ(x) =
Vx(r0)
rn0
≤ lim
j→∞
θ(xj).

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Proposition 7.4. Let (Mn, g) be a complete Riemannian manifold satisfy-
ing (1.3). If AVR(g) > 0, then there is a constant c0 = c0(M) > 0 such
that
Vx(r)
rn
≥ c0, ∀x ∈M, r > 0.
Proof. We proved that θ(x) = infr>0
Vx(r)
rn is positive and lower semicontin-
uous. Hence it has a positive lower bound on any compact set. Thus it
suffices to prove that there is a uniform lower bound of θ(x) for x far away
from K. Let rx = d(x,K) and β = diamK. Clearly r¯x ≤ rx + β. Suppose
Ric ≥ −(n− 1)Λ, on K,
for some Λ ≥ 0. For r ≥ 2r¯x,
Vx(r)
rn
≥ (r − r¯x)
n
rn
Vx(r)− Vx(r¯x)
(r − r¯x)n ≥ 2
−nAVR(g).
By Theorem 1 of [32] (where we take l = d(o, x), λ(t) = Λ for t ≤ β and
λ(t) = 0 for t > β),
Vx(2r¯x)
Vx(rx)
≤ e(n−1)Λβ2 (2r¯x + d(o, x))
n
rnx
≤ C(Λ, β, n)(2r¯x)
n
rnx
.
For any r ≤ rx, by the classical monotonicity,
Vx(r)
rn
≥ Vx(rx)
rnx
≥ cAVR(g).
For r ∈ (rx, 2r¯x),
Vx(r)
rn
≥ Vx(rx)
(2r¯x)n
≥ cVx(rx)
rnx
≥ cAVR(g),
when r(x) > r0 for some large constant r0. 
Lemma 7.5. Let (M,g, f) be a steady gradient Ricci soliton. For any p ∈M
and number k > 0, we have
B(p,
k√
Rmax
;M(p)g) ⊂Mp,k,(7.2)
where Mp,k = {x ∈M : f(p)− k√
M(p)
≤ f(x) ≤ f(p) + k√
M(p)
}.
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Proof. For any q ∈ M , let γ(s) be any curve connecting p and q such that
γ(s1) = q and γ(s2) = p. Then,
L(q, p) =
∫ s2
s1
√
〈γ′(s), γ′(s)〉ds
≥
∫ s2
s1
|〈γ′(s),∇f〉|
|∇f | ds
≥ 1√
Rmax
∣∣∣∣∫ s2
s1
〈γ′(s),∇f〉ds
∣∣∣∣
=
1√
Rmax
|f(p)− f(q)|,
where we have used
|∇f |2(x) = Rmax −R(x) ≤ Rmax, ∀ x ∈M.
It follows that
d(q, p) ≥ 1√
Rmax
|f(p)− f(q)|.
In particular, for q ∈M \Mp,k, we get
d(q, p) ≥ 1√
Rmax
· k√
M(p)
.
Hence
B(p,
k√
Rmax
;M(p)g) ⊂Mp,k.(7.3)

Lemma 7.6. Let (M,g, f) be a steady gradient Ricci soliton with uniform
scalar curvature decay which satisfies condition (1.3). If f(x) ≥ r, then
R(x) ≤ sup
y∈Σr
R(y), ∀ r ≥ r0,(7.4)
where r0 is a positive constant.
Proof. By Theorem 2.1, we may assume that there exist constants C1 and
C2 such that
C1ρ(x) ≤ f(x) ≤ C2ρ(x), ∀ f(x) ≥ r0.(7.5)
Let S(ε0) be the compact set in Lemma 2.2. We may also assume that
S(ε0) ⊆ {x ∈ M : f(x) ≥ r0}. Similar to the proof of Lemma 2.3, we can
find tx ≥ 0 such that f(φtx(x)) = r, where φt is generated by −∇f . Since
the Ricci curvature is nonnegative, we have
R(x) ≤ R(φtx(x)) ≤ sup
y∈Σr
R(y).(7.6)
We have completed the proof. 
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Now, we let M(p) = supx∈Σ f(p)
2
R(x). By Lemma 7.5, we can prove:
Lemma 7.7. Let (M,g, f) be a steady gradient Ricci soliton with uniform
scalar curvature decay which satisfies condition (1.3). Fix ǫ > 0. Then,
for any p ∈ M with M(p) ≥ ǫf(p) and number k > 0, there exist constants
r0(k, ǫ) and C(m) such that
|∇mRm|(q)
M
m+2
2 (p)
≤ C(m), ∀ q ∈ Mp,k, f(p) ≥ r0(k, ǫ).(7.7)
Proof. Fix any q ∈Mp,k with f(p) ≥ r0 ≫ 1. Similar to the proof of Lemma
7.5, we have
B(q,
1√
Rmax
;M(p)g) ⊆{x ∈M : f(q)− 1√
M(p)
≤ f(x) ≤ f(q) + 1√
M(p)
}
⊆Mp,k+1.
Since M(p) ≥ ǫf(p) , for r0(k, ǫ) large enough, we have
f(x) ≥ f(p)
2
, ∀ x ∈Mp,k+1.
Hence, by Lemma 7.6, we get
R(x) ≤M(p), ∀ x ∈ B(q, 1√
Rmax
;M(p)g).(7.8)
Let φt be generated by −∇f . Then g(t) = φ∗t g satisfies the Ricci flow,
∂g(t)
∂t
= −2Ric(g(t)).(7.9)
Also, the rescaled flow gp(t) = M(p)g(M
−1(p)t) satisfies (7.9). Since the
Ricci curvature is nonnegative,
B(q,
1√
Rmax
; gp(t)) ⊆ B(q, 1√
Rmax
; gp(0)), t ∈ [−1, 0].
Combining this with (7.8) and the estimate in [15], we get
|Rm|gp(t)(x) ≤ CRgp(t)(x) ≤ C, ∀ x ∈ B(q,
1√
Rmax
; gp(0)), t ∈ [−1, 0].
(7.10)
Thus, by Shi’s higher order local derivative of curvature estimates, we obtain
|∇mgp(t)Rmgp(t)|(x) ≤ C(m), ∀ x ∈ B(q,
1
2
√
Rmax
; gp(−1)), t ∈ [−1
2
, 0].
It follows that
|∇mRm|(x) ≤ C(m)M m+22 (p), ∀ x ∈ B(q, 1
2
√
Rmax
; gp(−1)).
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In particular, we have
|∇mRm|(q) ≤ C(m)M m+22 (p).
The lemma is proved. 
Lemma 7.8. Let (M,g, f) be a 4-dimensional steady gradient Ricci soliton
with uniform scalar curvature decay which satisfies condition (1.3). Suppose
(M,g) has maximal volume growth. Suppose {pi}i∈N+ ∈ M is a sequence
of points with the property M(pi) ≥ ǫf(pi) , where ǫ is a given constant. If
pi tends to infinity, then for any ε > 0, there exists a constant r0(ε, ǫ) such
that
R(pi) ≤ εM(pi), ∀ f(pi) ≥ r0(ε, ǫ).(7.11)
Proof. We prove this by contradiction. We only need to consider the case
that (M,g, f) is non-Ricci-flat. If the lemma is not true, then by taking a
subsequence, we may assume that there exists a constant ε > 0 such that
R(pi) > εM(pi) as i→∞.(7.12)
Now we consider the sequence of Ricci flows (M,M(pi)g(M
−1(pi)t), pi). Let
gi(t) =M(pi)g(M
−1(pi)t). Since we assume that M(pi) ≥ ǫf(pi) , by Lemma
7.7, we have
|∇mRm|(x)
M
m+2
2 (pi)
≤ C(m), ∀ x ∈Mpi,k, f(pi) ≥ r0(k, ǫ).(7.13)
By Lemma 7.5, we also have
B(pi,
k√
Rmax
; gi(0)) ⊆Mpi,k.(7.14)
By (7.13) and (7.14), we have
|∇mRm|(x)
M
m+2
2 (pi)
≤ C(m), ∀ x ∈ B(pi, k√
Rmax
; gi(0)), f(pi) ≥ r0(k, ǫ).(7.15)
By Proposition 7.4, (M,gi(t), pi) is κ-noncollapsed. By the estimate (7.15)
and Proposition 7.4, by taking a subsequence, (M,gi(t), pi) converges to
a limit (M∞, g∞(t), p∞) with maximal volume growth. Since the scalar
curvature of (M,g, f) decays uniformly, by the same argument as in the
proof of Claim 6.3, we can show that (M∞, g∞(t), p∞) splits off a line. We
assume that (M∞, g∞(t)) = (N × R, gN (t) + ds2). Note that (7.15) also
implies that (M∞, g∞(t)) has bounded curvature. Hence, gN (t) is a three-
dimensional κ-solution with bounded curvature. We also note that gN (t)
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has maximal volume growth. Hence, (N, gN (t)) must be flat. It follows that
R∞(p∞, 0) = 0. Hence,
lim
i→∞
R(pi)
M(pi)
= R∞(p∞, 0) = 0.(7.16)
This contradicts (7.12). Hence, we have completed the proof.

Lemma 7.9. Let (M,g, f) be a 4-dimensional steady gradient Ricci soli-
ton with uniform scalar curvature decay which satisfies condition (1.3). If
(M,g, f) has maximal volume growth, then there exists a constant r0(ǫ) such
that
R(x) ≤ 4ǫ
f(x)
, ∀ f(x) ≥ r0(ǫ).(7.17)
Proof. We only need to consider the case that (M,g, f) is non-Ricci-flat.
Let {pi}i∈N+ be a sequence points such that f(pi) = 2i and
R(pi) = sup
x∈Σf(pi)
R(x).(7.18)
We first show that
R(pi) ≤ 2ǫ
f(pi)
, ∀ i ≥ i0,(7.19)
for some constant i0 > 0. We need the following claim.
Claim 7.10. There are infinitely many i such that
R(pi) ≤ ǫ
f(pi)
.(7.20)
Proof. We prove the claim by contradiction. If the claim is not true, then
there exists a constant i0 > 0 such that
R(pi) ≥ ǫ
f(pi)
, ∀ i ≥ i0.(7.21)
Let ε = ǫ4 . We can make i0 large enough such that
f(pi) ≥ r0(ε, ǫ), ∀ i ≥ i0,
where r0(ε, ǫ) is the constant in Lemma 7.8. By Lemma 7.8, we have
R(pi+1)
R(pi)
≤ ε, ∀ i ≥ i0.
Hence,
R(pi) ≤ εi−i0R(pi0), ∀ i > i0.(7.22)
On the hand, by our assumption, we have
R(pi) ≥ ǫ
f(pi)
=
ǫ
2i
, ∀ i > i0.(7.23)
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Note that ε = ǫ4 ≤ 14 . When i is large enough, we get a contradiction by
combining (7.22) and (7.23). 
By Claim 7.10, there exists a constant i0 such that
R(pi0) ≤
ǫ
f(pi0)
(7.24)
and
f(pi0) ≥ r0(ε, ǫ),(7.25)
where r0(ε, ǫ) is the constant in Lemma 7.8 and we take ε =
ǫ
4 ≤ 14 . If there
are only finitely many pi such that
R(pi) >
ǫ
f(pi)
,(7.26)
then (7.19) holds for i ≥ i0 + 1, where i0 is the largest number such that pi
satisfies (7.26). Now, we assume that there are infinitely many Ni.
We need the following claim.
Claim 7.11. Suppose N > i0 and
R(pN−1) ≤ ǫ
f(pN−1)
, R(pN ) >
ǫ
f(pN)
.(7.27)
Then, we have
R(pN ) ≤ 2ǫ
f(pN )
(7.28)
and
R(pN+1) ≤ ǫ
f(pN+1)
.(7.29)
Proof. By Lemma 7.6, we have
R(pN ) ≤ R(pN−1) ≤ 2ǫ
f(pN )
.(7.30)
We have proved (7.28).
By Lemma 7.8 and (7.28), we have
R(pN+1) ≤ εR(pN ) ≤ 2ǫε
f(pN)
=
ǫ
f(pN+1)
.(7.31)
This completes the proof of the claim. 
Now, we let Ni be the number such that pNi is the i-th point such that
Ni > i0 and
R(pNi) >
ǫ
f(pNi)
.(7.32)
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By Claim 7.11 and an induction argument, it is easy to see thatNi+1 ≥ Ni+1
and therefore
R(pNi) ≤
2ǫ
f(pNi)
, ∀ i ≥ 1.(7.33)
By our definition of Ni and the estimate (7.33), we have completed the proof
of (7.19).
For any x ∈ M such that f(x) ≥ 2i0 , we assume that f(x) ∈ [2i, 2i+1).
By Lemma 7.6 and (7.19), we get
R(x) ≤ R(pi) ≤ 2ǫ
f(pi)
=
2ǫ
2i
<
4ǫ
f(x)
, ∀ f(x) ≥ 2i0 .(7.34)

By the curvature estimate in [15], we see that R(x) ≤ C|Rm|(x), for all
x ∈M and some constant C. By Theorem 6.1 in [25] and Theorem 2.1, we
have the following theorem.
Theorem 7.12. Let (M,g, f) be a 4-dimensional κ-noncollapsed steady gra-
dient Ricci soliton which satisfies condition (1.3) and the scalar curvature
R(x) satisfies
R(x) ≤ C
ρ(x)
, ∀ ρ(x) ≥ r0.(7.35)
If (M,g, f) is non-Ricci-flat, then there exist constants c1, r0 > 0 such that
R(x) ≥ c1
ρ(x)
, ∀ ρ(x) ≥ r0.(7.36)
Now, we prove Theorem 1.10.
Proof of Theorem 1.10. We prove this by contradiction. Suppose (M,g, f)
is not Ricci-flat.
Case 1: If the scalar curvature does not have uniform decay, then (M,g, f)
dimension reduces to a 3-dimensional κ-noncollapsed and non-flat steady
Ricci soliton with maximal volume growth by Theorem 1.8 (which is proved
in Section 9). However, 3-dimensional non-flat ancient κ-solutions cannot
have maximal volume growth (see [36]). Hence, the steady Ricci soliton
must be Ricci flat.
Case 2: In this case, we assume that the scalar curvature has uniform
decay. By Lemma 7.9, there exists a constant r0 such that
R(x) ≤ 1
f(x)
, ∀ f(x) ≥ r0.
By Proposition 7.4, we see that (M,g, f) is κ-noncollapsed. Hence, (M,g, f)
is a κ-noncollapsed steady gradient Ricci soliton with linear curvature decay.
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By Theorem 7.12 and Theorem 2.1, there exist constants c1, r1 > 0 such that
R(x) ≥ c1
f(x)
, ∀ f(x) ≥ r1.
On the other hand, by taking ǫ = c12 in Lemma 7.9, we have
R(x) ≤ c1
2f(x)
∀ f(x) ≥ r0(c1
2
).
Hence, we get a contradiction. We have completed the proof.

8. Noncollapsed GRS with nonnegtive Ricci curvature
In this section, we will deal with 4-dimensional κ-noncollapsed steady
gradient Ricci solitons with uniform scalar curvature decay and satisfying
condition (1.3).
Proposition 8.1. Let (M,g, f) be a 4-dimensional steady gradient Ricci
soliton which is not Ricci flat and satisfies the hypotheses of Theorem 1.9.
Given any γ > 0, if pi ∈ M and ri > 0 satisfy VolB(pi, ri; g) ≥ γr4i , then
there exists a constant C(γ) such that r2iR(q) ≤ C(γ) for all q ∈ B(pi, ri; g),
where C(γ) is independent of pi and ri.
Proof. We prove the proposition by contradiction. If the proposition is not
true, then by taking a subsequence, we may assume that
volB(pi, ri; g) ≥ γr4i ,(8.1)
r2iQi →∞, as i→∞,(8.2)
where Qi = R(qi) and qi ∈ B(pi, ri; g).
By a lemma in [33], we can find points q′i ∈ B(pi, 2ri; g) and constants
si ≤ ri such that
R(q′i)s
2
i = Qir
2
i ,(8.3)
and
R(q) ≤ 4R(q′i) for all q ∈ B(q′i, si; g).(8.4)
We set Q′i = R(q
′
i). Then, (8.2) and (8.3) imply that
s2iQ
′
i →∞, as i→∞.(8.5)
We also note that
B(pi, ri; g) ⊆ B(q′i, 3ri; g).
It follows that
volB(q′i, 3ri; g) ≥ volB(pi, ri; g) ≥ γr4i =
γ
81
· (3ri)4.(8.6)
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Step 1: We show that {q′i}i∈N tends to infinity. If it is not true, then
there exists a subsequence of {q′i}i∈N that stays in a bounded subset of M .
By taking a subsequence, we may assume that q′i → q′∞ as i→∞. Now, we
consider the volume growth of (M,g). Let li = 3ri. By (8.5), we have
R(q′i) ·
s2i
r2i
· ( li
3
)2 = Q′is
2
i →∞.(8.7)
Note that R(q′i) ≤ Rmax and si/ri ≤ 1. Hence, we get li → ∞. Let
εi = dg(q
′
i, q
′∞). Then, εi → 0. For i large, by (8.6), we have
volB(q′∞, li + εi; g) ≥ volB(q′i, li; g) ≥
γ
162
· (li + εi)4.
As li + εi tends to infinity, the inequality above implies that (M,g) has
maximal volume growth. Therefore, (M,g) is Ricci flat by Theorem 1.10.
However, (M,g) is not Ricci flat by our assumption. Hence, {q′i}i∈N tends
to infinity.
Step 2: We show that B(q′i, 3ri; g) ∩ K = ∅ when i large. If it is not
true, we may assume that B(q′i, 3ri; g) ∩ K 6= ∅ by taking a subsequence.
Let d = Diam(K, g) and fix a point o ∈ K. Let li = 3ri as in Step 1. Hence,
dg(q
′
i, o) ≤ d+ li. Then, B(q′i, li; g) ⊆ B(o, 2(d+ li); g). By (8.6), for i large,
we have
volB(o, 2(d + li); g)
[2(li + d)]4
≥ γ
81
· l
4
i
16(li + d)4
≥ γ
2 · 64 .(8.8)
As in Step 1, li →∞. Hence, (8.8) implies that (M,g) has maximal volume
growth. Hence, (M,g) is Ricci flat. This contradicts our assumption. Hence,
B(q′i, 3ri; g) ∩K = ∅ when i is sufficiently large.
Step 3: Let φt be generated by −∇f and g(t) = φ∗t g. Let gi(t) =
Q′ig((Q
′
i)
−1t). Since B(q′i, 3ri; g)∩K = ∅ for large i, we have φt(x) ∈M \K,
for all x ∈ B(q′i, 3ri; g). Hence, Ric(x, t) ≥ 0 for all x ∈ B(q′i, 3ri; g).
By the Bishop-Gromov volume comparison theorem and (8.6),
volB(q′i, s, g) ≥
γ
81
· s4 for all s ≤ si.(8.9)
Since the Ricci curvature is nonnegative, we have ∂∂tR(x, t) ≥ 0, for all
x ∈ B(q′i, 3ri; g). Then, by (8.4), we have
Rgi(t)(q) ≤ Rgi(0)(q) ≤ 4 for all t ≤ 0, q ∈ B(q′i, si; g).
By [15], there exists a constant C such that
|Rmgi(t)(q)| ≤ CRgi(t)(q) ≤ 4C for all t ≤ 0, q ∈ B(q′i, si; g)(8.10)
Note that B(q′i, si
√
Q′i; gi(0)) = B(q
′
i, si; g). By (8.5), (8.9) and (8.10),
we obtain that (M,gi(t), q
′
i) converges subsequentially to a complete limit
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(M∞, g∞(t), q∞) for t ≤ 0. Moreover, (8.5) and (8.9) implies that the as-
ymptotic volume ratio of (M∞, g∞(0)) is greater than γ81 .
Note that q′i tends to infinity. Then, R(q
′
i) → 0 as i → ∞ by assump-
tion. Hence, we see that the limit (M∞, g∞(t), q∞) splits off a line. Hence,
(M∞, g∞(t), q∞) is the product of a line and a 3-dimensional κ-solution.
Since the asymptotic volume ratio of any 3-dimensional κ-solution is zero,
the asymptotic volume ratio of (M∞, g∞(t), q∞) must be zero, too. This
contradicts the volume growth of (M∞, g∞(0)) that we have obtained.
The proof of the proposition is complete.

The following lemma is similar to Corollary 2.4 in [21].
Lemma 8.2. Let (M,g, f) be a steady gradient Ricci soliton satisfying the
condition in Proposition 8.1. Then, its asymptotic scalar curvature ratio
R(M,g) = lim supx→∞R(x)d(x, x0)2 =∞.
Proof. We prove the corollary by contradiction. Suppose R(M,g) < A
for some positive constant A > 1. For a fixed point p ∈ M , we have
R(x) ≤ Ar−2 for all x ∈M \B(p, r) when r > r0. Fix any q ∈ B(p, 3
√
Ar) \
B(p, 2
√
Ar). Then, we have R(x) ≤ r−2 for all x ∈ B(q, r). Since (M,g) is
κ-noncollapsed, we get volB(q, r) ≥ κr4. Hence,
volB(p, (3
√
A+ 1)r) ≥ volB(q, r)
≥ κ(3
√
A+ 1)−n(3
√
A+ 1)r)n for all r > r0.
It follows that
V(M,g) ≥ κ(3
√
A+ 1)−n.
This contradicts our assumption that V(M,g) = 0. 
Now, we begin to prove Theorem 1.11. The proof of Theorem 1.11 is
similar to the proof of the compactness theorem of 3-dimensional κ-solutions
in [36] (see also [33]). Under the hypotheses of Theorem 1.11, we let gi(t) =
R(pi)g(R
−1(pi)t). By Lemma 8.2, we can always find qi such that
dgi(0)(pi, qi)
2Rgi(0)(qi) = 1.(8.11)
We first note that the following lemma holds.
Lemma 8.3. qi tends to infinity.
Proof. If the lemma is not true, then we may assume that the qi converge
to a point q∞. Since (M,g) is not Ricci flat, R(q∞) > 0. Note that (8.11)
implies that
dg(pi, qi)
2R(qi) = 1.(8.12)
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By assumption, pi tends to infinity. Therefore, dg(pi, qi) → ∞ as i → ∞.
Hence, R(qi)→ 0 as i→∞ by (8.12). This contradicts the fact that the qi
converge to q∞ and R(q∞) > 0. 
Let di = dgi(0)(pi, qi). Then, we have the following curvature estimate.
Lemma 8.4. There is a uniform constant C > 0 such that Rgi(0)(x) ≤
CRgi(0)(qi) for all x ∈ B(qi, 2di; gi(0)).
Proof. Suppose that the lemma is not true. By taking a subsequence, we
may assume that there exist points q′i ∈ B(qi, 2di; gi(0)) such that
lim
i→∞
(2di)
2R(q′i, 0) =∞.
By Proposition 8.1, for any γ > 0, there is an i(γ) such that
volB(qi, 2di, 0) < γ(2di)
4 for all i > i(γ).
Hence, by applying the diagonal method, we may assume that
(8.13) lim
i→∞
volB(qi, 2di, gi(0))/(2di)
4 = 0.
In particular,
volB(qi, 2di; gi(0)) < (ω/2)(2di)
4 for all i ≥ i0,
where ω is the volume of unit ball in R4 and i0 is a constant.
Let Fi(s) =
volB(qi,s,gi(0))
s4
, for s ∈ (0, 2di]. Note that Fi(s) is continuous.
Moreover,
lim
s→0
Fi(s) = ω and Fi(2di) <
ω
2
.
Therefore, there exists an ri < 2di for each i ∈ N such that Fi(ri) = ω2 , i.e.,
(8.14) volB(qi, ri, gi(0)) = (ω/2)r
4
i .
By (8.13) and (8.14) we have
lim
k→∞
ri/di = 0.(8.15)
Next we consider the sequence of rescaled ancient flows (Mi, g
′
i(t), qi),
where g′i(t) = r
−2
i gi(r
2
i t). Since we want to use Proposition 8.1 to get the
curvature estimates on geodesic balls of (Mi, g
′
i(t)), we need to show that
B(qi, A; g
′
i(0)) ∩ K = ∅ for any fixed A ≫ 1. It suffices to exclude the
following two cases.
Case 1: There exist infinite many i such that B(qi, A; g
′
i(0)) ∩ K 6= ∅
and ri
√
R−1(pi) is uniformly bounded. In this case, note that
B(qi, Ari
√
R−1(pi); g) = B(qi, A; g′i(0)).(8.16)
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Then,
B(qi, Ari
√
R−1(pi); g) ∩K 6= ∅.(8.17)
Suppose ri
√
R−1(pi) ≤ C for all i. Then, (8.17) implies that dg(qi,K) ≤
AC. Hence, qi stays in a bounded set of M as i → ∞. This contradicts
Lemma 8.3. So this case is impossible.
Case 2: There exist infinitely many i such that B(qi, A; g
′
i(0)) ∩K 6= ∅
and ri
√
R−1(pi) → ∞ for i → ∞. In this case, let li = ri
√
R−1(pi). Note
that (8.16) and (8.17) still hold. (8.17) implies that dg(qi,K) ≤ Ali. Fix a
point o ∈ K. We have
B(qi, Ali; g) ⊆ B(o,Ali + d; g),(8.18)
where d = Diam(K, g). By (8.18) and (8.14), we have
volB(o,Ali + d; g) ≥ volB(qi, li; g) = ω
2
· l4i .(8.19)
Since li →∞ and A, d are constants, (8.19) implies that (M,g) has maximal
volume growth. This is impossible by Theorem 1.10.
Case 1 and Case 2 imply that for any A≫ 1, there exists an i(A) > 0
such that for any i ≥ i(A), we have
B(qi, A; g
′
i(0)) ∩K = ∅.(8.20)
Hence, Ric(x, t) ≥ 0 for all x ∈ B(qi, A; g′i(0)) and t ≤ 0 when i ≥ i(A).
By (8.14), we have
volB(qi, A; g
′
i(0)) ≥ volB(qi, 1, g′i(0)) =
ω
2A4
· A4,
where A > 0 is any fixed constant. It follows that
volB(qi, Ali; g) ≥ ω
2A4
· (Ali)4,
where li = ri
√
R−1(pi) and i ≥ i(A). Note that
B(qi, A; g
′
i(0)) = B(qi, Ali; g).
By applying Proposition 8.1 to the ball B(qi, Ali; g), there is a constant
K(A) independent of i such that
A2Rg′i(0)(q) = (Ali)
2R(q) ≤ K(A), ∀ q ∈ B(qi, A; g′i(0)).
Since the flow g(t) is generated by a steady gradient Ricci soliton and the
Ricci curvature is nonnegative on B(qi, A; g
′
i(0)), its scalar curvature is non-
decreasing in t. Hence, the scalar curvature on B(qi, A; g
′
i(0)) × (−∞, 0] is
uniformly bounded by K(A)/A2. By [15], there exists a constant C such
that
|Rm| ≤ CR(x) for all x ∈M.
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It follows that
|Rmgi(t)|gi(t)(x) ≤ CRgi(t)(x) ≤ CA for all (x, t) ∈ B(qi, A; g′i(0)) × (−∞, 0].
(8.21)
By Hamilton’s Cheeger–Gromov compactness theorem, (Mi, g
′
i(t), qi) con-
verges to a limit flow (M∞, g∞(t), q∞). Note by (8.15) that
R(q∞, g∞(0)) = lim
i→∞
R(qi, g
′
i(0)) = lim
k→∞
(ri)
2
d2i
= 0.
Therefore, the strong maximum principle implies that (M∞, g∞(t)) is a
Ricci-flat flow. (8.21) implies that
|Rmg∞(t)|g∞(t)(x) ≤ CRg∞(t)(x) for all x ∈M∞.(8.22)
Hence, (M∞, g∞(t)) is flat.
At last, we prove that (M∞, g∞(t)) is isometric to Euclidean space for
any t = 0. Fix any r > 0. Obviously,
sup
x∈B(q∞,r;g∞(0))
|Rm(x)| = 0 ≤ ε,
where ε can be chosen so that π√
ε
> 2r. Note that (M∞, g∞(t)) is κ-
noncollapsed for each t ≤ 0. Thus we have
volB(q∞, r; g∞(0)) ≥ κr4.
It follows from the estimate of Cheeger, Gromov, and Taylor [16] that
inj(q∞) ≥ π
2
√
ε
1
1 + ω(r/4)
4
vol(B(q∞,r/4;g∞(0)))
≥ κ
κ+ ω
· r.
Hence B(q∞, κκ+ω · r; g∞(0)) is simply connected for all r > 0. Therefore,
M∞ is simply connected, and consequently g∞(t) are all isometric to the
Euclidean metric.
Since (M∞, g∞(t)) is isometric to 4-dimensional Euclidean space, we ob-
tain that vol(B(q∞, 1; g∞(0))) = ω. On the other hand, by the convergence
of (Mi, g
′
i(t); pi) and the relation (8.14), we get
vol(B(q∞, 1; g∞(0))) = ω/2.
This is a contradiction. 
We still need to show that the B(qi, 2di; gi(0)) stay outside of K as i→∞.
Lemma 8.5. For A ≫ 2, there exists a constant i(A) > 0 such that
B(qi, Adi; gi(0)) ∩K = ∅ for i ≥ i(A).
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Proof. Let hi(t) = d
2
i gi(d
2
i t). Then, hi(0) = R(qi)g. So, we only need to
show that B(qi, A
√
R−1(qi); g) ∩K = ∅ when i ≥ i(A) for some i(A) > 0.
If it is not true, then we may assume that B(qi, A
√
R−1(qi); g) ∩K 6= ∅ as
i → ∞ by taking a subsequence. Let li = A
√
R−1(qi). By Lemma 8.3 and
the curvature uniform decay assumption, we have li →∞ as i→∞. Since
hi(t) is κ-noncollapsing, by Lemma 8.4 and [15], we have
volB(qi, li; g) ≥ cκl4i ,
where c is a positive constant. Let d = Diam(K, g). Fixing o ∈ K, we have
volB(o, 2(Ali + d); g) ≥ volB(qi, li; g) ≥ cκl4i .
Note that li → ∞ as i → ∞. Since A and d are constants, (M,g) has
maximal volume growth. This contradicts Theorem 1.10. 
Compared with 3-dimensional ancient κ-solutions, we do not have the
Harnack inequality (see [28]) in our case. Fortunately, we have the following
lemma.
Lemma 8.6. Let (Mi, gi(t), pi) be a sequence of κ-noncollapsed ancient
Ricci flows. Suppose there exist a constant C such that
|Rmgi(x, t)|gi(t) ≤ CRgi(x, t) for all x ∈Mi, t ≤ 0(8.23)
and
∂
∂t
Rgi(x, t) ≥ 0 for all x ∈Mi, t ≤ 0.(8.24)
We also assume that Rgi(0)(pi) = 1 and
Rgi(0)(x) ≤ C1 for all x ∈ B(pi, 2; gi(0)).(8.25)
Then, there exists a constant δ > 0 independent of i and x such that
Rgi(x, 0) ≥ δ for all i ∈ N and dgi(0)(x, pi) = 1.(8.26)
Proof. We prove this by contradiction. If the lemma is not true, we can find
xi ∈Mi such that dgi(0)(xi, pi) = 1 and
Rgi(xi, 0)→ 0, as i→∞.(8.27)
By our assumption, it is easy to see that the (B(pi, 2; gi(0)), gi(t), pi) con-
verge subsequentially to a limit (B∞, g∞(t), p∞). Note that Rg∞(p∞, 0) = 1.
Since gi(t) is ancient for each i, Rgi(x, t) ≥ 0. Hence, Rg∞(x, t) ≥ 0 for all
x ∈ B∞ and t ≤ 0. By (8.27), we have Rg∞(x∞, 0) = 0, where x∞ is the
limit of xi. By the maximum principle, we see that Rg∞(x, t) is flat for all
x ∈ B∞ and t ≤ 0. This contradicts the fact that Rg∞(p∞, 0) = 1. Hence,
we have completed the proof. 
Now, we complete the proof of Theorem 1.11.
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Proof of Theorem 1.11. By Lemma 8.4, there is a uniform constant C >
0 such that Rgi(0)(x) ≤ CRgi(0)(qi) for all x ∈ B(qi, 2di; gi(0)), where
d2iRgi(0)(qi) = 1. Let hi(t) = d
−2
i gi(d
2
i t), for t ≤ 0. Then, Rhi(0)(qi) = 1 and
Rhi(0)(x) ≤ C for all x ∈ B(qi, 2;hi(0)) = B(qi, 2di; gi(0)).(8.28)
We also note that dhi(0)(pi, qi) = 1. By Lemma 8.5, Richi(t)(x) ≥ 0 for
all x ∈ B(qi, 2;hi(0)) and t ≤ 0. Hence, Rhi(t)(x) is increasing in t for all
x ∈ B(qi, 2;hi(0)). Applying Lemma 8.6 to (M,hi(t), qi) and pi, there exists
a positive constant δ > 0 such that
Rhi(0)(pi) ≥ δ.(8.29)
It follows that
d2i =
1
Rgi(0)(qi)
=
Rgi(0)(pi)
Rgi(0)(qi)
= Rhi(0)(pi) ≥ δ.(8.30)
Combining the above result and Lemma 8.4, we have proved the following
estimate
Rgi(0)(x) ≤ Cδ−1 for all x ∈ B(pi,
√
δ; gi(0)).(8.31)
We take ε = 1√
C+1
. By the κ-noncollapsing property of gi(t), we get
volB(pi, ε; gi(0)) ≥ κε4.
For any fixed constant r > 0, B(pi, ε + r; gi(0)) ⊆ B(qi, 2rδ− 12di; gi(0)).
By Lemma 8.5, B(pi, ε+ r; gi(0))∩K = ∅ for i ≥ i(rδ− 12 ), where i(rδ− 12 ) is
a constant. Hence, (M,gi(t)) has nonnegative Ricci curvature on B(pi, ε +
r; gi(0)) when i ≥ i(rδ− 12 ). By the Bishop-Gromov volume comparison
theorem, we have
volB(pi, ε+ r; gi(0)) ≥ volB(pi, ε; gi(0)) ≥ κ
(1 + (r/ε))4
(ε+ r)4.
Hence,
volB(pi, (ε+ r)
√
R−1(pi); g) ≥ κ
(1 + (r/ε))4
· [(ε+ r)
√
R−1(pi)]4.
Applying Proposition 8.1 to each ball volB(pi, (ε + r)
√
R−1(pi); g), we see
that there is a C(r) independent of i such that
Rgi(q, 0) ≤ C(r)(r + ε)−2 for all q ∈ B(pi, ε+ r; gi(0)).
Since the scalar curvature is non-decreasing, we also get
Rgi(q, t) ≤ C(r)(r + ε)−2 for all q ∈ B(pi, ε+ r; gi(0)).
Hence, Hamilton’s Cheeger–Gromov compactness theorem for Ricci flow
implies that (M,gi(t), pi) subsequentially converges to a limit Ricci flow
(M∞, g∞(t)) for any t ≤ 0. The splitting follows from the scalar curvature
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decay as proved in Claim 6.4. Note that the limit flow is a 3-dimensional an-
cient flow which has monotonic scalar curvature in t and distance-curvature
estimate. Hence, the flow has uniformly bounded curvature at each time
slice.

9. Dimension reduction for steady GRS without curvature
decay
In this section, we prove Theorem 1.8. We first introduce a lemma.
Lemma 9.1. Let (M,g, f) be an n-dimensional κ-noncollpased steady gra-
dient Ricci soliton with bounded curvature. Suppose {pi}i∈N is a sequence
of points tending to infinity. Then, (M,g, pi) subsequentially converges to a
gradient steady Ricci soliton (M∞, g∞, p∞).
Proof. Since (M,g, f) is κ-noncollpased and has bounded cuvature, it is easy
to see that (M,g, pi) subsequentially converges in the Cheeger-Gromov sense
to a limit (M∞, g∞, p∞). Let fi(x) = f(x) − f(pi), for i ∈ N and Rmax =
supx∈M R(x). By integrating f(x) along a minimal geodesic connecting pi
and x, we get
|f(x)− f(pi)| ≤
√
Rmaxd(x, pi).
Hence, for any fixed r > 0, we have
|fi(x)| ≤ r, ∀ x ∈ B(pi, r; g).(9.1)
Since the curvature is bounded, we also note that
|∇kfi|(x) = |∇k−2Ric|(x) ≤ C, ∀ x ∈M.(9.2)
By (9.1) and (9.2), we see that fi(x) converges to a smooth function f∞(x)
defined on M∞. Note that
∇∇fi(x) = ∇∇f(x) = Ric, ∀ x ∈M.
By the convergence of (M,g, pi) and fi(x), we have
∇∇f∞(x) = Ric∞(x), ∀ x ∈M∞.
We have completed the proof. 
Next, we prove a special case of Theorem 1.8.
Lemma 9.2. Let (M,g, f) be an n-dimensional κ-noncollpased steady gra-
dient Ricci soliton with bounded curvature and nonnegative Ricci curva-
ture. Suppose the scalar curvature R(x) attain its maximum at o ∈ M
and |∇f |(o) = 1. Then, (M,g, f) weakly dimension reduces to an (n − 1)-
dimensional steady gradient Ricci soliton.
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Proof. Let φt be a group of diffeomorphisms generated by −∇f and g(t) =
φ∗t g. Let γ(s) be the integral curve of ∇f passing through o such that
γ(0) = o. Note that γ(s) = φ−s(o). We first show that γ(s) is a geodesic
with respect to g.
We may assume that R(γ(s)) = Rmax for all s ∈ R,3 where Rmax =
supx∈M R(x). Hence,
Ric(∇f,∇f)(γ(s)) = −1
2
· dR(γ(s))
ds
= 0.(9.3)
Therefore, ∇f(γ(s)) is a zero eigenvector of Ric(γ(s)). Hence,
Ric(∇f, Y )(γ(s)) = 0, ∀ Y ∈ Tγ(s)M.
It follows that
〈∇γ′(s)γ′(s), Y 〉 = Ric(∇f, Y ) = 0, ∀ Y ∈ Tγ(s)M.
Hence, γ(s) is a geodesic.
Let pi = γ(ti) for ti → +∞. By Lemma 9.1, (M,g(t), pi) converges
subsequentially to (M∞, g∞, p∞). Moreover, there exists a smooth function
f∞ such that
Ric∞ = Hessf∞
and
∇f → ∇f∞, as i→∞.
Let γ∞(s) be the integral curve of ∇f∞ passing through p∞ such that
γ∞(0) = p∞. Similar to γ(s), we can show that γ∞(s) is a geodesic with
respect to g∞(0). Actually, we want to show that γ∞(s) is a geodesic line.
We need the following claim.
Claim 9.3. Suppose a < b and a, b ∈ R. Then,
d∞(γ∞(a), γ∞(b)) = sup
r∈R
d(γ(t), γ(b − a+ t)),
where d and d∞ are the distance functions with respect to g and g∞(0),
respectively.
Proof. By the convergence of (M,g(t), pi) and ∇f , we have
d∞(γ∞(a), γ∞(b)) = lim
ti→+∞
d(γ(ti), γ(b− a+ ti)).
3It is easy to check that R(γ(s)) = Rmax for all s ≤ 0. Then, (M, g, γ(−i)) con-
verges to a limit (M∞, g∞, p∞) with potential f∞. Let ϕt be generated by −∇f∞.
Then, R∞(ϕt(p∞)) = Rmax for all t ∈ R. Hence, one may replace (M, g, f, o) by
(M∞, g∞, f∞, p∞).
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So, it suffices to show that d(γ(t), γ(b − a + t)) is increasing in t. More
precisely, we only need to show that
d(γ(c), γ(d)) ≤ d(γ(c + t), γ(d+ t)), ∀ c, d ∈ R, t > 0.
Let l(σ) be a minimal geodesic connecting γ(c) and γ(d) with respect to
g(−t). Suppose l(0) = γ(t) and l(L) = γ(d). Since the Ricci curvature is
nonnegative, for t ≥ 0, we have
dg(−t)(γ(c), γ(d)) =
∫ L
0
√
〈l′(s), l′(s)〉g(−t)ds
≥
∫ L
0
√
〈l′(s), l′(s)〉gds
≥d(γ(c), γ(d)).
It follows that
d(γ(c + t), γ(d+ t)) = dg(−t)(γ(c), γ(d)) ≥ d(γ(c), γ(d)), ∀ t ≥ 0.
We have completed the proof of the claim. 
As a corollary of Claim 9.3, we have
d∞(γ∞(a), γ∞(b)) = d∞(γ∞(a+ t), γ∞(b+ t)), ∀ a, b, t ∈ R.(9.4)
Now, we show that γ∞(s) is a minimal geodesic connecting γ∞(a) and
γ∞(b) with respect to g∞(0). Suppose l(s) is a minimal geodesic connecting
γ∞(a) and γ∞(b) with respect to g∞(0). Suppose l(0) = γ∞(a) and l(L) =
γ∞(b). We want to show that
Ric∞(l′(s), l′(s)) = 0, ∀ s ∈ [0, L].(9.5)
For δ > 0, we have
d∞(γ∞(a), γ∞(b))− d∞(γ∞(a− δ), γ∞(b− δ))
=d∞(γ∞(a), γ∞(b))− dg∞(δ)(γ∞(a), γ∞(b))
≥
∫ L
0
√
〈l′(s), l′(s)〉g∞(0)ds−
∫ L
0
√
〈l′(s), l′(s)〉g∞(δ)ds
=
∫ δ
0
∫ L
0
2Ricg∞(σ)(l
′(s), l′(s))√
〈l′(s), l′(s)〉g∞(σ)
dsdσ.(9.6)
By (9.4) and (9.6), we get∫ δ
0
∫ L
0
2Ricg∞(σ)(l
′(s), l′(s))√
〈l′(s), l′(s)〉g∞(σ)
dsdσ = 0.(9.7)
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Since the Ricci curvature is nonnegative, (9.7) implies (9.5). Note that (9.5)
implies that l′(s) is a zero eigenvector of Ric∞(l(s)). Hence,
Ric∞(l′(s), Y )(l(s)) = 0, ∀ Y ∈ Tl(s)M∞.
Therefore,
dR∞(l(s))
ds
= −2Ric∞(∇f∞(l(s)), l′(s)) = 0, ∀ s ∈ [0, L].
Hence,
R∞(l(s)) = R∞(γ∞(s)) = R∞(p∞).
By the convergence of (M,g(t), pi), we have
|∇f∞|g∞(0)(p∞) = 1.
Note that
|∇f∞|2(x) +R∞(x) ≡ C.
We conclude that
|∇f∞|g∞(0)(l(s)) = 1, ∀ s ∈ [0, L].
For any b > a, we have
f∞(γ∞(b)) − f∞(γ∞(a)) =
∫ L
0
〈l′(s),∇f∞(l(s))〉g∞(0)ds
≤
∫ L
0
|l′(s)|g∞(0) · |∇f∞(l(s))|g∞(0)ds
≤L.(9.8)
Note that l(s) is a minimal geodesic. Since γ∞(s) is a curve connecting
γ∞(a) and γ∞(b) and the length of γ∞(s)|[a,b] = b− a, we get
f∞(γ∞(b))− f∞(γ∞(a)) ≤ L ≤ b− a.(9.9)
On the other hand, since γ∞(s) is the integral curve of ∇f and |∇f |(γ(s)) =
1, we have
f∞(γ∞(b))− f∞(γ∞(a)) = b− a.(9.10)
By (9.9) and (9.10), we have L = b− a.
Finally, we get γ∞(s) is a minimal geodesic connecting γ∞(a) and γ∞(b)
for any a, b ∈ R. Hence, γ∞(s) is a geodesic line. Since (M∞, g∞(0)) has
nonnegative Ricci curvature, it splits off a line by the Cheeger-Gromoll split-
ting theorem. We have completed the proof.

Now, we can prove the dimension reduction result in a more general case.
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Lemma 9.4. Let (M,g, f) be an n-dimensional κ-noncollapsed steady gra-
dient Ricci soliton with bounded curvature and nonnegative Ricci curvature.
Suppose there exists a sequence of points pi tending to infinity such that R(pi)
attains the maximum of R(x) at each pi. Then, (M,g, f) weakly dimension
reduces to an (n− 1)-dimensional steady gradient Ricci soliton.
Proof. If there exists a point x0 ∈M such that R(x0) attains the maximum
of R(x) and |∇f |(x0) > 0,4 then the lemma holds according to Lemma 9.2.
Now, it suffices to consider the case that |∇f |(p) = 0 if R(p) = Rmax, where
Rmax = supx∈M R(x). Hence, |∇f |(pi) = 0 for all i ∈ N.
Let φt be a group of diffeomorphisms generated by −∇f and g(t) = φ∗t g.
Let γi(s) be a minimal geodesic connecting p0 and pi with respect to g.
Since φt is an isomorphism and |∇f |(pi) = 0, we have
dg(t)(pi, p0) = d(pi, p0), ∀ t ∈ R.
Let di = d(pi, p0). Let L(t) be the length of γi(s)|[0,di] and s be the arc-
parameter with respect to g(t). By the nonnegativity of the Ricci curvature,
we have
dL(t)
dt
= −
∫ di
0
2Ricg(t)(γ
′
i(s), γ
′
i(s))
〈γ′i(s), γ′i(s)〉g(t)
ds ≤ 0.
Hence,
L(t) ≤ di, ∀ t ≥ 0.
On the other hand,
L(t) ≥ dg(t)(p0, pi) = di.
Therefore,
L(t) ≡ di.
It follows that
Ricg(t)(γ
′
i(s), γ
′
i(s)) ≡ 0, ∀ s ∈ [0, di], t ∈ R.
Then,
Ric(γ′i(s), Y ) = 0, ∀ Y ∈ Tγi(s)M.
Hence,
dR(γi(s))
ds
= 2Ric(∇f(γi(s)), γi(s)) = 0.
It follows that
R(γi(s)) = R(γi(0)) = R(p0) = Rmax.(9.11)
4By rescaling, this is equivalent to the case that |∇f |(x0) = 1.
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Let qi = γi(
di
2 ). Note that R(qi) = Rmax and qi tends to infinity. More-
over, γi(s)|[0,di] is a minimal geodesic passing through qi and its length di
tends to infinity. Now, we consider (M,g(t), qi). By taking a subsequence,
(M,g(t), pi) converges to (M∞, g∞(t), p∞). This means that there exist dif-
formorphisms Φi : Ui(⊆M∞)→ Φi(Ui)(⊆Mi) such that Φ∗i (g(t)) converges
to g∞(t) and Φi(p∞) = pi, where the Ui exhaust M∞. Let
Vi =
d
ds
∣∣∣∣
s=
di
2
Φ−1i (γi(s)), ∀ i ∈ N.(9.12)
Since s is the arc-parameter, we get |Vi|Φ∗i (g) = 1 and Vi ∈ Tp∞M∞. By tak-
ing a subsequence, we may assume that Vi → V∞ as i →∞. Therefore, by
the convergence of (M,g(t), qi) and Vi, we get that γi(s)|[0,di] converges sub-
sequentially to a geodesic line passing through p∞. Note that (M∞, g∞(t))
has nonnegative Ricci curvature. We conclude that (M∞, g∞(t)) splits off
a line. Similar to the proof of Lemma 9.2, (M∞, g∞(t)) is also a steady
gradient Ricci soliton.

We also need the following lemma.
Lemma 9.5. Let (M,g, f) be a non-Ricci-flat gradient steady Ricci soliton
with nonnegative Ricci curvature. Let S = {x ∈ M : ∇f(x) = 0}. Suppose
S is not empty. Then, for any p ∈M , we have
lim
t→+∞ d(φt(p), S) = 0,
where φt is generated by −∇f .
Proof. Let g(t) = φ∗t g. Then, g(t) satisfies the Ricci flow equation. Note that
φt is an isomorphism and the Ricci curvature of (M,g(t)) is nonnegative.
For any q ∈M , we have d(φt(q), φt(p)) = dt(p, q) is decreasing in t .
Suppose d = d(p, S). Since S is closed, we can find q ∈ S such that
d(p, q) = d. Hence, we have
d(φt(p), S) ≤ d(φt(p), q) = dt(p, q) ≤ d, for t ≥ 0.
Therefore, there exists a sequence of times ti → +∞ such that φti(p) con-
verges to some point p∞.
Now, we show that p∞ ∈ S. If p∞ /∈ S, then we let c0 = |∇f |2(p∞) > 0.
Since the Ricci curvature is nonnegative, we have
d
dt
|∇f |2(φt(p)) = − d
dt
R(φt(p)) ≤ 0.(9.13)
By the convergence of φti(p) and (9.13), we have
|∇f |2(φti(p)) ≥ |∇f |2(p∞) = c0 ∀ ti ≥ 0.(9.14)
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By (9.13) and (9.14), we have
|∇f |2(φt(p)) ≥ c0, for t ∈ R.
Then,
f(p)− f(p∞) = lim
ti→+∞
∫ ti
0
|∇f |2(φt(p))dt ≥ lim
ti→+∞
c0ti = +∞.
This is impossible. Hence, we have proved that p∞ ∈ S. Hence,
lim
ti→+∞
d(φti(p), p∞) = 0.
Note that
d(φt(p), S) ≤ d(φt(p), p∞) ≤ d(φti(p), p∞), ∀ t ≥ ti.
Hence, we have completed the proof.

Now, we prove Theorem 1.8 by assuming the Ricci curvature is nonnega-
tive.
Lemma 9.6. Theorem 1.8 holds when the Ricci curvature is nonnegative.
Proof. We first note that Lemma 9.6 can be reduced to the case that there
exists a point p0 ∈M such that R(p0) = Rmax, where Rmax = supx∈M R(x).
If R(x) < Rmax for any x ∈ M , then there exists a sequence of points pi
tending to infinity such that R(pi)→ Rmax. By taking a subsequence, we see
that (M,g(t), pi) converges to (M∞, g∞(t), p∞). As in the proof of Lemma
9.2, (M∞, g∞(t), p∞) is a gradient steady Ricci soliton with nonnegative
Ricci curvature and bounded curvature. Moreover, R∞(x, 0) attains its
maximum at p∞. If (M∞, g∞(0), p∞) weakly dimension reduces to an (n −
1)-dimensional steady Ricci soliton, then (M,g, f) also weakly dimension
reduces to the same steady Ricci soliton.
Hence, we may assume there exists a point p0 ∈ M such that R(p0) =
Rmax. Let S
′ = {x ∈M : R(x) = Rmax}. If S′ is unbounded, then (M,g, f)
weakly dimension reduces to an (n− 1)-dimensional steady Ricci soliton by
Lemma 9.4. Therefore, we may assume that S′ is a non-empty and bounded
set. By Lemma 9.2, if there exists a point x0 ∈ S′ such that |∇f |(x0) > 0,
then (M,g, f) weakly dimension reduces to an (n − 1)-dimensional steady
Ricci soliton.
Finally, we only need to consider the case that S′ is a non-empty and
bounded set and |∇f |(x) = 0, for all x ∈ S′. Let S = {x ∈M : ∇f(x) = 0}.
In this case, S′ = S. By Lemma 9.5, for any p ∈M \ S, we have
φt(p)→ S, as t→ +∞.(9.15)
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By (9.15), for any x ∈ M such that d(x, S) ≥ 1, there exists a constant
tx ≥ 0 such that d(φtx(x), S) = 1. Since the Ricci curvature is nonnegative,
R(φt(x)) is increasing in t. Hence,
R(x) ≤ R(φtx(x)) ≤ sup
d(y,S)=1
R(y), ∀ d(x, S) ≥ 1.
Let C = supd(y,S)=1R(y). Obviously, C < Rmax. Hence, we get
R(x) ≤ C < Rmax, ∀ d(x, S) ≥ 1.
Let A = limr→∞ supx∈M\B(x0,r)R(x), where x0 is a fixed point. Since we
have assumed that the scalar curvature does not have uniform decay, we get
A > 0. We also note that A ≤ C < Rmax. We can choose a sequence of
points {pi} tending to infinity such that R(pi)→ A as i→∞. It is easy to
see that (M,g(t), pi) converges subsequentially to a limit (M∞, g∞(t), p∞).
Then, (M∞, g∞(t), p∞) is a steady gradient Ricci soliton with nonnegative
Ricci curvature and bounded curvature. We also have R∞(p∞, 0) attains
the maximum of R∞(x, 0) at the point p∞. By the convergence, we also
have
|∇f∞|2(p∞) +R∞(p∞, 0) = lim
i→∞
(|∇f |2(pi) +R(pi)) = Rmax
and
R∞(p∞, 0) = lim
i→∞
R(pi) = A < Rmax.
Hence,
|∇f∞|2(p∞) = Rmax −A > 0.
By Lemma 9.2, (M∞, g∞(0), p∞) weakly dimension reduces to an (n − 1)-
dimensional steady Ricci soliton. Therefore, (M,g, f) also dimension re-
duces to an (n − 1)-dimensional steady Ricci soliton. We have completed
the proof.

To prove Theorem 1.8, we need to introduce the following lemma.
Lemma 9.7. Let (M,g) be a complete Riemannian manifold and let {pj}j∈N+
be a sequence of points tending to infinity. Then, for any given compact set
K, there exist infinitely many i, j ∈ N+ such that any minimal geodesic
connecting pi and pj is away from K.
Proof. Let p = p0. Suppose K ⊂ B(p, r − 1) for some r > 0. Let γj(t) be
a minimal geodesic connecting p and pj, where t is the arc-parameter and
γj(0) = p. Suppose γj(t) = expp(tvj) for some unit vector vj ∈ TpM . By
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passing to a subsequence, we may assume that vj → v for some v ∈ TpM .
Let γ(t) = expp(tv). Fix l > 2r. By the convergence of vj, we have
γj(t)→ γ(t) as j →∞, ∀ t ∈ [0, l].(9.16)
Now, we claim that there exists a constant j0 ∈ N+ such that any minimal
geodesic connecting pi and pj is away from B(p, r) if i, j ≥ j0. The lemma
follows from this claim immediately.
We prove the claim by contradiction. Let σij(s) be a minimal geodesic
connecting pi and pj, where s is the arc-parameter and σij(0) = pj. If
the claim is not true, we may assume that σij(s0) ∈ B(p, r) for some s0 ∈
(0, d(pi, pj)). Then,
d(pi, σij(s0)) ≥ d(pi, p)− d(σij(s0), p) ≥ d(pi, p)− r,
d(pj , σij(s0)) ≥ d(pj , p)− d(σij(s0), p) ≥ d(pj , p)− r.
Therefore,
d(pi, pj) = d(pi, σij(s0)) + d(pj , σij(s0)) ≥ d(pi, p) + d(pj , p)− 2r.(9.17)
On the other hand, by the definition of γi(t) and γj(t), we have
d(pi, pj) ≤d(pi, γi(l)) + d(γi(l), γj(l)) + d(pj , γj(l))
=d(γi(l), γj(l)) + d(pi, p) + d(pj , p)− 2l.(9.18)
By (9.17) and (9.18), we get
d(γi(l), γj(l)) ≥ 2(l − r) > 2r > 0.(9.19)
However, by (9.16)
d(γi(l), γj(l))→ 0 as i, j →∞.
This contradicts (9.19). We have completed the proof. 
Now, we are ready to prove Theorem 1.8.
Proof of Theorem 1.8. Let
Rmax = sup
x∈M
R(x), A = lim
r→∞ supx∈M\B(x0,r)
R(x),
where x0 is a fixed point. Since we have assumed that the scalar curva-
ture does not have uniform decay, we get A > 0. We can choose a se-
quence of points {pi} tending to infinity such that R(pi) → A as i → ∞.
Then, (M,g, pi) converges subsequentially to a limit (M∞, g∞, p∞), where
(M∞, g∞, p∞) is a κ-noncollapsed steady gradient Ricci soliton with non-
negative Ricci curvature and bounded curvatture. We also have R∞(p∞)
attains the maximum of R∞(x) at the point p∞.
Case 1: (M∞, g∞) does not have uniform scalar curvature decay. We
apply Lemma 9.6 to (M∞, g∞, p∞). Then, (M∞, g∞, p∞) weakly dimension
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reduces to an (n− 1)-dimensional steady Ricci soliton. Therefore, (M,g, f)
also dimension reduces to an (n− 1)-dimensional steady Ricci soliton.
Case 2: (M∞, g∞) has uniform scalar curvature decay. We will exclude
this case. Note that
R∞(p∞) = A > 0.
By the curvature decay, we can choose r0 > 0 such that
R∞(x) ≤ A
2
, ∀ x ∈ M∞ \B(p∞, r0; g∞(0)).
By the convergence of (M,g, pi), there exists a constant i0 > 0 such that
R(x) <
3A
4
< R(pi), ∀ i ≥ i0, x ∈ ∂B(pi, r0; g).(9.20)
We also assume that K ∩B(pi, r0; g) = ∅ for i ≥ i0.
Let φt be a group of diffeomorphisms generated by −∇f . We first claim
that φt(pi) ∈ B(pi, r0; g) for all t ≥ 0 and i ≥ i0.
If the claim is not true, then there exists T > 0 such that φT (pi) ∈
∂B(pi, r0; g) and φt(pi) ∈ B(pi, r0; g) ∀t ∈ (0, T ). Hence, R(φT (pi)) < R(pi)
by (9.20). Since φt(pi) ∈ B(pi, r0; g) ∀t ∈ (0, T ) and the Ricci curvature is
nonnegative on B(pi, r0; g) for i ≥ i0, we know R(φt(pi)) is increasing for
t ∈ (0, T ). Therefore, R(φT (pi)) ≥ R(pi). However, we have shown that
R(φT (pi)) < R(pi). Hence, φt(pi) ∈ B(pi, r0; g) ∀t ≥ 0.
Next, we claim that there exists a point qi ∈ B(pi, r0; g) such that∇f(qi) =
0 for all i ≥ i0.
We prove the claim. Since φt(pi) stays in B(pi, r0; g) and the Ricci cur-
vature is nonnegative on B(pi, r0; g), R(φt(pi)) is increasing for t ≥ 0, i.e.,
|∇f |2(φt(pi)) = C − R(φt(pi)) is decreasing for t ≥ 0. We assume that
|∇f |2(φt(pi))→ c as t→ +∞. Let
∆ = sup
x∈B(pi,r0;g)
f(x)− inf
x∈B(pi,r0;g)
f(x).
It is obvious that ∆ > 0 is finite. Note that
∆ ≥ f(pi)− f(φt(pi)) =
∫ t
0
|∇f |2(φs(pi))ds ≥ c2t, ∀ t ≥ 0.
Note that ∆ is independent of t. By taking t→ +∞, we get c = 0. Hence,
|∇f |2(φt(pi)) → 0 as t → +∞. Since φt(pi) stays in B(pi, r0; g), we may
assume φtk(pi) converges to some point qi as ik → +∞. Hence, |∇f |(qi) = 0
by the convergence of φtk(pi). We have completed the proof the claim.
By the claim, there exists a point qi ∈ B(pi, r0; g) such that ∇f(qi) = 0
and R(qi) = Rmax for all i ≥ i0. By taking a subsequence, we may also
assume that B(pi, r0; g) ∩ B(pj, r0; g) = ∅ and B(pi, r0; g) ∩ K = ∅ for
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i, j ≥ i0 and i 6= j. By Lemma 9.7, we can find i, j ∈ N+ such that there
exists a minimal geodesic σij(s) connecting qi and qj such that
d(σij(s),K) ≥ 1, ∀ s ∈ [0, d(qi, qj)],(9.21)
where s is the arc-parameter and σij(0) = qi.
Note that σij(s) is a minimal geodesic connecting qi and qj. Moreover,
∇f(qi) = ∇f(qj) = 0 and Ric(σij(s)) ≥ 0 for all s ∈ [0, d(qi, qj)]. By the
argument in the proof of Lemma 9.4 (see the proof of (9.11)), we get
R(σij(s)) = R(σij(0)) = Rmax, ∀ s ∈ [0, d(qi, qj)].(9.22)
By the choice of qi, qj , we get qi ∈ B(pi, r0; g) and qj /∈ B(pi, r0; g). Then,
there exists s0 ∈ (0, d(qi, qj)) such that σij(s0) ∈ ∂B(pi, r0; g). By (9.20),
R(σij(s0)) < R(pi) ≤ Rmax.
This contradicts (9.22). Hence, the scalar curvature does not have uniform
decay. 
10. Proofs of Theorem 1.5, Theorem 1.13 and Theorem 1.7
As we have mentioned in the introduction, Theorem 1.9 is a corollary of
Theorem 1.3 and Theorem 1.11. Combining Theorem 1.9 and Theorem 1.8,
we get Theorem 1.12. Then, Theorem 1.5 is a corollary of Theorem 1.12.
Proof of Theorem 1.5. By [20, Theorems 28.6 and 28.9]), (M,g) is strongly
κ-noncollapsed. By Theorem 1 in [19], (M,g) also has bounded curvature.
Hence, Theorem 1.5 is true by Theorem 1.12 if (M,g) is not Ricci flat. Note
that (M,g) is strongly κ-noncollapsed. If (M,g) ia Ricci flat, then it has
maximal volume growth. By Corollary 8.86 in [17], (M,g) must be an ALE
4-manifold. We have completed the proof. 
Next, we prove Theorem 1.13.
Proof of Theorem 1.13. It suffices to exclude the case that (M,g, f) is not
Ricci flat. Suppose (M,g, f) is not Ricci flat. By Theorem 1.12, (M,gi(t), pi)
converges to (N×R, gN (t)+ds2, p∞) for pi tending to infinity, where gi(t) =
Kig(K
−1
i t) and N are defined as in Definition 1.1. Since (M,g) is a Ka¨hler
manifold, (N × R, gN (t) + ds2) is also a Ka¨hler manifold. Let J∞ be the
Ka¨hler structure of (N ×R, gN (t) + ds2). Let V be the parallel vector field
parallel in the R direction, i.e., ∇V ≡ 0. Then, ∇J∞V ≡ 0. Hence, J∞V
is also a parallel vector field. Hence,(N ×R, gN (t) + ds2) locally splits off a
complex line. Since the oriented 2-dimensional κ-solution must be a family
of shrinking round spheres, (N × R, gN (t) + ds2) should be a quotient of
(S2 × R2, gS2(t) + ds21 + ds22). On the other hand, N is either diffeomorphic
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to S3/Γ or diffeomorphic to R3 by Theorem 1.12. We get a contradiction.
Hence, (M,g) must be Ricci flat. We complete the proof. 
Finally, we prove Theorem 1.7.
Proof of Theorem 1.7. By [20, Theorems 28.6 and 28.9]), Theorem 1 in [19]
and Theorem 1.13, (M,g) must be Ka¨hler-Ricci flat. Similar to the proof
of Theorem 1.5, (M,g) has maximal volume growth and therefore is an
ALE 4-manifold. By Kronheimer [30, 31], any Ka¨hler-Ricci flat ALE of real
dimension 4 must be hyperka¨hler. Hence, we have completed the proof. 
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