Abstract. A sufficient condition is given for eventual disconjugacy of an «th order linear differential equation.
1. Introduction. If there is an interval [ a, oo) on which no nontrivial solution of the scalar equation (i) yin)+Pi(t)y(n-" + ---+Pn(t)y = o has more than n -1 zeros, counting multiplicities, then (1) is said to be eventually disconjugate. From a special case of a theorem of Willett [4] , (1) is eventually disconjugateif/»,,...,p" E C[0, oo) and ( 2) /V-ti^¿(oi*<». 1<*<».
By an easy argument based on Polya's disconjugacy condition [2] , the author showed in [3] that (1) is eventually disconjugate if it has a fundamental system [y0,.. .,y"-x) such that, for 0 «£ m < n -1, (%\ ^iA={tm-r^+o(\))/(m-r)\, O^r^m,
[o(t ), m+l<r</j-1.
By a theorem of Hartman and Wintner [1] , (2) implies that (1) has such a fundamental system. In [3] the author gave a condition weaker than (2) which implies the same conclusion, but requires the existence of certain auxiliary functions which may not be easy to find. Here we give a condition which is weaker than (2) and imposes only readily verifiable requirements on p,,... ,pn. 
If 2 <y < k, integrating the right side by parts yields
This and routine estimates yield (6) for 2 <y < k, since | i/(i) |< 8(t) and H) /-' .>-* (k-j)sJ~k-x + tJ-k^\ -Í)
./"I if j > / and A: >_/'. (In fact, we may drop the 2 in (6) if y = k.) Ifj-I, integrating the right side of (9) by parts yields
which implies (6) with j = 1.
From (4) and (5), integration by parts yields The substitution x = (log r)Y+ ' shows that if F is a polynomial with purely real or purely imaginary nonzero constant term, then the real and imaginary parts of where F¡ is a polynomial of the kind mentioned above. (From (4), (13) holds with j -0. If 0 < r < k -2 and (13) holds with j = r, then it can be established for j -r + I by means of the first equality in (5) and repeated integration by parts, integrating the exponential factor at each step. Therefore, (13) holds for 0 <_/' < k -1, by finite induction.) If j0 > 1 and l//0 < y < l/(j0-1), then multiplying the "0" term in (13) by tk~j~x produces an absolutely integrable term (since ky > 1). Therefore, (13) and the stated convergence properties of (12) imply that the real and imaginary parts of f°°tk~j~xIj(t; Q)dt converge conditionally if 0 <j <y0 -1, or absolutely ify0 <j < k -1. Hence, if
then fx'tk~J~xIj(t; p) dt has these properties. Then (1) is eventually disconjugate.
Theorem 1 follows from the next theorem, by the argument given in [3] .
Theorem 2. The assumptions of Theorem 1 imply that (1) has a fundamental system {y0,...,yn-\} which satisfies (3).
Proof. Let m be a fixed integer, 0 < m < n -1. (Some quantities below depend upon m, but we will not make this explicit in the notation.) For /0 > 0, let B(t0) be the Banach space of functions v in C("~ ''[ t0, oo) such that License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use By using Liebniz' formula for the derivatives of a product, and rearranging terms, we can rewrite the integrand in the last member of (19) as
• /*-i(*;/»*).
;=o k=j+\ v J ' Therefore, (14) implies that this integral converges absolutely at t -> oo, because
where Kj is a universal constant (see (1.5)). Moreover, from (6) withp = pk, (2D \iM'Pk)\<^Ç, l«J<k.
with 8k as in (7) withp = />*• From (15),
where Bjk is a universal constant. Therefore, letting t -» oo in (19) and applying (14), (20), (21) and (22) (27) and (29) with h=y -y imply that ||7> -7jp|| < Ko(t0)\\y -y\\, where K is a universal constant. Now choose t0 so that Ko(t0) < 1. Then F is a contraction mapping of B(t0) into itself, and therefore T has a fixed point (function) ym such that, for t > t0. 
