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Abstract. Univariate fractions can be transformed to mixed fractions
in the equational theory of meadows of characteristic zero.
1 Introduction
Meadows are expansions of fields, and more generally of Von Neumann regular
rings, with an inverse or division operation made total by having 0−1 = 0 or
x/0 = 0. If only an inverse is present we speak of an inversive meadow and if
only a division is present we speak of a divisive meadow. For axioms of meadows
taking care of both cases we refer to [4]. Meadows were introduced in [7] as a tool
in an effort to develop concise algebraic specifications of the rational numbers. In
the line of that work it was recently shown in [2] that finite algebraic extensions
of the rationals admit a finite initial algebra specification, while leaving open the
question if the adjunction of a transcendental element to the meadow of rational
numbers leads to a structure that has a finite algebraic specification.
Having equational specifications of meadows available it is plausible to in-
vestigate the equational theory of fractions, and initial work on that topic has
been carried out in [5]. Here we will consider fractions as being expressions for
divisive meadows with division as a leading function symbol. As it turns out
the equational theory of fractions (as terms) in meadows presents a range of
interesting problems.
In [5] the question is considered whether (closed or open) fractions written
in the signature of divisive meadows, can be rewritten into simple fractions,
and which particular meadows admit such a transformation. We will need some
terminology on fractions. Fractions are terms over ΣdMd = {0, 1,−,+, ·, /, }, the
signature of divisive meadows, whose head symbol is division /. As every term
t is provably equal to the fraction t/1, fractions are universal over all terms
modulo provable equality. A closed fraction is a fraction without variables. A
univariate fraction has at most one free variable. Simple fractions are fractions
that have no fractions as proper subterms. A polynomial is an expression built
from variables and closed simple fractions, and symbols for addition, multiplica-
tion and exponentiation. In a standardised form, a polynomial in one variable x
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(x+ y) + z = x+ (y + z)
x+ y = y + x
x+ 0 = x
x+ (−x) = 0
(x · y) · z = x · (y · z)
x · y = y · x
1 · x = x
x · (y + z) = x · y + x · z
1/(1/x) = x
(x · x)/x = x
x/y = x · (1/y)
Table 1. The set EdMd of axioms for devisive meadows
is of the form an · x
n + an−1 · x
n−1 + · · ·+ a1 · x+ a0, where ai is an expression
for the rational number ai ∈ Q (0 ≤ i ≤ n). A mixed fraction is a sum of a
polynomial and a simple fraction. In [5] it is shown that in the setting of mead-
ows all fractions can be rewritten into sums of simple fractions. In addition it is
shown that an arbitrary number of summands may be needed for this rewrite.
The latter proof uses the presence of an arbitrary number of variables. In this
paper we will consider the special case of univariate fractions, fractions involving
a single variable at most. We will find that in the univariate case and working
in characteristic zero, mixed fractions suffice to express all univariate fractions.
This is Theorem 3.1. We will refer to this fact as the universality of univariate
mixed fractions for univariate fractions.
Strengthening this result, we prove in Section 4 that also in the meadow of
complex numbers univariate mixed fractions are universal. This is Theorem 4.2.
This result has a proof theoretic consequence—Theorem 4.4—which covers all
meadows of characteristic zero. We end the section with an application of Theo-
rem 4.2 yielding a decidability result on finite support summation as introduced
in [1].
2 Preliminaries
EdMd is the set of axioms of a commutative ring with a multiplicative identity
element augmented by three axioms for division given in Table 1. For a term t
over the signature ΣdMd having one or more occurrences of precisely one variable x
we sometimes write t(x), either to explicitly indicate the occurrences of x in
the expression t, or, in the model, to explicitly write t as a function. We then
write t(a) to denote the term or value obtained by uniformly substituting a
for x in t. We use Qd0 and C
d
0 to denote the meadows of rational and complex
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numbers, respectively, with divisive notation, and use the same notation for their
carrier sets. A simple fraction is an expression of the form p / q where p and q
are terms without division symbol /. Every expression without division symbol
(thus involving only integer coefficients) is provably equal (in meadows) to a
polynomial in standardised form. Thus each simple fraction can be written as
r / s with r and s polynomials with integer coefficients. As usual, a term p / q
is sometimes written p
q
. For an integer n > 0 we write [n] to denote the set
{1, 2, . . . , n}. For a rational number a we will write a to denote a term with that
value in Qd0 . We take the liberty to omit underlining if no confusion is likely to
arise.
Lemma 2.1 ([5, Thm. 21]). For each term t over the signature ΣdMd, there is
a finite number of simple fractions f1, . . . , fn such that E
d
Md ⊢ t = f1 + · · ·+ fn.
3 Transforming univariate fractions into mixed fractions
in Qd
0
In this section we consider the transformation of univariate fractions over the
meadow of rational numbers to a mixed form.
For a finite set A ⊆ Qd0 we define the function ϕA : Q
d
0 → {0, 1} by
ϕA(x) = 1−
∏
a∈A(x− a)∏
a∈A(x− a)
.
Because ϕA(a) = 1 precisely when a ∈ A, ϕA is equivalent to the characteristic
function of A.
Theorem 3.1. For every univariate term t over the signature ΣdMd, there is a
polynomial g and a simple fraction f such that Qd0 |= t = g + f .
Proof. Let t be a term as stated. From Lemma 2.1 we know that t can be written
as a sum of simple fractions
t′ :=
p1
q1
+
p2
q2
+ · · ·+
pn
qn
such that EdMd ⊢ t = t
′ and so Qd0 |= t = t
′. Without loss of generality, we may
assume each of the summands of t′ to be nonzero, that is, for every i ∈ [n],
there exist u, v ∈ Qd0 such that Q
d
0 |= pi(u) 6= 0 ∧ qi(v) 6= 0. Hence, for every
i ∈ [n], pi and qi are non-trivial polynomials with integer coefficients (of the
single variable x).
Now let u denote the following term that results from the ordinary way of
turning t′ into a simple fraction:
u :=
∑n
i=1(pi ·
∏i−1
j=1 qj ·
∏n
j=i+1 qj)∏n
j=1 qj
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Clearly, u is a simple fraction, and so if Qd0 |= t = u we are done. This need not
be the case, however, e.g., with t = 1/x + 1/1 one obtains u = (1 + x)/x and
then Qd0 6|= t = u. Note that we may have Q
d
0 |= t = u while C
d
0 6|= t = u, for
instance with t = 1/(x2 − 2) + 1/1 one obtains u = (x2 − 1)/(x2 − 2).
Now assuming that Qd0 6|= t = u it must be the case that qi takes value 0 for
some i. More precisely, for every a with Qd0 6|= t(a) = u(a) there exists i ∈ [n]
such that Qd0 |= qi(a) = 0.
Being a non-trivial univariate polynomial the equation qi = 0 has only finitely
many solutions. For i ∈ [n] we let Ai denote the set of solutions of qi,
Ai := { a ∈ Q
d
0 | Q
d
0 |= qi(a) = 0 } .
Moreover, we define A :=
⋃
i∈[n] Ai, and let a1, a2, . . . , ak be an enumeration of
A without repetition. Note that we have t(a) 6= u(a) only if a ∈ A, and also that
a ∈ A implies u(a) = 0. Furthermore, for i ∈ [k] we let
bi :=
t(ai)∏i−1
j=1 (ai − aj) ·
∏k
j=i+1 (ai − aj)
.
By minimality of Qd0 and [5, Thm. 26] we find for all i ∈ [k] closed simple
fractions ai and bi. We will now define a polynomial g such that
Qd0 |= t = u+ ϕA · g . (1)
We define polynomials gi for every i ∈ [k], and g as follows:
gi := bi ·
i−1∏
j=1
(
x− aj
)
·
k∏
j=i+1
(
x− aj
)
g :=
k∑
i=1
gi .
We verify that the identity (1) holds. We have, in Qd0 ,
gi(aj) =
{
0 if i 6= j,
t(ai) if i = j,
and hence g(a) = t(a) whenever a ∈ A. For a ∈ Qd0 we distinguish two cases:
If a ∈ A we find u(a) = 0, and ϕA(a) · g(a) = 1 · t(a) = t(a). If a 6∈ A we see
t(a) = u(a) and also ϕA(a) · g(a) = 0 · g(a) = 0.
We will use the following abbreviations:
e :=
k∏
i=1
(x − ai) , q :=
n∏
j=1
qj , u
′ =
n∑
i=1

pi · i−1∏
j=1
qj ·
n∏
j=i+1
qj

 .
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It follows that u = u′ / q. Now, working in Qd0 we find:
t = u+ ϕA · g
= u+
(
1−
e
e
)
· g
=
u′
q
−
e · g
e
+ g
=
u′ · e− q · e · g
q · e
+ g
=
u′ − q · g
q
+ g
where the last two steps are justified by noticing that q(x) and e(x) both have
the set A as their set of roots.
Since gi is a polynomial for every i ∈ [k], the sum g is a polynomial as well.
In the appendix we show how g can be rewritten to a standardised form
ck−1 · x
k−1 + ck−2 · x
k−2 + · · ·+ c1 · x1 + c0
where every ci is of the form ri/l with ri ∈ Z and l ∈ N
+ (see also Example 3.2).
Using the cancellation axiom (l 6= 0 ⇒ l/l = 1), it follows that Qd0 admits the
fraction (u′ − q · g)/q to be rewritten into a simple fraction:
u′ − q · g
q
=
u′ · l − q · g · l
q · l
=
u′ · l − q · (ck−1 · x
k−1 + ck−2 · x
k−2 + · · ·+ c1 · x1 + c0) · l
q · l
=
u′ · l − q · (rk−1 · x
k−1 + rk−2 · x
k−2 + · · ·+ r1 · x1 + r0)
q · l
(2)
Example 3.2. We consider the case
t =
1
x2 + 3x
+
2x+ 5
x5 + 1
+
x3 + 2
3x2 − 7
.
Then
p1 = 1 p2 = 2x+ 5 p3 = x
3 + 2
q1 = x
2 + 3x q2 = x
5 + 1 q3 = 3x
2 − 7
and hence
u =
p1q2q3 + p2q1q3 + p3q1q2
q1q2q3
=
(x5 + 1)(3x2 − 7) + (2x+ 5)(x2 + 3x)(3x2 − 7) + (x3 + 2)(x2 + 3x)(x5 + 1)
(x2 + 3x)(x5 + 1)(3x2 − 7)
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Observe that for x = 0 we have t = 5− 2/7 whereas u = 0. The sets of roots are
respectively A1 = {−3, 0}, A2 = {−1} en A3 = ∅. We choose the enumeration
a1 = −3, a2 = 0 en a3 = −1. It follows that
b1 =
t(a1)
(a1 − a2)(a1 − a3)
=
1
6
(
1
242
−
5
4
) = −
201
968
,
b2 =
t(a2)
(a2 − a1)(a2 − a3)
=
1
3
(5−
2
7
) =
11
7
,
b3 =
t(a3)
(a3 − a1)(a3 − a2)
= −
1
2
(−
1
2
−
1
4
) =
3
8
.
We therefore obtain
g = g1 + g2 + g3
= −
201
968
(x − 0)(x+ 1) +
11
7
(x+ 3)(x+ 1) +
3
8
(x+ 3)(x− 0)
=
5891
3388
x2 +
24404
3388
x+
15972
3388
and the latter polynomial is in standardised form (see also the appendix). For
this particular form we have l = 3388 and r0 = 15972, r1 = 24404, r2 = 5891.
Filling in the appropriate values in (2) yields the simple fraction
u′ − q · g
q
=
u′ · 3388− (x2 + 3x)(x5 + 1)(3x2 − 7) · (5891 · x2 + 24404 · x+ 15972)
(x2 + 3x)(x5 + 1)(3x2 − 7) · 3388
where u′ = (x5+1)(3x2−7)+(2x+5)(x2+3x)(3x2−7)+(x3+2)(x2+3x)(x5+1).
The transformation method outlined above is a computable process, since
finding an enumeration of the different roots of the polynomials qi is a com-
putable task.
As a consequence of Theorem 3.1 in combination with the previous remark
we find that it is decidable whether or not a univariate fraction t is equal to a
simple fraction in Qd0 . To see this first write t as f + g with f a simple fraction
(say f = u/v) and g a polynomial. We may assume that f and g are both nonzero
otherwise the issue is settled and a single simple fraction suffices to express t.
Now consider the set A of rational roots of v. We distinguish two cases: if all
values in A are also roots of g then
Qd0 |= g =
g ·
∏
a∈A(x − a)∏
a∈A(x− a)
and we find that t equals a simple fraction:
t =
u ·
∏
a∈A(x− a) + v · g ·
∏
a∈A(x − a)
v ·
∏
a∈A(x − a)
.
In the second case some a ∈ A is not a root of g. Then f , viewed as a real
function in x, must be discontinuous in a. Because g is continuous everywhere t
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viewed as a real function is discontinuous in a, and at the same time it is non-
zero in a. This combination of facts excludes that t is equal to a simple fraction,
say f = u/v because f is only discontinuous in zeroes of v where the value of f
must be 0.
4 Working in the complex numbers
In this section we will briefly sketch a modified version of the result which works
in the meadow of complex numbers. This is a stronger result than Theorem 3.1.
The value of having both proofs is that the methods differ somewhat and that in
some cases the method implicit in Theorem 3.1 yields simpler expressions as a
result. For instance, 1/(x2+1)+1/(x2+2) = (2x2+3)/((x2+1) · (x2+2)) is the
correct outcome for the method implicit in Theorem 3.1 but not for Theorem 4.2
(see also Example 4.3).
Lemma 4.1. Let r(x) be an irreducible polynomial and let R(x) be a ΣdMd ex-
pression. Then there is a polynomial s(x) such that Cd0, |= r(x) = 0 → s(x) =
R(x).
Proof. The lemma is shown by induction on the structure of R, the only inter-
esting case being R(x) = u(x)/v(x) for polynomials u(x) and v(x) with v(x)
nonzero. We assume that r(x) 6= v(x); otherwise we put s(x) = 0. As r(x) is
irreducible the gcd of r(x) and v(x) equals 1 and the Euclidean algorithm pro-
vides polynomials r′(x) and v′(x) such that Cd0 |= r(x) · v
′(x) + v(x) · r′(x) = 1.
In this case we take s(x) = u(x) · r′(x). Then if Cd0 |= r(a) = 0 it must be
the case that Cd0 |= v(a) · r
′(a) = 1 and thus Cd0 |= r
′(a) = 1/v(a) so that
Cd0 |= s(a) = u(a)/v(a) = R(a). Because this works for all a in C
d
0 we have
Cd0 |= r(x) = 0→ R(x) = s(x).
Theorem 4.2. For every univariate term t over the signature ΣdMd, there are a
polynomial g and a simple fraction f such that Cd0 |= t = g + f .
Proof. Let t be a term over ΣdMd with zero or more occurrences of a variable x.
Using Lemma 2.1 t can be written as a sum of simple fractions,
EdMd ⊢ t =
p1
q1
+
p2
q2
+ · · ·+
pn
qn
,
where, without loss of generality, unless EdMd ⊢ t = 0, each of the summands
is assumed to be nonzero. Thus for every i ∈ [n], there exists a ∈ Cd0 such
that pi(a) 6= 0 and qi(a) 6= 0. We may assume that all pi and qi (i ∈ [n]) are
non-trivial polynomials in x with integer coefficients.
Focusing on the qi these can be uniquely factorised into products of irre-
ducible polynomials with integer coefficients. Therefore for i ∈ [n] we may
choose irreducible (over Q0) and univariate polynomials qi,1, . . . , qi,li with in-
teger coefficients such that for appropriate natural numbers fi,j > 0, E
d
Md ⊢
qi = (qi,1)
fi,1 · · · (qi,li)
fi,li . Now we consider any enumeration without repetition
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ri, i ∈ [m] of all irreducible polynomials just mentioned as factors of any of the
qi. We write e(i) for the sum over all j ∈ [n] of the exponents of the polynomial
ri in the factorisation of qj . It follows from this construction that e(i) ≥ 1 for
all i ∈ [m]. Following the proof of Theorem 3.1, u is introduced as follows:
u :=
∑n
i=1(pi ·
∏i−1
j=1 qj ·
∏n
j=i+1 qj)∏n
j=1 qj
.
If Cd0 6|= t = u it must be the case that ri takes value 0 for some i ∈ [m]. More
precisely, for every a with Cd0 6|= t(a) = u(a), there exists a unique i ∈ [m] such
that Cd0 |= ri(a) = 0. Unicity of i follows from the fact that different irreducible
and univariate polynomials cannot share roots.
We define the expression ϕ as follows:
ϕ(x) = 1−
∏m
i=1(ri(x))
e(i)∏m
i=1(ri(x))
e(i)
.
We will now define a polynomial g such that
Cd0 |= t = u+ ϕ · g (3)
For each i ∈ [m] we introduce the polynomial hi(x) as follows:
hi(x) :=
i−1∏
j=1
rj(x) ·
m∏
j=i+1
rj(x) .
Using Lemma 4.1 we may choose for each i ∈ [m] a polynomial si(x) such that
Cd0 |= ri(x) = 0→ si(x) =
t(x)
hi(x)
.
Further for i ∈ [m] the polynomial gi is defined by
gi(x) := hi(x) · si(x) .
We notice that if ri(a) = 0, then hi(a) 6= 0. Otherwise for some j different from
i the different univariate polynomials ri(a) and rj(a) are both zero, which is
impossible as these are both irreducible. Now we define g by
g(x) :=
k∑
i=1
gi(x) .
(3) can be verified as follows. Either ri(a) 6= 0 for all i ∈ [m]; in that case we
have t = u and ϕ · g = 0. Otherwise there is a single i with ri(a) = 0 (in C
d
0)
and hence gi(a) = t(a); for j 6= i (j ∈ [m]) we have hj(a) = 0 and therefore
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gj(a) = 0. As gi is a polynomial for every i ∈ [k] the sum g is a polynomial as
well. Thus we obtain:
Cd0 |= t = u+ ϕ · g = u+ (1 −
∏m
j=1 rj(x)∏m
j=1 rj(x)
) · g = u+ g −
∏m
j=1 rj(x)∏m
j=1 rj(x)
· g .
Just as it was done in the proof of Theorem 3.1 this expression can be rewrit-
ten into a sum of a polynomial and a simple fraction. Rewriting the resulting
expression in such a manner that only closed subexpressions for integers occur
in numerators and denominators can be done in a similar manner as well.
Example 4.3. We return to the example mentioned in the beginning of this sec-
tion. If t = 1/(x2 + 1) + 1/(x2 + 2) then
u =
2x2 + 3
(x2 + 1)(x2 + 2)
and we find that s1(x) = 1 = s2(x). It follows that g1(x) = h1(x) = x
2 + 2,
g2(x) = x
2 + 1 and hence g(x) = 2x2 + 3. Thus
t(x) =
2x2 + 3
(x2 + 1)(x2 + 2)
+ (1 −
(x2 + 1)(x2 + 2)
(x2 + 1)(x2 + 2)
) · (2x2 + 3)
and the right expression can be rewritten to the mixed fraction
(2x2 + 3)(1− (x2 + 1)(x2 + 2))
(x2 + 1)(x2 + 2)
+ (2x2 + 3).
Using the fact that satisfaction in Cd0 coincides with provability from E
d
Md ∪
{n / n = 1 | n > 0} (see [9,2]), we find that in this case also: EdMd ∪ {n/n = 1 |
n > 0} ⊢ t = g + f. Two assumptions k/k = 1 and l/l = 1 can be encoded in a
single one: k · l/k · l = 1, which leads to the following fact.
Theorem 4.4. For every univariate term t over the signature ΣdMd, there are
a polynomial g, a simple fraction f , and a natural number n > 0 such that
EdMd ∪ {n/n = 1} ⊢ t = g + f. (Or equivalently: E
d
Md ⊢ n · t = n · (g + f).)
In [1] a finite support summation
∑∗
x t(x) is introduced. This expression
denotes in a meadow the sum of all t(a) if only finitely many of these substitutions
yield a nonzero value, and 0 otherwise. So, if t(x) = 1 − x
x
then
∑∗
x t(x) = 1 in
Cd0, since t(x) 6= 0 only if x = 0; however, if t(x) is a nonzero complex polynomial
then
∑∗
x t(x) = 0 since t(x) has only finitely many roots in the complex numbers.
In the following theorem we apply Theorem 4.2.
Theorem 4.5. For every univariate term t over the signature ΣdMd, it is decid-
able whether or not Cd0 |=
∑∗
x t(x) = 1.
Proof. Using Theorem 4.2 t can be written as the sum of a polynomial and a
simple fraction g + p
q
. We distinguish two cases.
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(i) Cd0 |= g+
p
q
6= 0: Then there exists a complex number a and an ǫ-neighbourhood
of a on which t interpreted as a complex, continous function must be nonzero.
Hence Cd0 |=
∑∗
x t(x) = 0.
(ii) Cd0 |= g +
p
q
= 0: If Cd0 |= q = 0, then C
d
0 |= g = 0 and hence C
d
0 |=∑∗
x t(x) = 0. So assume C
d
0 |= q 6= 0. Then C
d
0 |= p = −g · q. It follows that
Cd0 |= t = g +
p
q
= g −
g · q
q
= (1 −
q
q
) · g.
Thus t(a) 6= 0 if and only if a is a root of q and g(a) 6= 0. From the degree
of q we can effectively derive the number m of roots of q. Now observe that∑∗
x t(x) = 1⇔ ∃x1, . . . , xm( q(x1) = 0 ∧ · · · ∧ q(xm) = 0 ∧∧
1≤i<j≤m
xi−xj
xi−xj
= 1 ∧
∀y(q(y) = 0→ y = x1 ∨ · · · ∨ y = xm) ∧
g(x1) + · · ·+ g(xm) = 1)
Decidability now follows from Tarski’s decidability result of the first order
theory of real closed fields.
Observe that the term 1 in the above theorem can be replaced by an arbitrary
closed term.
5 Concluding remarks
These results are quite specific for the case of involutive meadows, that is mead-
ows satisfying (x−1)−1 = x. In common meadows [6] the issues disappear because
common meadows unconditionally satisfy x/y + u/v = (x · v + y · u)/(y · v). In
wheels [8], and also in transreals [10] the issues also trivialise but in a somewhat
different manner.
Many related questions await further exploration. In particular the ques-
tion to what extent these results can be generalised to the case of multivariate
expressions is intriguing. We were unable to make any progress in the case of
expressions with two variables, nevertheless it seems plausible to expect that
expressions with two variables (that is, sums of simple fractions involving two
variables) can all be transformed to a uniformly bounded sum of simple fractions.
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A Writing polynomials to standard form
In the proof of Theorem 3.1 the term g was defined by
g :=
k∑
i=1
gi gi := bi ·
i−1∏
j=1
(
x− aj
)
·
k∏
j=i+1
(
x− aj
)
(i ∈ [k]) .
Here we show how g can be rewritten into a standardised polynomial with ratio-
nal coefficients. Given a finite set S and an integer k ≥ 0, we use
(
S
k
)
to denote
the set of subsets of cardinality k, that is,
(
S
k
)
= {I ⊆ S | |I| = k}. Clearly,
(
S
k
)
has cardinality
(
|S|
k
)
. For example,
(
[4]
3
)
= {{1, 2, 3}, {1, 2, 4}, {1, 3, 4}, {2, 3, 4}}.
Let i ∈ [k], and Hi = [k] \ {i}. In Q
d
0 we have
gi = bi ·
∏
j∈Hi
(x− aj)
= ci,0 · x
k−1 + ci,1 · x
k−2 + · · ·+ ci,k−2 · x+ ci,k−1 ,
where, for 0 ≤ j < k,
ci,j = (−1)
j · bi ·
∑
I∈(Hij )
∏
h∈I
ah .
For i ∈ [k] we let ni, ri ∈ Z and mi, si ∈ N
+ be such that bi = ri / si and
ai = ni / mi and turn the above expression for ci,j into one fraction using that
sh / sh = 1 and mh / mh = 1 for all h ∈ [k]. We thus obtain
ci,j =
(−1)j · ri ·
∑
I∈(Hij )
∏
h∈I nh ·
∏
h′∈S\I mh′
si ·
∏
h∈Hi
mh
.
To get ready for summing up the ci,j (for fixed j and varying i), we transform
ci,j into one denominator common for all i ∈ [k]:
ci,j =
(−1)j · ri ·mi ·
∏
ℓ∈Hi
sℓ ·
∑
I∈(Hij )
∏
h∈I nh ·
∏
h′∈S\I mh′
s ·m
,
where s =
∏
j∈[k] sj and m =
∏
j∈[k] mj .
Finally, summing up the polynomials gi, we get
g =
∑
i∈[k]
gi = c0 · x
k−1 + c1 · x
k−2 + · · ·+ ck−2 · x+ ck−1 ,
where
cj =
(−1)j ·
∑
i∈[k]
(
ri ·mi ·
∏
ℓ∈Hi
sℓ ·
∑
I∈(Hij )
∏
h∈I nh ·
∏
h′∈S\I mh′
)
s ·m
.
