Let k 0 and n 2 be integers. A SOMA, or more speci cally a SOMA(k; n), is an n n array A, whose entries are k-subsets of a kn-set , such that each element of occurs exactly once in each row and exactly once in each column of A, and no 2-subset of is contained in more than one entry of A. A SOMA(k; n) can be constructed by superposing k mutually orthogonal Latin squares of order n with pairwise disjoint symbol-sets, and so a SOMA(k; n) can be seen as a generalization of k mutually orthogonal Latin squares of order n.
Introduction
Throughout this paper, k and n denote integers, with k 0 and n 2. We initially de ne a SOMA, or more speci cally a SOMA(k; n), to be an n n array A, whose entries are k-subsets of a kn-set (called the symbol-set for A), such that each element of occurs exactly once in each row and exactly once in each column of A, and no 2-subset of is contained in more than one entry of A. ( We will later nd it more convenient to regard a SOMA as a set of permutations satisfying certain properties.) Note that a SOMA(1; n) is essentially the same thing as a Latin square of order n. A SOMA(3; 10) is illustrated in Figure 1 . Let A and B be SOMA(k; n)s. We say that B is isomorphic to A if and only if B can be obtained from A by applying one or more of: a row permutation, a column permutation, transposing, and renaming symbols. We remark that the concept of isomorphism is stronger in 12], as transposing is not allowed. We call this strong isomorphism, so we say that B is strongly isomorphic to A if and only if B can be obtained from A by applying one or more of: a row permutation, a column permutation, and renaming symbols. In this paper we study the structure of a SOMA, and then report on the use of computational group theory and graph theory in the discovery and classi cation of SOMAs. In particular, we discover and classify SOMA(3; 10)s with certain properties, and discover two SOMA(4; 14)s (SOMAs with these parameters were previously unknown to exist). Our work makes heavy use of the computational group theory system GAP (version 4b5) 9] and its share library package GRAPE (version 4.0) 13] which performs calculations with graphs with groups acting on them. One important feature of GRAPE that we use is a function which determines cliques with a given vertex-weight sum in a vertex-weighted graph. We are particularly interested in decomposable SOMAs, which we now de ne. For r = 1; : : : ; m, let k r be a positive integer and A r be a SOMA(k r ; n). Additionally, suppose that the symbol-sets for A 1 ; : : : ; A m are pairwise disjoint. The superposition of A 1 ; : : : ; A m is de ned to the n n array A whose (i; j)-entry A(i; j) is the (disjoint) union of A 1 (i; j); : : : ; A m (i; j). This superposition A may or may not not be a SOMA(k 1 + + k m ; n), but if it is, we say that A is a SOMA of type (k 1 ; : : : ; k m ). Note that a SOMA may have more than one type: for example, a SOMA of type (k 1 ; : : : ; k m ) is also of type (k 1 + + k m ). Let A be a SOMA. If there exist positive integers s and t such that A is of type (s; t) then we say that A is decomposable; otherwise we say that A is indecomposable.
It is not di cult to see that a SOMA(k; n) is of type (1; : : : ; 1) if and only if it is the superposition of k mutually orthogonal Latin squares (MOLS) of order n (having pairwise disjoint symbol-sets). This is what gives rise to our interest in studying decomposable SOMAs. One of the main results of this paper is the existence of a decomposable SOMA(3; 10) of type (1; 2). In Section 3 we prove some elementary results on the structure of a decomposable SOMA. The name SOMA was introduced by Phillips and Wallis in 12] (it is an acronym for simple orthogonal multi-array). However, SOMAs had been studied earlier by Bailey 2] as a special class of semi-Latin squares used in the design of experiments. The SOMAs of type (1; : : : ; 1) (that is, SOMAs coming from the superposition of MOLS) are called Trojan squares in 2], where they are shown to be optimal (in a precisely de ned way) amongst (n n)=k semi-Latin squares (and hence amongst SOMA(k; n)s) for use in experimental designs.
Let A be a SOMA(k; n). It is an easy exercise to show that k n ? 1, and Bailey 2] shows that k = n ? 1 if and only if A is a Trojan square. Thus, the the existence of a SOMA(n ? 1; n) is equivalent to the existence of n ? 1 MOLS of order n, and hence to the existence of a projective plane of order n. If n is a power of a prime then there exists a projective plane of order n, but it is a major unsolved problem as to whether there exists a nite projective plane not of prime-power order. For all n except 2 and 6, there exists a pair of MOLS of order n. This initially focussed attention on SOMA(2; 6)s (see 1, 3, 4] ). The \optimal" SOMA(2; 6)s are determined in 4]. In 12], the SOMA(3; 6)s and SOMA(4; 6)s are classi ed up to strong isomorphism. (We independently performed this classi cation.) There are both decomposable and indecomposable SOMA(3; 6)s and no SOMA(4; 6). Of course there is no SOMA(5; 6) because there is no projective plane of order 6. The next non-prime-power after 6 is 10. It is known that there exists a pair of MOLS of order 10, but not whether there exist three MOLS of order 10. It is known, however, that for every n > 10 there exist three MOLS of order n (see the editors' comments in Chapter 5 of 8]). Combining this result with the existence of a decomposable SOMA(3; 6) (see 12] or 3]) and the existence of a decomposable SOMA(3; 10) (illustrated in Figure 1 ) we have the following: Theorem 1 For each n > 3 there exists a decomposable SOMA(3; n).
Remark By the discussion in section 3 of 12], the above result is equivalent to the existence of a Howell 3-cube H 3 (n; 2n) for each n > 3.
Problem 1 Does there there exist a SOMA(k; 10) with 4 k 8? (There is no SOMA(9; 10) due to the intensively computational and di cult result that there is no projective plane of order 10 (see 10]).)
In the next section we shall reformulate the de nition of a SOMA so that a SOMA becomes a set of permutations satisfying certain properties. This point of view will help us both in our theoretical and computational study of SOMAs.
2 SOMAs as sets of permutations Let n 2 (as usual), and A be a SOMA(k; n) with symbol-set . Each symbol 2 de nes a permutation of f1; : : : ; ng by the rule that i = j if and only if 2 A(i; j). Since n > 1 we see that di erent symbols determine di erent permutations (otherwise two di erent symbols would occur together in at least two entries of A).
If we are only given the set f j 2 g then we can reconstruct the SOMA A up to the names of the symbols. Indeed, since the names of symbols do not concern us, it is useful to identify A with the set f j 2 g. This gives us an alternative way of viewing a SOMA(k; n). Let n 2 and k 0, and A be a set of permutations of f1; : : : ; ng. Then A is said to be a SOMA(k; n) if and only if for all i; j 2 f1; : : : ; ng there are exactly k elements of A mapping i to j, and for every two distinct a; b 2 A, there is at most one i 2 f1; : : : ; ng such that ia = ib.
Note that a SOMA(k; n) thus de ned has size kn. From here on, we take our de nition of a SOMA(k; n) to be the one above, so that our SOMAs will be sets of permutations. However, we shall usually print out a SOMA(k; n) in array form, using the symbol-set f1; 2; : : : ; kng.
Let k 1 ; : : : ; k m be positive integers. For our new de nition of SOMA, we have that a SOMA(k; n) A is of type (k 1 ; : : : ; k m ) exactly when A is the disjoint union of A 1 ; : : : ; A m such that A r is a non-empty SOMA(k r ; n) for r = 1; : : : ; m. Moreover, A is indecomposable if and only if A cannot be expressed as the disjoint union of two (or more) non-empty SOMAs.
3 On the structure of a SOMA Let A be a SOMA(k; n). A subset B of A is called a subSOMA of A if and only if B is itself a SOMA. If B is a subSOMA of A then B is necessarily a SOMA(k 0 ; n) with 0 k 0 n, and we call B a subSOMA(k 0 ; n) of A. In this section we prove some elementary results on subSOMAs and the structure of a decomposable SOMA. It is easy to see that a SOMA must have at least one unre nable decomposition. We do not know whether there is a SOMA with more than one unre nable decomposition, but we suspect there is. However, we shall show that in certain circumstances an unre nable decomposition of a SOMA is unique.
Suppose that the SOMA A has a unique unre neable decomposition fA 1 ; : : : ; A m g. Conversely, suppose that each pair of subSOMAs of A intersect in a subSOMA. Then the set of subSOMAs of A forms a nite boolean lattice L (with meet being intersection, join being union, and x 0 := Anx), and so L is isomorphic to the lattice of subsets of a nite set (see, for example, 6, Theorem 12.3.3]). Indeed, the subSOMAs of A are precisely the (necessarily disjoint) unions of the non-empty indecomposable subSOMAs of A (which are the \join-indecomposable" elements of L). In particular, A has a unique unre nable decomposition.
Problem 2 Does there exist a SOMA which does not have a unique unre nable decomposition? (Equivalently, does there a exist a SOMA having two subSOMAs intersecting in a non-SOMA?)
Before going further, we introduce some notation. Let a and b be permutations of f1; : : : ; ng. We write a b to mean that there is exactly one i 2 f1; : : : ; ng such that ia = ib. Note that a 6 a since n > 1. Given a set S of permutations of f1; : : : ; ng we denote by ?(a; S) the set fs 2 S j a sg. The 3. This follows directly from part 1.
4. Suppose k 0 = 2, B 6 C, and B \ C 6 = ;. Then by part 1, jB \ Cj n, and by part 2, jB n Cj n. Since jBj = 2n, these inequalities must be equalities. In particular, jB \ Cj = n. Let c 2 B \ C. Then c b for all b 2 B n C. Since (c; B) = n = (c; B n C), this means that c 6 c 0 for each c 0 2 B \ C. It follows that B \ C is a SOMA(1; n). 5 In other words, the G-orbits on the set of SOMA(k; n)s are precisely the isomorphism classes of these SOMAs. Now the automorphism group of a SOMA(k; n) A is naturally de ned as Aut(A) := fg 2 G j A g = Ag:
We now state the general form of the problems we shall tackle: given a subgroup H of G, classify up to isomorphism the SOMA(k; n)s A with H Aut(A). In addition, we may specify some constraints on the types of A. Our approach is to study cliques of weight kn in certain vertex-weighted graphs whose vertices are Horbits of permutations of f1; : : : ; ng. This suggests that to discover SOMA(k; n)s we should study cliques of size kn in 0;1 n . However, this graph has n! vertices, and determining whether a graph has a clique of a given size is an NP-complete problem. We thus seek a way of shrinking the problem, and we do this by assuming that the SOMAs we seek have certain symmetries. To classify SOMA(k; n)s invariant under H G = S n oC 2 , we use GRAPE to determine the cliques in ( 0;1 n ; H) with weight-sum kn, up to action by N G (H), the normalizer in G of H. We then pick out the SOMA(k; n)s and test pairwise for isomorphism by converting the SOMAs into appropriate graphs and using nauty 11], within GRAPE, to test for isomorphism. Given a SOMA(k; n) A, we construct the graph (A) for A as follows. The vertexset of (A) is the union of A, the cartesian product f1; : : : ; ng f1; : : : ; ng, the set f(\row"; i) j 1 i ng and the set f(\column"; i) j 1 i ng. The (undirected) edges are de ned as follows. An element a 2 A is adjacent (only) to the ordered pairs (i; j) such that ia = j. An ordered pair (i; j) is additionally adjacent to the vertices (\row"; i) and (\column"; j). In addition, (\row"; i) is adjacent to (\row"; j) for all j 6 = i, and (\column"; i) is adjacent to (\column"; j) for all j 6 = i. We observe that two SOMA(k; n)s A and B are isomorphic if and only if their graphs (A) and (B) are isomorphic (as graphs). (A similar approach is used by Chigbu 7] for determining isomorphism of semi-Latin squares.) Furthermore, Aut( (A)) (which we can compute using nauty) is isomorphic in a natural way to Aut(A). 5 2 )). By the discussion above, we need only look at representatives of G-conjugacy classes of subgroups of order 25 containing a conjugate of d. Our classi cation for H proceeds as follows. Let N := N G (H) (jNj = 10000). We start by determining the H-orbits in 10 which are cliques in 0;1 10 . There are exactly 4020 such orbits: 20 of length 5, and 4000 of length 25. We then construct the collapsed complete orbits graph of 0;1 10 with respect to H, whose vertices are these 4020 orbits, weighted by their respective sizes. We then determine that there are no cliques of of weight-sum 10k with k > 3, but there are exactly 22 N-orbit representatives of the cliques of of weight-sum 30. In addition, it turns out that the union of the elements of each of these representative cliques is an indecomposable SOMA(3; 10). We convert these SOMAs into graphs and nd that they are pairwise non-isomorphic. All but four of these SOMAs have automorphism group H, and each of the other four has an automorphism group of size 50. It turns out that each of these four representative SOMAs can be chosen to have exactly the same automorphism group L of order 50, with L := hH; ((1; 6)(2; 8)(3; 10)(4; 7)(5; 9); (1; 8)(2; 10)(3; 7)(4; 9)(5; 6)) i:
Collapsed complete orbit graphs
The group L is ismorphic to C 5 D 10 , where D 10 denotes the dihedral group of order 10. Note that the elements of L n H interchange \rows" and \columns".
In Figure 2 we display one of the SOMA(3; 10)s with automorphism group H, and in in Figure 3 we display one of the SOMA(3; 10)s with automorphism group L. Our calculations took about a half-hour of CPU time on a 233 MHz Pentium PC running LINUX. 10 and 33 are isomorphic to C 10 ), and the other two SOMAs can be chosen to have automorphism group M, generated by ((2; 5)(3; 4)(6; 9)(7; 8); (2; 5)(3; 4)(6; 8)(9; 10)) and ((1; 2; 3; 4; 5)(6; 9; 7; 10; 8); (1; 2; 3; 4; 5)(6; 10; 9; 8; 7)) : The group M contains d and is isomorphic to C 2 D 10 . One of these two SOMAs with automorphism group M is illustrated in Figure 4 . 
