Abstract. We prove that every positive semidefinite matrix over the natural numbers that is eventually 0 in each row and column can be factored as the product of an upper triangular matrix times a lower triangular matrix. We also extend some known results about factorization with respect to tensor products of nest algebras. Our proofs use the theory of reproducing kernel Hilbert spaces.
Introduction
It is well-known that if P = (p i,j ) i,j∈N is the matrix representation of a bounded, positive semidefinite operator on the Hilbert space ℓ 2 (N), then P can be factored as P = LL * , where L is lower triangular. This is often called the Cholesky factorization and can be obtained by applying the Cholesky algorithm, see [11] . Somewhat surprisingly, not every such P can be factored as P = UU * with U upper triangluar. Nonetheless, this latter type of upper-lower factorization is often important. For example suppose that P = T p is the Toeplitz matrix whose symbol is a positive function p on the unit circle. A classic result in function theory, says that there is a factorization p = |f | 2 with f analytic on the disc if and only if log(p) is integrable. This yields an upper-lower factorization, T p = T * f T f . Conversely, it is known that T p has an upper-lower factorization if and only if the symbol p admits such an analytic factorization. Thus, upper-lower factorizations for Toeplitz matrices is intimately related to the classical theory of analytic factorization. These results are discussed fully in [2] .
These considerations lead the authors of [1] and [2] to consider upper-lower factorizations. They proved that to each such positive matrix P , one could affiliate a reproducing kernel Hilbert space, and then they gave necessary and sufficient conditions in terms of properties of that Hilbert space for P to have an upper-lower factorization.
When R = (r i,j ) 1≤i,j≤n is a finite positive semidefinite matrix, then by implementing the Cholesky algorithm starting with the last entry, one obtains a factorization R = UU * with U upper triangluar. For this reason a factorization of P = UU * with U upper triangular is often referred to as a reverse Cholesky factorization. In fact, work on this topic prior to [2] often used the method of truncating P at some point n, call it P n , so that there was a last entry, factoring P n = U n U * n , then letting n → +∞ and imposing conditions to guarantee that these U n 's possessed some type of limit.
In this paper we refine the reproducing kernel Hilbert space results somewhat and then apply our refinement to two situations. The first result that we obtain is that any matrix P as above that is eventually 0 in each row and column, has an upper-lower factorization. This extends considerably the well-known result that any positive matrix with finite bandwidth has an upper-lower factorization.
The second result uses the multi-variable analogues of these results, which were also developed in [1] and [2] , and applies them to extend some results of [3] and [4] about factorization in tensor products of nest algebras.
Let H be a Hilbert space, B(H) be the Banach algebra of bounded operators on H, and let N be a nest of orthogonal projections in B(H) in the sense of [7] . Thus, N is a strongly closed, linearly ordered collection of projections on H, containing 0 and the identity I. The nest algebra corresponding to N is defined as
where P ⊥ = I − P . The question of finding a factorization A = BB * with B ∈ Alg N for a positive definite A, goes back to Arveson [6] . Accounts of the various results since may be found in [8] , [3] , [4] . In this paper we study the factorization problem where B is required to lie in a tensor product of nest algebras.
For Hilbert spaces H 1 , . . . ,
In [10] tensor products of nest algebras were studied, where among other things it was shown that for nests
We consider the question of when a positive semidefinite operator Q ∈ B(
There are certainly nests for which this fails in general. For example, if N = {0,
is an upper triangular invertible matrix with U 23 = 0, then UU * cannot be written as BB * , with B ∈ Alg (N ⊗ N ). Indeed, the upper-lower reverse Cholesky factorization is unique up to a right multiplication with a diagonal unitary D, and UD ∈ Alg (N ⊗ N ). We will show, however, that if N is of order type N, then any invertible, positive definite Q factors as BB * with B ∈ Alg (N ⊗d ). The key difference is that when the nest is infinite, then we can use a Hilbert hotel type of argument.
Factorization and Multi-variable Reproducing Kernel HIlbert Spaces
In this section we recall the results of [2] connecting upper-lower factorization of operators with properties of an affiliated reproducing kernel Hilbert space. For a general reference on these spaces see either [5] or [11] . We use the set up from [1] and [2] . Let C be a Hilbert space and G ⊆ C
d be an open neighborhood of 0. Let K : G × G → B(C) be analytic in the first variable and co-analytic in the scond variable, such that K is positive, i.e., n i,j=0 K(z i , z j )x j , x i C ≥ 0 for all n ∈ N, z 1 , . . . , z n ∈ G and x 1 , . . . , x n ∈ C.
With K we associate a reproducing kernel Hilbert space consisting of analytic functions on G, which is the completion of {f (z) = n j=1 K(z, w j )x j : n ∈ N, w 1 , . . . , w n ∈ G, x 1 , . . . , x n ∈ C} with inner product defined via
, is positive semidefinite on finite sections and K(z, w) := I,J≥0 z IwJ Q I,J is convergent on some polydisk, then by results of [1] , K(z, w) is positive on that polydisk.
Let Q ∈ B(ℓ 2 (C) ⊗d ), where we identify ℓ 2 = ℓ 2 (N 0 ) with orthonormal basis {e i : i ∈ N 0 }. As explained in [2] , we may represent Q in a standard way as Q = (Q I,J ) I,J≥0 where Q I,J ∈ B(C). Briefly, an orthonormal basis of (ℓ 2 ) ⊗d is given by {e I : I ≥ 0} where e I := e i 1 ⊗· · ·⊗e i d . Hence, ℓ 2 (C) ⊗d can be identified with the direct sum of copies of C indexed by I ∈ N d 0 and Q I,J is the restriction of Q to C J followed by projection onto C I .
If Q is also positive semidefinite, then [1] shows that K(z, w) := I,J≥0 z IwJ Q I,J converges for z, w ∈ D d , and yields an associated reproducing kernel Hilbert space of analytic C-valued
The degree of f is max{|I| : v I = 0}, where
Proof. First we observe that φ J,v ∈ H(A) if and only if φ J,v (z)φ J,v (w) * ≤ c 2 K(z, w) in the order on kernel functions. This translates into
where Π v is the orthogonal projection of C onto span{v}. Note that since
Finally, suppose that f ∈ H(Q) and f ⊥ φ J,v for all J ≥ 0 and v ∈ C. Then L J (f ) = 0 for all J ≥ 0, and thus all the coefficients of the Taylor series for f are 0. But since f is analytic on D d , this implies that f is 0.
Cholesky factorization with respect to tensor products of nest algebras
Let C be a Hilbert space. On
. ., be defined by
We let N = {0 < P 0 < P 1 < P 2 < · · · < I} be the standard nest on ℓ 2 (C), and denote
The following result generalizes the Cholesky factorization result with respect to a nest algebra (see [4, Theorem 13] ) to the tensor product of the above nest.
For an operator B(C) we define the range space R(B) to be the Hilbert space one obtains by equipping the range of B (denoted by Ran B) with the norm y R(B) := x C , where x is the unique vector in (Ker B)
⊥ so that Bx = y.
Proof. (i) =⇒ (ii). By Douglas' lemma [9] we have that AA * = BB * implies that Ran A = Ran B.
(ii) =⇒ (i). If A = 0 there is nothing to prove, so let us assume that A = 0. Suppose C ∈ Alg(N ⊗d ) so that Ran A = Ran C. As A = 0, clearly C = 0 as well. By Douglas' lemma [9] , we have that there exist λ, µ ≥ 0 so that AA * ≤ λCC * and CC * ≤ µAA * . We observe that since A = 0 = C, it follows that λ, µ > 0. Now it follows that the range spaces R(A) and R(C) are equivalent (i.e., they contain the same elements and their norms are equivalent). By [1, Corollary 3.3] Corollary 3.2. Let Q ∈ B(ℓ 2 (C) ⊗d ) be invertible and positive definite. Then Q = BB * for some B ∈ Alg(N ⊗d ).
Proof. Apply Theorem 3.1 with the choice A = Q 1 2 and C = I.
Using the further analysis of reproducing kernel Hilbert spaces stated in Proposition 2.1 we obtain the following additional result. Proof. Note that the fact that for every J ∈ N d 0 we have that Q I,J = 0 for only finitely many I, implies that each φ J,v is a polynomial. Since, by Proposition 2.1, the span of the φ J,v 's is dense, the polynomials in H(Q) are dense. The result now follows from [2, Theorem 3.1].
