ABSTRACT. Let a n be the random increasing sequence of natural numbers which takes each value independently with probability n −a , 0 < a < 1/2, and let p(n) = n 1+ε , 0 < ε < 1. We prove that, almost surely, the modulated, random averages
e(p(n))T a n (ω) f → 0 pointwise almost everywhere for f ∈ L 1 (X ).
INTRODUCTION
A sequence of integers {n k } ⊂ is said to be universally L p -good if for every measure-preserving system (X , µ, T ) and every f ∈ L p (X ) the subsequence averages
T n k f converge pointwise almost everywhere. In this language, Birkhoff's classical pointwise ergodic theorem [Bir31] states that the full sequence of integers is universally L 1 -good. Obtaining pointwise convergence results for rougher, sparser sequences is much more challenging. For instance, Bourgain's Polynomial Ergodic Theorem [Bou89] states that the sequence {P(n)}, P integer polynomial, is universally L p -good for each p > 1. Note that {P(n)} are zero-Banach-density subsequences of the integers; in fact, Bourgain used a probabilistic method to find extremely sparse universally good sequences. From now on {X n } will denote a sequences of independent {0, 1} valued random variables (on a probability space Ω) with expectations σ n . The counting function a n (ω) is the smallest integer subject to the constraint X 1 (ω) + · · · + X a n (ω) (ω) = n.
Theorem 1.1 ([Bou88, Proposition 8.2]). Suppose
Then, almost surely, {a n } is universally L p -good.
In the years to follow random sequences became a widely used model for pointwise ergodic theorems. One indication at their amenability to analysis is LaVictoire's L 1 random ergodic theorem.
Here, by the strong law of large numbers, almost surely a n (ω)/n . Suppose σ n = n −a , 0 < a < 1/14. Then, almost surely, (a n ) n has the following property: for every pair of measure preserving transformations T, S on a probability space X and any functions f , g ∈ L ∞ (X ) the averages
converge pointwise almost everywhere.
It is noted in their paper that the linear sequence of powers S n can likely be replaced by other deterministic sequences, but their method of proof did not seem to allow this. In this article we prove a related result in which we are able to replace the linear sequence of powers by a sequence drawn from a more general class at the cost of weakening the result in several other respects. More precisely, with 0 < ε < 1 arbitrary but fixed, suppose p : → is a logarithmico-exponential function which satisfies
(1) the second-order difference relationship
for x, y, z > 0 ("big-O" notation is recalled in the section on notation below); and (2) for all a(x) ∈ C · [x], the set of real constant multiples of rational polynomials,
Good examples of such functions are p(x) = x 1+ε . We refer the reader to [BKQW05] for a more complete discussion of logarithmico-exponential functions; informally, these are all the functions one can get by combining real constants, the variable x, and the symbols exp, log, ·, and +. (e.g. x 1/2 = exp(1/2 · log x) and x π / log log x are both logarithmico-exponential.)
Our main result is the following Theorem 1.4. Suppose σ n = n −a , 0 < a < 1/2, and p is as above. Then, almost surely, the following holds:
For each measure-preserving system (X , µ, T ) and each f ∈ L 1 (X ) the averages
converge to zero pointwise almost everywhere (here and later e(t) := e 2πi t ).
Pointwise ergodic theorems with exponential polynomial weights are collectively known as Wiener-Wintner type theorems, see e.g. [Ass03] for linear polynomials and [Les93] for general polynomials. If the random sequence {a n } is replaced by the linear sequence {n} in Theorem 1.4, the result follows from the Wiener-Wintner theorem for Hardy field functions due to Eisner and the first author [EK14] . However, note that the full measure sets in our result depend on the choice of p. It would be interesting to remove this dependence. Also, the second order difference relation in the hypothesis of Theorem 1.4 can likely be replaced by a polynomial growth assumption; this would require an inductive application of van der Corput's inequality.
The structure of this paper is as follows: In §2 we introduce a few preliminary tools, discuss our proof strategy, and reduce our theorem to proving Proposition 2.4; and In §3 we prove Proposition 2.4, thereby completing the proof of Theorem 1.4.
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1.2. Notation. With X n , σ n as above, we let Y n := X n − σ n .
We will be dealing with sums of random variables, so we introduce the following compact notation:
We also let
. We say that N is an element of a "lacunary sequence" if there exists some constant, ρ > 1, so that N = ⌊ρ k ⌋ for some k ∈ . We say that a sequence of complex numbers {b n } "sums over lacunary sequences" if for each ρ > 1,
Two probabilistic sequences {b N (ω)} and {b
We will make use of the modified Vinogradov notation. We use X Y , or Y X to denote the estimate X ≤ C Y for an absolute constant C. If we need C to depend on a parameter, we shall indicate this by subscripts, thus for instance
We also make use of big-O notation: we let O(Y ) denote a quantity that is Y , and similarly O ω (Y ) a quantity that is ω Y .
PRELIMINARIES
We begin with a few preliminary 2.1. Tools. Lemma 2.1 (van der Corput inequality, see e.g. [FLW12] ). Let {v n } be a sequence in a Hilbert space H and 1 ≤ M ≤ N . Then
There exists an absolute constant c > 0 so that for each A > 0,
Consequently,
With these in hand, we turn to our 2.2. Strategy. In proving his Random Ergodic Theorem, LaVictoire showed that on a set of full probability, Ω ′ ⊂ Ω, the maximal function
is weakly bounded on L 1 (X ). We will henceforth condition on Ω ′ . For such ω, we see that the set of f ∈ L 1 (X ) for which the averages
e(p(n))T a n (ω) f tend to zero pointwise is closed in L 1 ; for ω ∈ Ω ′ , it will be enough to prove pointwise convergence for f ∈ L ∞ (X ). In what follows, we shall without loss of generality assume that each function we introduce is almost everywhere bounded in magnitude by 1. Now, for bounded functions, by [RW95] , it is enough to prove that the averages 1 N N n=1 e(p(n))T a n (ω) f tend to zero along lacunary subsequences. We will fix some ρ > 1 throughout, so that each averaging parameter is implicitly of the form N = ⌊ρ k ⌋ for some k ∈ . We follow a similar plan to [FLW12] . Roughly speaking, we will prove Theorem 1.4 by showing that for each fixed x ∈ X :
T n f is the projection of f onto the invariant factor of T . Now, the third approximation is the key to our argument. We isolate this crucial step in the following Proposition 2.4. In the above setting, almost surely the following holds: for each measurepreserving system, (X , µ, T ), and each f ∈ L 2 (X ) (and thus for each f ∈ L ∞ (X )),
is summable over lacunary N .
In particular, almost surely, for every (X , µ, T ) and each f ∈ L 2 (X ),
In the remainder of this section, we reduce the proof of Theorem 1.4 to Proposition 2.4.
The Reduction.
(1) The first equivalence is by definition; (2) The second is the strong law of large numbers; (3) The third is Proposition 2.4; (4) The fourth is summation by parts; (5) The fifth will be discussed below; (6) The sixth follows by applying the above steps in reverse, with f = 1 X ; and Proof. This is clear when T f = f a.e., so we need to show that, almost surely, for each f ∈ L ∞ (X ) withf = 0 a.e., we have
We begin with the case when f = h − T h is a coboundary: Here, by summation by parts, we have
which in modulus is dominated by a constant multiple of
The first term clearly converges to zero, so we focus on the sum, which we seek to show almost surely converges to 0 as N → ∞ along lacunary subsequences. We accomplish this by showing
from which the result follows. Since every f ∈ L ∞ (X ) withf = 0 can be arbitrarily well approximated in L 1 (X ) be coboundaries, the proof of the Lemma will be complete once we show that the set of (say) L ∞ functions for which we have pointwise convergence is closed in L 1 (X ). In particular, it is enough to show that lim sup
But this is just the pointwise ergodic theorem!
With this reduction complete, we now turn to the proof of Proposition 2.4.
PROOF OF PROPOSITION 2.4
Throughout this section, we will view 0 < δ ≪ 1 as a (small) floating parameter, whose precise value will be fixed at the end of the proof; 0 < ν = ν(δ) = O(δ) will be used to denote (possibly different) parameters (all of which grow linearly in δ); 0 < κ = O(δ) will be used similarly.
We begin with a Lemma that guarantees that a bounded sequence {c n } is a good sequence of weights for a pointwise ergodic theorem along (lacunary) times N : Lemma 3.1. Let 0 < a < 1/2 and fix a lacunary sequence of N 's. Let {c n } be a sequence such that the following holds:
Then for every measure-preserving system (X , µ, T ) and f ∈ L 2 (X ) the sequence
is summable over N . Consequently,
Proof. By (3.2) we have
almost surely, so we may replace the sum in the conclusion of the theorem by
The first term in (3.4) is bounded by
, and by (3.2) this is O(N −κ ) provided b > a (and (c n ) is bounded). By precomposing with T −n and Cauchy-Schwartz, the second term in (3.4) is bounded by
, and this is summable by (3.3).
Proposition 3.5. Let p : → be a function such that
Proof. By Fubini's theorem it suffices to show that the expectation
is summable along the lacunary sequence of N 's. We use Cauchy-Schwarz to estimate the foregoing by (3.7)
and use van der Corput (2.2) with values in L 2 (Ω) and R = N c inside the bracket with 0 < c < 1 to be chosen later. This gives the estimate
The task is now to show that, uniformly in m ≤ N b , we have
To this end, we estimate the first term, I 1 (m) 2 , by
by independence; this is bounded by
provided we take 2a < c < 1. We next turn to I 2 (m) 2 , which contributes at most
and by independence this is bounded by
provided c > 2a (from above) and ν = ν(δ) > 0 is taken sufficiently small. (ν arises from the possibility that 3a > 1, in which case we may take e.g. ν = (3a − 1)δ.) The contribution of this term is also acceptable. It remains to estimate I 3 (m)
2
To recover independence we apply (3.6) with The main feature of this splitting is that the exponential in the first term does not depend on X n+t , so Y n+t is independent from all other terms. Therefore the first term vanishes identically. The second term is estimated by 
