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Systematic structure investigation of YBCO thin films with
direct methods and surface x-ray diffraction
Abstract
Complex transition metal oxides and strongly correlated electron systems (SCES) exhibit an
extraordinary wealth of physical phenomena and properties, ranging from features as diverse as
ferroelectricity and colossal magnetoresistance to mulitferroicity and high-temperature
superconductivity. The combination of several such materials into articial heterostructures has led to
new and entirely unexpected phenomena at their interfaces, for example the formation of a
high-mobility two-dimensional electron-gas at the heterointerface of the two bandgap insulators SrTiO3
and LaAlO3. These systems are both interesting from a fundamental point of view as well as for their
large potential in technological applications. The complex interactions between the spin, charge, lattice,
and orbital degrees of freedom in SCES are strongly aected by small atomic displacements. The exact
knowledge of the atomic structure down to well below the sub-Angstrom length scale is therefore of
paramount signicance both for the understanding and theoretical modeling of the physical eects, as well
as for the design of nano-scaled technical devices. Surface x-ray diraction (SXRD) oers unique
capabilities for the investigation of twodimensional systems such as surfaces, interfaces, and thin lms or
heterostructures. The high spatial resolution of a few thousandths of an Angstrom, in combination with
the high penetration power of the x-rays, allows for the three-dimensional reconstruction of the atomic
structure for surfaces and even for buried interfaces. One of the main challenges for SXRD lies in the
structural complexity of such systems, which often involve simultaneous atomic rearrangements over a
region comprising several unit cells in depth, containing typically several dozens of individual atoms.
Traditional model renement techniques are bound to fail for such complex systems. Recent
developments in direct methods for SXRD, in conjunction with the enhanced data quality and quantity
provided by fast, singlephoton counting area pixel detectors, can help to overcome this limitation. By
iteratively reconstructing the experimentally unaccessible phases, based only on the measured diraction
intensities and other a priori knowledge of the system, the recorded diraction pattern can be inverted
directly to yield a three-dimensional electron-density map of the investigated structure, which can be
interpreted directly in terms of an atomic structure or used as a starting point for further renement steps.
In this thesis, we present SXRD studies of thin YBa2Cu3O7-x (YBCO) lms grown by pulsed laser
deposition on SrTiO3 (STO), (LaxSr1-x)(AlyTa1-y)O3 (LSAT), and NdGaO3 (NGO). With a thickness
of approximately 4 unit cells, the c-axis oriented YBCO lms represent one of the most complex systems
investigated with direct methods and SXRD to date. This makes it an ideal testbed to evaluate dierent
combinations of direct method and renement approaches in terms of their relative merits and limitations.
The level of consistency between the dierent methods and for random restarts of individual algorithms
gives a direct feedback about the credibility of the nal structure solutions. Using this approach, the
atomic structure of YBCO both on STO and on LSAT was found to be exceedingly bulk-like in terms of
the interatomic distances and bond angles, but heteroepitaxially strained to match the in-plane lattice
constants of each substrate. This results in (a) a very slight contraction of the YBCO c-axis constant of
less than 1%, in response to the tensile in-plane strain, and (b) the formation of a tetragonal YBCO unit
cell due to the equal lengths of the substrate a- and b-axes. This change in symmetry may have
important consequences for the physical properties of the lms, especially regarding the eects on the CuO
chain layers of YBCO, which show a strong anisotropy in the a- and b-directions of the orthorhombic
YBCO bulk unit cell. This detailed structural information is of eminent importance for the interpretation
of surface-sensitive measurements, for example of the electronic structure using angle-resolved
photoelectron spectroscopy, and as a starting point for theoretical calculations. Finally, the fact that the
lm structures are very bulk-like may allow for a direct correlation between bulk properties and results
obtained from surface-sensitive measurements, making high-quality thin lms viable substitutes for bulk
samples, where they are unavailable in sucient quality.
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Abstract
Complex transition metal oxides and strongly correlated electron systems (SCES) exhibit an
extraordinary wealth of physical phenomena and properties, ranging from features as diverse as
ferroelectricity and colossal magnetoresistance to mulitferroicity and high-temperature super-
conductivity. The combination of several such materials into artificial heterostructures has led
to new and entirely unexpected phenomena at their interfaces, for example the formation of a
high-mobility two-dimensional electron-gas at the heterointerface of the two bandgap insulators
SrTiO3 and LaAlO3.
These systems are both interesting from a fundamental point of view as well as for their large
potential in technological applications. The complex interactions between the spin, charge,
lattice, and orbital degrees of freedom in SCES are strongly affected by small atomic displace-
ments. The exact knowledge of the atomic structure down to well below the sub-Angstrom
length scale is therefore of paramount significance both for the understanding and theoretical
modeling of the physical effects, as well as for the design of nano-scaled technical devices.
Surface x-ray diffraction (SXRD) offers unique capabilities for the investigation of two-
dimensional systems such as surfaces, interfaces, and thin films or heterostructures. The high
spatial resolution of a few thousandths of an Angstrom, in combination with the high penetra-
tion power of the x-rays, allows for the three-dimensional reconstruction of the atomic structure
for surfaces and even for buried interfaces.
One of the main challenges for SXRD lies in the structural complexity of such systems, which
often involve simultaneous atomic rearrangements over a region comprising several unit cells in
depth, containing typically several dozens of individual atoms. Traditional model refinement
techniques are bound to fail for such complex systems. Recent developments in direct methods
for SXRD, in conjunction with the enhanced data quality and quantity provided by fast, single-
photon counting area pixel detectors, can help to overcome this limitation. By iteratively
reconstructing the experimentally unaccessible phases, based only on the measured diffraction
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intensities and other a priori knowledge of the system, the recorded diffraction pattern can be
inverted directly to yield a three-dimensional electron-density map of the investigated structure,
which can be interpreted directly in terms of an atomic structure or used as a starting point
for further refinement steps.
In this thesis, we present SXRD studies of thin YBa2Cu3O7-x (YBCO) films grown by pulsed
laser deposition on SrTiO3 (STO), (LaxSr1-x)(AlyTa1-y)O3 (LSAT), and NdGaO3 (NGO). With
a thickness of approximately 4 unit cells, the c-axis oriented YBCO films represent one of the
most complex systems investigated with direct methods and SXRD to date. This makes it an
ideal testbed to evaluate different combinations of direct method and refinement approaches
in terms of their relative merits and limitations. The level of consistency between the different
methods and for random restarts of individual algorithms gives a direct feedback about the
credibility of the final structure solutions.
Using this approach, the atomic structure of YBCO both on STO and on LSAT was found
to be exceedingly bulk-like in terms of the interatomic distances and bond angles, but het-
eroepitaxially strained to match the in-plane lattice constants of each substrate. This results
in (a) a very slight contraction of the YBCO c-axis constant of less than 1%, in response to
the tensile in-plane strain, and (b) the formation of a tetragonal YBCO unit cell due to the
equal lengths of the substrate a- and b-axes. This change in symmetry may have important
consequences for the physical properties of the films, especially regarding the effects on the
CuO chain layers of YBCO, which show a strong anisotropy in the a- and b-directions of the
orthorhombic YBCO bulk unit cell.
This detailed structural information is of eminent importance for the interpretation of
surface-sensitive measurements, for example of the electronic structure using angle-resolved
photoelectron spectroscopy, and as a starting point for theoretical calculations. Finally, the
fact that the film structures are very bulk-like may allow for a direct correlation between bulk
properties and results obtained from surface-sensitive measurements, making high-quality thin
films viable substitutes for bulk samples, where they are unavailable in sufficient quality.
Zusammenfassung
Bei komplexen U¨bergangsmetalloxiden und stark korrelierten Elektronensystemen lassen sich
eine u¨berwa¨ltigende Anzahl verschiedener physikalischer Effekte und Eigenschaften beobachten,
die von der Ferroelektrizita¨t u¨ber den kolossalen Magnetoresistiven Effekt (CMR-Effekt) und
Multiferroizita¨t bis hin zur Supraleitung reichen. Bringt man verschiedene solcher Materialien
in Kontakt miteinander, so ko¨nnen unerwartet neue Effekte an deren Grenzfla¨chen auftreten.
Ein prominentes Beispiel hierfu¨r ist die Entstehung eines zweidimensionalen Elektronenga-
ses hoher Leitfa¨higkeit an der Grenzfla¨che zwischen den beiden Bandisolatoren SrTiO3 und
LaAlO3.
Die Untersuchung solch ku¨nstlicher Strukturen mit neuartigen Eigenschaften ist sowohl
fu¨r die Grundlagenforschung als auch fu¨r deren technische Anwendung wichtig. Kleinste
Vera¨nderungen in der atomaren Struktur haben oft drastische Auswirkungen auf das kom-
plexe Zusammenspiel der verschiedenen Freiheitsgrade im System. Die Kenntnis der genauen
Atompositionen bildet daher eine grundlegende Voraussetzung sowohl fu¨r das theoretische
Versta¨ndnis und die Pra¨zisierung von theoretischen Modellen als auch fu¨r die Entwicklung
neuer Komponenten in der Nanotechnologie.
Dank der hohen ra¨umlichen Auflo¨sung von wenigen Tausendstel A˚ngstro¨m und der grossen
Eindringtiefe von Ro¨ntgenstrahlen kann man mittels Oberfa¨chenro¨ntgenbeugung die dreidi-
mensionale atomare Struktur von Grenz- und Oberfla¨chen sowie von du¨nnen Beschichtungen
sehr genau bestimmen. Die Komplexita¨t der hier betrachteten Systeme stellt jedoch eine grosse
Herausforderung fu¨r die Methode dar, da typischerweise die Positionen dutzender Atome u¨ber
einen Bereich von mehreren Einheitszellen gleichzeitig bestimmt werden mu¨ssen. Unter diesen
Bedingungen ist eine verla¨ssliche Strukturbestimmung mittels traditioneller Datenanalyse-
methoden, welche auf der Optimierung von Strukturmodellen beruhen, fast aussichtslos.
Der Einsatz neuartiger Pixeldetektoren hat jedoch zu einer markanten Beschleunigung der
Datennahme und Steigerung der Datenqualita¨t gefu¨hrt, einer wichtigen Voraussetzung zur
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Anwendung von direkten Methoden. Dabei wird in einem iterativen Prozess die fehlende
Phaseninformation der Beugungsdaten rekonstruiert, was es einem schliesslich erlaubt, die
dreidimensionale Elektronendichte der untersuchten Struktur zu berechnen. Diese kann direkt
als atomare Struktur interpretiert werden oder als Startpunkt fu¨r weitere Modelloptimierungen
dienen.
Im Rahmen dieser Arbeit haben wir du¨nne YBa2Cu3O7-x-Beschichtungen (YBCO) unter-
sucht, die mittels gepulster Laserablation auf SrTiO3 (STO), (LaxSr1-x)(AlyTa1-y)O3 (LSAT)
und NdGaO3 (NGO) Substraten gewachsen wurden. Mit einer Dicke von ungefa¨hr 4 Einheits-
zellen entlang der c-Achse stellen diese Filme eines der komplexesten Systeme dar die bislang
mit direkten Methoden und Oberfla¨chenro¨ntgenbeugung analysiert wurden. Damit eignen sie
sich hervorragend um verschiedene Kombinationen von direkten Methoden und Strukturana-
lysemethoden zu testen, und deren jeweilige Vor- und Nachteile und allfa¨llige Einschra¨nkungen
zu ermitteln. Der Grad der U¨bereinstimmung zwischen den verschiedenen Analysemethoden
gibt zudem klare Hinweise zur Glaubwu¨rdigkeit der individuell bestimmten Strukturen.
Die mit dieser Methode bestimmten Strukturen von YBCO auf STO und LSAT weisen eine
grosse A¨nlichkeit mit der Festko¨rperstruktur von YBCO auf, vor allem was die interatomaren
Absta¨nde und Bindungswinkel betrifft. Der Einfluss der Substratstrukturen beschra¨nkt sich
fast ausschliesslich auf eine Dehnung der YBCO Einheitszelle in der Grenzfla¨chenebene, so dass
die Gitterparameter a und b denen des jeweiligen Substrates entsprechen. Diese heteroepitakti-
sche Dehnung hat zwei wichtige Konsequenzen: (a) die YBCO Einheitszelle im Du¨nnfilm zeigt
eine leichte Kontraktion entlang der c-Achse um knapp 1% im Vergleich zum ungedehnten
Festko¨rper, und (b) eine A¨nderung der Symmetrie von orthorhombisch zu tetragonal, da die
Gitterparameter a und b in beiden Substraten jeweils gleich sind. Diese Symmetriea¨nderung
ko¨nnte weitreichende Folgen fu¨r die physikalischen Eigenschaften des Films haben, vor allem in
Bezug auf die CuO Schichten, welche in der orthorhombischen Struktur eine starke Anisotropie
aufweisen, da sich die Sauerstoffatome vorwiegend entlang der b-Achse anordnen und die soge-
nannten Kupferoxid-Ketten formen.
Die genaue Kenntnis der Filmstruktur ist von grosser Wichtigkeit fu¨r die Interpretation
von oberfla¨chensensitiven Messungen, zum Beispiel bei der winkelaufgelo¨sten Photoemissions-
spektroskopie, oder als Startpunkt fu¨r theoretische Berechnungen. Die Tatsache, dass die
Filmstruktur derjenigen des Volumenkristalls von YBCO so a¨hnlich ist, la¨sst zudem hoffen,
dass Messresultate der Filmeigenschaften direkt auf den Festko¨rper u¨bertragbar sind.
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Chapter 1
Introduction
Complex transition metal oxides (TMOs) exhibit an astonishing wealth of physical phenomena
and properties, making them both interesting from a fundamental point of view as well as
for their technical applications. These compounds include ferroelectric, ferromagnetic, magne-
toresistive, and multiferroic materials, and they can assume any conduction state from Mott
or bandgap insulators, via semiconductors and semi-metals to high-temperature superconduc-
tors [1–6]. The quality and crystal perfection of today’s state-of-the-art TMO materials are
comparable, if not superior in some cases, to what can be achieved with semiconductors. This
is demonstrated in an impressive manner in Figure 1.1, comparing the HRTEM images of
a GaAs/AlAs and PbTiO3/SrTiO3 multilayer. Over and above that, the excellent chemical
compatibility between many TMO materials not only allows for the specific tailoring of sin-
gle properties via a controlled change of doping or of the stoichiometry, but opens up the
opportunity to combine materials with either complementary, competing or even mutually in-
compatible characteristics into artificially assembled heterostructures. This has led to many
surprising discoveries, as for example in the formation of a conducting layer at the interface
between the two band-gap insulators SrTiO3 (STO) and LaAlO3 (LAO) [7], and the formation
of the so-called improper ferroelectricity in multilayers of STO and PbTiO3 [8].
The unusual effects observable in most TMOs are caused by a complex interplay between
the many degrees of freedom in the form of spin, orbit, charge, and lattice interactions. The
electronic interactions are very localized, usually involving strong correlations between the
electrons on a few nearest-neighbor sites. For this reason, the theoretical description in terms
of a free electron within an average field generated by the surrounding charges, as used in
–1–
2 INTRODUCTION
Figure 1.1: Comparison of high-resolution transmission electron microscopy (HRTEM) images of state-
of-the-art GaAs/AlAs multilayers [9] (left) and a complex metal oxide PbTiO3/SrTiO3 multilayer [10]
(right). From Ref. [11]. (Reprinted with permissions from [9], copyright 1995, Wiley-VCH Verlag GmbH
& Co. KGaA, and from [10], copyright 1999, American Institute of Physics, and from [11], copyright
2008, IOP Publishing.)
mean field theories, breaks down for these strongly correlated electron systems (SCESs). More
complicated models, such as the Hubbard-Model, aim to take both the electron mobility within
the average field as well as the correlations with its nearest neighbors into account. Because
of the strong interactions between electrons, subtle structural changes of the crystal lattice
can cause large changes in the physical properties of SCESs [12]. Due to the many competing
interaction between different degrees of freedom, however, a prediction of these changes from
theory still fairly unreliable, and any information based on experiments is invaluable for the
further development and improvement of the theoretical models.
The resolution required to detect the subtle structural changes in TMOs is certainly of the
order of 0.01 A˚, and naturally includes all three spatial directions. Due to the strong ionic
bonding in TMOs, the distortions induced by, for example, the presence of defects, a surface,
or an interface, propagate over significant distances of several unit cells. In many cases, this
implies that the positions of up to a few hundred atoms need to be determined accurately.
To date, only surface x-ray diffraction (SXRD) is capable of fulfilling all of these demands
simultaneously. Scanning probe techniques, like scanning tunneling microscopy (STM) and
3atomic force microscopy (AFM), provide very localized information, but lack a sufficient reso-
lution as well as the ability to see below the surface layer. Transmission electron microscopy
(TEM), on the other hand, does provide depth sensitive information, but also lacks the re-
quired resolution. Furthermore, it requires a mechanical thinning of the sample, thus destroy-
ing the specimen and precluding any in-situ experiments or other subsequent investigations.
Low-energy electron-diffraction (LEED) has proved to be an invaluable tool in many structure
determinations, and the achievable resolution comes close to what is required. The strong inter-
actions of the electrons with the sample are a blessing in terms of the high scattering efficiency,
but at the same time represent a major drawback of the technique, since dynamical scattering
theory needs to be used to quantitatively analyze the diffraction patterns. In addition, the
penetration depth into the sample is very small, and the investigation of buried layers more
than a few atomic spacings from the surface becomes impossible. X-rays, on the other hand,
interact very weakly with matter. This means that they can penetrate deeply into a sample,
providing depth-sensitive information for thin films with thicknesses of several nanometers, and
even reaching buried interfaces. Also, the much simpler kinematical diffraction theory can be
applied for quantitative data analysis, and the ultimate resolution far exceeds that obtained
with other diffraction techniques. The tradeoff lies in the exceedingly weak scattered intensities,
requiring the use of synchrotron light for the measurements.
Probably, the most severe drawback of all scattering techniques is the fact that the inves-
tigated structures are not measured directly, but only through the diffraction pattern they
generate. In the process of measuring the diffracted intensities, the information about the
scattering phases are lost in the experiment, and a direct inversion of the diffraction pattern
to yield the atomic structure is impossible. This is the well-known phase problem in crystal-
lography.
Traditionally, this problem is circumvented by using model-refinement procedures, where
the parameters of a structural starting model are adjusted such as to minimize the discrep-
ancies, measured in terms of a so-called figure of merit, between the measured and calculated
intensities. For increasingly large and complex systems, this approach is bound to fail, since
the correct starting model may not be known a priori, and the simultaneous determination
of hundreds of parameters represents a non-trivial computational problem. As an example,
although the final structure of a five unit cell LAO film grown on top of an STO substrate
“looks” bulk-like, if one begins the refinement procedure with the atoms placed at their bulk
positions, the refinement procedure failed to find a physically reasonable solution [13].
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There is, therefore, a strong need for an alternative to model-based refinement techniques
as the first steps in structure solution. Ideally, the full information contained in the diffraction
pattern should be used directly to produce the most complete possible structure representation
without the need to include any detailed knowledge about the atomic arrangements. This
step can be achieved by the use of direct methods, which have been successfully applied to
SXRD [14–17] over the past few years. Based only on generic a priori knowledge of the system
(for example, the fact that the electron density should be positive) and the measured diffraction
intensities, the corresponding phases can be reconstructed using iterative procedures, allowing
for a direct reconstruction of the electron density in real space. This electron density map
may either be interpreted directly or can be used as a starting model for a subsequent model
refinement. In the LAO-STO example discussed above, only by using the atomic positions
extracted from the electron density map generated by the COBRA direct method, model-
fitting led to a successful structure solution [13].
The exact prerequisites for a successful structure determination, both with regards to re-
finement procedures and direct methods, are an open question. Indisputably, the quality of
the diffraction data plays a crucial role. Of almost equal importance, at least for the direct
methods, may be the number of independent structure factor measurements, as each data point
adds to the overall information available about the system. The advent of the PILATUS x-ray
pixel detectors [18], offering single-photon counting technology with a high dynamic range,
short readout times and zero readout-noise, has revolutionized SXRD data acquisition, both
in terms of speed and reliability [19]. In order to exploit the full potential of the PILATUS
detectors, developing a detailed understanding of how the measurement processes need to be
adapted to this new technology is absolutely essential. Only under those circumstances can
the acquisition procedures be optimized, and any differences with regard to the traditionally
used detection schemes may be evaluated judiciously.
Relying purely on a priori information and the measured diffraction data, direct methods
greatly benefit from every available experimental piece of information. This is especially true for
the absolute scaling of the measured diffraction intensities, as it directly contains the knowledge
about the number of electrons involved in the scattering process, and thereby the correct scaling
of the electron density to be retrieved. Furthermore, it determines the contribution of the
scattering from the unknown structure at the surface or interface with respect to that from
the known bulk structure of the sample. However, obtaining the proper normalization of the
measured reflections is difficult experimentally. For this reason, the vast majority of SXRD
5studies to date has relied on measuring relative intensities, and fitting a corresponding scale
factor to the data set. Thanks to the high-quality diffraction data recorded with the PILATUS
pixel detector, the appropriate normalization may be more readily obtained, and first attempts
have been made to achieve this.
In order to investigate, for a given data set, the best way of retrieving a structural solu-
tion and the reliability thereof, it is necessary to perform systematic tests involving different
combinations of techniques. From the range of emerging solutions, the stable and reproducible
structural features may be inferred by comparison and a measure of error may be deduced. This
may help to establish a better understanding of the capabilities of the technique as a whole, and
of its sensitivity to certain features of interest for a particular system under investigation.
The structure of YBa2Cu3O7-x (YBCO) films with thicknesses of a few unit cells is in-
teresting both from a fundamental point of view as well as for the material’s use in technical
applications. Heteroepitaxial growth of YBCO on various substrate materials might induce dif-
ferent structural distortions, possibly leading to new and unexpected physical properties. For
example, it has been shown that the superconducting transition temperature of thin films can
be drastically enhanced due to strain effects [20]. Several other interesting questions concern
the minimum thickness required to observe superconductivity (is it possible to have a single
superconducting layer?), the effects of the tetragonal distortion of the nominally orthorhombic
YBCO unit cell, induced by cubic and tetragonal substrates, on the preferential ordering of
the oxygens in the Cu-O chains, the possibility of oxygen vacancy ordering, and so on. For
other surface-sensitive techniques, in particular for angle-resolved photoemission spectroscopy
(ARPES), the arrangements in the topmost atomic layers are of special importance, in order
to decide whether the observed effects can be attributed to the relevant bulk properties of the
materials, or whether one is in fact observing a surface-specific phenomenon.
The growth substrates selected for this study are SrTiO3 (STO), NdGaO3 (NGO), and
(LaxSr1-x)(AlyTa1-y)O3 (LSAT), each of them having a different lattice match, and thus a dif-
ferent interfacial strain, with YBCO, and a particular symmetry of their surface unit cell.
Owing to the relatively large unit cell of YBCO, the number of atoms involved in a structure
determination is large and can easily reach 100 individual atoms. The solution of such a system,
therefore, represents a major challenge for direct methods and a nearly impossible task for the
use of traditional refinement procedures without the availability of complementary information.
This makes it an ideal testbed for investigating the current capabilities and limitations of these
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techniques in a “real case” scenario rather than in comparison to generated test data.
The outline of this thesis is as follows: We begin with a qualitative introduction about the
principles of surface x-ray diffraction and a description of the experimental setup in Chapter 2,
followed by a general discussion of direct methods, including their specific adaptation to SXRD
and two examples of the particular algorithms used in this work in Chapter 3. The prepara-
tion and initial characterization of YBCO thin films grown on different substrate materials is
detailed in Chapter 4. This is followed by a very detailed account of the attempted structure
solutions, using different combinations of direct methods and refinement algorithms in order to
combine their strengths and to evaluate their relative merits for two test systems of YBCO on
STO (Chapter 5) and YBCO on LSAT (Chapter 6). Finally, we turn to a critical discussion
of the achieved results, in terms of their present limitations and their implications for the im-
provements necessary for future projects in Chapter 8. Most of the technical details concerning
the measurement of accurate SXRD data using the novel PILATUS 100k pixel detectors, the
precise procedures for data treatment and corrections, and the necessary angle calculations
for controlling the diffractometer are deferred to the appendices, along with a more rigorous
and quantitative derivation of the scattered intensities measured in a diffraction experiment.
Although very technical in nature, the content of these appendices represents a major part of
the work performed in this thesis, and is a prerequisite for turning to the fascinating physical
questions and phenomena that can be investigated with the unique qualities of surface x-ray
diffraction.
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Chapter 2
Surface X-ray Diffraction
2.1 Introduction
Though initially often regarded a curiosity, the discovery of x-rays by Wilhelm Conrad Ro¨nt-
gen [1] in 1895 marked the arrival of a new research tool that would revolutionize our under-
standing of matter and its internal structure. Quickly, the “new rays” became a topic of huge
interest and one of the most important experimental probes. Their application in medical diag-
nosis was swift. It was not until a few years later, though, that von Laue had the insight to use
them as a probe for the internal structure of crystals. Together with Friedrich and Knipping,
he published the first crystal x-ray diffraction images of a zinkblende (ZnS) crystal [2]. This
initiated a rapid development of the technique. One of the most important contributions to
explain the observed diffraction patterns was that of the father-and-son team William Henry
Bragg and William Lawrence Bragg, who connected the scattered signals with reflections from
evenly spaced planes of atoms in a crystal to formulate the well-known Bragg law [3, 4]. These
events laid the foundation for a new and powerful technique for the structure determination
on an atomic scale: x-ray diffraction (XRD).
Today, state-of-the-art single-crystal or powder XRD measurements on small molecules can
determine the interatomic distances with a precision down to a few thousandths of an Angstrom,
and a few tenths of degrees for the bond angles. In macromolecular crystallography, even the
structure of viruses, containing hundreds of thousands of atoms, has been solved, albeit at a
reduced spatial resolution.
–9–
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The applicability of x-rays to study the atomic structures of surfaces has been hampered by
the very low signal intensities obtained from an essentially 2-dimensional diffraction volume.
It was not until the advent of dedicated synchrotron sources, providing well collimated x-
ray beams of high intensities, that the investigation of surface structures became feasible.
Low-energy electron-diffraction (LEED), on the other hand, had long ago established itself
as a routine method to investigate surfaces, primarily due to the very strong interactions of
electrons with matter making them exceedingly surface sensitive. But at the same time, the
surface sensitivity of LEED proved to be also one of its most severe drawbacks: due to the strong
interactions, multiple scattering effects severely complicate a quantitative interpretation of the
scattering data. Not so for the very weakly scattering x-rays: Once the problem of the weak
intensities is overcome, data analysis in the kinematical approximation is fairly straightforward
from a theoretical point of view.
The potential of x-rays to provide valuable information about surfaces was first demonstrated
by two pioneering experiments by Marra, Eisenberger and Cho [5] in 1979, and Eisenberger and
Marra [6] in 1981. In 1983, Robinson was able to resolve a long-standing controversy regarding
the (1×2) reconstruction of the Au(110) surface [7], for which several models existed. These
experiments paved the way for a new branch of x-ray crystallography, namely that of surface
x-ray diffraction (SXRD) [8–11].
Apart from the simplicity of their theoretical treatment, the use of x-rays to study sur-
faces has several other advantages. Firstly, x-rays can easily pass through appropriate sample
containers and are largely unaffected by the presence of gases. This eliminates the need for
UHV conditions commonly encountered for other probes such as electrons, and makes studies
at ambient or even high pressure conditions feasible1. Secondly, the high penetration power
of x-rays allows for the investigation of buried layers of material or interfaces deep within a
sample.
First, we will give a brief and pictorial description of some scattering fundamentals, both for
the case of single crystals and crystal surfaces, before we turn to the somewhat more practical
aspects of measuring SXRD data in the second part of this chapter.
1It should be noted, however, that the surface itself might be affected by ambient gases, and also that
radiation damage of the surface can be exacerbated by, e.g., oxygen radicals formed by absorption of x-rays by
surface adsorbates.
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2.2 SXRD theory
In this section we shall review some basic principles of x-ray diffraction in general, and surface
x-ray diffraction in particular, in a rather qualitative manner. It is by no means intended to be
a comprehensive account of these techniques. The objective is, rather, to provide the reader
with some essential concepts needed to follow the arguments made in this thesis. A somewhat
more comprehensive and formal treatment of selected elements of scattering theory is deferred
to Appendix A. There, a list of helpful literature and further references can also be found.
The arguments in this chapter are centered around the fact that the diffraction pattern of
a given crystal structure is proportional to the square modulus of the Fourier transform of
its electron density distribution. With the aid of the convolution theorem, it is then possible
to deduce some qualitative aspects of the diffraction pattern obtained from bulk crystals and
crystal surfaces.
2.2.1 The convolution theorem
The convolution of two functions f(x) and g(x) is denoted by the operator symbol ⊗ and
defined as
(f ⊗ g)(x) ≡
∫ ∞
−∞
f(x′) · g(x− x′) dx′. (2.1)
Figure 2.1 (a) gives a graphical example of the operation. In simple terms, the convolution
(sometimes also called “folding”) operation “slides” the function g(x′) over the “stationary”
f(x′), taking on the value of the integrated area of the product of both functions for each
sliding position x. If one of the functions, say f(x′), is a δ-function, the convolution has the
shape of g(x′) centered at the position of f(x′), as shown in Figure 2.1 (b).
The convolution theorem now states that the Fourier transform of the product of two func-
tions f and g is equal to the convolution of the Fourier transforms of the individual functions:
F(f · g) = F(f)⊗F(g). (2.2)
Using this theorem, we will try to explain some qualitative aspects of diffraction theory in the
following paragraphs.
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Figure 2.1: The convolution of two functions f and g. (a) The convolution operation “slides” g(x′)
across f(x′), plotting the integral of their product for each sliding position x. (b) If f(x′) is a set of
δ-functions and g(x′) some shape function, the convolution results in a set of shape functions at the
positions given by the δ-functions.
2.2.2 Scattering from a bulk crystal
An ideal bulk crystal consists of an infinite and periodic repetition of identical building blocks,
the crystal’s unit cell. The crystal structure can be described in terms of a basis, which is
everything the unit cell contains, and a crystal lattice or Bravais lattice, which is a mathematical
construct defining all the points in space to which such a basis is attached (sometimes called
a “comb” function). For the sake of simplicity, let us assume for now that we are looking at a
basis which contains just one single atom.
X-rays with energies in the keV range only interact very weakly with matter. This is in stark
contrast to the scattering of electrons, for example, and allows for a much simpler description
of the scattering processes. In the kinematical approximation, it is assumed that the incoming
x-rays are scattered only once, that their scattering is elastic, and that no interaction between
the incoming and scattered beams occurs. Within this approximation, the scattering of x-rays
from a crystal can be essentially described in terms of the Huygens principle. Each electron
(or atom) represents a scattering center which emits a secondary spherical wave when excited
by the incoming plane wave field. Only if the secondary waves of all emitters are in phase do
their amplitudes add up constructively to produce a total outgoing wave with a high intensity.
This is the origin of the Bragg peaks, and the set of all wavevectors corresponding to such
Bragg peaks makes up a discrete regular grid in momentum space, called the reciprocal lattice
of the crystal. Very importantly, this grid is equal to the Fourier transform of the real space
crystal lattice2. In fact, the distribution of the (complex) scattering amplitudes in momentum
2In the case of several atoms per unit cell, the points of constructive interference can also be present only on
a subset of the reciprocal lattice, as so-called “extinction rules”, due to internal symmetries of the unit cell, can
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Figure 2.2: Application of the convolution theorem to visualize the correlations between real space
structure and the corresponding diffraction pattern. (a) An atomic charge distribution of finite width
around each atom position causes the diffraction pattern to fall off in intensity. (b) Peak broadening
and intensity fringes on the Bragg peaks are caused by a finite crystal size.
or reciprocal space is equal to the Fourier transform of the entire electron distribution inside
the crystal. This point will now allow us to use the convolution theorem to illustrate some
properties of the diffraction pattern of a crystal. It is important to keep in mind, however,
that the (real) intensities measured in a diffraction experiment are proportional to the squared
moduli of the scattered amplitudes.
We can think of the electronic distribution inside the crystal as a convolution of the crystal
lattice with the electron density of the basis. This is shown graphically for a 1-dimensional
case in Figure 2.2 (a). Using the convolution theorem, the diffraction pattern must therefore
be equal to the product of the Fourier transforms of the crystal lattice and of the electron
distribution inside the unit cell. The former is just the reciprocal lattice (a set of δ-functions),
while the latter is some continuous function in momentum space which falls off towards higher
momentum values. The result is that the scattered intensities (which are proportional to the
square of this product) must on average fall off with increasing momentum transfer.
The effect of a finite crystal size can also be examined easily using this principle. Starting
from an infinite lattice in real space, we construct a finite crystal by multiplying the lattice
with a window function having the size of the crystal, again shown for a 1-dimensional case in
Figure 2.2 (b). The diffraction pattern is now given by the square of the convolution of the
reciprocal space lattice with the Fourier transform of the window function. The result is that
result in a complete destructive interference on the rest of the points. Also in this case, the reciprocal lattice is
still the Fourier transform of the real space lattice, though.
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each Bragg peak in reciprocal space is broadened and decorated with intensity oscillations to
both sides, which are sometimes called finite size fringes. The widths of a Bragg peak and the
spacing of the fringes can therefore give direct information about the size of the diffracting
structure. For any crystal larger than only a few unit cells in each direction, however, the
Bragg peaks become very narrow, and no signal intensity between the peaks can normally be
measured (ignoring any background for now). This situation will change drastically, however,
for crystals with well-defined and sharp surfaces, as we shall see in the next section.
2.2.3 Scattering from surfaces
When considering a crystal with a surface, the idealized model of an infinite repetition of unit
cell building blocks in all three directions of space breaks down. In a direction perpendicular
to the surface, which we will call the z-direction, the structure of the crystal is no longer
periodic, and the symmetry is broken. Simply considering the fact that we are now dealing
with a non-periodic structure in the out-of-plane direction z means that its Fourier transform
along this direction cannot be discrete any longer, and hence its diffraction pattern must
be continuous. The qualitative shape of the intensity distribution can again be visualized
through the convolution theorem. Look at Figure 2.3. In real space, the crystal’s surface is
produced through a truncation of the infinite and ideal crystal lattice by multiplying it with
the step function along the z-direction. The Fourier transform of this abrupt step is a shape
function with a 1/qz-dependence. The diffraction pattern is therefore equal to the square of the
convolution of the ideal diffraction pattern, consisting of sharp Bragg peaks, with the shape
function. The result is a “smearing” of the Bragg peaks into streaks of intensity perpendicular
to the surface. If the streaks happen to fall directly onto a line of Bragg peaks (as is normally
the case for a surface which is cut along one of the crystal planes), they overlap to form
continuous rods, the so-called crystal truncation rods (CTRs).
The intensity variation along the CTR close to the Bragg peak, where there is no significant
overlap between the streaks from neighboring peaks, is given by the 1/qz shape function and
therefore goes with 1/(∆qz)2 where ∆qz is the reciprocal space distance away from the Bragg
peak.
So far, we have assumed an absolutely perfect and infinitely sharp truncation at the surface,
mathematically expressed as a step function. This is, of course, an idealized picture, and
usually there is a broader transition due to surface roughness, some of the outermost electrons
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Figure 2.3: The origin of the crystal truncation rods (CTRs), as explained by the convolution theorem.
in dangling bonds extending further into the vacuum, or other similar effects. This means that
we have to multiply the perfect crystal by a broadened truncation function in real space, which
will result in a narrower shape function in reciprocal space and causes the intensity on the
CTRs to fall off more rapidly around the Bragg peaks. A comparison between an ideal CTR
and one for a broadened crystal truncation function is shown in Figure 2.4.
Up to this point, our crystal surface is a more or less abrupt truncation of a bulk crystal. We
have not allowed any atoms to move in response to the loss of their neighbors on the vacuum
side in any way. Physically, such an unperturbed behaviour seems very improbable. A much
more likely scenario would be the formation of a thin surface layer, where the atomic structure
is different from deep within the bulk. In fact, the whole purpose of SXRD it is exactly the
determination of these changes with regard to the usually known crystal structure.
Trying to visualize the changes to the shapes of the CTRs when atoms are displaced from
their bulk positions by using the convolution theorem is no longer straightforward. But simply
by considering Huygens principle, it is obvious that a change is to be expected. Due to the now
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Figure 2.4: Influence of surface roughness on the shape of CTRs. (a) Normalized electron density
profiles along the out-of-plane z-direction for a perfectly flat crystal surface (blue solid line) and a
broadened truncation function (red dashed line). (b) The corresponding CTR profiles show that the
intensity falls off more rapidly for the rough surface and has a much reduced intensity between the
Bragg peaks compared to an ideally flat surface.
different orientation of a displaced atom with respect to all the others, a shift in the relative
phase of its scattered secondary wave occurs and changes the overall interference pattern of
the structure. The corresponding calculations are detailed in Appendix A. It remains to be
demonstrated that such a shift produces any significant and measurable effect on the CTRs.
Figure 2.5 (a) shows simulated CTR data for a structure where just the topmost atomic layer
is allowed to relax along the out-of-plane direction by up to ±10% of a unit cell spacing. The
resulting changes are dramatic, and the reason for that is simple: In between the Bragg peaks,
the contributions from all bulk atoms interfere destructively, and it is the small deviations away
from the complete destructive interference which dominate the diffraction signal.
2.2.4 Adding a thin film on top of the substrate
Many fundamentally and technologically interesting systems consist of very thin films of func-
tional materials deposited on top of a suitable growth substrate. Also in this case, SXRD is
ideally suited to determine the atomic structure of the entire system across the film-substrate
interface, as long as the film maintains a well-defined epitaxial relationship with the substrate,
meaning that the film unit cell fits exactly onto a substrate unit cell in the in-plane direc-
tions3.
3In principle, any combination of n film unit cells on m substrate unit cells is allowed, where n and m are
integer numbers. However, in order to solve such superstructures, n and m should be small numbers.
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Figure 2.5: Examples for the sensitivity of a CTR intensity profile to structural changes. (a) A
displacement of the topmost atomic layer along the z-direction results in a distinct skewness of the
intensity profile in between Bragg peaks. (b) Adding atomic layers of a different material on top of a
bulk crystal causes the characteristic thickness fringes to appear on the CTRs. In the case shown here,
the density of the film layer has been chosen to be larger than that of the substrate, ρfilm > ρsubs.
A striking effect occurs if the film layer has a different average electron density than the
substrate. The vacuum–film and film–substrate interfaces represent two boundaries between
media of differing optical densities. At each interface, one observes reflection and refraction of
the incoming wave, which can again interfere with each other. The phase difference between
the interfering waves is a function of the scattering vector, and changes continuously between
constructive and destructive interference, which results is a distinct beating pattern on the
CTRs. The fringe spacing depends on the thickness d of the film layer and decreases inverse
proportionally with increasing d. An example of this is shown in Figure 2.5 (b), where a CTR
has been simulated for a thin gold film with a varying number of atomic layers on top of a
Cu-crystal. Obviously, one can obtain direct information on the film thickness from the spacing
of these so-called finite-size fringes or Laue oscillations.
In conclusion, we have explained the origin of CTRs based on a simple argument involving
the convolution theorem, and demonstrated their sensitivity to structural changes in the surface
region or the presence of thin films on top of a substrate. In the following, we shall briefly
discuss the experimental aspects of SXRD and show how CTRs can be measured.
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2.3 SXRD experiments
SXRD experiments have been carried out at the Surface Diffraction Station of the Materials
Science Beamline X04SA at the Swiss Light Source (SLS), Paul Scherrer Institut, Villigen,
Switzerland. The beamline design has been described in detail elsewhere [12, 13]. In brief,
x-rays between 5 and 40 keV are produced by a small-gap (8 mm) wiggler. The optics consist
of a mirror – monochromator – mirror setup. The first mirror is used to collimate the x-ray
beam in the vertical plane, and to adjust the vertical beam position going into the Si(111)
double crystal monochromator (∆E/E ∼ 1.5×10−4), whose first crystal must be cooled to
absorb the heat load. A variable horizontal focussing of the beam can be achieved through a
sagittal bending of the second crystal. Finally, the second mirror can be both tilted to adjust
the outgoing beam height and bent to control the vertical focus of the x-ray beam.
2.3.1 The Surface Diffraction station
Although suited for a wide variety of diffraction experiments, the Surface Diffraction station has
been designed and optimized specifically for SXRD measurements at grazing incidence angles.
At the heart of the station, a large (2+3)-type diffractometer [14] (Newport Microcontrols)
provides the possibility to mount a large variety of different sample environments and heavy
sample chambers [15, 16]. Two configurations of the diffractometer allow for the sample surface
to be oriented either horizontally (“horizontal” geometry, sample surface normal in vertical
direction) or vertically (“vertical” geometry, sample surface normal is oriented in the horizontal
plane). Two sample and three detector circles can be moved independently and give access to
a large range of reciprocal space, both for parallel and perpendicular scattering vectors with
respect to the sample surface.
The use of a PILATUS 100k pixel detector has revolutionized the way to record diffraction
data and greatly improved the reliability and speed of SXRD experiments [17]. For this reason,
we shall discuss detector issues in more detail in the following section.
2.3.2 Detectors
Detector requirements for SXRD experiments are predominantly dictated by the large varia-
tions in intensities to be recorded. In order to deal with the signals spanning several orders
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of magnitude in intensity, a large detector dynamic range is needed, in conjunction with ex-
cellent linearity. For strong signals, the maximum count rate, which is essentially given by
the detector’s dead time, should be high. On the other hand, low signal intensities between
the strong Bragg peaks usually require long exposure periods, which strongly limit the accept-
able amount of readout noise in the data and require a good detector stability. Unless one
is interested in time-resolved experiments, the readout time of the detector does not play an
important role, as long as it remains comparable to the overall dead time between exposures
given by diffractometer movements and other control issues. Since the elastic scattering from
a monochromatic source is measured, there is no need for any energy resolution in principle,
even though a simple energy discrimination can be very advantageous, as will be shown later.
Finally, the spatial or angular resolution requirements are modest for standard scans, and can
be improved by using additional optical components like Soller slits or crystal analyzers, if
necessary.
Traditionally, most SXRD setups employ point detectors. Apart from providing the afore-
mentioned features, they are simple to operate, require only minimal cabling and are very light
weight, thus reducing the load on the diffractometers and facilitating high-precision move-
ments. Collimating slits provide the means to adjust the detectors angular acceptance or the
active scattering source size, thereby controlling the reciprocal space resolution. Obviously,
each measurement provides one single intensity measurement, so it is necessary to scan either
the detector position or the sample orientation for a given set of detector angles, in order
to record meaningful diffraction features, including the background signal in so-called rocking
scans.
Doubtlessly, an extended “peripheral” vision as granted by area detectors will greatly en-
hance the amount of information to be gained from a single measurement. Despite this obvious
realization, it was not until recently that 2D-detectors have been routinely used in SXRD ex-
periments [17].
The use of CCD area detectors in SXRD has been limited due to the difficulty of obtaining
high-quality data. Firstly, their relatively small dynamic range compared to a point detector
renders it difficult to simultaneously record strong and weak diffraction features in a single
frame. Secondly, dark currents and readout noise hamper the detection of the typically very
weak SXRD signals. Long exposures cannot remedy this problem, since the noise build-up
continues in parallel to the acquisition of the true diffraction signal. Moreover, the relatively
20 SURFACE X-RAY DIFFRACTION
large point-spread functions of CCD detectors smear out sharp diffraction features. Another
inconvenience is caused by the indirect detection of x-rays via the conversion to electrons whose
charge is integrated in each pixel. The measured intensity values must thus be converted
back to the number of x-rays, introducing another statistical uncertainty and making careful
calibrations necessary. Finally, the relatively long readout times prohibit fast and efficient
measurements of sufficiently strong signals or, indeed, time-resolved experiments of processes
in the sub-second time-domain, an example of which could be the evolution of diffraction
signals during the growth of thin films. Today’s state-of-the-art CCDs have made considerable
advances in dealing with these issues, but still their use in SXRD is rare as other alternative
technologies have in the meantime become available.
The PILATUS pixel detectors have been developed at the Paul Scherrer Institut specifically
to meet the stringent requirements of high-resolution protein crystallography [18, 19]. The basic
entities of the PILATUS detectors are modules with an active area of 83.8×33.5 mm2, consisting
of a single monolithic silicon sensor bump-bonded to an array of 8×2 CMOS readout chips,
comprising a total of 487×195 = 94 965 pixels with 172×172 µm2 pitch. Large-area detectors
can be assembled by combining several modules, leading to a great flexibility of the achievable
geometries, which can, in principle, be tailored to the particular need of an experiment. Single-
photon counting technology results in a direct conversion from x-rays to counts and is absolutely
noise-free (no leakage currents, readout noise, etc.). Each individual pixel is connected to a
20-bit counter, yielding a dynamic range of 220 ≈ 106. Depending on the particular choice of
gain setting, counter dead times ranging from 100 to 400 ns allow for maximum count rates of
up to 2×106 photons/second/pixel. The readout time for the entire module is approximately
3.6 ms and frame rates up to 200 Hz can be achieved for single module detectors. The quantum
efficiency of the 320 µm thick silicon sensors is optimal for experiments in the energy range
from 3 to 15 keV, however the detector can be used up to energies of 40 keV with reasonable
efficiencies for many experiments.
X-rays impinging on the silicon sensor are absorbed inside the material, thereby creating a
charge cloud, which can be collected in the read out electronics by applying an electric field
across the sensor. The amplitude of the collected charge pulse is related to the energy of
the absorbed photon. The counter is incremented only for charge pulses exceeding a given
threshold, while pulses remaining below this limit are not counted. This can be used to a great
advantage in many experiments. By adjusting the threshold level carefully, it is possible to
discriminate between elastically and inelastically scattered x-rays, providing an efficient filter
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Figure 2.6: Principle and geometry of an SXRD measurement (a) in real space, and (b) in reciprocal
space.
to suppress fluorescence background signals.
All experiments in the framework of this thesis have been performed using a PILATUS 100k
single module detector. Further details and information about the PILATUS detectors can be
found in Appendix D or in the literature [18–21].
Despite the obvious advantages of using area detectors, it should be kept in mind that
some of their benefits may become unavailable under certain circumstances. Whenever high-
resolution scans are required, for example, the use of secondary optical components such as
slits or crystal analyzers will limit the applicability of the peripheral vision.
2.3.3 Measurements
Typically, surface sensitive diffraction measurements are carried out at very small incident
beam angles with respect to the sample surface, either just below the critical angle (αc) for
total external reflection or slightly above it. This limits the amount of diffuse scattering from
the bulk of the sample, since the x-rays penetration depth is small at grazing angles. When
studying buried interfaces, on the other hand, care has to taken that the x-ray can actually
penetrate far enough into the sample.
To record intensities on the crystal truncation rods, the detector and sample need to be
positioned such that the diffraction condition for the particular point in reciprocal space to be
measured is fulfilled. The challenge lies in correlating the reciprocal space coordinates with the
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corresponding diffractometer positions, the calculation of which is detailed in Appendix A. Here
we shall limit ourselves to an illustration of the basic principle. Figure 2.6 shows a graphical
representation of the situation in real (left) and reciprocal space (right). The elastic diffraction
condition for a particular point (hkl) is fulfilled when that point lies on the Ewald sphere,
which is fixed in space by the direction and magnitude of the incoming beam wavevector k.
For non-specular CTRs, this can be achieved by rotating the sample around its surface normal
(i.e., around ω), which corresponds to a rotation around the (00l) direction in reciprocal space4.
The angle of rotation determines the point where the CTR crosses the Ewald sphere, which
defines the scattering triangle of q = k′ − k. For a given rod, the maximum measurable l-value
is reached when the scattering triangle is perpendicular to the surface plane.
Traditionally, when using point detectors, the intensity of each point along a CTR has to
be recorded with a rocking scan. Keeping the detector position, and hence the diffraction
condition, fixed and selecting a small range ∆l of l-values with the detector slits, the sample
is rotated around ω. This effectively produces an in-plane cut through the rod, collecting the
intensity within a slice of thickness ∆l. After the proper background subtraction, the rocking
scan can be integrated to give the intensity for this particular l-range. This procedure is greatly
simplified when using an area detector. Here, the entire diffraction signal can be collected at
once in a single exposure in the so-called “stationary mode” [22]. The image also contains the
background around the diffraction feature, which can then easily be subtracted. Furthermore,
any possible artifacts, such as Debye-Scherrer rings originating from the sample environment,
can be clearly identified. This has led to a remarkable increase in speed and reliability [17].
A more detailed discussion of these scans and the limitations to their applicability is given in
Appendix B.
Bibliography
[1] W. C. Ro¨ntgen: “On a New Kind of Rays.” Nature 53(1369), 274–276 (1896), doi:
10.1038/053274b0.
[2] W. Friedrich, P. Knipping, and M. Laue: “Interferenzerscheinungen bei Ro¨ntgenstrahlen.” Ann.
Phys. 346(10), 971–988 (1913), doi:10.1002/andp.19133461004.
4Note how the incoming wave vector k ends in the origin (000) of reciprocal space, as this is where the
scattering vector q is zero and no momentum transfer takes place. The l-direction is usually chosen to be normal
to the physical sample surface, such that it represents the direction of perpendicular momentum transfer, q⊥.
BIBLIOGRAPHY 23
[3] W. L. Bragg: “The Specular Reflection of X-rays.” Nature 90(2250), 410–410 (1912), doi:
10.1038/090410b0.
[4] W. L. Bragg: “The Structure of Some Crystals as Indicated by Their Diffraction of X-rays.” Proc.
Roy. Soc. Lond.: Math. Phys. Sci. 89(610), 248–277 (1913).
[5] W. C. Marra, P. Eisenberger, and A. Y. Cho: “X-ray total-external-reflection–Bragg diffrac-
tion: A structural study of the GaAs-Al interface.” J. Appl. Phys. 50(11), 6927 (1979), doi:
10.1063/1.325845.
[6] P. Eisenberger and W. C. Marra: “X-Ray Diffraction Study of the Ge(001) Reconstructed Surface.”
Phys. Rev. Lett. 46(16), 1081–1084 (1981), doi:10.1103/PhysRevLett.46.1081.
[7] I. K. Robinson: “Direct Determination of the Au (110) Reconstructed Surface by X-Ray Diffrac-
tion.” Phys. Rev. Lett. 50, 1145 – 1148 (1983), doi:10.1103/PhysRevLett.50.1145.
[8] M. Nielsen: “Single crystal surface structure by bragg scattering.” Z. Phys. B: Condens. Matter.
61(4), 415–420 (1985), doi:10.1007/BF01303546.
[9] R. Feidenhans’l: “Surface structure determination by X-ray diffraction.” Surf. Sci. Rep. 10(3),
105–188 (1989), doi:10.1016/0167-5729(89)90002-2.
[10] I. K. Robinson: “Surface Crystallography.” In Handbook on Synchrotron Radiation, Edited by
G. Brown and D. E. Moncton, chapter 7, 221–266, Elsevier Science Publishers, third edition (1991).
[11] I. K. Robinson and D. J. Tweet: “Surface X-ray diffraction.” Rep. Progr. Phys. 55, 599–651 (1992),
doi:10.1088/0034-4885/55/5/002.
[12] B. D. Patterson, Ch. Bro¨nnimann, D. Maden, F. Gozzo, A. Groso, B. Schmitt, M. Stampanoni,
and P. R. Willmott: “The materials science beamline at the Swiss Light Source.” Nucl. Instrum.
Meth. B 238, 224–228 (2005), doi:10.1016/j.nimb.2005.06.194.
[13] B. D. Patterson, R. Abela, H. Auderset, Q. Chen, F. Fauth, F. Gozzo, G. Ingold, H. Ku¨hne,
M. Lange, D. Maden, D. Meister, P. Pattison, T. Schmidt, B. Schmitt, C. Schulze-Briese,
M. Shi, M. Stampanoni, and P. R. Willmott: “The materials science beamline at the Swiss
Light Source: design and realization.” Nucl. Instrum. Meth. A 540(1), 42–67 (2005), doi:
10.1016/j.nima.2004.11.018.
[14] E. Vlieg: “A (2+3)-Type Surface Diffractometer: Mergence of the z-Axis and (2+2)-Type Geome-
tries.” J. Appl. Crystallogr. 31(2), 198–203 (1998), doi:10.1107/S0021889897009990.
[15] P. R. Willmott, C. M. Schlepu¨tz, B. D. Patterson, R. Herger, A. Lange, D. Meister, D. Maden,
Ch. Bro¨nnimann, E. F. Eikenberry, G. Hu¨lsen, and A. Al-Adwan: “In situ studies of complex
24 BIBLIOGRAPHY
PLD-grown films using hard X-ray surface diffraction.” Appl. Surf. Sci. 247, 188–196 (2005), doi:
10.1016/j.apsusc.2005.01.133.
[16] P. R. Willmott, R. Herger, C. M. Schlepu¨tz, D. Martoccia, and B. D. Patterson: “Technical Reports:
Pulsed Laser Deposition and in situ Surface X-ray Diffraction at the Materials Science Beamline at
the Swiss Light Source.” Synch. Rad. News 18(4), 37–42 (2005), doi:10.1080/08940880500457230.
[17] C. M. Schlepu¨tz, R. Herger, P. R. Willmott, B. D. Patterson, O. Bunk, Ch. Bro¨nnimann, B. Hen-
rich, G. Hu¨lsen, and E. F. Eikenberry: “Improved data acquisition in grazing-incidence X-ray
scattering experiments using a pixel detector.” Acta Crystallogr. A 61, 418–425 (2005), doi:
10.1107/S0108767305014790.
[18] Ch. Bro¨nnimann, E. F. Eikenberry, B. Henrich, R. Horisberger, G. Huelsen, E. Pohl, B. Schmitt,
C. Schulze-Briese, M. Suzuki, T. Tomizaki, H. Toyokawa, and A. Wagner: “The PILATUS 1M de-
tector.” Journal of Synchrotron Radiation 13(2), 120–130 (2006), doi:10.1107/S0909049505038665.
[19] A. Bergamaschi, Ch. Bro¨nnimann, E. F. Eikenberry, B. Henrich, M. Kobas, P. Kraft, and
B. Schmitt: “Experience and Results from the 6 Megapixel PILATUS System.” PoS 057, 049
(2007).
[20] P. Kraft, A. Bergamaschi, Ch. Bro¨nnimann, R. Dinapoli, E. F. Eikenberry, H. Graafsma, B. Hen-
rich, I. Johnson, M. Kobas, A. Mozzanica, C. M. Schlepu¨tz, and B. Schmitt: “Characterization
and Calibration of PILATUS Detectors.” IEEE Trans Nucl Sci (2009). Accepted.
[21] P. Kraft, A. Bergamaschi, Ch. Bro¨nnimann, R. Dinapoli, E. F. Eikenberry, B. Henrich, I. John-
son, M. Kobas, C. M. Schlepu¨tz, P. R. Willmott, and B. Schmitt: “Performance of sin-
gle photon counting pixel detector modules.” J. Synch. Rad. 16(3), 368–375 (2009), doi:
10.1107/S0909049509009911.
[22] E. Vlieg: “Integrated Intensities Using a Six-Circle Surface X-ray Diffractometer.” J. Appl. Crys-
tallogr. 30(5), 532 – 543 (1997), doi:10.1107/S0021889897002537.
Chapter 3
Direct Methods
In the previous chapter, we have discussed the fundamental working principle of X-ray diffrac-
tion and how a regular distribution of electrons, atoms, or groups of atoms, gives rise to a
diffraction pattern of scattered intensity. Given an electron density distribution in real-space,
the calculation of the resulting diffraction pattern is routine. The daily work of a crystallogra-
pher consists of the reverse process, however, i.e., finding the electron density which causes a
measured diffraction pattern. It turns out that this step is much less straightforward and poses
a fundamental challenge to crystal structure determination. In this chapter we shall concern
ourselves with ways to solve this dilemma and take a close look at a class of algorithms designed
to overcome this barrier, the so-called direct methods.
First, a general introduction and motivation for the use of direct methods will be given,
followed by a description of the basic concepts of iterative phase retrieval algorithms and the
use of a priori information.
In the second part of this chapter, we will focus on the specific problem of direct methods
in SXRD and how the procedures described earlier can be adapted to efficiently deal with this
specialized case. The two specialized algorithms developed for the structure determination
of thin films which have been employed in the framework of this thesis will be discussed in
detail.
–25–
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3.1 The phase problem
The complex structure factors (CSFs) of a periodic structure in real-space are equal to points
in the Fourier transform of the electron density (ED) in a single unit cell. By measuring
these CSFs of an unknown structure, one should therefore be able to reconstruct the real-
space ED simply through the corresponding inverse Fourier transform. Unfortunately, there is
no way of measuring the CSFs directly, as they are complex quantities. The easily accessible
scattering intensities in a diffraction pattern are proportional only to their squared magnitudes,
but the phases are lost in such a measurement. This is the well-known and ubiquitous phase
problem.
3.2 The limitations of model fitting
The classical way to work around the phase problem in SXRD is to resort to model fitting. An
initial guess for the structure is parameterized and used to calculate the expected diffraction
pattern. The parameters are then varied such as to minimize the discrepancies, measured in
terms of a so-called figure of merit (FOM), between the measured data and the intensities
predicted by the model. This method has been successfully applied to solve many surface
structures, but suffers from some severe limitations.
When dealing with surface structures comprising more than a few atoms, for example in
larger surface reconstructions, or in several atomic layers, as in thin films, the number of
parameters needed to describe the system rapidly increases. In such cases, standard model
fitting and refinement procedures quickly run into problems, primarily due to the following
reasons:
1. The number of different structures, or starting guesses, to be tested increases swiftly with
increasing complexity of the system.
2. The space of possible refinement solutions directly depends on the parameterization of
each structural model. However, the correct parameterization is not known a priori. A
wrong parameterization will always give a solution out of the available solution space,
but the true solution might not be inside this solution space.
3. Different choices for the FOM (e.g. R-factor, χ2, etc.) to be optimized can lead to very
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different solutions, due to entirely different topologies of the corresponding search spaces.
4. Strong correlations between the fit parameters result in the optimized FOM having a
complex topology with possibly many local minima. An unequivocal determination of
the true global minimum is therefore severely hampered, if not rendered essentially im-
possible.
5. For standard “downhill” optimization routines, the search result is usually confined to
the closest (local) minimum to the chosen starting point. Naturally, the correct starting
guess to reach the right solution is not known a priori.
6. The computational effort increases dramatically with the number of free parameters,
resulting in a marked decrease in the convergence speed.
7. The number of data points required to describe the system in an overdetermined way
also increases at least linearly with the number of free parameters. Their processing in
larger numbers further reduces the convergence speed of the fitting process.
While the last two aspects are of purely technical nature, and can be overcome to a certain
extent by efficient and parallelized computing strategies, points 4 and 5 pose a more serious
challenge. There are a few “clever” global search techniques, either based on statistical or ther-
modynamical concepts (e.g., simulated annealing or direct Monte-Carlo sampling) or heuristic
arguments (e.g., genetic algorithms, differential evolution, or particle swarm optimization), de-
signed to escape from local minima in search of a global solution. However, this comes at a great
cost of speed and computing time. And, naturally, there is no guarantee for success, as all of
these techniques are based on random search processes. In turn, they allow for reproducibility
checks of a solution by comparing several runs of the random search process.
The first three items in the list, on the other hand, pose a fundamental problem without any
immediate solution. The choice of parameterization and FOM is relegated to the researcher’s
intuition. Obviously, any complementary information about the system is of tremendous help
in choosing the appropriate model. However, there will always be an element of subjectivity,
and the danger that those conditions leading to the correct solution are not discovered. Ideally,
one would therefore like to have a well-defined and objective method to aid in the determination
of the correct parameterization and starting guess to be used in the refinement process. This
can be achieved, at least partially, through the use of direct methods.
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3.3 Introducing direct methods
Crystallographic direct methods aim to solve the phase problem by estimating the phases of
complex structure factors of the scattering electron density from the corresponding measured
magnitudes. In addition to this direct experimental information, they make use of the fact that
some fundamental a priori properties of the system are known. As an example, the so-called
positivity constraint requires that the electron density, as the source of the scattered x-ray
intensity, has to be non-negative. Other typical properties may be atomicity – the knowledge
that most of the electrons are concentrated in a small volume close to the core of the atoms –
or a finite support, limiting the extent of the structure to be recovered.
In this work, we will focus on the so-called iterative phase retrieval algorithms to solve
the phase problem. The basic idea is to start from an arbitrary, usually random, guess for
the unknown phases. The algorithm alternates back and forth between real and reciprocal
space through the proper Fourier transformations. In each iteration, it consecutively applies
the known constraints, i.e., the measured structure factor amplitudes in reciprocal space and
the a priori constraints in real-space, to the current estimate of the structure factors and
corresponding real-space structure, resulting in a new phase estimate to initialize the next
iteration. The intention is to iteratively reach a state of self-consistency where the structure
factor magnitudes predicted by the obtained real-space structure, which is compatible with all
a priori constraints, agree with the measured intensities.
One of the first examples of a working phase retrieval algorithm was presented by Gerch-
berg and Saxton [1, 2]. It was developed for the phase determination in electron microscopy
experiments, where one can measure the amplitudes of the investigated object both in real-
space (absorption contrast image in transmission mode, measured in the near contact regime)
and in Fourier space (the corresponding diffraction pattern recorded in the far-field, or Fraun-
hofer regime). The iterative numerical algorithm improves the phase estimates progressively
by alternating between those two Fourier-related domains.
Fienup modified and extended the Gerchberg-Saxton algorithm to the case of an object for
which no real-space image is available, but which can be described by a (unmeasured) function
that is required to be positive and real and possibly of limited extent [3, 4]. This step laid the
foundation for x-ray diffraction phase-retrieval experiments and opened up the applicability to
systems where direct real-space information cannot be obtained.
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A second important breakthrough came with the theoretical insight that the constraints ap-
plied during the iterations could be mathematically described as projections in Hilbert space [5].
This has enabled theoreticians to formulate the algorithms in a more rigorous manner, carefully
analyze their behavior, and generalize the concepts of the basic Fienup algorithm to a new class
of so-called iterative projection algorithms [6–10].
3.3.1 Oversampling
The theory of x-ray diffraction has been discussed in detail in Chapter 2. Remember that the
diffraction intensities are equal to the squared modulus of the Fourier transform (FT) of the
scattering electron density ρ(r):
I(q) = |FT[ρ(r)] |2 = FT[ρ(r)]† · FT[ρ(r)]. (3.1)
The inverse FT of the intensity is not equal to ρ(r) itself, but to the autocorrelation function
of ρ(r):
IFT [I(q)] = ρ(−r) ∗ ρ(r). (3.2)
The phase retrieval problem therefore consists of solving equation 3.2 for ρ(r), given the mea-
sured intensities I(q) and using the known constraints about the system.
But what requirements are there for the data set I(q) to render a successful phase retrieval
run feasible? Let us consider an isolated (non-periodic) object with density ρ(r), where r is
the coordinate inside the object (real-space), and which has a known size. In other words,
ρ(r) = 0 for all r outside the object. The density ρ(r) is sampled on a discrete and equidistant
voxel grid. FT[ρ(r)] can then be calculated using a discrete Fourier transform, resulting in a
likewise equidistant set of points in reciprocal space. The set of voxels inside the object (where
ρ(r) > 0) is called its support.
The autocorrelation function ρ(−r) ∗ ρ(r) in equation 3.2 has twice the linear size of the
object’s support. Since the extent of an object in real-space translates to a sampling density
in Fourier space, we need to sample the diffraction pattern at least twice as finely as expected
from the extent of the object itself in order to be able to solve equation 3.2 (this lower limit
is called critical sampling). Measuring with even finer sampling rates adds a border of zero-
padding around the the recovered autocorrelation function and in principle contains no extra
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information about the system (Shannon theorem)1. Less than critical sampling can lead to
multiple recovery solutions of an object. Intuitively, the required oversampling factor of 2
seems right, since for each (real-valued) density voxel, both the complex phase and amplitude
need to be determined.
This method of oversampling is only possible for non-periodic structures, since they result
in a continuous diffraction pattern which can in principle be measured at arbitrary sampling
frequencies. In crystal structure determination, however, one usually deals with periodic struc-
tures, resulting in the strongly enhanced but discrete intensity distribution in the form of Bragg
peaks. The consequent loss of information in reciprocal space has to be compensated for by
other means, e.g. through the knowledge of parts of the real-space object, the presence of
heavy atoms, anomalous diffraction experiments, etc.
Similar arguments are applicable to determine the achievable real-space resolution of the
recovered density ρ(r). Again, the sampling in real-space translates to an extent in reciprocal
space. The higher the q-values of the measured intensities, the finer is the real-space resolution.
This is not to say that measuring only the highest momentum transfers is sufficient, as the
low frequency Fourier components are equally important to recover the object. Ideally, the
available diffraction data should fill the entire reciprocal space grid up to the highest necessary
scattering vectors2.
In summary, the objects size determines the required reciprocal space sampling, and the
measured range of the diffraction sets an upper limit to the achievable real-space resolution.
Both of these factors need to be considered carefully in order to obtain a data set suitable for
direct methods.
3.3.2 The concept of projections
As mentioned above, the central concept in direct methods is that of constraints, describing
an a priori property of the system to be fulfilled by a valid solution. In x-ray diffraction,
the system is described by an electron density. The set of those electron densities compatible
with a given constraint forms a subset of the entire search space of possible electron densities.
Mathematically, the application of a constraint can be formulated in terms of a projection
1In practice, a larger oversampling seems to help the convergence of many algorithms.
2Symmetry considerations about the object and its diffraction pattern can, however, drastically reduce the
portion of reciprocal space that needs to be sampled.
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Figure 3.1: Schematic representation of projections. PF and PR are the distance minimizing projections
mapping the starting point ρ onto the nearest point of their corresponding constraint sets F and R.
operator [11], which assigns to an arbitrary point in the search space the nearest point of the
corresponding constraint subset.
This situation is illustrated schematically in Figure 3.1. Two constraint sets, F and R, in a
two-dimensional Hilbert space are represented by sets of points on a line. A point ρ outside the
constraint sets is mapped onto the respective set through the projections PF and PR. PF(ρ)
and PR(ρ) are defined as those points on the constraint sets which are closest to the original
point ρ. For this reason, one also speaks of distance-minimizing projections.
As a more realistic example of one such constraint in diffraction experiments, positivity
requires that the electron density has to be non-negative. Its distance minimizing projection
operator Pp, acting on the electron density ρ, is written as
Pp(ρ) =
{
ρ, ρ ≥ 0
0, ρ < 0.
(3.3)
Another important constraint is the magnitude projection PM in Fourier space, enforcing
the amplitudes of the complex structure factors to be equal to the square root of the measured
intensities. The distance-minimizing projection leaves the phases unchanged:
PM(ρ) = IFT
[√
Imeas · FT(ρ)|FT(ρ)|
]
. (3.4)
Direct method algorithms use a combination of such projection operators (henceforth re-
ferred to as projections) to find those points of the search space which satisfy all corresponding
constraints simultaneously. In other words, the intersection of all constraint subsets forms
the set of valid solutions. Depending on the particular choice of constraints and their mutual
compatibility, the solution subset may contain exactly one solution in the ideal case, several
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(multiple) solutions, or no solutions at all. It is therefore the applicability and effectiveness
of the employed projections which determines the success of the direct method in solving a
particular problem.
3.3.3 Iteration schemes
With these projections at hand, we now need an iterative algorithm which will perform the
search for a solution. Many such algorithms are available, each having its own characteristic
benefits and drawbacks. A nice overview of their definitions and a comparison of the charac-
teristics in their search behavior has been written by Marchesini [11]. Here, we will focus on
the most relevant developments with regard to this thesis.
Fienup type algorithms
The Fienup type algorithms [4] are based on a generalization of the Gerchberg-Saxton algorithm
to a wider range of applications. The basic concept can be described in four simple steps:
(1) Fourier transform an estimate of the object to be recovered (in the case of diffraction
experiments this is an estimate of the electron density); (2) replace the calculated modulus of
the Fourier Transform by the square root of the measured intensities to yield a new estimate
of the Fourier transform compatible with the experimental data; (3) inverse Fourier transform
this estimate to yield an updated object function; and (4) apply the real-space constraints to
the object function in order to create a new estimate of the object. The original block diagram
of this algorithm as published by Fienup is shown in Figure 3.2 (a). Steps (1) through (4)
constitute one iteration of the algorithm and are repeated until both the real-space estimate of
the object and its Fourier transform cease to change. In other words, one simply transforms
back and forth between the two domains, satisfying all the constraints in one before returning
to the other, until a state of self-consistency is reached.
Fienup realized that the right hand side of the block diagram could be written as a nonlinear
operator with an input g and an output g′, as shown in Figure 3.2 (b), and termed this the
input-output concept. In modern words, it is identical to the magnitude projection discussed in
Section 3.3.2, equation 3.4. Containing no object-domain operations, it provides full flexibility
in the choice of modification which is applied to the output g′ in order to create the next input
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Figure 3.2: (a) Iteration scheme of the error-reduction (Gerchberg-Saxton) algorithm. (b) Block dia-
gram of the generalized input-output scheme. (Original drawing by Fienup, Ref. [3]. Reprinted with
permission of the Optical Society of America).
g. Since in the case of diffraction experiments, the object is the electron density, we will call
these operations density modifications.
Using the original terminology by Fienup, where gk represents the object estimate of the kth
iteration and g′k is the subsequent result of the input-output operation, the density modification
for the error-reduction algorithm (ER) can be written as
gk+1(r) =
{
g′(r), if r ∈ γ
0, if r /∈ γ,
(3.5)
where γ is the set of all density points in agreement with the chosen real-space constraints,
e.g., where g′(r) is positive and optionally inside a given support region of the object.
Crucially, Fienup recognized that the input g does not necessarily need to comply with the
object-domain constraints (the output, on the other hand, will always conform with the Fourier
constraints). Rather, one could attempt to counteract the known shortcomings of g′k(r) in terms
of its compatibility with the constraints by modifying gk+1(r) in the appropriate manner. This
concept is based on nonlinear feedback control theory. To illustrate the idea further, consider
the case of g′k(r) having a negative value at a certain position r0. Assuming we initially started
from gk(r0) ≥ 0, the input-output operation obviously results in an excessive reduction of that
value. By setting gk+1(r0) to a value more positive than gk(r0) by some fraction β of g′k(r0), the
reduction effect in iteration k+1 should result in a value g′k+1(r0) which is closer to fulfilling the
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positivity constraint. Therefore, the desired change of the output to counteract the constraint
violations is
∆gk(r) =
{
0, if r ∈ γ
−g′k(r), if r /∈ γ.
(3.6)
This leads to a few simple new choices for the next input. The basic input-output algorithm
(IO) uses
gk+1(r) = gk(r) + β∆gk(r)
=
{
gk(r), if r ∈ γ
gk(r)− βg′k(r), if r /∈ γ.
(3.7)
Instead of applying the compensation to the former input gk(r), one can also modify gk(r)
directly, leading to the output-output algorithm (OO):
gk+1(r) = g′k(r) + β∆gk(r)
=
{
g′k(r), if r ∈ γ
g′k(r)− βg′k(r), if r /∈ γ.
(3.8)
A combination of the latter two methods finally leads to the hybrid input-output algorithm
(HIO):
gk+1(r) =
{
g′k(r), if r ∈ γ
gk(r)− βg′k(r), if r /∈ γ.
(3.9)
The difference map
Elser and co-workers have developed a generalized hybrid input-output type algorithm, with
a very efficient search method, which avoids getting trapped in local minima on its search for
a global solution [9]. This so-called difference map algorithm is formulated entirely using the
language of projections, and can be used in principle to find the intersection, or simultaneous
solution, between any two independent constraint sets (e.g., the two lines shown in Figure 3.1).
Anticipating the usual choice of real and Fourier space constraints, we denote the two projec-
tions with PR and PF. Using the same notation as Fienup, where gk represents the object
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estimate3, the difference map can be written as [8–10]
gk+1 = gk + β [T1(gk)− T2(gk)] ,
T1(gk) = PR
[
(1 + β−1)PF − β−1
]
gk, (3.10)
T2(gk) = PF
[
(1− β−1)PR + β−1
]
gk,
where β is a control parameter in the interval (0, 1]. Studies have indicated that the optimal
value for β should be in the range 0.4 ≤ β ≤ 0.8 [9]. Tests performed in our group [12] show
no clear correlations between the number of iterations and β, a trend which other studies [13]
have also observed. Consequently, all analysis runs presented in this work use β = 1, which
simplifies the difference map to:
gk+1 = gk +PR(2PF − 1)gk −PFgk
= gk + 2PRPFgk −PRgk −PFgk. (3.11)
This leads to an algorithm very similar to the hybrid input-output algorithm [4]. Additionally,
it reduces the number of projections to be applied in one iteration from 4 to 2, as a compar-
ison of equations 3.10 and 3.11 shows, resulting in a corresponding speed-up of the iteration
scheme.
To monitor the progress of the algorithm we use the difference map error [9], defined as
DM,k+1 = ‖T1(gk)− T2(gk)‖ , (3.12)
which is equal to the distance between the two projections taken for the current object estimate.
For β = 1, it simplifies to
DM,k+1 = ‖2PRPFgk −PRgk −PFgk‖ . (3.13)
3.3.4 Starting point
All of the discussed iterative projection algorithms need to be initialized with a starting guess
for the object estimate g. Choosing a random starting point renders it possible to verify the
3As always, for crystallographic structure determination experiments, gk represents the electron density and
can be directly thought of as ρk.
36 DIRECT METHODS
uniqueness of the solution by repeating the search several times. For diffraction experiments,
the obvious option is to initialize the electron density ρ0 in each voxel to a random value.
Alternatively, one can assign random phases to the measured structure factor amplitudes:
ρ0 = IFT
(
|Fmeas| erand(0, 2pi)i
)
. (3.14)
It is also possible to use a simple model of the structure as the starting point. This can facilitate
the search for a solution, but may compromise the verification of its uniqueness.
3.4 Direct methods in SXRD
The aim of SXRD experiments is to solve the atomic structure of a single crystal surface,
the interface between two epitaxial materials, or of a thin film deposited on some substrate.
For simplicity, we will use the term surface in the following discussion synonymously for any
surface, interface or thin film system, as all the following arguments are equally valid for any
of those cases.
The measured diffraction intensities contain contributions from the surface structure under
investigation as well as from the supporting bulk crystal. Usually, the latter is known with
great precision or can be determined with complementary methods such as powder or single
crystal bulk diffraction. This provides an important advantage for the solution of the surface
structure as the knowledge of the underlying bulk can be used as a reference, much like the
reference wave in a holographic analysis or a known building block in structure completion
methods in macromolecular crystallography. Furthermore, the symmetry-breaking due to the
truncation of the crystal results in a non-periodic structure in the direction perpendicular to
the surface and gives rise to the continuous diffraction signal of the crystal truncation rods (see
Section 2.2.3). This continuous signal provides the required oversampling of the data in the
out-of-plane direction needed to solve equation 3.2.
Using the known bulk structure factor Fbulk as a reference, the total measured structure
factor can be expressed in terms of the unknown surface electron density ρsurf , which gives rise
to the surface structure factor Fsurf , in the following manner:
Ftot(ρsurf) = Fsurf (ρsurf) + Fbulk = FT[ρsurf ] + Fbulk. (3.15)
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The quantity ρsurf is non-zero only for a finite region, given by the thickness of the unknown
surface structure, and thus defines a support constraint. This fact, in conjunction with the
ability to oversample, provides the necessary ingredients to apply direct methods to surface
systems.
Based on these general concepts, Marks and co-workers were the first to formulate a di-
rect method algorithm for SXRD in the late 1990s [14–17]. The method is rather complex and
involves many statistical arguments such as maximum entropy considerations, etc. A much sim-
pler approach has been developed by Saldin et al. [18–20], combining Fienup’s error-reduction
algorithm with the elementary support and positivity constraints. Their algorithm, named
PARADIGM (Phase and Amplitude Recovery And Diffraction Image Generation Method),
has successfully been applied to solve the previously unknown surface structures of Au(110)-
(2× 1) [21] and two reconstructions in the Sb/Au(110) system [22, 23]. A somewhat different
route has been taken by Yacoby and co-workers [24–26], resulting in a method called COBRA
(COherent BRagg Rod Analysis), which will be discussed extensively at the end of this chap-
ter. In an attempt to combine the strengths of those various pioneering approaches, Bjo¨rck and
colleges [12] have begun developing a method especially suited for the application to thin film
systems, called DCAF (Difference map using the Constraints of Atomicity and Film shift).
Again, a detailed account of the algorithms will be given later on in this chapter.
3.4.1 Projections for SXRD
Fourier space
For an electron density to be a valid solution, the most important constraint is that its Fourier
transform agrees with the measured structure factor magnitudes. Due to the phase problem,
the respective phases cannot be constrained and are thus left unchanged. For SXRD, the
magnitude projection is written as
PM(ρsurf) = IFT
[
|Fmeas| · Ftot(ρsurf)|Ftot(ρsurf)| − Fbulk
]
, (3.16)
where the bulk contribution has been subtracted such that only the structure factors of the
unknown part remain. This step has one very important consequence, however: the value of
|Fmeas| must be known on an absolute scale, given by the definition of Fbulk, for the subtraction
to yield a correct result.
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It is worth noting that the magnitude projection implicitly applies a second constraint on
the electron density. Since the diffraction pattern is assumed to be centro-symmetric4, its
Fourier transform results in a real-valued electron density, even though the structure factors
are complex numbers.
One problem is how to treat missing data points in the diffraction pattern, since the cor-
responding structure factors cannot be constrained directly. The approach used in this work
is to simply leave those structure factors unchanged. However, it is also possible to include a
projection that enforces an upper limit on Fsurf , given by the expected total number of elec-
trons in the system. This improves the convergence speed of the difference map algorithm, but
requires additional chemical information about the system.
Real space
The selection of real-space constraints is usually more flexible than for the Fourier constraint
and depends naturally on the system under investigation and the actual demand for strong
additional a priori information. Typical properties are the following: (1) the electron density
is non-negative (positivity); (2) the unknown part has a certain maximal extension in the
out-of-plane direction (support); and (3) the electrons in the unknown part are concentrated
around the cores of atoms (atomicity). The positivity projection has been discussed earlier
in Section 3.3.2 and is defined through equation (3.3). The projection enforcing the support
constraint S is simple:
Ps (ρ(r)) =
{
ρ(r), ρ(r) ∈ S
0, ρ(r) /∈ S.
(3.17)
Note that S only limits the out-of-plane extension of the unknown electron density, since the
in-plane size is confined to one unit cell through the periodicity of the system in any case.
A clear-cut algorithm for identifying atoms has been described by Elser [9], where each
atom is assumed to occupy n1 × n2 × n3 voxels (typically, n1 = n2 = n3 = 3) in the ED
map. The different steps of the projection are illustrated in Figure 3.3. The search for atoms
is conducted only inside a certain region given by the thickness of the unknown part (which
4In SXRD, only diffraction signals above the surface, i.e. with l > 0, can be measured and the diffraction
pattern is completed for negative l-values by a point reflection of the data with respect to the reciprocal space
origin.
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Figure 3.3: Working principle of the atomicity projection: (a) Situation before applying the projection.
The pixel ranking is indicated by the numbers above the voxels exceeding the threshold level given by
the green line. (b) Result of the projection: all electron density outside the identified atoms is set to
zero.
should probably coincide with the support constraint), and is the range denoted as “surface”
in Figure 3.3 (a). The voxels in this 3D volume are ranked according to their electron density
values, as indicated by the indices shown above the bars. Starting from the highest ranked
pixel and successively working down the ranking list one by one, it is checked whether placing
a new atom at the indexed position will cause any overlapping with previously placed atoms.
If the current position is still available, a new atom is placed there; otherwise the algorithm
proceeds immediately to the next voxel in the list. There are two common criteria to stop the
search for all atoms: Either a previously fixed number of atoms has been found, or the electron
density at the current position in the pixel ranking drops below a certain threshold.
In the example given in Figure 3.3, the threshold criterion is used, marked by the green line
in panel (a). A first atom is placed at position 1. The voxel marked with 2 has the second
highest ranking, but is rejected because it would result in an overlap with the first atom. The
next available position is marked with 3. All the remaining rankings would either cause an
overlap with an existing atom or lie below the threshold. The last step of the projection sets
the values in all voxels outside any atoms to zero. The result can be seen in Figure 3.3 (b).
Put into a formula, the atomicity projection becomes
Pa (ρ(r)) =
{
ρ(r), ρ(r) ∈ A
0, ρ(r) /∈ A
, (3.18)
whereA is a voxel mask containing the atomic volumes determined by the procedure above.
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Figure 3.4: Film shift projection employed by DCAF: To ensure a maximum filling of the unknown
region (labeled “surface”, blue), the film shift projection shifts the entire electron density towards the
upper boundary of the unknown region by one substrate unit cell (red shaded area) if this volume is
unfilled at the top.
3.4.2 DCAF
Recently, Bjo¨rck et al. [12] have developed a new implementation of direct methods for SXRD,
addressing the particular issue of dealing with thin film systems. The method, called DCAF
(Difference map using the Constraints of Atomicity and Film shift), combines the proven
strengths of already available algorithms and extends this with a powerful modification of the
support constraint especially suited for the application to thin films grown on bulk substrates.
It is the first direct method for SXRD based on the difference map iteration scheme and uses,
apart from the traditional constraints of atomicity and positivity, a novel constraint, coined
the film shift. The difference map has been chosen as the iteration scheme for its robustness
and very efficient search behavior.
A problem that one frequently encounters when looking at a thin film on top of a semi-
infinite substrate is the ambiguity as to where the film, or the unknown part of the structure,
meets the substrate, or the reference structure. This may be especially true if one or more
substrates unit cells are significantly distorted from their bulk structure by the presence of
the film or surface, and hence must be treated as part of the unknown. Shifting the boundary
between the reference and unknown region by exactly one unit cell results in an identical overall
structure, but changes the contents of the unknown electron density, producing two equally
valid solutions.
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The approach to circumvent this type of multiple solution is inspired by the dynamical
threshold support [27] and is illustrated in Figure 3.4. First, an upper limit to the extent of
the unknown region in the out-of-plane direction is defined (gray vertical line). The film shift
projection then forces a maximum filling of this entire unknown part (labeled “surface”): Once
the atomicity projection has been performed, it is checked whether the distance between the
topmost atom and the upper boundary of the unknown region is larger than a bulk unit cell
(red shaded area). If this is the case, the entire structure is shifted up by one unit cell and
a substrate unit cell is inserted at the bottom, the result of which is seen in panel (b). This
always ensures a maximum filling with atoms, keeping the surface of the unknown close to the
top of the defined unknown region. First test have demonstrated that this procedure provides
a strong support constraint despite of the ambiguity of the actual extent of the region to be
chosen [12].
As usually the case for the difference map iteration scheme, DCAF can be initialized with
a random starting guess, providing the means to verify the uniqueness of a solution.
For complex structures involving severals dozens of atoms, DCAF typically requires a few
thousand iterations to find a stable solution, a process which takes of the order of one to
several hours on a standard PC. Figure 3.5 displays the difference map error DM (defined in
Section 3.3.3) as a function of iteration for a typical phase retrieval run of a four-monolayer thick
YBa2Cu3O7-x film on top of SrTiO3(001). The final solution is taken to be the electron density
of the iteration with the lowest difference map error (marked by a red dot in Figure 3.5).
The atomicity constraint employed by DCAF is very sensitive to a sufficient real-space
resolution of the ED map. For its proper operation, all atoms within the structure need to be
resolved as separate entities, meaning that they cannot overlap within a volume of typically
3 × 3 × 3 voxels (see Section 3.4.1). While this might be well fulfilled for the bulk structure
of the system under investigation, any potential atomic movements due to reconstructions or
relaxations could violate this criterion, and hence become incompatible with the phase retrieval
method even if physically perfectly reasonable. Furthermore, the use of the atomicity constraint
rules out the detection of discrete atomic displacements, such as in a ferroelectric distortion,
causing a domain structure. In the case of an averaging of such domains, this should become
visible as overlapping atoms, causing a double peak feature. However, the atomicity constraint
prohibits overlapping of several peaks and may only provide evidence of such a case through
an enhanced width of the corresponding atomic peak.
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Figure 3.5: Convergence behavior of the difference map used by DCAF. For a well-constrained problem,
the algorithm converges quickly, here after about 100 iterations. From there on, it fluctuates randomly
about some average level, caused by the experimental noise. The best solution reached during the entire
runs is marked by the red dot.
3.4.3 COBRA
A somewhat different ansatz to solving the phase problem in surface x-ray diffraction has
been developed by Yacoby and coworkers [26]. Their method, called COherent BRagg Rod
Analysis (COBRA), differs from other implementations mainly through a new type of Fourier
constraint. In addition to the standard magnitude projection, it also includes a direct phasing
of the structure factors with respect to a known reference. The simultaneous recovery of both
phase and amplitude results in a marked increase of the convergence speed.
The fundamental working principle of COBRA is based on the fact that the complex struc-
ture factor (CSF) is a continuously varying function along a crystal truncation rod, or Bragg
rod. This implies that also its phase must change in a continuous manner.
The electron density in real-space, ρ, is represented as the sum of a known reference ED,
ρref , and an unknown difference ED, ρdiff , which contains the deviations of the real ED from the
reference. Since the Fourier transform is a linear transformation, the same is true in reciprocal
space: the CSF of the real structure (T ) is equal to the sum of CSFs from the reference structure
(S) and the unknown difference structure (U):
T (q) = S(q) + U(q). (3.19)
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For two adjacent points along the CTR, separated by ∆q we can therefore write
T
(
q− ∆q
2
)
= S
(
q− ∆q
2
)
+ U
(
q− ∆q
2
)
,
T
(
q+
∆q
2
)
= S
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∆q
2
)
+ U
(
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∆q
2
)
. (3.20)
Using the fact that the CSF is a continuous function, we make the following approximation:
U
(
q− ∆q
2
)
∼= U
(
q+
∆q
2
)
≡ Ua (q) . (3.21)
Inserting this into equation (3.20) and taking the absolute values leads to
|T1| ≡
∣∣∣∣T (q− ∆q2
)∣∣∣∣ = ∣∣∣∣S (q− ∆q2
)
+ Ua (q)
∣∣∣∣ ≡ |S1 + Ua| ,
|T2| ≡
∣∣∣∣T (q+ ∆q2
)∣∣∣∣ = ∣∣∣∣S (q+ ∆q2
)
+ Ua (q)
∣∣∣∣ ≡ |S2 + Ua| . (3.22)
The approximation in equation (3.21) is valid only if the rate of change in U is significantly
smaller than that in S. According to Yacoby et al. [26], this can be guaranteed by the following
means:
1. The origin of the real-space coordinate system is chosen close to the middle of the un-
known structure5.
2. The reference electron density is chosen to resemble the physical system as closely as
possible such that their scattering factors are of similar magnitude.
While the first point is easily achieved without any loss of generality, it seems that the
second is somewhat contradictory to the notion of direct methods. Its consequences will be
discussed in detail later on.
The absolute values on the left hand side of equations 3.22 are proportional to the square
root of the experimentally measured diffraction intensities. These two real-valued equations
can be solved for one complex unknown, the unknown part of the structure factor Ua. The
graphical representation of this set of equations, shown in Figure 3.6 (a), reveals the fact that,
in general, they have two solutions (Ua, Ub). The orientations of the arrows, drawn in the
5While this origin shift by R0 leaves the magnitudes of the CSFs unchanged, it introduces an additional
phase factor of eiq·R0 . The total phase factor eiq·(R0−r) for atoms at positions r close to the new origin R0 will
then vary slowly compared to atoms further away.
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Figure 3.6: Graphical representation of the COBRA ansatz: (a) The relation between T1 and T2. (b)
The same construction for T2 and T3.
complex plane, represent the phase of the CSFs, while the lengths are proportional to the
magnitudes. The reference CSFs S1 and S2 are fixed both in phase and magnitude, while only
the magnitude is known for the total CSFs T1 and T2, as determined from experiment. Using
the approximation that U is identical for the two adjacent pairs, both T1 and T2 must originate
at the same point. This point is determined by drawing circles with a radius equal to |T1| and
|T2| around the end points of S1 and S2, respectively. The intersection points of those circles
yield the two possible solutions U1a and U1b for the unknown CSF.
In order to identify the correct solution, two consecutive pairs of points along the rod need
to be considered. So we compare T2 from above with
|T3| ≡
∣∣∣∣T (q+ 3∆q2
)∣∣∣∣ = ∣∣∣∣S (q+ 3∆q2
)
+ Ua (q)
∣∣∣∣ ≡ |S3 + Ua| . (3.23)
This situation is depicted in Figure 3.6 (b). Again, two solutions U2a and U2b are obtained.
Using the assumption that U varies slowly, the pair with the smallest difference between U1
and U2 must be the right solution. In the figure, these are U1a and U2a.
With this procedure, we determine a first approximation for the unknown CSFs, and can
therefore calculate the phase for the total CSFs. The inverse Fourier transform yields an
updated estimate of the total electron density of the system.
The real-space constraints employed in COBRA are positivity, applied to the total ED
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Figure 3.7: Iteration scheme of the COBRA method.
ρref + ρdiff , and a fixed support constraint limiting the extent where the difference ED, ρdiff , is
allowed to be nonzero (both positive and negative values are allowed for the difference).
The iteration scheme that COBRA uses looks very similar to Fienup’s error reduction al-
gorithm [4]. A diagram of a so-called small iteration is shown in Figure 3.7. The process is
initialized with the chosen reference structure, based on which the phasing step described above
is carried out. This yields an improved estimate for the total electron density, which is used
as the new reference after applying the real-space positivity and support constraints. As the
updated reference converges towards the real structure, the unknown part U of the structure
factor should tend towards zero.
Figure 3.8 (a), where the average of all unknown structure factor magnitudes, U = |U |, is
shown, demonstrates that this is generally only the case for the first few iterations. We observe
a rapid initial decrease of U , followed by seemingly random fluctuations. Supposedly, these are
caused by an increasing noise level with the number of iterations [28]. The same behavior can
be seen in Figure 3.8 (b) when monitoring the evolution of any other type of figure of merit
(FOM), for example the crystallographic R-factor [29], the sum of squared deviations between
data and simulation, or the amount of negative electron density produced by the phasing step.
Concomitant with the fluctuations in the FOM is a degradation of the ED map, as clearly
seen by comparing Figures 3.8 (c) and (d). The fit must therefore be stopped before the noise
contributions start to dominate the result.
The most remarkable feature of COBRA over other direct methods for SXRD is certainly its
extraordinary speed, owing to the direct phasing step. Typically, as few as three to a maximum
of ten small iterations are required to yield impressive agreements between measured structure
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Figure 3.8: Convergence of COBRA. (a) Mean value of the unknown structure factor magnitudes |U |
as a function of iteration number, showing a seemingly chaotic behavior after a steep decrease in the
first few iterations (expanded in the inset). (b) Alternative figures of merit as a function of the number
of iterations, displaying the same chaotic behavior. (c) Electron-density plots along the out-of-plane
direction through the TiO/CuO and oxygen lines of YBCO on STO(001) after 8 iterations and (d) 200
iterations.
factors and those calculated based on the resulting ED. Also, the obtained ED seems to be
directly interpretable in terms of atom positions and movements, occupancies, intermixing,
broadening caused by site-specific static disorder, etc. However, the results are to be handled
with care and may not necessarily lead to the correct solution.
Most importantly, the requirement mentioned before, that the reference electron density
needs to be chosen to resemble the physical system as closely as possible, seems to be problem-
atic. In fact, it is exactly because of the difficulty in determining a sufficiently good starting
guess that the need for direct methods arises. COBRA provides the means to improve the
reference structure when the deviations from the result become unreasonably large. In a so-
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called large iteration, the changes in the ED map obtained from a series of small iterations are
used as input to produce a better parameterization of the reference itself. Then the process
is reinitiated with this updated reference structure. Although this step generally improves the
quality of the fit, tests have shown that the correct starting guess is unlikely to be recovered
if it differs significantly from the initially used reference structure. As a result, the algorithm
can become trapped in local minima.
In contrast to most other direct methods, COBRA is initialized with a fixed starting point,
which is the chosen reference structure. Since the algorithm itself is deterministic in nature,
this precludes the possibility of random restarts to test the reproducibility of a solution.
Despite these limitations, COBRA has been proven to be an invaluable tool for solving
many surface structures [24, 28, 30–35].
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Chapter 4
Growth of Thin YBa2Cu3O7-x Films
4.1 Introduction
The first superconducting cuprate thin films, albeit with a reduced critical temperature, were
grown using sputter deposition of YBa2Cu3O7-x by Somekh et al. in April 1987 [1], only weeks
after the discovery of superconductivity above liquid nitrogen temperatures in the Y-Ba-Cu-O
compound system [2], and just one year after the epochal manifestation of high-temperature
superconductivity in the La-Ba-Cu-O system [3]. What followed resembled a gold rush in ma-
terials synthesis and superconductivity research, spurring an unprecedented effort to discover
even better materials, investigate the fundamental mechanisms of superconductivity and ex-
plore the exciting prospects for new technological devices. Common to all activities was the
demand for well-characterized, high-quality samples. Especially with regard to device fabri-
cation, but also in order to probe fundamental size and dimensionality effects, the successful
growth of thin superconducting films represented a crucial step, and countless groups devoted
their research to prepare those samples using various techniques. Within three months of
Somekh’s first results, Enomoto et al. [4] produced YBCO films with high Tc and critical
current density Jc.
Pulsed laser deposition was to become one of the most powerful and versatile methods to
grow superconducting thin films [5, 6], and the first results with YBCO presented by Dijkkamp
et al. in August 1987 [7] reported transition temperatures close to the optimal bulk values of
Tc = 93K.
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Figure 4.1: Atomic structure of YBa2Cu3O7-x: (a) The orthorhombic unit cell of YBCO with the
heavy atoms at the center positions. (b) Highlighting the structural features of YBCO: Y is surrounded
by the two CuO2 planes, while the two BaO layers are separated by CuO chains, running along the
crystallographic b-direction.
4.2 The atomic structure of YBCO
The atomic structure of YBa2Cu3O7-x depends critically on the oxygen deficiency [8]. For values
of x & 0.5, the unit cell is tetragonal and YBCO is non-superconducting. At around x = 0.5,
there is a structural phase transition from tetragonal to orthorhombic with increasing oxygen
content (decreasing x). The orthorhombic structure, shown in Figure 4.1, is characterized by
an ordering of the oxygen vacancies in the base plane between the Ba atoms, with oxygen atoms
preferentially occupying the site in the bc-plane, resulting in the formation of CuO chains along
the crystallographic b-direction [9].
The second prominent structural feature of YBCO are the two CuO2 planes surrounding
the Y layer, the former being responsible for the superconducting properties. The structure
is obviously highly anisotropic with well-separated conduction layers along the c-direction,
resulting in a much larger conductivity along the a and b-directions. For thin film applications,
it is therefore important to obtain layers with their c-axis out-of-plane and the conducting
layers running along the film plane.
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4.3 Growth substrates
Thin films are grown on some sort of support or substrate onto which the material deposited.
The chemical and crystallographic properties of the substrate will influence the formation of
the thin film, at least in its initial phase, and consequently might affect its properties. While
this may be seen as a serious handicap for studying the material in its unperturbed state, very
importantly, it also allows one to purposefully tailor the properties of the thin films through
the interactions with the substrate. In any case, whether it be to minimize its impact, or to
achieve a certain response, the careful choice of an appropriate substrate material is crucial,
and assuring a good and well-defined surface quality can only benefit the growth.
The ideal substrate should be lattice and thermal expansion matched and chemically com-
patible with the film material, and undergo no structural phase transitions between the film
fabrication and device usage temperature. In view of possible microwave applications in HTSCs,
the material should also have either a relatively low or high (and preferably isotropic) dielectric
constant, plus a very low loss tangent [10]. In practice, each substrate will exert a different
influence on the film characteristics. Since specific applications require certain properties, a
good compromise for the particular purpose at hand has to be found. This explains why a wide
variety of substrates has been used to grow YBCO thin films [5] (for example: Al2O3, yttria
stabilized zirconia (YSZ), SrTiO3, NdGaO3, (LaxSr1-x)(AlyTa1-y)O3, LaAlO3, YAlO3, MgO,
or CeO2, to name but a few).
4.3.1 Choice of substrate materials
When the goal is heteroepitaxial growth of thin films with very smooth surfaces, as required
for SXRD, the two most important aspects for choosing a substrate are (a) its lattice match
to the film material to minimize the residual strain across the interface, and (b) an atomically
flat surface to start with. Furthermore, the substrate should approximately match the film’s
thermal expansion coefficient γ and not undergo any structural phase transitions, in order to
avoid crack or defect formation during heating and cooling. Because of their close structural
similarity to YBCO, perovskite materials are ideal candidates. The cationic ordering of alter-
nating A- and B-site layers is expected to prevail through the substrate-film interface, resulting
in a well-defined stacking sequence. We will now briefly describe the three particular substrates
chosen for this study. An overview of their most important physical properties compared to
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YBCO is given in Table 4.1.
STO
SrTiO3 (STO) in the (001) orientation is the prototypical substrate for YBCO growth. It is
readily available in good twin-free crystal quality, has a good lattice match to YBCO (∼1.29%),
and its surface can be prepared to be single terminated on the B-site layer (TiO2) and made
to be atomically flat (see Section 4.3.2). Its crystal structure is simple cubic with space group
Pm3¯m and a lattice constant of a = 3.9045 A˚, a model of which is shown in Figure 4.2(a).
Below 105 K, however, it undergoes a structural phase transition and becomes orthorhombic.
This is approximately 14 K above the critical temperature of YBCO.
LSAT
So-called mixed perovskites have been specifically developed for the growth of HTSC films [11].
They consist of perovskite structures where both the cationic A- and B-sites are randomly oc-
cupied by two or more different atomic species. (LaxSr1-x)(AlyTa1-y)O3 (LSAT) is a prominent
member of this class of perovskite materials. It is particularly well suited for the growth of
YBCO due to its excellent lattice match and outstanding microwave properties [12]. LSAT was
first described by Mateika et al. [11] and Shimamura et al. [13]. Its standard composition is
produced from a 30/70 mole % solid solution of LaAlO3 (LAO) and Sr2AlTaO6 (SAT).
Despite the increasingly important role of LSAT as a HTSC substrate, there remains a
considerable uncertainty regarding its crystal structure [14]. Most publications report a face-
centered cubic structure (fcc, Pn3¯m symmetry) with a lattice constant of a ' 7.73A˚ [11–
13, 15–20], while others treat it as a simple cubic structure (sc, Pm3¯m symmetry) with a '
3.87 A˚ [21, 22]. Li et al. [14] and Runka et al. [23] found that both of the above structures can
be present, depending on the degree of disorder of the Al/Ta cations, whereby a larger disorder
results in the simple cubic case, and the higher order causes a superstructure and hence a
doubling of the unit cell. Chakoumakos et al., who have measured the simple cubic structure
at elevated temperatures, claim that a slight structural distortion occurs upon cooling at around
150 K, lowering the symmetry of the structure to either tetragonal (I4/mcm) or orthorhombic
(Imma) [21]. Finally, Xiao et al. obtained a tetragonal LSAT crystal at room temperature when
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using a LaAlO3 rod as a growth seed [24], and also Steins et al. have measured a tetragonal
structure (I 4¯) [25].
In spite of these discrepancies, all reports agree on the fact that the structural deviations
from simple cubic are small, as can be seen in Figure 4.2(b). The structure of LSAT is closely
related to its two mother compounds, SAT and LAO. By adjusting the relative concentration
of the two mother compounds in the solid solution, and hence changing x and y, the lattice
parameter can actually be continuously varied between that of LAO (7.585 A˚, doubled unit
cell) and that of SAT (7.797 A˚). In our studies, we have used substrates with the standard
composition of (La0.27Sr0.73)(Al0.65Ta0.35)O3. Suitable preparation of the surface results in an
almost complete single termination on the B-site layer (AlO2/TaO2) [26].
NGO
The third substrate type employed in this work is the (110) surface of NdGaO3 (NGO). In con-
trast to LSAT(001) and STO(001), its surface unit cell is rectangular with an orthorhombicity
of  = (a − b)/(a + b) = 1.04 × 10−3. For thin epitaxial films, it is hoped that this property
will cause the YBCO unit cell, whose unperturbed (001) surface unit cell is also rectangular,
to lock in with the substrate, and lift the orientational degeneracy it has on LSAT and STO
due to their quadratic surface unit cells. Further features which make NGO very attractive
as a HTSC growth substrate are its exceedingly good crystalline quality and the fact that its
surface, in contrast to those of LSAT and STO, is naturally terminated on the A-site layer
(NdO) [26], as will be discussed in Section 4.3.2.
NGO has an orthorhombic unit cell with lattice parameters a = 5.426 A˚, b = 5.496 A˚, and
c = 7.707 A˚. It consists of four heavily distorted perovskite units in the true crystallographic
unit cell. The oxygen octahedra are tilted significantly, and even the Nd3+ ions are substantially
displaced from their cubic high-symmetry positions. A structural model of the NGO unit cell
is shown in Figure 4.2(c) and (d).
The symmetry of the bulk crystal structure of NGO has been a subject of debate. Early
crystallographic studies by Geller [27] on rare earth gallates report on NGO belonging to the
Pbnm space group1. The first dedicated structure determination with x-ray diffraction by
1Note that the Pbnm space group does not appear in the International Tables for Crystallography, since it
is based on a non-standard notation of the unit cell axes. However, it seems to be the most common description
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Figure 4.2: Atomic structure of the growth substrates: (a) The simple cubic unit cell of SrTiO3. (b) The
tetragonal unit cell of (LaxSr1-x)(AlyTa1-y)O3 [25]. No significant distortions away from a simple cubic
lattice can be observed. (c) NdGaO3 has an orthorhombic unit cell which is composed of four heavily
distorted perovskite units, here seen from the top. Note the large rotations of the oxygen octahedra and
the displacements of the Nd atoms from their high-symmetry positions. (d) The same NdGaO3 unit
cell seen in perspective, highlighting the significant octahedral tilts.
Brusset et al. [28] assigned NGO to the non-centro-symmetric Pbn21 space group, a fact which
was confirmed by neutron powder diffraction by Marti et al. [29]. Other studies using x-ray
powder diffraction [30] and Raman and IR spectroscopy [31] re-established the presence of an
inversion center, correspondingly reverting to the centro-symmetric Pbnm space group. Also
Marti et al. [32] revised their structural model using x-ray single crystal diffraction and thereby
for orthorhombic perovskite systems in the literature. The standard notation can be regained by a cyclic
permutation of the unit cell axes assignments: abc → bca. This transforms Pbnm into the tabulated standard
space group Pnma.
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confirmed the existence of centro-symmetry. Other recent studies by Vasylechko et al. [33, 34]
further refined the structural parameters within this now firmly established model.
Material Bulk crystal Surface unit cell Orthorhombicity YBCO misfit γ Surface
system a [A˚] b [A˚] symmetry  = a−b
a+b
[%] (a/b) [10−6/K] termination
STO(001) cubic 3.905 3.905 p4mm 0 +0.45 / +2.13 9.4 B: TiO2
LSAT(001) cubic 3.866 3.866 p4mm 0 −0.54 / +1.12 8.2 B: (Al/Ta)O2
NGO(110) orthorhombic 7.723 7.707 pm 1.04× 10−3 −0.66 / +0.80 9.0 A: NdO
YBCO(001) orthorhombic 3.887 3.823 p2mm 8.37× 10−3 – 10–13 ?
Table 4.1: Structure and properties of the three used growth substrates, STO(001), LSAT(001), and
NGO(110), in comparison with YBCO(001). (γ denotes the thermal expansion coefficient. The YBCO
misfit is calculated as a/aYBCO and b/bYBCO. “+” denotes tensile strain on YBCO, “−” stands for
compressive strain. For LSAT, the simple cubic structure is used, as described in the text.)
4.3.2 Substrate preparation
When striving for atomically controlled epitaxial thin film growth, a well-defined substrate
surface to start with is a prerequisite for success.
Perovskite materials with a primitive composition of ABO3 can be terminated either on
their AO or their BO2 plane, when cut perpendicular to one of their principle cubic or quasi-
cubic axes, e.g., (100) or (001). Which termination is actually realized in nature depends
on the subtle balance of chemical bond strengths and the feasibility of the system reaching
its ground state of minimum energy. As a result, some materials are naturally A- or B-site
terminated, while for others, the differences in surface energies are small enough to allow for
a metastable coexistence of both terminations. In many cases, a careful annealing procedure
can help the material to reach its single terminated ground state, while for other systems,
chemically selective processes like etching must be employed.
NGO(001) has been shown to have an A-site terminated surface as its ground state [26].
The reported procedure to achieve this termination is a simple annealing step in air at 1000oC
for two hours. Since the (110) NGO surface is chemically very similar to (001) and exhibits the
same stacking of NdO and GaO2 layers, it seems reasonable to assume that a similar annealing
procedure would result in a single termination also for this orientation.
Mechano-chemically polished NGO(110) substrates (Crystec GmbH, Berlin) with miscut an-
gles below 0.1o are annealed in a flow of pure oxygen (grade 5) at temperatures between 1100oC
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and 1200oC for 10 to 20 hours. And indeed, the AFM images recorded after the annealing dis-
play large uniform terraces with step edges of approximately 4 A˚ height [c.f. Figure 4.3 (a)],
equal to the separation of two consecutive NdO or GaO2 planes, respectively. This fact con-
firms a single termination. However, it cannot give any information as to which is the topmost
atomic layer. Complementary techniques like low energy ion scattering (LEIS) or depth sensi-
tive XPS would be required to clarify this. Externally conducted LEIS measurements (Calipso
B.V., Technical University of Eindhoven, the Netherlands; not shown here) tend to support an
NdO terminating layer, but lack sufficient accuracy for a quantitative analysis. Recent studies
of heteroepitaxial STO growth on the prepared NGO substrates reported a SrO termination
for the film, another circumstantial piece of evidence that the substrate is most likely NdO
terminated [35].
The procedure to produce single terminated STO(001) is more intricate than for NGO,
because it involves both chemical and thermal treatments, and has been the subject of intense
research [36, 37]. The resulting surfaces are atomically flat and agreed to be 100% terminated
on TiO2, although the atomic structure at the surface is still the subject of debate and includes,
besides a whole variety of surface reconstructions [38–52], the extensively discussed scenario of
a TiO2 double layer [44, 47, 48, 50–53] instead of a single layer. As to the consequences this
might have for the growth of thin films remains to be investigated.
Briefly, the preparation itself consists of the four followings steps: Native mechano-chemically
polished STO substrates are ultrasonically cleaned in Millipore grade water for 30 minutes.
Thereby, the surface Sr reacts to form strontium-hydroxide complexes while Ti remains chemi-
cally inert. Wet etching in a buffered HF solution (HF/NH4F = 1/7, pH ≈ 5.5) for one minute
efficiently removes the hydroxide complexes while preserving the TiO2 layers. After rinsing
the substrates in Millipore water to remove any residual wet etch solution, they are dried in a
stream of high-purity (grade 5) nitrogen gas. At this stage, the single termination is achieved,
but the surfaces are generally rough on the unit cell scale and exhibit many small islands or
etch pits. An annealing step at 950oC for 10 hours in a pure oxygen flow results in very smooth
terrace steps and assures full oxidation of the STO surface. Figure 4.3 (b) shows an AFM
image of the single terminated STO samples, and again, the measured terrace steps are equal
to the height of a single unit cell.
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Figure 4.3: AFM images of prepared substrates: (a) NGO(110), (b) STO(001). The measured height
profiles, evaluated along the red lines, are plotted below the images. Those profiles prove that the
crystals are single terminated, since all terrace steps are one unit cell (≈ 4 A˚) high.
4.4 Sample growth and characterization
4.4.1 In-house pulsed laser deposition growth
The initial objective of this thesis was the careful in-situ characterization of the initial YBCO
thin films growth modes under reliably controlled conditions, and their resulting atomic struc-
ture with regard to film thickness measured on various technologically relevant substrates. A
dedicated UHV chamber for in-situ pulsed laser deposition (PLD) experiments at the Surface
Diffraction Station of the Materials Science Beamline, Swiss Light Source allows for simultane-
ous x-ray diffraction measurements during film growth [54, 55]. Furthermore, sample surfaces
are kept clean for hours and even days under UHV conditions with a base pressure < 10−9
mbar, opening up the possibility to interrupt the growth process at any desired point, carry out
the necessary measurements to perform a full structure determination, and then continue to
grow. The ultimate goal of achieving a full understanding of the growth process as a function
of layer thickness and underlying substrate type thus becomes viable.
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In order to perform such ambitious experiments, the routine production of reproducible
high-quality superconducting YBCO thin films is an absolute prerequisite. Establishing the
optimal conditions to grow excellent YBCO layers with PLD has been the subject of intense
research, in particular for STO [7, 56–69] and NGO [70–80] substrates, and a general and
consistent growth-“recipe” may be extracted from the reported findings.
Generally, near UV and visible lasers (190 nm . λ . 532 nm) seem to be ideal for the
ablation of complex oxide materials, as they are able to generate a congruent material transfer
from the ablation target to the substrate, thereby ensuring the correct stoichiometry of the
growing film. Typical laser pulse repetition rates range from 1 Hz to 10 Hz, and the laser
energy and focus spot is adjusted to yield a laser fluence of 1.0–4.0 J cm−2.
The substrate is placed three to eight cm away from the target in the direct propagation
direction of the ablation plume, and held at temperatures ranging from approximately 670oC to
800oC. During the deposition process, a moderate background pressure of oxygen is necessary
to ensure a sufficient oxygenation as the film grows and to supply the necessary equilibrium
pressure to avoid oxygen loss in the film. The spread of employed pressures is very large, from
10−4 to several mbar, but many studies seem to have established that background pressures of
approximately 0.1–0.2 mbar are ideal.
In most cases, as-grown films are oxygen deficient and need to be annealed in higher pressures
to develop their best superconducting properties. Here, the reported procedures differ even
more than for the growth process itself. The general consensus seems to be that oxygen
pressures up to 1 bar should be introduced as soon as possible after growth while the substrate
is slowly cooling down. During the cool down, the temperature is often fixed at certain values
for prolonged periods.
Unfortunately, this fairly consistent understanding of the film growth does not define a
sufficiently accurate procedure to achieve reliable results. Due to the very rich phase diagram of
YBCO, its growth is very sensitive to small changes in the deposition conditions. Furthermore,
each PLD apparatus has its unique characteristics, and growth parameters may not easily be
transferred from one system to another. Therefore, the precise control and careful calibration
of all parameters is necessary for each system, and finding the correct conditions is often a very
time-consuming and painstaking procedure.
A critical point which requires careful attention is to ensure that growth proceeds within the
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Figure 4.4: Temperature vs. partial oxygen pressure phase diagram for YBCO according to Bormann
and No¨lting [81] and Hammond and Bormann [82]. The decomposition line is indicated by y=6, above
which the 123-phase is stable. The stability regime is divided up into a tetragonal and an orthorhom-
bic crystallographic phase. PLD, as most film growth techniques, apparently works optimally in the
tetragonal phase close to the decomposition line. (adapted from Ref. [6])
thermodynamic stability boundaries of the desired YBa2Cu3O7-x phase (the so-called “123”-
phase). The applicable stability criteria have been investigated by Bormann and No¨lting [81]
and Hammond and Bormann [82]2. If the partial oxygen pressure during growth is lower than
a certain critical pressure, the perovskite structure decomposes into various other phases like
Y2BaCuO5, BaCuO2 and Cu2O. This temperature-dependent phase boundary is located at
the point where the oxygen content in the 123-phase drops below y = 6.0, i.e. where x > 1, as
shown in Figure 4.4, which is an adaptation of Hammond and Bormann’s original diagram [82]
inspired by Wo¨rdenweber [6]. The phase transition from the tetragonal to the desired high-Tc
orthorhombic 123-phase occurs for an oxygen content of at least 6.5 (x 6 0.50). Apparently, the
best growth normally proceeds in the tetragonal phase close to the decomposition line, where
the temperature, and hence the surface mobility, is high, and partial oxygen pressures, and
therefore the oxygen reactivity, relatively low. A transition to the orthorhombic phase and an
ideal oxygenation of 7−x ≈ 6.9 of the compound is then achieved by an in-situ post-annealing
step.
2Note, however, that the measured stability criteria apply to the bulk phase of YBCO and might be subject
to significant changes for heteroepitaxial films, because of substrate-induced strain effects.
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To aid the oxygenation during growth and to avoid falling into the decomposition regime
for the relatively high substrate temperatures necessary to ensure a good surface mobility for
the desired two-dimensional growth of the films, we have used two proven methods to enhance
the oxygen pressure during the deposition: (a) A pulsed oxygen gas valve, synchronized to the
laser frequency, increases the oxygen pressures during the arrival of the deposited material on
the substrate, while maintaining a low average pressure inside the chamber in between laser
shots [61, 67]. By crossing this gas pulse with the ablation plume, the gas species become highly
activated and their reactivity is amplified [83]. This is hoped to ensure that sufficient oxygen is
present during the very short times of extremely high deposition rates occurring for each laser
pulse. (b) A bleed gas capillary can be pointed onto the sample surface to enhance the oxygen
pressure even further during growth and help to maintain the equilibrium pressure locally
without the need for a high overall background pressure inside the chamber [62, 84, 85].
Despite these efforts, we have not been able to reliably produce high-quality films. Good
characteristics were obtained on a few occasions, but the growth conditions were not sufficiently
stable to reproduce these properties from film to film. The best results obtained are shown
in Figure 4.5. Panel (a) shows a θ-2θ-scan of an approximately 15 monolayer (ML) thick
YBCO film grown on NGO(110). The Bragg peaks originating from the film prove that the
YBCO is oriented with its c-axis out of the substrate plane, i.e., parallel to the NGO(110)
direction. Between the Bragg peaks, the clear presence of Laue oscillations, caused by the
finite layer thickness, proves that the film is exceedingly flat and of good crystalline quality.
Unfortunately, the film is also insulating. The opposite phenomenon can be seen in panel (b),
where the resistivity curve for a 70 nm thick superconducting film is shown. The transition is
fairly broad, but has an onset at about 91 K. However, the film is very rough and far too thick
for SXRD measurements.
The major stumbling block, we believe, is the substrate heating. The heating mechanism
consists of clamping the growth substrate onto a Si-wafer of the same size, which can be heated
by passing a current through it. This can be problematic since the Si oxidizes quickly at the
typical oxygen pressures used for YBCO growth – a process which potentially deteriorates the
electrical contact to the holder. If parts of the contact area start to conduct less efficiently,
the current distribution through the wafer becomes non-uniform and those areas with a larger
current begin to heat up more rapidly. Since Si is a semiconductor, the resistance in the hotter
regions becomes smaller, causing even greater currents to flow there. The result is a classical
runaway effect which cannot be sufficiently damped by thermal conduction processes. This
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Figure 4.5: In-house results for the growth of YBCO films on NGO(110) (a) θ-2θ-scan for a 15 ML thick
YBCO film, revealing clear finite size fringes. The sample was found to be insulating, however. (b) Re-
sistivity curve for an approximately 70 nm thick YBCO film, showing a broadened superconducting
transition (inset), centered around 82 K with an onset slightly above 90 K.
causes an inhomogeneous heating of the growth substrate where temperature differences can
reach up to over a hundred degrees over the entire substrate area. In view of the complicated
YBCO phase diagram, it seems very plausible that the reliability and reproducibility of film
growth is severely hampered under these conditions.
A few alternative heating solutions have been tested, but assuring a reliable thermal con-
tact to the substrates has remained elusive. Furthermore, most of these alternatives were not
compatible with the requirements for in-situ x-ray measurements in grazing incidence geome-
try.
4.4.2 External pulsed laser deposition (Napoli)
Thin YBCO films of much better quality grown by PLD were produced by M. Radovic and
F. Miletto Granozio at the University of Napoli, Italy. NGO(110) substrates were prepared
at PSI according to the procedure described above (Section 4.3.2) and then sent to Italy. A
KrF Excimer laser (λ = 248 nm) at a repetition rate of 1–2 Hz and a laser fluence of 2–3 J
cm−2 was used for deposition in a background pressure of 0.25 mbar oxygen at a substrate
temperature of approximately 800oC. After growth, the films were annealed in 200 mbar of
oxygen at 450oC for 1 hour. The growth oscillations were monitored in-situ with RHEED and
the clearly streaked diffraction patterns indicated good two-dimensional growth of the films.
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Figure 4.6: SXRD measurements on an approximately 4-5 ML thick YBCO film grown by the group
in Napoli. (a) Rocking scan around the (128) YBCO Bragg peak (units of bulk YBCO). The presence
of one single peak centered at the nominal in-plane position of the NGO reciprocal lattice proves that
the film is fully strained (and therefore untwinned). (b) The 4¯4L CTR of YBCO on NGO(110). The
YBCO Bragg peaks are clearly visible, but there are not finite size Laue oscillations in between those
peaks – a clear indication for a non-uniform YBCO layer thickness.
LEED patterns measured on the same films corroborated the good surface quality and showed
no evidence of any surface reconstructions.
The sample best suited for SXRD was the thinnest film, and approximately 4-5 monolayers
thick (90 laser shots with PLD), as determined from the low-angle reflectivity and the widths
of the YBCO Bragg peaks in a θ-2θ-scan. The crystalline properties of this film were further
assessed with SXRD. Rocking scans around the (248) reflection show the presence of one single
peak at an in-plane position, corresponding to the reciprocal lattice of the underlying NGO
substrate, plotted in Figure 4.6 (a). This means that the film layer is fully heteroepitaxially
strained. Twinning can only arise for relaxed films and is therefore not an issue here. Scans
along the in-plane h- and k-axes reveal the absence of any extra peaks in between the integer
substrate coordinates, so the YBCO unit cells must all be oriented with their c-axis out of
the substrate surface plane. No reconstructions are present, as previously determined with
LEED.
Crystal truncation rod scans show clear YBCO Bragg peaks with a separation of approxi-
mately 1/3 of a reciprocal substrate lattice unit, confirming the c-axis growth. An example of
this is shown in Figure 4.6 (b), where the 4¯4L-rod (in units of the NGO surface unit cell) is
plotted. In contrast to the scan shown in Figure 4.5 (a), however, there are no clear Laue oscil-
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lations between the YBCO Bragg peaks, indicating that the film does not have a well defined
layer thickness, causing the oscillations to wash out. The same behavior could be seen on all
other measured samples, though this was not unsurprising for the significantly larger YBCO
thicknesses. Unfortunately, this non-uniformity in the film thickness poses a serious problem
for direct methods and traditional fitting procedures when attempting to refine the structure.
For the former, it results in a weakened support constraint and many atoms with partial oc-
cupation, which will be difficult to quantify, while for the latter case, the a priori unknown
nature of the thickness variation needs to be modeled appropriately, introducing additional
parameters.
The thickness variations are likely to be caused by the deposition process itself. The samples
are relatively large (10×10 mm2) and were held at a distance of only 3.5 cm from the ablation
target. Firstly, the angular distribution of the ablated species inside the plume is not isotropic,
but has a rather distinct forward direction, which is frequently modeled by a cosn θ , with n
ranging from 2 to over 20 [86]. Assuming a perfectly centered sample and an intermediate
value of n = 10, cos(arctan(5/35))10 ≈ 0.9 meaning that the edges of the grown film will be
only 90% of the thickness at the center. The corners are even further away from the center,
and there cos(arctan(
√
2 · 5/35))10 ≈ 0.82. This situation rapidly worsens if the centering is
non-perfect, so a thickness variation of 5±1 ML is not at all unsurprising.
In conclusion, the films are of excellent crystallinity, but their non-homogenous layer thick-
ness is not ideal for SXRD experiments. This fact will be discussed in more detail in the later
chapters concerned with the analysis and interpretation of the data.
4.4.3 Off-axis magnetron sputtering (Geneva)
Another set of high-quality samples was grown by Edmond Koller at the University of Geneva
by rf magnetron sputtering in an off-axis geometry. The growth apparatus allows for the
simultaneous deposition of several samples, assuring that they are subject to identical growth
conditions, and thereby facilitating the direct comparison of their properties. Furthermore,
the off-axis geometry results in a spatially much more homogeneous film growth than that
achievable with PLD performed at very short target-to-sample distances.
Four different substrates of approximately 5×5×1 mm3 in size were used for the film growth:
STO(001), LSAT(001), and two crystals of NGO(110). However, out of all four samples, only
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Sample Substrate Treatment Tc (5 nm) Tc (30 nm)
SY107K13 SrTiO3(001) acetone cleaning ∼ 43 K ∼ 80 K
LY107K13 (LaxSr1-x)(AlyTa1-y)O3(001) acetone cleaning ∼ 68 K ∼ 85 K
NY107K13 NdGaO3(110) acetone cleaning ∼ 70/50 K ∼ 86 K
NTY107K13 NdGaO3(110) O2 annealing 1200oC ∼ 65 K ∼ 84 K
Table 4.2: Summary of samples grown by rf magnetron sputtering in Geneva by E. Koller: Tc (5 nm)
gives the critical temperature for this particular film, and Tc (30 nm) refers to the transition temperature
for the correspondingly prepared 30 nm thick film as detailed in the text.
one of two NGOs was treated with the previously discussed method to assure a single termi-
nation (see Section 4.3.2). The remaining substrates were simply cleaned with acetone as they
were received. Table 4.2 gives a brief summary of the most important sample properties.
For the deposition process, the samples are glued to a substrate heater with silver paste
to ensure a good thermal contact, and heated to the growth temperature of approximately
700 oC in vacuum. This rudimentary annealing step effectively removes any loosely bound
contaminants on their surfaces. Once thermal equilibrium is reached, approximately 5 nm of
YBa2Cu3O7-x are deposited in an atmosphere of 1.4×10−2 mbar of an O2(20%)/Ar(80%) gas
mixture using a stoichiometric densely pressed YBCO powder pellet as a sputtering target.
After the deposition, the samples are slowly cooled to room temperature in 600 mbar of O2
to achieve full oxidation of the film. Finally, a protective cap layer of 10 nm-thick amorphous
PrBa2Cu3O7-x is deposited at room temperature on top of the YBCO to minimize oxygen out-
diffusion from the YBCO layer and to minimize its degradation caused by exposure to ambient
conditions.
SXRD experiments were carried out only a few days after film growth to further minimize
the deterioration of the films with time. In order to preserve the best possible surface quality
and cleanliness, all other characterizations were postponed until after the SXRD measurements
had been completed, and could be performed only a few months later.
The presence of superconducting transitions in the thin YBCO films was assessed by in-
ductance measurements, examples of which are shown in Figure 4.7 (a). Direct resistivity
measurements could not be performed due to the difficulty in contacting the exceedingly thin
and buried layers. From the graphs, it is immediately evident that all films exhibit a reduced
critical temperature (Tc) compared to the bulk value for optimal doping of Tc ' 91 K. This
is not unsurprising, as the structure of the thin films is indeed expected to be different from a
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Figure 4.8: X-ray diffraction measurements on the magnetron sputtered YBCO films. (a) θ-2θ-scan (b)
rocking scan (φ-scan) around the YBCO(227) Bragg peak.
bulk crystal, due to the strain induced by the heteroepitaxial growth on substrates with a slight
lattice mismatch. To ascertain the suitability of the employed growth conditions, films with a
thickness of 30 nm were deposited on a set of identical substrates and characterized carefully.
The transitions are seen in Figure 4.7 (b) to be significantly closer to the optimal value, though
the small difference still seems to suggest a finite size effect or a slight underdoping of the
material.
The excellent crystalline quality of the thin films can be witnessed from the x-ray diffraction
data in Figure 4.8. Panel (a) shows a θ-2θ-scan of the YBCO film grown on LSAT(001). The
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YBCO Bragg peaks are clearly visible as well as the Laue fringes in between those Bragg peaks,
caused by the finite and well-defined size of the film. The fact that two Laue fringes are present
indicates that the film must be close to 4 ML of YBCO thick (≈ 4.7 nm). An in-plane rocking
scan across the (227) Bragg peak of YBCO is plotted in panel (b). The sharp peak shape and
the absence of any side peaks show that the films are untwinned and epitaxially strained to
match the substrate lattice parameters. Further in-plane scans (not shown) only yield signal
at reciprocal lattice points corresponding to the LSAT bulk structure, proving that all YBCO
unit cells are oriented with their c-axis out-of-plane.
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Chapter 5
YBa2Cu3O7-x on SrTiO3
5.1 Introduction
Despite an overwhelming number of studies about YBCO thin films grown on STO, there
still remains a considerable deal of ambiguity regarding the epitaxial relationship between
the substrate and the film layer, especially in terms of the arrangement of atomic layers at
the interface, the effect of the substrate symmetry and lattice match on the crystallographic
structure, and the surface termination of the film. With these global aspects still under debate,
there has been little hope to investigate more subtle structural effects, for example slight
distortions of the cationic lattice close to the interface in response to the abrupt change in
composition or variations in the oxygen ordering and occupations as a result of strain and
symmetry.
Most studies agree on the observation that the growth proceeds in a unit cell-by-unit cell
manner [1, 2], even though the nucleation mechanism on the substrate surface has been re-
ported to proceed in smaller sub-units for coverages below one monolayer (ML), which sup-
posedly transform into the tetragonal or orthorhombic phases with the correct stoichiometry
at coverages above one ML [3–5].
Among other aspects, there are certainly three important considerations to be made when
analyzing the global features of the thin film structure: (i) the chemical matching at the
substrate-film interface, (ii) the charge neutrality of the possible growth unit, and (iii) the
formation of a thermodynamically stable surface. The first point (i) implies that the choice
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of substrate material and its termination are crucial for the resulting layer stacking across the
interface, while (ii) then determines the set of possible growth units. A full unit cell of YBCO is
always charge neutral, hence definitely constitutes a valid entity. Assuming a chemically fixed
interface and growth unit, the terminating surface layer is in principle directly determined
by factors (i) and (ii), but there is no guarantee that it represents a stable surface. Rather,
the thermodynamical stability is, to a first approximation, governed by the cuprate structure
itself, regardless of the underlying substrate. All other things being equal, a non-polar surface
termination can be assumed to have a lower surface energy than a polar one, and is thus a
more likely candidate.
The cleaving plane of YBCO perpendicular to its c-axis lies between the CuO-chain layer
and one of the two neighboring BaO layers [6–8]. The vast majority of surface studies on thin
films and bulk crystals confirm these two surfaces as terminating layers, either as a mixture of
both [9], a pure BaO termination [10–12], or a pure CuO termination [3, 13–15]. However, a
few reports about other terminations also exist, among them an SXRD study on single crystal
YBCO surfaces, finding Y to be the final layer [16].
The situation at the interface with the substrate was also heavily debated, but presents a
fairly consistent picture. All studies confirm the alternation of A- and B-type layers prevail-
ing across the interface. This seems to be a sensible prerequisite for the chemical matching.
Depending on the topmost STO substrate layer, the structure is either TiO2–SrO|CuO2–BaO
or SrO–TiO2|BaO–CuO2 [4, 5, 11, 17–20]. The possibility of a SrO–TiO2|Y–CuO2 stacking
has never been reported, but rather firmly excluded, based on experimental evidence, in one
particular study [17].
Performing SXRD experiments on ultra-thin YBCO films gives one the opportunity to
investigate the interface and surface of the structure simultaneously, in contrast to most other
studies focussing predominantly on only one of these two aspects.
5.2 SXRD measurements and data reduction
The structural studies of YBCO films grown on STO presented here have been carried out on
a high-quality sample grown by off-axis magnetron sputtering by E. Koller at the University of
Geneva. Sample preparation and initial characterization have been detailed in Section 4.4.3.
SXRD measurements on this system were performed at room temperature using 16.000(1) keV
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synchrotron radiation (λ = 0.7749 A˚). The sample was kept under moderate vacuum conditions
(estimated pressure between 10−5 and 10−2 mbar) inside a small spherical beryllium dome with
a wall thickness of 0.5 mm. The cubic unit cell of SrTiO3 (STO) has been used as the reference
lattice during data acquisition and analysis. Its real space lattice parameter of a = 3.9045 A˚
results in a reciprocal lattice unit (r.l.u.) of 2pi/a = 1.6092A˚−1.
A large CTR data set has been acquired on this system. For the chosen x-ray energy, and
requiring that all diffractometer angles should not exceed 90o, only those rods with in-plane
indices satisfying h2 + k2 < 26 could be reached, and were scanned in l-steps of 0.01 r.l.u.
starting from l = 0.2 up to the highest reachable point on the CTR. All rods in the first
quadrant (h, k > 0) of reciprocal space were recorded. Based on symmetry arguments (see
later), which were confirmed by a comparison of all the CTRs belonging to the (21l) family,
this is sufficient to reconstruct the entire diffraction pattern. However, to investigate systematic
effects, a large number of randomly selected rods in the remaining three quadrants were also
recorded. Unfortunately, the specular (00l) rod was acquired under different experimental
conditions, and could not be merged into the final data set.
Several groups have observed surface superstructures on YBCO or on structurally very
similar RBa2Cu3O7−x (R = rare earth ion) films, in particular a (2×2), c(2×2), (2×1), and
c(4×4) reconstruction [9, 10, 21, 22], which are commonly attributed to ordering of oxygen
vacancies in the system. The diffraction pattern has therefore been extensively searched for
signs of surface or interface reconstructions at non-integer reciprocal lattice positions, also for
different types than those reported, but no indications for the formation of any superstructures
could be found on the sample.
The recorded SXRD data were then analyzed according to the procedures described in
Appendix C. A total of 16 472 structure factors on 43 different CTRs could be extracted from
the data set and corrected appropriately. In general, the diffraction features were very clean and
sharp. Around the Bragg peaks of the thin YBCO films, there were significant contributions of
diffuse scattering arising from the film layer, the exact origin of which is unknown. Nevertheless,
it was possible to reliably subtract this background and obtain the pure diffraction intensities
from coherent bulk and film scattering.
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Figure 5.1: Plot of all eight p4mm-symmetric CTRs of the (21l)-family. (a) Overview of the entire
CTRs. Significant deviations are visible at low l-values. (b) Enlargement of the zoom area marked in
the left panel. The statistical error bars for all eight rods are also shown here, demonstrating that the
systematic deviations between equivalent rods are the major source of errors in this set.
5.2.1 Symmetry considerations
The first very important question about the data set concerns its symmetry. STO(001) has a
p4mm surface symmetry, whereas that of the orthorhombic bulk-like YBCO(001) is only p2mm.
For a combination of the two pure bulk structures, the total symmetry would correspond to the
lower p2mm. There are two good reasons why the diffraction pattern we see should nevertheless
be p4mm symmetric. First, assuming a bulk-like YBCO structure grown on STO, we would
expect there to be two domains in the film, due to the fact that there is no preferred in-plane
orientation of the a and b-axes of YBCO with respect to the quadratic surface unit cell of
STO. In the absence of terrace steps, which are very rare according to the low miscut of the
substrates, or any other symmetry breaking features on the substrate surface, the population
of both domains should be equal. In this case, the diffraction pattern represents the averaged
domain structure of individual p2mm domains rotated by 90o with respect to each other,
resulting in an overall apparent p4mm symmetry.
Secondly, we are not dealing with a bulk-like film structure, but rather an epitaxially strained
YBCO film which assumes the in-plane lattice parameters of the quadratic surface unit cell
of STO, as was confirmed by scans across the YBCO Bragg peaks perpendicular to the l-
direction. This lifts the a-b asymmetry of YBCO itself and results naturally in a p4mm
symmetric diffraction pattern.
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Figure 5.1 shows a plot of the eight CTRs from the (21l) and (12l) families, indicating clearly
that the diffraction pattern has in fact p4mm symmetry. This is confirmed by the calculation
of the systematic errors between nominally equivalent reflections (refer to Section C.9 for a
definition), which give std = 0.1054 for the mean total error between equivalents, stat =
0.0173 for the statistical contribution alone, and syst = 0.1040 for the systematic contribution.
This has to be compared to the same values calculated for a p2mm symmetry: std = 0.1042,
stat = 0.0146, syst = 0.1032. The latter are only insignificantly smaller, whereas one would
expect a large effect if the p2mm symmetry was in fact the real symmetry of the data set. We
therefore conclude that the p4mm is the correct symmetry of the diffraction pattern and hence
the atomic structure.
The averaging procedure leads to a total of 5397 independent structure factors on 14 in-
equivalent rods, and an irreducible reciprocal space volume contained in one octant of the
in-plane coordinate grid (0 6 h and 0 6 k 6 h for all inequivalent reflections).
The forced increase in symmetry of the YBCO film has important consequences for its
structure. A prominent feature of the YBCO structure in its bulk form are the CuO chains
along the crystallographic b-direction, separated by oxygen voids in the a-direction. This in-
plane directionality disappears with the straining of the film, however, and the effect on the
structure of the Cu planes formerly containing the CuO chains needs to be investigated.
5.3 Solving the structure
Analysis of the fringe spacing of the finite-size Laue oscillations seen in Figure 5.1, immedi-
ately shows that the film thickness is of the order of four monolayers (ML) of YBCO, possibly
containing a partially occupied fifth layer. The presence of strong Bragg peaks, spaced ap-
proximately 1/3 of an STO l-unit apart from each other, proves that the film is composed of
structural units equivalent to about three STO unit cells in height, or in other words, that it
is made from entire unit cells of the correct YBCO crystal structure and not some random
collection of structural sub-units.
Previous studies on the structure of perovskite substrate-film systems have shown that
significant distortions in the substrate are possible down to a few unit cells [23–25]. This
means that solving the structure of this particular system involves finding the positions of
roughly 85 atoms. (Not all atoms are symmetry-independent, though. The (1/2, 0, z) and
82 YBa2Cu3O7-x ON SrTiO3
(0, 1/2, z) positions are related through a 90 degree rotation, hence the 2 atoms must have
identical z-movements to satisfy the symmetry.) Including intermixing effects at the interface,
partial occupations, and global Debye-Waller factors for each atomic species, this leads to a
refinement problem with at least 70 independent parameters, but more likely with more than
100 for the more detailed models. As discussed extensively in Chapter 3, this represents a huge
challenge for traditional refinement procedures, and bears the inevitable risk of ending up in a
local minimum rather than finding the true solution.
To complicate things further, the choice of a starting model is far from obvious. Especially
the correct layer stacking at the interface is a moot point. Chemically, it seems reasonable
that the alternating stacking of AO and BO2 layers in perovskites should prevail across the
interface, continuing the network of oxygen octahedra enclosing the small cations, although the
formation of interfaces with stacking faults cannot be categorically excluded. Since a properly
prepared STO substrate terminates on a TiO2 layer, the first YBCO layer is expected to be
either BaO or Y. This still allows for three different stacking models of the atomic layers (here,
“B” denotes the B-site (TiO2) termination of the substrate and “|” stands for the nominal
interface position):
− B1: substrate–SrO–TiO2 | BaO–CuO2–Y–CuO2–BaO–CuO–. . .
− B2: substrate–SrO–TiO2 | BaO–CuO–BaO–CuO2–Y–CuO2–. . .
− B3: substrate–SrO–TiO2 | Y–CuO2–BaO–CuO–BaO–CuO2–. . .
These items do not include the possibility of a TiO2 double layer at the STO surface (see
Section 4.3.2), which would produce an awkward stacking sequence of substrate–A–B–B | A’–
B’–. . . Indeed, other studies of (LaxSr1-x)MnO3 [25] or LaAlO3 [24] thin films grown on single
terminated STO clearly do not support the presence of such a double layer, which, in turn,
raises the question what happens to that layer during the initial stages of the growth. The
incorporation of the corresponding atoms into the growing film has been discussed as a possible
scenario, opening up the possibility for yet another new set of possible structures.
In contrast to many other studies, the substrate used for growing the particular film under
investigation here has not been prepared for a single termination, meaning that its surface most
probably had a mixed termination of TiO2 and SrO before starting the growth. Considering
the case of an at least partially SrO terminated substrate leads to three more possible stacking
sequences (“A” stands for the A-site (SrO) termination):
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− A1: substrate–TiO2–SrO | CuO–BaO–CuO2–Y–CuO2–BaO–. . .
− A2: substrate–TiO2–SrO | CuO2–BaO–CuO–BaO–CuO2–Y–. . .
− A3: substrate–TiO2–SrO | CuO2–Y–CuO2–BaO–CuO–BaO–. . .
If both terminations were present at the same time, the resulting structure could be made up
from any combination of the individual possible scenarios, leading to another increase in the
number of structures to be tested.
Similarly, the surface termination of the YBCO film is not known, and, in fact, should be
determined through the structure solution. In principle, all 6 atomic layers of YBCO have to
be considered possible candidates. Assuming that the growth of YBCO films proceeds in a unit
cell-by-unit cell mode, the stacking sequence at the substrate–film interface should determine
the topmost atomic layer. However, not all of the corresponding layers might represent stable
surfaces. Also here, various different cases therefore need to be considered.
To cut a long argument short, the vast variety of possible starting models to be tested, in
combination with the large number of free parameters for each model, renders the structure
solution via traditional refinement procedures impracticable. On the other hand, a large and
fairly complete diffraction data set1 is available for this system, which lends itself to the applica-
tion of direct methods. These should provide an unbiased, model-free structure determination
directly from the diffraction data.
5.3.1 First attempts to retrieve the structure
COBRA
The first attempts to retrieve the atomic structure of the approximately 4 ML-thick film have
been made with the COBRA algorithm. The method has been described in detail in Sec-
tion 3.4.3. In contrast to other direct methods, COBRA is not entirely model-free for the
surface or film structure, but relies on a rough starting guess. While this is somewhat contra-
dictory to our aim of getting an independent initial model, it is hoped that the changes induced
in the retrieved electron density which are generated from a wrong starting model will make
apparent the necessary modifications to obtain the true structure.
1where complete means that all the measurable data points within a given resolution shell have been measured,
or can be reconstructed from measured reflections through the application of symmetry operations.
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To verify this last hypothesis, two different stacking sequences were used as reference struc-
tures, namely A1 and B1 from the above listings. B1 seems to be the favored model in the
literature for a B-site terminated substrate, and A1 represents the corresponding stacking for
an A-site termination.
Before starting the actual phase-retrieval step, a small number of global parameters describ-
ing the model need to be refined in order to guarantee a good approximate match between the
data and the starting model structure factors. This includes a scale factor for the data set2,
average Debye-Waller (DW) factors for the substrate atoms and the film atoms, and usually a
fit of the layer occupations in the film. For the film under investigation, we have fitted a global
scale factor, DW factors for film and substrate atoms, the layer occupation of the fourth and
fifth YBCO layers and an expansion coefficient for the strained YBCO unit cell with regard to
its c-axis lattice parameter in bulk form. The fitted layer occupation of the 5th layer remained
consistently below 5%, and gave between 60% and 80% for the fourth layer, while the c-axis
lattice expansion of less than 1% was insignificant for the starting guess. As a result, the
starting model used the bulk-like c-axis positions and a layer occupation of 75% for the fourth
layer, and excluded the fifth layer completely.
The phase-retrieval support constraint was deliberately chosen to include a one ML-high
empty region above the surface to allow for any indications for a fifth layer to reappear in the
electron density. On the substrate side, 4 ML of STO have been included in the support to
monitor structural changes induced by the presence of the film.
The results of the phase retrieval runs for the two starting models are compared in Figure 5.2.
For clarity, the two graphs have been offset horizontally by approximately one half of an STO
unit cell, such that the ionic lattice of the two YBCO films coincide vertically. It is immediately
evident that the two structure solutions are not identical, i.e., that the choice of the starting
model influences the final answers, which in these two cases are exceedingly similar to the
starting models. The expectation that by using the wrong reference structure, significant
changes would be induced in the electron density (ED) is not fulfilled. Rather, the opposite
seems to be true here. Both ED maps, based on the same data set, look physically reasonable,
even though they represent different structures. The biggest discrepancies (highlighted in
2The absolute scaling obtained through the careful corrections of the data, described in detail in Chapter C,
is not valid here, because COBRA does not use the usual definition of atomic form factors but uses a Gaussian
approximation, which results in a different scaling with respect to the measured data.
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Figure 5.2: Comparison of the first two COBRA phase retrieval runs. Plotted is the retrieved elec-
tron density (in arbitrary units) along the out-of-plane direction for three lines going through the
high-symmetry atomic positions of the starting models. In (a), the stacking sequence A1 with a SrO
terminated STO was used as a reference, while (b) displays the result of starting from B1, having a TiO2
termination of the substrate. The violet lines mark the nominally first atomic plane of the YBCO film.
The two graphs have been offset horizontally by approximately half of an STO unit cell to highlight the
structural changes with respect to the ionic network of the YBCO film itself. The regions highlighted
in yellow contain the largest discrepancies.
yellow) are seen for the terminating substrate layer, which seems to become slightly disordered
for model B1, and the film termination, which maintains those of the initial reference structures
in both cases. It should also be noted that the comparison to the measured data yields very
comparable R-factors of approximately 5% for both results.
Clearly, at least one of two ED maps (or possibly both) cannot represent the real structure.
Neither of them, however, gives any conclusive indications what changes would be required to
yield the true structure. In conclusion, COBRA does not seem to be able to unequivocally
resolve the ambiguity regarding the correct stacking sequence and surface termination for this
particular case. Therefore, the next step is to turn to a truly model-independent phase-retrieval
method.
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DCAF
The DCAF method, described in Section 3.4.2, is completely model-independent insofar that
it does not require any atomic information about the film structure. Rather, the ED inside
the chosen support region is initialized with random values, and the algorithm only uses the
reference structure of the bulk and the measured structure factors to retrieve the ED map.
Although DCAF is model-free, there are a few parameters in the algorithm which need to
be optimized for the problem at hand. As in the case for the COBRA analysis, the support
constraint for DCAF was originally chosen to be large enough to accommodate five ML of
YBCO on top of two ML of STO. However, no indications for the presence of a fifth layer were
found in any of the runs. At this point, the support was reduced to four ML of YBCO plus
two ML of STO, thereby strengthening the corresponding constraint, which in turn resulted in
a much improved convergence stability of the algorithm. Another parameter which influences
the reliability of the retrieved ED is the threshold value for the identification of atoms em-
ployed by the atomicity constraint. The algorithm becomes unstable when the threshold level
approaches the noise level caused by the non-perfect structure-factor measurements. Choosing
too high a threshold, on the other hand, prohibits the identification of lighter atoms inside
the real structure, thereby also deteriorating the performance. During the identification of a
proper threshold level, it was noticed that applying a slight scaling to the structure factors also
improved the results. This is despite the fact that the structure factors were carefully corrected
to yield absolute measurements. However, confirming the absolute scaling and obtaining an
estimate of the uncertainty involved in the process is only possible through the comparison
with a known structure, and has not yet been achieved. The scaling factor applied in DCAF
was approximately 1.4, which may be well within the experimental uncertainty.
It should be made very clear that the optimization of the threshold, support and scaling
parameters discussed here only affect the performance of the DCAF algorithm, but have never
been observed to produce ambiguities in the actual structure solution. In other words, the use of
non-ideal parameters usually causes the obtained solutions to be less accurate and more difficult
to interpret, and in many cases obstructs a proper convergence, but does not produce structure
solutions contradictory to those obtained with the ideal parameters. Rather, the optimization
seems to be independent of the type of solution obtained and is therefore legitimate, preserving
the a priori nature of the approach.
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Figure 5.3: Measured CTRs (blue dots) in comparison to the results of a typical DCAF run(red lines).
Shown are (a) the (10l) CTR, (b) the (22l) CTR, (c) the (31l) CTR, and (d) the (42l) CTR.
Figure 5.3 shows the result of a typical DCAF run in comparison to the measured structure
factors. The crystallographic R-factor for this particular run was R = 9.85%, whereby the
typical range of values was between 9.5% and 11.3% for different runs under the most stable
conditions. Some rods are seen to show significant discrepancies in various regions, but the
overall agreement is good. The main cause for the relatively large differences may be the use of
the atomicity constraint, which results in a non-optimal representation of those atoms centered
close to the borders between two voxels. Nevertheless, we will see that the resulting ED map
gives a very good initial guess for the structure.
Because of the random initialization of DCAF, it is possible to confirm the reproducibility of
a solution by running the algorithm several times. Figure 5.4 shows the results of 10 DCAF runs
under optimized conditions. The retrieved electron density along the atomic rows of Sr–Ba/Y
(top) and Ti/O–Cu/O (bottom) is plotted as a function of the out-of-plane position. Very
clearly, there are stable peaks at the predicted lattice spacing for an YBCO-like structure, also
showing the expected ordering. It should be stressed that these peaks emerged from a random
electron density distribution, only through enforcing a few real-space constraints and using the
measured diffraction intensities. In no way were the expected positions and the ordering of
these peaks included in the algorithm. In other words, DCAF does not know we are looking
for YBCO!
The resolution of the presented ED-lines corresponds directly to the maximum resolution
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Figure 5.4: Comparison of the results obtained from ten DCAF runs. The two panels show the line
plots of the retrieved electron density along the out-of-plane direction through atomic rows of Sr–Ba/Y
(top) and Ti/O–Cu/O (bottom). The support regions, equal to 15 unit cells of STO in height, are large
enough to contain the equivalent of four unit cells of YBCO and two of STO.
obtainable from the diffraction data, as given by the highest measured momentum transfer in
reciprocal space. The reason that the plots shown earlier for the COBRA results look much
smoother is that they are upsampled artificially by a factor of seven during the phase retrieval
run. Note, however, that there is no diffraction data supporting this upsampling, and that
the actual real space resolution is the same as that presented here (meaning that the very
small oscillations on the ED lines are artifacts of the upsampling and do not represent any real
features which are supported by the data). Obviously, the resolution is on the lower limit for
a reliable distinction of atoms, but seems to be sufficient.
The scatter between the ten solutions gives an indication for the reliability of the retrieved
structures. For example, the seven small peaks in the upper panel only appear in very few
runs and are probably artifacts (in a bulk-like YBCO structure, there are no atoms at these
positions). The opposite is true on the Ti/O–Cu/O lines (bottom). Here, the small peaks
would correspond to oxygen atoms in the YBCO unit cell. Although they do not appear for
some of the results, their occurrence is much higher than for the peaks in the upper panel.
Note also that the small peaks in the lower panel occur with high probability in a regular
periodic manner for two out of three positions. Their incidence in the third is much lower,
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structure are shown. The tentative assignment of atom types is indicated above the peaks (not all
oxygens are labeled). The black vertical line marks one possible choice of the interface position. More
details are given in the text.
corresponding to the absence of oxygen atoms in the Y-planes. The uncertainty in the ED map
therefore seems to be on the level of these small peaks, meaning that the sensitivity limit is of
the order of a few oxygens for the entire structure comprising over 75 atoms. This is confirmed
by the fact that the presence and positions of the heavy ions are exceedingly stable in all ten
runs.
To determine a first model of the atomic structure from the DCAF solutions, the average of
all ten ED maps has been calculated. This will naturally cause a slight blurring of the features,
but enhances the consistent peaks while suppressing spurious features. Visually, an artificial
upsampling of the ED is very helpful, and does not produce any artifacts if performed only
at the end of the analysis. A plot of the averaged and upsampled ED lines is displayed in
Figure 5.5. Based on these plots, a first structural model can be proposed.
The identification of atom types based on the number of electrons they contain is fairly
straightforward. Table 5.1 lists these, along with the real part of the corresponding atomic
scattering factors3 f1 ≈ f0 + f ′, calculated for 16 keV.
Clearly, Ba is the heaviest constituent of the structure and will almost definitely correspond
3The approximation neglects the nuclear scattering term and any relativistic effects.
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Atom Z f1 Atom Z f1
Sr 38 33.54 Y 39 36.66
Ti 22 22.32 Ba 56 55.97
O 8 8.01 Cu 29 29.31
Table 5.1: Atomic number and real part of the scattering factor f1 ≈ f0 + f ′ at 16 keV for all atoms
in the STO-YBCO system.
to the highest peaks in the ED map. Y lies in between the Ba atoms with a significantly lower
number of electrons, comparable to that of Sr. We therefore conclude that the blue line in
Figure 5.5 represents the Sr–Y/Ba lines of YBCO. The red line contains the Cu and Ti ions,
separated by oxygens in most places. Finally, there are two lines containing only oxygen atoms,
labeled “O1” and “O2”. The Y planes of bulk-like YBCO do not contain any oxygens, which
also agrees well with the obtained ED map, as there are no indications of oxygen peaks at the Y
positions (e.g. at z = 3, 6, 9, 12). The registry of the assigned lines with the reference structure
of the STO bulk in the substrate is also correct, meaning that the STO layers obtained in the
ED map are a continuation of the bulk structure.
The layer stacking of the system can now be directly established. Obviously, there are four
unit cells of YBCO. The surface terminates on a somewhat reduced Ba peak. The reduction is
probably caused by the algorithm itself, producing a continuous drop off in the electron density
towards the surface caused by the application of a window function to the measured structure
factor (details of which can be found in [26]). The oxygen peak in this layer is not present, but
this may also be due to the reduced value dropping below the atomicity threshold. Finally,
there is a small red peak corresponding to a Cu site at the top, which could be interpreted
as a low coverage with CuOx on the surface, but which is suppressed in the ED map by the
window function. The interface stacking clearly continues the alternation of A and B-type
layers, without breaking the network of oxygen octahedra enclosing the B-site ions. The black
vertical line in the figure marks the tentative interface between substrate and film, which would
therefore correspond to a B1 stacking sequence (substrate–SrO–TiO2 | BaO–CuO2–Y–CuO2–
BaO–CuO–. . . ). However, the peak just to the left of the black line cannot be clearly assigned
to either Ti or Cu, and the interface could be shifted downwards by half a unit cell to yield
an A1 stacking sequence (substrate–TiO2–SrO | CuO–BaO–CuO2–Y–CuO2–BaO–. . . ), which
would explain better the termination of the YBCO film on the Ba layer. Yet another, and very
likely, possibility is that the structure is represented by a mixture of both interfaces, caused by
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the mixed termination of the substrate before the growth. However, the layer stacking a few
atomic planes above the interface clearly indicates the establishment of a well-defined order.
Getting back to the questionable Cu peak on the surface, we see that, if a fraction of the
nominal B-type STO terminates on SrO, the block-by-block growth would result in a surface
termination of Ba or Y (probably Ba). For the proper termination on TiO2, on the other hand,
the last atom is, indeed, expected to be Cu.
5.3.2 Defining a refinement strategy
Based on the very positive results from the DCAF analysis, a more detailed structure determi-
nation can be initiated. The aim is to rely as much as possible on the information provided by
the direct methods and to proceed according to a well-defined protocol. In this way, we hope
to be able to systematically compare the results obtained with various combinations of direct
method and refinement techniques.
In a first step, the direct methods runs will be optimized as far as possible, followed by a
more quantitative analysis of the results in terms of precise atomic positions of the atoms. As
seen in the last section, DCAF may not be able to identify with certainty each expected atom
within the structure. The presence of an atom will be accepted as stable if the corresponding
peak appears in at least 5 out of 10 retrieval runs. For those expected atoms which cannot be
retrieved reliably, we will instead calculate a starting position by enforcing the average bulk-like
bond length ratios to its next stably retrieved neighbors. In this manner, the structure can be
completed according to a well-defined rule, yielding a full starting guess directly based on the
DCAF or COBRA results.
These atomic positions, along with other predominant features of the ED maps, such as the
layer occupations, layer stacking, terminating surface layer, etc. will form a “standard model”
to initialize the actual refinement procedures. It is hoped that through the comparison of
different combinations of direct method and refinement algorithms, a clear statement regarding
the stability of the solutions can be made.
Based on the structural solutions emerging from the standard model, a further adaptation
and optimization of the parameterization may be performed, leading the way to a consistent
structure determination.
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5.3.3 More detailed DCAF results
The ED map produced by DCAF contains much more quantitative information than that
gleaned by the visual inspection discussed in Section 5.3.1. The position and width of each peak
can be extracted to give hints about the accurate atomic positions and broadening effects caused
by static or thermal atomic displacements from the average atomic positions. Furthermore,
analyzing the deviations of the extracted values between multiple randomly initialized DCAF
runs directly yields an estimate of the statistical uncertainty.
Since the ED resembles the bulk-like structure of YBCO on STO so closely, the peaks in
the ED map were compared directly to the expected atomic positions. For each atom in the
structure, the nearest peak in the ED map within a given maximum x, y, and z range of 0.2
STO unit cells was identified for each of the ten individual DCAF runs, and its position in all
three directions was calculated as its center of mass. Several weaker peaks do not appear in
all runs, but may still correspond to the correct atomic position in those occasions when they
are present. Finally, the mean width and position are calculate, together with the standard
deviation, averaged over then number of runs where a peak could be identified. The integrated
ED within each peak should be indicative of the number of electrons of the atom, provided the
correct scaling of the structure factors.
Table 5.2 shows a small excerpt of the analysis for the topmost substrate- and the first
film-unit cells. The atomic occupation is calculated as the integrated ED divided by the
expected real part of the structure factor, f1. It should be noted, however, that the former is
difficult to extract numerically and likely to be fairly inaccurate, mainly due to the relatively
low spatial resolution of the ED map (remember that each peak consists of essentially three
voxels in each direction when using the native resolution of the diffraction pattern, as shown
in Figure 5.4).
The p4mm symmetry of the structure prohibits any in-plane movements of atoms. There-
fore, the observed shifts in the x and y-directions should be all zero. However, in DCAF, this
symmetry constraint is not applied directly in real space to the retrieved ED, but only indirectly
through the corresponding symmetrization of the diffraction pattern. The observed shifts can
therefore give a direct estimate about the approximate accuracy of the calculated peak posi-
tions. For those values listed in the table, it can be seen that the z-shifts are hardly significantly
larger than those in x and y, which means that they should be interpreted cautiously.
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Figure 5.6: Quantitative DCAF results, shown for the very reliably identified heavy atoms (blue) and
the more unstable oxygen atoms (red). The vertical dashed line marks the position of the nominally
first YBCO layer above the interface. (a) Atomic displacements in the z-direction with respect to a
bulk-like YBCO structure, measured in fractions of the STO unit cell. (b) Calculated occupation of the
atomic sites as a function of depth (see text for details).
This result is summarized graphically in Figure 5.6 for the entire film, where both the atomic
shifts in the z-direction and the calculated occupation for each site are plotted. Both should
be interpreted with care, as mentioned above. The displacements along z are fairly small over
the entire film thickness and confirm the close resemblance of the film structure with a bulk-
like model. Moreover, there seems to be a consistent dilation of the heavy ion lattice in the
first two YBCO unit cells, followed by a slight compression in the topmost layers towards the
surface. The effect is very small, however, as the total displacement at the surface corresponds
to approximately 0.16 A˚ over a film thickness of close to 45 A˚.
The exceptional achievement of the DCAF algorithm in retrieving the electron density of
this film from a completely random starting guess on the one hand, and the striking similarity
between the result and a bulk-like model on the other hand, can perhaps be best appreciated
by direct comparison. Figure 5.7 shows a plot of 3-dimensional ED isosurfaces from the DCAF
solution averaged over the 10 runs (middle) next to a ball-and-stick model (left) and the
simulated ED isosurfaces based on this model (right). All of the heavy ions are obviously
present in the expected positions, and the majority of the oxygen atoms is also recovered.
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Figure 5.7: DCAF result compared to a bulk-like YBCO structure on STO: (a) ball-and-stick model,
(b) isosurfaces of the DCAF retrieved ED map, and (c) isosurfaces of a simulated ED map based on (a).
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Figure 5.8: Measured data (blue dots) in comparison to the COBRA result (red lines) for the same
four CTRs shown previously (see Figure 5.3) for DCAF. The agreement is clearly much better here, for
reasons explained in the text.
5.3.4 COBRA results
With the most probable layer stacking determined by DCAF, this starting model can now be
used as the initial reference structure for further COBRA analysis. This should remove the
cause for the ambiguity found in the initial COBRA runs (see Section 5.3). Stacking sequence
A1 automatically results in the observed BaO termination at the surface when stacking an
integer number of unit cells. Since the atomic positions determined by DCAF are substantially
the same as in the bulk model, we will take the latter as a reference. Also, the somewhat loose
support constraint is tightened by excluding the possibility of a fifth YBCO layer, for which
no indications could be found from DCAF and in the previous COBRA runs.
Since COBRA does not use atomicity, but only enforces the weaker positivity constraint, it
has more flexibility to adapt the ED to the measured structure factors, and should, in general,
achieve a better fit to the data. Figure 5.8 clearly supports this notion, displaying a stunning
agreement with the measurement. The resulting crystallographic R-factor for this solution was
R(|F |2) = 6.2% 4.
A closer inspection of the resulting electron density, shown for the usual four line-profiles
along the z-axis through the in-plane high-symmetry positions in Figure 5.9, reveals clean peaks
4Note, however, that the R-factor measure is heavily biased towards the high-intensity data points. For a
better numerical confirmation of the visual appearance on a logarithmic scale, one should use a logarithmic
R-factor to compare between different results.
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Figure 5.9: Line profiles through the high-symmetry positions of the ED map produced by COBRA
along the z-direction. The nominal interface of the reference structure is indicated by the dashed vertical
line. Tentative atom labels are shown, but the assignments, particularly in the vicinity of the interface,
are not obvious. Rather, the gradual change in peak heights may suggest intermixing at the interface.
for the heavy atoms. Most oxygen peaks are clearly visible, but exhibit dubious distortions,
which are difficult to interpret physically. They could represent shifts of the atoms and a
splitting of the average positions, but more likely they are indicative of the noise level introduced
in the COBRA analysis (which dominates the ED map after a larger number of iterations,
as discussed in detail in Section 3.4.3). The extraction of the positions and especially the
integrated number of electrons within the peaks is therefore more unstable than for the heavier
atoms. The smooth transitions from Ti to Cu and Sr to Ba in the interface region could be
indicative of a slight intermixing of these layers at the interface. On the surface side, the
fourth YBCO unit cell has a consistently reduced peak height, while maintaining the same
peak widths.
The results of a quantitative analysis of the ED map, similar to that described for DCAF,
are summarized in Figure 5.10. The observed z-shifts are very small, but show a consistent
compression of the unit cell in the out-of-plane direction, in good agreement with the DCAF
results. However, there are no signs for the dilation of the first two unit cells, but rather
the contraction seems to be very similar in all four unit cells, amounting to less than -0.16 A˚
(≈ −0.04 u.c. of STO) over the entire film thickness, or approximately 0.35%. The occu-
pation parameter calculated for each atomic site fluctuates around unity for the first three
monolayers, while being consistently lower for the fourth unit cell, suggesting an occupation of
70–80%.
A last note concerns the uncertainties to be expected for the extracted quantities. Since
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Figure 5.10: Quantitative results from the COBRA analysis for heavy atoms (blue) and oxygen (red).
(a) z-displacements of the peak centers with respect to the bulk-like starting reference. (b) Calculated
occupation of the atomic sites from the integration of a Gaussian fit to the ED peaks.
COBRA is a deterministic algorithm initialized with a given starting guess, the reproducibility
of the result cannot be assessed through multiple analysis runs. The estimation of errors is
therefore more involved and not as easily obtained as in the previous DCAF analysis. Here, we
thus dispense with a more detailed error evaluation and turn to the problem of parametrizing
a sensible physical model of the system based on the information obtained from DCAF and
COBRA.
5.3.5 The “standard model”
Following our strategy for the structure determination, we now need to build up an parametrized
atomic model for the YBCO/STO structure, based on the insights obtained from the direct
methods analysis. We will therefore define the following parameterization as our “standard
model” for the further analysis.
Atom x y z occ.
Sr2+ 1/2
1/2
1/2 1
Ti4+ 0 0 0 1
O2− 1/2 0 0 1
O2− 0 1/2 0 1
O2− 0 0 1/2 1
Table 5.3: Atomic positions and occupations for the cubic SrTiO3 substrate unit cell with a = 3.9045A˚.
The model consists of four ML of SrO-terminated STO and four ML of YBCO, with BaO
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Atom x y z occ. Atom x y z occ.
Y3+ 1/2
1/2 0.5000 1 O
2− 0 1/2 0.0000 1/2
Ba2+ 1/2
1/2 0.1864 1 O
2− 1/2 0 0.0000 1/2
Ba2+ 1/2
1/2 0.8136 1 O
2− 0 0 0.1575 1
Cu2+ 0 0 0.0000 1 O2− 1/2 0 0.3784 1
Cu2+ 0 0 0.3561 1 O2− 0 1/2 0.3784 1
Cu2+ 0 0 0.6439 1 O2− 1/2 0 0.6216 1
O2− 0 0 0.8425 1 O2− 0 1/2 0.6216 1
Table 5.4: Atomic positions and occupations for a p4mm symmetrized unit cell of YBa2Cu3O7-x. The
symmetrization results in two half-occupied oxygen atoms in the former CuO chain planes. The unit
cell is stretched to match the in-plane dimensions of the STO substrate, while retaining its bulk-like
out-of-plane dimension: a = b = 3.9045 A˚, c = 11.68 A˚.
constituting the topmost layer, as observed in the direct methods ED maps. Tables 5.3 and 5.4
list the corresponding bulk-like atomic positions for STO and YBCO, respectively. Although
the experimental data has in principle been normalized to yield absolute values of the structure
factor, it is necessary to introduce a general scale factor — if for no other reason than to
prove the validity of the applied normalization. Further, the elements inside the substrate are
attributed an atom-specific Debye-Waller (DW) factor. No significant evidence can be found
to justify individual or even anisotropic DW factors for the film atoms, so also here we will
assign only one global parameter for each type of atom (The oxygen atoms of the substrate are
treated separately from those in the film).
Based on the established growth mode in blocks of entire unit cells, each unit cell layer is
assigned a separate occupation parameter. For the lower three layers, this occupation is fixed
at unity in the standard model, while the fourth layer is initialized with a partial occupation
of 75%.
Because of the p4mm symmetrization of the unit cell structure, the two now symmetry-
equivalent oxygen sites in the nominal CuO-chain layers of the bulk YBCO unit cell will now
be randomly occupied by oxygen, with an average occupation of 1/2, assuming the same com-
position as for the bulk. When considering a partially occupied unit cell layer, the occupation
of these oxygen sites should therefore be set to 1/2 of the corresponding layer occupation, in
order to preserve the nominal stoichiometry of the unit cell. This is enforced for all CuO layers,
apart from the one at the interface, where the intermixing might occur5.
5The assumption of a preserved oxygen stoichiometry might not actually be correct for this strained system,
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Figure 5.11: On the possible origin of interface intermixing caused by a double termination of the
substrate surface. (a) An only partially occupied SrO top layer may lead to a Sr/Ba intermixing (b)
The same for a partial coverage with TiO2, causing a Ti and Cu to mix. Note that for unit cell-by-unit
cell growth, the topmost film layer should mirror the interface, and will hence be of mixed termination
if intermixing occurs at the interface.
The particular choice of the substrate termination on SrO is arbitrary, since no definitive
statement about the stacking of the atomic layers could be extracted from direct methods.
For this reason, we allow for the intermixing of substrate and film atoms of the A- and B-
sites, respectively, within the two atomic layers at the interface, describing the two possible
substrate terminations. To avoid the formation of vacancies, the sum of partial occupations of
the atoms at one particular site is restricted to unity. The physical origin of the intermixing
can be explained as a result of a mixed substrate termination, which is likely to be present
in this sample, as no measures were taken to guarantee a single STO termination. The most
plausible scenario is that the STO surface consists of SrO islands on top of a fully covered and
thermodynamically more stable TiO2 layer, depicted in Figure 5.11 (a). Upon deposition of the
YBCO material, it seems chemically reasonable that the very similar BaO may fill in the holes
between the SrO islands (both metal ions have a nominal valence of 2+, thereby preserving
the charge distribution in the layer), followed by a first full layer of CuO2 marking the start of
the YBCO structure. The result is one atomic layer where Sr and Ba are both present. In the
diffraction data, this would be seen as an intermixing due to the structural averaging over large
interface areas. The second option, shown in Figure 5.11 (b), is the contrary situation. The
gaps between TiO2 islands on the surface are filled with CuOx, followed by a full BaO-layer,
however, although the fact that the samples are superconducting suggests that the composition is well within the
superconducting range. Since the sensitivity of SXRD to oxygen is very low, we do not expect this assumption
to have a significant effect on the refinement, and its consequences can in principle be studied later on in a more
detailed analysis.
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resulting in an apparent Cu/Ti intermixing. The number of oxygen atoms associated with
each Cu atom could vary in order to preserve the nominal net layer charge, hence the notation
CuOx.
Finally, the z-positions of all symmetry-independent atoms are added as free parameters in
the refinement. Initial tests have revealed that no significant movements can be observed for
the lower three unit cells of STO, however. These parameters have therefore been excluded
from the standard model again in order to reduce the number of free parameters as much as
possible, while maintaining the necessary flexibility of the model.
Table 5.5 gives a summary of all 61 refinement parameters of this standard model.
Parameter name Type # initial value(s)
General data set scale factor scale factor 1 1.0
Substrate DW: Sr2+, Ti4+, O2− DW 3 1.5, 0.5, 1.0
Film DW: Y3+, Ba2+, Cu3+, O2− DW 4 0.5, 0.5, 0.5, 1.0
(Sr:Ba) intermixing at interface occupation 1 (1:0)
(Cu:Ti) intermixing at interface occupation 1 (0:1)
Top YBCO layer occupation occupation 1 0.75
Atomic z-movements displacement 50 0
Total 61
Table 5.5: Free parameters of the “standard model” and their initial values used in the refinement.
5.3.6 Traditional refinement using FIT
First refinements were carried out using the FIT program for the evaluation of SXRD data by
O. Bunk [27]. It uses a simple and robust grid search algorithm which is capable of handling a
large number of parameters. However, each grid search step is performed in a strict downhill
manner, such that the algorithm is bound to find the nearest (and usually local) minimum to
the used starting guess.
Three different starting guesses have been used in the refinement. They all contain the
same initial values for the global parameters (scale factor, DW, occupations, see Table 5.5),
but differ in the starting positions along the z-direction for the individual atoms, taken as
(i) the bulk-like positions of YBCO on STO, (ii) the positions extracted from DCAF, and
(iii) those from COBRA. The refinement has been performed in two steps. First, only the
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global parameters were allowed to vary, and only in a second step were the z-positions allowed
to vary. Comparisons to a case where all parameters were varied at once showed that no
significant differences could be detected, neither in terms of the final R-factor, nor in the
parameter values themselves.
The results of the first step yielded very comparable global parameter values for all three
starting points, summarized in Table 5.6. Firstly, the general scale factor for the data at ap-
proximately 0.77 is somewhat lower than unity, but given the delicate normalization procedure
to obtain absolute values (detailed in Chapter C), represents a respectable agreement.
Starting guess based on. . .
Parameter name bulk DCAF COBRA
General data set scale factor 0.80 0.77 0.74
Substrate DW: Sr2+, Ti4+, O2− 1.84, 0.73, 1.39 1.90, 0.87, 1.20 1.83, 1.04, 1.24
Film DW: Y3+, Ba2+, Cu3+, O2− 2.61, 2.69, 2.27, 2.22 2.62, 2.67, 2.15, 2.14 2.49, 2.56, 2.05, 1.97
(Sr:Ba) intermixing at interface (0.68:0.32) (0.09:0.91) (0.03:0.97)
(Cu:Ti) intermixing at interface (0.41:0.59) (0.87:0.13) (0.42:0.58)
Top YBCO layer occupation 0.82 0.73 0.73
R-factor 0.147 0.150 0.153
Table 5.6: FIT results for the refinement of the “standard model” obtained from the bulk, DCAF and
COBRA starting guesses (after the full refinement including the z-axis displacements).
The fitted DW factors are higher than for a bulk crystal by a factor of between 1 and 5,
which seems reasonable for a thin film system. This is supported by the fact that they are lower
for the substrate atoms than for the film. Also here, the reproducibility between different fits is
excellent. The intermixing at the interface can unfortunately not be resolved with confidence,
for which the rations seem to be widely different from one another – the DCAF- and COBRA-
based results are similar for the Sr:Ba intermixing, while the bulk- and COBRA-based fits are
more consistent for the Cu:Ti occupations. Finally, the top layer occupation refines stably to
between 70% and 80%.
Regarding the z-displacements refined in the second step, the outcome is slightly more
disappointing. As already observed in the direct methods runs, the contraction in the c-
direction as a general trend is also apparent for all fits, although at a somewhat smaller level
for the fit starting from a bulk-like model, as such a collective movement of so many atoms
may be hard to realize in a grid-search method. The large fluctuations in the individual atomic
positions, however, indicate that the solutions are far from yielding a unique answer and that
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Figure 5.12: Atomic z-displacements obtained from FIT for the bulk-like (circles), DCAF (squares),
and COBRA (triangles) starting guesses, showing a large scatter in the refined positions. Heavy atom
positions are shown with filled blue symbols and oxygen atoms with the open red markers. The overall
trend for a slight c-axis contraction remains valid, but no unambiguous statements about any detailed
structural changes, especially with regard to the interface region, can be made.
the solutions represent local minima. This is also reflected in the fact that the final R-factors
are considerably higher than for the direct methods results (yet, it should be kept in mind that
the degrees of freedom in this atomic model are much reduced in comparison to the ED map
values in the direct methods).
5.3.7 Genetic algorithms: the use of GenX
In order to alleviate the problem of getting stuck in local minima during the refinement, the
fitting program GenX, which is based on a differential genetic evolution search algorithm, has
been used as an alternative to FIT. A description of the working principle of genetic algorithms
and a detailed account of the GenX implementation can be found in [28]. The set of refinement
parameters is in principle identical, apart from two important difference. Firstly, FIT can
restrict the atomic positions to comply with the p4mm symmetry, resulting in those atoms
in equivalent positions having only one shared z-displacement parameter. This restriction is
not generally applied in GenX and would have to be implemented separately for each system,
which has not been done in this analysis. Therefore, the number of atomic positions to be
refined is increased (all the oxygen atoms placed at the (1/2, 0, z) and (0, 1/2, z) positions are
now treated independently), and symmetry breaking can occur. As in the case of the DCAF
analysis, which also did not include any plane group restrictions of the real-space structure, the
result of symmetry breaking must still be sufficiently compatible with the p4mm diffraction
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Figure 5.13: Comparison of three repeated GenX run under identical conditions using the same COBRA
starting guess (run 1 = red, run 2 = blue, run 3 = green). For runs 2 and 3, also the error bars on the
parameter values are shown. (a) Final value of the general scale factor. (b) The occupation parameters
for the 4th YBCO layer (left), the Cu fraction of the (Cu:Ti) intermixing (middle) and the same for Sr
in the (Sr:Ba) intermixing. (c) The refined DW factors for the STO atoms (three values on left) and the
YBCO atoms (four values on right). (d) z-displacement values for all atom positions (plotted against
their parameter indices. The z-coordinate increases from left to right).
pattern. Any deviations from this symmetry should give indications as to how reliable the data
or the structure refinement result is.
The second difference concerns the general scale factor, which was not fitted independently
in GenX, but rather adjusted through a minimization of the squared deviations from the
measured data during the creation of each individual generation (Despite the exclusion from
the parameter list, the adjusted scale factor still represents a free parameter of the optimization
problem, however). With these changes, the total number of refinement parameters for the
standard model increases to 73.
Through the random initialization of all the members of the algorithm’s starting generation
(apart from one, which contains the provided starting guess), it is possible to establish the
reproducibility of a solution. Figure 5.13 shows a comparison of three GenX-runs performed
under identical conditions, starting from the positions determined by the COBRA analysis. For
two of the runs, the error bars determined by GenX, which are calculated as those deviations
causing a 5% increase in the figure of merit, are also shown (for the last one they were not
evaluated). The final R-factors were essentially identical for all three runs (0.150, 0.149, 0.150),
yet the spread in parameter values suggests that also using this algorithm, only local minima
could be found. These may be exceedingly close to the real solution in terms of their R-factor
values, which would mean that the fluctuations are comparable to the best achievable sensitivity
5.4. COMPARING THE RESULTS 105
Figure 5.14: Overview of all refinement approaches for the standard model, including the best R-factors
obtained.
for this system, but there is no way of knowing this for sure. So far, no better solutions could
be found. The results obtained by using either the bulk-like or the DCAF starting guess exhibit
a completely analogous behavior (not shown here).
5.4 Comparing the results
A number of different combinations of algorithms and techniques have been implemented to
solve the structure of YBCO on STO. A direct comparison of the results is problematic, since
the boundary conditions were not identical for all combinations. We have, however, tried to
keep them as consistent as possible by using the previously defined standard model, which was
based on the direct output of the DCAF electron density map. For this reason, an evaluation
seems justified and certainly instructive for the presented case. An overview of all the tested
combinations is given schematically in Figure 5.14, along with the best R-factor achieved.
Given the significant differences in the applied methods, the agreement in terms of the
resulting figure of merit is astonishing. Apparently, all the solutions found by these various
approaches describe the system with an equal degree of accuracy (which, however, does not
necessarily imply a high level of consistency). On the other hand, through the discovered
inconsistencies between equally valid analysis schemes, a realistic measure for the reliability and
sensitivity of the results can be established, and possible error sources may be more accurately
identified.
This is illustrated clearly in the present refinement results. There are a number of parameters
yielding very stable and consistent results. The system is well described by 4 ML of YBCO,
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Figure 5.15: Comparison of the refined z-displacements for different combinations of structure solution
algorithms.
whereby the topmost layer is only partially occupied between 70% and 80%, and no signs for
the presence of a fifth layer can be found. The film terminates on BaO surface. The high
crystalline quality of the film is confirmed by the very modest Debye-Waller factors of around
1.0 for the substrate atoms at the interface and approximately 2.5 for the film atoms. The
refined atomic positions consistently indicate a slight compression of the YBCO film unit cell
of less than 1%. Assuming the limiting case of an ideal Poisson ratio of 0.5, i.e., a constant
volume of the unit cell, the compression resulting from the in-plane tensile strain would be
approximately 2.5%. The observed c-axis reduction of less than 1% is in excellent agreement
with the reported Poisson ration for YBCO of 0.17 [29]. Finally, the general scale factor
for the data set of between 0.7 and 0.8 confirms the validity of the absolute structure factor
normalization in the experimental data, but gives a lower limit of ± 25% for its accuracy.
Some other features lack this degree of consistency, however. The atomic intermixing at
the interface does not give stable results in the refinement process, and does not allow one
to determine the exact elemental composition. The individual atomic displacements are very
small on average (less than 0.2 A˚), but fluctuate considerably from fit to fit. This is shown again
for all the used refinement procedures in Figure 5.15. This precludes any detailed studies on
some of the physically most relevant questions to this system, like small structural distortions
or changes in the oxygen content inside the conducting CuO2 planes.
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5.5 Fitting beyond the “standard model”
The standard model defined previously represents an attempt to identify a minimal set of
degrees of freedom obviously present in the ED map produced by DCAF. As such, it may be still
be inadequate to describe the system correctly, and any more sophisticated parameterization of
the problem is likely to lead to better results. The problem simply lies in finding these superior
models.
A few attempts have been made to either simplify or further extend the standard model,
thereby identifying the significant parameters. By restricting all atoms to their nominal posi-
tions, but allowing the c-axis constant of the YBCO unit cell to change, the effect of the slight
contraction was investigated. In addition to the compression, a further parameter describing
the (unknown) bonding distance between the film and the substrate was introduced. The re-
sults confirm the contraction, to a c-axis length of 0.9958 of the nominal bulk unit cell height,
and a small shift of the entire film towards the substrate by 0.045 A˚, yielding a final R-factor
of 0.191.
More complex models may include the fitting of individual atomic layer occupancies, site-
dependent or even anisotropic DW factors, oxygen occupation, the intermixing of different film
domains, either coherently or incoherently, the inclusion of more substrate layers, etc. In an
attempt to estimate the potential improvement in the fits, the brute-force approach of freeing
up the positions, DW-factors and occupations for each individual atom has been used. The
best final R-factor was 0.098, comparable to the systematic errors in the data set, but yielded
clearly unphysical results. At this stage, any further attempts were abandoned.
5.6 Conclusions and outlook
In this chapter, we have discussed a proposition towards a systematic approach to solving the
structure of complex structures measured with SXRD, which may be generally applicable. The
results obtained for this particular system are very encouraging, and at the same time reveal
an enormous potential for further improvements.
The global structural model emerging from our analysis can be summarized as follows: Due
to the very probable mixed termination of the growth substrate, there seem to be predominantly
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two domains of different stacking sequences at the interface, either substrate–TiO2 | BaO–
CuO2–Y–CuO2–. . . (B1) for the B-site terminated substrate regions, or substrate–TiO2–SrO
| CuO2–Y–CuO2–. . . (A3) where it is A-site terminated. The averaged structure over both
domains results in an apparent SrO/BaO intermixing at the interface, observable in the ED
maps as a gradual changeover from the Sr to the Ba peak heights. The same can be seen for the
Ti/Cu site one layer below. Also here, the there may be a certain amount of intermixing. All
other atomic layers of the structure remain in exact registry when traversing from one stacking
domain to the other. The surface termination of the film was found to be predominantly on
the first BaO layer following the Y-planes.
On the atomic level, the film structure remains exceedingly bulk-like. The typical detected
changes in bond lengths between neighboring atoms with either COBRA or DCAF are below
0.08 A˚. This value is somewhat higher after the refinement runs, but the observed fluctuations
in the bond lengths between different runs are of equal magnitude as the actual changes, which
must therefore be regarded as unreliable. Unfortunately, the final sensitivity to detect changes
in the oxygen positions or occupations was found to be insufficient to make any conclusive
statements about these aspects.
Although more detailed parameterizations of the structural model are expected to improve
the fitting results, it is questionable whether a considerable increase of the achieved sensitivity
is possible. In other words, one might succeed in producing a better agreement of the data
with the model, but whether this would necessarily result in a more accurate determination of
the individual parameters remains to be investigated. The final R-factors obtained from the
refinement procedures to this point are approximately 1.5 times larger than the systematical
errors within the underlying data set, which sets a final limit on the achievable accuracy.
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Chapter 6
YBa2Cu3O7-x on LSAT
6.1 Introduction
The structural analysis of the YBa2Cu3O7-x on (LaxSr1-x)(AlyTa1-y)O3 sample is based on
the experience gained with the YBCO-STO system. For this reason, the discussion of the
individual analysis steps will be very much reduced in this chapter, and focusses mainly on the
results provided by the various techniques.
The available literature on this particular system is scarce, and virtually no thin film struc-
ture determination studies have been attempted. The nature of the interface is unknown, and
very little information about the surface termination and the proper preparation of LSAT has
been reported [1]. The substrate used to produce this film was not prepared for a single termi-
nation, however, so the nature of its surface is, a priori, unknown. Further details of the film
growth can be found in Chapter 4.
6.2 SXRD measurements and data reduction
The SXRD measurements were carried out under identical conditions as for the YBCO-STO
samples, with an incident x-ray energy of 16.000(1) keV (λ = 0.7749 A˚). The sample was kept
at room temperature and moderate vacuum conditions inside a small beryllium container, and
was mounted on the diffractometer with its surface normal lying in the horizontal plane. The
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reference lattice for the measurements has been defined as simple cubic with a lattice constant
of a = 3.866 A˚, resulting in a reciprocal lattice unit (r.l.u.) of 2pi/a = 1.6252A˚−1.
A large CTR data set, including most rods inside the first quadrant of the in-plane reciprocal
space (h, k > 0) and many more in the remaining quadrants, has been acquired at a scan step
size of 0.01 r.l.u. along the l-direction, starting from l = 0.2 up to the highest reachable points
on the CTRs (given by the incoming x-ray angle and the wavelength) of typically around l =
4.51. The reachable in-plane Miller indices were restricted to h2 + k2 < 26 by the requirement
that the diffractometer angles for the detector should not exceed 90o. Consequently, the largest
reachable in-plane momentum transfers could be measured on the (43l) and (50l) CTRs. The
data set comprises a total of 30 CTRs with 12 184 reliable structure factors.
As mentioned in Section 4.3.1, the big unknown in this system is the accurate structure of
the LSAT substrate. To begin with, we will assume a simple cubic structure with a lattice
constant of a = 3.866 A˚. The diffraction pattern shows strong Bragg peaks at all the expected
positions for this structure and clean CTR signals in between. Any of the other reported
structures are characterized by slight distortions of this simple cubic structure, resulting in
a larger unit cell. All of the proposed models would result in measurable intensities at half-
integer positions in reciprocal space, i.e., on (n12 ,
n2
2 ,
n3
2 ) positions, where the ni are integers.
Figure 6.1 (b) shows a detector image of such a Bragg peak at (1/2, 1/2, 1/2), proving that
such distortions do exist and the unit cell is indeed larger. However, comparing the intensities
of these superstructure peaks with the ones corresponding to the simple cubic structure, we
find that the former are weaker by a factor of approximately 105. Their broad shape further
indicates that the structure of the doubled unit cell is not well-defined. This is not surprising,
considering the stoichiometry of the material. Each A and B-site of the lattice can be occupied
by one of two elements, respectively, yielding 215 different possible arrangements for the nearest
neighbors of any oxygen octahedron, each of which might induce a slightly different distortion
of the lattice. Hence, we observe an average over all of these distortions, resulting in the
observed broad features. We could not observe any signal between these half-integer Bragg
peaks along l, proving that they are caused by a weak bulk effect, resulting in unmeasurably
weak CTRs. The YBCO film structure apparently does not contribute to any signals apart from
the integer order CTRs, proving that its structure is well-described by assuming an in-plane
lattice constant equal to the simple cubic LSAT approximation.
1The (00l) specular rod was, unfortunately, acquired under different experimental conditions in a θ-2θ-scan
and could not be reliably scaled and interpolated to match the remaining data set.
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Figure 6.1: (a) Plot of all CTRs of the (21l) and (12l)-families, demonstrating the p4mm symmetry
of the diffraction pattern. (b) Detector image of the (1/2, 1/2, 1/2) Bragg peak of LSAT, taken without
transmission filters. The inset shows a typical integer-order Bragg peak, recorded with a filter trans-
mission of 8.4 × 10−6, broadened mainly by the large beam footprint on the sample (same spatial and
color scales), for comparison.
From all reported LSAT structures, the orthorhombic phase in the (001) orientation would
exhibit the lowest surface symmetry of p2mm2. Comparing the eight CTRs of the (21l) and
(12l)-families, shown in Figure 6.1, it becomes apparent that the symmetry of the diffraction
pattern can safely be assumed to be p4mm within the accuracy of the measurements.
These findings justify the simplification of the LSAT bulk structure to a quasi-cubic unit
cell with randomly occupied A- and B-sites, where the La/Sr and Al/Ta intermixing is equal
to the stoichiometric ratios of the two elements, respectively. The resulting atomic coordinates
and site occupations are summarized in Table 6.1.
The symmetry properties of the data set have been further investigated by applying dif-
ferent symmetrizations, in particular for a p4mm and a p2mm symmetry, and comparing the
resulting systematical errors between equivalent structure factors (refer to Section C.9 for a
detailed description of the procedure). As in the case of YBCO-STO, also for YBCO-LSAT,
the statistical contributions stat to the total error std were negligible compared to the sys-
tematical deviations syst. The determined values for a p4mm and p2mm symmetrization are
summarized in Table 6.2.
Interestingly, the errors for the higher p4mm symmetry are lower than for p2mm. This
2The symmetry at the surface could, of course be further broken and correspondingly lower.
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Atom x y z occupation
La3+ 1/2 1/2 0 0.272
Sr2+ 1/2 1/2 0 0.728
Al3+ 0 0 1/2 0.648
Ta5+ 0 0 1/2 0.352
O2− 1/2 0 1/2 1
O2− 0 1/2 1/2 1
O2− 0 0 0 1
Table 6.1: Atomic positions and occupations for the quasi-cubic (La0.27Sr0.73)(Al0.65Ta0.35)O3 substrate
unit cell with a = 3.866 A˚.
Symmetry stat syst std
p4mm 0.007 0.070 0.070
p2mm 0.005 0.099 0.099
p4mm (1st quad.) 0.008 0.050 0.050
Table 6.2: Systematic errors between symmetry equivalent reflections, evaluated for the p4mm and
p2mm symmetries from the entire data set, and for the p4mm, averaging only over the data from the
first quadrant.
gives an important hint regarding the nature of the systematic errors. Apparently, data only
within a single quadrant is much more consistent than with respect to the other quadrants.
This results in a decrease of the mean systematic error for p4mm compared to the p2mm
averaging. In other words, the contributions from the other quadrants must show significantly
higher systematic deviations. This is confirmed by performing the p4mm averaging only over
the data within the first quadrant, which yields a much lower average systematic error, as
shown in the last line of Table 6.2.
For the calculation of the final data set, therefore, only CTRs within the first quadrant
were selected. While this certainly leads to an underestimation of the systematic error, it
should produce a data set with an improved internal consistency between different CTRs3.
The averaging procedure using the p4mm symmetry then leads to a total of 5952 independent
structure factors on 14 different CTRs in one octant of the reciprocal in-plane coordinate grid
3In the measured data set, not all CTRs have the same number of symmetry-related equivalents, nor are
these equivalents from the same quadrants. The averaging over the entire data set therefore leads to a different
biasing of the various CTRs and introduces a certain degree of asymmetry, which may be deleterious for further
data analysis. Obviously, the overall systematic error should be calculated from the entire data set, though.
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(0 6 h and 0 6 k 6 h).
6.3 Solving the structure
Based on the experience gained with the YBCO-STO system discussed in the last chapter, we
begin the structural analysis directly with DCAF, and use that result as a starting point for
all further analysis.
6.3.1 DCAF analysis
Initial DCAF runs performed on the YBCO-LSAT system were somewhat more unstable than
for YBCO-STO. Figure 6.2 shows the results of ten randomly initialized DCAF runs under
identical conditions. Seven out of the ten solutions (marked by the thick lines) are fairly
consistent with each other, while solution number 5 fails to produce an ED compatible with
the expected YBCO structure. The remaining two solutions, number 6 and 3, have the same
atomic stacking sequence as the other seven solutions, but are shifted by one substrate unit cell
up and down, respectively. This is a consequence of the film shift constraint applied in DCAF,
where the fluctuations in the height of weak ED peaks at the surface can induce a shifting
operation, depending on the chosen atomicity threshold level (see Section 3.4.2 for details). By
carefully selecting only those results compatible with each other, however, a reliable analysis
of the features in the ED map is still possible.
Integration of the total ED in the obtained maps indicates that the measured structure
factors predict a total number of electrons significantly lower than that expected for a nominal
YBCO composition of the observed layer thickness, possibly caused by inaccuracies in the
data correction procedure. An artificial scaling factor of 1.7 was thus applied to the measured
structure factors, and the atomicity threshold slightly increased. After this optimization, the
DCAF convergence was markedly improved, giving consistent results for all ten runs, and
no occurrences of multiple solutions were observed. The average R-factor over all runs was
R = 10.2% (lowest: 9.7%, highest: 10.7%).
The averaged ED over ten optimized DCAF runs is shown in Figure 6.3. Throughout the
entire film, the atomic arrangement corresponds exactly to what would be expected for YBCO.
The alternation of Ba-Y-Ba is clearly visible, and all Cu peaks have approximately the same
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Figure 6.2: Comparison of the ED maps resulting from ten initial DCAF runs for the (LaSr)-Y/Ba and
(AlTa)/O-Cu/O lines. Seven mutually consistent results are marked by thick lines. Solutions 3 and 6
are identical in terms of the atomic stacking sequences, but shifted down or up by one substrate unit
cell (indicated by the arrows), while solution 5 failed to produce a sensible atomic distribution.
height and correct ratio with respect to the heavier A-site atoms. Most oxygen atoms are also
present, apart from in the topmost atomic layers. This is probably an artifact, due to the
decrease of the peak heights towards the surface, which is mainly a consequence of the window
function applied to the experimental data rather than a real effect. This may cause the surface
oxygen peaks to drop below the detection threshold of the atomicity constraint. The oxygen
absences within the Y planes are correct, however, and even the fact that the Cu atoms are
displaced towards neighboring Y sites can be clearly observed. The changeover from the LSAT
substrate to the YBCO film is gradual, and the possibility of intermixing seems likely in at least
three layers at the interface (The corresponding atom assignments in the graph are indicated by
a question mark). Undoubtedly, the alternating stacking of A- and B-type layers prevails across
the interface, however. The terminating layer at the surface consistently shows an additional
small peak at a nominal Ba site on top of complete YBCO unit cell terminated on the CuO
chain layer, suggesting the possibility of a BaO overlayer at the surface (the corresponding
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Figure 6.3: Averaged and artificially upsampled (×3) ED line-profiles from ten optimized DCAF runs.
Four line-cuts through high-symmetry points of the in-plane structure are shown. The black vertical
line marks the approximate position of the interface between YBCO and LSAT. Tentative assignments
of the atomic species are shown above the peaks.
oxygen peaks would be too weak to be observed, due to the strong drop-off effect at the surface
caused by the window-function).
The results of a quantitative analysis of the peak positions in the ED map are shown in
Figure 6.4. Only those values are plotted for which the ED peak could be unambiguously
identified in at least 5 out of the 10 randomly initialized runs. The z-displacements exhibit
again a slight contraction with respect to a bulk-like YBCO unit cell, which was assumed
to have a c-axis lattice constant of 11.68 A˚. Otherwise, no significant atomic movements are
visible. The analysis of the occupancies is somewhat undermined by the unknown effect of the
window function (see above). For the bulk part, the correct stoichiometry of the intermixed
cation sites was not taken into consideration here, and the integrated electron density within
the peaks is simply compared to the full occupation of only one of the intermixing species,
explaining the large discrepancies observed.
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Figure 6.4: Results of a quantitative analysis of the DCAF results. The values for more stably deter-
mined heavy atom are shown in blue, and those for the much lighter oxygen atoms in red. (a) Atomic
displacements in the z-direction with respect to a bulk-like YBCO reference structure, measured in
fractions of the simple cubic LSAT unit cell parameters. (b) Calculated occupations of the atomic sites
as a function of depth.
6.3.2 The “standard model”
The “standard model” based on the DCAF results is constructed in a manner analogous to
that for the YBCO-STO case, discussed in the last chapter, and contains the following fea-
tures:
− One unit cell of bulk-like LSAT, terminated on the B-type (AlTa)O2 layer, as a substrate
(coordinates and occupancies as given in Table 6.1).
− Four unit cells of bulk-like YBCO, starting on the A-site BaO layer and correspondingly
terminating on a CuO layer (where the chain oxygens randomly occupy the two available
positions).
− A single BaO overlayer at the top of the film, initialized with an occupation of 0.1.
− The occupation of the topmost YBCO unit cell is initialized with a value of 0.75, while
all lower layers are assumed to be fully occupied.
− Global Debye-Waller factors for each kind of atom in the structure (oxygens within the
sample are treated separately from those in the film).
− Three layers of potentially intermixed layers at the interface (two topmost substrate layers
plus the first film layer).
− A general scale factor.
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The number of free fit parameters and their initial values are summarized in Table 6.3. Tests
where more than one unit cell of the LSAT bulk has been included have not yielded any
significant improvements. In order to limit the number of free parameters, the standard model
therefore includes just one LSAT unit cell.
Parameter name Type # initial value(s)
General data set scale factor scale factor 1 1.0
Substrate DW: La3+, Sr2+, Al3+, Ta5+, O2− DW 5 1.5, 0.5, 0.5, 0.5, 1.0
Film DW: Y3+, Ba2+, Cu3+, O2− DW 4 0.5, 0.5, 0.5, 1.0
(LaSr:Ba) intermixing in top substrate layer occupation 1 (1:0)
(AlTa:Cu) intermixing in top substrate layer occupation 1 (1:0)
(LaSr:Ba) intermixing in bottom film layer occupation 1 (0:1)
Top YBCO layer occupation occupation 1 0.75
BaO overlayer occupation occupation 1 0.10
Atomic z-movements displacement 56 0
Total 71
Table 6.3: The 71 free parameters of the YBCO-LSAT “standard model” and their initial values used
in the refinement.
6.3.3 COBRA results
COBRA runs starting from the standard model have essentially confirmed the initial structure
without providing further details or giving hints to necessary changes of the starting model.
One interesting aspect concerns the BaO overlayer. To test the authenticity of this feature,
COBRA was initialized with a reference model which did not contain the overlayer. In the
course of the analysis, however, the feature reliably reappeared in the ED map, providing a
very strong confirmation for its existence, as found with DCAF. The occupation of the top
layer, however, remained very low at values between 10% and 25%.
A detailed analysis of the ED maps resulting from COBRA has been set aside for this
system, due to the lack of new information.
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6.3.4 Analysis with FIT
The classical model refinement of the standard model was again carried out using FIT. The
p4mm symmetry of the model is strictly enforced. Furthermore, the intermixing at the interface
is restricted to occur on three atomic sites, meaning that the positions of the intermixing
cations had to be identical for each site. Physically, this requirement may not be sensible, as
the various competing forces may well cause different displacements, depending on the atomic
species. However, a relaxation of this requirement is not expected to change the nature of the
solution significantly.
The solutions obtained with FIT from the standard model are, unfortunately, very unreli-
able. Many atoms exhibit unphysically large movements, and also the DW factors for Sr and
Al consistently take on unreasonable values far above 20. Restricting the z-displacements of
the atoms and the DW-factors does not help. Attempts to refine the global parameters in a
first fit, followed by a second run which includes all the z-displacements did not improve the fit
quality significantly, and still result in unphysical values. This behavior is observed regardless
of whether the bulk-like starting positions or those provided by DCAF are used. The best
achieved R-factors were 24% when starting from bulk, and 25% for the DCAF positions. In-
spection of the CTRs (not shown here) shows a poor fit of the data to the final models, clearly
indicating that the obtained solutions are far from optimal.
Despite the obvious problems in finding a meaningful solution, three of the model parameters
were found to give very consistent results with FIT, namely the general scale factor for the
data set (0.44–0.47), and the occupations of the topmost YBCO unit cell (0.59–0.70) and the
BaO overlayer (0.15–0.26).
6.3.5 Analysis with GenX
In contrast to FIT, the p4mm symmetry was not enforced in the analysis using GenX, the
reason for which was explained in Section 5.3.7. The same applies to the position of the
intermixing atom at the interface. There, each atom involved in the intermixing can have
a different position in the GenX refinement. Therefore, the number of free parameters in
the system is increased to 83, and due to the additional degrees of freedom, a slightly better
agreement with the data is to be expected than with FIT.
6.3. SOLVING THE STRUCTURE 123
0.54
0.56
0.58
0.60
0.62
0.64
ge
ne
ra
l s
ca
le
 fa
ct
or
0.0
0.2
0.4
0.6
0.8
1.0
o
cc
u
pa
tio
n
0.00
0.50
1.00
1.50
2.00
2.50
3.00
D
W
 fa
ct
or
-4 -2 0 2 4 6 8 10 12
z-position [LSAT u.c.]
-0.15
-0.10
-0.05
0.00
0.05
0.10
0.15
z-
di
sp
la
ce
m
en
t [S
TO
 u.
c.]
run 1
run 2
run 3
run 4
(a) (b) (c) (d)
La/Sr/
Al/Ta/O
Y/Ba/
Cu/O
4th
Cu
Ba
Ba
OL
Figure 6.5: Comparison of four repeated GenX run under identical conditions using the same DCAF
starting guess (run 1 = red, run 2 = blue, run 3 = green, run 4 = cyan). (a) Final value of the
general scale factor. (b) The occupation parameters for the 4th YBCO layer, the BaO overlayer, the
Ba fraction of the (LaSr:Ba) intermixing and the Cu fraction for the (AlTa:Cu) intermixing. (c) The
refined DW factors for the LSAT atoms (five values on left) and the YBCO atoms (four values on right).
(d) z-displacement values for all atom positions.
A fundamental difference between FIT and GenX concerns the use of constraints for the
fitted parameters. While for the former, the application of constraints is possible in principle,
but not active by default, the latter uses the chosen constraints on each parameter for the
random creation of the starting population. Thereby, knowledge about the constraints is an
inherent property of the members of each generation, making an uncontrolled drift virtually
impossible. This is in stark contrast to the case of FIT, where each parameter is optimized
separately, and, if no constraints are active, is allowed to drift far away from its starting position
within a single cycle4.
The GenX results obtained from the standard model for this system are much better than
those produced by FIT, both regarding their agreement with the experimental data and their
stability. The resulting R-factors are in the range of R = 17.0% when using a bulk-like starting
guess, and = 16.5% for the initial positions determined with DCAF.
No unphysical movements of atoms can be observed, and virtually all atoms remain well
within the given lower and upper limits of ±0.2 unit cells of STO for their deviations away
from the starting positions, as seen in Figure 6.5, comparing four runs with identical starting
conditions based on the DCAF analysis. The stability of the global DW-factors is also very
much improved. As was the case for YBCO-STO, all substrate and film-atoms have comparable
4To prevent an exceedingly large drift within one iteration, there is, however, a parameter controlling the
maximum allowed drift distance per optimization.
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DW-factors, even though the spread in the substrate values is somewhat larger. This is espe-
cially true for the La/Sr atoms, and may be related to the slight distortions of the real LSAT
structure compared to the ideal simple cubic structure assumed in the reference structure (see
Section 7.2).
The results for the general scale factor are somewhat higher than the values found with
FIT, and show a peculiar distribution with two low and two high values, the reason for which
is unknown. The occupation results are fairly consistent, resulting in an approximately 60%
coverage of the topmost YBCO layer, and 10-15% for the BaO overlayer. The intermixing
occupations at the interface fluctuate more, and should be interpreted with care.
6.4 Comparing the results
Due to FIT’s difficulties in determining a meaningful solution, a direct comparison of the
results obtained from the various combinations of algorithms is difficult. When plotting the
z-displacements for all methods in one graph (see Figure 6.6), however, it may be seen that the
fluctuations in the final positions obtained with FIT for the standard model are not significantly
larger than for those determined with GenX.
Consequently, there are hardly any signs for consistent trends in the displacements. Possibly,
the interface region is slightly expanded, but this expansion does not seem to translate into
the YBCO lattice on top of the substrate (which is still referenced with respect to a bulk-like
model). In contrast to the YBCO-STO system, the potential c-axis compression observed with
DCAF is also much less obvious after the refinement.
6.5 Conclusions
In summary, the analysis of the YBCO-LSAT data has been more ambiguous than for YBCO-
STO, and has not led to an unequivocal conclusion regarding the fine details of the structure.
The main reason for that may be that the chosen parameterization for the standard model
is actually not an adequate description of the system. More detailed refinement studies and
model optimizations would be required to investigate this point further.
6.5. CONCLUSIONS 125
-4 -2 0 2 4 6 8 10 12
z-position [LSAT u.c.]
-0.15
-0.10
-0.05
0.00
0.05
0.10
0.15
z-
di
sp
la
ce
m
en
t  
[LS
AT
 u.
c.]
Bulk + FIT
Bulk + FIT (O2-)
DCAF + FIT
DCAF + FIT (O2-)
Bulk + GenX
Bulk + GenX (O2-)
DCAF + GenX
DCAF + GenX (O2-)
Figure 6.6: Comparison of the refined z-displacements for different combinations of structure solution
algorithms. Note that some data points are cut off by the choice of the y-axis limits, which were chosen
in order to highlight any potential trends seen in small displacements. Shown are only those solutions
with the lowest R-factor for each of the four different approaches.
Another possibility is that the data set contains systematic errors, resulting in an incon-
sistent intensity distribution for which no good solution can exist. However, the good results
obtained from DCAF provide strong evidence against such a scenario.
In its present state, the analysis of this system is able to provide a general picture of
the global film structure with high confidence. The DCAF solution, based only on a priori -
information and the measured structure factors, gives an excellent and model-independent
confirmation for the correct atomic structure and the high quality of the heteroepitaxially
grown YBCO film. The sensitivity to detect more subtle changes on the atomic level with
high precision is insufficient, however, to answer many of the physically much more relevant
questions regarding, for example, the exact interfacial structure, the distribution of oxygen
atoms within the film, and the structural changes induced by the symmetry and strain of the
substrate.
It should be stressed again, however, that the overall observed deviations from an absolutely
bulk-like model are very small. The global structure of this very thin film may therefore be
confidently regarded as very similar to a bulk crystal, a fact which may have a significant
impact for the use in technological applications on the one hand, and the interpretation of
surface-sensitive measurements performed on such films, on the other hand.
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Chapter 7
Results on NdGaO3 Substrates
7.1 Introduction
The third growth substrate used in this study is NdGaO3(110) (NGO), chosen for its nominal
A-site termination, the slight orthorhombicity of the surface unit cell and its excellent lattice
match with YBCO (see Section 4.3.1).
In a first step, the bare NGO surface after the annealing procedure was measured, in order
to characterize the structure of the growth substrate before the deposition of thin films, and to
independently confirm that the surface termination is on the A-site (NdO) layer. Then, the two
samples with four ML of YBCO grown on top of unprepared and annealed NGO, respectively,
have been investigated. Details about the growth of the films and the substrate preparation
can be found in Chapter 4.
Unfortunately, no satisfactory structure determination could be obtained on these samples
to date. The technical challenges involved in the use of NGO(110) as a growth substrate and
the consequent problems with regard to the use of direct methods and traditional refinement
procedures will be discussed briefly in this chapter. We will not go into great detail, but a
short review of the experience gained with this system may help to develop an understand-
ing for the limitations of our analysis approach, and hint at possible improvements for next
experiments.
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7.2 SXRD measurements and data reduction
The experimental conditions used to record the diffraction data of the bare NGO(110) substrate
surface and of the four-ML-thick YBCO films on NGO are identical to those reported for
YBCO-STO and YBCO-LSAT in the previous chapters.
The first obstacle when working with NGO is the definition of a useful surface unit cell for
the (110) oriented crystal. Ideally, the c′∗-direction of the new unit cell should be perpendicular
to the physical surface, such that the CTRs run along the l-direction. This requirement results
in the real space a′ and b′ axes lying in the surface plane. Our particular choice of surface
coordinates is illustrated schematically in Figure 7.1. The surface unit cell has a volume twice
as large as the original orthorhombic bulk unit cell, and the c′-axis is no longer perpendicular
to the surface planes. In reciprocal space, the situation is reversed. The c′∗-direction is normal
to the surface, but the a′∗-axis is inclined with respect to the physical surface. This results in
the “in-plane” Bragg peaks with H > 0 lying below the physical surface plane, and therefore
they cannot be seen in the experiment. However, the deviation from an orthogonal coordinate
system is very small (β′∗ = 89.27o).
Another important difference from the previously analyzed systems lies in the symmetry
of the surface unit cell. The Pbnm symmetry of the orthorhombic bulk structure results in
the relatively low pm surface symmetry. The only mirror plane lies in the a′c′-plane, leading
to the equivalence of (HKl) and (HK¯l) reflections. The irreducible part of the diffraction
pattern therefore consists of all CTRs with K > 0. Compared to the p4mm symmetry of the
YBCO-LSAT and YBCO-STO systems, this means a large increase in the number of CTRs to
be measured for a structure determination by approximately a factor of four. Furthermore, the
unit cell parameters are approximately twice the size as for the simple cubic LSAT and STO
unit cells. In order to obtain a similar resolution on the atomic level in real space, one thus
has to measure twice as far in terms of the H and K indices of the CTRs. As an example, let
us assume we have measured a complete data set for STO with 0 6 H 6 4 and 0 6 K 6 H,
comprising a total of 15 CTRs. A complete data set on NGO(110) having the same real space
resolution consists of all CTRs with −8 6 H 6 8 and 0 6 K 6 8, which amounts to 153
individual rods. One challenge for these systems is therefore simply the acquisition of sufficient
amounts of data.
As a consequence of the low surface symmetry, the restrictions on the allowed atomic move-
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Figure 7.1: (a) Definition of the (110) surface unit cell of NGO (red) with respect to the orthorhombic
(001) bulk unit cell (blue). The shaded corners highlight a plane belonging to the {110} family. Note
that this definition of the coordinates results in a doubling of the unit cell volume and a c′-axis, which
is not perpendicular to the physical surface, but encloses an angle of β′ = 89.27o with the surface plane,
leaning into the new (100) direction, as shown in (b). The corresponding reciprocal space lattice, drawn
in (c), has its c′∗-direction perpendicular to the surface (indicated by the dotted line), but the a′∗-axis
is no longer in-plane. The b′∗-axis is perpendicular to the plane of the paper and still lies within the
surface plane.
ments within the surface or film layers are less stringent, and the number of free parameters of
any model is therefore also dramatically increased, rendering a reliable structure determination
more difficult. For example, all atoms are now allowed to move within the a′b′-plane, as long
as the movements conform to the mirror symmetry with respect to the a′c′-plane.
For the bare NGO(110) substrate surface, a complete data set with −7 6 H 6 7 and
0 6 K 6 7 has been measured, plus 27 equivalent rods to establish the systematic error, which
was found to be approximately 10%. The step-size along l was chosen to be 0.05 of a r.l.u., and
the scans were started at l = 0.4 and continued up to the highest reachable l-values. The pm-
symmetrized data set contains approximately 19 600 structure factors on 120 individual CTRs.
Figure 7.2 shows a plot of all measured inequivalent CTRs to convey a visual impression of the
sheer size of the data set.
In the case of the YBCO films on NGO(110), the step size in l had to be reduced to 0.02 r.l.u.,
in order to resolve the Laue oscillations between the YBCO Bragg peaks. Due to the increase
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Figure 7.2: Logarithmic CTR plots of the entire acquired NGO(110) data set (no geometric correction
factors applied), sorted according to their H and K indices. Each rod is scaled individually. The data
set is fairly “complete”, in the sense that it contains all CTRs within a certain range of H and K, with
reciprocal space data only missing for the experimentally not readily accessible low l-values.
in measurement time, it was not possible to measure complete data sets with the required
resolution within the available beam time. The two data sets contain 65 and 88 inequivalent
CTRs for the films grown on annealed and as-received NGO substrates, respectively. To date,
only the second set has been analyzed, yielding a total of close to 32 000 structure factors.
7.3 Direct methods results
Direct methods runs on the NGO surface and YBCO-NGO film system have not been able to
yield any satisfactory results, neither using COBRA nor DCAF. The reasons for this failure
are not known with certainty.
In case of the NGO surface, the available data set is fairly complete, apart from the low-l-data
points which could not be measured reliably using the open slit geometry (see Chapter B)1. The
diffraction data from the highly crystalline sample was very clean and easily extracted from
the detector images (see Chapter C). Insufficient quality of the data therefore seems a very
1This is no different than for the YBCO-STO and YBCO-LSAT systems, however. Despite this general
problem, the results obtained in those cases were far superior to those for NGO.
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unlikely reason for the failure. A much more likely cause may be the somewhat complicated
symmetry of the NGO(110) unit cell. So far, COBRA and DCAF have been used exclusively
for the structure determination of high-symmetry systems, and it is difficult to judge whether
their code can deal with sufficiently general symmetry classes. Furthermore, while being very
effective for thin film systems with a well-defined layer thickness, the highly successful film shift
projection used by DCAF may not be as efficient for systems which show only minor structural
changes with respect to the bulk reference. Further studies would be required to investigate
these effects in more detail.
For the YBCO-NGO film system, the most likely cause for failure is the incompleteness of
the data set. After removing unreliable data points in the data set and accounting for all the
missing CTRs and low-l-data necessary to fill up a reciprocal space volume with −6 6 H 6 6
and 0 6 K 6 6 up to l-values of 9.5, the completeness of our data set was below 40%. In
addition, the real space resolution resulting from this data set is so low that the application
of the atomicity constraint in DCAF becomes problematic, as the individual atoms are not
necessarily well enough separated from each other2. COBRA, on the other hand, does not use
an atomicity constraint, but still failed to produce meaningful ED maps.
7.4 Refinement of the NdGaO3 surface using GenX
Attempts to directly refine the structure of the bare NGO(110) surface, starting from a bulk-
like NdO terminated reference structure, have also been unsuccessful. Multiple refinement
runs have yielded mutually incompatible solutions without any satisfactory agreement with
the data. This is not very surprising, considering the number of free parameters if the system
is allowed to relax down to only one surface unit cell, comprising four atomic layers. This
involves finding the x,y, and z-coordinates of 20 symmetry-independent atoms, and possibly
their occupations and associated DW-factors. The refinement therefore contains more than
80 free parameters, and there is no reliable starting guess available from direct methods. A
comparison of the measured data with simulations obtained for bulk-like surfaces, terminated
2Consider, for example, the voxel size along the a′-axis, which is given by 1/(2|h|max+1) = 1/(2·6+1) = 1/13
of an NGO unit cell. We need to resolve four atom positions along that axis. Each atom occupies 3 voxels in
the atomicity constraint, giving a total of 12 occupied voxels out of the 13 in total. The occupied voxels of one
atom are therefore in contact with those belonging to another atom. Movements of the atoms can therefore lead
to an overlap which is not compatible with the atomicity constraint.
132 RESULTS ON NdGaO3 SUBSTRATES
10-4
10-3
10-2
10-1
100
101
102
103
|F|
2
0 2 4 6 8
l [r.l.u.]
10-4
10-3
10-2
10-1
100
|F|
2
0 2 4 6 8
l [r.l.u.]
0 2 4 6 8
l [r.l.u.]
(04L) (05L) (41L)
(33L)(13L)(30L)
Figure 7.3: A selection of measured NGO(110) CTRs (blue circles) in comparison to the simulated
CTRs (red lines) for a bulk-like surface structure, terminated either on NdO or GaO2 (which give
identical CTRs). Note that the upper three CTRs with even values of H have significantly higher
values for |F |2 than those in the lower graphs with odd values of H.
either on NdO or GaO2, is show in Figure 7.3. Note that the two models, differing only in their
terminating layer, have identical diffraction patterns, as long as all atoms remain on bulk-like
positions. This degeneracy is lifted, however, once the atoms begin to rearrange.
The large discrepancies between the models and the experimental data suggests significant
atomic rearrangements at the surface, the nature of which is unknown, however. In other
words, these starting guesses are most certainly too far from the real structure to yield a
successful fitting solution. Due to the lack of complementary information, the refinement runs
have therefore been abandoned after several attempts.
7.5 Conclusions
In conclusion, no meaningful results could be obtained for the systems involving the NGO(110)
substrates. We are confident, however, that this does not represent an intrinsic limitation of
direct methods, but is rather caused by an insufficient data set, considering the size of the
structure solution problem, possibly in combination with the algorithms not yet being adapted
to dealing with sufficiently general symmetry definitions.
Chapter 8
Conclusions and Outlook
In Chapters 5 and 6, we have described in detail our attempts to solve the structure of an
approximately four ML-thick YBCO film on top of STO and LSAT, with the aim to rely as
much as possible only on the information directly obtainable from the measurements, and thus
preserving the highest possible degree of objectivity, through a well-defined set of procedures,
for the analysis. To date, this ambitious proposition has been to a large extent successful,
although by no means as straightforward or clear-cut as initially envisaged. The reasons for
this are manifold, and will be summarized in the next paragraphs.
Most importantly, it has to be stressed that in spite of all efforts, the procedures were in fact
not entirely model-free or objective. Starting with the selection of adequate data sets and the
extraction of the intensities from detector images, via the choice of constraints used in the direct
methods, the interpretation of the resulting ED map and its particular parameterization, up to
the choice of refinement parameters and the type of figure of merit, there are many decisions
to be made throughout the entire analysis, for none of which there is a clear and well-defined
choice. Rather, the success of the analysis still relies largely on the intuition and experience of
the experimentalist.
Another critical factor for success is the quality and the amount of the available diffrac-
tion data itself. The use of the PILATUS pixel detector has led to a marked increase both in
the acquisition speed and the reliability of the data, opening up the possibility to investigate
systems of unprecedented complexity. At the same time, adaptation of established measure-
ment procedures to this new technology is necessary, requiring a profound understanding of
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the underlying physical and experimental principles. Only then can the full potential of the
detector’s capabilities be exploited to extend the frontiers of surface structure determination
methods. It is expected that, based on the experience gained with the PILATUS detector,
further improvements of the data acquisition process will yet provide significant enhancements
of the obtainable data quality, which will, in turn, allow for more precise structure determina-
tions. Naturally, this step does not solely include the detector aspects, but the high quality
and efficiency of the new detectors may call for an improved overall performance and stability
of the beamline.
One particular limitation of the current SXRD setup at the Materials Science beamline
of the Swiss Light Source is related to the insertion device. The large size of the focussed
synchrotron beam produced by the wiggler results in a complete flooding of the sample in the
beam direction at grazing incidence angles [1]. When recording data in the stationary (open
slit) geometry, the entire illuminated area is visible to the detector and the diffraction data
represents its average response. The sample must therefore be exceedingly homogeneous over
its entire extent, up to the edges of the specimen. Additionally, the scattering from the edges
themselves must be assumed to have no effect on the measured data. Finally, the exact extent
and shape and the precise orientation of the sample on the diffractometer must be known to
correct for the change in the illuminated area as a function of diffractometer angles. Obviously,
this situation is not ideal to obtain high-quality data. The use of an undulator instead of a
wiggler source would greatly improve the situation, thanks to the much smaller beam spot sizes
and the higher achievable brilliance. The sample could be illuminated in a well-defined region
close to the center of its surface, even at grazing angles, while the brilliance of the beam would
guarantee sufficient scattering intensities. Undulator radiation at the MS beamline is planned
for the end of 2010.
Finally, one should also keep in mind that direct methods for SXRD are only just becoming
available, and high-quality SXRD data sets for the use with direct methods have been very
difficult to obtain until recently. Experience with these methods is therefore still limited and
restricted to a few groups worldwide. This pioneering work has resulted in several successful
structure determinations, which convincingly corroborate the unique strengths and the useful-
ness of these methods. However, development is still ongoing, and the full potential is far from
being exhausted. Significant improvements in the performance of direct method algorithms
seem to be a realistic prospect. However, this will require many more tests and systematic
studies to develop a comprehensive understanding of all elements constituting the approach,
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and to identify those factors crucial for the success of the method. This understanding will
have to go hand in hand with the optimization of the data acquisition to fulfill the particular
requirements for direct methods, which are most certainly quite different than for traditional
refinement procedures.
Our attempts to achieve an absolute scaling of the structure factor amplitudes from the mea-
sured diffraction intensities have yielded very promising first results. The corrected structure
factors are definitely of the right order of magnitude and certainly within a factor of two to three
of the real values. A more precise estimate of their accuracy is presently difficult, due to the
lack of a well-defined standard. The refined scale factors for the YBCO-STO and YBCO-LSAT
systems represent only an approximation, because the true structural solution is still unknown
and the accuracy of the obtained scaling parameters is therefore an open question. Secondly,
the above-mentioned problems related to the flooding of the sample are expected to introduce
additional experimental errors. Precise quantification can therefore only be accomplished by a
direct comparison to a well-known model system of very high crystalline quality, for example
using the Si(111)(7×7) reconstruction, and under ideal experimental conditions. In a second
step, the tolerance of the available direct method algorithms to slight deviations away from the
correct scaling factor should then be analyzed. Our results indicate, for example, that DCAF
is sufficiently robust to tolerate deviations up to a factor of two and still produces meaningful
ED maps. Most importantly, however, by analyzing the resulting ED maps in terms of the
integrated number of electrons, a direct feedback about the scaling can be obtained and the
proper corrections may be applied.
The application of DCAF to the data sets of YBCO-STO and YBCO-LSAT has led to a
successful retrieval of representative ED maps, which clearly showed a distribution of atoms in
close agreement with a bulk-like YBCO film on top of the corresponding substrate structure.
The interpretation of these ED maps allowed us to construct a structural model that could be
used as a starting point for refinement procedures.
The importance of the DCAF results cannot be overstated. Based only on the experimental
data and the a priori knowledge that the system should be made out of atoms, have a positive
electron density, and a finite film thickness, DCAF was able to retrieve the three-dimensional
ED map of a structure containing approximately 70 atoms!1 The reproducibility of the struc-
1Note that this is different from “normal” bulk crystallography, in which unit cell structure far in excess of 70
atoms are routinely solved. In this latter case, the unit cell is repeated many times in all three spatial directions,
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tural information can be easily ascertained by repeating the phase retrieval several times from
randomly generated starting ED maps. Features which are stable between many runs may
therefore be adopted with confidence as being real, while the level of the fluctuations gives
an immediate feedback about the sensitivity limit. This is in absolute contrast to any model-
dependent analysis, where the adequacy of a chosen model can only be evaluated with respect
to other models, while the true structure may never be recovered.
The stability and accuracy of the ED maps obtained by DCAF and other direct methods
depend strongly on the chosen constraints. In the case of weak constraints, the solutions may
not be reproducible and fluctuate a lot between random restarts, whereas the application of
very strong constraints can affect the nature of the solution (for example, the ED map will
always contain a discrete set of peaks when atomicity is enforced). This has to be kept in mind
when analyzing the ED maps. However, in our experience, the statistically stable features of
the corresponding solutions have never been found to be mutually incompatible for different
sets of constraints [2]. While they may show a different level of structural details, we have
not yet found two stable solutions based on the same data set, which represent two completely
distinct structures.
The observation that the choice of constraints and constraint parameters is essentially in-
dependent of the nature (but not the quality) of the results, paves the way for further de-
velopments of the algorithms and provides a large flexibility to combine different successful
approaches. For example, it may be useful to initiate a given phase-retrieval run with strong
constraints, designed to efficiently determine the dominant features of a structure. This rough
approximation could then be used as the starting point for further runs, in which the constraints
are successively relaxed in order to obtain more detailed information. For each step, the re-
producibility can be easily determined, and the analysis stopped once the stability becomes
insufficient.
The COBRA method provides a very efficient way to improve the quality of an electron
density map further, starting from a rough approximation of the true structure. COBRA
giving rise to very strong diffraction features. In SXRD, we are concerned with a very thin two-dimensional layer
with a structural unit repeated only in two dimensions on top of a three-dimensional crystal, which contributes
strongly to the diffraction pattern. While this does not constitute a principle problem, the technical challenges
for obtaining SXRD data of similar quality than for a bulk crystal are still tremendous. Structure solutions
of much larger systems may therefore become routine in the future, but for the present state-of-the-art direct
methods for SXRD, 70 atoms represent a large structural unit.
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may therefore be ideal to optimize any model which is sufficiently well known to begin with,
regarding, for example, the correct number and stacking of atomic layers, etc., which may
have been determined with other direct methods or complementary techniques. Since COBRA
is not bound to any strong real-space constraints, it may pick up physical effects that are
precluded from other methods. One example is the overlapping of atoms in a folded (averaged)
structure, which is due to the presence of domains or an incommensurate match of the film
on the substrate [3], that cannot be seen when applying the atomicity constraint. On the
other hand, the weakness of the constraints also allows for the appearance of artifacts. The
final ED maps therefore have to be interpreted with equal care as that necessary for any other
method.
Whether the structural details obtained in the retrieved ED map are sufficient for a con-
clusive analysis depends mainly on the physical questions asked about the system. In many
cases, a quantitative or semi-qualitative picture of a two-dimensional structure may be a per-
fectly adequate result, while for other questions, in particular for the systematic investigation
of structural changes induced by various external factors such as temperature, pressure, film
thickness, etc., a parameterization of the structure in terms of an atomic model is indispens-
able. Naturally, the direct methods results provide invaluable indications as to how the atomic
model should be built up.
There are a few different methods available to perform the subsequent model refinement. We
have used both a robust grid search algorithm, as implemented in FIT [4], and a differential
evolution algorithm, provided by GenX [5]. For the particular systems investigated in this
thesis, the results from both methods did not differ significantly, and each has its merits
and drawbacks in terms of speed and reliability. The fits obtained from the starting guesses,
which were built up based on the feedback of the direct methods results, give no unique and
reproducible structural solution for both methods. This is most likely due to inadequacies of the
starting model to correctly describe the system, and more thorough (and correspondingly time-
consuming) refinement runs will most certainly give better results. However, they require a
manual and iterative optimization of the atomic model. Furthermore, it is essentially impossible
to prove that the final result corresponds to the correct solution of the atomic structure.
Ultimately, only reproducibility checks through random initializations or the use of different
analysis methods can establish the probability of the validity of a solution. In this context,
the importance of complementary techniques cannot be overstated, as only they can provide
independent evidence to support or reject a model obtained with SXRD.
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The structure obtained for the YBCO thin films on LSAT and STO is exceedingly bulk-like
in terms of the atomic arrangement and the ratios of interatomic distances. The influence of
the growth substrates seems to be essentially restricted to a heteroepitaxial straining of the
YBCO film, which consequently assumes the in-plane lattice constants of the surface unit cell
of the substrate. Since a = b for STO and LSAT, this results in the formation of a tetragonal
YBCO film unit cell. The tensile in-plane stress causes the c-axis lattice constant to contract
slightly by less than 1% for YBCO on STO. This value is in excellent agreement with the
contraction expected, based on the reported Poisson ratio of 0.17 [6] and the increase of the
surface unit cell size with respect to the bulk structure by approximately 2.6%.
It is interesting to note that the tetragonally distorted YBCO films are superconducting with
critical temperatures exceeding 60 K, even though the tetragonal bulk phase of YBCO, forming
at oxygen contents below 6.5, is insulating. Apparently, there is enough oxygen incorporated
in the film to allow for superconductivity, despite the substrate-induced strain.
This detailed structural information about the films is of eminent importance for other inves-
tigations. Firstly, it provides a firm structural basis for the interpretation of surface-sensitive
measurements, for example of the electronic structure using angle-resolved photoelectron spec-
troscopy. Secondly, it may serve as a well-defined and realistic starting point for theoretical
models, as for instance for band-structure calculations. Finally, the fact that the film structure
is very bulk-like allows for a direct correlation between bulk properties and experimental results
obtained from high-quality thin film samples, making them viable substitutes for bulk samples,
where the latter are unavailable in sufficient quality.
There seems to be a small region at the interface with a thickness of two to three atomic
layers where intermixing between the film and substrate atoms occurs. This could be caused
by the fact that the growth substrates were not treated to have a single termination at their
surface. The sensitivity of the diffraction data and the atomic model is, however, insufficient
to accurately quantify the intermixing ratios. Also the surface termination could not be de-
termined with absolute certainty, though there are strong indications that the topmost layer
consists of BaOx, where the oxygen content can, of course, be different than for a bulk BaO
layer.
The phase diagrams of most complex transition metal oxides exhibit a dramatic dependence
on the oxygen content of the material, resulting in a vast variety of physical properties for the
same mother compound. Some of the most interesting questions therefore concern the exact
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distribution and concentration of oxygen atoms in these structures. As an example, for the
tetragonally strained YBCO thin films, the arrangement of oxygen atoms in the nominal CuO
chain layers is most certainly different from the bulk (where the oxygen preferentially occupies
the lattice sites along the b-axis), since, in the pseudomorphically strained films, the a- and
b-directions are degenerate.
For present state-of-the-art SXRD analyses, the accurate determination of the positions and
occupations of such low-Z materials as oxygen is still very challenging. Ultimately, however,
one would like to be sensitive to small movements and partial occupations of these atoms,
setting stringent requirements on the accuracy of both the measurements and the employed
direct methods and model refinement tools.
The future will show how far improved data acquisition and streamlined data treatment
in conjunction with direct methods can establish SXRD as a standard surface and thin film
characterization technique. Based on our experience, we believe there to be a large potential,
at least for qualitative and semi-quantitative characterizations, providing information com-
plementary to many other well-established surface characterization techniques. In order to
obtain high-quality structure solutions, however, the input and interaction of an experienced
and skillful scientist will undoubtedly always be required.
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Appendix A
Basic Elements of Scattering Theory
A.1 Introduction
The origin of scattering signals from surfaces and thin films has been illustrated in a qualitative
manner based on the convolution theorem in Chapter 2. While providing an intuitive feel
about the phenomena observed in SXRD, the description is clearly impractical in terms of a
quantitative analysis of the diffraction patterns. In this appendix, we shall review some basics
of kinematical diffraction theory, which will ultimately lead to a quantitative description of the
scattering intensities we measure in an SXRD experiment.
All of the concepts collected here have been the subject of detailed description in numerous
excellent textbooks and reviews. The basics of scattering theory from bulk crystals can be
found in almost any introduction to solid state physics, for example1 those by Kittel [1], or
Ashcroft and Mermin [2]. More specific works about x-ray diffraction or crystallography include
the books by B. E. Warren [3], M. M. Woolfson [4], P. Coppens [5], J. M. Cowley [6], J. Als-
Nielsen and D. McMorrow [7], and C. Giacovazzo et al. [8]. The specialized area of surface x-ray
diffraction is well covered in selected reviews by I. K. Robinson [9, 10], R. Feidenhans’l [11], and
E. Vlieg [12], or in book chapters by I. K. Robinson [13] or J. Als-Nielsen and D. McMorrow [7].
With all these references readily at hand, there is no point trying to reinvent the wheel. Rather,
1The references given here represent only a small selection of the available literature. In no way is this
selection intended to be an objective ranking in quality or relevance for the purpose at hand, but merely reflects
the particular choice of books the author used as references, based mainly on availability.
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the aim of the present chapter is the following: Firstly, it seems useful to provide the reader
with the necessary fundamentals to follow the arguments made in this thesis without having to
resort to secondary literature too frequently. The focus is kept specifically on the most relevant
points for this work, while deliberately omitting everything else. Secondly, the nomenclature
throughout the literature is not always consistent. Therefore, we will take special care to use
a consistent notation throughout the entire derivations.
This in itself does not seem to warrant an entire chapter of such detail, however, which is
common knowledge in the relevant literature. The reason why such a thorough approach is
important lies in the way the experimental data is to be analyzed. On the one hand, the use
of area detectors in SXRD is a recent development, and in order to exploit the potential of the
“peripheral vision”, it is essential to understand precisely how the signals seen on the detector
arise and need to be interpreted.
On the other hand, the systems investigated are increasingly complex, and direct- or phase-
retrieval methods are becoming indispensable techniques to solve their structures. Whereas
virtually every SXRD experiment in the past has settled with the measurement of diffraction
intensities that are merely proportional to the calculated structure factors, the use of direct
methods requires the structure factors to be known on an absolute scale. Very few attempts
have been made to achieve this experimentally, and the available literature is scarce [14, 15].
We have succeeded in obtaining an absolute scaling. This has only been possible by thoroughly
reproducing the usual derivations, assuring that all constants and pre-factors are meticulously
accounted for in each step.
A.2 Terminology
To begin, we will briefly explain some basic terminology and define a notation which will be
used consistently throughout this work.
A unit cell is defined via its three unit cell vectors, which at the same time build up the
real-space crystal lattice. These we will denote with
a1, a2, a3. (A.1)
Atoms are placed inside this unit cell at positions
r = xa1 + y a2 + z a3 = (xa1, ya2, za3) 0 6 x, y, z < 1. (A.2)
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The lattice sites to which these unit cells are attached when building up the crystal have
position vectors
ruc = j1 a1 + j2 a2 + j3 a3 = (j1a1, j2a2, j3a3) j1, j2, j3 = integers. (A.3)
The reciprocal-lattice vectors a∗1, a∗2, a∗3 are defined through the following relation to the real-
space vectors a1, a2, a3:
a∗1 = 2pi
a2 × a3
a1 · a2 × a3 , a
∗
2 = 2pi
a3 × a1
a2 · a3 × a1 , a
∗
3 = 2pi
a1 × a2
a3 · a1 × a2 . (A.4)
Finally, the incoming and scattered wavevector k and k′, and the resulting scattering vector
q = k′ − k are given by
k = (k1, k2, k3), k′ = (k′1, k
′
2, k
′
3), q = (q1, q2, q3). (A.5)
A.3 X-ray scattering
The scattering of x-rays with matter can be described in terms of the electric component of
an electromagnetic wave interacting with the electrons inside the material. Three interrelated
phenomena can occur: absorption, refraction, and scattering. All of these processes can be
dealt with jointly in a quantum-mechanical description, with “Fermi’s golden rule” governing
the transition rates of the initial state incoming wave to the perturbed state of the system
including the final exit wave. For the description of the sort of scattering processes we are
interested in, this treatment is far too complex, however, and a classical picture provides a
much more intuitive formalism, which leads to essentially the same results.
A.3.1 The kinematical scattering approximation
In a classical picture, the scattering of x-rays propagating through matter can be described
in terms of the Huygens-Fresnel principle, which states that each point of an advancing wave
front can be regarded as the source of a secondary train of waves. The advancing wave as a
whole may then be described as the sum of all the secondary waves arising from all points
already traversed by the wave.
X-rays are electromagnetic waves. Electrical charges interact with the electric component
of this wave and can be regarded as the source of secondary waves. The amplitudes of these
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secondary waves depend on the interaction strength with the field. As we shall see in the
following section, this is much weaker for the heavy protons than for the lighter electrons.
The latter therefore represent the main contribution to the scattering of the incoming wave.
The intensity distribution after the passage of the x-rays through a piece of matter can be
calculated as the interference pattern of all secondary waves emitted from the electrons within
the medium.
It may be instructive to briefly inspect the special case of the resulting wave scattered exactly
along the propagation direction of the primary wave. Under these circumstances, no phase
shift arises between the individual secondary waves, hence they all interfere constructively.
The amplitude of the scattered wave must therefore be proportional to the total number of
electrons participating in the scattering process - a fact which we will discuss in more detail
when describing the scattering factor from an atom in Section A.3.4.
Two fundamental assumptions about the scattering process lead to the kinematical approx-
imation, which simplifies the calculation of the interference terms enormously. Firstly, all
scattering processes are presumed to be elastic, meaning that the scattered photon maintains
the same energy as the incoming one, or alternatively, the wavelength of the secondary wave is
equal to that of the primary one. Secondly, the strength of the scattering process, the so-called
scattering cross section α, is assumed to be small. The probability for an x-ray to scatter twice
is therefore of order α2, which is very much smaller than for single scattering. The contribu-
tions from multiple-scattering terms to the total scattering from the system are negligible under
those circumstances and justify the truncation of the corresponding series expansion after the
first term, which is proportional to α. This is also called the first Born or single scattering
approximation.
The kinematical approximation is, strictly speaking, not valid for either low-angle specular
reflections or at Bragg peaks of highly perfect crystals, because in those cases, the scattered
beams are very strong and multiple scattering can no longer be ignored. Away from the strong
signals, however, the approximation is exceedingly close to reality [16]. In SXRD, we are
exactly interested in those weak signals between Bragg peaks, in which case the use of single
scattering theory is perfectly justified.
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Figure A.1: Scattering of an electromagnetic wave by a free electron (only the electric components are
drawn). The amplitude Ae of the scattered wave is proportional to the amplitude of the incident wave
A0 projected into the direction of k′.
A.3.2 Scattering from a free electron
Let an electron be represented by a classical point charge. The interaction with the incom-
ing electromagnetic wave forces this point charge to oscillate with the same frequency as the
incoming wave. The plane in which the electron oscillates is given by the direction of polar-
ization of the electric wave field. According to classical electrodynamic theory, the accelerated
point-charge radiates. The resulting radiation is emitted into all directions from the electron
and has the same frequency as the exciting primary wave. This process is called scattering or,
more precisely, Thomson scattering.
Consider Figure A.1 and let A0 be the amplitude of an incoming plane wave A0 · e−ikr, with
its propagation direction along the wave vector k. The Thomson scattering (in SI-units) of this
wave by a free electron situated at position r of the coordinate system is given by [17]:
Ae · e−ik′r = A0 · e−ikr · 14pi0
e2
mc2
· 1
R
· p, (A.6)
where Ae is the amplitude of the scattered wave traveling into the direction of k′ and observed
at a distance R from the interaction point.
Looking at Equation A.6, which is valid not only for electrons but for any charged particle,
it becomes immediately evident why the scattering of x-rays occurs predominantly on the
electrons inside the material: The particle massm in the denominator means that any scattering
contributions from the atomic nucleus, the proton being approximately 2000 times heavier than
the electron, are negligible2.
2For the measured intensities, which are proportional to the squared amplitude of the wave, the proton
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The emitted radiation is not isotropic in space, and its shape depends on the relative ori-
entation of the scattered beam direction with the primary beam polarization. This has been
taken into account through the additional factor p in Equation A.6. The decisive factor deter-
mining the amplitude of the scattered wave in a direction k′ is the apparent acceleration of the
electron as seen along the projection from that direction. This is illustrated in Figure A.1 for a
scattering direction within the polarization plane. Obviously, the projection of the acceleration
is proportional to cos θ. On the other hand, in the case in which the scattering plane, spanned
by the two vectors k and k′, is perpendicular to the plane of polarization, the full acceleration
is visible and p = 1. The usual polarization factor P is defined in terms of the wave’s intensity,
which is proportional to the square of its amplitude, so in other words P = p2. For an unpo-
larized incident beam, the polarization factor is given by the average of the two special cases
above, and we obtain
P = cos2 θ (scattering in polarization plane),
P = 1 (scattering perpendicular to polarization plane),
P = 1+cos
2 θ
2 (unpolarized beam).
(A.7)
Substituting 14pi0
e2
mc2
= re, the classical electron radius or Thomson scattering length3, we can
solve for Ae:
Ae = A0 · re
R
· p · e−ikr · eik′r = A0 · re
R
· p · ei(k′−k)r
= A0 · re
R
· p · eiqr, (A.8)
where q ≡ k′ − k is the so-called scattering vector. The first three factors will accompany us
for the remainder of the derivation, so for the sake of brevity, we will replace them by the
symbol K ≡ A0 · reR · p. It is important to remember that K is not a constant, but contains
the polarization contribution and a factor 1/R, which are geometry dependent. This fact,
however, does not interfere with the rest of the derivation presented here and is easily and
independently taken into account at the end of the calculation. So finally, we get the following
simple expression for our scattered wave amplitude:
Ae = K · eiqr. (A.9)
scattering is suppressed by a factor of ∼ (1/2000)2.
3Note that in cgs-units re =
e2
mc2
, a notation which is still more commonly used in the literature in this
context.
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Figure A.2: Scattering from a charge distribution. The phase shift is the result of different path lengths
between the two scattered waves, and is equal to k · r+ (−k′ · r) = (k− k′) · r.
A.3.3 Scattering from a charge distribution
When considering a spatial distribution of charges rather than a single isolated point charge,
the scattered wave is made up from contributions of the secondary waves emitted from each
scattering center. Assuming N individual scatterers at positions rj (1 6 j 6 N) from the
reference point r, the total amplitude, Atot, is calculated through the coherent addition of all
individual waves:
Atot = K ·
N∑
j=1
eiq(r+rj) = K · eiqr ·
N∑
j=1
eiqrj . (A.10)
The sum in the last term of Equation A.10 takes into account the different path lengths between
the secondary waves originating from the individual scattering centers through the resulting
phase shifts. The origin of these phase factors is shown graphically in Figure A.2.
For a continuous charge distribution, represented by its charge density ρ(r′), the summation
over individual scatterers is replaced by an integration over the entire space where ρ(r′) is
nonzero:
Aρ = K ·
∫
eiq(r+r
′) · ρ(r′) d3r′ = K · eiqr ·
∫
eiqr
′ · ρ(r′) d3r′. (A.11)
A.3.4 Scattering from an atom
Now let us consider a single atom. The electrons are localized around the nucleus and their
distribution can be described by an atomic charge density ρa(r′). With the result from the
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previous section, we may therefore write
Aa = K ·
∫
atom
eiq(r+r
′) · ρa(r′) d3r′ = K · eiqr ·
∫
atom
eiqr
′ · ρa(r′) d3r′︸ ︷︷ ︸
≡fa(q)
= K · eiqr · fa(q), (A.12)
where
fa(q) =
∫
atom
eiqr
′ · ρa(r′) d3r′ (A.13)
is called the atomic form factor. It is equal to the Fourier transform of the atomic electron
density. It is instructive to examine two limiting cases of the atomic form factor. Firstly, we
have
fa(q=0) =
∫
ρa(r′) d3r′ = Z, (A.14)
where Z is the atomic number of the atom. The other case concerns q→∞. Here, the phase
factor eiq(r
′) begins to oscillate with a frequency approaching infinity, such that all scattering
contributions cancel out on average, and therefore
fa(q→∞) = 0. (A.15)
In the case of isolated atoms, where no bonding is present, the atomic form factor is usually
expressed as
fa = f0(θ) + f ′(ω) + if ′′(ω), (A.16)
with θ the scattering angle and ω/2pi the frequency of the exciting wave field. f ′ takes into
account any dispersion corrections, while absorption processes are described by f ′′. For x-ray
energies far away from any absorption edges of the atom, the corrections are very small and can
usually be ignored. In that case, f ′ ≈ f ′′ ≈ 0, leading to fa ≈ f(θ). The values of f0, f ′, and f ′′
are available in tabulated form in the International Tables for Crystallography [18]. Although,
strictly speaking, they are only valid for isolated atoms, they are still a very good approximation
for most crystallographic purposes, mainly due to the fact that only the outermost electrons
participate in chemical bonding, leaving the largest parts of the charge distributions sufficiently
undisturbed.
It is important to note that fa is a continuous function of the scattering vector q, describing
a wave which is scattered into all directions in space (but modulated by the angle-dependence
of both f0(θ) and the polarization correction p, as discussed in Section A.3.2).
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A.4 Bulk diffraction
The work of a crystallographer starts when atoms are put together in a regular manner to
form crystalline solids. Here, we shall see how these regular arrangements affect the scattered
radiation to form a so-called diffraction pattern.
A.4.1 From isolated atoms to unit cells
First let us consider a unit cell at position ruc in space containing N atoms. Each of the atoms,
identified by an index j, has an atomic form factor fj(q) and is located at positions rj inside
the unit cell. Again, the scattering of the entire unit cell is the coherent addition of all the
scattering contributions of the individual atoms it contains:
Auc = K ·
N∑
j=1
fj(q) · eiq(r+ruc+rj) = K · eiqr · eiqruc ·
N∑
j=1
fj(q) · eiqrj︸ ︷︷ ︸
≡F (q)
= K · eiqr · eiqruc · F (q). (A.17)
As in the case of the atomic form factor, we can combine all the phase factors associated with
the atoms of the unit cell into a single q-dependent term, F (q), which is called the structure
factor. It contains all the information about the structure of that unit cell, that is, both the
positions of the atoms and also their type as given by the atomic form factors. And again,
it represents nothing else than the Fourier transform of the electron density inside the unit
cell.
A.4.2 Scattering from an ideal bulk crystal
To make up a crystalline structure, the only thing left to do is to arrange the unit cells on their
3-dimensional crystal lattice. Once more, we add up the scattering contributions coherently to
obtain an expression for the scattering from a crystal. Let us assume we have a crystal with
the shape of a parallelopipedon, consisting of N1, N2, and N3 unit cells along the a1, a2, and
a3-axes, respectively. The amplitude Ac of the wave scattered by the entire crystal is then
given by the amplitude Auc from a single unit cell multiplied by the sum over the phase terms
associated with the unit cell position ruc = j1a1 + j2a2 + j3a3, usually referred to as the lattice
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sum:
Ac = K · eiqr · F (q) ·
N1−1∑
j1=0
N2−1∑
j2=0
N3−1∑
j3=0
eiq·(j1a1+j2a2+j3a3)︸ ︷︷ ︸
lattice sum
= K · eiqr · F (q) ·
N1−1∑
j1=0
eiq·(j1·a1) ·
N2−1∑
j2=0
eiq·(j2·a2) ·
N3−1∑
j3=0
eiq·(j3·a3). (A.18)
Each sum represents a geometric series and the amplitude can be rewritten as (see Ap-
pendix F):
Ac = K · F (q) · eiqr · sin(N1q1a1)sin(q1a1) · e
iq1a1·(N1−1)/2 ·
sin(N2q2a2)
sin(q2a2)
· eiq2a2·(N2−1)/2 · sin(N3q3a3)
sin(q3a3)
· eiq3a3·(N3−1)/2. (A.19)
A.4.3 From amplitudes to intensities
In a diffraction experiment, one cannot measure the complex-valued amplitude A of the scat-
tered wave, but only the real-valued intensity I, which is equal to the squared modulus of the
amplitude or the product of the amplitude with its complex conjugate:
I = |A|2 = A ·A∗. (A.20)
So we can calculate the scattered intensity Ic as a function of q from our small parallelepiped
shaped crystal4:
Ic(q) = A0 ·A∗0 ·
r2e
R2
· p2 ·eiqr · e−iqr︸ ︷︷ ︸
=1
·|F (q)|2 ·
(
sin(12N1q1a1)
sin(12q1a1)
)2
·
(
sin(12N2q2a2)
sin(12q2a2)
)2
·
(
sin(12N3q3a3)
sin(12q3a3)
)2
·
eiq1a1(N1−1)/2
eiq1a1(N1−1)/2︸ ︷︷ ︸
=1
· e
iq2a2(N2−1)/2
eiq2a2(N2−1)/2︸ ︷︷ ︸
=1
· e
iq3a3(N3−1)/2
eiq3a3(N3−1)/2︸ ︷︷ ︸
=1
= I0 · r
2
e
R2
· P · |F (q)|2 · sin
2(12N1q1a1)
sin2(12q1a1)
· sin
2(12N2q2a2)
sin2(12q2a2)
· sin
2(12N3q3a3)
sin2(12q3a3)
, (A.21)
4Here, we have expanded K = A0 · reR · p again.
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where I0 = A0 ·A∗0 is the intensity of the incoming wave, and P = p2 is the polarization factor,
as discussed in Section A.3.2. Note that in this last step, also the dependence on the coordinate
r disappears, meaning that I is independent on the arbitrarily chosen origin of the coordinate
system we used, as expected.
It is interesting to see how this intensity is distributed as a function of q. For that purpose,
let us inspect Equation A.21 more closely. The first few terms are constants, so we ignore
them for now. |F (q)|2 contains the entire information about the unit cell, and we will have a
look at that shortly. Finally, we have the three sine-squared terms, which are the result of a
summation over the phase factors of a finite number of unit cells in the three lattice directions.
These functions are strongly peaked in q1, q2 and q3, respectively, whenever their denominator
becomes zero, i.e. for
1
2
q1a1 = Hpi,
1
2
q2a2 = Kpi,
1
2
q3a3 = Lpi, (A.22)
with H, K, and L integers. These are the three Laue conditions, which, when simultaneously
satisfied, define a three-dimensional reciprocal lattice, spanned by the reciprocal lattice vectors
a∗1, a∗2, a∗3:
a∗1 = 2pi
a2 × a3
a1 · a2 × a3 , a
∗
2 = 2pi
a3 × a1
a2 · a3 × a1 , a
∗
3 = 2pi
a1 × a2
a3 · a1 × a2 . (A.23)
For the special case of orthogonal lattices, these have the magnitudes
a∗1 =
2pi
a1
, a∗2 =
2pi
a2
, a∗3 =
2pi
a3
. (A.24)
Also note that
ai · a∗j = 2pi δij . (A.25)
Now every position vector r∗ in reciprocal space can be written in terms of the reciprocal
lattice vectors and three continuous coordinates h, k, and l:
r∗ = ha∗1 + ka
∗
2 + la
∗
3. (A.26)
Figure A.3 (a) shows a plot of s(h) = sin
2(N1pih)
sin2(pih)
for N1 = 6. The intensity maxima have a
value of N21 . This is easily seen by expanding s(h) around any integer value of h, which we will
denote by a capital H. Since sin(pih) = sin(pi(H + ∆h)) = sin(pi∆h) ≈ pi∆h for small ∆h, we
have
sin2(N1pi(H + ∆h))
sin2(pi(H + ∆h))
≈ (N1pi∆h)
2
(pi∆h)2
= N21 . (A.27)
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Figure A.3: Plotting the function s(h) = sin
2(N1pih)
sin2(pih)
: (a) For N1 = 6 one already clearly sees the
accumulation of intensity and the sharpening of peaks at integer values of h. (b) As N1 increases, the
peaks become increasingly narrow and high.
The dependence of the shape of s(h) on N1 is shown in panel (b) of the figure. With increasing
N1, the peaks become higher and narrower, the width being proportional to 1/N1. Also, the
number of side maxima increases as N1 − 2.
A.4.4 Integrated intensities
The intensity from a small crystal is given by Equation A.21. Even though we have repeatedly
stated that amplitudes cannot be measured directly, but intensities can, Ic(q) does not represent
an observable quantity, as we shall explain here.
If all three Laue equations could be fulfilled exactly, Equation A.21 predicts an intensity
maximum of
Imaxc = I0 ·
r2e
R2
· P · |F (q)|2 ·N21N22N23 . (A.28)
Experimentally, this situation cannot be achieved, however. Most crystals are slightly mosaic,
meaning that different parts of the crystal are not perfectly aligned with each other, such
that the Laue equations cannot be fulfilled simultaneously for all mosaic blocks. Additionally,
the incoming beam will never be perfectly parallel, but has a finite divergence and spread in
wavelengths. All this leads to a finite broadening of the diffraction peak and a corresponding
decrease of the maximum intensity. Even in the absence of all experimental effects, the mea-
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surement of Imaxc would require an almost infinitely small slit size and an absolutely perfect
alignment of the diffractometer. We therefore conclude, that Imaxc is not a readily observable
quantity5.
A measurable quantity, on the other hand, which can also be calculated easily, is the in-
tegrated intensity of the diffraction peak. It automatically takes any crystal imperfections
and resolution effects into account and is, in the three-dimensional case, independent of all
instrumental parameters, making it an absolute measurement [3].
Before we get started with the calculations, it may be instructive to briefly go over the units
of the physical quantities we are dealing with here. The intensity, which we calculated as the
squared amplitude of an electromagnetic wave in the previous sections, is defined as the time-
averaged energy flux. In other words, it describes the flow of energy through a surface-element
of unit area per unit time, hence the unit is J m−2 s−1. The term integrated intensity, on
the other hand, may be slightly misleading, because, by virtue of the integration, its units are
changed. The integrated intensity therefore describes a quantity fundamentally different from
the intensity itself.
As an example, consider the measurement one usually performs in a diffraction experiment.
A detector with a certain size of its receiving surface AD is placed at some distance R from the
scattering source. The measurements lasts for a finite exposure time T , and all the photons
reaching the detector aperture are detected. In other words, the intensity is integrated over
the area of the receiving surface and over the counting time:∫
T
∫
AD
Ic dAD dt = E. (A.29)
Since intensity is energy per unit area per unit time, the resulting quantity E is the total energy
striking the receiving surface of the detector during the exposure, and is therefore measured in
units of Joules. So in this case, the integrated intensity is actually an energy.
In some circumstances, it may be more useful to calculate the time-averaged flow of energy
through the detector area, in which case the integrated intensity has units of energy per unit
5While this statement is certainly true for those crystal systems where N1, N2, and N3 tend towards very
large values, and the corresponding diffraction peaks become infinitesimally narrow, it does not apply for systems
where the extent along one or more spatial directions is very small. This can be seen, for example, in the finite
size effects observed for the reflectivity from thin films, or the diffraction from nanostructures, which is essentially
continuously modulated.
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time, and therefore represents the diffracted power striking the detector. This ambiguity in the
term integrated intensity may often lead to confusion, and it is important to specify clearly over
which variables the integration is carried out, as this determines the units of the result.
Rather than speaking of the scattering energy E collected by the detector, we usually obtain
the total number of photon counts N acquired in one exposure (to add to the confusion, N is
usually also referred to as a measured intensity). For monochromatic radiation, the conversion
from energy to counts is simply given by the known energy Exray = hcλ per x-ray photon. The
intensity I then needs to be replaced by the photon flux Φ, equal to the number of photons
incident on a surface of unit area per unit time.
There are two things to do now. First, we need to understand how to calculate the integrated
intensity from one diffraction peak theoretically. Then, the relationship between this calculation
and the experimentally obtained intensity has to be established.
Integration in reciprocal space
Going back to the calculated intensity distribution Ic(q) in reciprocal space (Equation A.21),
we need to pick out one particular reflection and determine its intensity integrated over the
reciprocal space volume it occupies, that is
I∗HKL =
∫∫∫
peak
Ic(q) d3q (A.30)
=
∫∫∫
peak
I0 · r
2
e
R2
· P · |F (q)|2 · sin
2(12N1q1a1)
sin2(12q1a1)
· sin
2(12N2q2a2)
sin2(12q2a2)
· sin
2(12N3q3a3)
sin2(12q3a3)
d3q.
Referring to the discussion about the units of the integrated intensity, note that I∗HKL will have
the peculiar units of J s−1 m−5. Expressing q in terms of h, k, and l,
q = (q1, q2, q3) = (ha∗1, ka
∗
2, la
∗
3) , (A.31)
leads to the following expression for the reciprocal-space volume-element:
dV ∗ = d3q = dq1 · dq2 × dq3 = d(ha∗1) · d(ka∗2)× d(la∗3) = (a∗1 · a∗2 × a∗3) dhdk dl
= V ∗ dhdk dl =
(2pi)3
V
dhdk dl, (A.32)
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Figure A.4: The function s(h′) ≡ sin2(N1pih′)
sin2(pih′) (blue line) is approximated with s
′(h′) ≡ sin2(N1pih′)(pih′)2 (red
line). This removes the periodicity in the denominator and suppresses all Bragg peaks with h′ 6= 0.
Even for very small values of N1, the approximation of s′(h′) to s(h′) is excellent for the central peak
of interest (in this example, N1 = 6).
where V ∗ and V are the volumes of the reciprocal-space and real-space unit cells, respectively.
Using the relationships in Equation A.22, Equation A.30 can then be rewritten as
I∗HKL =
(2pi)3
V
∫∫∫
peak
Ic(q) dhdk dl (A.33)
=
(2pi)3
V
· I0 · r
2
e
R2
· P ·
∫∫∫
peak
|F (q)|2 · sin
2(N1pih)
sin2(pih)
sin2(N2pik)
sin2(pik)
sin2(N3pil)
sin2(pil)
dhdk dl.
Here, the question arises as to how to set the integration limits and how to calculate the
resulting integrals analytically. We have seen that for any reasonably large number Ni of unit
cells in each crystal direction, the intensity peaks sharply and has appreciable values only very
close to a reciprocal lattice point (HKL), such that only small deviations away from the Bragg
peaks are of interest. Let us focus on the first of the three fractions with the sine-squared terms
and rewrite h = H + h′. We then obtain
s(h′) ≡ sin
2(N1pih)
sin2(pih)
=
sin2(N1pi(H + h′)
sin2(pi(H + h′))
=
sin2(N1pih′)
sin2(pih′)
, (A.34)
since H is integral. The result of this coordinate transformation h → h′ is a shift of the peak
previously centered around H into the origin. Note that the shape of the function has not
changed, but has only been shifted. The sine function in the numerator varies much faster
than the denominator, by a factor of N1. For small variations, it is therefore the decisive fac-
tor governing the shape of the function, and it is legitimate to approximate the slow-varying
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denominator with sin2(pih′) ≈ (pih′)2. The effect of this approximation on the intensity dis-
tribution s(h′) is shown in Figure A.4. By replacing the periodic function in the denominator
with a rapidly decaying 1/h′2 term, we have effectively selected the Bragg peak at the origin
of h′ (which corresponds to the position H). Even for the exceedingly small value of N1 = 6
shown in the figure, the approximation to the exact s(h′) is excellent, and improves further
with increasing N1. This now solves the problem of the integration limits, as s(h′) rapidly
tends towards zero away from the peak, and the integration can be performed from −∞ to
+∞. Naturally, the same considerations apply for the k and l-terms.
Another approximation concerns the scattering factor F (q) in Equation A.30. Compared to
the sine terms, this is a very slowly varying function of q. Within the width of one particular
Bragg peak (HKL), its change is therefore negligible, and we can replace it by a constant factor
FHKL, which we can then bring outside of the integral. Equation A.30 can thus be rewritten
as
I∗HKL = I0 ·
r2e
R2
·P · (2pi)
3
V
· |FHKL|2 ·
∫
sin2(N1pih′)
(pih′)2
dh′
∫
sin2(N2pik′)
(pik′)2
dk′
∫
sin2(N3pil′)
(pil′)2
dl′.
(A.35)
The values of the three integrals, which are taken from −∞ to +∞, can be calculated analyti-
cally and give N1, N2, and N3, respectively. Letting N = N1N2N3 be the total number of unit
cells in the crystal, the volume-integrated intensity over the (HKL) peak in reciprocal space
becomes
I∗HKL = I0 ·
r2e
R2
· P · (2pi)
3
V
· |FHKL|2 ·N. (A.36)
Note that this expression still depends on the experimental parameters, namely the observation
distance R and the angle-dependence of the polarization factor P . However, it does not include
any details about the measurement setup, especially with regard to the employed diffractometer
type, the scanned angles, slit settings, etc.
We now see that the integrated intensity distribution over the Bragg peak in reciprocal
space is proportional to the number of unit cells N in the crystal. It is really this particular
property that makes this measure such a useful quantity. Firstly, it relaxes our initial assump-
tion of a crystal having a parallelopipedon shape. A small single crystal of arbitrary shape
can be thought of as a composition of many small parallelopipedon blocks, for each of which
Equation A.36 applies. The integrated intensities of these blocks can now be added up to
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yield the same value as for an exactly parallelopipedon crystal containing N unit cells. The
same argument is true for the mosaic blocks in a crystal. The diffraction peaks are broad-
ened by the slight misalignment of the blocks and by their smaller sizes, but the integrated
intensity remains the same as for a perfect crystal. Similarly, it does not matter whether the
scattering contributions from different parts of the crystal are added coherently or incoher-
ently. Naturally, this principle can only be applied as long as the approximations made in the
derivation of Equation A.36 hold true. Once the width of a Bragg peak becomes comparable
to the rate of change in F (q) or that of the sine term in the denominator of Equation A.35,
the approximations break down. For any reasonably good crystal of sufficient size, however,
the expression for the intensity integrated over reciprocal space will always be valid to a high
degree of accuracy.
Integration in a measurement
The next challenge is to obtain an expression for the intensity integrated not directly in recip-
rocal space, but as it is collected by the detector in a real experiment. The elastic diffraction
condition in reciprocal space is fulfilled only for those points lying on the Ewald sphere. For
an extended signal, this means that for any fixed crystal orientation, only the intensity distri-
bution on a spherical slice through the signal is sampled. This is illustrated schematically in
Figure A.5 (a) for the projection within the scattering plane. In order to obtain the full volume
integration of the peak intensity, the crystal must be rotated in a scan, such that the diffrac-
tion condition will be satisfied for each point within the signal. The figure shows the special
case where the rotation axis ω lies perpendicular (pointing out of the page) to the scattering
plane.
The diffracted signal from each slice is allowed to fall normally onto a detector, positioned
at a distance R away from the crystal in the direction of k′, as shown in Figure A.5 (b). In the
present derivation, we will assume that the sample-to-detector collimation is sufficiently relaxed
and the receiving aperture AD of the detector is large enough, such that all the scattered radi-
ation for the given slice of the reflection under consideration is received by the detector.
A surface element dAD on the detector can be characterized by an opening angle dδ within
the scattering plane, and dγ perpendicular to that plane, such that dAD = R2 dγ dδ. Let us
assume that the crystal be fixed at a certain angle, ω, and a measurement be made. The
diffracted energy collected by the entire detector aperture over the finite exposure time T is
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Figure A.5: Measurement and calculation of the integrated Bragg peak intensity: (a) The intersection
of an extended diffraction signal in reciprocal space with the Ewald sphere results in a sampling of
the signal only on a spherical slice, given by the surface of the Ewald sphere. A full sampling of the
entire diffraction feature is obtained by recording the signal of several such “reciprocal space slices”. (b)
The collection of the diffracted signal in real space by a detector with an aperture AD, positioned at
a distance R from the sample. (c) The infinitesimal line-element |q|dω in an ω-scan encloses an angle
of θ with respect to the k′-direction, while dδ is perpendicular to the latter. (d) Three-dimensional
projection of the volume-element dV ∗ spanned by an ω-scan in reciprocal space.
then given by
Eω =
∫
T
∫
AD
Ic(q) dAD dt
=
∫∫∫
Ic(q)R2 dγ dδ dt, (A.37)
where the integration is performed over the exposure time T , and the entire angular range
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defined by the detector aperture in γ and δ. This is the diffracted energy for the current
crystal orientation ω, or the reciprocal space slice currently fulfilling the diffraction condition.
In order to obtain the total scattering from the entire Bragg peak, many such slices need to be
recorded for slightly different crystal orientations ω, each of which samples a different part of
the intensity distribution Ic(q). For the integration, it is easier to assume that the crystal is
rotated during the exposure, with a constant angular velocity Ω = dω/dt. Then we can replace
the integral over the exposure time in Equation A.37 with an integration over the sample
rotation angle, choosing the integration limits such that the Bragg peak under consideration
is fully captured. Equation A.37 can then be rewritten as
E =
R2
Ω
∫∫∫
Ic(q) dγ dδ dω. (A.38)
This angular integration cannot be calculated directly, since the intensity Ic(q) is expressed
in terms of q. We therefore need to change the angular integration variables to the corre-
sponding reciprocal space variables. Formally, the resulting change in integration volume can
be derived by calculating the Jacobian determinant J =
∣∣∣∂(q1,q2,q3)∂(γ,δ,ω) ∣∣∣. Here, we will illustrate
the relationship between the angular and reciprocal space coordinates for the special situation
drawn in Figure A.5, where the rotation axis ω is perpendicular to the scattering plane.
Consider panels (c) and (d) of Figure A.5. The angular changes dγ,dδ, dω produce changes
in the scattering vector q:
|k′|dγ = d(q)γ , |k′|dδ = d(q)δ, |q|dω = d(q)ω. (A.39)
The reciprocal space volume defined through these changes is given by
dV ∗ = [d(q)γ × d(q)δ] · d(q)ω. (A.40)
While d(q)γ and d(q)δ are perpendicular to each other, panel (c) of the figure illustrates
that the angle between d(q)δ and d(q)ω is equal to 90◦ − θ (θ = δ/2). In the evaluation of the
dot-product in Equation A.40, we therefore obtain a factor sin(90− θ) = cos θ. Using
|k| = |k′| = 2pi
λ
; |q| = 2|k| sin θ = 4pi sin θ
λ
, (A.41)
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we can now write down the conversion from angular to reciprocal space variables:
dV ∗ =
(
2pi
λ
)
dγ
(
2pi
λ
)
dδ
(
4pi sin θ
λ
)
dω cos θ
=
(
2pi
λ
)3
2 sin θ cos θ dγ dδ dω
=
(
2pi
λ
)3
sin 2θ dγ dδ dω, (A.42)
where we have used the trigonometric relationship 2 sinψ cosψ = sin 2ψ. Combining this
with the variable transformation from dV ∗ to dhdk dl in Equation A.32, we finally obtain the
expression for the total integration volume.
dV ∗ =
(
2pi
λ
)3
sin 2θ dγ dδ dω
=
(2pi)3
V
dhdk dl
=⇒ dγ dδ dω = λ
3
V sin 2θ
dhdk dl. (A.43)
λ3/(V sin 2θ) is the Jacobian determinant for the specific geometry discussed in this example.
The angle-dependent part of the Jacobian is usually called the Lorentz factor, and we will
adopt this convention. Unfortunately, other definitions are found in the literature, which can
lead to confusion. For our example, the Lorentz factor is therefore Lω = 1/ sin 2θ, where
the subscript indicates that the correction applies only to an ω-scan. It should be stressed
again that this Lorentz factor is only valid for the particular scattering geometry chosen in this
example, where the detector is stationary (meaning that δ = 2θ is constant), and the crystal is
rotated around an axis ω perpendicular to the scattering plane. For any other configuration, the
Jacobian determinant will in general take another form. A nice derivation for the calculation
of a general Lorentz correction for arbitrary scan types has been published by McIntyre and
Stansfield [19].
The result from Equations A.32 and A.43 can now be inserted into Equation A.38 to yield
A.4. BULK DIFFRACTION 161
the final expression for the integrated intensity acquired in the ω-scan:
E =
R2
Ω
∫∫∫
Ic(q) dγ dδ dω
=
R2
Ω
λ3
(2pi)2 sin 2θ
∫∫∫
Ic(q) d3q
=
R2
Ω
(2pi)3
V
λ3
(2pi)2 sin 2θ
∫∫∫
Ic(q) dhdk dl
= I0
r2e
R2
P
R2
Ω
(2pi)2
V
λ3
(2pi)2 sin 2θ
|FHKL|2N
= I0
r2e
Ω
P
λ3
V sin 2θ
|FHKL|2 N. (A.44)
Solving for the unknown structure factor |FHKL|2 of the reflection under consideration, we
obtain:
|FHKL|2 = E ΩV sin 2θ
I0PNr2eλ
3
. (A.45)
Replacing the collected diffraction energy E by the usually measured total number of background-
subtracted x-ray counts N = E/Exray, and the incident intensity I0 by the incident photon flux
Φ0 = I0/Exray, this finally leads to
|FHKL|2 = N ΩV sin 2θΦ0PNr2eλ3
. (A.46)
All quantities on the right-hand-side of this equation are known or have been measured in
the experiment, so we have successfully determined the structure factor |FHKL|2 in this ω-
scan.
A.4.5 Towards realistic crystals: Debye-Waller factors and partial occupation
Even at the lowest possible temperatures, the atoms inside the crystal lattice are never truly
stationary, but exhibit thermal fluctuations in their equilibrium positions. For measurements
longer than the typical vibration frequencies (of the order of 1013 Hz!), one therefore obtains
a scattering pattern representing the temporal average of the atomic positions. Additionally,
there may be a static component of local disorder present in the system, resulting in atoms
being marginally displaced from their nominal positions in a random fashion. This will then
lead to a spatial averaging of the structure over the coherence volume of the x-rays. These
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effects can be taken into account for the calculation of the structure factor by including the
so-called Debye-Waller factor, which is defined as
M ≡ 1
2
q†
Bj
8pi2
q, (A.47)
where Bj is a symmetric dispersion matrix with six independent variables and q† represents
the transpose of the vector q. Unfortunately, the terminology is not entirely unambiguous, and
sometimes one also refers to exp(−M) as the Debye-Waller factor. For the special case of an
isotropic Debye-Waller factor, having just one independent variable B, the root mean-square-
displacement of an atom from its equilibrium position is given by
σj =
√
B
8pi2
. (A.48)
Generally, these positional fluctuations of atoms inside the crystal will lead to a weakening of the
interference condition. This results in a lowering of the Bragg peak intensity distribution.
Another type of crystal imperfection are partially occupied atomic sites, or even missing
atoms within the structure. Also, in mixed systems, some sites may be occupied randomly by
one of several different species. Once more, the measured diffraction pattern is influenced by an
averaging over many unit cells, so these effects need to be incorporated into the structure-factor
calculation. This is most easily achieved by assigning each of the N atoms in the unit cell an
occupation parameter θj . Including these corrections into the formula for the structure factor
leads to
F (q) =
N∑
j=1
θj exp
(
−1
2
q†
Bj
8pi2
q
)
fj(q) · eiqrj . (A.49)
Note that these changes only affect the calculations at the unit cell level, and all other deriva-
tions remain the same after replacing the previous expression of F (q) (Equation A.17) with
the one given here.
A.5 Surface diffraction
A.5.1 Truncation
When building up a bulk crystal, we arranged the unit cells periodically and infinitely in all
three spatial directions to give the crystal structure. When dealing with a crystal surface, this
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is obviously not possible anymore, and somehow we have to bring the truncation of our infinite
crystal into play. There is no reason to change anything about the procedure along the two
directions parallel to the surface plane, but the infinite stacking of cells along the out-of-plane
direction needs to be changed. The truncation effectively represents a breaking of the crystal’s
symmetry and a transition from an entirely periodic structure to something aperiodic in the
surface normal direction. We had seen in Chapter 2 that this new aperiodicity in real-space
necessarily leads to a continuous diffraction pattern along that coordinate.
To keep as much of the already developed formalism as possible, it turns out to be convenient
to construct a new “unit item” to replace the standard unit cell, and which can still be stacked
along those two directions maintaining their periodicity. Consequently, this “unit item” needs
to describe the system along the entire out-of-plane direction, so we simply form a semi-infinite
“unit slab” by the stacking of normal unit cells from −∞ to 0 along the a3 direction. We can
now calculate the scattering amplitude from such a unit slab by summing up the contributions
from all unit cells in the slab:
Aus = K · F (q) · eiqr · eiq(j1a1+j2a2) ·
0∑
j3=−∞
eiq·(j3a3). (A.50)
The sum in Equation A.50 can be recognized as a geometric series,
∑∞
n=0 b
n, where b = eiq·a3
and n = −j3. This series converges only for |b| < 1, in which case the solution is given by (see
Appendix F)
∞∑
n=0
bn =
1
1− b . (A.51)
However, |eiqa3 | = 1, and thus no formal convergence can be expected. This problem can be
circumvented by introducing a small damping or absorption term e−β for each unit cell layer.
This is physically reasonable, as x-rays are only weakly absorbed by the material, resulting in
an absorption parameter β of the order of typically 10−5. As a result, the amplitude of the
wave scattered from the entire unit slab then becomes
Aus = K · F (q) · eiqr · eiq(j1a1+j2a2) ·
0∑
j3=−∞
eiq·(j3·a3) · e−j3β. (A.52)
Now the sum converges and tends towards the 11−b limit for a vanishing absorption (let
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n = −j3):
0∑
j3=−∞
ej3·iqa3 · e−j3β =
∞∑
n=0
(
e(iqa3−β)
)n
=
1
1− eiqa3−β
β→0
=
1
1− eiqa3 . (A.53)
We can therefore write
Aus = K · eiqr · eiq(j1a1+j2a2) · F (q) · 11− eiqa3−β︸ ︷︷ ︸
=FCTR(q)
, (A.54)
and call FCTR(q) the CTR structure factor. It is the direct consequence of the semi-infinite
summation and therefore contains the information about the presence of a surface. And it
describes the modification necessary to go from a unit cell structure factor to that of the unit
slab:
Fus(q) = F (q) · FCTR(q). (A.55)
A.5.2 From amplitudes to intensities
Now, we make up a small crystal with a surface by a stacking of the unit slabs in the two
in-plane directions. Of course, we are interested in the intensity distribution resulting from
such a structure, to compare to the bulk case discussed previously. For consistency, we assume
again a regular shape of the crystallite, comprising N1 and N2 unit slabs along the a1 and a2
directions. The scattering amplitude of such a surface structure (denotes by the subscript s)
will be:
As = K · eiqr · Fus(q) ·
N1−1∑
j1=0
N2−1∑
j2=0
eiq·(j1a1+j2a2)
= K · eiqr · F (q) ·
N1−1∑
j1=0
eiq·(j1·a1) ·
N2−1∑
j2=0
eiq·(j2·a2) ·
0∑
j3=−∞
ej3·iqa3 · e−j3β. (A.56)
Comparing this to the bulk case in Equation A.18, we see that only the last term with the
summation over j3 has changed. Squaring this amplitude, we get the corresponding expression
for the intensity.
Is = As ·A∗s = I0 ·
r2e
R2
·P · |F (q)|2 · sin
2(12N1q1a1)
sin2(12q1a1)
· sin
2(12N2q2a2)
sin2(12q2a2)
· 1
1− eiqa3−β ·
1
1− e−iqa3−β .
A.5. SURFACE DIFFRACTION 165
(A.57)
Using the trigonometric relationship 2 sin2(α) = (1 − cos(2α)), we can rewrite the last two
terms for the case of a vanishing absorption (β → 0) to yield
1
1− eiqa3−β ·
1
1− e−iqa3−β
∼= 1
1− eiqa3 ·
1
1− e−iqa3 =
1
1− eiqa3 − e−iqa3 + ei(qa3−qa3)︸ ︷︷ ︸
=1
=
1
2− eiqa3 − e−iqa3 =
1
2− cos(qa3) + i sin(qa3)− cos(qa3)− i sin(qa3)
=
1
2(1− cos(qa3)) =
1
2 · 2 sin2(12qa3)
=
1
4 sin2(12qa3)
. (A.58)
For orthogonal lattices, we have qa3 = q3a3 = 2pil. So finally, by putting this back into
Equation A.57, we end up with
Is(q) = I0 · r
2
e
R2
· P · |F (q)|2 · sin
2(12N1q1a1)
sin2(12q1a1)
· sin
2(12N2q2a2)
sin2(12q2a2)
· 1
4 sin2(12q3a3))︸ ︷︷ ︸
|FCTR(q)|2
. (A.59)
Of course, the same calculation can also be done for a nonzero value of the absorption, but in
this case Is(q) does not take on such a simple algebraic expression.
Nothing has changed about the intensity distribution along the q1 and q2 directions. It is
still strongly peaked around the reciprocal lattice points with negligible intensity in between for
reasonably large values of N1 and N2. It is the last term that makes the difference, governing
the intensity distribution along q3. Figure A.6 shows a plot of 14 sin2(pil)) , along with a case
where a nonzero value of the layer absorption β has been taken into account. Apart from the
singularity at integer l-values, which is removed by including a finite absorption, the intensity
changes continuously, just as expected. The intensity values vary by several orders of magnitude
between points close to the Bragg peaks and those exactly in between, the so-called anti-Bragg
points. The effect of including the absorption only becomes visible for unphysically large values
of β, or very close to the Bragg peaks, where the kinematical approximation is not valid in any
case. However, it effectively removes the mathematical problems associated with the singularity
that arises for the case of zero absorption.
166 BASIC ELEMENTS OF SCATTERING THEORY
0 0,5 1 1,5 2 2,5
q
z
 [r.l.u.]
10-1
100
101
102
103
In
te
ns
ity
 [a
.u.
] β = 0β = 0.1
Figure A.6: The intensity distribution along a CTR for a perfectly flat and bulk-like surface is shown
by the blue solid line. Including an absorption correction β results in the dashed red line. To make
the effect visible, an unphysically large value of β = 0.1 had to be used, where typical values are of the
order of 10−5.
In summary, the intensity distribution in three dimensions is a set of rods, perpendicular to
the physical surface of the crystal, and separated from each other by reciprocal lattice vectors
in the in-plane direction. These streaks are called crystal truncation rods (CTRs) or sometimes
also Bragg rods.
A.5.3 Adding a surface or film layer
The construction of the unit slab in Section A.5.1 assumes that all the way up to the surface,
the structure of the crystal is exactly represented by atoms in their bulk-like positions. In
reality, the structure of the topmost layers can be significantly different. Alternatively, one
might be concerned with a film of a different material on top of a substrate. We therefore need
to include an additional contribution from this top layer, which we will denote as Ffilm6, to
the bulk unit slab structure factor.
Ftot = Fuc · FCTR + Ffilm. (A.60)
The film structure can be treated as a two dimensional crystal, periodic in the two directions
parallel to the substrate surface, and one “unit cell” thick in the perpendicular direction. Again,
6Here, the film includes all parts of the structure which deviate from the bulk structure. This might be the
surface region of a single-crystal or a film plus the distorted interface region of the substrate.
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the thickness of this “unit cell” is equal to the depth to which the structure varies from the
bulk. We calculate the structure factor for that unit cell in the usual manner (see Section A.5.2)
by summing up over all the contributions of the Nf constituent atoms in the film:
Ffilm =
Nf∑
j′=1
fj′(q) · eiqrj′ . (A.61)
where fj′(q) and rj′ are the atomic form factor and the position of the individual film atoms,
respectively. Debye-Waller factors and occupation parameters can be included according to
Section A.4.5. The expression for the scattering intensity then becomes
Itot(q) = I0 · r
2
e
R2
· P · |Ftot(q)|2 ·
sin2(12N1q1a1)
sin2(12q1a1)
· sin
2(12N2q2a2)
sin2(12q2a2)
. (A.62)
Examples of how the presence of a thin film or small movements of atoms at the surface affect
the shape of the CTRs have been shown in Section 2.2.3 and 2.2.4, and in Figure 2.5.
A.5.4 Integrating CTR intensities
Now that we know how to calculate the CTR profiles theoretically, we need to find out how
this intensity distribution can be measured in practice. In contrast to the integrated intensities
discussed for the scattering from a three-dimensional crystal in Section A.4.4, where the inte-
gration was carried out over discrete Bragg reflections in reciprocal space, we are now interested
in sampling the shape of the continuously varying diffraction signal along the CTRs.
The reason why we turned to the measurement of integrated intensities for bulk crystals,
rather than a direct measurement of the intensity distribution in reciprocal space, was based
on the argument that it would be experimentally impossible to measure this distribution with
sufficient accuracy on the one hand, and that, on the other hand, the intensity distribution
calculated by assuming a perfect crystal could not be produced by real crystals with imper-
fections. In other words, the predicted features of the intensity distribution were too sharp
to be observed in any real situation. The integrated intensity, however, was both calculable
theoretically as well as observable in experiment.
This situation changes dramatically for the measurement of CTR intensities. The variations
in intensity along the rod, as predicted by using the model of a perfectly truncated bulk crystal,
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are gradual and change slowly compared to the typical broadening effects of a sharp diffraction
feature caused by instrumental effects and crystal imperfections (an exception are those points
very close to the bulk Bragg peaks). This allows us to experimentally sample the intensity
distribution along the direction of the rods (i.e., the l-direction). However, the width of the
CTRs perpendicular to the l-direction is still determined by the broadening effects. Therefore,
we need to retain the integration over the h- and k-directions.
This two-dimensional integration in reciprocal space can be directly obtained in a single
detector exposure if one uses a geometry where the entire diffraction signal is captured by the
detector. This requires a sufficiently large detector area, and a relaxed sample to detector
collimation, such that no part of the diffraction signal is blocked, for example by slits. From
here on, we will refer to this situation as the “open-slit geometry”.
Consider Figure A.7 (a). Again, the diffraction condition is satisfied for all points lying on
the intersection of the CTR with the Ewald sphere. The measured diffraction energy for the
(HKl) reflection, where H and K are integers and l is the current position on the CTR, is
given by the integration over the exposure time T and the receiving surface AD of the detector:
EHKl =
∫
T
∫
AD
Is(q) dAD dt =
∫∫∫
Is(q)R2 dγ dδ dt. (A.63)
Formally, the change in integration variables from angular to reciprocal-space coordinates
can be achieved by including the appropriate Jacobian transformation:
EHKl = R2
∫
dt
∫∫
Is(q) dγ dδ
= R2
∫
dt
∫∫
Is(q)
∣∣∣∣∂(γ, δ)∂(h, k)
∣∣∣∣ dhdk. (A.64)
Since the integration ranges over γ and δ are small, the Jacobian is assumed to be constant
over the integration range, taken outside the integral and evaluated at the nominal (HKl)-
position. Substituting the expression for Is(q) from Equation A.62, we can now perform the
A.5. SURFACE DIFFRACTION 169
Figure A.7: (a) The elastic scattering condition is fulfilled for all points lying on the intersection of the
CTR with the Ewald sphere. (b) Schematic representation of the infinitesimal integration volume when
transforming from angular integration variables dγ,dδ to reciprocal space variables dq1,dq2. Here, the
special case of dq1,dq2 lying within the surface plane is shown (see text for details).
integration:
EHKl = R2
∣∣∣∣∂(γ, δ)∂(h, k)
∣∣∣∣ ∫ dt ∫∫ Is(q) dhdk
= R2T
∣∣∣∣∂(γ, δ)∂(h, k)
∣∣∣∣ ∫∫ I0 · r2eR2 · P · |Ftot(q)|2 · sin2(12N1q1a1)sin2(12q1a1) · sin
2(12N2q2a2)
sin2(12q2a2)
dhdk
= I0r2ePT
∣∣∣∣∂(γ, δ)∂(h, k)
∣∣∣∣ ∫∫ |Ftot(q)|2 · sin2(N1pih)(pih)2 · sin2(N2pik)(pik)2 dhdk. (A.65)
Note that the purely experimental parameter R2 cancels out in this step, such that EHKl is
independent of the distance between the sample and the detector, as expected. As in the case of
bulk diffraction (Section A.4.4), we can now make the assumption that the total structure factor
varies only slowly over the sampled area in reciprocal-space. We can then replace |Ftot(q)|2
by |FHKl|2, and take this outside the integral. Note, however, that in contrast to the bulk
case, where this assumption is certainly always good enough in comparison to the very sharp
diffraction features, the CTR structure factor varies much more quickly along l, especially on the
steep parts close to the Bragg peaks or in the finite size fringes of thick films. For small values
of βout, where the intersection of the CTR with the Ewald sphere is very elongated, and thus
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a large region of reciprocal space is sampled, or close to the Bragg points, the approximation
is therefore not valid. This has to be kept in mind when performing an experiment, and will
be discussed in more detail in Appendix B. Under those conditions where the assumption is
justified, we can then calculate the integral in Equation A.65:
EHKl = I0r2ePT |FHKl|2
∣∣∣∣∂(γ, δ)∂(h, k)
∣∣∣∣ ∫ sin2(N1pih)(pih)2 dh ·
∫
sin2(N2pik)
(pik)2
dk
= I0r2ePT |FHKl|2
∣∣∣∣∂(γ, δ)∂(h, k)
∣∣∣∣N1N2. (A.66)
The Jacobian depends on the particular measurement geometry and on the definition of the
reciprocal-space coordinate through the choice of the crystal unit cell parameters. It can be
evaluated easily under the assumption that the h- and k-directions are mutually perpendicular
to each other and to the l-direction, and therefore lie within the physical surface plane of the
sample (we have seen in Chapter 7 that this is not necessarily the case, as for example for our
choice of the (110)-oriented surface unit cell of NGO). First the Jacobian is split into two parts:
∣∣∣∣∂(γ, δ)∂(h, k)
∣∣∣∣ = ∣∣∣∣ ∂(γ, δ)∂(q1,q2)
∣∣∣∣ ∣∣∣∣∂(q1,q2)∂(h, k)
∣∣∣∣ . (A.67)
The second transformation is simple:
q1 = ha∗1, q2 = ka
∗
1
=⇒
∣∣∣∣∂(q1,q2)∂(h, k)
∣∣∣∣ =
∣∣∣∣∣ ∂q1∂h ∂q1∂k∂q2
∂h
∂q2
∂k
∣∣∣∣∣ =
∣∣∣∣∣ a∗1 00 a∗2
∣∣∣∣∣ = a∗1a∗2 = 2pia1 2pia2 = (2pi)
2
Auc
, (A.68)
where Auc is the is the area of the surface unit cell.
The transformation of the first term in Equation A.67 is illustrated schematically in Fig-
ure A.7 (b). The reciprocal-space area-element dA∗ on the surface of the Ewald sphere, spanned
by the changes dγ, dδ, is projected into the surface plane of the sample, which coincides with
the a∗1a∗2-plane. The area dq1dq2 of the projection is given by the angle βout enclosed by the
outgoing wave-vector k′ with respect to the surface plane:
dq1dq2 = sinβout dA∗ = sinβout
(2pi)2
λ2
dγ dδ, (A.69)
and therefore∣∣∣∣ ∂(γ, δ)∂(q1,q2)
∣∣∣∣ = λ2(2pi)2 sinβout . (A.70)
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Recombining the two terms in Equations A.68 and A.70 yields the total change in integration
area: ∣∣∣∣∂(γ, δ)∂(h, k)
∣∣∣∣ = λ2Auc 1sinβout . (A.71)
The angle-dependent part, 1sinβout , is the Lorentz factor for this particular geometry.
Re-inserting this expression in the formula for the total collected diffraction intensity from
Equation A.73 for the particular point (HKl) under consideration yields
EHKl = I0r2ePT |FHKl|2
∣∣∣∣∂(γ, δ)∂(h, k)
∣∣∣∣N1N2
= I0PTN1N2
r2eλ
2
Auc
1
sinβout
|FHKl|2. (A.72)
N1N2 is the total number of unit slabs of the truncated crystal structure. Replacing the total
energy EHKl with the measured number of counts NHKl, and the incident intensity I0 with
the incident photon-flux Φ0, we finally obtain the following expression for the CTR structure
factor:
|FHKl|2 = NHKl sinβoutΦ0PTN1N2
Auc
r2eλ
2
. (A.73)
All the quantities on the right-hand-side are either known or have been measured, so we have
finally determined the CTR structure factor.
A.5.5 The incoming flux profile and the active sample area
In the derivation of the CTR structure factor in Equation A.73, we have so far assumed that
the entire crystal contributes to the scattering and that the incoming flux of photons be a
constant. This corresponds to the situation where a small crystal is completely bathed in
a large incoming beam. In SXRD, this condition is only very seldom fulfilled, usually the
samples are several square-millimeters in size and the synchrotron beam is focussed down to
a few hundred microns. It is therefore never the entire crystal surface that contributes to the
scattering, but only a fraction thereof, which is commonly called the active area. To take this
fact correctly into account in the calculation of the diffracted energy, we need to know which
part of the sample receives how much incoming intensity.
The transverse profile of the incoming x-ray beam at the sample location is represented by
Φ0(xl, zl), where xl and zl are the two laboratory coordinate directions normal to the incoming
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Figure A.8: (a) The incident flux Φ0(xl, zl) in the laboratory frame of reference (red) produces a flux
distribution Φ0(xs, zs) on the sample surface (blue coordinate system). (b) Definition of the surface
area element dAs in the crystal surface coordinate system.
beam, which is assumed to propagate along the yl axis7. At grazing incidence angles, βin,
with respect to the crystal surface, the zl axis is nearly aligned with the surface normal of the
crystal, and xl lies within the crystal surface plane, as shown in Figure A.8 (a).
We have seen in Section A.4.4 that the integrated scattering intensity depends linearly on
the number of unit cells involved in the scattering, and that we can decompose a crystal into
many smaller sub-blocks which together will generate the same integrated intensity (but not
the same intensity distribution) of a Bragg reflection as the whole crystal. We now use this
fact to decompose our crystal surface into many small crystallites with surface elements dAs.
The surface element is assumed to be rectangular in shape and contains N ′1 and N ′2 unit cells
along each edge, respectively. This is shown schematically in Figure A.8 (b). Therefore,
dAs = dN1dN2Auc, (A.74)
where Auc is the size of the surface unit cell.
Each of those surface elements is located at a position (xs, ys) in the crystal frame of ref-
erence, where xs and ys lie within the surface plane. From the transverse flux profile in the
7The orientation of the laboratory coordinate system is, of course, arbitrary and, in this case, chosen according
to the setup at the Surface Diffraction station of the Materials Science beamline at the Swiss Light Source.
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laboratory coordinate system, the flux distribution within the sample surface can be calculated,
since the orientation of the crystal is known: Φ0(xl, zl)→ Φ0(xs, ys).
The number of photons, dNHKl, scattered from each surface area element is given by Equa-
tion A.73, where N1, N2 have been replaced by dN1,dN2:
dNHKl = Φ0(xs, ys)r2ePT |FHKl|2
∣∣∣∣∂(γ, δ)∂(h, k)
∣∣∣∣ dN1dN2. (A.75)
The total scattering of the sample can then be obtained by integrating the individual
contributions dNHKl from all surface elements over the entire sample area As. Replacing
dN1dN2 = dAs/Auc = dxsdys/Auc, we obtain
NHKl = r2ePT |FHKl|2
1
Auc
∣∣∣∣∂(γ, δ)∂(h, k)
∣∣∣∣ · ∫
As
Φ0(xs, ys)dxsdys. (A.76)
Solving for |FHKl|2 and using the explicit form of the Jacobian derived previously, this yields
the final result of
|FHKl|2 = NHKl Auc
r2ePT
∣∣∣∣∂(γ, δ)∂(h, k)
∣∣∣∣−1 [∫
As
Φ0(xs, ys)dxsdys
]−1
= NHKl
sinβout
PT
A2uc
r2eλ
2
[∫
As
Φ0(xs, ys)dxsdys
]−1
. (A.77)
More details on how this can be calculated in practice are given in the following two ap-
pendices, dealing with the measurement and the data treatment of SXRD data. Note that
Equations A.76 and A.77 give the absolute values for the CTR structure factor as obtained
from the measurement. The experimental challenge lies in determining all the ingredients of
these equations with sufficient accuracy, in order to obtain reliable and correctly scaled val-
ues for the structure factors, which can then be directly compared to the calculated structure
factors from an atomic model.
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Appendix B
SXRD Measurements
B.1 Introduction
The kinematical diffraction theory to calculate the scattering from crystals and crystal surfaces
has been discussed in depth. Now we want to turn to the question of how this can actually
be measured in practice, and with the experimental setup at the Surface Diffraction station
of the SLS in particular. First, we will give a brief description of the setup with regard to
the important components along the x-ray beam, after which we turn to the different types of
scans to be performed. The goal is to understand how we need to use the available equipment
to obtain all the information required to evaluate the expression for the integrated intensity on
a CTR, as given by (see Equation A.77)
|FHKl|2 = NHKl Auc
r2ePT
∣∣∣∣∂(γ, δ)∂(h, k)
∣∣∣∣−1 [∫
As
Φ0(xs, ys)dxsdys
]−1
= NHKl
sinβout
PT
A2uc
r2eλ
2
[∫
As
Φ0(xs, ys)dxsdys
]−1
. (B.1)
Most factors on the right-hand-side of this expression are actually known, the only quantities to
be determined are the flux profile of the incident x-ray beam at the position of the investigated
crystal, Φ0(xs, zs), and the measured and background-subtracted number of scattered photons,
NHKl. From here on, we will adopt the usual terminology, and refer to NHKl as the “measured
intensity”, and denote this with Imeas, even though the quantity Imeas does not have the
physical units of an intensity. A detailed discussion regarding the units in our measurements
–177–
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Figure B.1: Sketch of the beam shaping and monitoring components.
and clarifying the ambiguities in the nomenclature can be found in Section A.4.4.
Some of the measurements we need to perform have changed considerably through the use of
an area detector in comparison to scans using point. For example, a careful detector calibration
is now necessary. On the other hand, integrated intensities can often be obtained from a single
detector exposure rather than having to perform a rocking scan. Despite the overall much
improved, simplified and accelerated data acquisition with the pixel detector, there are also
some potential pitfalls, which are also discussed.
B.2 Beam defining and monitoring components
The hardware setup at the Surface Diffraction Station of the Materials Science Beamline at the
Swiss Light Source has been optimized for automatized high-quality SXRD data acquisition.
A sketch of all crucial components is shown in Figure B.1, and the role of each component will
be discussed briefly in the following.
X-ray beam: The collimated and monochromatic x-ray beam as it comes from the beamline
optics system, consisting of a double crystal monochromator and two mirrors.
EH2 slits: Horizontal and vertical slit pairs for the surface diffraction station. Used to clean
up the incoming X-ray beam for any tails and wings produced in the beamline optics.
Monitor 1: Incident beam monitor: Ionization chamber (IC) to monitor the incoming X-ray
flux after all optical components. It is intentionally placed before the X-ray attenuators
where only small variations in the incoming intensity are expected. Therefore, the IC
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operation parameters can be adjusted such that the IC works reliably within its linearity
range. This point is crucial for correcting any instabilities in the incident X-ray intensity.
Due to the large attenuation changes during an experiment, stable linear counting cannot
be achieved when placing the IC behind the attenuator boxes.
Attenuators: A set of metal foils to attenuate the incoming X-ray beam. The thickness of
all foils has been carefully calibrated, hence the attenuation for any combination of foils
can be accurately calculated.
JJ slits: Horizontal and vertical beam conditioning slits. Used to define the beam size at the
sample position. For glancing incidence experiments, they are usually optimized to reduce
as much as possible the amount of radiation not hitting the surface under investigation
(which contributes strongly to the background signal), while maintaining the intensity
incident on the sample as high as possible.
Sample: The sample under investigation.
Guard/sample slits: Pairs of horizontal and vertical slits mounted on the front of the de-
tector arm, usually as close to the sample as possible. In the open-slit configuration,
these are opened up enough to capture the entire diffraction signal from the sample and
used to cut out background signal which is not produced at the sample position, e.g.,
air scattering, scattering from container walls (Be, kapton), etc. In high-resolution or
rocking scans, these slits define the visible area of the sample and the angular acceptance
of the detector and thus the achievable reciprocal space resolution.
PILATUS 100k: Single photon counting pixel detector (see Section 2.3.2).
Two more components have been added in the sketch in gray color. These are not actually
available presently, but would be helpful in many cases:
(Monitor 2): Ideally, one should have a second beam monitor after the beam conditioning slits
in order to monitor the stability of the conditioned beam, particularly due to any changes
in the attenuator and JJ-slit configuration. The IC should be optimized to work in the
linear counting range for the full unattenuated X-ray beam, as those are the conditions
most frequently used when recording the weak surface scattering signals. However, when
looking at a heavily attenuated beam, for example when measuring signals close to Bragg
peaks, the monitor will eventually stop counting due to insufficient sensitivity. Therefore,
this monitor is not suitable to provide a reliable correction for the incoming X-ray beam
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stability, and cannot replace the first monitor. It can merely serve to identify instabilities
in the setup, and provide additional corrections for those data points acquired under
optimal working conditions for this IC.
(Detector slits): There are presently no slits right in front of the detector. Slitting opera-
tions can be performed electronically by selecting only appropriate pixels of the detector.
However, mounting one pair of horizontal slits could prove to be advantageous when try-
ing to protect the detector from very intense radiation close to the acquired signal. For
example, when recording a reflectivity curve, it could be used to block the direct beam
(rather than having to use the guard slits, where the signals are spatially not very well
separated).
B.3 Measuring flat field correction data
The pixels of an area detector have different sensitivities to incoming x-rays and will have
slightly different counting efficiencies with respect to each other. For high-quality measure-
ments, the detector needs to be calibrated, in order to correct for these inhomogeneities in
the pixel response. This can be achieved by illuminating the entire active area of the detector
with homogeneous radiation and accumulating sufficiently large statistics to be sensitive to the
required calibration level. In practice, achieving a flat illumination distribution over an ex-
tended detector area is not trivial, especially for larger detectors. In some cases, one may have
to take the geometrical corrections into account separately. For the single module PILATUS
100k detector used in our experiments, positioned at about 1.15 meters from the diffractometer
center with an active area of approximately 85×35 mm2 (corresponding to subtended angles of
4.23o×1.74o), this is not so much of an issue and a sufficiently homogeneous illumination can
be achieved relatively simply.
The detector calibration should always be done with an incident radiation of the same
energy as that used for the experiments, since the pixel sensitivities are energy dependent.
This generally rules out the use of strong fluorescence sources, as those emit x-rays at discrete
energies and, in many cases, even with several different emission lines. Rather, a strong source
of elastically scattered x-rays is required. Ideally, this source should be entirely amorphous, so
as to avoid the occurrence of any diffraction features, and of high density (high-Z materials)
to maximize the scattering efficiency. Additionally, it should contain no emission lines in the
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energy region of interest. For incident beam energies below 13 keV, using a disk or rod of lead
glass works very well (below LIII-edge of Pb at 13.035 keV). For the higher energies, it has
been found that a reasonably pure rod of normal glass scatters sufficiently strongly.
The scattering source needs to be positioned in the center of the diffractometer, exactly
at the sample location. The detector should be moved fairly far away from the direct for-
ward scattering direction, as this is where the scattered radiation is strongest and drops off
quickly towards higher angles. At scattering angles of the order of 90o, this angular depen-
dency is weak and a flat illumination across the entire detector can be readily achieved. The
intensity can be optimized by adjusting the scattering source position (more than about 100
counts/s/pixel are desirable). Then it should be ensured again that the illumination is really
flat on average1.
The desired accuracy of the calibration is at least better than 1%, ideally close to 0.1%.
This requires a statistics of between 104 to 106 integrated counts in each pixel. In order to
perform a statistical analysis of the stability of each pixel, it is recommended to divide up
the exposure time required to reach the total integrated intensity, acquiring between 50–200
individual exposures.
The statistical analysis performed on this data set will be discussed in depth in Sec-
tion C.3.
B.4 Obtaining the incident beam flux profile
The incident x-ray beam has a certain transverse flux profile Φ0(x, z) perpendicular to its
propagation direction y, as sketched in Figure B.2 (a), which needs to be measured at the
y-position of the sample, in order to evaluate the flux integral in Equation B.1. Generally,
it is very difficult to measure this profile directly, as either sample chambers may prohibit
direct access to the sample position, area detectors with a sufficient spatial resolution are
unavailable, or raster scans using a tiny pinhole to sample the profile in two dimensions are
too time-consuming.
1All slit systems between scattering source and detector need to be opened up fully to let the entire scattering
signal reach the detector. The signal intensity may be increased by opening up the slit systems upstream in the
incident beam as well
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Figure B.2: (a) Sketch of the transverse flux profile Φ0(x, z) as seen at the downstream sample position
y. (b) Plot of Iz(z) as it is recorded in a knife-edge scan.
Using one simple hypothesis, one can work around this problem. Let us assume the flux
profile Φ0(x, z) to be separable into two independent contributions which are each a function
of only x or z. Then we can write
Φ0(x, z) = ϕx(x) · ϕz(z). (B.2)
The functions ϕx(x) and ϕz(z) could be easily measured by scanning a small slit across the
beam in the x or z direction. However, for the same reasons as mentioned above, such a small
slit may not be available at the sample position. A simple way to solve this problem is to use the
sample itself (and possibly its holder) as a probe to measure the integrated flux profile instead.
By scanning the sample position along the z-direction through the beam, and integrating the
uneclipsed beam intensity which passes by the sample, one can record a so-called knife-edge
scan of the beam. The measured intensity profile Iz(z) starts with zero intensity when the
sample is blocking the entire beam, then begins to rise as soon as a part of the beam is able
to pass by the sample, and finally increases to the full beam intensity I0 when the sample
is completely removed from the beam. A typical scan plot is shown in Figure B.2 (b). By
repeating the same procedure (using, for example, the sample holder to block the beam), one
can also record the integrated beam profile Ix(x) in the x-direction.
Note that we are always integrating over the entire space in the direction perpendicular
to the scan (e.g., the x-direction in a Iz(z)-scan). Therefore, we can express the measured
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intensities in terms of the unknown flux profile:
Ix(x) =
∫ ∞
z′=−∞
∫ ∞
x′=x
Φ0(x′, z′) dx′ dz′
(B.2)
=
∫ ∞
−∞
ϕz(z′) dz′ ·
∫ ∞
x
ϕx(x′) dx′
= ϕtotz ·
∫ ∞
x
ϕx(x′) dx′, (B.3)
where we have defined
∫∞
−∞ ϕz′(z
′) dz′ = ϕtotz and used the assumption of separability from
Equation B.2. Similarly, we have
Iz(z) = ϕtotx ·
∫ ∞
z
ϕz(z′) dz′.
To obtain the total incident intensity, we integrate the flux in the entire x-z-plane:
I0 =
∫ ∞
z′=−∞
∫ ∞
x′=−∞
Φ0(x, z) dx dz =
∫ ∞
−∞
ϕz(z) dz ·
∫ ∞
−∞
ϕx(x) dx = ϕtotz · ϕtotx . (B.4)
Now we use the following relations for a given function f(a) and its primitive function
F (a):∫ ∞
b
f(a) da = [F (a)]∞b = F (∞)− F (b),
∂F (a)
∂a
= f(a),
∂F (∞)
∂a
=
∂F (const)
∂a
=
∂ const
∂a
= 0.
Thus, the derivatives of Iz(z) and Ix(x), can be written as
∂Iz(z)
∂z
=
∂
∂z
[
ϕtotx ·
∫ ∞
z
ϕz(z′) dz′
]
= ϕtotx ·
∂
∂z
[Fϕz(∞)− Fϕz(z)]
= −ϕtotx · ϕz(z), (B.5)
∂Ix(x)
∂x
= −ϕtotz · ϕx(x), (B.6)
where Fϕz denotes the (unknown) primitive function of ϕz. Multiplying (B.5) with (B.6) and
solving for Φ0(x, z) yields the desired expression for Φ0(x, z):
∂Ix(x)
∂x
· ∂Iz(z)
∂z
= ϕtotz · ϕx(x) · ϕtotx · ϕz(z) = I0 · Φ0(x, z)
=⇒ Φ0(x, z) =
∂Ix(x)
∂x · ∂Iz(z)∂z
I0
. (B.7)
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Φ0(x, z) depends only on Ix(x) and Iz(z), and I0, which are all contained in the measured
beam profiles.
B.5 Measuring the integrated intensity
In deriving Equation A.77, we have made one assumption which needs to be discussed in more
detail, as also mentioned in Section A.5.4. The derivation was based on (a) the fact that
the entire diffraction signal produced by the CTR, as it intersects the Ewald sphere, is fully
captured by the detector (open slit geometry), and (b) that the structure factor Ftot(q) can be
approximated by a constant FHKl over the full extent of the captured signal.
Figure B.3 illustrates that these assumptions cannot be fulfilled for signals with a very small
outgoing angle βout. This is due to the fact that the intersection angle between the rod and
the Ewald sphere becomes very small, resulting in a sampling region s of the CTR over an
extended range of l-values. This has consequences with respect to both assumptions: (a) may
not be fulfilled anymore, because the signal becomes so large that it starts spilling over the
edges of the detector aperture. Approximation (b) also fails, since the range of sampled l-
values is so large that the variations in the structure factor can no longer be ignored. Which of
the two requirements fails first depends on various factors related to the crystal quality of the
sample and the properties of the incoming x-ray beam. Consider, for example, a substrate with
a film of several monolayers thickness grown on top. The Laue oscillations produced by the
finite thickness of the film need to be resolved experimentally in order to solve the structure.
Hence, one period of these oscillations needs to be sampled with at least a few independent
data points, for each of which the structure factor Ftot(q) needs to be sufficiently constant to
yield a meaningful experimental value. This sets a lower limit for the required l-resolution for
the data acquisition, and therefore determines the minimum outgoing angle compatible with
data collection in the open-slit geometry.
Vlieg has derived an analytical expression to estimate the minimum outgoing angle βout
required to achieve a given resolution ∆l along the l-direction [1]. Given the full-width at half-
maximum (FWHM) of the CTR in the in-plane direction, ∆QFWHM, measured in reciprocal
Angstroms, the valid range of βout is defined through
tanβout >
2∆QFWHM
a∗3∆l
. (B.8)
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Figure B.3: The open slit geometry can only be used when the range of sampled l-values by the
intersection of the CTR with the Ewald sphere, denoted by s, is smaller than the desired resolution ∆l
along the l-direction, determining a minimum outgoing angle βout and a corresponding minimum l-value
lcrit necessary for these measurements. The situation is shown for (a) l < lcrit, (b) l = lcrit, (c) l > lcrit.
The open slit geometry can therefore only be successfully used above a critical l-value lcrit.
Below this value, the CTR data has to be recorded by performing rocking scans of the sample
with a fixed detector position.
B.5.1 Rod scans in the open slit geometry
Data collection in the open slit geometry is straightforward. The diffractometer controls soft-
ware SPEC R© calculates the motor positions for the desired (HKl) positions (see Appendix E)
and for each point in the scan, a detector image is taken. During the course of this thesis, the
CTR data acquisition with the PILATUS 100k pixel detector has been completely automatized,
such that exposure times and filter transmission values are dynamically adjusted for each expo-
sure, optimizing the acquisition process both for speed and for a maximization of the collected
signals within the dynamic range of the detector. This allows for the routine acquisition of the
large SXRD data sets necessary for direct methods structure determinations.
B.5.2 Rocking scans
For l-values below lcrit, the data need to be recorded by performing rocking scans of the sample
at a fixed detector position, which corresponds to the nominal (HKl) position to be measured.
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Figure B.4: Obtaining multiple rocking curves from one rocking scan using the PILATUS 100k pixel
detector. (a) By using a pair of detector slits, a range of l-values visible to the stationary detector is
selected (gray shaded region). While the CTR passes through the Ewald sphere in the ω-scan, the entire
scattering of the CTR within the range ∆l is integrated (red shaded portion of the CTR). (b) When
using an area detector, the physical detector slits can be replaced by “virtual slits” by selecting only
a certain region of interest (ROI) on the detector image. This is shown here for one particular image
in the scan, but the same ROI must be used for all scan images. Defining several ROIs simultaneously
yields multiple rocking curves from one single ω-scan, as shown by the differently colored boxes in (b)
and the corresponding rocking curves in (c).
While the sample is rotated around its surface normal direction, the intersection point of the
CTR with the Ewald sphere changes, moving either up or down the rod. By using a set of slits
in front of the detector, a specific l-range ∆l is selected2, and the detector integrates the entire
CTR signal passing through that range during the scan [1], as shown in Figure B.4 (a).
Also here, the peripheral vision of the PILATUS detector is of great advantage over a point
detector. Firstly, any spurious diffraction features can be easily identified. More importantly,
however, instead of using a physical slit pair, the slitting can be done digitally in the images by
selecting different regions of interest on the pixel detector images. In this way, a whole series
of rocking curves can be acquired in a single rocking scan, as shown in Figure B.4.
How the integrated CTR intensity from these rocking scans can be obtained and converted
to a measure of the structure factor has been described in the literature [1]. Due to the
2Note that the resolution of the diffraction pattern is also affected by the size of the scattering source, which
can be significantly extended in SXRD due to a large footprint of the incidence beam on the sample. To
guarantee a sufficient resolution in l, it may therefore be necessary to restrict the size of the source visible to
the detector by a second set of slits close to the sample.
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different volume of reciprocal space sampled with respect to an image obtained in the open slit
geometry, the Jacobian determinant, expressing the change in integration volume from angular
to reciprocal space integration variables, will certainly be different.
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Appendix C
SXRD Data Treatment Step-by-Step
C.1 Introduction
Some technical aspects of acquiring SXRD data, especially with regard to using a PILATUS
100k pixel detector, have been discussed in the previous appendix. Here, we shall be concerned
with the question of how the acquired detector images should be interpreted, and what process-
ing steps are required to convert the collected counts from individual pixels into a meaningful
measure of diffraction intensities. The ultimate goal is to relate the measured intensities to
those calculated by diffraction theory, as detailed comprehensively in Appendix A.
Many of the steps described here are generally valid for x-ray diffraction experiments, while
others are quite specific to SXRD. The use of a PILATUS 100k pixel detector instead of the
traditionally used point detectors has made necessary a modification of some procedures, and
requires important additional analysis steps (e.g., flat-field analysis), while dispensing with
others (e.g., the necessity for rocking scans). Since area detectors have so far been used only
scarcely in SXRD, a comprehensive report of the necessary data processing steps is, at best,
only partially available in the literature [1]. The aim of the current chapter is therefore to give
an extensive account of all analysis steps applied to the data presented in this work, in the
hope that it may serve as a useful reference for others working with the same experimental
setup or as a conceptual starting point for applying those modifications necessary to adapt the
procedures to similar experiments elsewhere.
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C.2 Rate correction
For single-photon counting devices, the process of registering any one count event takes a finite
amount of time. During this time span, the detector is unable to detect any further events.
Physically, this is related to the electrical pulse shape created by the incoming X-ray. If two
consecutive X-rays pulses overlap, the electronics are unable to discriminate them and will count
them as one photon. We define the dead time τ of the detector as the minimum time delay
between two impinging photons necessary to distinguish them as two separate events.
Owing to this finite dead time, the detector response becomes nonlinear as the rate of
incident photons increases and their average separation in time approaches the dead time τ .
The number of measured counts Nmeas then becomes lower than the real number of incident
photons N0, as shown in Figure C.1. Using the model of a paralyzable counter, this behavior
can be modeled, with only the dead time τ as a free parameter [2]:
Nmeas = N0 · e−N0τ . (C.1)
The dead time τ is a function of the detector’s gain and trim energy settings as well as of
the incident photon energy. The values for some standardized settings have been accurately
determined [2] and are given in Table C.1.
Setting dead time max. count rate max. incident rate 1% nonlinearity rate
(see [3]) τ [ns] Nmeas [ph/s/pixel] N0 [ph/s/pixel] [ph/s/pixel]
Low Gain 120.2 ± 3.5 3.06 · 106 8.32 · 106 8.36 · 104
Medium Gain 202.7 ± 4.1 1.82 · 106 4.93 · 106 4.96 · 104
High Gain 383.8 ± 1.4 0.96 · 106 2.61 · 106 2.62 · 104
Table C.1: Dead time, maximum achievable count rate and corresponding maximum incident rate
(according to Equation C.1), and calculated 1% nonlinearity rate (Nmeas/N0 = 0.99) for three standard
gain settings (12.0 keV X-rays, 6.0 keV trim threshold).
Knowing τ , it is now possible to apply a dead time correction to the counts registered in
each pixel. According to Equation C.1, N0 becomes:
N0 = −τ−1 ·W (−Nmeasτ), (C.2)
where W is the so-called Lambert W-function or omega function, which is the inverse function
of
f(W ) = WeW .
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Figure C.1: Rate correction. Measured count rates Nmeas (red diamonds) are lower than the incident
photon rate N0 (broken line) for high count rates. The blue line is the result of fitting a paralyzable
counter model with a dead time of τ = 120 ns to the data, and the appropriately rate-corrected data
points are shown as green circles.
The dependence of the dead time on incident photon energy seems to be negligible [2] for
reasonable threshold settings. We can therefore use the known values from Table C.1 for
all energies without introducing any significant error. Obviously, the rate correction is only
significant for high counting rates. The last column in Table C.1 gives the incident photon rate
at which the total linearity correction is 1%. The effect of a slightly erroneous dead time can
therefore be completely ignored for count rates below this limit.
The dead time correction for the PILATUS detectors is applied internally immediately after
data readout by the controls software, and all stored images are already rate corrected. This
only requires that the dead time be set up correctly at the start of an experiment.
C.3 Flat-field correction
Individual pixels of the PILATUS detector have slightly different counting efficiencies, due pri-
marily to inhomogeneities in the sensor material, small differences of the pixels supply voltages,
etc. Also, heavy irradiation can change their response, either temporarily or permanently. For
accurate measurements, it is thus important to calibrate the response of each pixel and to
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correct the acquired image data for those variations.
A detailed description of how to acquire the data suitable for obtaining a reliable flat-field
correction mask has been given in Section B.3. Here we concern ourselves with how this data
should be analyzed to get a stable correction file.
There are three important criteria which each pixel must fulfill in order to yield good
data:
1. Its counting efficiency should be reasonably close to the mean efficiency of all pixels.
What reasonably means will be discussed shortly.
2. The counting process should be stable and reproducible over many exposures.
3. The exact value of the relative efficiency, compared to the mean efficiency of all pixels,
should be well determined.
A set of approximately 50–200 flat-field exposures, taken under identical conditions, and
with a mean integrated intensity of at least 1000 counts per pixel in each exposure is well
suited to evaluate these criteria. The time series allows for stability checks while the integrated
signal over the entire series gives good enough statistics for high-quality calibrations. With,
for example, an integrated signal over the entire series of 100 000 counts/pixel, we obtain an
accuracy of approximately 0.3% for the sensitivity calibration.
Since we want to determine fluctuations between the pixel responses, all potential intensity
variations stemming from other sources, such as the beamline optics, the synchrotron top-up
mode, or similar, should be minimized wherever possible and recorded with a beam monitor
in order to properly divide out their contribution for each image in the time series. If such a
monitor is not available, a viable alternative might be to use the average integrated intensity
over the entire detector plane as a measure of the incident intensity. Of course, this assumes
that the overall response of the detector is stable (as an average over all of the individual
pixel responses). But this alternative has the added advantage of monitoring any potential
instabilities between the beam monitor and the detector, for example an unstable scattering
source used to generate the flat-field illumination.
Each image k in the series of N exposures can be represented as an array Ik(i, j) of intensities
measured by each pixel with coordinates (i, j). In a first step, the mean integrated intensity over
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Figure C.2: Histogram of the mean number of counts I(i, j) over N exposures: (a) for all pixels. (b)
for normal sized pixels (red) superimposed on the one for all pixels (blue).
the N exposures, I(i, j), and its corresponding standard deviation σ(i, j) are calculated:
I(i, j) = 1
N
N∑
k=0
Ik(i, j), (C.3)
σ(i, j) =
√√√√ 1
N − 1
N∑
k=0
(Ik(i, j)− I(i, j))2. (C.4)
The values I(i, j) can be plotted as a histogram, as shown in Figure C.2 (a). It can be
seen that in this example data set, most pixels have registered around 2000 counts on average
per exposure. There is a slight tail towards higher count rates which can be attributed to
a peculiarity of the PILATUS detectors. As explained in detail in Section D.2, there are
some larger pixels on the detector, spanning the gaps between readout chips, which generally
have a slightly different counting efficiency due to charge sharing effects and the choice of
threshold settings. Panel (b) of Figure C.2 shows the histogram for only regular sized pixels
(red) superimposed on the total histogram (blue), proving that the tail is mostly caused by the
larger pixels.
Nevertheless, there seems to be a reasonable distribution of pixel sensitivities with few
outliers. Analyzing the particular distribution shown here, any pixel counting less than Imin =
1900 counts or more than Imax = 2200 counts can clearly be said to behave very differently
from the rest. Generally, the pixels outside such lower and higher limits (Imin, Imax) should be
deemed unreliable and added to a black list. This is done by setting the value of a binary mask
array Mh(i, j), having the same size as I(i, j), from unity to zero for all unreliable pixels (the
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subscript h denotes the fact that the mask is based on the histogram):
Mh(i, j) =
{
1 if Imin 6 I(i, j) 6 Imax
0 otherwise.
(C.5)
After identifying pixels with an anomalous response in their average efficiency, we now
need to find those pixels suffering from instabilities in their counting process. They can be
identified by a large scatter in the number of recorded photons between different exposures
when compared to the expected variations based on counting statistics, i.e., when
σ(i, j)
√
I(i, j). (C.6)
We now need a method of filtering out pixels with a large scatter and add them to a second
binary mask Ms(i, j). The simplest way is to require that the measured standard deviation
does not exceed the theoretically expected one by more than a certain factor:
Ms(i, j) =
 0 if σ(i, j) > K ·
√
I(i, j)
1 otherwise,
(C.7)
where K > 1 is a constant which needs to be chosen carefully according to the available
counting statistics. Let us define a normalized standard deviation σn(i, j) in the following
manner:
σn(i, j) = σ(i, j)
/√
I(i, j) . (C.8)
Figure C.3 shows a histogram of σn(i, j) for our sample data set. The main feature of the
distribution is centered slightly above one, proving the counting process of most pixels is close
to being Poisson-limited. The width of the distribution is due to the finite sampling statistics
of N exposures. A second feature centered far below unity is clearly suspicious, suggesting a
counting stability better than the theoretical limit. Again, this feature is related to the gap-
spanning larger pixels between readout chips. As a result of their increased area, they have
a better counting statistics than the normal pixels. Section D.2 describes in detail how this
effect can be taken into account and gives the corrected histogram.
If we fit the main feature to a Gaussian distribution, we obtain a center position of xc = 1.021
and a width of σg = 0.103. Given the total number of pixels of close to 100’000, no more than
7 pixels should yield values of σn more than 4σg away from the center xc (99.994% fall within a
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Figure C.3: Histogram of the measured flat-field’s standard deviation normalized with the expectation
value for a purely poisson limited counting process. The seemingly unreasonable feature at a value
slightly above 0.6 is discussed in the text.
confidence interval of 4σg). For a 3σg interval, this increases to 256 pixels on average (99.73%
within). Therefore, a value of K = xc + 4σg in Equation C.7 should ensure that no significant
number of reliable pixels are accidentally eliminated, while efficiently rejecting those pixels
with anomalously high scatter.
The combined black lists from the histogram and stability checks give a binary mask iden-
tifying all unreliable pixels on the detector:
M(i, j) =Mh(i, j)×Ms(i, j). (C.9)
Later on, when analyzing measured intensities, these black-listed pixels have to be treated
specially (refer to Section C.4.4).
The true efficiency of all pixels is very difficult to determine, and we are only interested in
their relative efficiencies with respect to each other in order to flatten out the measured images.
These values need to be normalized to a well-defined value, which we will take as the mean
integrated number of counts over all reliable pixels in the time-averaged array I(i, j). Since
the number of reliable pixels is equal to
∑
ijM(i, j), we obtain
I =
∑
ij
( I(i, j)×M(i, j))∑
ijM(i, j)
. (C.10)
The flat-field correction array can then be computed as
F(i, j) = II(i, j) ×M(i, j). (C.11)
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Figure C.4: False color image of a flat-field correction array. The color bar displays the corresponding
flat-field correction factors. Red pixels are more sensitive than the average and their values need to be
decreased while blue pixels are less sensitive and need to be amplified.
Figure C.4 shows the flat-field correction image for the above example data. Red colored
pixels are more sensitive than the average and therefore have correction values smaller than one.
The opposite is true for the blue-shaded pixels, which need to be corrected with factors greater
than one to compensate for their sensitivities being below average. It should be mentioned
that the number of unreliable pixels that need to be masked out, even when using fairly
strict stability criteria, is usually below 200 (out of almost 100 000 pixels in total) for our
detector.
The uncertainty U(i, j) of the flat-field correction factor F(i, j) for each pixel is calculated
as the statistical error of its mean value I(i, j):
U(i, j) =
√
1
N(N−1)
∑N
k=0(Ik(i, j)− I(i, j))2
I(i, j) =
√
1/N · σ(i, j)
I(i, j) . (C.12)
Note that U is the relative error and is therefore unaffected by the renormalization of F(i, j) to
I. For flat-field measurements where the integrated intensities summed over all frames exceed
several ten thousand counts, U should drop well below the 1% level and therefore has a usually
insignificant effect on the accuracy of a flat-field corrected measurement.
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C.4 Extracting intensities from images
Extracting meaningful information from a detector image is the most critical and in many cases
also the most difficult step in the data analysis. The shape, extent, position, and orientation of
a diffraction signal within the image may change considerably between different measurements
on the same sample, and even within a single scan. The differences observed between different
types of samples are even more striking, some examples of which are shown in Figure C.5.
The main challenge lies in the correct discrimination between the real signal and the back-
ground. In many cases, the background is not flat across the image, but contains contributions
from several different sources, such as scattering from Beryllium windows or sample holders, a
broad thermal diffuse scattering component from the sample itself, air scattering of the scat-
tered beam, etc., which may result in a complicated background distribution. The diffraction
signals, on the other hand, may be smeared out themselves, due to crystal mosaicity of the
sample, defect scattering, edge effects, a spatial inhomogeneity or large divergence in the inci-
dent beam intensity, slight sample curvatures, etc. Many of these factors can be avoided or at
least reduced by a careful experimental design and thorough conditioning and alignment of the
x-ray beam. Nonetheless, the data quality is intimately linked to the crystallographic perfec-
tion of the sample. It can therefore not be overstated how important good sample preparation
is.
The minimum criterion for a successful background discrimination is that the entire diffrac-
tion signal must be sharper than the smallest features in the background distribution. Only
under these circumstances can one hope to predict with sufficient confidence what the back-
ground contribution within the signal should be.
The analysis procedure described here relies on region-based image processing. The raw
image recorded by the detector is represented by the array Iraw(i, j), where i and j are the
horizontal and vertical pixel indices, respectively. The elements of Iraw(i, j) are the number of
recorded counts after applying the dead-time corrections, rounded to the next integer number
(performed by the PILATUS controls software as described in Section C.2).
The experimental uncertaintymraw(i, j) associated with each element of Iraw(i, j) is assumed
to be entirely due to counting statistics, such that
mraw(i, j) =
√
Iraw(i, j). (C.13)
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Figure C.5: Some examples of measured diffraction signals, illustrating the difficulties encountered when
trying to determine reasonable signal and background ROIs. (a) the clean and sharp CTR signal from a
smooth NdGaO3 surface. (b) a very broad CTR of hexagonal boron-nitride (h-BN) on Rh(111); (c) split
CTR of NdGaO3(110) caused by a sample miscut; (d) another split CTR of YBCO on NdGaO3(110) on
top of a strongly anisotropic diffuse background; (e) strange signal shapes for a LaAlO3 surface, caused
by twinning and microscopic faceting; (f) spurious signals originating from the sample holder and bulk
crystal, surrounding the real signal (marked by the circle) of h-BN on Ru(111). (Those images marked
with “×2” are linearly magnified by a factor of two compared to the others.)
The relative uncertainty is then given by
rraw(i, j) =
mraw(i, j)
Iraw(i, j) . (C.14)
C.4.1 Applying the flat-field correction
Before analyzing any features in the image in detail, the flat-field correction should be applied
to the raw image data, which is simply done by an element-wise multiplication with the flat-field
correction array:
I(i, j) = Iraw(i, j)×F(i, j). (C.15)
The associated experimental uncertainty needs to be propagated accordingly for the scaling
operation and by including the uncertainty of the flat-field correction array itself. For the
relative error, we obtain
r(i, j) = rraw(i, j) + U(i, j), (C.16)
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where U(i, j) is the relative error of the flat-field correction as defined in Equation C.12. This
leads to an absolute uncertainty of
m(i, j) = r(i, j)× I(i, j) (C.17)
for the flat-field corrected intensities. Remember that those pixels which have been masked
out in the flat-field analysis will contain zeros both for I(i, j) and m(i, j).
C.4.2 Selecting the regions of interest
First, a region of interest (ROI) containing the diffraction signal (hereafter referred to as “signal
ROI”) needs to be selected such that it encloses the signal as tightly as possible without
cutting into it. This ROI is represented as a binary mask RS(i, j), containing ones for all
pixels belonging to the signal and zeros otherwise. The set of pixels, identified through their
index-pairs (i, j), belonging to the signal ROI are defined as
S ≡ {(i, j) with RS(i, j) = 1} .
For a shorthand notation, the subset of data points belonging to S will be denoted by
IS(i, j) ≡ I(i, j) with (i, j) ∈ S.
The selection of the signal ROI itself has been seen to be quite ambiguous in many cases, and
as such represents one of the predominant sources for errors in the final data sets. Naturally,
there is an element of subjectivity in this choice, which has to be made by the experimentalist.
In most cases, this leads to systematic errors in the data sets, since the criteria employed to
make the selection are likely to be consistent throughout the data set, but not necessarily
correct (where the “correct” ones are, unfortunately, not known a priori). As to how severely
these systematic errors affect the quality of the final structure solution depends on the system
under investigation and the desired results. However, it is clear that this is a severe weakness
of the method, and a point which one should keep in mind during the intensity extraction
and later on when interpreting the data. To date, we have not succeeded in formulating an
algorithm capable of reliably identifying the correct signal ROI automatically and based on a
set of well-defined criteria, mainly due to the vast diversity of observed diffraction features. It
is expected, though, that this may become feasible for a much improved experimental setup
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based on a well-focussed undulator x-ray beam, which will in any case much facilitate the data
reduction.
It is worth to point out that this problem is not new in principle, and that point detector
scans almost certainly suffer from the same problem much more severely. The only difference
is that the peripheral vision of area detectors can often help identifying such difficulties where
they may go unnoticed in other cases. In other words, with the power of advanced detectors
comes a responsibility to examine the results much more carefully in order to tap the full
potential for improvements.
When choosing an appropriate ROI for the determination of the scattering background, one
is faced with similar problems as for the signal ROI. The background ROI should be sufficiently
large to allow for a stable background determination, and ideally contain the entire signal ROI
within it. Roughly speaking, at least the smallest feature sizes of the background distribution
have to be captured in order to model them correctly. On the other hand, the background
ROI should not be unnecessarily large, as this reduces the weight of those data points in close
proximity to the signal, which are, of course, those containing the most accurate information
about the locally applied interpolation. It should be stressed that we are not interested in
finding a global model for the background distribution, but merely a local approximation
which is accurate enough to provide a stable interpolation throughout the signal ROI. Again,
the background ROI is described by a binary mask, RB(i, j). Analogous to the case of the
signal ROI, we define the set of pixels belonging to the background ROI as
B ≡ {(i, j) with RB(i, j) = 1} ,
and those data points within B are denoted by IB(i, j)
IB(i, j) ≡ I(i, j) with (i, j) ∈ B.
Note that those points belonging to the signal ROI cannot be part of the background ROI
(meaning that their intersection set is empty: S ∩ B = ∅).
Some examples of ROI selections are shown in Figure C.6. These represent some fairly
clear-cut cases, however, much in contrast to some of the signals shown in Figure C.5.
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C.4.3 Fitting a background shape
Once a background ROI has been set, the distribution of counts within needs to be modeled.
In principle, any smooth function fB = f(i, j) of the two variables i and j can be used, as long
as all of its parameters can be sufficiently well determined, based on the set of available data
points within the background ROI. In practice, the use of a constant or linear background seems
to be sufficient in many cases, whereas the combination of a Gaussian distribution on top of a
constant or linear background or alternatively the use of a low-order 2-dimensional polynomial
distribution nearly always provides satisfactory results for more complicated shapes. This is
normally the case for those points close to the Bragg peaks, where significant thermal diffuse
scattering from the bulk has to be taken into account. Using more complex functions, such
as combinations of several Gaussians or higher-order polynomials, often leads to unstable fit
results or produces spurious features within the signal region, which needs to be interpolated.
Figure C.6 shows a few examples of successful background fits.
We have chosen to use a reduced χ2-function to perform the fit of fB to the set of data
points within the background ROI, IB(i, j), which is given by
χ2(IB) = 1
N − P
∑
(i,j)∈B
(IB(i, j)− fB(i, j))2
σ′(i, j)2
, (C.18)
where the sum runs over all N =
∑
i,j RB(i, j) data points1 contained in B, P gives the number
of free parameters of fB, and σ′(i, j) stands for a weight factor associated with the points in
IB(i, j). Usually, the experimental uncertainties of the intensity measurements are used as
weight factors. However, in order to avoid divisions by zero and to reduce the weight of very
low-intensity points in relation to those of high intensity, we artificially increase those weight
factors by adding a constant term K to the experimental errors:
σ′(i, j) = m(i, j) +K. (C.19)
Empirically, it has been found that very modest values of K give good results, so we chose to
use K = 5 for our analyses.
After the χ2-optimization, the function fB represents the best estimate to the background
distribution. Evaluating fB for all indices i and j in the measured image produces an array
1Some pixels might have been deemed unreliable in the flat-field analysis and are correspondingly masked out
in the flat-field maskMff(i, j). These pixels are not considered to be part of B and do not enter the background
calculation.
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Figure C.6: Examples of ROI selections and background fitting. The top row shows the detector images
with the choice of signal (white) and background (red) ROIs: (a) CTR of YBCO on LSAT far away from
Bragg peaks. (c) The same CTR close to a Bragg peak of the YBCO film, giving rise to an additional
diffuse component on top of the normal background. (e) Signal of an NdGaO3 surface CTR on top of
the diffuse scattering from a bulk Bragg peak. Some pixels appear in black since they have been masked
out in the flat-field analysis.
The corresponding background fits are shown in the bottom row with signal (green), measured back-
ground (red), fitted background shape (blue) and zero-plane (black) surface plots. The fit functions
used were a 2D Gauss in (b) and a 2D Gauss + constant term in (d) & (f). The vertical scale has been
greatly expanded in order to show the topologies of the background signals and their fits.
B(i, j) of equal size, containing the estimates for each pixel. Note, however, that those values
of the background array not belonging to B or S are rather meaningless and of no importance
to the problem at hand. The only thing we are interested in is the subset BS(i, j) of the
background array, which contains the estimates for those data points lying within the signal
ROI:
BS(i, j) ≡ B(i, j) with (i, j) ∈ S.
Finding a good estimate of the error associated with the background fit turns out to be a
bit trickier. For now, let us assume we had used the experimental errors as the weight factors
σ′ in Equation C.18, in other words used K = 0. The errors were assumed to follow a normal
distribution, since they arise from a Poisson-limited counting process. The inclusion of the
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flat-field error results in somewhat larger values of σ′, but does not change the nature of the
normal distribution. Under these circumstances, the value of χ2 gives the mean deviation of
the fit from the data, measured in units of σ′, which is therefore equal to
mB(i, j) = χ2 × σ′(i, j) = χ2 ×m(i, j) ∀(i, j) ∈ B. (C.20)
Clearly, this statement is only valid for those points within the background ROI B. For those
pixels within S , we do not have any measured values for the background contribution – after
all that is what we are trying to calculate – so we do not know the errors associated with that
contribution (the only thing we do know is the total error m(i, j) of the sum of the real signal
with the background). Therefore, we need to estimate what those errors would be if it had been
possible to measure the background directly. We have already predicted the background itself
through fB to be equal to BS(i, j). Making the same assumption of pure counting statistics,
we set the hypothetical counting error to
m′(i, j) =
√
BS(i, j) ∀(i, j) ∈ S. (C.21)
Including also the flat-field uncertainty yields
m′(i, j) =
√
BS(i, j) + U(i, j)× BS(i, j) ∀(i, j) ∈ S. (C.22)
Analogous to Equation C.20, the expected error for the background fit function for each pixel
inside S is therefore
mB(i, j) = χ2 ×m′(i, j) ∀(i, j) ∈ S. (C.23)
Getting back to the case of K 6= 0 in Equation C.19, we see that certainly the normal error
distribution cannot be described through a standard deviation with the modified σ′ anymore.
Strictly speaking, this invalidates the assumptions that lead the above conclusions. For small
values of K, however, the inaccuracies introduced are very modest. In this case, the final error
estimate becomes
mB(i, j) = χ2 ×
(√
BS(i, j) + U(i, j)× BS(i, j) +K
)
∀(i, j) ∈ S. (C.24)
C.4.4 Handling missing pixel values
As mentioned in Section C.3, when analyzing the flat-field array, some pixels may have been
deemed unreliable and masked out. Such “missing” values pose a serious problem when in-
tegrating the signal intensities, as they are effectively blind holes in the detector area, thus
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reducing the measured intensity value with respect to the real one. In order to obtain the
correct intensities, those holes need to be filled in.
Ideally, the distribution of the measured signal surrounding the hole should be modeled as
precisely as possible to perform an accurate interpolation of the missing value. In practice,
this is far too complicated, time consuming, and prone to instabilities when automatized. A
straightforward approach is to assume “local linearity” and set the missing value to the mean
of its n× n surrounding pixels (n = 3, 5, 7, . . .). A small value of n should be used to preserve
this local aspect of the replacement. A slightly less accurate approach, but one which is much
less sensitive to outliers than using the mean value instead, is the use of the median. In either
case, this approach fails for very sharp diffraction features restricted to very few pixels, where
the value in each pixel contains a “unique” piece of information.
In our measurements, the signals are typically spread out over several tens of pixels, such
that using the median from a 3×3 kernel produces good results and is fast and easy to calculate.
The error of that data point is taken to be the standard deviation of the eight surrounding
pixels.
C.4.5 Calculating the intensity and statistical error
The next step is to calculate the background-subtracted intensity I contained in the signal ROI
by summing up the contributions from all pixels:
I =
∑
(i,j)∈S
IS(i, j)− BS(i, j) (C.25)
The error associated with this intensity is essentially statistical in nature, even though some
of the steps described above, e.g. the determination of the background error, do not strictly
follow statistical methods. Nevertheless, we will refer to this error as statistical, assume it to
be normally distributed, and label it with the conventional symbol σ:
σ =
√ ∑
(i,j)∈S
(m(i, j))2 + (mB(i, j))
2. (C.26)
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C.5 Direct intensity corrections
The intensity value extracted from the region of interest, as given in Equation C.25, can be
directly corrected for the filter transmission values CT , and the monitor counts CM collected
during the exposure:
Icorr = I · 1
CT CM
. (C.27)
Since the monitor counts are usually collected exactly at the same time as the detector exposure,
they implicitly contain a measure for the exposure time. Care has to be taken when the monitor
counts are expressed as counts per second, in which case one needs to correct for the actual
exposure time tE separately. The unit of Icorr is equal to
[Icorr] =
[
integrated signal counts / tE seconds
monitor counts / tE seconds
]
.
As we will see later, the monitor normalization, resulting in somewhat arbitrary values, drops
out again when renormalizing the diffraction intensities to the incident beam intensity I0, which
is measured in the same units.
Naturally, the values of CT and CM also have an uncertainty associated with them, which
we will denote by mT and mM . While the fluctuations in the monitor counts may be regarded
as statistical in most cases, this cannot be justified anymore when considering the filter trans-
mission values. Each filter has given thickness and hence a well-defined transmission factor,
but is known only up to a certain accuracy. Therefore, each time a filter is used, it will produce
the identical offset in the measurement, hence resulting in a systematic error. It is not evident
how this case should be handled, and the best approach may be to actually calibrate the filters
to a precision better than the expected statistical fluctuations or the desired experimental ac-
curacy. The filter transmissions in our experimental setup have been carefully determined to
an uncertainty well below 1% of their transmission values. Even if using n filters at once, the
total uncertainty is expected to be of the order of
√
n times the individual error. This typically
amounts to well below 3% in the total error, much lower than the other typical systematic
errors in our data (see section C.9).
If simply disregarding those additional sources of errors, the statistical uncertainty of the
intensity needs to be scaled by the same factor as I itself:
σcorr = σ · 1
CT CM
. (C.28)
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Including the supposedly statistical contribution from the monitor counts, the relative errors
of I and CM need to be added to yield
σcorr = Icorr ·
(
σ
I
+
mM
CM
)
. (C.29)
Nevertheless, it may be useful to also include the systematical error of the filter calibration
in order to get a realistic estimate of the total error to be expected from the measurements:
σcorr = Icorr ·
(
σ
I
+
mM
CM
+
mT
CT
)
. (C.30)
C.6 Numerical flux integration over the sample surface
In Section B.4, we have seen how the incident beam flux profile Φ0(x, z) can be measured
through two perpendicular knife-edge scans. Now, we will demonstrate how to perform the
flux integration over the sample surface S numerically; that is, we want to calculate∫
S
Φ0(x, z) dx dz. (C.31)
In terms of the two integrated linear beam profiles along the transverse beam directions, Ix(x)
and Iz(z), from the knife-edge scans, the flux was shown to be equal to (see Equation B.7)
Φ0(x, z) =
∂Ix(x)
∂x · ∂Iz(z)∂z
I0
=
ix(x) · iz(z)
I0
, (C.32)
with I0 being the integrated incoming flux, and where we have introduced the following notation
for simplicity:
∂Ix(x)
∂x
≡ ix(x), ∂Iz(z)
∂z
≡ iz(z). (C.33)
First, we have to calculate ix(x), iz(z), and I0, then carry out the integration. This procedure
is explained step-by-step in the next few paragraphs.
C.6.1 Beam profile analysis
To start with, the intensities of the two knife-edge scans need to be extracted according to the
procedure described earlier. Background subtraction should not be an issue for these scans,
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Figure C.7: (a) Determination of the sample grid spacing ∆z, based on the variance σz of the corre-
sponding linear flux profile iz(z). (b) Construction of a sampling grid covering an irregularly shaped
sample with maximal extensions of Lx, Ly in the sample’s x and y directions. (c) Definition of the sam-
ple’s azimuthal (ω) and glancing (βin) rotation angles with respect to the laboratory frame of reference.
since the diffuse scattering around the very intense direct beam is so weak in comparison, that
its contribution to the total collected intensity is completely negligible. Rate corrections, on
the other hand, can become significant if the scan was taken close to the upper limit of the
dynamic detector range.
The derivatives of Ix(x) and Iz(z) are calculated numerically. Depending on the scan’s
sampling densities along the positional coordinate, a smoothing operation may be necessary to
yield reasonable profiles ix(x) and iz(z).
The value of I0 can be obtained by re-integrating ix(x) or iz(z). The two results should, of
course, be consistent with each other and yield the same value as the intensity extracted from
those images in the scans, where the direct beam is completely unoccluded.
C.6.2 Defining the integration grid
To begin the numerical integration, an integration grid has to be defined. Care has to be taken
to make the grid fine enough to yield a sufficiently accurate result while avoiding excessive
computational effort due to large arrays. Empirically, it has been found that a grid resolution
∆x and ∆z equal to one tenth of the variance of the narrower of the two beam profiles, as
shown in Figure C.7 (a), is adequate in most cases:
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σx = var
(
∂Ix(x)
∂x
)
, σz = var
(
∂Iz(z)
∂z
)
,
∆x = ∆z =
min(σx, σz)
10
. (C.34)
Using the resulting grid spacing, we now construct a 2-D rectangular grid which is big
enough to accommodate the entire sample. In the case of non-rectangular samples, as shown
in Figure C.7 (b), the grid will be as big as the enclosing box of the sample shape. How the
particular shape of the sample is taken into account in the calculation will be described later
on (see Section C.6.5). Each grid point P can be referenced by two linear indices i and j, along
the xs and ys directions, respectively, and will be denoted as Pij .
C.6.3 Grid point coordinate transformation
In the next step, we need to find out the coordinates (xij , zij) of each grid point relative to the
measured flux profile (which is defined in the laboratory frame of reference). Starting in the
sample frame of reference (denoted with a subscript s, e.g., xs), we know that the middle point
of the sample surface should be aligned with the diffractometer rotation axes, and represents the
zero point of that coordinate system. Hence, we can assign the proper xij,s and yij,s coordinates
to each grid point, since we know the grid steps and the sample dimensions. These positions
now need to be transformed into the laboratory frame of reference (denoted with a subscript
l, e.g. xl). For zero azimuthal (ω) and incidence (βin) angles, shown in Figure C.7 (c), the
sample frame of reference coincides with with the laboratory coordinate system. For non-zero
angles, the following rotation transformations need to be applied:
1. An azimuthal sample rotation by ω around the zs axis:
Ω =

cosω sinω 0
− sinω cosω 0
0 0 1
 . (C.35)
2. A polar sample rotation around the xl axis by βin:
B =

1 0 0
0 cosβin − sinβin
0 sinβin cosβin
 . (C.36)
C.6. NUMERICAL FLUX INTEGRATION OVER THE SAMPLE SURFACE 209
Combining these two rotations yields the desired coordinate transformation:
xl
yl
zl

ij
= B · Ω ·

xs
ys
zs

ij
= B ·

xs cosω + ys sinω
−xs sinω + ys cosω
zs

=

xs cosω + ys sinω
(−xs sinω + ys cosω) cosβin − zs sinβin
(−xs sinω + ys cosω) sinβin + zs cosβin
 . (C.37)
Since zs = 0 for all grid points (as they lie on the sample surface), this simplifies to
xl
yl
zl

ij
=

xs cosω + ys sinω
(−xs sinω + ys cosω) cosβin
(−xs sinω + ys cosω) sinβin
 . (C.38)
C.6.4 Interpolating the partial flux profiles
Given these coordinates (xij , zij) of each grid point Pij in the laboratory frame of reference,
we now need to determine the values of the partial flux profiles at these positions. Generally,
however, the sampling positions of the knife-edge scans do not coincide with xij and zij , so the
values of the linear flux profiles at those positions need to be interpolated to yield ix(xij) and
iz(zij).
C.6.5 Introducing the sample shape
Introducing arbitrary sample shapes is easily achieved. The grid was constructed as a bounding
box of the entire sample area. We can now simply assign a weight factor wij for each grid point,
containing a value of 1 if the grid point lies on the sample surface, and 0 otherwise. In practice,
these maps can be obtained, for example, by proper thresholding of an optical light microscope
image of the sample, as shown in Figures C.8 (c) and (d). In principle, one could even assign
fractional weights 0 < wij < 1 for grid points at the edges of the sample which are only
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Figure C.8: Constructing a sample shape mask: Black corresponds to values of 1, white to 0. (a)
rectangular sample. (b) round sample. The resolution of this mask is far too poor, but it demonstrates
how fractional weights (gray color) can be applied at the edges to improve the correspondence to the
real shape. (c) Optical light microscope image of an irregularly shaped sample, and (d) corresponding
shape mask created by proper thresholding of the microscope image (ca. 800×800 grid points).
partly occupied [see Figure C.8 (b)], or for regions of the sample which are known to diffract
non-perfectly (although, as to how this diffraction efficiency could be determined in practice
remains another issue).
C.6.6 Summing up the grid points
All the ingredients to calculate the active area of the sample are now ready. The contribution
aij from each grid point is
aij =
ix(xij) · iz(zij)
I0
· wij . (C.39)
The sum of all individual contributions over all grid points is an approximation of the flux
profile integral over the surface area:
∑
i,j
aij ·∆x ·∆z ∼=
∫
S
Φ0(x, z) dx dz. (C.40)
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This is what is called the active area of the sample for a given orientation and flux profile,
which we will denote with
Aa ≡
∑
i,j
aij ·∆x ·∆z. (C.41)
C.7 CTR correction factors
To obtain the final values of the measured CTR structure factors from the background-
subtracted and renormalized intensity values Icorr from Equation C.27, we need to apply all
geometrical corrections that we have not considered so far, which include the polarization fac-
tor, the Lorentz factor, and the active area correction2. For the absolute scaling of the data,
also the remaining constants, which we have so meticulously accounted for in each step of the
theoretical derivation, have to be taken into account.
Let us look at the expression for the measured CTR structure factor from Equation A.77
once more:
|FHKl|2 = Icorr Auc
r2eP
∣∣∣∣∂(γ, δ)∂(h, k)
∣∣∣∣−1 [∫
S
Φ0(xs, ys)dxsdys
]−1
= Icorr
A2uc
r2eλ
2
1
P
sinβout
1
Aa
≡ Icorr Ctot . (C.42)
The integration time T has been dropped here, because it is already accounted for in Icorr. All
the remaining factors together give the total correction factor Ctot that still needs to be applied
to Icorr. Naturally, the same correction factor also needs to be applied to the experimental errors
σcorr to obtain the uncertainty in the structure factor, σHKl:
σHKl = σcorr Ctot. (C.43)
All geometrical corrections are, of course, dependent on the experimental setup. Here, we
will give the corresponding corrections for the vertical geometry of the Surface Diffraction setup,
which has been used throughout all the measurements presented in this work (see Appendix E
2The renormalization of Icorr contains the monitor- and filter-corrections. Note that through the monitor-
correction, the integration over the exposure time has implicitly been included, so the exposure time T does not
have to be included in the remaining corrections.
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for details about the setup). A generalization to other geometries should be fairly straight-
forward based on the derivations in Appendix A.
C.7.1 Polarization
The polarization of the MS beamline in the horizontal plane is about ph = 98% at 12 keV photon
energy. The corresponding polarization factor P depends on the detector angles parallel (γ) and
perpendicular (δ) to the polarization plane. We will denote the polarization correction factor
for the measured intensities for this particular configuration by CP , in order to distinguish it
from the generally valid polarization factor P :
CP =
1
P
=
[
ph(1− cos2 δ sin2 γ) + (1− ph)(1− sin2 δ)
]−1
. (C.44)
C.7.2 Rod interception and Lorentz factor
The factor sinβout in Equation C.42 has been calculated as the Lorenz factor for the special
case where the h- and k-directions of reciprocal space lie within the surface plane of the sample
under investigation and the entire scattering signal is acquired in a single exposure for stationary
diffractometer angles (open slit geometry, see Section A.5.4). Under these circumstances, the
Lorentz factor has a simple geometric interpretation: Due to the finite widths of the CTRs
and the Ewald sphere (the latter of which is usually negligible, though), the extension of the
reciprocal space volume probed in the l-direction at their intersection depends on the angle
subtended by the surface plane and the outgoing x-ray beam, βout. The situation is shown
schematically in Figure C.9. The change in the sampled reciprocal-space volume gives rise to
a correction factor, which is commonly called the rod interception factor, CI . The integrated
signal must therefore be multiplied by a factor
CI = sin(βout), (C.45)
in order to correct for the amount of the vertical component ∆l of the CTR that is sam-
pled.
For a more general choice of the reciprocal lattice orientation and other non-stationary
types of scans, the Lorentz factor will take on a more complex form, given by the angle-
dependent part of the Jacobian determinant of the appropriate variable transformation between
C.7. CTR CORRECTION FACTORS 213
Figure C.9: Schematic k-space diagram explaining the origin of the rod interception factor (projection
into a plane spanned by the surface normal direction and k′). The intersection volume between the
CTR and the Ewald sphere is proportional to 1/ sin(βout).
angular and reciprocal-space coordinates. In order to guarantee the correct scaling of the
measured structure factors, also the constant factors of the Jacobian need to be included in
the corrections. The effect of the rod interception will always be present as one part of these
corrections, however.
C.7.3 Active area
The active area has been calculated above as the incident flux integral over the sample surface.
The measured intensity values needs to be multiplied by the inverse of the integral, leading to
the active area correction factor
CA =
1
Aa
. (C.46)
C.7.4 Absorption by container walls
In most experiments, the sample under investigation is kept inside a environmental chamber
under UHV, atmospheric conditions, high pressure gases, etc. x-rays enter and leave the cham-
ber through some sort of reasonably transparent material, for example beryllium, aluminum,
or kapton windows. The path length traversed by the x-rays through the absorbing medium
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in general depends on the incident and exit angles with respect to the container wall. Two
common geometries will be considered here.
Ideally, the x-rays traverse the absorbing medium of constant thickness at normal incidence
for all angles. This situation can be realized when using a spherical dome of the transparent
material and positioning the sample at its center. In this case, no absorption corrections are
necessary, since the absorption is constant as a function of the angles. Only if the incident
beam intensity is measured in the absence of the chamber, the total absorption needs to be
corrected for on the measured diffraction intensities.
Another common setup is that of cylindrical windows with their cylinder axis approximately
parallel to the surface normal direction of the sample, as shown schematically in Figure C.10.
Now the absorption depends on the incoming (βin) and outgoing (βout) angles of the x-rays
with respect to the surface plane. For the outgoing angle at zero, βout = 0, the transmission
through an exit window of thickness dout is equal to
Tout(0) = e−µ·dout , (C.47)
where µ is the linear absorption coefficient of the window material. For non-zero values of
βout, the distance x traversed inside the medium increases as x = d/ cosβout, and therefore the
transmission decreases to
Tout = e−µ·(dout/ cosβout) = (Tout(0))1/ cosβout . (C.48)
The absorption correction we need to apply to the outgoing beam is therefore
Cµ,out =
1
Tout
=
1
e−µ·(dout/ cosβout)
. (C.49)
The correction for the incoming beam is completely analogous, resulting in a total absorption
correction of
Cµ = Cµ,in · Cµ,out. (C.50)
Note that the same corrections need to be applied to the measurement of the incoming beam
intensity, I0, if this is done with the sample chamber in the path of the x-rays. Usually, all
angles are zero for this measurement and the sample is retracted from the direct beam, such
that the correction becomes
Cµ,0 =
1
Tin(0) · Tout(0) . (C.51)
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Figure C.10: Schematic diagram of the container window configuration for a cylindrical sample chamber.
C.7.5 Total correction factor
Putting all the above corrections together, we obtain the total correction factor for our partic-
ular experimental setup:
Ctot =
A2uc
r2eλ
2
· CI · Ca · CP · Cµ. (C.52)
C.8 Symmetry averaging
In many cases, if compared to the statistical errors we have discussed in detail in the previous
sections, the systematic errors inherent in a typical SXRD measurement turn out to be the
dominant source of uncertainty. A simple way to quantify their magnitude is (a) to measure
a set of reflections multiple times during the duration of the experiment, and (b) compare
the corrected intensities of nominally symmetry equivalent reflections. This procedure can
normally neither reveal the cause for the discrepancies, nor ensure that all systematical effects
are detected (there may be systematics affecting all data points in an equal manner, for example
wrongly calibrated filters or a slight but constant misalignment of some component). But
generally, it gives a good estimate of the reliability of the data and a sensible lower limit
to the accuracy achievable when fitting a model (clearly, a crystallographic R-factor of less
than 5% for a data set inflicted with an average systematic error of more than 10% seems
questionable).
The procedure for the data averaging has been outlined in a general manner in [4] and
precisely detailed by Bunk[5], describing the exact implementation used in his SXRD model
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fitting program FIT. Here, we will merely reproduce his derivation as it stands, in English
language.
Let Ii with i = 1 . . . N be the corrected intensities of equivalent reflections to be averaged,
and σi their corresponding statistical errors. The weighted average of these data points is given
by
Im =
∑N
i=1(Ii/σ
2
i )∑N
i=1(1/σ
2
i )
, (C.53)
and its associated statistical error is
σm:stat =
(∑
i=1
N
1
σ2i
)−1/2
. (C.54)
The total standard deviation of the set of reflections is by definition
σm:std =
√
N
N − 1 (〈I
2〉 − 〈I〉2)
=
√
N
N − 1
(
N∑
i=1
(
I2i
σ2i
)
/
N∑
i=1
(
1
σ2i
)
− I2m
)
. (C.55)
The factor N/(N − 1) takes into account that the mean itself has been determined from the
data set and hence represents a free parameter.
The averaged intensity Im, its resulting statistical error σm:stat, and standard deviation
σm:std are now calculated for each set of equivalent reflections. Let M be the number of such
equivalent sets. Their mean relative error with respect to the standard deviation
std =
1
M
M∑
j=1
σm:std,j
Im,j
, (C.56)
and the statistical error
stat =
1
M
M∑
j=1
σm:stat,j
Im,j
, (C.57)
can now be calculated. In order to obtain a credible approximation of the mean systematic
error, it may be advantageous to include only those reflections which are sufficiently reliable
regarding their statistical error, i.e., measurements with Imean > c · σm:stat, where c can be
chosen freely, a typical value being c = 3.
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We assume that for each averaged reflection, the total observed standard deviation σm:std can
be described as the sum of the two independent contributions from the statistical uncertainty
σm:stat and the systematic error σm:syst:
σ2m:std,j = σ
2
m:stat,j + σ
2
m:syst,j .
Denoting the average systematic error by syst, we can approximate this, on average, by
(stdIm,j)2 ≈ (statIm,j)2 + (systIm,j)2, (C.58)
which finally leads to
syst =
√
2std − 2stat. (C.59)
syst times the intensity is an estimate for the systematic error (if the argument of the square-
root is positive) and may be added as a correction to the statistical errors σi of all remaining
non-averaged reflections:
σcorrected,i =
√
σ2i + (systIi)2. (C.60)
It should be made very clear, however, that this procedure merely gives an indication about
the uncertainty to be expected for each data point. It does not correct in any way for the error
itself, that is the deviation of the measured value from its unknown true value. In other words,
the systematically wrong data points remain systematically wrong. This will certainly lead to
inaccuracies in the structural model refinement, regardless of the corrections applied to the
error bars of the data points. For this reason, a thorough characterization and optimization of
the experimental setup to identify and avoid systematical errors is indispensable to guarantee
an optimal data quality.
C.9 Data treatment programs
In the course of this thesis, a set of analysis routines has been developed in MATLAB R© to
facilitate the extraction of integrated intensities and to apply the necessary corrections to obtain
an absolute scaling of the measured structure factors. This includes all the steps described in
this chapter, apart from the symmetry averaging in the last section, which is best done by
using FIT [5].
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Based on a library of basic functions [6] necessary to read, write, and manipulate PILATUS
detector images, a large graphical user interface (GUI), called scananalysis, has been created to
facilitate the region-based extraction of integrated intensities from the detector images including
the background subtraction. Since typically several thousand to several ten thousand images
have to be analyzed for each experiment, the main goal was to combine the ease-of-use of a
GUI with the necessary graphical feedback to efficiently monitor the quality of the extraction
process and background fitting.
The data files saved by scananalysis can be directly passed to a MATLAB script applying
the correction factors. Additional scripts to calculate the flat-field correction array and the
incident beam profile are also available.
Anyone interested in these routines should contact the surface diffraction group leader at
the Swiss Light Source directly.
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Appendix D
PILATUS Characteristics
In this appendix, some particular characteristics of the PILATUS 100k pixel detector [1–5]
used in this work will be discussed in more detail.
D.1 Charge sharing
The photons incident on the detector convert into charge clouds inside the silicon sensor. The
electrical field applied across the sensor causes the created electrons and holes to travel to the
collection electrodes of the pixels, where they produce an analog charge pulse. The drifting
charge cloud has a certain extent which will increase with drift distance due to Coulomb
repulsion and diffusion. If a photon converts close to the middle between two neighboring
pixels, the collected charge will be shared among them, resulting in charge pulses of reduced
amplitude in each pixel. The situation is depicted for two photons in Figure D.1. Photon 1
converts inside pixel number one, and all of the produced charge is collected there, leading to a
large analog charge pulse, as shown in panel (b) of the figure. Photon 2 is absorbed in between
pixels 2 and 3, causing two charge pulses of diminished amplitude in the two neighboring
pixels.
If the height of the analog charge pulses exceeds the comparator threshold level, a digital
signal is produced which causes the detector to register a count. When setting the threshold
to exactly half of the incident photon energy, the effects of charge sharing on the counting
efficiency are minimized. Since the charge is normally never split equally between the pixels,
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Figure D.1: Charge sharing between pixels. (a) Conversion of the incoming photons into charge clouds.
Photon 1 is absorbed in the middle of pixel 1, and all of the created charge is collected there. Photon 2
converts on the border between pixels 2 and 3 (shaded area), and the created charge is shared accordingly.
(b) Schematic representation of the charge pulses (top) and their conversion to digital pulses (bottom)
for a high (TH1) and low (TH2) threshold level.
one of the two will see a pulse larger than the threshold while the other one remains below. In
this way, each photon will be counted only once.
In certain cases, for example to suppress fluorescence background of a lower energy than
that of the incident photons, it is advantageous to set the threshold level higher than at 50% of
the incident energy. As a result, a “dead area” appears at the border of each pixel. If a photon
is converted inside this area, the charge drained by the neighboring pixel is so large, that the
pulse created in the pixel receiving the photon does not exceed the threshold limit anymore,
hence the count is effectively lost. The efficiency of the detector is diminished in such a case
and the decrease of efficiency is approximately linear with increasing relative threshold level as
the ratio of the dead area with respect to the total pixel size increases proportionally.
D.2 Pixel geometries
A PILATUS module is built as an array of 8 × 2 PILATUS II readout chips (ROCs), each
with 60× 97 pixels, bump-bonded to a single monolithic silicon sensor. Unfortunately, a tight
packing of the ROCs on the sensor is impossible due to their periphery containing the necessary
leads for supply voltages and connections to address the individual pixels and a so-called seal
ring. In order to avoid dead areas between adjacent readout chips, the sensor encompasses
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Figure D.2: Closing the gaps: (a) A light microscope image of the Si sensor back side showing the
normal sized (square) and enlarged pixels (rectangular) spanning the gaps between readout chips. The
superimposed diagram visualizes the redistribution of counts from two large pixels into three normal
sized pixels by introducing an additional virtual pixel inside the gap. (b) Analogous redistribution at
the chip corners.
pairs of rows or columns with larger pixels, having an area equal to (1× 32) of a normal pixel,
at the edges of each chip spanning the gaps. The registered counts of two neighboring large
pixels are redistributed digitally into three normal sized pixels by introducing a virtual pixel
inside the gap, as shown in Figure D.2 (a):
E′1 = 2/3 · E1,
E′2 = 2/3 · E2,
V = 1/3 · E1 + 1/3 · E2.
At the corners of the readout chips, the same principle is applied. The counts from four
large pixels having (32× 32) the area of a normal pixel are digitally redistributed into four normal
sized pixels and 5 virtual pixels covering the gap, as shown in Figure D.2 (b).
Since there are 1 vertical and 7 horizontal gaps in the 8 × 2 array, the total number of
effective pixels in one module becomes (8 · 60 + 7)× (2 · 97 + 1) = 487× 195 = 94 965.
This procedure of introducing virtual pixels has two important consequences: Firstly, the
larger pixels are less affected by charge sharing (see Section D.1) since their edge to area ratio
is lower (more photons are converted inside the pixel compared to on its edge). This results in
generally better counting efficiencies of these large pixels, and hence of their artificially derived
normal sized pixels. Also, the change in efficiency as a function of the threshold level is different
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Figure D.3: (a) Histogram of measured standard deviations σ(i, j) for normal (blue), resized edge (red)
and virtual (green) pixels. Superimposed in black are the corresponding histograms for 〈σN 〉, 〈σE′〉,
and 〈σV 〉. (b) Ratio of measured to expected standard deviation for the same pixels. The magenta line
is a Gaussian fit to the distribution of normal sized pixels.
from normal sized pixels. This means that the pixel efficiencies need to be calibrated separately
for different incident energies and threshold settings, making flat field measurements necessary
for each setting.
Secondly, the artificial redistribution of counts into resized and virtual pixels results in an
enhanced counting statistics with respect to normal pixels. Assuming purely Poisson-limited
counting statistics, where the expectation value for the standard deviation of a measured inten-
sity I is 〈σ〉 = √I, the modified edge pixels will have the following expectation values:
〈σN 〉 =
√
I,
〈σE′i〉 = 2/3 ·
√
Ei ≈ 2/3 ·
√
3/2 · I ≡ 〈σE′〉 = 0.816 · 〈σN 〉,
〈σV 〉 = 1/3 ·
√
E1 + E2 ≈ 1/3 ·
√
3/2 · I + 3/2 · I) = 1/3 ·
√
4/2 · I = 0.577 · 〈σN 〉.
where the approximation assumes that the registered counts for the pixel types N ,E′i, and
V are the same, as one would see from a homogeneous illumination if the pixels had the exact
same efficiencies. Again, the same principle can be applied for corner pixels.
Experimental results from a flat field measurement are shown in Figure D.3. The standard
deviations over 100 exposures for normal pixels (N : blue), resized edge pixels (E′: red), and
virtual pixels (V : green) are plotted in a histogram in panel (a). The superimposed black curves
show the histograms of the corresponding expectation values for the standard deviations, 〈σN 〉,
〈σE′〉, and 〈σV 〉. Corner pixels have been omitted in this graph for clarity.
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When normalizing the measured standard deviation to the appropriate expectation value,
we obtain the histograms shown in panel (b) of figure D.3. We see that for all three pixel
types, the distribution is centered just slightly above one, indicating that the experimentally
achieved counting statistics is very close to the theoretical Poisson limit. Fitting a Gaussian
to the distribution from normal sized pixels (magenta line) gives a mean value of 1.021 with a
width of 0.103, the latter of which is due to the finite sampling of 100 exposures.
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Appendix E
Angle Calculations
E.1 Introduction
In a diffraction experiment, the subject of interest is the distribution of diffraction intensities
in reciprocal space. The measurement itself, however, takes place in real space, in a coordi-
nate system given by the experimental setup. Usually, the detector and sample are positioned
relative to each other and the incoming probe beam using a diffractometer which provides the
adequate angular and possibly linear degrees of freedom. The instrument’s position along each
degree of freedom represents a physical coordinate in real space (which may not necessarily
be independent of each other, however). The question is, therefore, how the diffractometer
needs to be positioned in real space to reach a given point with coordinates (hkl) in recip-
rocal space, and vice versa, to find the (hkl) position in reciprocal space for a given set of
diffractometer angles. The knowledge of these relations and correspondences is prerequisite for
any diffraction experiment. Since they differ markedly depending on the construction principle
and configuration of an instrument (interdependence and coupling of different rotation circles,
number of degrees of freedom, etc.) there is a rich literature on angle calculations for various
diffractometer types [1–6].
It is the subject of this appendix is to establish the relations between real and reciprocal space
coordinates for the (2+3)-type surface diffractometer at the Materials Science beamline of the
Swiss Light Source. As such, all calculations are specific to this particular setup, but wherever
possible, the underlying principles are explained in a general fashion. The aim is to present all
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calculations in a careful and step-by-step manner, and to bring all the relevant mathematics and
physics together. The derived relations have been used to create the proper angle calculation
code for the diffractometer control software SPEC R©. All measurement presented in this work
were obtained using this code.
This appendix is based on an internal document created earlier by Willmott and Schlepu¨tz [7].
It draws heavily from the literature, in particular the papers from Busing and Levy [1], Evans-
Lutterodt and Tang [2], Vlieg [3, 4], Bunk and Nielsen [6], and Diebel [8].
E.2 Rotation matrices
Before we proceed, it may be helpful to briefly recall the mechanism of active right-handed
rotations1 about some angle θ around the x-, y- and z-axes in a cartesian coordinate system.
These are, respectively
Rx(θ) =
0BB@
1 0 0
0 cos θ − sin θ
0 sin θ cos θ
1CCA ; (E.1)
Ry(θ) =
0BB@
cos θ 0 sin θ
0 1 0
− sin θ 0 cos θ
1CCA ; (E.2)
Rz(θ) =
0BB@
cos θ − sin θ 0
sin θ cos θ 0
0 0 1
1CCA . (E.3)
The inverse rotation operators R−1(θ) of these are equal to the transposed matrices RT (θ).
Because cos θ = cos(−θ) and sin θ = − sin(−θ), we also obtain
R−1(θ) = R(−θ). (E.4)
E.3 The diffractometer
The Newport 5-circle diffractometer is shown in Fig. E.1. Of particular note are the three
different laboratory coordinate frames. For the calculations described here, the two lower
1An active rotation describes the rotation of an object within a fixed coordinate system, in contrast to a
passive rotation, which changes the orientation of the underlying coordinate system for an object fixed in space.
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Figure E.1: Schematic figure of the 5-circle (2 sample + 3 detector) Newport diffractometer used at
the Surface Diffraction station of the SLS. The sample circles are α and ωv in the vertical geometry
(hexapod axis horizontal) and ωh and φ in the horizontal geometry (hexapod axis vertical), while the
detector circles are γ, δ, and ν. All detector and sample motor axes cross at the diffractometer center
(DC). Other important motor movements are also shown. Arrow heads point in the positive direction.
Three coordinate systems are shown – the Newport Cartesian frame, which tallies with the naming
convention of the motors; the calculation frame of reference in the vertical geometry (see also Fig. E.2),
which is used by both Evans-Lutterodt [2] and Vlieg [3, 4]; and the calculation frame of reference in the
horizontal geometry (see also Fig. E.7).
coordinate frames are relevant – they have both been chosen such that the direct beam points
in the positive y-direction and the sample surface normal at 0o grazing incidence lies along the
z-axis. The upper coordinate frame is also shown, as it determines the naming and positive
directions of the Newport diffractometer motors (i.e., the direction of the arrows).
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The diffractometer can be configured in one of two geometries: In the “vertical” mode,
the surface of the sample lies in a vertical plane and the surface normal is horizontal, while
in the “horizontal” geometry, the surface plane is horizontal with the surface normal pointing
vertically upwards. Which geometry should be used depends on the demands of the experiment.
In the vertical geometry, motors α, ωv, γ, δ, and ν are used, while for the horizontal geometry,
motors φ, ωh, γ, δ, and ν are used (the naming conventions for the instrument circles follow
those used by Vlieg [4] for the description of the (2+3)-type diffractometer). As a result, the
angle calculations need to be performed separately for both geometries.
Six additional sample degrees of freedom (3 translations and 3 rotations) are provided by
a hexapod. The 3 linear motions are used to bring the sample center into coincidence with
the diffractometer center (DC). Then the sample surface normal is accurately aligned with
the diffractometer’s azimuthal sample rotation axis (ωv in the vertical and φ in the horizontal
geometry, respectively) using the hexapod rotations2. All angle calculations require this coin-
cidence of sample surface normal and azimuthal rotation axis, so once the sample is accurately
aligned, the hexapod positions are fixed for the rest of the experiment.
E.4 Vertical geometry
E.4.1 Geometrical setup
Consider a flat single crystal sample mounted vertically (i.e., with its flat face vertical and its
surface normal horizontal), as shown in Fig. E.2.
Here, the laboratory set of coordinates (x, y, z), are fixed by y being the positive direction
of the incident x-ray beam, x being the vertical direction around which both α and γ rotate,
and z being the horizontal direction around which δ rotates when γ = 0, and ωv rotates when
α = 0.3
Using the equations E.1 and E.3, we therefore obtain for the four circles γ, α, δ, and ωv,
2The azimuthal rotation provided by the hexapod is of course redundant and this angle is fixed at zero.
3Note that ωv and δ are left-handed rotations around the z-axis.
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Figure E.2: Schematic figure of the laboratory coordinate system, incoming and outgoing wavevectors
~kin and ~kout, the scattering vector ~G, and the pertinent motor rotations in the vertical geometry setup
of the surface diffractometer.
respectively, the rotation matrices Γ, A, ∆, and Ωv, given by
Γ = Rx(γ) =
0BB@
1 0 0
0 cos γ − sin γ
0 sin γ cos γ
1CCA ; (E.5)
A = Rx(α) =
0BB@
1 0 0
0 cosα − sinα
0 sinα cosα
1CCA ; (E.6)
∆ = Rz(δ) =
0BB@
cos δ sin δ 0
− sin δ cos δ 0
0 0 1
1CCA ; (E.7)
Ωv = Rz(ωv) =
0BB@
cosωv sinωv 0
− sinωv cosωv 0
0 0 1
1CCA , (E.8)
where we note that ∆ and Ωv represent positive left-handed rotations.
The relevant rotation matrices for the horizontal geometry are handled in Section E.5,
because there a different calculation coordinate frame is chosen.
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E.4.2 Calculating diffractometer angles
The goal of this section is to obtain expressions for the four motor positions (angles) α, ωv, δ,
and γ in terms of the scattering vector in the frame of reference of the crystal surface and the
incident and exit angles perpendicular to the crystal surface (referred to as βin and βout, see
text below and Fig. E.3). We will derive general expressions for these angles, for which specific
values will crystallize out, once we define which one of three recording modes we choose to
work with, described below.
Our first task is to determine the components X, Y , and Z, of the scattering vector ~G, which
is determined by the detector position, in the laboratory frame of reference. The detector is
rotated first by ∆ then by Γ (the order of rotation is important, because if the γ-motion is
first calculated, this moves the δ-axis out from being coaxial with the z-axis. Therefore, the
δ-motion must always be performed first. This also holds for the ωv (first) and α (second)
motions of the sample). The detector is now positioned such that it is pointing back along the
outgoing, elastically scattered x-ray ~kout. We use the fact that, in units of 2pi/λ (for which
the magnitude of the incident and scattered wavevectors is then equal to unity), the incoming
x-ray beam can be represented by the vector
~kin =

0
1
0
 (E.9)
and express the diffraction condition
~kout − ~kin = ~G =

X
Y
Z
 (E.10)
by
~kout − ~kin = (Γ ·∆− I)

0
1
0
 , (E.11)
where I is the identity matrix. Using our rotation matrices defined above, we therefore obtain
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
sin δ
cos γ cos δ − 1
sin γ cos δ
 =

X
Y
Z
 . (E.12)
We now introduce the vector ~Gφ given by
~Gφ =

hφ
kφ
lφ
 , (E.13)
which denotes the scattering vector as viewed in the orthonormal Cartesian crystal frame of
reference (xc, yc, zc). This frame of reference contains xc and yc in the surface of the crystal
and therefore zc is normal to the surface. Note that ~Gφ does not represent the conventional
(hkl) Miller indices, because (a) we are using an orthonormal frame of reference (which is not
appropriate for hexagonal, triclinic, monoclinic, or rhombohedral crystal systems), and (b) it
does not take into account any miscuts of the crystal. This last aspect is dealt with later.
For the angular movements of the sample, α and ωv, both equal to zero, (xc, yc, zc) and
(x, y, z) lie above one another. Let us start in this configuration. In order to satisfy the
diffraction condition, we need to first rotate ωv, then α, which will therefore reposition ~Gφ into
the laboratory-based diffraction condition ~G, i.e.,
X
Y
Z
 = A · Ωv

hφ
kφ
lφ
 =⇒

hφ
kφ
lφ
 = Ω−1v ·A−1

X
Y
Z
 (E.14)
Multiplying out, we obtain
hφ
kφ
lφ
 = Ω−1v ·

X
cosαY + sinαZ
− sinαY + cosαZ
 (E.15)
=

cosωvX − sinωv(cosαY + sinαZ)
sinωvX + cosωv(cosαY + sinαZ)
− sinαY + cosαZ
 . (E.16)
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Figure E.3: Schematic of the incident and exit angles βin and βout. In the vertical geometry, βin is
equal to α. In the horizontal geometry, βin is equal to ωh.
Consider Fig. E.3. In our routines for reciprocal space navigation, three modes are offered,
namely a fixed incident x-ray angle (βin = α = const.); a fixed exit x-ray angle (βout = const.);
or βin = βout.
The momentum transfer perpendicular to the sample surface, lφ, in units of 2pi/λ, is simply
lφ = sinβin + sinβout. (E.17)
But from Equations E.12 and E.16,
lφ = − sinαY + cosαZ
= − sinα (cos γ cos δ − 1) + cosα · sin γ · cos δ
= cos δ (sin γ cosα− cos γ sinα) + sinα
= cos δ sin(γ − α)︸ ︷︷ ︸
=sinβout
+ sinα︸︷︷︸
sinβin
. (E.18)
This is our first condition. We now determine the (squared) magnitude of the in-plane
component of ~Gφ. We can predict in advance that this should be independent of ωv, as this
rotation is always normal to the crystal surface. Again, referring back to Equations E.12 and
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E.16, we obtain
h2φ + k
2
φ = [cosωv ·X − sinωv(cosα · Y + sinα · Z)]2
+ [sinωv ·X + cosωv(cosα · Y + sinα · Z)]2
= X2 + (cosα · Y + sinα · Z)2, (E.19)
which is indeed independent of ωv.
The next condition we exploit is the fact that the magnitude of ~Gφ is equal to that of ~G
and that both these must also be independent of ωv. From Equation E.12, we obtain
X2 + Y 2 + Z2 = (sin δ)2 + (cos γ cos δ − 1)2 + (sin γ cos δ)2
= sin2 δ + cos2 γ cos2 δ − 2 cos γ cos δ + 1 + sin2 γ cos2 δ
= cos2 δ (sin2 γ + cos2 δ)︸ ︷︷ ︸
=1
+ sin2 δ
︸ ︷︷ ︸
=1
−2 cos γ cos δ + 1
= 2− 2 cos γ cos δ
= −2Y = h2φ + k2φ + l2φ. (E.20)
From Equation E.18, we know that
sinβout = cos δ · sin(γ − α)
= cos δ · (sin γ cosα− cos γ sinα)
= cosα · sin γ cos δ − sinα · cos γ cos δ
= cosα · Z − sinα · (Y + 1). (E.21)
And by inserting Equation E.20, we obtain
sinβout = cosα · Z − sinα
[
−1
2
(h2φ + k
2
φ + l
2
φ) + 1
]
. (E.22)
Remembering that sinα = sinβin, we rearrange Equation E.22 to obtain
Z = [sinβout + sinβin(Y + 1)] / cosα. (E.23)
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We now substitute the expressions for Y and Z (Equations E.20 and E.23) into Equation E.19:
h2φ + k
2
φ = X
2 + (cosα · Y + sinα · Z)2
⇒ X = ± [h2φ + k2φ − (cosα · Y + sinα · Z)2]1/2
= ± [h2φ + k2φ − (cosβin · Y + sinβin · Z)2]1/2 . (E.24)
What have we achieved in deriving Equations E.20 to E.24? X, Y , and Z have now been
expressed only in terms of hφ, kφ, and lφ (the momentum transfer positions we want to move
to in the frame of reference of the crystal surface) and βin and βout, which are still free vari-
ables.
We now determine the diffractometer angles α, γ, δ, and ωv in terms of hφ, kφ, and lφ and
X, Y , and Z (which, we have just stated, can themselves be expressed in terms of hφ, kφ, and
lφ and βin and βout). From Equation E.12, we directly obtain
sin δ = X. (E.25)
We perform a little mathematical trick to obtain our expression for γ:
tan γ =
sin γ
cos γ
=
sin γ cos δ
cos γ cos δ
=
sin γ cos δ
(cos γ cos δ − 1) + 1
=
Z
Y + 1
. (E.26)
In order to obtain an expression for ωv, we first redefine
(cosβin · Y + sinβin · Z) ≡ K, (E.27)
which we substitute into Equation E.16 to obtain
hφ = cosωv ·X − sinωv ·K
⇒ cosωv = hφ + sinωv ·K
X
and
kφ = sinωv ·X + cosωv ·K
⇒ sinωv = kφ − cosωv ·K
X
,
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and combining these two expressions, we obtain
sinωv =
kφ − hφ+sinωv ·KX ·K
X
=
kφ
X
− hφ ·K
X2
− sinωv ·K
2
X2
⇒ sinωv
(
1 +
K2
X2
)
=
kφ ·X
X2
− hφ ·K
X2
⇒ sinωv = kφ ·X − hφ ·K
X2 +K2
. (E.28)
Because ωv can assume values between ±180o, the sine of the desired angle alone does not
suffice. So, we now substitute Equation E.28 into Equation E.28, and in a similar manner
obtain
cosωv =
hφ ·X + kφ ·K
X2 +K2
. (E.29)
From Equations E.28 and E.29, we obtain
tanωv =
kφ ·X − hφ ·K
hφ ·X + kφ ·K , (E.30)
which, if we use the atan2 function, unambiguously determines ωv.
Finally, of course,
sinα = sinβin. (E.31)
To calculate the diffractometer angles, we need to impose one final constraint on either βin
or βout. As we have mentioned already above, there are three available modes one can use to
acquire data, namely (a) fixed βin, (b) fixed βout, or (c) βin = βout.
We know from Equation E.17 that
lφ = sinβin + sinβout. (E.32)
Therefore in case (a), βin = α is fixed and hence
sinα = sinβin,
sinβout = lφ − sinα. (E.33)
For fixed βout [case (b)],
sinα = lφ − sinβout, (E.34)
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and for βin = βout [case (c)],
sinα =
lφ
2
. (E.35)
Inserting the appropriate Equation E.33, E.34, or E.35 into our equations for X, Y , and Z
(Equations E.24, E.20, and E.23, respectively) and then using these in Equations E.25, E.26,
E.28, and E.31 we are then able to compute δ, γ, ωv, and α, respectively.
E.4.3 Detector rotation, ν
As we can see from Fig. E.1, there is a third detector motor movement in addition to δ and γ,
namely ν, the rotation of the detector and slits around their symmetry axis. In our setup, we
have two active modes of ν-rotation, namely (a) a “static l-projection” (SLP) mode; and (b) a
“static footprint projection” (SFP) mode.
SLP mode
The purpose of the ν rotation in the SLP mode is to keep the projection in the planes of
the slits and detector of the momentum transfer perpendicular to the crystal surface ~qz = ~q⊥
parallel to ~∆z, the opening of the slits in one direction (see Fig. E.4). In this manner, the
l-direction remains along ~∆z. This implies that ~∆x is always perpendicular to ~q⊥, i.e.,
~q⊥ · ~∆x = 0. (E.36)
Let us look at the relevant geometry more closely (Fig. E.5). With all motors set to zero,
the ν-axis lies along the laboratory y-axis and exhibits a right-handed rotation. The rotation
matrix transform for ν, which we call N , is, according to Equation E.2, given by
Ry(ν) =

cos ν 0 sin ν
0 1 0
− sin ν 0 cos ν
 ≡ N. (E.37)
Also, with all angles set to zero, we can express ~∆x and ~q⊥ as
~∆x = C1 ·

1
0
0
 , ~q⊥ = C2 ·

0
0
1
 .
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Figure E.4: Schematic figure of the detector and slit system for ν = α = γ = δ = 0. The slit openings
are ∆x and ∆z.
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Figure E.5: Schematic figure of the vectors ~kin, ~kout, and ~G, as viewed from the perspective of the
detector, which points back along ~kout towards the centre of the diffractometer (hence ~kout is seen here
as being “head on”). The vector ~G connects ~kin [at (000)] to ~kout [at (hkl)]. For no rotation of the
detector, it is clear that the perpendicular component of ~G is not parallel to the detector frame, which
must therefore be rotated in a negative sense to achieve this.
We now move the detector motors to some set of values (ν, δ, γ). It is immediately clear
from the schematic shown in Fig. E.5 of the scattering vectors as viewed from the perspective
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of the detector (i.e., along the direction −~kout) that one has to rotate ν in a negative direction
to bring q⊥ (the component of ~G perpendicular to the sample surface) parallel to ~∆z. The
three rotations (ν, δ, γ) cause ~∆x to become
~∆x = Γ ∆N

1
0
0
 , (E.38)
where we have dropped the constant C1 (and will also drop C2), as the magnitudes of the slit
size in the x-direction or the momentum transfer perpendicular to the surface have no bearing
on the condition E.36.
For non-zero values for α,
~q⊥ = A

0
0
1
 . (E.39)
Inserting these expressions into Equation E.36, we obtain
0 = A−1 · Γ ∆N
0BB@
1
0
0
1CCA
0BB@
0
0
1
1CCA
= A−1 · Γ ∆
0BB@
cos ν
0
− sin ν
1CCA
0BB@
0
0
1
1CCA
= A−1 · Γ
0BB@
cos δ cos ν
− sin δ cos ν
− sin ν
1CCA
0BB@
0
0
1
1CCA
= A−1 ·
0BB@
cos δ cos ν
cos γ(− sin δ cos ν) + sin γ sin ν
sin γ(− sin δ cos ν)− cos γ sin ν
1CCA
0BB@
0
0
1
1CCA
=
0BB@
· · ·
· · ·
− sinα(cos γ(− sin δ cos ν) + sin γ sin ν) + cosα(sin γ(− sin δ cos ν)− cos γ sin ν)
1CCA
0BB@
0
0
1
1CCA .
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Only the bottom line is of any interest, of course, and we therefore obtain
sinα cos γ sin δ cos ν − sinα sin γ sin ν − cosα sin γ sin δ cos ν − cosα cos γ sin ν
= sin δ cos ν(sinα cos γ − cosα sin γ)− sin ν(sinα sin γ + cosα cos γ)
= sin δ cos ν sin(α− γ)− sin ν cos(α− γ) = 0
⇒ − sin δ sin(γ − α)cos(γ − α) =
sin ν
cos ν ,
which then leads to
⇒ tan ν = − tan(γ − α) sin δ. (E.40)
SFP mode
An incoming x-ray beam incident on a surface at a glancing angle such that it floods the sample
will illuminate a stripe across the sample surface. In traditional point-detector scans, a well-
defined parallelogram section of this footprint is selected by two sets of slits in the detector arm.
When using an area detector, the projection of the footprint is seen as a stripe [see Fig. E.6(a)].
The orientation of this stripe on the pixel image depends on the angle of the footprint on the
sample, as viewed from the perspective of the detector. Hence, in Fig. E.6(b), the angle of the
detector in the ν = 0 position (dashed black box) is not parallel to the footprint (light purple
stripe).
Hence, if either no ν-rotation or the SLP mode is chosen, the projection of the footprint
is seen to rotate within the pixel frame as one moves up a CTR. For example, if there is
no detector-axis rotation, the footprint stripe is seen to be parallel to the short sides of the
detector frame close to the base of the CTR (low γ values), while at the maximum accessible
l, for which δ = 0, the footprint stripe is parallel to the long sides of the detector frame.
Under such conditions, therefore, the detector slits must either be kept open at least to a
square with edges equal in size to the sample footprint stripe, or else must be constantly varied
from l-position to l-position in order to accommodate the apparent footprint rotation from the
perspective of the detector, which is a complicated and normally impractical solution.
In the SFP mode, this problem is circumvented by rotating the ν-axis such that the long
sides of the detector frame remain parallel to the footprint [the red dashed box in Fig. E.6(b)].
This therefore allows the user to close down the vertical slits (i.e., those with their edges parallel
to the long sides of the detector frame) to values only marginally larger than the width of the
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Figure E.6: (a) The footprint of the grazing-incidence beam on the sample is seen as a stripe on the
area pixel detector. (b) The unrotated detector [black dashed box] sees this footprint at an angle which
depends on the position of the detector and the tilt if the sample to the direct beam [i.e., the δ, γ and
α angles]. The footprint can be made to be parallel to the long edge of the area detector by rotating it
around ν [red dashed box]. (c) The coordinate system (xp, yp, zp) used to calculate the ν-rotation for
the SFP mode is defined by, and stationary with respect to, the detector.
footprint, which means stray background signal (such as that produced by the incoming beam
passing through a beryllium dome) can be kept to a minimum.
We now derive the expression for the ν-rotation for any given α, δ, and γ values. We begin
by assuming that α = 0, and define a Cartesian coordinates system (xp, yp, zp) that is fixed in
the detector frame of reference [see Fig. E.6(c)]. In this frame of reference, it should be clear
that ν is equal to the inverse tangent of the component of −kin in the xp-direction divided by
that in the yp-direction, i.e.,
ν = tan−1
(
k
xp
in
k
yp
in
)
. (E.41)
To move −kin into the frame of reference of the pixel detector, we imagine that we begin with
the detector looking directly down the incoming beam (zp collinear with −kin). We now rotate
γ in a negative sense around xp, and then δ in a positive sense around yp. This is exactly
the opposite order of rotation compared to that described before in our angle calculations.
This is because we are now rotating the whole diffractometer and incoming x-ray beam in the
frame of reference of the detector, and not rotating the detector in the frame of reference of
the diffractometer.
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Referring back to our general expressions for rotation matrices (Equations E.1 to E.3), the
relevant rotation matrices are therefore
Γp = Rxp(−γ) =
0BB@
1 0 0
0 cos γ sin γ
0 − sin γ cos γ
1CCA ; (E.42)
∆p = Ryp(δ) =
0BB@
cos δ 0 sin δ
0 1 0
− sin δ 0 cos δ
1CCA . (E.43)
The incident beam in the detector frame of reference k′in is therefore
k′in = ∆p Γp kin
= ∆p
0BB@
1 0 0
0 cos γ sin γ
0 − sin γ cos γ
1CCA
0BB@
0
0
1
1CCA |k|
= ∆p
0BB@
0
sin γ
cos γ
1CCA |k| (E.44)
=
0BB@
cos δ 0 sin δ
0 1 0
− sin δ 0 cos δ
1CCA
0BB@
0
sin γ
cos γ
1CCA |k|
=
0BB@
sin δ cos γ
sin γ
cos δ cos γ
1CCA |k|.
Using the xp- and yp-components of k′in in Equation E.41, we obtain
ν = tan−1
(
sin δ cos γ
sin γ
)
.
Until now, we have assumed that α = 0. For nonzero α, we merely need to rotate by γ − α
instead of γ, and our equation becomes
ν = tan−1
(
sin δ cos(γ − α)
sin(γ − α)
)
. (E.45)
242 ANGLE CALCULATIONS
ωh
γ
z
φ
δ
x
y
k
out
kin
G
Figure E.7: Schematic figure of the laboratory coordinate system, incoming and outgoing wavevectors
~kin and ~kout, the scattering vector ~G, and the pertinent motor rotations in the horizontal geometry
setup of the surface diffractometer.
E.5 Horizontal geometry
E.5.1 Geometrical setup
Consider a flat single crystal sample mounted horizontally (i.e., with its flat face horizontal
and its surface normal vertical), as shown in Fig. E.7.
Here, the laboratory set of coordinates (x, y, z), are fixed by y being the positive direction
of the incident x-ray beam, z being the vertical direction around which γ rotates and φ also
rotates, as long as ωh (which determines the angle of incidence of the incoming beam) is
set to zero. x is the horizontal direction around which ωh rotates and also δ rotates when
γ = 0.4
Using the equations E.2 and E.3, we therefore obtain for the four circles γ, φ, δ, and ωh,
4Note that in this geometry, all motor rotations exhibit positive right-handedness.
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respectively, the rotation matrices Γ, Φ, ∆, and Ωh, given by
Γ = Rz(γ) =
0BB@
cos γ − sin γ 0
sin γ cos γ 0
0 0 1
1CCA ; (E.46)
Φ = Rz(φ) =
0BB@
cosφ − sinφ 0
sinφ cosφ 0
0 0 1
1CCA ; (E.47)
∆ = Rx(δ) =
0BB@
1 0 0
0 cos δ − sin δ
0 sin δ cos δ
1CCA ; (E.48)
Ωh = Rx(ωh) =
0BB@
1 0 0
0 cosωh − sinωh
0 sinωh cosωh
1CCA . (E.49)
E.5.2 Calculating diffractometer angles
The incoming x-ray beam (in units of 2pi/λ) is now represented by the vector
~kin =

0
1
0
 . (E.50)
We now essentially go through the same procedure as described above for the vertical geometry.
We begin with the diffraction condition, Equation E.10
~kout − ~kin = ~G =

X
Y
Z

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and move the detector to the required position for capturing the diffracted beam:
⇒ ~kout − ~kin = (Γ ·∆− I)

0
1
0

= Γ

0
cos δ
sin δ
−

0
1
0

=

− cos δ sin γ
cos δ cos γ − 1
sin δ
 =

X
Y
Z
 . (E.51)
Again, we now rotate the crystal into the diffraction condition, i.e.,
X
Y
Z
 = Ωh · Φ

hφ
kφ
lφ

⇒

hφ
kφ
lφ
 = Φ−1 · Ω−1h

X
Y
Z
 . (E.52)
Multiplying out, we obtain
hφ
kφ
lφ
 = Φ−1 ·

X
cosωh Y + sinωh Z
− sinωh Y + cosωh Z

=

sinφ(cosωh Y + sinωh Z) + cosφX
cosφ(cosωh Y + sinωh Z)− sinφX
cosωh Z − sinωh Y
 . (E.53)
Referring back to Fig. E.3 for the vertical geometry and remembering that the incident angle
βin = ωh, we again obtain Equation E.17
lφ = sinβin + sinβout
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for the momentum transfer perpendicular to the substrate surface. But from Equations E.51
and E.53, we know that
lφ = − sinωh Y + cosωh Z
= − sinωh(cos δ cos γ − 1) + cosωh sin δ
= sinωh︸ ︷︷ ︸
sinβin
+ sin δ cosωh − cos δ sinωh cos γ︸ ︷︷ ︸
sinβout
. (E.54)
We again determine the squared magnitude of the in-plane component of ~Gφ, which we have
argued is independent of φ, as this rotation is always normal to the crystal surface. Referring
once more back to Equations E.51 and E.53, we obtain
h2φ + k
2
φ = [sinφ(cosωh Y + sinωh Z) + cosφX]
2
+ [cosφ(cosωh Y + sinωh Z)− sinφX]2
= X2 cos2 φ+ sin2 φ(cosωh Y + sinωh Z)2 + 2X cosφ sinφ (cosωh Y + sinωh Z)
+ X2 sin2 φ+ cos2 φ(cosωh Y + sinωh Z)2 − 2X cosφ sinφ (cosωh Y + sinωh Z)
= X2 + (cosωh Y + sinωh Z)2, (E.55)
which, as predicted, is independent of ωh. Remembering that ωh = βin, we rearrange Equa-
tion E.55 to obtain
X = ± [h2φ + k2φ − (cosβin · Y + sinβin · Z)2]1/2 . (E.56)
We use the negative solution, as we will see later in Equation E.60 that this is needed in order
to make the δ- and γ–circles move in a positive direction.
The next condition we exploit is the fact that the magnitude of ~Gφ is equal to that of ~G
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and that both these must also be independent of ωh. From Equation E.51, we obtain
X2 + Y 2 + Z2 = cos2 δ sin2 γ + cos2 δ cos2 γ + 1− 2 cos δ cos γ + sin2 δ
= cos2 δ + 1− 2 cos δ cos γ + sin2 δ
= 2− 2 cos γ cos δ
= −2Y = h2φ + k2φ + l2φ
⇒ Y = −(h2φ + k2φ + l2φ)/2. (E.57)
From Equation E.51 and the far right-hand term of Equation E.54, we obtain
sinβout = cosωh · sin δ − sinωh · cos δ · cos γ
= cosωh · Z − sinωh(Y + 1)
= cosωh · Z − sinβin(Y + 1)
⇒ Z = [sinβout + sinβin(Y + 1)] / cosωh. (E.58)
So, with equations E.56, E.57, and E.58, we have been able to express the three orthogonal
components of the scattering vector in the laboratory frame (X, Y , and Z) in terms of the
components of the same scattering vector in the crystal frame (hφ, kφ, and lφ) and the angles
βin and βout.
Our next step is to solve for the diffractometer angles γ, δ, φ, and ωh. From Equa-
tion E.51,
tan γ =
sin γ
cos γ
=
sin γ cos δ
cos γ cos δ − 1 + 1
=
−X
Y + 1
. (E.59)
Note that tan γ depends on the individual signs of X and Y + 1, hence we use the quadrant-
specific atan2 function in ANSI C.
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Again using Equation E.51, we immediately obtain
sin δ = Z;
cos δ =
−X
sin γ
and hence
tan δ =
Z · sin γ
−X . (E.60)
For determining φ, we define
K = cosβin · Y + sinβin · Z. (E.61)
Using this definition, we obtain from Equation E.53
hφ = sinφ ·K + cosφ ·X
⇒ cosφ = hφ − sinφ ·K
X
kφ = cosφ ·K − sinφ ·X
⇒ sinφ = −kφ + cosφ ·K
X
.
By following the same procedure as we have already detailed for the equivalent case in the
vertical geometry, we obtain by inserting these two expressions into one another
tanφ =
hφ ·K − kφ ·X
hφ ·X + kφ ·K . (E.62)
Again, we need one additional constraint in order to solve for the four physical angles γ,
δ, ωh and φ, which, as before for the vertical geometry, we obtain by defining three possible
recording modes, i.e., βin fixed; βout fixed; or βn = βout.
For βin fixed, this implies that ωh ≡ βin is fixed. Therefore
sinβout = lφ − sinωh. (E.63)
Similarly, for βout fixed,
sinωh = sinβin = lφ − sinβout. (E.64)
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And finally for βn = βout,
sinβin = sinβout = lφ/2. (E.65)
We are now able to uniquely calculate all angles by inserting Equations E.63, E.64 and E.65
into our expressions for X, Y , and Z.
E.5.3 Detector rotation, ν
There are also the same two active detector rotation modes available for the horizontal geome-
try. The first mode, i.e., the static l-projection (SLP) mode, produces only small adjustments
of ν for modest incident angles ωh. The second (SFP) mode invokes ν-rotations which are
essentially identical to those for the same mode in the vertical geometry. Both modes are now
detailed.
SLP mode
If we consider Fig. E.8, it should be clear that the detector “sees” CTRs that are almost
vertical, i.e., parallel to the short edge of the detector frame, independent of the angles δ and
γ. This is only approximately true, and rotation of ν is necessary for non-zero incident angles
ωh.
Using the same arguments as those for the SLP mode in the vertical geometry, we require
that
~q⊥ · ~∆x = 0, (E.66)
in other words, the CTR and the long edge of the detector are perpendicular to one another.
As in the vertical geometry (Equation E.37), with all the motors set to zero, the ν-axis lies
along the laboratory y-axis and exhibits a right-handed rotation, i.e.,
Ry(ν) =

cos ν 0 sin ν
0 1 0
− sin ν 0 cos ν
 ≡ N.
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Figure E.8: Schematic figure of the vectors ~kin, ~kout, and ~G, as viewed from the perspective of the
detector, which points back along ~kout towards the centre of the diffractometer (hence ~kout is seen here
as being “head on”). The vector ~G connects ~kin [at (000)] to ~kout [at (hkl)].
Also, with all angles set to zero, we can express ~∆x and ~q⊥ as
~∆x = C1 ·

1
0
0
 ,
~q⊥ = C2 ·

0
0
1
 .
The three detector rotations (ν, δ, γ) cause ~∆x to become
~∆x = Γ ∆N

1
0
0
 , (E.67)
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where we will again drop the constant C1 and C2.
For non-zero values for ωh,
~q⊥ = Ωh

0
0
1
 . (E.68)
Inserting these expressions into Equation E.66, we obtain
0 = Ω−1h · Γ ∆N
0BB@
1
0
0
1CCA
0BB@
0
0
1
1CCA =
= Ω−1h · Γ ∆
0BB@
cos ν
0
− sin ν
1CCA
0BB@
0
0
1
1CCA
= Ω−1h · Γ
0BB@
cos ν
sin δ sin ν
− cos δ sin ν
1CCA
0BB@
0
0
1
1CCA
= Ω−1h ·
0BB@
cos γ cos ν − sin γ sin δ sin ν
sin γ cos ν + cos γ sin δ sin ν
− cos δ sin ν
1CCA
0BB@
0
0
1
1CCA
=
0BB@
· · ·
· · ·
− sinωh sin γ cos ν − sinωh cos γ sin δ sin ν − cosωh cos δ sin ν
1CCA
0BB@
0
0
1
1CCA = 0
Again, only the last line is of interest here:
⇒ sin ν(sinωh cos γ sin δ) = − sin γ sinωh cos ν,
yielding as a final expression for ν
⇒ tan ν = − sin γ sinωh
sinωh cos γ sin δ + cosωh cos δ
(E.69)
SFP mode
The expression for the SFP mode is identical to that given by Equation E.45, except that now
the correction for the incident angle to the surface is not a subtraction of α from γ, but a
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subtraction of ωh from δ, i.e.,
ν = tan−1
(
sin(δ − ωh) cos γ
sin γ
)
. (E.70)
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Appendix F
Geometric Series
The geometric series is defined as a series with a constant ratio between two successive terms,
starting from 1. The N th term of the series can be written as
SN =
N−1∑
n=0
bn =
1− bN
1− b . (F.1)
In the limiting case of N →∞, the series converges if and only if |b| < 1, otherwise it oscillates
or diverges (This is also true if b is a complex number). In the converging case, its value is
given by
S∞ = lim
N→∞
SN =
∞∑
n=0
bn =
1
1− b . (F.2)
When evaluating sums of phase factors, we are often faced with geometric series of the following
form:
SN =
N−1∑
n=0
eiqr·n. (F.3)
This can be evaluated to give
SN =
N−1∑
n=0
eiqr·n =
1− eiqr·N
1− eiqr =
(e−i(qr·N)/2 − ei(qr·N)/2)
e−i(qr)/2 − ei(qr)/2 ·
ei(qr·N)/2
ei(qr)/2
=
sin(12Nqr)
sin(12qr)
· eiqr·(N−1)/2. (F.4)
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