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Abstract: This study investigates the relationship between Trade, Foreign Direct Investment (FDI) 
and economic growth in Greece over the period 1960-2002. The cointegration analysis suggested that 
there is a long-run equilibrium relationship. The results of the Granger causality test showed that there 
is a causal relationship between the examined variables. Economic growth, trade and FDI appear to be 
mutually reinforcing under the open-door policy. 
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INTRODUCTION 
 
  The role of trade policy on economic growth has 
been  the  focus  of  considerable  academic  effort. 
Openness, namely the sum of exports and imports of 
Gross Domestic Product (GDP), has been considered 
one  of  the  main  determinants  of  economic  growth. 
Export-led growth postulates that exports consist the 
principal  channel  through  which  the  liberalization 
process can affect the output level and eventually the 
rate of economic growth. 
  Export  expansion  can  increase  productivity 
offering  greater  economies  of  scale
[1].  Moreover, 
exports  are  likely  to  alleviate  foreign  exchange 
constraints and can thereby provide greater access to 
international  markets
[2].  Endogenous  growth  theory 
emphasizes the role of exports on economic growth 
highlighting that exports can increase long-run growth 
by allowing innovations growth in sectors of research 
and development
[3,4,5,6]. 
  Nevertheless,  the  results  obtained  by  empirical 
studies, which recently have applied causality tests to 
examine the nature of a causal relationship between 
exports  and  economic  growths  are  also  mixed. 
Although  some  studies  have  found  a  positive 
association, others resulted in reverse conclusions. It 
is  not  clear  in  the  literature  to  what  degree  is  the 
positive relation between trade and growth due to the 
fact that trade is stimulative of growth and to what 
degree  does  it  reflect  the  fact  that  growth  leads  to 
trade.  The  rate  of  economic  growth  differs  from 
country  to  country,  technological  advance  increases 
slowly or rapidly relative to the economic structure of 
each country, while when the monetary and the fiscal 
policy are not taking account of, they have a negative 
effect on economic growth
[7]. 
  Found  a  negative  relation  between  exports  and 
growth.  This  conclusion  may  be  due  to  the  non-
existence of a linear relationship between openness and 
economic  growth.  According  to
[8]  Granger  causality 
testing  procedure  is  not  satisfactory  as  it  can  lead  to 
severe  over-rejection  of  a  non-causal  null  hypothesis 
leafing  pen  the  possibility  of  distortions  in  the  final 
inference process. To avoid these preliminary tests
[9, 10] 
proposes a technique that it is applicable irrespective of 
the  integration  or  cointegration  of  the  examined 
variables in a multivariate model. 
  Moreover,  assuming  that  trade  does  induce 
economic growth, a question should arise if there are 
some  other  factors,  which  affect  this  relationship. 
Indeed,  trade  liberalization  can  cause  not  only  trade 
expansion  but  also  the  increase  of  foreign  direct 
investment in one country. 
  The best interpretation of the empirical relationship 
between  openness  and  economic  growth  should 
contribute not only to the understanding of the role of 
foreign direct investments to economic growth but also 
should  facilitate  the  interpretation  of  the  relationship 
between trade and foreign direct investments. 
  There  is  an  increasing  agreement  both  among 
developed and developing countries about the types of 
benefits, which are likely to accrue to the host economy 
from FDI. This is particularly the case for technology 
and management expertise as multinational enterprises 
seem  to  be  one  of  the  principal  vehicles  for  the 
international transfer of technology. 
  The link between technology and economic growth 
has been highlighted by an OECD study of both OECD 
and  developing  countries,  which  have  found  a 
significant  effect  on  economic  growth  from  the 
innovation and diffusion of technology
[11]. Furthermore, 
foreign direct investments can contribute to economic 
growth because they tend to be more productive than 
the  investments  of  local  firms.  Another  mechanism 
through  which  foreign  direct  investments  can  affect 
economic  growth  is  the  generation  of  productivity 
spillovers
[12,13]. 
  Find  evidence  that  foreign  direct  investments 
have led to significant positive spillover effects on American J. Appl. Sci., 1 (3), 230-235, 2004 
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the labor productivity of domestic firms and on the 
rate  of  productivity  growth  in  Mexico
[14]. 
[15,16] 
argues that this effect may arise from a process of 
competitive  interaction  between  foreign  and 
domestic firms where the technological gap is quite 
great. 
  However,  the  effect  of  foreign  direct 
investments  in  economic  growth  is  an  empirical 
question as it seems to be dependent upon a set of 
conditions  in  the  host  country's  economy.  The 
beneficial  impact  of  foreign  direct  investment  is 
enhanced  in  an  environment  characterized  by  an 
open trade regime and macroeconomic stability. In 
this environment foreign direct investments can play 
a  key  role  in  improving  the  capacity  of  the  host 
country  to  respond  to  the  opportunities  offered  by 
the global economic integration
[17]. 
  [18] examining the empirical relationship between 
economic  growth  and  foreign  direct  investments, 
found that there is a unidirectional causal relationship 
between FDI inflows as a percentage of GDP and the 
growth of per capita GDP in all developed countries 
over the period 1960-1985. 
  [19] highlight that a positive relationship between 
foreign  direct  investments  flows  and  economic 
growth  is  dependent  on  the  achievement  of  a 
minimum threshold of human capital. 
  Generally, trade liberalization and export growth 
consist  the  main  target  for  economic  restructuring. 
The abolition of tariff barriers allows foreign direct 
investment  growth  in  the  domestic  market  of  a 
developed economy
[20]. 
 
Data and specification of the model: In this study 
the method of vector autoregressive model (VAR) is 
adopted  to  estimate  the  causal  relationship  between 
exports,  economic  growth  and  foreign  direct 
investments which has the following form: 
 
EXP = f (GDP,FDI)  (1) 
 
Where: 
 
EXP  =  Exports 
GDP =  Gross domestic product 
FDI  =  Foreign direct investments 
 
  The  variable  of  economic  growth  (GDP)  is 
measured  by  the  real  GDP.  The  variable  of  FDI  is 
measured by the foreign direct investments flows. The 
variable of exports is measured by the real revenues 
from exports. The data that are used in this analysis 
are  annual,  covering  the  period  1960-2002  and  are 
obtained from the International Monetary Fund
[21]. 
  All  data  are  expressed  in  logarithms  in  order  to 
include the proliferative effect of time  series and are 
symbolized  by  the  letter  L  preceding  each  variable 
name.  If  these  variables  share  a  common  stochastic 
trend and their first differences are stationary, then they 
can be cointegrated.  
  Also,  the  use  of  1st  differences  in  econometric 
studies  facilitates  the  results  interpretation,  since  the 
first  differences  of  logarithms  of  initial  variables 
represent the rate of change of these variables
[22]. 
  Economic theory scarcely provides some guidance 
for  which  variables appear to have a stochastic trend 
and  when  these  trends  are  common  among  the 
examined  variables  as  well.  For  the  analysis  of  the 
multivariate time series that include stochastic trends, 
the Augmented
[23] (ADF) unit root test is used for the 
estimation of individual time series with the intention to 
provide  evidence  about  when  the  variables  are 
integrated.  This  is  followed  by  multivariate 
cointegration analysis. 
 
Unit  root  test:  The  cointegration  test  among  the 
variables  that  are  used  in  the  above  model  requires 
previously the test for the existence of unit root for each 
variable  and  especially  for  Gross  Domestic  Product 
(GDP),  exports,  foreign  direct  investment,  using  the 
Augmented
[23] test on the following regression: 
 
k
t 0 1 2 t 1 i t i t
i 1
X t X X u - -
=
D = d + d + d + a D + ∑   (2) 
 
  The ADF regression tests for the existence of unit 
root  of  Xt,  namely  in  the  logarithm  of  all  model 
variables at time t. The variable DXt-i expresses the first 
differences with k lags and final ut is the variable that 
adjusts  the  errors  of  autocorrelation.  The  coefficients 
d0, d1, d2 and ai are being estimated. The null and the 
alternative hypothesis for the existence of a unit root in 
variable Xt is: 
 
o 2 e 2 H : 0 H : 0 d = d <  
 
  The results of these tests appear in Table 1. The 
minimum  values  of  the  Akaike
[24]  (AIC)  and 
Schwartz  (SC)  statistics  have  provided  the  better 
structure of the ADF equations as well as the relative 
amount of time lags, under the indication “Lag”. As 
far  as  the  autocorrelation  disturbance  term  test  is 
concerned, the Lagrange Multiplier LM (1) test has 
been  used.  The
[25]  econometric  package  that  was 
used for the estimation of ADF test, provides us the 
simulated critical values. American J. Appl. Sci., 1 (3), 230-235, 2004 
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Table 1: DF/ADF Unit Root Tests         
    In their levels      1
st differences 
    ---------------------------------------    ------------------------------------------------ 
    Test statistic      Test statistic   
Variables  Lag  (DF/ADF)  LM(1)    (DF/ADF)  LM(1) 
LEXP  1  -1.2782  4.1861  0  -7.4643  2.0688 
      [0.041]      [0.150] 
LGDP  1  -1.0101  0.7322  1  -4.1375  0.90413 
      [0.392]      [0.342] 
LFDI  0  -2.3438  2.5322  0  -5.8463  0.7242 
      [0.112]      [0.697] 
Critical value: -3.4547 
 
1 2 3 0.86390 0.30935 0.01707 l = l = l =
⌢ ⌢ ⌢
 
 
Table 2: Johansen and Juselious Cointegration Tests Variables LEXP, LGDP, LFDI Maximum lag in VAR = 3 
      Critical Values 
Eigenvalues      --------------------------------------------------------   
Null  Alternative  Eigenvalue  95%  90% 
r = 0  r = 1  79.7752  17.6800  15.5700 
r<= 1  r = 2  14.8050  11.0300    9.2800 
r<= 2  r = 3  0.6887    4.1600    3.0400 
Trace Statistic         
r = 0  r> = 1  95.2685  24.0500  21.4600 
r<= 1  r> = 2  15.4937  12.3600  10.2500 
r<= 2  r = 3  0.6887    4.1600    3.0400 
 
  The  results  of  Table  1  suggest  that  the  null 
hypothesis of a unit root in the time series cannot be 
rejected  at  a  5%  level  of  significance  in  varying 
levels.  Therefore,  no  time  series  appear  to  be 
stationary  in  varying  levels.  However,  when  the 
logarithms  of  the  time  series  are  transformed  into 
their  first  differences,  they  become  stationary  and 
consequently  the  related  variables  can  be 
characterized integrated of order one, I (1). Moreover, 
for all variables the LM (1) test first differences show 
that there is no correlation in the disturbance terms. 
 
Cointegration and Johansen Test: Since it has been 
determined that the variables under examination are 
integrated  of  order  1,  the  cointegration  test  is 
performed.  The  testing  hypothesis  is  the  null  of 
noncointegration  against  the  alternative  that  is  the 
existence  of  cointegration  using  the
[26]  maximum 
likelihood  procedure
[27,28].  An  autoregressive 
coefficient is used for the modeling of each variable 
(that is regarded as endogenous) as a function of all 
lagged endogenous variables of the model. 
  Given the fact that in order to apply the Johansen 
technique a sufficient number of time lags is required, 
we  have  followed  the  relative  procedure,  which  is 
based on the calculation LR (Likelihood Ratio) test 
statistic
[29]. The results showed that the value r = 3 is 
the  appropriate  specification  of  the  above 
relationship.  Further  on  we  determine  the 
cointegration  vectors  of  the  model,  under  the 
condition that matrix П has an order r<n (n = 4). The 
procedure  of  calculating  order  r  is  related  to  the 
estimation  of  the  characteristic  roots  (eigenvalues), 
which are the following: 
  The results that appear in Table 2 suggest that the 
number of statistically significant cointegration vectors 
is equal to 2 and is the following: 
 
LEXP = 1.1260 LGDP + 0.031599 LFDI 
LEXP = 11.5263 LGDP - 16.5262 LFDI 
 
  The  coefficient  estimates  in  equilibrium 
relationships,  which  are  essentially  the  long-run 
estimated  elasticities  relative  to  exports  suggest  that 
foreign direct investments are inelastic to exports, while 
economic growth is elastic to exports. 
  According to the signs of the vector cointegration 
components and based on the basis of economic theory 
the first of the above relationships can be used as an 
error correction mechanism in a VAR model. 
 
A VAR model with an error correction mechanism: 
After  determining  that  the  logarithms  of  the  model 
variables  are  cointegrated,  we  must  estimate  then  a 
VAR model in which we shall include a mechanism of 
Error  Correction  Model  (MEC).  The  error  correction 
model  arises  from  the  long-run  cointegration 
relationship and has the following form: 
 
t t t
t 1 t
DLEXPG  lagged (DLEXPG,DLGDPN ,DLFDIG ) 
lu  V -
=
+ +  
(3) 
 
where, D is reported to first differences of variables ut-1 
are  the  estimated  residuals  from  the  cointegrated 
regression  (long-run  relationship)  and  represents  the 
deviation from the equilibrium in time period t. American J. Appl. Sci., 1 (3), 230-235, 2004 
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Table 3: Error Correction Model       
DLEXPt =  0.08762 +  0.25917 LEXPt-1 +  1.3767 LGDPt-1 +  0.06442  LFDIt-1 
  (1.4103)  (1.5523)  (323%)  (122%) 
  [0.167]  [0.129]  [0.003]  [0.230] 
  – 0.31068 ut-1       
  (-2.6216)       
  [0.013]       
2 R  = 0.2525  F(4,36) = 4.3792    DW = 2.0684   
    [0.005]     
A:X
2[1] = 0.7505    B:X
2[1] = 0.7798     
[0.386]    [0.377]     
C:X
2[2] = 0.9243    D:X
2[1] = 0.3476     
[0.630]    [0.555]     
Notes:         
D: Denotes the first differences of the variables     
2 R = Coefficient of multiple determination adjusted for the degrees of freedom (d.f) 
DW= Durbin-Watson statistic       
F (n, m) = F-statistic with n, m d.f respectively     
A: X
2 (n) Lagrange multiplier test of residual serial correlation, following x
2 distribution with n d.f 
B: X
2 (n) Ramsey’s Reset test for the functional form of the model, following x
2 distribution with n d.f 
C: X
2 (n): Normality test based on a test of skewness and kurtosis of residuals, following x
2 distribution with n d.f 
D: X
2 (n): Heteroscedasticity test, following x
2 distribution   
( ) = We denote the t-ratio of the corresponding estimated regression coefficient 
[ ] = We denote probe. Levels 
       
Table 4: Granger Causality Tests     
Dependent     
Variable  Testing Hypothesis  F1  F2 
LEXP  LGDP there is a unidirectional relationship (LEXP  Û  LGDP)  4.17  3.58 
  LFDI there is a unidirectional relationship (LEXPG Ü LFDI)  3.96  1.12 
LGDP  LFDI there is a unidirectional relationship (LGDP ÜLFDI)  5.93  0.86 
Critical values: 3.07 
 
-1<l<0 short-run parameter 
Vt white noise disturbance term 
 
  One difficulty, which a researcher faces with the 
estimation  of  an  autoregressive  VAR  model,  is  the 
appropriate  specification  of  the  model.  Specially,  the 
researcher  has  to  decide  which  deterministic 
components should be included and which number of 
lags should be used as well. 
  Since  arbitrarily  selected  specifications  of  the 
autoregressive  VAR  model  are  possible  to  produce 
unreliable results, we use the selection criterion of a 
database model in order to specify the autoregressive 
VAR  model  for  the  Greek  economy.  Among  the 
different selection criteria of the model the one that 
suggested  by
[30],  known  as  Schwartz  Bayesian 
information  criterion,  seems  to  outperform  other 
alternative solutions
[31].  Therefore the specification of 
the  autoregressive  VAR  model  is  based  on  the 
Schwartz  Bayesian  information  criterion.  Also,  the 
first  order  specification  of  the  model  VAR  (1)  is 
selected with a constant and a time trend. 
  The  final  form  of  the  Error-Correction  Model 
was selected according to the approach suggested by 
Hendry
[32]. The initial order of the  time lag for the 
model is 2 because it is large enough to enclose the 
system’s short-run dynamic. We also apply a number 
of diagnostic tests on the residuals of the model. We 
apply  the  Lagrange  test  for  the  residual 
autocorrelation,  the  heteroscedasticity  test  and  the 
Bera-Jarque normality test. We also test the functional 
form of the model according to the Ramsey’s Reset 
test. The error correction model appears in Table 3. 
  We do not reject the estimations, which are based 
on the results of Table 3 according to the statistical 
and diagnostic tests in 5% level of significance. The 
percentage  of  the  total  variance  of  the  dependent 
variable that is described in our model is high enough 
(25%).  The  Error-Correction  Term  is  statistically 
significant and has a negative sign, which confirms 
that  there  isn’t  any  problem  in  the  long-run 
equilibrium  relation  between  the  independent  and 
dependent  variables  except  the  variety  of  foreign 
direct investment in 5% level of significance. Their 
relative price 0.31068 (-2.6216) denotes a satisfactory 
convergence rate to an equilibrium point per period. 
  From the results of Table 3 we can infer that in the 
long-run  an  increase  of  1%  in  GDP  will  lead  to  an 
increase of 1.37% on exports, while an increase of 1% 
in foreign direct investment will lead to an increase of 
0.64% on exports. 
 
Granger causality test: The model was used in order 
to  examine  the  Granger  causal  relationships  between 
the variables under examination. As a testing criterion 
the  F  statistic  was  used.  With  the  F  statistic  the 
hypothesis  of  the  statistic  significance  of  specific 
groups  of  explanatory  variables  was  tested  for  each American J. Appl. Sci., 1 (3), 230-235, 2004 
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separate function. The results relating to the existence 
of Granger causal relationships between exports, gross 
domestic product and foreign direct investments appear 
in Table 4
[33]. 
  From  the  results  of  Table  4,  there  is  a  bilateral 
relationship between exports and economic growth, a 
unidirectional  causal  relationship  between  foreign 
direct investments and economic growth with direction 
from foreign direct investments to GDP and final there 
is a unidirectional causal relationship between foreign 
direct  investment  and  exports  with  direction  from 
foreign direct investments to exports. 
 
CONCLUSION 
 
  The present study employs with the relationship 
between exports, economic growth and foreign direct 
investments  using  annual  data  for  the  period  1960- 
2002.  The  empirical  analysis  suggested  that  all 
variables that used in this study present a unit root. 
On this basis the Johansen cointegration test analysis 
was  used  to  lead  to  a  long-run  equilibrium 
relationship  among  these  variables.  Then  the 
methodology of error correction model was applied to 
estimate the short-run and the long-run relationships. 
The selected cointegrated vector gave the appropriate 
error  correction  term,  which  proved  to  be  negative 
and  statistically  significant  at  a  5%  level  of 
significance  during  its  inclusion  in  the  short-run 
dynamic equation. 
  Finally, using Granger causality test we can infer 
that  there  is  a  bilateral  causal  relationship  between 
exports  and  economic  growth,  while  there  is  a 
unidirectional  causal  relationship  between  foreign 
direct  investments  and  economic  growth  with 
direction from foreign direct investments to GDP and 
also  a  unidirectional  causal  relationship  between 
foreign direct investments and exports with direction 
from foreign direct investments to exports. 
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