Analysis of the truncation errors in the fast multipole method for scattering problems  by Amini, Sia & Profit, Anthony
Journal of Computational and Applied Mathematics 115 (2000) 23{33
www.elsevier.nl/locate/cam
Analysis of the truncation errors in the fast multipole method
for scattering problems
Sia Amini ∗, Anthony Prot
Department of Computer and Mathematical Sciences, University of Salford, Salford, Manchester M5 4WT, UK
Received 31 August 1998; received in revised form 5 April 1999
Abstract
Discretisation of the integral equations of acoustic scattering yields large dense systems of linear equations. Using the
fast multipole method, an approximate solution to these systems can be computed with a low operation count. When
implementing the method, various innite sums must be truncated. In this paper, sharp computable bounds on the errors
of these truncations are derived, which could form the basis for an automatic selection of truncation length. This choice
will guarantee a given solution accuracy whilst minimising the operation count of the fast multipole algorithm. c© 2000
Elsevier Science B.V. All rights reserved.
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1. Introduction
The underlying problem considered in this paper is the solution of boundary integral equations
[3,2] arising from the scalar Helmholtz equation
32+ k2= 0
in two or three space dimensions with the wave number k being a positive real. After discretisation,
these equations are solved using a fast multipole method [7,6,4]. The operation count of the method
depends crucially on the length of various expansions. These expansions are truncations of innite
sums, introducing `truncation errors' into the method. Here we provide new and sharp computable
error bounds for these truncations. Some asymptotic analysis of this error was given in [5]. A
semi-empirical formula for an appropriate length of expansion was given in [6]. We compare this
formula with the results of this paper.
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Here we denote the Bessel function by J(x), the Neumann function by Y(x) and the Hankel
function of the rst kind by H(x) = J(x) + iY(x).
At the heart of the fast multipole method is the expansion of the fundamental solution of the
Helmholtz equation as an innite sum. Suppose x and y are two vectors with kyk< kxk and
x− y= k( p− q), where k is the wave number. In 2D, denoting the polar coordinates of a vector r
by (r; r), i.e. r = (r cos r; r sin r)T, Graf's addition theorem holds [1, 9:1:79]:
H0(kk p− qk) =
1X
l=−1
Hl(x)Jl(y)eil(x−y): (1)
In 3D, denoting the length and direction of a vector r by r and r^, i.e. r= rr^, we have Gegenbauer's
addition theorem [1, 10.1.45]:
eikj p−qj
ikj p− qj =
p
xy
1X
l=0
(
l+ 12

Hl+1=2(x)Jl+1=2(y)Pl(x^  y^); (2)
where Pl are Legendre polynomials. In the multipole algorithm expansions (1) and (2) are used for
p and q in `well-separated clusters'. For two cluster centres c and d , where k p − ck and kq − dk
are small, the expansions are used with x= k(c− d) and y= k(q− d − p+ c). If n is the dimension
of the discrete boundary element system, it is reasonable to assume k =O(n) (in 2D) or k =O(
p
n)
(in 3D). So, for large n; x and y can become large.
Truncating (1) incurs an error bounded by
1X
i=0
jJ+i−(y)H+i(x)j (3)
with = 0. In the case of (2), for l>y, it will be shown in Lemma 3 that
0<
(
l+ 12

Jl+1=2(y)<y Jl−1=2(y):
So truncating (2) also incurs an error bounded by (3) with  = 1. The inclusion of the constant
, a small integer, also allows extensions to expansions of derivatives of the fundamental solution,
necessary when applying the multipole method to various integral operators.
There are also additional errors incurred during the fast multipole method. These are due to
quadrature and truncation of translation operators. In order to control these errors, we also would
like a bound on the following summation, see, for example, [5, (4:24)]:
1X
i=0
jJ+i(y)j; (4)
where, again, y can become large. However, the dominant part of the error is bounded by (3).
2. Bounds on Bessel functions
During the fast multipole algorithm, expansion (1) or (2) is used repeatedly, with dierent values
of x and y in each instance. However, consideration of the geometry yields inequalities
y6ymax; x>xmin
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(where ymax is the maximum cluster size and xmin is the minimum fareld cluster separation). Below
we derive certain monotonic behaviour of J(x); Y(x) and jH(x)j, which allows us to obtain bounds
for (3) and (4) in terms of xmin and ymax.
In the following, we denote the rst zeros of J(x); J 0(x); Y(x) and Y
0
 (x) by j;1; j
0
;1; y;1 and y
0
;1.
Lemma 1. Suppose x;  2 R with x> 0 and >0. Then
J(x)> 0; x< j;1;
J 0(x)> 0; x< j
0
;1;
Y(x)< 0; x<y;1;
Y 0 (x)> 0; x<y
0
;1;
where j;1>y0;1>y;1>j
0
;1>. In addition; for > 0; j
0
;1>. For >1; y;1>+1 and y
0
;1>+ 2.
Proof. Given in [1, Section 9:5].
Lemma 2. Suppose ; x 2 R with x> 0 and >0. For any xed value of ; jH(x)j is a strictly
decreasing function of x. For any xed value of x; jH(x)j is a strictly increasing function of .
Proof. Following the line of [8, 13.73], Nicholson's formula is
jH(x)j2 = 82
Z 1
0
K0(2x sinh t) cosh(2t) dt;
where
K0(y) =
Z 1
0
e−y cosh t dt:
The rst part of the lemma holds since K0(y) is a decreasing function of y. The second part holds
since cosh y is an increasing function of y.
We have shown that
J(y)6J(ymax); >ymax;
jH(x)j6jH(xmin)j; >0:
Next, we derive results regarding the asymptotic forms of J(x) and Y(x). Dene A(x) and B(x)
by
J(x) = A(x)
s
1
2

ex
2

; (5)
Y(x) =−B(x)
s
2


2
ex

: (6)
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For xed x, as !1; A(x) 1 and B(x) 1 [1, 9:3:1]. Here we show that for >x and i>0; 1<
B+i(x)6B(x). The accompanying result, presented only for completeness, is that 1>A+i(x)>A(x).
This allows us to use (5) and (6) to bound the innite sums (3) and (4) by geometric sums which
are computed analytically. The recurrences
C−1(x) + C+1(x) =
2
x
C(x); (7)
C−1(x)− C+1(x) = 2C0(x) (8)
hold, where C is J or Y . Manipulating these and using Lemma 1, we can derive the following
bounds on the rate of change of J(x) and Y(x) with .
Lemma 3. Suppose x;  2 R with x> 0 and >1. Then
J+1(x)
J(x)
<
x
+ 1
; x< j0+1;1;
J+1(x)
J(x)
>
x
2(+ 1)
; x< j−1;1;
Y+1(x)
Y(x)
>

x
; x<y;1;
Y+1(x)
Y(x)
<
2
x
; x<y−1;1:
Proof. Adding (7) and (8), with C taken as J , we obtain
J(x) =
x

(J−1(x)− J 0(x)):
Replacing  by + 1,
J+1(x) =
x
+ 1
J(x)− x+ 1J
0
+1(x):
From Lemma 1, for x< j0+1;1; J
0
+1(x)> 0, hence
J+1(x)<
x
+ 1
J(x):
For the second part, rearranging (7) and using Lemma 1 gives, for x< j−1;1,
J+1(x) =
x
2(+ 1)
(J(x) + J−1(x))>
x
2(+ 1)
J(x):
For the third part, subtracting (8) from (7) with C as Y , gives
Y+1(x) =

x
Y(x)− Y 0 (x): (9)
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By Lemma 1, y;1<y0;1 and so for x<y;1, we have Y
0
 (x)> 0 and Y(x)< 0. Finally, rearranging
(7), we obtain
Y+1(x) =
2
x
Y(x)− Y−1(x):
For x<y−1;1; Y−1(x)< 0. (9) with  replaced by − 1 shows that Y(x)< 0.
Lemma 4. Suppose x;  2 R with x> 0 and >2. For >x;
x
2(+ 1)
<
J+1(x)
J(x)
<
x
+ 1
;

x
<
Y+1(x)
Y(x)
<
2
x
:
Proof. Since >2, we see from Lemma 1 that y−1;1>; y;1>+1; j+1;1>+2 and j0+1;1>+1.
Since x6, the conditions of Lemma 3 hold.
We also note that, for xed x, as !1,
J+1(x)
J(x)
 x
2(+ 1)
and
Y+1(x)
Y(x)
 2
x
:
Hence, in Lemma 4, the ratio involving J tends to its lower bound, whilst the ratio involving Y
tends to its upper bound. Combining the results of Lemma 4 with Lemma 1, it is clear that for xed
x, as !1; J(x) decreases and tends to zero, whilst Y(x) tends to −1.
From these technical lemmas, we derive the following relationship between each Bessel function
and its asymptotic form.
Theorem 5. Suppose x;  2 R with x> 0 and >2. If A(x) and B(x) are dened by (5) and (6).
Then for >x;
A+1(x)>A(x); (10)
B+1(x)<B(x): (11)
Proof. By denition,
A+1(x)
A(x)
=
J+1(x)
J(x)
s
+ 1

(+ 1)+1

2
ex
:
By Lemma 3,
A+1(x)
A(x)
>
1
e

+ 1

+1=2
:
Setting z = 2+ 1,
+ 1

+1=2
=

z + 1
z − 1
z=2
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and [1, 4:1:28]
log

z + 1
z − 1

>
2
z
so that
+ 1

+1=2
>e (12)
and so A+1(x)>A(x).
Similarly, by denition,
B+1(x)
B(x)
=
Y+1(x)
Y(x)
s
+ 1


(+ 1)+1
ex
2
:
By Lemma 3,
B+1(x)
B(x)
<e


+ 1
+1=2
:
Using (12), we see that B+1(x)<B(x).
Corollary 6. With the conditions of Theorem 5;
0<A(x)<A+1(x)<A+2(x)<   < 1;
B(x)>B+1(x)>B+2(x)>   > 1:
3. Computable bounds on truncation error
In this section, using the results of Section 2, we derive computable bounds for the truncation
errors (3) and (4). We start with (4). Assuming >y,
1X
i=0
jJ+i(y)j6
1X
i=0
J+i(ymax) =
m−1X
i=0
J+i(ymax) +
1X
i=m
J+i(ymax):
The rst inequality follows from Lemma 1. We then split the sum into two parts. The dominant
nite sum is computed exactly, while the second sum is bounded crudely, using (5) and Corol-
lary 6,
1X
i=0
J+i(ymax)6
m−1X
i=0
J+i(ymax) +
1X
i=m
1p
2(+ i)

eymax
2(+ i)
+i
6
m−1X
i=0
J+i(ymax) +
1p
2(+ m)
rm
1− r ; (13)
where r = eymax=2(+ m). The larger we choose m, the tighter bound (13) becomes.
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Now we consider the truncation of the multipole expansion (3). Using Lemmas 1 and 2 and
assuming (− )>y,
1X
i=0
jJ+i−(y)H+i(x)j6
1X
i=0
J+i−(ymax)jH+i(xmin)j:
Splitting the summation,
1X
i=0
jJ+i−(y)H+i(x)j6
m−1X
i=0
J+i−(ymax)jH+i(xmin)j+
1X
i=m
J+i−(ymax)jH+i(xmin)j: (14)
The nite sum on the right-hand side could be computed explicitly, but for m large, we use Lemma
2 to bound it by the following innite sum, and then use (13):
m−1X
i=0
J+i−(ymax)jH+i(xmin)j6jH+m−1(xmin)j
1X
i=0
J+i−(ymax): (15)
Using the following simple inequality [1, 9:1:60] for i>m and (+ m)>xmin:
jH+i(xmin)j6jJ+i(xmin)j+ jY+i(xmin)j< 1p
2
+ jY+i(xmin)j;
we bound the second sum on the right-hand side of (14) as follows:
1X
i=m
J+i−(ymax)jH+i(xmin)j6
s
1
2
1X
i=m
J+i−(ymax) +
1X
i=m
J+i−(xmin)(−Y+i(xmin)): (16)
We use (13) to bound the rst summation on the right-hand side. Now we concentrate on the last
summation. From Lemma 3,
J−(y)<

2
y

J(y):
Using (5) and (6),
−J−(y)Y(x)<−

2
y

J(y)Y(x) =

2
y
 A(y)B(x)
 
−1

y
x

:
So, since B+i(xmin)<B(xmin) by Corollary 6,
1X
i=m
J+i−(ymax)(−Y+i(xmin))6

2
ymax
 B+m(xmin)

1X
i=m
(+ i)−1

ymax
xmin
+i
; (17)
where
B+m(xmin) =−Y+m(xmin)
s
(+ m)
2

exmin
2(+ m)
+m
:
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The innite sum on the right-hand side of (17) can be computed analytically since, writing r for
ymax=xmin and denoting the operator r d=dr by D,
1X
i=m
(+ i)−1r+i = D−1

r+m
1− r

;
obtained by repeated dierentiation of the formula for the sum of a geometric series.
Finally we present algorithms for computing the error bounds derived in this section for (4)
(subroutine bndj) and (3) (subroutine bndjh).
subroutine bndj(; ymax; E)
begin
E:=0; m:=0
repeat
E:=E + J+m(ymax)
m:=m+ 1
r = eymax2(+m)
if r < 1 then R=
q
1
2(+m)
rm
1−r cf. (13)
until r < 1 and R<E=10
bndj=E + R
end
subroutine bndjh(; ; xmin; ymax; E)
begin
call bndj(− ; ymax; SJ )
if <xmin then
Choose m with xmin6+ m6xmin + 1
S1:=jH+m−1(xmin)jSJ cf. (15)
else
m:=0; S1:=0
endif
S2:=
q
1
2SJ cf. (16)
B:=− Y+m(xmin)
q
(+m)
2

exmin
2(+m)
+m
R:=D−1

r+m
1−r

r=ymax=xmin
S3:=

2
ymax

B+m(xmin)
 R cf. (17)
bndjh:=S1 + S2 + S3
end
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Fig. 1.
4. Numerical results
Consider Neumann's addition theorem [1, 9:1:75],
H(x − y) = H0(x)J−(y) +
1X
l=1
Hl(x)(Jl−(y) + (−1)Jl+(y)):
Dene E to be the error incurred by truncating after  terms:
E =
1X
i=0
J+i−(y)H+i(x) + (−1)
1X
i=0
J+i+(y)H+i(x) (18)
= H(x − y)− H0(x)J−(y)−
−1X
m=1
Hm(x)(Jm−(y) + (−1)Jm+(y)): (19)
So the innite sum (18) can be computed exactly using the nite expression (19) and we can use
it as a test case for investigating the sharpness of the computable bounds in Section 3.
In the experiments E was computed exactly and also bounded by the method in Section 3. In
each case x was xed proportional to y, i.e. y = x with < 1.
In Fig. 1, the exact value and the bound have been plotted as functions of . The bound is only
dened for >y+, but when dened, the bound is in close agreement with the exact value. There
is a visible `hiccup' in the bound for y= 10; = 0:5; = 0 at v= x= 20 as the character of jH(x)j
changes.
In Fig. 2, the exact value and the bound were used to nd the smallest  such that the modulus
of E is less than a xed tolerance , in this case  = 2−10. This mimics the automatic computation
of an expansion length in the multipole algorithm. As can be seen, the length  produced by the
bounds is very close to the minimum length required. As expected from asymptotic analysis, this
value of  is O(y).
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Fig. 2.  versus y; = 0:5;  = 0.
Fig. 3.  versus y; = 0:5;  = 0.
In Fig. 3, the bound given in this paper was compared with the semi-empirical formula in [6]. Since
the (single-precision) semi-empirical formula was designed to have relative error of approximately
2−20, the error tolerance for the bound was set to 2−20jH(x−y)j. Both methods provide an excellent
t to the required expansion length  for large values of y. The error bound presented in this paper
has been derived rigorously, whereas we are not aware of any results bounding the truncation error
when  is given by the semi-empirical formula. In fact, for some values of y as shown in Fig. 3,
the semi-empirical formula gives a value of  that is less than that required to achieve the error
tolerance.
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5. Conclusion
Error bounds Ei,
E1(ymax; ) = maxfy: 0<y<ymaxg
1X
i=0
jJ+i(y)j;
E2(xmin; ymax; ; ) = maxf(x;y): x>xmin ;y<ymaxg
1X
i=0
jJ+i−(y)H+i(x)j;
have been derived for the truncation of generic series occurring in multipole methods. Ei() are
decreasing functions of , and it is easy to nd the smallest integer value of  such that
Ei()6; (20)
hence ensuring that the truncation error is less than the prescribed tolerance. In this paper, such
values of  are found by simply stepping through integer values of . More sophisticated methods
based on the numerical solution of (20) could be used.
The bounds Ei() and therefore the resultant bounds on  are sharp, which is important since the
operation count of the fast multipole method depends crucially upon the expansion length .
Acknowledgements
The authors wish to thank the referee for his constructive criticism leading to the improved
readability of Section 3. Furthermore, the author AP wishes to acknowledge nancial support from
EPSRC and DERA,Winfrith.
References
[1] M. Abramowitz, I. Stegun, Handbook of Mathematical Functions, Dover, New York, 1974.
[2] A.J. Burton, G.F. Miller, The application of integral methods for the numerical solution of boundary value problems,
Proc. Roy. Soc. London A232 (1971) 201{210.
[3] D.L. Colton, R. Kress, Integral Equation Methods in Scattering Theory, Wiley, New York, 1983.
[4] C.C. Lu, W.C. Chew, A multilevel algorithm for solving a boundary integral equation of wave scattering, Microwave
Opt. Technol. Lett. 7 (10) (1994) 466{470.
[5] J. Rahola, Diagonal forms of the translation operators in the fast multipole algorithm for scattering problems, BIT 36
(2) (1996) 333{358.
[6] R. Coifman, V. Rokhlin, S. Wandzura, The fast multipole method for the wave equation: A pedestrian prescription,
IEEE Antennas Propagation Mag. 35 (3) (1993) 7{12.
[7] V. Rokhlin, Rapid solution of integral equations of scattering theory in two dimensions, J. Comput. Phys. 86 (1990)
414{439.
[8] G.N. Watson, A Treatise on the Theory of Bessel Functions, Cambridge University Press, Cambridge, 1996.
