In this paper we propose a 'moving target' security mechanism for a P2P cloud where files are partitioned and sensitive sections are moved at different times without modifying the routing or finger tables, to reduce the risk of the file being compromised. Two drawbacks with this approach are the problem of determining the locality of the data and load unbalancing. We present a hierarchical P2P cloud system that leads to scalability and efficiency. A 3-step load balancing scheme for hierarchical P2P cloud system to globally balance the network is proposed. Our simulation results show that our algorithm is effective in achieving load balancing in hierarchical peer-to-peer cloud systems.
INTRODUCTION
The cloud serves as a large storage repository for user files and data. One of the big problems is security of the files. If data or files can be accessed by attackers, the service provider will lose trust from its users, and the leakage of sensitive data or files could cause great damage. Attacks can be directed at the routing, searching and storing mechanisms. Techniques such as encryption are typically used for securing the storage [10] . In this paper, we propose a 'moving target' approach as a compliment to existing approaches. The idea is to move critical files to a different location so that even if an attacker breaks into the system, the target will be stored in a different location. This gives the attacker no option, but to guess and attack at a different location. There is an overhead in moving files, but only files that require high security will be moved. A question not addressed in this work is the timing of the transfer. Should files or data could be moved at regular intervals or randomly or only when some suspicious event triggers. This is not covered in this paper and will be the topic of future work.
P2P cloud systems are increasing in popularity, making it possible to harness the computing power and resources of large populations of network in a cost-effective manner. Currently, most P2P cloud systems are flat with all nodes having the same functionalities. These flat P2P cloud systems are limited when it comes to scalability [8] . Searching for nodes or files will take time. Moreover, since they lack a centralized administrative entity that controls the node resources, ensuring high levels of availability, performance and security becomes difficult. We propose a hierarchical peer-to-peer cloud (HP2PC) network model which is scalable, efficient and secure. Data security which is achieved by the moving target approach exposed in this paper requires fair load distribution among all nodes for efficiency and performance reasons. Not only is there an internal transfer of files for security reasons, but cloud users will be adding and deleting files.
Our contribution is two-fold:  A moving target defense approach for storage in a hierarchical P2P cloud. This is achieved without modifying the routing tables.  A load balancing mechanism caused by file transfers and user file updates in a hierarchical P2P cloud.
Figure 1. Hierarchical P2P Cloud Network
A file that needs to be securely stored is divided into multiple portions. The goal of the division is to compartmentalize parts of the file that need to be securely stored so that the sensitive sections are moved more often. Parts which contain little or no sensitive data or code can be left at their original locations with little or no transfers to other locations. Our proposed approach is divided into the following steps:
id: 0111 prefix: 2 bits suffix: 2 bits predecessor: 1111 successor: 1011 supernode:1111 load: x capacity: y interval: (3, 1]  The partitioned files are randomly distributed across the cloud. A node will store only one part of a file (section 3).  Load Balance the hierarchical P2P cloud (section 4)  Move the security sensitive files at regular intervals, or randomly or only when some suspicious event triggers. This is not discussed in this paper. Our hierarchical model is shown in Fig. 1 . Red nodes represent leaf nodes and yellow nodes represent super-nodes. There are four groups in the level 1 network, and the supernodes are 1, 2, 3, and 4. These four super-nodes constitute the level 0 network.
A literature review of previous work is presented in the next section. Our proposed approach is outlined in section 3 and section 4. Section 5 is about routing schema which is followed by the moving target defense mechanism in section 6. The load balancing scheme is described in section 7 before paper concludes.
LITERATURE REVIEW

SECURE FILE STORAGE IN P2P CLOUD SYSTEMS
Much of the previous works for cloud security focused on cryptographic schemes and data integrity. Many of the cryptographic schemes have been proposed for hiding the data from the storage provider and hence preserving data privacy [9] [10]. Wang et al. in [9] , presented a scheme in which, the user's identity is also detached from the data and provide public auditing of data. In [10] , Dijk et al. proved that in cloud computing individual cryptographic measurement is insufficient for guaranteeing data privacy. The problem of ensuring the integrity of data storage in cloud computing is studied in [11] and [12] . In [11] , Lamport et al. presented provable data integrity (PDI) solution to support public data integrity verification. Wang et al. in [12] proposed a scheme to prove the integrity of the data dynamically stored in cloud systems.
Concerns arise in schemes of cloud storage services that with given a sufficient amount of time, data can be decrypted, meaningful information can be located and retrieved and user privacy can easily be breached. To solve this problem, Condie et. al. [14] periodically reset the routing tables by using induced churn where different nodes enter and leave the address space. This reduces the chances of hitting on a specific target. However, if an attacker is able to access the router, he will notice the change in the routing table and be able to deduce that files have changed locations. In contrast, in our method, critical files or data are moved, but the routing or finger table does not change. An attacker is thus not able to detect, even if he breaks into the network router, that the target has been moved. In [14] , the routing is constrained and an inefficient path may be chosen. In our approach we aim for efficient routing, but without modifying the routing table. Hence an attacker can attack the routing table, but not be able to detect that the target has moved.
LOAD BALANCING STRATEGIES
Several load balancing approaches have been proposed for P2P cloud systems. In [1] , Rieche et al. presented an algorithm to balance load in distributed hash table (DHT) based on a thermal dispersion scheme. All intervals in the identifier space are managed by a minimum number f and a maximum number 2f. Each node belonging to the interval stores all documents assigned to the interval. Load balancing can be done by splitting, merging, and shifting the interval. However, this approach has a limitation since it requires each file has copies on all nodes belonging to the interval. Furthermore, in this scheme there are still some nodes having a load up to twice above the optimum. The load is defined as the number of documents it stores, and they focus on the distibution of documents among the nodes. However, we define the load as the ratio of the current workload to the capability of the node, since each node in the system cannot have the same capacity. In addition, the framework in this paper is hierarchical. Results show that in our approach for each node under a certain amount of load, load fluctuations are relatively small. Consequently, load balancing improves significantly using our approach.
Stoica et al. in [4] , proposed the concept of virtual servers to address the load balancing issue by having each node simulate a logarithmic number of virtual servers. As a result, the overloaded node needs to transfer some of its virtual nodes to the under loaded node to achieve load balancing. The limitation of this approach is that as more nodes join in the system, these virtual servers consume more resources. Aberer et al. in [5] tried to balance the load in a DHT by checking its load with its neighbor nodes. In the system, each node repeatedly checks the load information of its neighbor nodes to achieve load balancing. Although this method is able to achieve load balancing when the system is in a steady state, there is no guarantee of load balance when the system is in a dynamic state because load balancing is only done locally between neighbor nodes. Zoels et al. in [6] proposed an algorithm to balance a hierarchical system. First, peers contact a predefined superpeer when they join the system. Second, an algorithm is used to determine a super-node for the new peer. As a result, all super-peers have an equal load. This method has a limitation since it considers super-nodes only.
A load balancing scheme for a flat decentralized architecture is proposed in [15] . In our work, we use a hierarchical architecture. When compared to the flat network, the hierarchical architecture offers exploiting heterogeneous peers, transparency, faster lookup time, and less messages in the wide-area [3] . Moreover, the work in [15] does not consider defending against malicious participants, but we use a moving target security mechanism to reduce the risk.
PARTITIONED FILE DISTRIBUTION
In this paper we assume that partitioned files are randomly distributed across the P2P cloud system. The file/document is broken into multiple pieces or fragments. Some sections may be more critical. We are particularly interested in the critical pieces of code. These are the sections that will be moved.
If there are few fragments to a file, randomly distribute one file per ring. If there are many fragments, then there will be at least one file per node, hence many files per P2P ring. Each file is broken into k parts, where k may be different for each file. Depending on the number of fragments of a file, the files will be distributed across the nodes in an individual ring, a number of rings that form a sub-part of the cloud and are physically located next to each other, or distributed across the whole P2P cloud system.
Files fragments are distributed randomly across the cloud. In the moving target approach, the files are moved to different storage locations or nodes in the cloud. In this paper, we assume that as a file is fragmented, and the critical parts are moved, the critical fragments of the file have to be accessed for the attack to be completely successful. However, breaking into some of the files may provide some information, so our security condition is not strict. Security in our moving target model is therefore measured as follows: the lower the probability of successfully accessing all the critical partitions of a file that has been moved, the more secure the entire file is. The goal of the moving target approach is to ensure that the target will have changed from the attacker's view.
The probability that all the critical fragmented files can be accessed depends on the number of possible combinations possible for moving the files. We assume that the cloud contains many resources and there will be only one fragment per node.
Assume there are p nodes across which the fragments are to be distributed. Of these p nodes, n nodes do not have any fragments of the file and are available to accommodate one fragment at the most. Let k be the total number of fragments of the file of which r are to be moved. In this paper, fragments are moved to a node which has no other fragment of the file. Given n available nodes, and r fragments, the number of possible combinations for storing r fragments on n nodes is:
( ) The number of possible combinations given that there are k fragments, of which r are to be moved to n available nodes is:
If an attacker is able to access all k fragments with a probability of 1, then the probability after the files have been moved is shown below (see Fig. 2 ). Figure 2 shows that moving all the files or moving very few files reduce the effectiveness of the moving target approach. If few fragments are moved, then the attacker does not have to modify his strategy much. On the other hand moving most of the fragments not only introduce a lot of overhead, but it also suggests that the fragments can be moved to limited places only. The most secure (or lowest probability) is therefore to move an intermediate number of fragments. In this paper files refer to file fragments.
Figure 2. Moving Target Probability
LOAD BALANCING
The moving target model moves fragments to improve security. This means that load balancing becomes critical, not only because the user keeps changing the load in the cloud, but also because of the moving target model. In this section, we propose a new approach to load balancing in HP2PC systems. This approach focuses on a 2-level P2P cloud network; however, it can be easily applied to a n-level P2P cloud network. Our proposed approach to load balancing consists of five steps:
 accumulate load information in the whole system;  node classification. According to their utilization, nodes are classified into overloaded nodes, underloaded nodes, or neutral nodes;  network balance;  load balancing within the level 1 network;  load balancing within the level 0 network. Our main contribution is a novel load balancing strategy for HP2PC networks, which can effectively control the amount of load imbalance across the network to globally balance the load. First, we define the load for a node, a supernode, and a group. Next, three strategies are presented to balance the load among nodes, supernodes and groups along with the algorithms for each strategy. Simulation results show that our algorithm is effective in achieving load balancing in HP2PC systems.
HASHING SCHEME
We used hashing to locate data or files as in traditional P2P systems. A hashing function takes a search key as an For character-string search keys, we treat each character as an integer, sum these integers, and take the remainder when the sum is divided by B. For example, key is a n byte character string (key = 'x 1 x 2 x 3 ……x n '). We sum these characters as integers (sum = x 1 + x 2 + x 3 ……+ x n ), and compute sum modulo B. Common hash functions include [7] .
MEASUREMENT OF LOAD BALANCING
In hierarchical P2P cloud networks (see Fig. 1 ):  nodes are organized in groups; each group has a supernode and consists of leaf nodes belonging to the same supernode;  all requests are first sent to a supernode, and then the supernode assigns a destination supernode or a leafnode to respond to the request;  each supernode maintains an information table, and each entry keeps information about the nodes in the group;  in addition to its own information, each supernode has statistical information of the group;  every node knows its supernode, which is a node in both levels of the network; and  each node has the information of its successor node and predecessor node. The utilization, R i , of a node, i, is calculated as the ratio of the current workload, L i , to the capability, C i , of the node. Load balancing strives to minimize the load imbalance, which means every node has the same utilization. A node or a supernode is overloaded if its utilization is greater than the target utilization, whereas it is underloaded if its utilization is smaller than the target utilization. A group is overloaded if it maintains more than 2n nodes, whereas it is underloaded if it maintains less than n nodes. The system is load balanced if none of the nodes, supernodes, and groups at each level is overloaded.
In our proposed load balancing strategy, we use the following approach to balance the whole network. The first step is to balance the load among nodes with the same supernode. The second step is to balance the load among supernodes. Finally, the group size is balanced. Target utilization (utilization of the whole system):
Load imbalance factor: LBF Mn = |L Mn T * C Mn |
ROUTING SCHEME
HASHING SCHEME FOR MULTI-LEVEL NETWORK
We outline the hashing scheme used in our proposed hierarchical network. We use hash function h to assign each node an m-bit key in binary form. The m-bit key consists of two parts, a prefix and a suffix. The suffix determines the level 1 network, and the prefix determines the level 0 network. For example, in a P2P cloud network of up to 16 nodes, 4 binary bits are sufficient to address all the nodes in the network. There are 12 nodes in the [0, 2 4 ) identifier space in Fig. 1 . The first two bits are the prefix and the last two bits are the suffix. The 2 bits suffix determines the level 1. Hence, there can be a maximum of 2 2 nodes at the level 0 network and 2 2 nodes at level 0. Finger tables at level 0. These points to other supernodes. Finger tables at level 00. Each node will be at least a distance of 2 n away. These points to nodes at the same level.
node 0 (0000) node 8 (1000) 1 1000 2 1000 4 0000 1 0000 2 0000 4 1000
Similarly there are finger tables at levels 01, 10 and 11.
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Check the suffix bits (the last two bits). If the suffix of the source and destination match, then the routing is within the same level 1 network. If they do not match, the routing is to another network in the P2P cloud system. Every node knows its supernode -a node that is in both level networks. At level 00, the supernode is 0000; at level 01, the supernode is 1001and so on.
A. Routing within a level 1 network
If node 1010 wants to send a message to node 0110 in Fig. 1 
ROUTING ATTACKS IN P2P NETWORKS
Different types of attacks are possible with P2P systems. The main focus of our security model is to make sure the file is available only to the legitimate user. There are different ways an attacker can get hold of the information regarding where files are stored. The attacker can use sniffing techniques to learn about the file's location by inserting himself between the user and a legitimate node. This kind of Man-in-the-middle attack is a form of active eavesdropping. The attacker can sniff network traffic and gain information about the critical file such as location and get access to them. The other way is to obtain location information is for the attacker to join the P2P network and become a node in the network or an insider attack. The node will receive from and inform other nodes routing or location information about files. This kind of attacker who is part of the P2P network is very difficult to detect.
Our goal is therefore to hide location information about files from routing tables. Only the node requesting the file and the owner of the file will be aware of the location of the files. Using our moving target defense mechanism we can mitigate both attacks.
SECURE FINGER OR ROUTING TABLES
It is important that an attacker is not able to read the finger tables and thereby locate files or fragments thereof. If an attacker is able to locate files through the finger tables or by being a man-in-the middle, he will be able to locate the files, this rendering the moving target security scheme ineffective. This is particularly important for sensitive files. To achieve this we use one-way hash chains [13] . Every node when it enters the system is given its id or address, and the hashed values generate the prefix p and the suffix s. h is the hash function. The user or owner of a file to be stored in the cloud, who is assumed to be trustworthy is also given the same information.
A. Hashing Scheme
The finger table will contain the hashed values for routing. The hashed value will contain the suffix and prefix as described above. This points to the node that is the owner of the file. Although the finger table remains constant, that is, it always points to the same location for a file, in reality the file is moved around in the moving target scheme, that is, the location or address keeps changing.
Hash function h generates a one way hash chain with security parameter k such that h:{0,1}*  {0,1} k . A string of 1s and 0s is hashed to a string of length k. Let c be the seed which is picked randomly. By applying h recursively N times to seed c it generates a hash chain of length N and can be represented as h N (c). Let N length hash chain be represented with ῳ.
Let us consider a Boolean predicate of a function B:{0,1}*  {0,1}. B takes an n-bit binary number input and generates a random bit 0 or 1 as result.
A private key Sk i,j and public key PK i,j are generated. i,j represents the i th key in the j th round. These keys are used to verify the whether the user requesting the file is an attacker or a valid node. Every node in the P2P architecture has its own ID's. These hashed values of the ID's are divided into two parts that is suffix and prefix. Suffix represents the level 1 network and prefix represents level 0 network. Let l 1 and l 2 be the lengths of the ids or addresses for the suffix and prefix since we are implementing a 2-level scheme. This approach can be applied to a n-level P2P network. The entry in the finger table for a file f will be ps where p is the prefix and s is the suffix. Let us consider for suffix the hash chain generated is of length n where l 2 = n and similarly for the prefix let the hash chain generated be of length m where l 1 = m. We assume that a user has no encryption keys whereas a file owner has public and private keys. The steps are outlined below: Hence, after the first round, a n-bit binary seed for the hash chain has been generated by the user. Although the seed has not been transmitted by the file owner to the user, the user generates the same seed as the file owner. is the new seed to generate a new hash chain of length n for the suffix address. Similarly a seed is generated in a similar manner to generate a new hash chain of length n for the prefix address.
B. Initial Seed Generation
C. File Access
The first file access is by concatenating the hashes of the seeds. That is, location of file = h( )h( ).
D. Change in location of file Each time a file is moved, the user is informed that the file has moved and a bit for the next seed is generated as earlier. 
After n moves of the file, seeds and are exhausted, but new seeds and are have been generated by the user. The process of seed generation is repeated for each round.
The user himself generates the new address of the transferred file without the file owner sending him the address (or hashed values) of the new location where the file owner has moved the file. The seeds for hashing are also not transmitted by the file owner to the user. This makes a manin-middle attack very difficult. The attacker has to intercept and read each and every message transmitted between the file owner and the user, as well as know the hash function and the Boolean predicate function to generate the hash chain. The proposed approach protects from insider attacks as values in the hash chain (which are addresses to the file) are not known to anyone or transmitted over the network. The routing tables do not change and an insider is not aware that the file has been transferred to another location. The proposed approach could be made more secure by using different communication paths and encrypted communications. This analysis is left for future work.
LOAD BALANCING SCHEME
The moving targets model moves fragments to improve security. This and user addition/deletion of files can cause load imbalance. In this section, we propose a new approach to balance the whole system. The hierarchical P2P cloud network is represented as a bipartite graph for a 2-level network. Fig. 3 shows the bipartite graph for the hierarchical P2P cloud network in Fig. 1 . Each node at level 0 is a supernode and each node at level 1 is a leaf node. There is a solid blue arc from the supernode at level 0 to the leaf nodes which are the nodes in the same group. The red dotted lines represent the connections for the finger table of nodes. Each supernode has an information table, and each entry keeps load information about the nodes in the group. Therefore, each supernode gets the load utilization of the group (R M ∑ ∑ ). The measurement of load balancing is described in section 4.2. To balance the whole system, we also consider latency in this work, since latency is an important component that contributes to system speed. The term latency refers to a measure of the time delay experienced by a system. By considering the latency between any two nodes in the HP2PC or between the user node and another node that stores a file, we balance the level 1 network first, since moving files between nodes within the same supernode takes less time than moving to other rings with other super nodes. Moreover balancing the level 1 network first makes sure that files remain closer to the user thereby decreasing the latency for retrieving the file. Only uncritical files are moved in our load balancing approach, and critical files are only moved by the hash and routing scheme outlined in section 6.1. In our proposed load balancing strategy, we use the following approach to balance the whole network. The first step is to balance the load among nodes with the same supernode. The second step is to balance the load among supernodes. Finally, the group size is balanced. This is in contrast to our previous approach [16] where the load balancing approach was different. The new approach presented in this paper yields better results as shown in section 8.
LOAD BALANCING -LEVEL 1 NETWORK
When a node in the bottom level network becomes overloaded, the load has to be sent to the other nodes within the same supernode to balance locally. For example (see Fig. 4 ), if node 21 is overloaded, some load is transferred from node 21 to node 31, which has the lower load. Tag (x/y), x means load and y means capacity. In group 1, node 21 is overloaded, and node 31 is underloaded. Load is transferred from node 21 to node 31. Thus, all nodes in group1 are balanced.
Algorithm 1: Local Balancing Algorithm
L n : load of node n; C n : capacity of node n R n : utilization of node n; T : target utilization Sort all nodes into a list L in decreasing order based on utilization R n ; Calculate T; For each group { Partition L into two sub lists: L1 (overloaded list)and L2.
(underloaded list). ∀li ∈ L1, ri ≥ T; ∀li ∈ L2, ri < T;
For each node in L { Transfer some load to the nodes which belong to L2; Set redirection point for the transferred data; Delete the current node from L1 and update L2; } }
LOAD BALANCING -LEVEL 0 NETWORK
When a group becomes overloaded, it checks with its related supernodes, including predecessor, successor and nodes related through the finger table. Some load will then be transferred to the group with the lowest load utilization.
For example (Fig. 5) , if load balancing cannot be achieved within group 3, supernode 1 (related through the finger table), supernode 2 (predecessor), and supernode 4 (successor) respectively are searched in parallel for their load information. Since group 2 is underloaded, some of the load is transferred from group 3 to group 2 depending on which node in group 2 has the lower load utilization. Redirection is used to find data moved. For example, the hash of the data d i , that is h(d i ) gives 23. But because data has been moved from 23 to 13, 23 will have a pointer for d i to 13. Group 3 is overloaded, and group 2 is under-loaded. Node 23 (highest load utilization in group 3) transfers some load to node 32 (lowest load utilization in group 2). Thus, both group 2 and group 3 are balanced. For each g m in L1 { Get the information of nodes n k which belong to the supernode of n k such that n k is a supernode in another network; Transfer some load to node n k which belong to group g k, g k
Set redirection point for the transferred data; Update finger table; Delete g m from L1 and update L2; }
NETWORK BALANCING
The hash function h computes for each node an m-bit key that consists of two parts, a prefix (p-bit) and a suffix (sbit). The prefix determines the level 0 network, and the suffix determines the level 1 network. Hence, the maximum number of groups is 2 S when s is the number of bits used for the suffix, and the maximum number of nodes which belong to a supernode is 2 P when p is the number of bits used for the prefix.
The number of nodes managed by a supernode needs to be controlled, since the supernodes are used by the level 0 network to route messages among groups. Thus, it is necessary to keep the number of nodes neither too large nor too small. The number of bits, i, to represent the membership, takes the minimal number of bits from the tail end of the suffix that is needed to include the members. For example, Fig. 6(a) shows a small network, such that m = 4 (the hash function produces a sequence of four bits), the prefix p is 2 bits and the suffix s is 2 bits. Even though the suffix is 2 bits, in this case only one of these bits is used, as indicated by i = 1 in the middle of the two groups. The first group holds all the nodes ending with 1, and the second group holds all the nodes ending with 0.
Figue 6. (a) One Bit Used to Determine the Membership; (b) Two Bits Used to Determine the Membership
However, more bits are considered for nodes as the network grows. That is, the group size is determined by the maximum number of bits used, but some groups may use fewer bits. the group is divided into two groups; else if |S m | < n if (|S m+1 | < n or |S m-1 | < n) combine the groups to one group, based on their last i bits;
else if (|S m+1 | > n and |S m-1 | > n) some of the nodes can be transferred and thus, the borders between the two groups will be shifted; update the routing table for S m and its neighbors To insert a new node, take the last i bits and find its supernode as represented by these i bits and check the number of nodes that belong to the supernode. If there are fewer than 2 i nodes in one group, put the new node in the group. If there are more than 2 i nodes in one group, split the group into two groups, based on the value of their last (i-1) th bit. Put nodes whose key has 0 in that bit in one group and nodes whose key has 1 in that bit in another group. For example, suppose we insert a new node whose key hashes to the sequence 1100 into the network in Fig. 6 . Since the last bit is 0, this node belongs to the second group. However, the group is already full, so it needs to be split. As shown in 6(b), we first set i = 2 in the second group. The second group, whose nodes end with 0, needs to be split, so we partition its nodes into a group those ending with '00' and a group of those ending with '10'. To delete a node, check the number of nodes belonging to the supernode. If there are fewer than 2 p-1 nodes in the group, merge the group with another group. Combine the groups to one group, based on the value of their last (i-1) th bit; these are groups whose (i-1) th bit has the same value. For example, suppose we delete node 1100 from the network shown in Fig. 6(b) . Since there is only one node left in the third group, it needs to be combined with one of the other groups. First, check with the other group whose (i- 1) th bit has the same value as the third group. The second group whose nodes end with 0 will combine with the first group. Next, set i = i -1 in the new group. After combining the two groups, we get the network as shown in Fig. 6(a) .
SIMULATIONS
To verify the validity of our load balancing algorithm, we built a simulation framework on which we implemented a HP2PC system and our load balancing algorithm. We used the load balancing measurements outlined in section 4.2 in our simulations. Our simulated system has 10 3 nodes within a [0, 2 12 ) identifier space, which form a two-level hierarchical network. Each node is assigned a capability and load information. Based on the load and capability information, we can get the utilization of each node, which is the primary metric of our load balancing algorithm. Table  2 lists the parameters of our simulated environment and our load balancing algorithm. To analyze our algorithm, we applied three different strategies to this experimental system:
1. a HP2PC system without load balancing; 2. a HP2PC system with load balancing among leaf nodes; 3. a HP2PC system with load balancing among supernodes and leaf nodes. In the simulation, we used overloaded nodes to assign and transfer load to other underloaded nodes, since the goal is load balancing. Therefore, even if a fraction of the nodes are still underloaded after load balancing, we assume that the load distributed on the system is fair, that is load balancing has been achieved. In the simulation, we set the utilization within a reasonable range, that is, the target utilization value with the offset of ±p.
In Fig. 7 (a-c) , the x-axis represents the utilization of nodes and the y-axis represents the capacity of nodes. Fig.  7(a) represents the utilization distribution among heterogeneous nodes before load balancing and the distribution of dots in the figure is random. Fig. 7(b) represents the utilization distribution among heterogeneous nodes after load balancing among leaf nodes (as described in section 6.2.A). Fig. 7(c) represents the utilization and capacity distribution among heterogeneous nodes after load balancing among supernodes and leaf nodes (as described in section 7.2). As can be seen, Fig. 7(c) shows that the loads on the nodes are very similar. Since the target utilization is 0.5 and the offset is ±0.1, some nodes are concentrated at the 40, 50 and 60 percentage areas. In Fig. 8 (a-c) , the x-axis represents the group and the yaxis represents the utilization of the group in each range. Fig. 8(a) shows the minimum, maximum and average load utilization of each group without load balancing. Fig. 8(b) shows the minimum, maximum and average load utilization of each group after load balancing within groups (as described in section 7.1). Fig. 8(c) shows the minimum, maximum and average load utilization of each group after load balancing among groups (as described in section 7.2).
Figue 9. Numbers of Nodes in each Utilization Range
In Fig. 9 , the x-axis represents the utilization and the yaxis represents the number of nodes in each utilization range. The lines shows the distribution before load balancing; the distribution after load balancing at the level 1 network; and the distribution after load balancing at both level 1 and level 0 network. These results show that load balancing improves significantly using our approach.
In our previous study [16] we proposed a load balancing algorithm for HP2PC. The new approach we developed in this paper was based on the previous approach but also took into consideration latency. For the previous approach, we observed that the mean of load balanced data was 49.75 and the standard deviation was 8.30. For the new approach, using the same original data (but without latency), we found that the mean of load balanced data was same and the standard deviation was 8.19 . Comparing the two approaches, the standard deviation of the new approach is smaller than the previous one. This shows that considering latency does improve the utilization of the network as a whole.
The overhead in load balancing was also measured. We ran experiments with 1000 nodes and calculated the time spent on moving files to achieve load balancing by using the two approaches. Based on the results we observed it took 760 time units for the new approach compared to the previous approach which took 851 time units. This shows that the new approach shows a significant improvement of around 11% on the overall time taken in load balancing process. Hence our improved approach achieves better load balancing with less overhead.
CONCLUSIONS
In this paper, we propose an effective secure load balancing algorithm to enable global load balance for HP2PC systems. Security is achieved by a simple moving target approach with hash of information to hide location of files, yet without modifying the routing tables. To ensure load balancing in the moving target scheme, the first step is to ensure fair load distribution among nodes within the same supernodes, followed by fair load distribution among supernodes. We also propose two schemes to balance the network. Our simulation results show that our algorithm is effective in achieving load balancing in HP2PC systems.
Compared to previous work, we achieve better load balancing with less overhead. We focus on a 2-level P2P cloud network in this paper; however, our approach can be easily applied to a multi-level P2P cloud network. A number of potential improvements to our algorithm deserve further study. First, we use storage as a load factor in this paper. However, a distributed computing system may be constrained with other parameters besides storage, such as CPU and bandwidth. Another problem is how to determine the optimum level of hierarchy under a given set of assumptions for the HP2PC network. It would be interesting to determine the number levels of hierarchical levels needed to balance the load. A simulation on a larger, more realistic HP2PC is needed. Finally the moving target scheme is primitive as it stands and is worthy of further analysis and study.
