Hyper-dual numbers can be used to compute exact first and second derivatives in order to form gradients and Hessians for optimization methods. There is however an increased computational cost associated with the mathematics of hyper-dual numbers. A strategy for increasing the computational efficiency of this technique is presented for situations involving iterative procedures. This strategy involves first converging the iterative procedure using real numbers, then computing the derivatives starting from this converged solution. The benefit this strategy offers is demonstrated in the optimization of a supersonic business jet using low-fidelity, conceptual-design-level tools. In this case, the computational cost of using hyper-dual numbers is reduced to below that of using finite difference formulas. This strategy is then applied to computational fluid dynamics codes. The effectiveness of the strategy depends on the use of the exact Jacobian of the residual. Optimization of an inviscid, transonic airfoil is presented using IPOPT with gradients computed using the adjoint equation method and the Hessian matrix computed using several methods including hyper-dual numbers.
Nomenclature f generic function, Objective Function f first derivative of f f second derivative of f x, y generic scalar value; not necessarily real numbers x vector of scalar values, Design Variables e i , e j , e k unit vector with indicated element equal to one and other elements equal to zero n dimension of x ∇f (x) gradient of f (x) ∇ 2 f (x) Hessian of f (x) h, h 1 , h 2 step sizes , 1 , 2 , 1 2 hyper-dual number terms x 1 , x 2 , x 3 , x 4 real-valued elements of hyper-dual number x q flow variables in a computational fluid dynamics code b vector of residuals in a computational fluid dynamics code A Jacobian matrix in a computational fluid dynamics code c l aerodynamic lift coefficient c d aerodynamic drag coefficient M free stream Mach number α, AOA free stream angle of attack I. Introduction
II. Hyper-Dual Numbers
Hyper-dual numbers are a number system created to produce exact second derivatives. 1 Using hyperdual numbers to compute second derivatives is similar to using complex numbers to compute first derivatives via the complex-step derivative approximation(CSDA). 2 The use of these techniques involves converting a real-valued function evaluation to operate on these alternative types of numbers. Derivatives are computed by adding a perturbation to the non-real parts of an input and evaluating the modified function. Every operation involved in the real-valued function evaluation is modified to operate on these alternative types of numbers. The mathematics of these alternative types of numbers are such that when operations are carried out on the real part of the number, derivative information for those operations is formed and stored in the non-real parts of the number. At every stage of the function evaluation the non-real parts of the number contain derivative information with respect to the input. 3 This process must be repeated for every input variable combination for which derivative information is desired. These techniques possess advantages over computing derivatives using finite-difference formulas. Finite-difference formulas such as the forward-difference(FD) approximation,
and the central-difference(CD) approximation,
are subject to both truncation error and subtractive cancellation error. Truncation error is associated with the higher order terms that are ignored when forming the approximation. Subtractive cancellation error is a result of performing these calculations on a computer with finite precision. The first-derivative complex-step approximation,
produces first derivatives that are subject to truncation error but are not subject to subtractive cancellation error. There is no subtractive cancellation error in the complex-step approximation because the first derivative information is the leading term of the imaginary part. As such, an approximation can be formed by simply examining the imaginary part of the complex-valued function evaluation. Due to the fact that no subtractive cancellation error is present, the imaginary disturbance can be chosen arbitrarily small, effectively leading to a zero truncation error.
Hyper-dual numbers are a higher dimensional extension of dual numbers 4, 5 in the same way that quaternions are a higher-dimensional extension of ordinary complex numbers. Dual numbers and ordinary complex numbers are types of generalized-complex numbers. 6 Dual numbers are based on the non-real term 2 = 0 where = 0, 7, 8 while ordinary complex numbers are based on i 2 = −1. A hyper-dual number is of the form
with one real part and three non-real parts. These non-real parts have the properties f (x + h 1 1 + h 2 2 + 0 1 2 ) = f (x) + h 1 f (x) 1 + h 2 f (x) 2 + h 1 h 2 f "(x) 1 2 .
The higher order terms are all zero by the definition of 2 1 = 2 2 = 0, so there is no truncation error. The first and second derivatives are the leading terms of the non-real parts, meaning that these values can simply be found by examining the non-real parts of the number, so the derivative calculations are not subject to subtractive cancellation error. Therefore, the use of hyper-dual numbers results in first and second derivative calculations that are exact, regardless of the step size. The real part is also exactly the same as the function evaluated for a real number, x. Information flows in only one direction, from the real part, to the 1 and 2 parts, and on to the 1 2 part. It is mathematically impossible for the derivative calculations to affect the real part.
The calculation of first and second derivatives using hyper-dual numbers is similar to the use of the complex-step approximation for computing first derivatives, Eq. (4). The function is evaluated with a hyperdual number input, as in Eq. (6) , and the derivative information is extracted from the non-real terms. First derivatives are found using
and
And second derivatives are found using Figure 1 shows the accuracy of the derivative calculation methods discussed above as the step size is decreased for a simple analytic function. As the step size is initially decreased, the error decreases according to the order of the truncation error. As the step size decreases beyond a certain point, the error starts to increase for those methods that are subject to subtractive cancellation. The optimal step size for these methods requires a trade off between the truncation and subtractive cancellation errors. This optimal step size is not known a priori, and may require substantial effort and knowledge of the true derivative value. Unfortunately, the optimal step size is not a constant value. It will change depending on the function, the point where the derivative is desired, and the variable with which the derivative is calculated. Methods such as hyper-dual numbers and the first-derivative complex-step approximation do not require an optimal step size to be found.
Hyper-dual numbers have been implemented as a class, using operator overloading, in C++ and MAT-LAB. These implementations are available at Ref. 9. The implementations include definitions for the standard algebraic operations, logical comparison operations, and other more general functions such as the exponential, sine, and absolute value. The use of operator overloading allows a real-valued analysis routine to be easily converted to operate on hyper-dual numbers by essentially just changing the variable type declarations. The structure and details of the code remain unchanged.
II.A. Computational Cost
Forming the gradient of f (x), for x ∈ R n , requires the calculation of n first derivatives. Using the forwarddifference approximation requires n + 1 function evaluations. The central-difference approximation requires 2n function evaluations. The complex-step approximation requires only n complex function evaluations. However, each complex function evaluation involves more work. Adding two complex numbers is equivalent to 2 real additions, while multiplying two complex numbers is equivalent to 4 real multiplications and 3 real additions. Therefore a complex function evaluation should take about 2 to 4 times the runtime of a real function evaluation.
Forming the gradient using hyper-dual numbers requires n hyper-dual function evaluations. As with complex numbers, working with hyper-dual numbers requires additional computational work. Adding hyperdual numbers is equivalent to 4 real additions, and multiplying two hyper-dual numbers is equivalent to 9 real multiplications and 5 real additions. Therefore a hyper-dual function evaluation should take about 4 to 14 times the runtime of a real function evaluation.
Forming the Hessian of f (x), for x ∈ R n , requires 
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American Institute of Aeronautics and Astronautics tions, which as discussed above is expected to be the equivalent of up to 7n(n + 1) real function evaluations. So the use of hyper-dual numbers is expected to be around 3.5 times as expensive as the central-difference approximation, which is itself about twice as expensive as the forward-difference approximation. In many situations, such as numerical optimization using Newton's method, both the gradient and Hessian need to be computed. This does not change the results for the use of hyper-dual numbers or the forward difference approximation. This is because the required function evaluations are used for both the gradient and Hessian calculations. However, the central-difference approximation now requires 2n(n + 2) function evaluations.
The aforementioned naive approach to using hyper-dual numbers is to modify every function to operate on hyper-dual numbers. Following this approach will lead to the performance estimates discussed above. A more efficient approach is to analyze the code and determine which functions need to be modified. In particular, when the code involves an iterative procedure the computational cost of using hyper-dual numbers can be greatly reduced. The strategy for using hyper-dual numbers with an iterative procedure is to first converge the solution using real numbers. Once the solution has converged, one iteration is performed using hyper-dual numbers to compute the derivatives.
III. Supersonic Business Jet Design Optimization
A supersonic business jet(SSBJ) design is optimized using Newton's method. The objective function for this design is a weighted combination of aircraft range and the sonic boom strength at the ground. This optimization was performed using three methods for computing the gradient and Hessian: the forward difference and central difference approximations, and hyper-dual numbers.
III.A. Objective Function Descriptions

III.A.1. Aircraft Range
The range of the SSBJ is calculated using tools that are appropriate for a conceptual design level analysis. These routines were provided by the authors of the multi-disciplinary optimization algorithm BLISS(Bi-Level Integrated System Synthesis). 10 These are low fidelity analysis routines, but they capture the trends and can be run very quickly. For the present work, these coupled disciplinary analysis routines were combined into a single monolithic function. This requires adding two target variables in order to allow the individual routines to be executed sequentially.
The monolithic routine begins by running the power analysis routine. This routine uses the throttle setting and the drag target of the aircraft to size the engines. The engine sizing is done using a precomputed surface fit. The power routine outputs the engine weight, specific fuel consumption, and engine scale factor. There are inequality constraints on the engine weight, engine scale factor, and engine temperature. This information is then fed into the weight analysis routine. This routine uses the lift target, the geometry, and structural thicknesses, and the computed engine weight to compute the total weight, fuel weight fraction, and wing twist. Inequality constraints are computed on the stresses in the structural members and the twist. The information computed so far is then fed into the aerodynamic analysis routine. This routine computes the lift and drag of the aircraft by assuming elliptical loading and a parabolic drag polar, and imposes a trim constraint. Equality constraints are needed during the optimization in order to ensure the consistency of the design. These equality constraints enforce that the lift and drag, computed at the end of the analysis, match the target values used to start the analysis. The range is then calculated using the Breguet range equation,
where M is the Mach number, a is the speed of sound, L D is the lift to drag ratio, SF C is the specific fuel consumption, W f is the fuel weight, and W t is the total weight of the aircraft.
III.A.2. Sonic Boom
The sonic boom computation consists of several steps. An aircraft shape factor 11 is found based on the coarse 33 variable description of the design. This method involves creating an effective area distribution, A e (x), by combining the cross sectional area distribution and an equivalent area distribution due to lift. The cross sectional area distribution is determined from cross sections normal to the longitudinal axis. This is in contrast to other methods that require slices at the Mach angle. The equivalent area due to lift is determined at every point along the length of the aircraft using
where p is the pressure at altitude, W t is the weight of the aircraft, and b(x) is the span at a given location. The aircraft shape factor, K S , requires determining the maximum value of the equivalent area distribution, A e (l e ), where l e is the location of the maximum equivalent area. A typical effective area curve is shown in Fig. 2 with the values of A e (l e ) and A e (0.5l e ) highlighted. Using this information, the shape factor is calculated using
where l is the length of the aircraft and Y SF is a coefficient found using A e (l e )/A e (0.5l e ). This shape factor is then related to an initial pressure signature at cruise altitude. The initial pressure signature is an N-wave of length l and magnitude ∆p p = 3.46
This initial pressure signature is then propagated to the ground using the Waveform Parameter Method.
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This method is based on ideas from geometric acoustics. This sonic boom propagation method involves determining ray tube paths from the cruise altitude, through a non-uniform atmosphere, to the ground. The waveform parameter method discretizes a general pressure signal into a number of straight line segments. These segments are specified by parameters defining the slope and duration of each segment, and the jump in pressure between the segments. Differential equations relate the evolution of these parameters as the waveform propagates along the ray path. These equations account for attenuation, steepening, stretching, and coalescence of the segments. This method handles arbitrary pressure signatures, however, since the initial pressure signature is an N-wave, the waveform will only experience stretching and attenuation.
III.B. Optimization Results
Newton's method is used to solve this optimization problem. This optimization problem involves 33 design variables and 45 design constraints. Of the 45 design constraints, 2 are equality constraints and 43 are inequality constraints. There are also lower and upper bound constraints on the 33 design variables. The constraints are handled using quadratic penalty functions, which means that the constraints may be slightly violated.
The 33 design variables provide a coarse description of the aircraft geometry, operating conditions, and interior structure. The design variables and their optimal values are given in Table 1 . These include the location, area, aspect ratio, and sweep for both the wing and horizontal tail, as well as the thickness to chord ratio and taper ratio. There are 18 variables that specify the thicknesses of the structural elements of the wing. The altitude, Mach number, and throttle setting determine the operating conditions. There are also two variables, a drag target and a lift target, which are used to ensure consistency of the design. The optimal design is shown in Fig. 3 , and the performance of the design is given in Table 2 .
III.C. Hyper-Dual Calculations
Two different versions of these analysis tools were created: a version using real numbers and a version using hyper-dual numbers. The SSBJ was then optimized using Newton's method with the gradients and Hessians calculated using both finite difference formulas and hyper-dual numbers. Using hyper-dual numbers, this optimization initially took 7 times as long as using forward differences and 3.6 times as long as using central differences. This is consistent with the discussion in Section II.A, and was expected. This original hyper-dual version was created following the naive approach of overloading every function.
A more efficient version can be created by modifying a small part of one routine. During the sonic boom calculation, the location of the maximum effective area is determined. The maximum value is found using a golden-section line search, however this value could just as easily be found by many different techniques. The procedure used to find the maximum value should therefore not affect the derivative calculations. Only the value itself matters, not the path taken to find it. The location of the maximum effective area can therefore be found using real numbers. Once the value is found, a single calculation can be run using hyper-dual numbers to determine the derivatives.
This change decreases the runtime of the hyper-dual version of the code by a factor of 8. This means that the runtime for the optimization using hyper-dual numbers was reduced to 0.9 times the forward-difference runtime and 0.46 times the central-difference runtime. For this problem, using hyper-dual numbers is faster than using finite differences and the gradient and Hessian calculations are exact.
IV. Application to a Computational Fluid Dynamics Code
This section describes the use of hyper-dual numbers to compute the derivatives of a CFD code. This discussion is general in nature, but the approach is applied to JOE, 13 a parallel, unstructured, 3-D, unsteady Reynolds-Averaged Navier-Stokes code. This code is written in C++, which enables the straightforward conversion to hyper-dual numbers.
The conversion of a real valued analysis code involves modifying or overloading each function to operate on hyper-dual numbers. This requires modifications to the source code. However, CFD codes, such as JOE, often make use of external libraries for which the source code is not available. For instance JOE can make use of the generalized minimal residual method(GMRES) from the Portable, Extensible Toolkit for Scientific Computation(PETSc).
14 This routine can still be used, without overloading it, by looking at how the routine is called and defining a hyper-dual version of this function call.
IV.A. Differentiation of the Solution of a Linear System
At the core of an implicit CFD code is the solution of a linear system to solve for the updates of the flow variables. In a steady RANS solver the goal is to drive the residuals to zero, b(q, x) = 0, where q are the Aircraft Range (nm) Maximum Ground Pressure (psf)
4,055.6 0.7891 Table 2 . Values of the two objective functions for the optimal SSBJ design.
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where b is the vector of residuals, and A is the Jacobian matrix. Differentiating both sides with respect to the i th component of x gives
Differentiating this result with respect to the j th component of x gives
This can be solved as
When using hyper-dual numbers, the formation of the matrix A produces
and the formation of b produces
The new larger matrix and right-hand side defined in Eq. (17) can simply be formed by extracting the information from the hyper-dual versions of A and b. Once this equation is solved, the elements of the new larger dq vector can be used to form the hyper-dual version of q.
There is an alternative way of solving this. Rather than solving one large matrix equation, a more efficient approach is to solve a series of smaller problems. The first step is to solve
Then the first derivatives can be computed using
Finally, the second derivatives can be calculated using
Solving these four matrix equations is more efficient than solving the large matrix equation given in Eq. (17) . The computational effort required to solve a matrix equation is typically quoted as being on the order of the size of the matrix raised to some power a (a > 1), where the value of the exponent depends on the algorithm used. The cost of solving the four smaller matrix equations can be written as O(4(N a )), which is expected to be smaller than O((4N ) a ). There are also reduced memory requirements when solving the four smaller matrix equations. The large system does not need to be stored, and temporary variables can be reused when forming the right hand sides. This second approach is how PETSc GMRES is used in the hyper-dual version of JOE.
In practice, a hyper-dual JOE run using this approach takes roughly 10 times that of a real-valued JOE run. Computing the Hessian using hyper-dual numbers requires 5 times the time required to use forward differences, and 2.5 times the time required to use central differences. This is reasonable based on the discussion above. The actual value depends greatly on the compiler and optimization flags that are used. It has been observed to be as low as 4 or as high as 2000, but the average is around 10. This makes computing each second derivative on the order of 10 times as expensive as running the flow solution
IV.B. Approach for Iterative Procedures
CFD codes are inherently iterative procedures. If we assume that we start with a converged real-valued solution, the above procedure can be simplified to reduce the computational effort. When starting with a converged solution, the real part is held fixed and only the derivative terms are updated.
The first step in the procedure described above is to solve
However, for a converged solution, dq(x) ≡ 0, so this matrix equation does not need to be solved. The next step would be to solve
However, by following similar logic, this reduces to
and similarly,
The second derivative calculation becomes
If we now assume that we have converged the first derivative terms, then this reduces to
Following this approach, it should be possible to start from the converged solution of the real-valued code and run one Newton iteration per design variable to compute the gradient. 15, 16 Then using the converged first derivative values, each second derivative should also only require one Newton iteration.
IV.C. Comparison of Derivative Calculation Strategies
Three strategies for computing the derivative parts are compared:
1. Running the entire flow solver using hyper-dual numbers, converging both the flow solution and the derivatives at the same time.
2. First running the flow solver using real numbers until the solution has converged. Then, using this restart file, running the flow solver using hyper-dual numbers to calculate the derivatives, while still allowing the flow to change.
3. First running the flow solver using real numbers until the solution has converged. Then, using this restart file, running the flow solver using hyper-dual numbers to calculate the derivatives, while keeping the flow fixed.
The results using JOE are shown in Fig. 4 . In these plots the density residual from the real number solution is shown to indicate how the convergence of the derivatives compares to the convergence of the flow solver itself. As can be seen in these figures, there is little apparent benefit to starting with a converged solution. Strategy 3 may be more efficient computationally, but this requires changes to the code. Strategies 1 and 2 can be run using the same code. The effect of using an iterative solver like GMRES versus a direct LU solve is also explored. This involves running Strategy 3, but changing the PETSc options to perform LU decomposition. This greatly increases the runtime required, but there is no observable difference in convergence rate.
(a) Convergence of
. Figure 4 . Convergence of first and second derivatives for an inviscid NACA 0012 airfoil using different strategies for computing the derivatives. Also shown is the convergence of the density residual. For this case, the derivatives converge at the same rate as the flow solution, regardless of the strategy for computing the derivatives.
One possible explanation for the slow convergence of the derivatives is that if the hyper-dual perturbation is applied to the free stream conditions then that disturbance will take time to propagate through the flow field. A test was run to see if derivatives with respect to shape variables converge faster than derivatives with respect to free stream conditions, when starting with a converged solution. The idea is that the derivatives of quantities like c l and c d , which are computed around a body, may converge faster if we perturb the shape as opposed to the free stream conditions since the disturbances do not have to propagate as far to influence the quantity of interest. However, as shown in Fig. 5 , there does not seem to be a difference between shape variables and free stream variables. In this case, the derivatives converge much faster than the flow solution, but there is still not a significant benefit to starting with a converged solution.
The above results do not show a benefit to starting with a converged solution. The suspected reason for this is that the Jacobian used to solve the linear system is the same approximate Jacobian used by the flow solver rather than the exact Jacobian. When the exact Jacobian is used for a 2D Euler code, the derivatives are observed to converge in one or two iterations, depending on the implementation.
V. Transonic inviscid airfoil optimization
The general definition of an optimization problem is given by minimize: f (x)
x ∈ R n subject to:
where f is the objective function to be minimized, x the vector of n design variables, C eq i (x) the s equality constraints and C ineq i (x) the t inequality constraints. For the results presented in section V.B, f is the drag coefficient c d , x are the angle of attack and the geometric design variables (see section V.A), and the constraints are the desired lift coefficient c l as well as geometric constraints. The entire approach is shown in Fig. 6 . The actual optimization step is carried out by IPOPT, 17 which is used as a black box. In order to perform an optimization, IPOPT requires the value of the objective and constraint function as well as their sensitivities. In addition to this, IPOPT has the option to provide the Hessian matrix, to determine the search directions for the optimization problem. When no Hessian matrix is provided by the user, it will be estimated by IPOPT employing a limited memory BFGS-method.
In order to investigate the potential of the hyper-dual number technique in the scope of aerodynamic shape optimization, it is used to compute the Hessian matrix provided to IPOPT. The performance of the optimizer when specifying the Hessian matrix computed with hyper-dual numbers is compared to the performance when an estimate of the Hessian matrix is employed. Furthermore, two other means to determine the Hessian matrix will be investigated and their performance compared. The first method is an ordinary finite-difference approximation of the second derivative for which the following central difference stencils will be used:
for the matrix entries on the diagonal of the Hessian matrix, and
for the off-diagonal entries. The second method uses a combination between an ordinary finite-difference method and the complex-step method. The complex-step method is used to determine the first derivative, while ordinary finite differencing is used for the second derivative. The derivative approximation for this method can be expressed as
The magnitude of the imaginary disturbance h 1 is typically chosen of the order 10 −30 or even smaller. This is possible due to the absence of subtractive cancellation error. On the other hand, for the real valued disturbance h 2 the choice is more critical. Some preliminary tests to determine a suitable value for the disturbance showed a strong dependence of the result on the disturbance applied to the angle of attack. The same behavior was observed for the real valued finite-difference method. Therefore, a more rigorous investigation was performed to settle on a suitable value for the magnitude of the disturbance. The results of this investigation are presented in Fig. 7 . The graph on the left shows the absolute value of the relative error of ∂ 2 c l ∂α 2 with respect to the value obtained using the hyper-dual method, i.e. −7.51 for this particular case, for both the real valued and complex-step finite-difference methods. Figure 7 (b) compares the actual value of the second derivative for both finite-difference methods. There are multiple combinations of h and h 2 which produce the same erroneous value of the second derivative, as can be observed in Fig. 7(b) . Therefore, relying on these approximations to find a suitable value for the magnitude of the disturbance would likely yield the wrong conclusion. Knowledge of the actual value is required, such as that produced by hyper-dual numbers. Using the result of this investigation, the choice was made to use a disturbance of magnitude 1.0 · 10 −7 for h when the angle of attack is disturbed and 1.0 · 10 −6 otherwise. For the complex-step method, h 2 = 1.0 · 10 −8 appears suitable for perturbing α. For the other design variables a value of 1.0 · 10 −7 is more suited. The latter choice is based on a less thorough investigation than the one performed for the angle of attack. Hence it is possible that for some of the design variables a more suitable choice exists.
Aside from the dependence of the resulting value of the second derivative, the magnitude of the disturbance can also influence the robustness of the optimization algorithm. A disturbance of relatively large magnitude can result in convergence problems for the full Newton method that is used to obtain the flow solution for the disturbed geometry. Moreover, it should be noted that except for the hyper-dual method to compute the Hessian matrix, the entries of the matrix are subject to truncation error. Hence, the hyper-dual method will render a Hessian matrix that is accurate up to machine accuracy, while the other two methods will not.
V.A. Geometric design variables and constraints
The shape of the airfoil is parametrized using a fifth order (with rational basis functions of degree four) NURBS curve 18 with 11 control points, see Fig. 8 . Note that the trailing edge is both the beginning and end point of the curve, hence two control points are located at this position. As the location of the trailing edge is fixed at (x, y) = (1, 0), only the position of the remaining 9 control points and their corresponding weights can be altered, leading to 27 design variables. Combined with the angle of attack, this results in a total of 28 design variables to be used in the optimization process. In order to obtain a realistic airfoil some geometric constraints must be imposed. These are:
-Location of the leading edge at (x, y) = (0, 0)
-Maximum curvature must be smaller than a user-prescribed value -Maximum thickness must be larger than a user-prescribed value -Trailing edge angle must be larger than a user-prescribed value -Regularity constraints on the location of the control points
Note that this may not be the most efficient way of parametrizing the airfoil. Other methods may be more efficient in terms of the number of design variables required for the parametrization and the resulting number of design iterations that need to be performed before a converged result for the optimization procedure is obtained. Nevertheless, the parametrization method at hand provides a good means to investigate the hyper-dual number technique in an optimization method.
V.B. Results
The optimization process described above is applied to drag minimization at transonic conditions using the Euler equations. More specifically, the free stream Mach number is M = 0.78 and the initial geometry is 19 This is the same Jacobian matrix, which occurs in Eqs. (26), (27) and (29). As only one iteration is needed to solve these equations, the cost of obtaining a derivative is identical to the cost of one Newton iteration of the flow field. For this particular case it is even less, because a direct solver is used for which the LU decomposition is stored. In this case, the derivative information is obtained for a fraction of the cost of a Newton iteration. However, this is in general not the case when an iterative solver must be used.
Starting from a NACA-0012, the profile is modified by the optimization algorithm, such that the c d value is minimized, while the lift is fixed at c l = 0.5. The result of the optimization is depicted in Fig. 11 means of a Mach number isoline contour plot, for which the same scale is used as in Fig. 9 (b), so that a comparison can be made. It must be noted that the result shown in Fig. 11(b) is not unique. In Fig. 12 the result of using a different optimization software, SNOPT, 20 is shown. Although the geometries are different for both optimized airfoils, the shock has completely disappeared and the resulting drag is solely caused by the discretization error. Figure 11 (a) shows a comparison of the convergence of the optimization procedure for optimizations performed with IPOPT. The optimizations are performed on a C-grid of 192 × 48 vertices, similar to the one depicted in Fig. 9(a) , where the latter dimension is the direction perpendicular to the airfoil. The graph contains four different curves, one for each method that is used to determine the Hessian matrix. These results show that similar convergence behavior is observed, although there are some slight differences. For the three methods that compute the entries of the Hessian matrix explicitly, the lines coincide for the first 6 optimization iterations. Then the curve for the finite difference method starts to deviate. After 14 design iterations the hyper-dual method and the complex-step method start to part ways. The reason for this different behavior is the slight differences in the Hessian matrix caused by the occurrence of truncation and cancellation errors. 
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When the convergence behavior of the L-BFGS method is considered, occasional erratic behavior is observed, while the methods using an 'exact' Hessian show much more smooth behavior; except for the increase in the objective function value at design iteration 6 for all three methods. Table 3 gives the duration of one optimization iteration, averaged over 100 iterations, normalized by the average duration of an IPOPT iteration which uses an approximation of the Hessian matrix. The results in Table 3 Table 3 . Timing results for different methods to determine the Hessian matrix. Second column gives the time of a design iteration relative to the one using a Hessian approximation; third column shows the time required to compute the Hessian matrix relative to one design iteration of the L-BFGS approximation.
an optimization iteration with IPOPT takes the least amount of time when an approximation of the Hessian matrix is used. This is because no entries of the Hessian matrix are computed explicitly, only the gradient is required.
For the other three cases where the Hessian matrix is computed explicitly, the finite-difference method appears to be the most efficient. The finite-difference method requires four flow solutions to determine the off-diagonal entries of the Hessian matrix and five for the terms on the diagonal of the matrix. Furthermore, each of these requires three Newton iterations to obtain a converged flow solution. On the other hand, the method using hyper-dual numbers to compute the Hessian matrix requires only one additional flow solution for each entry of the Hessian matrix. Moreover, for such a hyper-dual flow solution two Newton iterations suffice.
Nevertheless, the finite-difference method is faster, because of the increased number of mathematical operations that need to be performed when hyper-dual numbers are used. On the other hand, the complexstep method requires significantly more time than the other two methods to determine the Hessian matrix. This is because it requires three iterations to get a converged flow solution. Moreover, four flow solutions are required to evaluate the complex-step finite-difference stencil of Eq. (33). Furthermore, the application of complex arithmetic requires more mathematical operations, as with hyper-dual numbers, and therefore requires more time to complete than the real valued finite-difference method, which also requires (at least) four flow solutions to evaluate the stencil.
V.C. Discussion
The good correspondence of the convergence behavior for the first few design iterations depicted in Fig. 11(a) for the methods that explicitly compute the entries of the Hessian matrix indicates that the three methods presented can render a reasonably accurate representation of the Hessian matrix. However, all except for the hyper-dual number method require a considerable amount of tuning in order to achieve this. Moreover, without knowledge of the correct value of the second derivative, this tuning appeared virtually impossible.
The use of the 'exact' Hessian matrix results in a more favorable convergence behavior of the design iterations. When the costs are considered, the increase in computational time is quite reasonable. However, it should be noted that for the test case presented, the number of design variables is very limited. Moreover, the ability to reuse the LU decomposition of the Jacobian matrix to determine the flow solution for the disturbed geometry will not be an option for larger problems where the use of an iterative solution method for the linear system is inevitable. In that case the LU decomposition will not be available, which makes obtaining the flow solution much more costly.
Although the finite-difference method to determine the Hessian matrix is the cheapest, the hyper-dual number method is the preferred choice, because it does not need tuning in order to provide correct derivatives. Furthermore, it lacks truncation errors and therefore provides the exact Hessian, up to machine accuracy. Another advantage of the use of the hyper-dual number is that it does not influence the robustness of the optimization procedure, because the hyper-dual disturbance has no influence on the flow solution itself.
VI. Conclusions
It is possible to decrease the computational cost of forming the gradient and Hessian for some objective functions when using hyper-dual numbers. In order to see this benefit, care must be taken when modifying the objective function to operate on hyper-dual numbers. The naive approach is to modify every routine. However, to be computationally efficient, certain routines, such as iterative procedures, should not be modified. When the objective function involves an iterative procedure, an efficient strategy is to converge the procedure using real numbers, and then perform one iteration using hyper-dual numbers to compute the derivatives.
This approach has been demonstrated on two optimization problems using Newton's method. For the optimization of a supersonic business jet design, this approach decreases the computational cost by a factor of 8 over the naive approach. This reduces the cost of using hyper-dual numbers to below that of using finite differences. Making hyper-dual numbers both more accurate and less expensive to use.
The second application of this approach is to computational fluid dynamics codes, which at their hearts are iterative procedures. Initial testing indicated that starting from a converged solution did not provide any benefit. This initial testing was done using the same approximate Jacobian used for the flow solution. When this approach was applied to an Euler code with the exact Jacobian, the derivatives were seen to converge in one or two Newton iterations, leading to the conclusion that for an efficient use of hyper-dual numbers in CFD codes the usage of the exact Jacobian is a necessity. Transonic, airfoil shape optimization was performed using this 2D Euler code with Hessians calculated using hyper-dual numbers and two other less accurate approaches. The accuracy of the Hessian had little impact on the convergence of the optimization, however, the cost of using hyper-dual numbers was not unreasonable. Weighing the overall effort, hyper-dual numbers may be the preferred approach because the other approaches required considerable effort to find reasonable step sizes.
