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This thesis presents the research and development of robust metamodelling tools for engineering 
design. Metamodelling in engineering is typically used for reducing computational cost of highly 
expensive analyses or simulations. Metamodels have been shown to be effective in these problems 
where an approximation constructed from a limited set of true data points is used in support of 
optimisation.  
The inspiration for this work is drawn from the optimisation of aircraft wing structures, constructed 
using large numbers of rectangular stiffened panels. When optimising such structures to produce a 
minimum weight design, it is necessary to evaluate multiple design constraints such as buckling load, 
damage tolerance and repairability. The total computational cost for this aspect of the analysis can 
become considerable when a large number of evaluations is required and can creates a bottleneck in 
the optimisation workflow. In response to this industrial design problem, a specification is proposed  
for an efficient and adaptive metamodelling formulation.  
Following an extensive literature review  the multilevel Radial Basis Function (mRBF) model is 
highlighted as a promising candidate for further investigation. The mRBF formulation is discussed in 
detail, and a comparative study is presented comparing mRBF to more established modelling 
techniques. mRBF is then put to work on a range of optimisation test problems, including an 
industrial scale multi-panel wing design scenario. Emphasis is placed on the adaptive acquisition of 
model data as the optimisation process progresses. Implementation details and software 
development processes are also presented in detail. 
The case is made for decoupled modelling workflows, and a RESTful web based mRBF modelling 
framework. Finally the performance of the proposed modelling scheme is compared to the original 
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The motivation and engineering context for the work is presented and the 
concept of a metamodel is introduced. A specification for the modelling 





Metamodelling in engineering is typically used for reducing computational cost of highly expensive 
analyses or simulations. This is particularly relevant in the design optimisation context where an 
analysis is required at every iteration as the design is modified and optimised. In many cases a single 
analysis can take hours or even days and repetitive application of such evaluations makes 
optimisation prohibitive. Metamodels have been shown to be effective in these problems where an 
approximation constructed from a limited set of true data points is used in support of optimisation. 
A typical modelling scenario is illustrated in Figure 1.1 whereby the metamodel acts as a black box in 
lieu of a time-consuming computational task. Ideally the model maps the inputs to the outputs in 
the same way as the real system, but at a significantly reduced computational cost. 
Engineering design often involves highly multidisciplinary multi-constrained problems, with multiple 
design points being considered simultaneously. In these cases the computational expense of 
optimisation can also arise from the sheer size of the problem. In other words, a single analysis may 
be relatively cheap (e.g. seconds not hours per evaluation) but the number of evaluations required 
can be exceedingly large and can thus become prohibitively time-consuming. It is this latter scenario 
which is addressed in this project. Use of metamodels in this context has received considerably less 
attention from the metamodelling community, and thus presents opportunities for new research. 
 



















1.2 Engineering Context 
The inspiration for this work is drawn from the optimisation of aircraft wing structures, constructed 
using large numbers of rectangular stiffened panels. Typically manufactured from composite 
materials, these panels comprise an outer skin reinforced by stiffeners on the underside as 
illustrated in Figure 1.2. Modern manufacturing techniques allow the dimensions of each individual 
panel to be tuned for each unique location in the wing. This presents the designer with possibilities 
for creating efficient lightweight structures by placing material in the key areas where it is needed. 
However, this design flexibility brings significantly increased complexity as a large number of 
interacting parameters must now be determined. When optimising such structures to produce a 
minimum weight design, it is necessary to evaluate multiple design constraints such as buckling load, 
damage tolerance and repairability. The total computational cost for this aspect of the analysis can 
be illustrated with a simple numerical example using parameters from a typical wing design 
scenario: 
 0.01s average computation time per constraint 
 15 constraints 
 10 variables to optimise per panel and thus 10+1 evaluations required to estimate gradients 
(assuming finite difference numerical differentiation) 
 20 load cases 
 1000 panels 
 10 optimiser iterations 
Total Time = 0.01  15  (10+1)  20  1000  10 = 3,300,000 seconds ≈ 4 days! 
It can be seen that the total time for analysis can quickly become considerable when a large number 
of evaluations is required. It is thus clear that reducing the total time taken for the calculations is a 
worthwhile goal in order to produce sensible timescales for engineering design work. 
 






1.3 Metamodel Specification 
The wing design scenario described in the previous section provides a very specific context for this 
project. However, it is desirable to recast the problem into a more general form and extract the key 
characteristics which a metamodel should possess in order to help reduce the computational burden 
in such situations: 
 Efficient : The computational cost for building and evaluating the model should be kept to a 
minimum. The complexity must remain manageable as the scale of the problem increases. 
 Differentiable : A continuously differentiable model allows gradients to be obtained for 
optimisation without the need for finite difference calculations for each variable. 
 Multi-Response : Independent models may be produced for multi-response output but 
significant efficiency gains may be expected from a method which allows aspects of the 
model computation to be recycled for subsequent responses. 
 High-Dimensional : The model should scale well for problems with a large number of design 
variables. See Section 2.2 below for an introduction to the “Curse of Dimensionality”. 
 Accurate : If the model is not sufficiently accurate then it is useless. Accuracy must always 
remain a key objective, even for highly non-linear multi-modal functions. 
 Robust : Numerically stable processes are important if the model is to be used with 
confidence in an industrial context. 
 Adaptive : The model must be able to handle the addition of extra data points without 
compromising stability, accuracy or efficiency. 
 Practical : A practical engineering implementation is an important project aim. A robust 
cross-platform solution is required allowing easy integration with existing engineering 
workflows.  
The above set of characteristics presents many challenges from a modelling perspective, 






1.4 Thesis Overview 
This report presents a response to the given research problem, commencing with a review of 
existing technology before proceeding to the development and testing of new numerical tools. 
Metamodelling has been identified as a potential solution to reduce computational time, and a 
specification has been put in place for the final product. In addition, the exponential rise in 
complexity for high-dimensional approximation has been highlighted. 
A survey of relevant literature will be presented in Chapter 2, first of all taking a general look at 
metamodelling research, and then moving on to filter out promising methodologies which might 
address the given problem. 
Chapter 3 begins to narrow down the search, and places the multilevel Radial Basis Function (mRBF) 
formulation at the core of the proposed modelling approach. This chapter discusses the motivation 
and implementation details for mRBF, and concludes with a comparative study against more 
established modelling techniques. 
In Chapter 4 the model is put to work on a range of optimisation test problems with particular 
emphasis on the adaptive acquisition of model data. 
Chapter 5 focuses on implementation details and software development throughout the project. 
This chapter makes the case for decoupled modelling workflows, and introduces a RESTful web 
based mRBF modelling framework. 
Chapter 6 contains an example of the mRBF tools being employed for industrial scale multi-panel 
wing design problem. A key issue for this part of the work is the sharing of data between different 
areas of the wing. 
Chapter 7 presents conclusions and a general overview of the insights gained during the project. This 







An extensive review of relevant literature. The aim is to understand the 
theory and motivation for the various metamodelling techniques and 




2.1 Metamodelling Applications 
Metamodelling, also known as surrogate modelling or response surface modelling, plays an active 
role in a wide range of industrial contexts. Metamodel use is particularly frequent in automotive and 
aerospace design for problems requiring computationally expensive analysis. For example, 
crashworthiness testing involving highly complex non-linear dynamic finite element analyses [1], the 
optimisation of helicopter rotor blades [2], rocket propulsion components [3], or the shape 
optimisation of an aircraft engine nacelle [4]. The metamodel is primarily used to improve the 
efficiency of the optimisation process, but can also provide greater insight into a problem by helping 
with visualisation of the design space. An additional bonus of using a metamodel in this context is 
the ability to obtain data points in parallel, which cannot be done with a gradient based optimisation 
process where data points must be obtained sequentially. 
In all the above real-world examples the metamodel is directly employed for optimisation of a single 
expensive objective function. The metamodel is refined in the region of a promising local optima 
until a satisfactory solution is obtained. This approach is exemplified by the work of Song and Keane 
in the nacelle optimisation [4] referenced above. In this work a metamodel of the objective function 
is created and then searched to find an optimal set of designs subject to a number of performance 
criteria. The metamodel is then updated in promising regions of the design space, and the process is 
repeated until no further improvement is observed. This workflow has been shown to be effective 
for isolated optimisation problems, but is not universally applicable to all scenarios.  
The optimisation scenario posed for this project, requires the metamodel to act in support of a 
larger scale optimisation process. Specifically the proposed metamodelling formulation will be used 
to emulate the constraint analysis for multiple individual panels in a gradient based optimisation of a 
full wing. In this case the wider objective is the weight of the whole wing and not just an individual 
panel. It is thus not appropriate to search the metamodel directly due to the interactions between 
the neighbouring wing panels. For example, if the geometry of one panel changes then it will affect 
the loading conditions of an adjacent panel due to load redistribution throughout the wing. The 
relationship between optimiser and metamodel is thus decoupled, with the external optimisation 
process taking responsibility for managing the search for the wider objective. The metamodel is thus 
queried for information as and when required by the external optimiser. 
The decoupled relationship between optimiser and metamodel makes the present work stand out 
from the majority of metamodel based optimisation strategies. In addition the original analysis is 
relatively cheap and multiple responses are required, thus creating a set of circumstances poorly 





2.2 The Curse of Dimensionality 
The "Curse of Dimensionality", was first coined by Bellman in 1957 [5] to describe the exponential 
increase in volume associated with adding extra dimensions to a mathematical space. In practical 
terms it refers to the number of data points that are required to achieve a given sample density in N-
dimensional space. The Curse is frequently cited as a significant stumbling block for high-dimensional 
approximation [6], and must be carefully considered throughout this project if the metamodel 
specification is to be met. Figure 2.1 provides an illustration of the rapid escalation in sample point 
numbers as the dimensionality increases. 
  
Figure 2.1 : Schematic representation of a 3-point sampling strategy up to 6 dimensions.  




















2.3 Research Topics 
Metamodelling generally comprises a number of discrete processes combined to create a coherent 
workflow as illustrated in Figure 2.2. Each individual stage presents its own research opportunities 
and thus metamodelling literature contains a range of core research topics including metamodel 
formulations, sampling plan design, adaptive model refinement strategies, model fitting techniques, 
model validation and optimisation methods in support of specific problems. All these topics are 
summarised in a comprehensive metamodelling review carried out by Wang [7]. 
This literature survey will focus primarily on analysis of established metamodelling methods, and will 
not dwell too much on some of the more subtle variations of these methods. The mathematical 
mechanics of the approximation model is of most interest here, but special attention will be paid to 
any work addressing the metamodel specification outlined in Section 1.3. This includes any 
reference to efficient prediction, multiple responses and high-dimensional approximation. 
The methods examined in this chapter are grouped into three main categories: global, hybrid and 
local. Global models are defined as those for which a single model is used for the entire design 
domain. Hybrid models are those which superimpose multiple distinct modelling strategies. Finally 
the local metamodelling category encompasses methods which partition the design space into 
subregions and use these regions as the basis for a series of localised approximation models. 
 
Figure 2.2 : Illustration of typical metamodelling workflow 
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2.3.1 Interpolation vs. Regression 
All metamodels require data as the basis for an approximation, and must be somehow fitted to this 
data. This is often achieved via regression analysis in order to minimise the error between the model 
and the known data points. In the field of statistics regression is a process allowing relationships 
between variables to be estimated, but in a metamodelling context the term regression is also used 
to indicate that the underlying data is smoothed in some way.  
Interpolation is a specific case of model fitting where the model passes through all the sampled data 
points. In general, interpolation is desirable as it guarantees that the model is accurate at the known 
points, thus capturing complex behaviour in an underlying function. However, interpolation is often 
not suitable for data containing noise arising from numerical or experimental error, as illustrated in 
Figure 2.3. It is thus important to understand the quality of the given data.  
For this study, all data can be considered to be noiseless thus allowing both interpolation and 
regression metamodels to be considered. 
 
Figure 2.3 : Regression vs. interpolation for a noisy data set 
 
  








= sampled data points 










2.4 Global Methods 
2.4.1 Polynomial Regression (PR) 
“…when constructing metamodels, PR should be implemented first to see if a reasonable 
fit can be obtained.” Jin et al, 2001 [8] 
PR is the best established of all metamodelling techniques and for a single dimension reduces to the 
well known problem of polynomial curve fitting. The more versatile multidimensional form of PR 
followed the work of Myers, Box and Draper [9], [10]. A multidimensional PR model may be 
expressed in general terms as: 
 
            ∑  
  
 < 
     (1) 
Where the      terms may be chosen from a potentially infinite catalogue of polynomial basis 
functions, and the   coefficients are determined using linear least squares regression. This regression 
process is generally achieved by solving the following equation: 
(   )      (2) 
Where   is a matrix of polynomial basis functions evaluated for all sampled data points, and   is a 
vector of corresponding responses. 
In practice the most commonly encountered form of PR is the second order model which can be 
expressed as: 
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Where N = the number of dimensions (i.e. variables) used. It can be shown that the number of basis 
terms    for a full PR model of order , is given by the following product sequence: 
 




For high values of N,    approaches the exponential expression  
   ⁄  In addition it has been 
found that the number of data points    must be significantly higher than    to estimate all the 
unknown coefficients accurately. For example, for a second order model with 20–30 dimensions 
Kaufmann reported a value of          [11]. Thus it can be seen that for higher order models it 
can quickly become impractical to obtain sufficient data points to estimate all the required 




Numerical stability issues can also arise during the fitting of higher order models [12], and the 
models can suffer from over-fitting, meaning they are unable to generalise in areas away from 
measured data points. Some of the issues of fitting high order polynomials have been overcome by 
using orthogonal Chebychev polynomials as the basis for the PR metamodel [12], [13]. The 
orthogonal nature of the functions is exploited to decouple the model coefficients during the least 
squares fitting process, thus producing a more robust numerical scheme. This raises a more general 
question about what other bases might be suitable for a PR approximation. 
Global PR metamodels are described by Forrester et al [6] as being unsuitable for non-linear, multi-
modal, multi-dimensional design landscapes unless the ranges of the variables being considered are 
reduced (see Section 2.6 on Local Metamodelling). However, PR has been shown to be the most 
computationally efficient of all major metamodelling methods both in the fitting and prediction 
stages [8]. In terms of computation, the time for the fitting process is primarily dependent on the 
number of data points   , and requires a system of    linear equations to be solved. The prediction 
time is dependent on the quantity and complexity of the    basis functions. The basis polynomials 
are evaluated at a given test point and then multiplied by the predetermined coefficients as per 
Equation (1). Assuming the order of the model is the same for a set of different responses, the 
computation of the basis polynomials may be recycled for enhanced prediction efficiency when 
working with multi-response models. 
Another strategy employed to help PR manage non-linear functions is to transform the response 
variables in a pre/post processing step. For example, if a response exhibited exponential behaviour 
across the design space, it may be prudent to use the logarithm of the response instead [14]. This 
example can be likened to the simple task of plotting data on log axes. Highly non-linear 
relationships between variables may then become suitable for a PR model. However, finding such 
relationships automatically is clearly a non-trivial task. Whilst it often appears in literature in the 
context of PR, the principle of variable transformation is in fact applicable to any metamodelling 
method. The idea is covered by Box and Draper [9], where the application of simple power 
functions1 to the measured data points is proposed. This process would incur a slight efficiency 
penalty as the inverse transformation would have to be applied to all model responses. 
 
  
                                                          
1
 In this context power functions means functions of the form    where   is a numeric exponent. This should 




2.4.2 Moving Least Squares (MLS) 
The introduction of weighting factors into the PR formulation allows emphasis to be placed on the 
region of the design space close to a given test point. This gives rise to the method of Moving Least 
Squares (MLS) where the weights used for each data point are set in proportion to the distance from 
the test point [15]. The prediction for an MLS model is essentially the same as that given for PR in 
Equation (1), but this time the    coefficients are given by: 
(    )   =     (5) 
Where   is a diagonal matrix of weighting factors which must be recalculated for each new 
prediction site. These weighting terms are generally defined using a function whose value decays 
with increasing distance from a given sample point. A commonly used choice for the weighting 
scheme is a Gaussian function [16] given by: 
          ‖    ‖
   (6) 
Where   is a tuning parameter that must be assigned an appropriate value in order to obtain 
sensible results from the model. For high values of  , the Gaussian weighting function decays rapidly 
and the model tends towards an interpolation of the supporting data points. However, if   is too 
high then the resulting MLS model becomes spiky with the potential for numerical instability in the 
solution of Equation (5). At the other end of the scale if the Gaussian decay is very slow then the    
factors tend towards constant values and the MLS model converges towards the un-weighted PR 
model. There is thus a balance to be struck between smoothness, stability and interpolation as 
illustrated in Figure 2.4 below. 
The MLS model has been shown by Zadeh et al to increase the suitability of PR metamodels for 
highly non-linear functions [17], but incurs significant computational expense as the model 
coefficients need to be recalculated for every new prediction. Forrester [16] notes that the cost is 
further increased by the need to tune the parameter  . These computational challenges may limit 
the application of this method for this project, particularly when used with large data sets. 
However, the weighting factors are applied the geometry of the data set only and thus allow the 
prediction calculation to be recycled for multiple responses thus improving the overall efficiency. 
MLS also shares many of the same efficiency characteristics as PR in that the time for matrix solve 
operations is generally proportional to the number of basis functions, not the size of the data set. 






Figure 2.4 : Examples of MLS models created for a range of tuning parameters 
  
a) Un-weighted polynomial 
 = 0.1 
c) Well tuned d) Over fitted and unstable 
b) Highly smoothed 
 = 5 




2.4.3 Adaptive Basis Function Construction (ABFC) 
ABFC is a technique for adaptively building polynomial metamodels that addresses some of the 
shortcomings of the Polynomial Regression (PR) method. The aim is to approximate the underlying 
response using an optimal number of polynomial basis functions. This optimal set of bases is 
constructed automatically from a collection of sampled data points. 
ABFC controls model complexity by only adding higher order polynomial terms to the model when 
required, thus avoiding an exponential rise in the total number of basis terms. It also aims to 
overcome the issue of over-fitting by halting the build process when the model’s ability to generalise 
begins to degrade. ABFC models are often illustrated in terms of function networks such as that 
shown in Figure 2.5. The network is generated layer by layer, feeding the data from one stage to the 
next to produce a model of increasing accuracy and complexity. In general the network building 
process continues until a suitable model is obtained. A proportion of the input data points must be 
reserved for cross-validation in order to prevent over-fitting. 
 
Figure 2.5 : Schematic illustration of a function network 
The term ABFC, is taken from the recent work of Jekabsons [18], but it is used in this review to 
encompass a range of related techniques. This includes Ivakhnenko’s Group Method of Data 
Handling (GMDH) [19], Inductive Polynomial Networks of Elder et al [20] and the self-organising 
Polynomial Neural Networks of Park et al [21]. The main differences between the various methods 
are the decision mechanisms employed for each layer of the network and the rules for network 
topology. The methods proposed by Ivakhnenko (GMDH) and Jekabsons (ABFC) sequentially add, 
remove or modify basis functions for each layer until no further improvement can be made. Park et 
al employ a different strategy whereby a Genetic Algorithm (GA) is used to optimise all the function 
nodes in a given layer simultaneously. Elder et al build on the basic structure of GMDH but 
incorporate bi-directional growth where the model may return to previous layers of the network. 
Elder also discusses the use of data clustering, and alternative accuracy metrics to assess the quality 
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The key quality all these methods have in common is that the output can be expressed as a simple 
polynomial expression in the general form given by Equation (1) above. All the coefficients in the 
resulting model can thus be estimated using the same regression techniques employed for PR. 
The main innovations behind the ABFC methods lie in the development of processes and algorithms, 
and at a basic level it follows the principles of PR. However, Elder et al [20] also discuss the 
possibilities of including non-linear basis terms such as    , and Moral et al [22] experiment with 
Radial Basis Functions (RBF – see Section 2.4.5). The results with the RBF functions appear to 
produce little benefit over polynomials when used for ABFC, and due to costly non-linear regression 
processes, prohibitively long model building times were reported. To date it appears that no 
comparative study has been carried out exploring the relative merits of the various ABFC 
approaches, and thus no meaningful conclusions can be made as to the most effective algorithm 
without further practical investigation. 
Given that ABFC limits the number of basis terms that have to be evaluated during a model 
prediction, the efficiency of a trained ABFC model is likely to be better then a PR model of 
comparable accuracy. However, this computational advantage becomes diluted for multiple 
responses. Each different response may use a different set of basis terms, and thus the basis 
computation for ABFC cannot be recycled in the same way as PR. It may be possible to generate an 
optimum set of basis functions applicable to multiple responses, but there appears to be no 
reference to such work in the available literature. 
Another general insight that can be drawn from the ABFC literature is the principle of Ockham’s 
Razor, which provides a useful maxim for considering metamodel complexity and over-fitting. 
Despite the lack of scientific basis, it is a principle which is often used as a rule of thumb when 
developing theoretical models [23]: 
“Entia non sunt multiplicanda praeter necessitatem.” 
William Ockham (c. 1285–1349) 
Which can be translated as “Entities should not by multiplied beyond necessity.” In other words, if 
two theories about a phenomenon seem equally accurate, choose the simpler one as it is likely to be 






Splines are piecewise polynomial functions that can be used for data interpolation or regression. 
Non-Uniform Rational B-Spline (NURBS) formulations are used extensively for efficient curve and 
surface representation such as that shown in Figure 2.6. However, splines are fundamentally 
unsuited to high-dimensional approximation as they must be supported by an N-dimensional 
rectangular mesh of control points. The curse of dimensionality as described in Section 2.2 soon 
renders such models impractical. A simple 2nd order spline model with 6 control points on each axis 
would require a mesh similar to that shown in Figure 2.6. For a high-dimensional equivalent in 24-
dimensional space, this would require 624= 4,738,381,338,321,610,000 control points – clearly an 
unmanageable quantity. 
 
Figure 2.6 : NURBS surface 
 
Efforts have been made to extend the conventional spline theory to higher-dimensional spaces such 
as the N-dimensional NURBS Metamodel of Turner et al [24]. The aim of this work is to use a 
minimal number of control points to represent the underlying function, but it does not manage to 
escape the fundamental problem of exponential rises in complexity for rectangular meshes in high-
dimensional spaces. 
Another spline related technique known as MARS addresses the curse of dimensionality more 





2.4.5 Radial Basis Functions (RBF) 
2.4.5.1 RBF Interpolation 
RBF methods are often considered to be the most versatile of the established modelling techniques 
[16]. The use of an RBF model for the interpolation of multi-dimensional scattered data was first 
introduced by Hardy in 1971 [25] and can be expressed in general terms as follows: 
 
          ∑  
  
 < 
      (7) 
Where: 
   -dimensional test point 
   Radial basis function 
    ‖    ‖ = Euclidian distance from   to the ith data point    
    RBF coefficient for the ith basis function 
 
There are obvious similarities between Equation (7) and the general expression for PR defined in 
Equation (1). The key difference being the input to each basis    which produces a radially symmetric 
function about the associated data point   . 
In order to fit the RBF model to a given data set, the coefficients   need to be determined. When 
interpolating a data set the system must be “square”, with    coefficients to be found, and    
unique data points to work with. The problem thus reduces to a set of linear equations given by: 
 
     (8) 
Where: 
   Vector of known responses 
   Vector of unknown coefficients 





Examples of possible choices for the radial function  are given in Table 2.1 below.  
Table 2.1 : Example Radial Basis Functions 




Thin Plate Spline  
     
 
Inverse Multiquadric (IMQ)        ;
 




    
 
 
The accuracy of the metamodel prediction given by Equation (7) and the tractability of the fitting 
process in Equation (8) both depend heavily on the choice of   and its associated parameters. The 
Inverse Multiquadric (IMQ) and Gaussian are the functions most commonly encountered in practical 
applications as they ensure that the correlation matrix   is positive definite2. A positive definite 
matrix is by definition non-singular, meaning that Equation (8) has a unique solution. The IMQ, 
Gaussian other positive definite RBFs are characterised by a decay in function value as radial 
distance increases. These functions are also classed as parametric as they contain one or more 
hyper-parameters which affect the shape of the resulting function. Such functions thus require 
tuning to fit them to a particular data set. This is discussed in more detail in Section 2.4.5.2 below 
The bases which increase in magnitude with distance from the origin do not guarantee that the 
interpolation matrices are positive definite. These “growing” functions are generally non-parametric 
which is considered advantageous in some contexts as the scaling of the basis function does not 
affect the stability of the interpolation. Non-parametric functions and can thus be used without 
tuning [26], but there is no scope to further improve the quality of the approximation by adjusting 
the parameters. 
In a metamodelling context the RBF formulation has been shown to perform well for a number of 
performance criteria and exhibits reasonable efficiency for basic model fitting and prediction [7]. 
Both the fitting and prediction times are controlled by the number of data points   , and thus for 
very large data sets the efficiency would reduce.  
  
                                                          
2
 A matrix   is said to be positive definite if the expression      is positive for all non-zero values of the 




2.4.5.2 RBF Tuning 
Selection of appropriate hyper-parameters is a key issue when working with RBF models. In the case 
of the Inverse Multiquadric and the Gaussian illustrated in Table 2.1, this is a scalar parameter   
controlling the scale or ‘width‘ of the resulting function. Generally a single value is chosen for the 
data points in the model which ensures that the resulting correlation matrix is Symmetric and may 
thus be solved via Cholesky factorisation. See Appendix B.1 for further information on the Cholesky 
solution technique. An example of parameter variation for the Gaussian basis is shown below in 
Figure 2.7. 
 
Figure 2.7 : The effects of hyper-parameter tuning on a Gaussian basis function 
As discussed in Section 2.4.5.1, the positive definite nature of the Gaussian and IMQ functions 
ensures that the resulting correlation matrix is non-singular. However, this does not guarantee that 
the matrix is well-conditioned. The condition number of a matrix measures the sensitivity to 
numerical errors, with low values indicating a stable well-conditioned system. An ill-conditioned 
matrix with a high condition number is susceptible to large errors during numerical computation due 
to the finite precision of computer arithmetic. RBF hyper-parameters play a key role in keeping the 
conditioning of the correlation matrices under control [26]. 
Wide basis functions associated with high values of   generally produce smoother, more accurate 
models [26]. However, as the width is increased the correlation matrix   becomes increasingly ill-
conditioned up to a point where numerical instability occurs and Equation (8) produces 
unpredictable results. A plot of an unstable interpolation is shown in Figure 3.1 c). At the other end 
of the scale, if the basis function width is too narrow then the resulting approximation can become 
very spiky with poor accuracy away from the sampled data points, see Figure 3.1 a). A trade-off thus 
exists between accuracy and stability, and tuning of the width parameter is required to obtain a 
good fit for any given data set [27].  
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As discussed by Fasshauer in [26], the stability of the RBF fitting process is governed primarily by the 
closest pair of points in the data set. This implies that RBF interpolation is best suited to well spaced 
data points, and that a local clustering of points in an otherwise uniform data set would reduce 
model performance. For the present work, no assumptions are made regarding the geometric 
properties of the data set to be modelled, and thus stability is likely to be a concern unless the input 
data is pre-processed in some way to filter out local clusters. 
 
 
Figure 3.8 : Effects of RBF scaling on the resulting approximation 
A variety of different tuning processes exist to assign appropriate values to the RBF hyper-
parameters. These include simple rules of thumb based on the total number of data points as used 
by Colaço et al [28], or trial and error for a limited range of parameter values [29]. Alternatively a 
more rigorous non-linear optimisation process can be employed such as that presented by Zhou et al 
[30]. The latter option allows each individual basis function to be tuned, but this is likely to increase 
model fitting times by several orders of magnitude. In addition to reducing the efficiency of model 
fitting, such tuning may also prevent the basis functions from being recycled for multiple responses. 
If multiple response performance is crucial it would be prudent to use the same hyper-parameters 
for all responses. 
Whichever method is employed, the tuning of RBF hyper-parameters requires the user to strike a 
balance between the competing demands of numerical stability, accuracy and efficiency. This issue 



















2.4.5.3 Compact Radial Basis Functions 
A compactly supported RBF is characterised by a limited radius of influence, and thus decays to zero 
value beyond a given basis width  . This is in contrast to the globally supported functions listed in 
Table 2.1 which are non-zero for all values of radius  . The advantage of using a compact RBF for 
numerical modelling is the potential for efficiency in both the model fitting and prediction stages. If 
the distance between a given pair of points is greater than the basis width   then the will be no 
interaction between these the two points. The corresponding entry in the correlation matrix will 
thus be zero, and if enough zero entries are present then the matrix can be considered sparse. The 
matrix sparsity can then be exploited during the solution of Equation (8) to create an efficient 
numerical scheme [26]. However, this drive for efficiency conflicts with the requirement for model 
accuracy. Reducing basis width increases sparsity, but may have a detrimental effect on accuracy as 
described in Section 2.4.5.2. 
Compact functions were pioneered by  Wendland [31], with later developments provided by Wu [32] 
Gneiting [33] and Buhmann [34]. These functions are all classified by their level of smoothness at the 
origin and the dimensions for which they are positive definite. Unlike the global Gaussian and IMQ, a 
given Compact function cannot be strictly positive definite for all dimensional spaces. An example of 
a compact Wendland function is provided by Equation (9) below and is illustrated in Figure 2.9. This 
function is only strictly positive definite when the dimensionality of the problem is ≤ 3, and 
possesses    smoothness at the origin, meaning that it is twice differentiable at    .  
 
 3,          
4       (9) 
Where: 
     ⁄  for     otherwise     
  = Basis width 
  = ‖ ‖ = Euclidian norm of an -dimensional vector  .  
 





A comparison of various compactly supported functions used for RBF approximation was made by 
Fang and Horstemeyer [35]. In this work the authors examine the numerical performance of global 
and compact functions using a range of different test problems. However, in general the selection 
process for suitable compact basis functions is not mentioned in the relevant literature. Most 
authors employing compact functions for numerical testing appear to prefer a given function 
without any particular justification. 
The practical limitations of the relationship between positive definiteness and the dimensionality of 
the problem is also not discussed in relevant literature. For the Wendland function shown in 
Equation (9), the associated correlation matrix   is only guaranteed to be positive definite for 
problems up to 3-dimensions. However, in practice this theoretical limitation may not preclude the 
use of the function for higher dimensional spaces. Trial and error appears to be the most 





2.4.5.4 RBF Models of Noisy Data 
So far the discussion of RBF modelling has focussed on the interpolating RBF model. However, as 
illustrated in Figure 2.3 interpolating models are generally not an appropriate choice for data sets 
contain noise. Forrester and Keane [16] demonstrate that RBF models can also be used for 
regression of noisy data by modifying the diagonal of the correlation matrix  as shown below. 
 
          (10) 
Where: 
   Vector of known responses 
   Vector of unknown coefficients 
   Square correlation matrix as per Equation (8) 
   Identity matrix the same size as  
    Scalar constant, referred to as the regularisation parameter 
As a result of this modification to the fitting process, the approximation no longer interpolates all 
the sampled data points. The solution of Equation (10) produces a least-squares regression of the 
sampled data, with the amount of smoothing proportional to  . The value of   can be set arbitrarily, 
and thus becomes another model parameter to be determined. Alternatively as outlined by Keane 
and Nair [36],   may be tuned using the statistical variation of the noise in the response data. 
However, if the data is free from sampling errors, then the use of   is likely to reduce the overall 
accuracy of the model. This final assertion follows from the work of Wendland [37], who proves that 
the unsmoothed RBF is a minimum norm interpolation. In practice this means that the accuracy of 
the unsmoothed approximation produced by Equation (8), is theoretically the best that can be 





2.4.5.5 Augmented RBF Models 
In situations where there is a significant underlying trend in a data set, it is common practice to 
include polynomial terms alongside the core RBF formulation to create an augmented RBF model 
[35]. In this way the modelling process is effectively split into two stages. The polynomial part makes 
a first pass at approximating the data and then the RBF terms are responsible for interpolating the 
residual3 errors. The RBF formulation thus takes the following form: 
 
          
       
   (11) 
Where: 
   -dimensional test point 
       Vector of polynomial coefficients 
      Vector of RBF coefficients 
   Vector of polynomial basis terms 
   Vector of radial basis functions 
 
Two distinct strategies exist when building an augmented RBF model. The first option is commonly 
referenced in RBF literature, and employs an augmented interpolation matrix as per Equation (12) 
below. 
 






    






   Square RBF correlation matrix as defined for Equation (8) 
   Rectangular matrix of polynomial terms as defined for Equation (2) 
   Vector of known responses 
   A vector of zeros the same length as       
 
The augmented matrix approach thus increases the complexity of the model fitting stage by 
increasing the size of the standard RBF matrix by the number of polynomial basis terms   . The 
augmented matrix is shown to be uniquely solvable by Fasshauer [26], but no literature was found 
that commented on the conditioning of the augmented system.  
                                                          
3
 In this context the residual is defined as the difference between the true value of a given data point and the 




The second approach is more ad hoc and involves a two stage fitting process. Initially a polynomial 
model is built using the standard tools outlined for PR models in Section 2.4.5.1. Residual errors are 
then calculated and fed into the solution for the RBF coefficients.  
 
Two Stage  
 
(   )       
   (13) 
 
              (14) 
 
        (15) 
Where: 
   Vector of residual errors between the true responses and the polynomial model 
No literature has been found comparing the effect on prediction accuracy for these two approaches 
for augmented RBF generation. However, the two stage approach is clearly more efficient as there is 
no increase in the size of the RBF matrix. This assertion is based on the fact that the solution time for 
a square matrix problem is generally   3 , where   is the number of rows/columns. 
In many respects the two stage option for model fitting is also more flexible than the augmented 
matrix approach. The solution of the polynomial terms in Equation (13) is decoupled from the 
solution of the RBF coefficients in Equation (15). In this way the polynomial part of the model could 
be replaced by any other approximation technique without worrying about the stability of the 
subsequent RBF modelling process. A generalisation of the augmented RBF model is thus described 
by the following equation: 
 
              
   (16) 
Were   is an arbitrary scalar function of   which will be referred to as the mean function. The 
concept of the mean function is not specific to RBF models, and is applicable in any scenario where 
part of a metamodel is built using the residuals of a previous approximation. This topic is discussed 





2.4.6 Multilevel RBF 
The multilevel RBF (mRBF) scheme aims to address some of the inherent trade-offs present in an 
RBF interpolation [38]. The principle of the mRBF is to divide the data up into a series of 
progressively finer subsets and interpolate the residual errors at each of these levels. The radial basis 
width decreases in proportion to the spacing at each level, thus reducing the likelihood of numerical 
instability as per Section 2.4.5.2. 
A key feature of the mRBF scheme is the use of compact RBFs to improve efficiency of the modeling 
process. As discussed in Section 2.4.5.3, compact RBFs have a limited radius of influence, and thus 
allow for sparsity in the associated RBF correlation matrix. The sizes of the mRBF correlation 
matrices generally increase at each level as more points are added, but the reductions in basis width 
increase matrix sparsity potentially allowing efficiency to be maintained. 
The first detailed account of an mRBF numerical scheme using compact basis functions is presented 
by Floater and Iske [38]. This work provides all the necessary tools required to make an 
approximation for low-dimensional problems, including a thinning algorithm and a method for 
scaling the basis functions. Various other studies have been carried out exploring the properties of 
mRBF such as Hales and Levesley [39] who examined alternative types of basis function, and Chen et 
al [40] who apply compact RBFs to the solution of differential equations. However, these studies 
primarily approach the problem from a mathematical standpoint with little emphasis on practical 
implications. Ohtake et al [41] provide an example of the technique being used in computer graphics 
to reconstruct complex shapes from 3D point clouds, but there appears to be no example of mRBF 
being used in an engineering design context, or a case where it is tested for high-dimensional 
problems. 
The literature suggests that mRBF possesses a number of features which make it potentially 
compatible with the model specification outlined in Section 1.3. Efficient model building is possible, 
due to sparsity in the correlation matrices and the use of constant hyper-parameters. The well 
defined spacing rules for each nested data set promote numerical stability, and different data 







Kriging is often hailed as the most accurate of all metamodelling methods, especially when used for 
interpolation of well conditioned, noise-free data [7], [8]. The method draws inspiration from 
geological data analysis techniques and is suitable for highly non-linear problems of moderate 
dimensionality. Kriging is based on the postulation that the function being modelled is a realisation 
of a stochastic process, and consequently requires a longwinded derivation to arrive at useable 
metamodelling formulation - an in depth treatment is provided by Forrester et al [6]. The complex 
derivation produces a range of accompanying statistical tools which are useful for model fitting and 
are employed extensively for Kriging based optimisation. However, if direct optimisation of the 
metamodel is not the primary concern, then the method can be considered as simply a special type 
of RBF with a basis function of the form: 
 






Where     is the kth component of the  
   data point and    and    are arbitrary hyper-parameters 
to be determined. The key difference between the Kriging basis function and the RBFs presented in 
Table 2.1, is that the Kriging hyper-parameters can be modified for each dimension individually. It 
should be noted that this approach to scaling basis function distance parameters in this way is 
potentially applicable to any form of RBF, but in engineering practice it is primarily seen in relation to 
Kriging. 
 
Figure 2.10 : Example function with significant non-linearity in one direction only 
 
A multi-dimensional response can exhibit different characteristics in each of its various dimensions, 
and thus it is possible to understand how the Kriging formulation might exceed the accuracy 




two dimensions, such as that shown in Figure 2.10. The    parameters can be treated as a measure 
of how much variation occurs in a given dimension [6], and can thus be tuned accordingly. 
However, this tuning process is computationally demanding and requires a highly non-linear 
optimisation process in search of an optimum set of parameters for each of the N dimensions. 
Typically the    values are set to a constant value between 1 and 2, and thus only the    parameters 
are optimised. This optimisation exercise is often performed using a Genetic Algorithm (GA), and 
becomes prohibitively time-consuming for high-dimensional problems. It is for this reason that 
comparative studies, such as the work of Jin et al [8], recommend the use of simpler RBF functions in 
favour of Kriging for higher-dimensional problems. A poorly tuned Kriging model appears to be 
inferior to a simpler RBF model in these cases. 
In terms of prediction efficiency, Kriging appears to be comparable with basic RBFs for a single 
response. However, as is the case for other types of tuned RBF, efficiency would suffer for multiple 
response output as the basis functions would need to be recalculated for each response. This arises 
from the fact that each response would probably require different values of the parameters    and 






2.4.8 Support Vector Regression (SVR) 
SVR is a recently developed technique for non-linear regression. It is based on Support Vector 
Machine theory developed for classification of data sets. SVR is reported by Clarke et al [42] to be a 
good compromise between the accuracy of Kriging and the robustness of a PR model. This 
conclusion is based on a comparative study using a range of non-linear functions up to four 
dimensions. There does not appear to be any published examples of successful application of SVR to 
higher-dimensional problems. SVR requires a mathematically complex derivation to obtain the final 
model which may be expressed in a form similar to that used for all methods previously discussed: 
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Where    is the ith point from a set of    data points and   is a scalar coefficient. Note that some of 
the   coefficients may be set to zero for SVR, effectively excluding certain data points the 
approximation. A range of choices exist for the “kernel” function    ,    , but a Gaussian function is 
most commonly used: 
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Given the Gaussian basis, the SVR model can be considered as another variation on a Radial Basis 
Function (RBF) model. This idea is supported in the discussion of SVR by Forrester et al [16]. 
However, SVR has one major difference compared to standard Gaussian RBF given that a quadratic 
optimisation is used to select the supporting data points    and simultaneously calculate the   
coefficients. In certain situations SVR has been shown to be more accurate than a standard RBF 
model [42] which suggests that fitting of RBF models using linear solvers may not always produce 
optimum models. However, a quadratic optimisation process is considerably more costly than a 
linear least squares solver, and may thus be prohibitively costly for high-dimensional problems with 
large data sets. 
In terms of prediction time, SVR produces more efficient models than standard RBF for a given data 
set as some of the basis functions are excluded, i.e.     . The proportion of excluded data points 





2.4.9 Least Interpolating Polynomials (LPI) 
Polynomial interpolation of scattered data in a single variable is a relatively straightforward and well 
understood process. However, the simple mathematics of the single variable do not scale to higher-
dimensional problems as discussed by de Boor & Ron [43]. They instead present a scheme dubbed 
the Least Interpolating Polynomial (LPI) which may be used to interpolate scattered data. The 
mathematical formulation and the corresponding numerical implementation are complex, and 
cannot be expressed in an approachable format similar to that of PR or RBF. Other variations have 
also been developed such as the divided difference method of Olver [44], which is a purely 
mathematical treatise providing no numerical examples. LPI seems to be the only method used in 
any practical metamodelling context, and was employed as one of several methods used by Rocha et 
al [45] for extrapolating aircraft performance data during conceptual design. However, the method 
was reported to be highly sensitive with poor ability to generalise away from the interpolated points. 
2.4.10 Artificial Neural Networks (ANN) 
Artificial Neural Networks (ANN) are formed from a system of highly connected processing elements, 
which maps a set of external inputs to a set of outputs [46]. Whilst generally applied to pattern 
recognition and classification,  ANN formulations such as the Multi-Layer Perceptron (MLP) have also 
been employed effectively in metamodelling contexts [3], [47]. However, these methods all have a 
major drawback for this project in that they cannot be expressed using continuous analytical 
functions. This means that they cannot be analytically differentiated. Given that differentiation was 
identified as a key feature for any new methods developed for this study, non-linear ANN methods 





2.5 Hybrid Methods 
In the context of metamodelling the term hybrid is often used to describe a model that combines 
two distinct modelling strategies. Generally, this is carried out with the aim of increasing model 
accuracy, often at the expense of computational efficiency. When more than two metamodel types 
are employed simultaneously, it is commonly referred to as ensemble metamodelling. 
The main hybrid strategy discussed in metamodelling literature is the use of Polynomial Regression 
(PR) models alongside Radial Basis Function (RBF) models and Kriging. Some practitioners of Kriging 
also include a generalised PR model in the basic definition of the Kriging method [48]. Moral and 
Dulikravich combined Adaptive Basis Function Construction (ABFC) techniques with an RBF model, 
successfully reducing the number of large magnitude errors in their test problems [22]. The 
approach taken was to first build a PR model using ABFC, and subsequently to fit an RBF model to 
the residual errors. Moral and Dulikravich added all available residuals to their RBF model, but a 
subset of residual data could also be employed. This technique presents interesting opportunities for 
efficient model building in situations with localised non-linearity. Points could be iteratively added to 
the model until prediction errors fall below an acceptable threshold. However, different responses 
would require points in different locations thus compromising the efficiency gains achievable for a 
single response. 
With ensemble metamodelling a wider range of model types can be included. For example Glaz 
combines Kriging with PR and Radial Basis Function Neural Networks [49], and Acar et el combine 
five distinct metamodelling methods including SVR for crash test simulations [50]. The approach 
taken by these authors is to fit each model independently, and then build up the ensemble 
approximation using a weighted average of the individual models. This ensemble technique appears 
to provide better accuracy than any of the individual modelling strategies alone. However, it is not 
the most elegant solution given that it essentially involves throwing all available computational 
resources at the metamodelling problem to see what happens. This is perfectly valid in situations 
where the original analysis is very costly, such as the crash simulation, but is unlikely to yield useful 





2.6 Local Methods 
2.6.1 Space Partitioning 
The principle of dividing up the design space into distinct subregions is a technique used to manage 
the complexities of highly non-linear multimodal functions. This is a divide and conquer approach to 
metamodelling whereby simple models may be employed at a local level and then stitched back 
together again to form a complex global landscape. The key challenges for this approach are firstly 
how to define suitable subregions, and secondly how to maintain continuity between these regions. 
The first method used to define the subregions is to recursively split the design space along a given 
axis, as illustrated in Figure 2.11 a). The process continues until the regions are small enough to 
capture local trends using a simple model. Several established methods make use of this technique 
including Multi-variate Adaptive Regression Splines (MARS) [51], polynomial regression trees [52], or 
the interactive modelling method of Hamad et al [53]. 
In the majority of cases, some form of weighted average is used to maintain continuity of function 
values and gradients across partition boundaries. This is the case for regression trees and MARS. 
 








The second approach to the creation of subregions is the use of data clustering. For this method, 
points with similar characteristics are grouped together and then these clusters are used as the basis 
for local model definition. See Figure 2.11 b). Examples of this approach include the work of Wang 
and Simpson [54], Shao et al [55] or Bettebghor et al [56]. Again the local models must be combined 
using some form of weighted average. In general terms this weighting can be expressed as: 
       ∑           (20) 
 
Where   is a weighting factor for the ith local metamodel   . The    values are normalised such that 
∑    . 
When using local models for prediction it is necessary to determine which subregion contains a 
given test point. All models contributing to the prediction must then be evaluated. If global 
continuity is to be maintained then appropriate weights must be assigned as required. The efficiency 
of the final approximation will thus depend on the following factors: 
A. Time required to identify the containing subregion 
B. Number of local models that contribute to a prediction in the given subregion 
C. Complexity of the local model 
D. Complexity of the weighting algorithm 
Attention must be paid to all these factors if an efficient prediction is to be maintained. It would also 
seem prudent to try and reuse as much of this pre-processing as possible for multiple responses. 
However, this would be difficult to achieve for the space partitioning methods discussed so far. Each 
response would use a different set of subregions, thus meaning that none of the prediction 





2.6.2 Point Based Metamodelling 
In order to provide a consistent local modelling framework for multiple responses it is necessary to 
implement a partitioning scheme that is fine enough to capture all the required complexities in all 
the various responses. A simple but effective way of achieving this is to use all the available data 
points as the basis for the local metamodel. This obviously has the potential for creating a very large 
number of models, but has the advantage that no complex partitioning algorithms are required. It 
ensures that all the local trends present in the data are captured. A variety of approaches exist in 
order to turn a collection of localised values into a global approximation model, as outlined below. 
2.6.3 Nearest-Neighbour Interpolation 
The simplest of all point based methods is the nearest-neighbour interpolation [57]. This method 
simply selects the value of the data point closest to a given test location, and does not consider the 
values of other neighbouring points. The resulting model is thus piecewise constant, and clearly 
cannot maintain continuity as the design space is traversed. 
A more advanced version of the nearest-neighbour method is the k-nearest interpolation scheme, 
which is often used for image processing [58]. A value for k is chosen, and then the nearest k points 
are used as the basis for a prediction. The values of these k points are blended using an inverse 
distance weighted average: 
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Where x = coordinates of given test location,    = the measured response value at the  
   data point, 
    ‖    ‖
;  and    = location of the of  
   data point. 
As x approaches the     data point,      and consequently        . In this way all the data 
points are interpolated. The weighting scheme described here provides reasonable continuity as the 
design space is traversed, but there will still be small steps in the global landscape when one point 
gets switched on and another is switched off. In order to guarantee continuity the weighting factors 





2.6.4 Gradient Interpolation (GI) 
The next local metamodelling technique of interest is the Gradient Interpolation scheme of Ren et al 
[59]. The method was developed for use in rendering of 3D computer graphics where a very large 
number of relatively inexpensive function evaluations need to be carried out. The motivation for GI 
is thus aligned well with the specification for this project. The method was proposed for 3-
dimensional data but it appears to be extendable to higher dimensions. As the name suggests the GI 
method makes use of gradient information in addition to function values at the data sites. The 
vector of function gradients     is obtained using central difference numerical differentiation and 
the resulting model and the first derivatives may be expressed as: 
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Where   {  ‖    ‖     },      ‖    ‖⁄  and    is a constant. In other words, a data point 
is only included in the approximation if the test point lies within the predefined hypersphere of 
radius   . Care would need to taken in the choice of   . Too high, and both the efficiency and 
accuracy suffer as an unnecessarily large number of points are included in the domain  . Too low, 
and there is a risk that   would be empty in certain areas of the design space and thus the model 
would not be fully defined.  This concept is illustrated in Figure 2.12 and demonstrates that optimum 
selection of    is not a trivial task. 
Figure 2.12 : Illustration of local spheres of influence for the GI model 
𝑅𝑖 set too low thus leaving gaps in 
the design domain 
𝑅𝑖 for certain points adjusted to provide 
coverage in all areas 
 

































































The GI model interpolates the function values and gradients using the same principle as discussed 
for the k-nearest scheme. The model thus suffers from the same continuity issue as the k-nearest 
method as points drop in and out of the set defined by  . However, the continuity problem could be 
resolved by simply changing the weighting function to        ‖    ‖⁄    . By doing this the   
values would be zero at the boundary of the S domain and thus no discontinuous step would occur. 
The domain S is computed by measuring the Euclidean distance to each data point from a given test 
location and testing if it less than a predetermined radius  . This process is simple to implement, but 
may become cumbersome for very large data sets. 
Ren et al [59] compare the GI method with a global RBF interpolation model for a smoke rendering 
problem, and find GI to possess superior performance in both in prediction speed and accuracy. As 
long as the    parameters are kept constant for multiple responses the weighting factors calculated 
for the first response may be recycled effectively for extra efficiency gains. 
2.6.5 Voronoi Metamodelling 
The final method to be examined in this review presents a possible solution to the problems that 
arise for local methods, such as GI, when defining the region of influence for a given point. As is 
clearly shown by Figure 2.12, spheres do not tessellate very well, particularly for irregularly spaced 
grids in a rectangular design domain. This classical problem of forming spatial boundaries is 
addressed by a geometric construction called a Voronoi Tessellation [60] which is defined as follows: 
Each measured data point defines a site   in  -dimensional space. Each site   has a Voronoi cell, 
consisting of all points closer to   than to any other site. The boundaries between these cells form a 
Voronoi diagram as illustrated in Figure 2.13. 
 
Figure 2.13 : A Voronoi diagram for an arbitrary data set 
 
The connections between Voronoi cells form the edges of the well known Delaunay triangulation. 




The Voronoi cells may be used as a basis for stitching together local approximations in a well defined 
manner. This concept was first implemented for metamodelling by Fujita et al [61]. They used a first 
order approximation model centred at every data point in a similar way to GI, but the blending was 
achieved using the connections between adjacent Voronoi cells. 
The first stage when using the model for prediction is to determine the nearest-neighbour   , which 
thus defines the base Voronoi cell. The neighbours to this base cell can then be found from the 
Voronoi diagram as illustrated in Figure 2.. Fujita et al [61] tested their method with test problems 
with up to four dimensions, and identified the investigation of higher-dimensional problems as a key 
area for further research. 
 
Figure 2.14 : Neighbouring Voronoi cells for point    
A later refinement to the Voronoi metamodelling scheme was carried out by Hirokawa et al [62], 
which uses a second order polynomial for the definition of the local metamodel centred in each 
Voronoi cell. However, no additional work was done to push the bounds of the problems explored. 
The Voronoi scheme can potentially provide an efficient modelling technique as the number of 
points required for any given prediction is kept to a minimum, thus limiting the number of local 
models that need to be evaluated. Continuity can also be achieved in all areas of the model with an 
appropriate blending scheme. 
Voronoi metamodelling was identified as a promising direction for this project and was investigated 
in detail: see Makin & Kim [63]. A full copy of this paper is provided in Appendix E. In this work 
localised RBF models were used in place of the polynomials used by Fujita and Hirokawa, and for 
low-dimensional problems the method was shown to provide a good balance of accuracy and 
efficiency when compared to a global RBF model using 4 dimensions. A linear relationship between 
size of data set and fitting time was also achieved. However, for an 8-dimensional problem the high 
levels of interaction between neighbouring cells in the Voronoi diagram reduced the efficiency of the 
modelling process significantly. To overcome the complexities of calculating an 8-dimensional 
Delaunay triangulation, the modelling was carried out on structured lattice grids thus constraining 





issue when working with localised point based models compared to the globally fitted RBF 
equivalent. 
In conclusion, the Voronoi work produced a viable approximation meeting most of the points on the 
proposed metamodel specification. However, the complexities of calculating the Voronoi diagram in 
high dimensions prohibits its general applicability to the given industrial problem. 
 
2.6.6 Multi–Response Modelling 
The topic of multi-response modelling has been so far integrated into the presentation of 
established metamodelling techniques, but this section will focus on a small body of literature that 
explicitly examines the idea of multi-response modelling. The need for multiple outputs in a 
metamodel based design process appears to be frequently mentioned [9], although a common 
approach is to build an independent model for each of the different outputs [50]. In the cases where 
multiple responses are considered in a more holistic fashion, it is not motivated by prediction 
efficiency as it is for this project. Instead multi-response research tends to focus on overall 
optimisation efficiency by reducing the number of expensive data points required for a given design. 
Forrester et al discuss the use of Kriging for the optimisation of multiple objectives [25], where the 
focus is on trying to find an optimum placement for the next sample point that would improve two 
objectives simultaneously. This is also the aim of Chen et al [51] who employ a level set 
representation to manage a sequential sampling process. 
An alternative approach taken by Li et al [52] is to use the outputs of one model as inputs to another 
and vice versa, and thus perform model fitting in a simultaneous sense. In this way they hope to 
capture correlations in the different outputs, although they point out that the technique is 
computationally demanding and suitable only in situations where the source data is very expensive 
and thus limited in quantity. 
The aim for this project of efficient prediction for multiple responses has received little attention in 
mainstream metamodelling research. This can probably be attributed to the fact that most authors 
assume a high cost for the original analysis, and thus streamlining the model prediction stage is of 
little concern. This fact presents opportunities to examine established metamodelling methods from 





2.7 High-Dimensional Modelling Strategies 
A recent review by Shan and Wang [53] examines strategies employed to help manage high-
dimensional modelling and optimisation. The key strategies identified are as follows: 
 Decomposition : The aim is to reduce to the scope of the optimisation task by decomposing 
into a set of smaller, interconnected subproblems. For example, for composite panel wing 
optimisation, the problem is already decomposed into a range of subproblems (i.e. the 
panels) which then form the basis of the metamodel. 
 Screening : Exclude unimportant variables and identify important interaction terms. For 
example, out of plane shear forces are not as important for panel buckling compared to axial 
forces and in-plane shear, and may thus be excluded without significant error. 
 Mapping : Reduced dimensionality via space transformations often by identifying 
correlations between variables. 
 Space Reduction : Limit the range of the variables being modelled. For example, the 
allowable range of dimensions for any given component in a composite stiffened panel. 
For this project it is assumed that decomposition and screening would be carried out prior to the 
metamodel construction. 
It is likely that space reduction at a global level would also be set in advance of the metamodelling 
process, via a combination of experience, trial and error, and manufacturing constraints. It will thus 
not be considered at a global level for this project. However, local metamodelling strategies 
implement space reduction by default as they limit the scope of an individual model. This is 
essentially the same argument in favour of local methods as previously presented in Section 2.6. 
The requirement for efficient calculation of multiple responses may prevent effective use of 
mapping for this project. It is likely that each response would have different characteristics and thus 
mapping would create a different set of metamodelling variables for each response. This would 
prevent basis functions being reused with associated adverse effects on prediction efficiency. 
Shan and Wang [53] believe that the major established global methods such as PR, RBF and Kriging 
are not ideal for high-dimensional modelling, and identify a need for new methods to be developed 





2.8 Potential Solutions 
This review of global metamodelling methods has revealed that in practice there are only two 
distinct choices: Polynomials or Radial Basis Functions. Both of which may be used for interpolation 
or regression. It has been assumed that interpolating methods are preferable as the data from the 
aircraft wing panel is deterministic. However, it was also found that modelling formulations do not 
need to be used in isolation, thus allowing interpolation to be layered on top of a regression model. 
These hybrid models have been found in some cases to produce more accurate approximations but 
at the expense of modelling efficiency. 
For a global model the prediction efficiency is governed by the number and complexity of basis 
functions included in the model, and the model building time depends on whether parameter 
estimation is linear or requires some form of costly optimisation. It was observed that there is 
tension between the two conflicting objectives of accuracy and efficiency. In general terms accuracy 
was shown to increase with model complexity, but complexity must be employed wisely to avoid 
over-fitting. 
Local metamodelling strategies were shown to present opportunities to manage the conflict 
between accuracy and efficiency. By subdividing the design space it is possible to reduce the number 
of basis functions required to achieve a given level of accuracy. However, local metamodelling 
strategies were found to present challenges when maintaining continuity at a global level without 
compromising efficiency. The Voronoi Tessellation was initially thought to have potential in 
addressing this issue, although the generality of this method in high-dimensional space was found to 
be undermined by the Curse of Dimensionality. 
A method which appears to bridge the divide between global and local is the Multilevel RBF (mRBF). 
mRBF is an interpolating method, able to capture global and local trends in a single model. It also 
claims to address the trade-off between accuracy and efficiency by employing compactly supported 
basis functions and efficient use of matrix solvers. Finally it is reported to provide a numerically 
stable approximation by avoiding ill-conditioning of the RBF matrices. The potential advantages of 
the method are clear, but its credentials for high-dimensional engineering problems are untested. It 
is thus an excellent candidate for new research. 
This review has shown that compromises must be made when it comes to model selection as no 
method matches the proposed specification perfectly. However, mRBF is considered the most 






2.9 Performance Metrics 
In order to compare and contrast different modelling methods it is necessary to establish suitable 
performance metrics. 
Two error measures are used to assess the performance of the model, again taken from Jin et al [8]; 
R-Squared (  ) and Absolute Error.    provides an indication of global model performance with a 
value of 1 indicating a perfect fit. The Absolute Error indicates the difference between a model  
response and the true function value at a given test point. The two metrics are defined as follows: 
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For the    metric, a value above about 0.8 can be considered a good fit [6]. No rules of thumb have 
been found for the Absoluter Error metric, but it is useful when trying to understand local error 
behaviour in more detail. 
 
2.10 Sampling Plan Design 
Well designed sampling plans are an important component of any approximation exercise, 
particularly as the dimensionality of the problem increases. The primary aim of a sampling plan is to 
obtain a space filling data set, where good coverage of the design space is achieved using a minimal 
number of data points. A significant amount of research effort has been devoted to this topic as 
discussed by Wang [6]. 
Sampling plan techniques generally lie on a continuum in terms of computational complexity with 
simple random sampling at one end of the scale, and methods such as the Centroidal Voronoi 
Tessellation (CVT) [64] and the Optimised Latin Hypercube (OLH) [65] at the other end. The CVT and 
OLH both produce very well spaced data sets, but initial investigation carried out for this project 
demonstrated that these algorithms can be very slow with high numbers of points in high 
dimensional spaces. In contrast a sequence of randomly generated numbers creates negligible 
computational overhead, but is unlikely to exhibit favourable space filling characteristics.  
A class of methods which present a compromise between random numbers and numerically 




Sobol [66]. Both of these approaches exhibit relatively good space filling properties and are highly 
efficient. They also have the advantage of being deterministic, which is a useful property for numeric 
experiments as it allows the sampling plan generation to be easily repeated. Figure 2.15 below 
provides An illustrative comparison of random sampling, the Sobol Set and the CVT. 
 
Figure 2.15 : Comparison of three different sampling plan designs 
Sampling plans form the basis of the data used for model building and validation. However, for the 
purposes of this project it cannot be assumed that the sampled data points conform to any 
particular sampling regime. Any new metamodelling methods should be applicable to an arbitrary 
data set, and thus the choice of sampling plan is not considered crucial. In fact it is arguable that  
highly optimised sampling plans could make a given method appear more accurate/stable than 
might be the case in a real world scenario with irregular data spacing. For example, as discussed in 
Section 2.4.5.2, the numerical stability of a standard RBF model depends on the distance between 
the closest pair of points in the sampled data set.  
The Sobol Set has thus been selected for use throughout this project, primarily due to its efficiency 
and ease of use during numerical testing, but also because the spacing of the resulting data sets is 
not completely uniform. A detailed comparison of the effects of other sampling plans is considered 
beyond the scope of the present work 







The motivation for a multilevel RBF (mRBF) model is discussed, and the 
implementation details are presented for a practical engineering 
implementation. The aim is to understand the potential advantages and 
limitations of the method by making comparisons with more established 
modelling techniques. Aspects of accuracy, stability and efficiency are 




3.1 Multilevel Motivation 
3.1.1 Introduction 
During the review of relevant literature in Section 2, Radial Basis Function (RBF) models were found 
to be a versatile interpolation technique widely employed in engineering design. However, the 
method was found to contain inherent trade-offs which conflict the goal of balancing robustness, 
flexibility, accuracy and efficiency within a single model. 
It was suggested the multilevel RBF (mRBF) model overcomes many of the drawbacks of 
conventional RBF approaches, but the method’s credentials from an engineering context are 
unproven. As an introduction to mRBF, it is beneficial to first take a detailed look at the conventional 
RBF formulation in order to better understand the trade-offs which mRBF claims to address. 
3.1.2 Trade-off 1 : Stability vs. Accuracy 
As discussed in Section 2.4.5.1, the RBF bases commonly encountered for numerical modelling are 
parametric functions that decay with radial distance. A typical example is the Gaussian function 
described by Equation (26) below: 
 
      ;     
 
  (26) 
Where   is a scalar parameter controlling the width of the resulting function. 
Wide basis functions generally produce smoother, more accurate models. For the Gaussian function 
this corresponds to high values of  . Fasshauer [26] presents detailed analysis of theoretical RBF 
accuracy, demonstrating that the modelling errors reduce as basis width increases. However, as the 
width is increased the RBF correlation matrix   defined in Equation (8) becomes increasingly ill-
conditioned. This can lead to numerical instability in the RBF fitting process and unpredictable 
modelling results as illustrated in Figure 3.1 c). At the other end of the scale, when the basis function 
width is too narrow then the resulting approximation can become very spiky with poor accuracy 
away from the sampled data points, see Figure 3.1 a).  
There thus exists a conflict between the theoretical accuracy of the model and numerical stability 
which requires a trade-off when choosing an appropriate value for the basis width. 
A possible approach to managing this trade-off is to try and improve the conditioning of the RBF 
correlation matrices. A variety of preconditioning techniques are available whereby Equation (8) is 
transformed in some way to reduce the potential for numerical instability. However, such methods 
are not universally applicable to all situations, and are generally specific to a given basis function or 
solution technique. As Fasshauer and Zhang point out [67], if possible it is much better to avoid 





Figure 3.1 : Effects of RBF scaling on the resulting approximation 
 
When working with non-uniform data an alternative option for managing the stability-accuracy 
trade-off is to use variable widths for the different basis functions. However, this increases the 
complexity of the parameter tuning task significantly, as now there are    widths to be determined 
instead of just one (where    is the number of sampling points). Variable widths also introduce 
asymmetry into the correlation matrix  , further increasing computational complexity as the 




















3.1.3 Trade-off 2: Accuracy vs. Efficiency 
If a globally supported function such as a Gaussian is used for an RBF model then any given point has 
influence over the entire domain regardless of the basis width. However, using a compact function 
with a limited radius of influence it is possible to obtain sparsity in the RBF correlation matrix   
described by Equation (8). A single entry in the correlation matrix measures interaction between a 
given pair of points. If the two points lie beyond their respective regions of influence then there will 
be no interaction and the matrix entry will be zero. If enough zero entries are present in the matrix 
then it may be possible to consider it sparse. An example of a sparse data structure is shown in 
Figure 3.2. The sparsity can be exploited when solving the RBF interpolation problem [26] in order to 
reduce the computational complexity. Sparse matrix solvers can significantly reduce the amount of 
time and memory required to solve a sparse problem [68], but there is no hard and fast rule for 
when a matrix makes the transition from dense to sparse. For example, Davis [69] provides the 
following definition, “Sparsity is an economic issue; if you can save time and memory by exploiting 
the zeros, then the matrix is sparse.” There is thus potential for reducing computation time, but it is 
difficult to prescribe in advance what the possible efficiency gains might be in an RBF modelling 
context. 
As discussed in the example in Section 3.1.2 above, the accuracy of the approximation is also closely 
related to the width of the basis function, with wider functions generally yielding more accurate 
approximations. There thus exists a conflict between model accuracy and the potential for 
computational efficiency introduced via matrix sparsity. This issue is explored further in Section 3.4 
below. 
 




3.2 The Multilevel RBF (mRBF) 
3.2.1 Introduction 
During the literature review the mRBF method was identified as a promising candidate for creating 
flexible, efficient and robust metamodels. However, its credentials in real engineering contexts and 
high-dimensional problems remain unproven. In this work the mRBF is introduced as a metamodel 
support of engineering optimisation for high-dimensional problems (i.e.   ). 
3.2.2 Multilevel Data Sets 
The key difference between mRBF and a single level RBF is the way that the model data points are 
handled. The principle of the multilevel RBF is to divide the data up into a series of levels containing 
progressively finer data subsets. RBF models are then constructed on each of these subsets, with 
each model interpolating the residual errors from the previous level. Figure 3.3 illustrates an 
example scenario where the data has been divided up into three levels. In this figure a distinction is 
made between points appearing in the data for the first time and those which are inherited from a 
previous level and thus have zero residual error. 
 
Figure 3.3 : Nested multilevel data sets 
  
𝑋  𝑋  𝑋3 
non-zero residual zero residual (inherited from previous level) 




3.2.3 Interpolating Residuals 
Table 3.1 illustrates the different stages of a multilevel interpolation, and the dependencies between 
each of the levels. The final solution for each level depends on the coefficients calculated for 
previous levels, but factorisation of the   matrices is independent and could be performed in 
parallel. 
Table 3.1 : Multilevel residual interpolation scheme 
Level Residual Fitting Prediction 
0          ,           
1   |         |                      
        
2   |            |                      
        
                  
    |                |                      
        
Where: 
   The response values for the all available data points in the full data set Q 
   ,    = A generalised mean term expressed as a function of point locations  and responses   
   = nested point set at level   
 |   = The response values for point set    
  |   = Prediction of the level   model on point set    
  |   = Residual data at level   
       vector of basis function values where the  
   component is given by  (‖     , ‖) 
    Radial basis function for level k 
  ,   The  
   model data point in the data set    
  = is the correlation matrix for level k 
The final response of the multilevel model is thus given by the sum of all individual levels: 
 





3.2.4 The Mean Term (Trend Function) 
Whilst not a standard component of the mRBF model referenced in literature, single level RBF 
models are often built in conjunction with a polynomial function [70]. As discussed in Section 0 this 
concept may generalised to allow any function to be used as an underlying mean term  . This mean 
term function could be defined as a simple constant, or may depend on a combination of the point 
set   and the responses  . It could also be obtained from an alternative approximation scheme 
upon which residual interpolation is carried out. For example, if a user already possesses a low 
fidelity analytical model of a given response, it could be incorporated into the mean term    
Further investigation will be made into this aspect of the model in later sections, but for now it is 
assumed that   is defined as the mean of all available responses. See Equation (28) below: 
 






3.2.5 Stability and Accuracy 
As discussed in Section 3.1.2, the stability of the model is governed by the point spacing. For the 
mRBF data sets, point spacing at any given level is carefully controlled meaning the minimum 
spacing between any two points is known in advance. The stability of the model can thus be 
managed effectively by relating the width of the basis functions at each level to the minimum 
spacing criteria. The stability issue may be resolved, but it is not immediately apparent whether this 
fully addresses the RBF trade-off without investigating the effect on accuracy. Fasshauer presents 
the following corollary in his mathematical discussion of mRBF accuracy: 
“The multilevel residual iteration algorithm for linear problems has the potential of 
being more accurate than a direct fit if the parameter ε is varied with the levels.” 
This suggests that the relative accuracy of the mRBF method depends on the specific problem in 
question. Fasshauer goes on to provide a small-scale example on a 2D problem using a range of 
point sets with increasing density. For the denser point sets the multilevel accuracy is shown to 
surpass the single level equivalent, but the single level performs better when the point density is 
lower. 
Further investigation is clearly needed to understand the accuracy implications for a range of 
problems, point sets and dimensionalities. 
 
3.2.6 Compact Efficiency 
As discussed in Section 2.4.5.3, a compactly supported RBF is characterised by a limited radius of 
influence. A compact RBF thus decays to zero beyond a given basis width  . A key feature of the 
mRBF scheme is the use of compact RBFs to improve efficiency of the modeling process.  
There are two distinct ways in which efficiency may be improved using compact functions. Firstly 
there is a possibility of exploiting sparsity in the associated correlation matrices to reduce solve 
times. Efficiency introduced via matrix to sparsity is cited as a key motivational factor for using mRBF 
by a range of different authors [26], [37], [38]. However, in all these cases the test problems used to 
illustrate the concept are 2D. Fasshauer provides a 2D numerical example in his work on mRBF and 
clearly demonstrates a reduction in computation time as the level of sparsity increases in the 
correlation matrix. There appears to be no example of numerical investigations carried out in higher-
dimensional space in the relevant literature. The key questions to investigate are therefore: 
1. Are useful levels of sparsity obtained when the dimensionality increases? 




The second aspect of efficiency made possible with the use of compact functions relates to the 
number of points participating in the interpolation at each level. In the examples of mRBF found in 
the literature there is an assumption that some form of sparse solver will be used by default. 
However, when working with local clusters of higher density data the problem sizes can be reduced 
without requiring a sparse solver. This aspect of efficiency is overlooked in mRBF related literature. 
Take for example the  3 data set from Figure 3.3 above, where the new data to be interpolated is 
concentrated around the upper half of the design domain. The points in the lower half of the plot 
have all been inherited from the previous level. They have a residual of zero and thus can be ignored 
if they do not interact with any of the points having a non-zero residual. An example scenario is 
shown in Figure 3.4 below. In this example point A has zero residual and it interacts with points B 
and C. However, there is no interaction with the closest non-zero residual point D and thus point A 
can be removed from the interpolation without affecting the model response at point A. After this 
process has been repeated for all relevant points the size of the set can be significantly reduced. The 
distance over which an interaction occurs is governed by the basis width of the chosen compact 
basis function. If global basis functions were used then this filtering stage would not be possible as 
all points interact with each other to some degree. 
The extent to which this approach is beneficial will depend on the distribution of the data set, but it 
is hoped that some reduction in the sizes of the associated matrix problems will be observed. 
 
















3.2.7 Choosing a Compact RBF 
During the review of the single level RBF in Section 2.4.5, the relative merits of global and compact 
RBF functions were reviewed and discussed. It was found that a relatively small set of global RBF 
functions are used in practice, and that their use is not dependant on the dimensionality of the given 
problem. For compact RBFs the situation is more complicated as a wide variety of different functions 
exist, each with subtly different characteristics. Compact functions are all classified by their level of 
smoothness at the origin and the dimensions for which they are positive definite. Unlike a global 
RBF, a given compact function cannot be strictly positive definite for all dimensional spaces. A 
compact RBF correlation matrix is theoretically only guaranteed to be solvable for a limited range of 
problem dimensionality.  
The selection process for suitable compact basis functions is not widely discussed in the relevant RBF 
modelling literature. In addition, no specific advice on the practical limitations of the relationship 
between positive definiteness and the dimensionality of the problem has been found.  
A comparison of various compactly supported functions used for RBF approximation was made by 
Fang and Horstemeyer [35]. In this work the authors examine the numerical performance of global 
and compact functions using a range of different test problems. In this work the authors apply 
compact functions for problems beyond the theoretical bounds on their stability, e.g. a function 
which is only guaranteed to be positive definite in 1D space, is used for a 2D modelling problem. 
Whilst the problems examined in this work were of low dimensionality the results can still be used as 
starting point in absence of better information. Generally the more complex and thus smoother RBF 
expressions perform better, and one function that appears to provide a reasonable balance of 
complexity and performance is Wu’s  3,  formulation [32] described by Equation (29). This function 
is used as the basis for the multilevel RBF models in this work. 
 
 3,          
7   6     5      4      3               (29) 
Where: 
     ⁄  for     otherwise     
  = Basis width 
  = ‖ ‖ = Euclidian norm of an -dimensional vector  .  
Wu’s  3,  function is only guaranteed to be positive definite in 1D space. However, initial 
investigation carried out for this work indicates that in practice it may be successfully applied in 
higher dimensional spaces. A second more ad hoc motivation for using Wu’s  3,  basis, is the 
apparent similarity to the global Gaussian function. This observation is used to allow mRBF to be 




3.2.8 Creating a Multilevel Data Structure 
Several authors have presented methods for dividing data up in appropriate subsets for multilevel 
modelling. For example, Floater and Iske [71] successively remove points from a dense set and take 
snapshots of the data along the way in order to establish the nested sequences. In the latter method 
the closest pair of points in the current set is identified and one of the pair is removed at random. 
Another approach for 3D graphics is presented by Ohtake et al whereby random selections are made 
for each level [41]. These two methods both assume that the full data set is available in advance. For 
the present  work, a method is required which can also add points progressively as the model adapts 
to external data requests. It is also necessary to use an approach appropriate for high-dimensional 
data (i.e. N > 3), and thus schemes which involve complex geometric operations must be avoided. 
For example, Floater and Iske’s method relies on Delaunay triangulation, a process which becomes 
exponentially more difficult in high-dimensional space [63]. 
3.2.8.1 Point Spacing 
The approach taken for the present work is to limit the minimum distance between two points at 
any given level. These minimum distances, referred to as grid radii  , reduce by a constant   at each 
level.   is thus given by the following iterative relationship: 
 
  :      (30) 
Where   is taken as 0.5 and k is the current level 
The   value controls the rate at which the nested data sets develop, and can theoretically take any 
value between 0 and 1. If   is high (i.e. tending towards 1) then there is there is little difference 
between one level and the next, thus creating a very cumbersome numerical scheme with 
potentially as many levels as data points. At the other end of the scale if   is low then the density of 
the data of the model will jump sharply from one level to the next. Lower   values thus require 
fewer levels overall to resolve a given dataset. There is thus a balance to be struck between 
efficiency (fewer levels) and a smooth transition between levels which is likely to result in higher 
accuracy. A value of 0.5 was found during initial testing to provide a suitable compromise when the 
structure of the data set is not known in advance. This value is also used in Fasshauer’s numerical 
example of mRBF [26], but the choice is relatively arbitrary and could potentially be optimised for a 
given problem. 
When a point is added to the model the distances to the closest points at each level are calculated. 
The point is then assigned to the lowest level possible without violating the distance constraint at 






3.2.8.2 Support Radius 
The basis width or support radius at each level is directly related to the grid radius as follows: 
 
        (31) 
Where   = 4.0 
Appropriate values for   value depend on the exact basis function used. During initial 
experimentation using the chosen compact function ( 3, ), the above value for   was found to 
provide an acceptable balance between smoothness of the resulting model and numerical stability 
of the correlation matrix . 
The relationship between grid radius and basis width is illustrated in Figure 3.5. The figure shows 
three data points which all lie outside the inner grid radius circles of the neighbouring points. The 
outer circles denote the basis width h. The h value controls the level of interaction between the 
basis function centred at each point. 
 





   




3.2.8.3 Initial Radius 
The final parameter required to establish the new multilevel scheme is the support radius at the 
lowest level   . For the present work this parameter has been defined relative to the diagonal of the 
 -dimensional unit hypercube √ . This distance represents the largest Euclidean distance between 
any two points in normalised1 design space and thus provides a point of reference when working 
with problems of varying dimensionality. This is not a conventional approach to parameter 
estimation as RBF parameter estimates are generally related to the spacing of the model data in 
some way. However, by removing the dependence on the specific data distribution the resulting 
system is potentially more flexible in adaptive scenarios where new data must be added to an 
existing model. A value of  √  has been found to provide an initial basis width suitable for a range 
of problems and data sets. This issue is discussed further in Section 3.4 where the origin of this value 
is explained in more detail. 
 
3.2.9 How Many Levels? 
The number of levels controls the level of detail which may be resolved by the mRBF model. As 
demonstrated in Figure 3.6, if a new point is added which violates the distance criteria at all 
available levels then the point will not be added to the model. Adding extra levels does not 
necessarily add extra computational complexity to the model, as many of the higher levels could be 
empty. The process for creating multilevel data sets outlined in Figure 3.6 will ensure that a point 
will only encroach on an unused level if required by the spacing rules to ensure model stability. 
For this study up to eight levels have been used for all test cases as this provides sufficient resolution 
to interpolate all points in the example data sets. 
  
                                                          
1





x = new point to be added to the model 
Q = data set containing all data points 
Xk = nested data set for level k 
gk = grid radius for level k 
hk = basis width for level k 
kmax = total number of model levels (as chosen by the user) 
kbase_q = base level for point q 
 
// Stage 1 : Determine the level at which the point must be added in order to ensure that  
// the minimum spacing criteria are fulfilled 
kbase_x= 1 // initialise the base level for point x 
for each point q in Q // loop through all points 
 d = Distance from to x to q 
 
 kfirst = max(kbase_x, kbase_q) 
 
 for k = kmax to kfirst // loop through the levels backwards 
  if(d < gk) then // check if the distance violates the grid radius constraint at level k 
   kbase_x = k+1 // if so then kbase needs to be larger than k 
   break // jump out of the loop for k as gk is inversely proportional to k 




if(kbase_x > kmax) 
 return // the base level is too high so the point cannot be added to the model 
end 
 
// Stage 2 : Add the point x to all relevant data sets 
for each point q in Q // loop through all points 
 d = Distance from to x to q // the same values as were calculated above 
 
 kfirst = max(kbase_x, kbase_q) //find the first level at which point x and q could interact 
 
 for k = kfirst to kmax // loop through the levels starting from kfirst defined above 
  if(d > hk) then // check if d is greater than basis width 
   break  // if the points do not interact at this level then exit the k loop 
  end 
 
  Add points x and q to Xk if there are not already there 
 end 
end 




3.3 Comparative Study : Accuracy vs. Basis Width 
3.3.1 Objective 
In this section the mRBF formulation is compared to Kriging and Moving Least Squares (MLS). 
Kriging is arguably the most popular metamodelling formulation encountered in engineering design. 
As discussed in Section 2.4.7, it is a single level Radial Basis Function (RBF) interpolation technique 
using Gaussian basis functions. Kriging requires a parameter tuning stage in order to fit the hyper-
parameters to the data and ensure numerical stability. 
MLS is chosen for this comparison because it offers a viable alternative to RBF interpolants that may 
be tuned to a particular data set. See Section 2.4.2 for an introduction to the MLS approximation. 
The details of Kriging and MLS formulations used in this study are given in Section 3.3.4. 
For both Kriging and MLS it is desirable to explore the relationships between stability, accuracy and 
parameter tuning in relation to mRBF. 
3.3.2 Test Functions 
The tests will be carried out using a range of different test functions each employing a different 
dimensional space. Each function is tested four times using a range of sampling densities. 
Detailed information for the test functions is given in Appendix A but a brief summary is provided in 
Table 3.2 below. Each test function also has a local subregion associated with it for which higher 
fidelity localised approximation is required. 





Beethoven 2 50 200 
A depth map image of the composer 
Beethoven, with a local subregion defined 
just below the nose. See A.1. 
T-Section 4 100 500 
Engineering test function based around 
analytic equations describing a composite 
T-section strut. Local subregion chosen to 
straddle discontinuous ridge bounding two 
distinct modes of buckling failure. See A.2. 
Shekel 8 200 1000 
A function commonly used to test heuristic 
optimisers with a highly localised 
minimum. The subregion is located near 





For use in conjunction with a metamodel, all test function variables are normalised to create a 
domain between 0 and 1. This is considered best practice by various authors [6], [26], as it reduces 
the potential for numerical instability, and allows meaningful comparisons to be made between 
different problems. 
3.3.3 Basis Width Variation 
To compare the various modelling formulations, models will be built using a range of basis widths as 
illustrated in Figure 3.7. The range of widths tested is defined using a geometric progression with the 
width increasing by a constant ratio at each step. This approach is taken to bias the basis width steps 
towards lower values and provide more meaningful results. This use of non-linear sampling is 
consistent with the techniques used for Kriging models, where the tuning process is generally carried 
out using logarithmic ranges for the basis width [6]. 
 
  :      (32) 
Where h is the basis width for step i, and   is a constant defined by defined as: 
  (
    





where      and      are the maximum and minimum values of the range to be investigated, and n 
is the number of basis width steps. 
In order to allow comparison between problems of varying dimensionality      and      are 
defined relative to      , the diagonal of the N-dimensional unit hypercube. Thus: 
 
       √  (33) 
Given that all test functions are scaled between 0 and 1,       represents the largest possible 
Euclidean distance between any two points in the modelling domain. 
For this comparative study      and      are chosen as: 
                
               
The above values for h are chosen based on experimental observation of the range required to 
capture all the significant features in the results. 





Figure 3.7 : Illustration of basis width variation 
 
3.3.4 Modelling Formulations 
3.3.4.1 mRBF 
For the mRBF models the basis width describes the radius of the compact basis function used for the 
top level data set. The basis widths at subsequent (finer) levels are then reduced by the α coefficient 
as described by Equation (30) above. The relationship between h and the compact basis function is 
illustrated in Figure 3.7. 
The grid scaling parameter α is taken as 0.5 for the this comparison, and the number of model levels 
is set at 6. 
3.3.4.2 Kriging 
As described in Section 2.4.7, the Kriging basis function is generally a Gaussian presented in the 
following form: 
 






Where N is the number of dimensions and θk is the weighting factor for the k
th component of the 
vector x. In order to make the basis function comparable with that used for mRBF, the weighting 
factors θk are kept constant for all dimensions. The second piece of information required is how to 
relate   to θ given that a Gaussian function is global and is thus technically of infinite width for all 
values of θ. By defining a radius for which the Gaussian function becomes negligible, it can be 
compared directly to the compact formulation used for mRBF. When used for statistics the Gaussian 
is commonly expressed in standard form as: 
 
       
;
‖ ‖ 
    (35) 
Where σ is the standard deviation. The point located at distance of 4σ away from the origin can be 





Thus by setting     ⁄  and comparing equations (34) and (35) the Kriging weighting factor θ may 









Figure 3.8 illustrates the scaled Kriging function for     in relation to the compact function used 
for the mRBF model. It is clear that there is good correspondence between the two functions, thus 
justifying the assumptions made above regarding an appropriate reference radius for the Gaussian. 
 
 
Figure 3.8 : Comparison of Compact RBF basis function with scaled Kriging Gaussian 
The implementation of the Kriging formulation used for this study is based on the MATLAB code 
provided by Forrester et al in [6] and is defined by Equation (37) below. This version of Kriging takes 
essentially the same form as the augmented RBF formulation presented in Section 0, but uses the 
Kriging mean term as shown by Equation (38). 
 
      ̂         (37) 
where     ;      ̂ , 1 is vector of ones the same size as  , and the mean term  ̂ is given by: 
 
 ̂  
   ;  







3.3.4.3 Moving Least Squares (MLS) 
The MLS formulation used for this study also employs a Gaussian function to assign a weight to the 
neighbouring points when a prediction is made. As described in Section 2.4.2 an MLS model 
prediction is defined by: 
 
         (39) 
 
Where  is a vector of polynomial basis terms, and   is the a vector of coefficients given by: 
(    )       (40) 
 
Where  is a matrix of polynomial basis terms evaluated for all available data points.  is a diagonal 
matrix of weighting factors where the     diagonal term is defined by the following Gaussian 
function: 
 
          ‖    ‖
   (41) 
 
Where   in the above expression is a tuning parameter first introduced in Section 2.4.2. This 
parameter is of a similar nature to the Kriging θ parameter, although for MLS the Gaussian function 
is not directly used as the basis for approximation. In order to compare MLS alongside mRBF it is 
necessary to relate   to the mRBF basis width parameter  . Empirical observation suggests that 
sensible results are obtained for the MLS approximation by scaling     using Equation (42) below: 
 





For this investigation a full second order polynomial is used to generate     and   in Equations (39) 
and (40) above. This polynomial basis includes linear, squared and interaction terms such as  3 5 
The code used to implement the MLS formulation is based on the MATLAB tools provided on the 




3.3.5 Data Sets 
3.3.5.1 Model Data 
Each test will be performed using two different data sets: Uniform and Variable Density. The uniform 
data set is generated using a pseudo random space filling sampling plan based on the Sobol Set, see 
Section 2.10. The uniform data set is intended to cover the entire design domain and is illustrated in 
Figure 3.9. 
The variable density data set contains the uniform global data set plus a second localised data set 
centred around a particular point of interest for each test function. The additional local data set 
contains the same number of points as the uniform, and is intended to represent a region where a 
user may wish to create a higher fidelity model. See Figure 3.9 below. 
 
Figure 3.9 : 2D projections of model data sets used for the 4D T-Section test problem 
  




3.3.5.2 Validation Data 
Accuracy will be assessed using the    correlation metric introduced in Section 2.9. 
In order to generate    statistics for the various test cases, an independent data set is required. For 
a measure of global accuracy a large number of quasi-random points are generated across the entire 
design domain. The Sobol sequence is used again for the validation points, but different parameters 
are used to seed the random number generator to ensure that the model and validation data sets 
are independent. Given that both mRBF and Kriging are interpolating models then the error should 
always be zero at the model data points. This would thus lead to biased accuracy statistics if the 
model points are included in the validation set. 
A second set of validation points is generated across the local region of higher fidelity in order to 
assess localised model accuracy. Projections of the global and local validation data are provided in 
Figure 3.10. 
 
Figure 3.10 : 2D projections of validation data sets used for the 4D T-Section test problem 
 
3.3.6 Results : Accuracy vs. Basis Width 
For each test problem the results are presented for the uniform and variable data sets. Four 
different sampling densities are provided for each data set. Each plot shows the local and global 
accuracy of each model at the given basis width. A graphical overview of the 2D function is also 
included to allow general comparisons of the features exhibited by each model, see Figure 3.11. 




3.3.6.1 Results : 2D Problem : Graphical Overview 
Figure 3.11 : Representative surface plots of 2D Beethoven models alongside the true function. The 
colouring on the surface indicates the magnitude of the absolute approximation errors. 
 
b) mRBF – Uniform – 200 points 
d) Kriging – Uniform – 200 points 
c) mRBF – Variable Density – 400 points 
e) Kriging – Variable Density – 400 points 
f) MLS – Uniform – 200 points g) MLS – Variable Density – 400 points 




3.3.6.2 Results: Uniform Data 
 Figure 3.12 a) : Results data for the 2D uniform data set (Beethoven) 
 





Figure 3.12 c) : Results for the 8D uniform density data set (Shekel) 
3.3.6.3 Observations : Uniform Data set 
For the lower values of basis width in Figures 3.12 a) to c), the Kriging and mRBF models are almost 
identical in terms of performance. This is to be expected since the mRBF model will only begin to 
create nested data sets when the overlap between basis functions becomes too high. At low basis 
widths the points can be accommodated in a single level without violating any of the spacing rules 
outlined in Section 3.2.8. 
For all problems the Kriging model exhibits a peak in global accuracy somewhere along the basis 
width scale with a reduction in accuracy beyond this peak. There are also areas of the Kriging model 
that failed to solve due to severe matrix ill-conditioning. Results for failed cases are not plotted. 
The MLS model is comparable to the RBF interpolants for the 2D and 4D problems, where it also 
exhibits a peak in global accuracy followed a smooth decline. The MLS model performs particularly 
well for the 8D problems, with accuracy generally increasing as basis width increases and the model 
approaches the standard un-weighted polynomial case. From this it may be concluded that the level 
of activity in the Shekel function at a global scale is relatively low. 
In general all models exhibit poor performance for the local accuracy metric when using the uniform 




3.3.6.4 Results : Variable Density 
 Figure 3.13 a) : Results data for 2D Uniform data set 
 





Figure 3.13 c) : Results for the 8D variable density data set 
 
  





3.3.6.5 Observations : Variable Data Set 
For the 2D and 4D cases it is clear that the Kriging models do not cope well with the variable density 
data set. They exhibit good local performance at the lower end of the basis width, but fail to 
concurrently maintain the global performance. The instability issues also arise much sooner, which is 
to be expected given the much tighter point spacing present in the localised data. The local accuracy 
curves exhibit a smooth decline in accuracy after the peak as was observed for the uniform data 
sets. However, for the 2D case with 50 points the local accuracy rises again demonstrating the 
unpredictable nature of matrix ill-conditioning. 
In contrast the mRBF model balances the demands of global and local much better for the 2D and 4D 
tests and remains stable throughout all tests. 
The RBF results for the 8D case are harder to interpret as there is significant divergence between the 
mRBF and Kriging models at the lower end of the basis width scale. This issue is investigated in more 
detail in Section 3.3.7.2 below. However, at the upper end of the test range, reasonable 
performance is achieved for the mRBF model at both global and local scales. 
The MLS model again performs relatively well, and in the majority of cases achieves good local 
performance towards the lower end of basis width range. The best case global performance of the 
MLS models for any given test is also comparable with that of mRBF particularly for the 2D and 4D 
problems. However, the peaks in global and local accuracy are not concurrent, i.e. the MLS model 




3.3.7 Understanding the Results 
3.3.7.1 Kriging Accuracy Drop 
A pattern observed throughout the results presented above is a smooth drop-off in the accuracy of 
the Kriging model as basis width increases. This drop always appears to tend towards      as 
illustrated by the extract in Figure 3.14 below. 
 
Figure 3.14 : Extract from test results showing typical example of Kriging accuracy 
Figure 3.15 shows four Kriging models for the 2D problem plotted at basis widths corresponding to 
the points labelled a) to d) on Figure 3.14. By observing the form of the response in these plots it is 
possible to make sense of the    correlation results. 
 
Figure 3.15 : Comparison of 2D Kriging model at a range of basis widths. The items a) to d) 
correspond to a points labelled on Figure 3.14. 
At high basis widths very large unstable peaks arise in the model as shown in Figure 3.15 d). In this 
situation the model responses    become much greater than the original data used to create the 
model   . The quotient in the  
  correlation coefficient thus becomes dominated by the model 
responses and will approach zero in the limit as follows: 
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At low basis widths the model responses fi tends towards the constant mean term used for 
interpolation μ.    thus tends towards a constant     
  given by: 
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 (44) 
 
It is clear to see how large negative values of    can occur particularly if the μ is similar to  ̅. Note 
that the    values are capped at a lower bound of -1 for plotting purposes. 
 
3.3.7.2 Disparity between Kriging and mRBF in 8D 
For the 8D variable density problem the Kriging model appears significantly more accurate than 
mRBF at lower basis widths, as highlighted in Figure 3.13 c) above. This result does fit the general 
pattern observed with mRBF being of comparable accuracy to Kriging or better. 
In order to understand the error behaviour in more detail it is useful in this case to plot the absolute 
errors obtained for the validation data against the true values of the function at those points. See 
Figure 3.16. 
 
Figure 3.16 : Absolute error vs. true function value for the global validation points 
From Figure 3.16 it is clear that the Kriging model exhibits much lower errors for the global 
validation data. The plot also shows that the Kriging mean is much more representative of the global 
data compared to mRBF. 
The Kriging mean is given by Equation (38), and can be interpreted as a weighted average of the 
data, with the weights determined by the RBF coefficients. In this way the Kriging mean takes into 
mRBF mean skewed by 




account the spatial distribution of the data and places less emphasis on local clusters of points. The 
mRBF implementation for these tests uses a simple arithmetic mean which becomes skewed by the 
local data cluster in the variable density data set. In Figure 3.16 only global validation points are 
shown, which is why the mean value appears not to correspond with the data. 
If the Kriging mean term is applied to the mRBF model, to create a mean adjusted model, the global 
error distribution improves significantly as illustrated by the red markers in Figure 3.17. The Kriging 
mean is more representative of the data set as a whole and is less influenced by local data clusters. 
This behaviour is well suited for the 8D Shekel function which tends towards a constant at the 
boundaries, but this may not be the case in general. 
 
Figure 3.17 : Absolute error vs. true function value for the global validation data set with a modified 
mRBF mean term 
 
Figure 3.17 also shows the results from a different mRBF model using the default arithmetic mean 
but a much higher basis width. This second mRBF model (pink markers, labelled mRBF h=1.356) 
exhibits similar error behaviour to the mean adjusted model, and  demonstrates how the mean term 
becomes less important as the top level basis width increases. A possible conclusion from these 
results it that as long as the basis width is high enough, then fine tuning of the mean term can be 




3.4 Exploring mRBF Efficiency 
As discussed in Section 3.2.6, mRBF presents possibilities for improving efficiency in comparison with 
single level models. This section aims to examine whether the use of nested data coupled with 
matrix sparsity can help to reduce the overall computational burden. 
3.4.1.1 The Dense Case 
There are numerous aspects to efficiency in the modelling process but the key component under 
scrutiny here is the time required to find the RBF coefficients   from Equation (8). This part of the 
modelling process requires solution of     linear systems, for which the solution generally 
requires   3  operations. Cholesky factorisation is employed to reduced the time as far as possible, 
but for dense matrices it does not escape the dependence on    3 . See Appendix B.1 for a more 
detailed discussion on Cholesky factorisation. 
A single level RBF model such as Kriging places all n points in a single correlation matrix where as 
mRBF has the potential to break the problem down using data subsets. Similarities can be found 
with the multi-grid approach commonly used to improve the efficiency of iterative differential 
equation solvers [73] . 
The complexity of the mRBF problem can described by: 
 






Where  is the number of levels and    is the number of data points in the sub set for level  . 
The overall complexity depends on how many points participate at each level, and the complexity 
will therefore be data-set specific. It is thus necessary to explore the issue using real data. Data sets 
with highly localised clusters are likely to create more efficient multilevel structures, compared to 
uniformly spaced data which has by definition less variation of the minimum inter-point distances. 
3.4.1.2 The Sparse Case 
The compact nature of the mRBF basis function produces no correlation between distant pairs of 
points and thus introduces zeros into the correlation matrix  . The time required to solve a sparse 
system depends on the number of non-zero elements, the number of rows and also the pattern of 
sparsity in the matrix. A key issue when working with sparse symmetric problems is the amount of 
extra non-zero terms which appear in the sparse Cholesky factor. This phenomenon is referred to as 
“fill-in”, and if too much of it occurs during the factorisation process the effective sparsity of the 




meaning that realistic computational costs for a sparse solver are difficult to estimate. Numerical 
testing will thus be required for quantitative assessments of sparse computational cost. 
3.4.2 Parallelisation 
As shown in Table 3.1 the final solution at each level is dependent on the previous level. However, 
the majority of the computational effort in these solutions is the factorisation of the   matrices 
which are dependent only on the geometry of the data set each level and not the responses. There is 
thus potential for these matrices to be solved in parallel and in the best case the cost associated 
with Equation (45) would reduce to the maximum complexity of an individual level. The optimal 
scenario for the dense case is described by Equation (46) below. 





This potential for parallelisation would apply equally well to the sparse case if it was economic to do 
so. However, in both the dense and sparse cases the reality depends on both the computing 
platform and hardware resources available. There is inevitably a computational overhead associated 
with setting up and managing parallel computations, and is likely to bring significant additional 
complexity to any software implementation. For this reason explicit parallelisation is not 
implemented in the present work, but parallelism is considered in the theoretical analysis of 
problem complexity. 
3.4.3 Testing Scenario 
It is often difficult to compare like with like when assessing computational efficiency of numerical 
tools. For this project the Kriging model is implemented in MATLAB and the mRBF model is a 
standalone program in C++ and thus it is very difficult to make direct comparison. In order to create 
a level playing field, the  matrices used in mRBF are exported to MATLAB for further interrogation. 
Timing tests are performed by solving Equation (8) repeatedly and then taking an average value. 
Cholesky factorisation is employed in all cases using the default MATLAB implementation. For the 
sparse tests the matrix is converted into a sparse format prior to the timing test, but it is not 
reordered up front. 
Only the 2D and 8D problems with the largest point sets are presented here. The larger point sets 
produce more consistent timing results as they are less affected by background tasks interfering 
with program execution on the testing machine. For mRBF the largest basis width is chosen and for 
Kriging the model providing the best global accuracy is chosen. Whilst accuracy is not under 




3.4.4 Results Format 
3.4.4.1 Theoretical Complexity (a) 
The first plot provided for each test is a theoretical upper bound on complexity for the Kriging and 
mRBF models. For Kriging the cost is estimated at    3 , and for mRBF the results are based on 
equations (45) and (46). 
3.4.4.2 Timing Tests (b) 
The second plot contains actual timing tests for both dense and sparse solvers. Parallel solve 
operations were investigated, but the results are not provided as the overhead in MATLAB for 
parallel tasks was found to be prohibitively high in comparison with the basic solve times. The total 
times are shown in relation to the Kriging model. This plot also shows a line labelled mRBF Min 
which is the sum of the most efficient solver at each level. For example if the sparse solver is found 
to be quicker than the dense solver at level 4, then the sparse time will be used as the contribution 
to the total at this level. The mRBF Min line represents the minimum possible solve time that could 
be expected using a mix of sparse/dense solvers without parallelisation. Of course in practice this 
would require a knowledge of which will be the most efficient solver a priori, which is not 
straightforward to estimate as discussed in Section 3.4.1.2 above. 
3.4.4.3 Matrix Structure (c) 
The final piece of data presented for each test is an overview of matrix structure at each level of the 
mRBF model. This provides an indication of the problem sizes for each level and a general overview 
of the sparsity pattern. For this final plot the matrices are reordered in MATLAB using the 
Approximate Minimum Degree (AMD) algorithm [75], which is one of the tools commonly used as 
the first step in a sparse matrix solve operation. The efficiency of the sparse factorisation is closely 
related to the structure of the reordered matrix. Whilst the precise relationship is hard to predict, a 
good guideline to potential efficiency is the existence of large blocks of contiguous zeros in the 





3.4.5 2D Uniform Data Set : 200 Points  
 
 Figure 3.18 a) : 2D uniform data set : Theoretical matrix complexity per level 
 





Figure 3.18 c) : 2D uniform data set : Matrix sparsity patterns for the mRBF model 
3.4.6 2D Variable Data Set : 400 Points  
 





Figure 3.19 b) : 2D variable data set : Dense and sparse timing tests per level 
 
Figure 3.19 c) : 2D variable data set : Matrix sparsity patterns for the mRBF model 
3.4.7 Observations for the 2D Data Set 
Figures 3.18 a) and 3.19 a) illustrate the theoretical complexity of the mRBF problem on a per level 
basis. For the uniform case in Figure 3.18 a) it is clear that most of the points are clustered in levels 5 
and 6 and thus the complexity of the problem is not well distributed between levels. The Kriging 
model has a lower theoretical complexity in this test, and this relationship is confirmed by the dense 
timing tests shown in Figure 3.18 b). However, each individual level of the mRBF model is less 
complex than that of the Kriging and thus the theoretical efficiency line for a parallel implementation 
is below that of Kriging. 
For the variable density model Figure 3.19 a) shows a more even distribution of matrix complexity 
across the various levels, but still exhibits a peak at level 6. The Kriging model again has a lower 
theoretical complexity, which is also seen by the total times in Figure 3.19 b). However, the actual 




concluded that there are additional aspects to computational complexity not captured in theoretical 
complexity estimates made in Section 3.4.1.1. There is likely to be a pre-processing overhead 
associated with multiple mRBF matrices compared to the single solve operation required for the 
Kriging model. 
Figures 3.18 b) and 3.19 b) also show the timing results of the sparse matrix solutions relative to 
their dense counterparts. In order to make sense of these results it is necessary to refer to the 
matrix sparsity information presented in Figures 3.18 c) and 3.19 c). The timing results show a 
general pattern where sparse solver benefit is only realised if the number of non-zero elements is 
less then 5% of the total elements in the matrix. However, a comparison of the variable density 
timing results for levels 6 & 7 (Figure 3.19 b)) reveals a significant disparity between apparently 
similar cases. The matrices for levels 6 & 7 have similar proportions of non-zero elements, but sparse 
solver performance for level 7 is worse despite the matrix being smaller. The difference arises from 
relatively subtle differences in matrix structure and the effect on the resulting Cholesky factor. 
Figure 3.20 below shows the matrix structure for the Cholesky factors for levels 5 to 8 for the 
variable data set. Level 7 experiences more fill-in relative to the level 6 which explains the timing 
results observed. This effect can also be seen for level 5 which shows very poor sparse performance. 
Whilst individual levels show some benefit from the use of sparse solvers in Figures 3.18 b) and  
3.19 b) the total sparse solver times show little or no benefit relative to dense total time. The  
mRBF Min line does show some improvement, but as discussed in Section 3.4.3, it is necessary to 
know in advance which solver to use for each level if this efficiency gain were to be realised in 
practice. 
 Figure 3.20 : Illustration of Cholesky factors for the upper levels of the 2D variable data test, 





3.4.8 8D Uniform Data Set : 1000 Points  
 
 Figure 3.21 a) : 8D uniform data set : Theoretical matrix complexity per level 
 





 Figure 3.21 c) : 8D uniform data set : Matrix sparsity patterns for the mRBF model 
 
3.4.9 8D Variable Data Set : 2000 Points  
 





Figure 3.22 b) : 8D variable data set : Dense and sparse timing tests per level 
 
Figure 3.22 c) : 8D variable data set : Matrix sparsity patterns for the mRBF model 
 
3.4.10 Observations for the 8D Data Sets 
Figure 3.21 a) illustrates the theoretical complexity of the mRBF problem on a per level basis for the 
8D uniform data set. For this problem there is much better agreement between the theoretical and 
experimental results as shown by Figure 3.21 b). The relationship between the total times for Kriging 
and mRBF is very similar here, with Kriging proving more efficient in both cases. This suggests that 
for larger point sets the asymptotic complexity estimates may be used to estimate the relative 
merits of using a multilevel system. The results also shows that mRBF is unable to break down the 
data into significantly smaller subsets for this size data set in 8D. For example level 3 contains nearly 




For the 8D variable data results on Figures 3.22 a) and 3.22 b), the theoretical complexity 
relationship is again reflected well in the experimental timing tests, but this time the mRBF model is 
more efficient. This follows the same theoretical pattern as for the 2D problem as seen in Figure 3.19 
a), but for the 2D case the theoretical gains could not be realised in practice. It can also be seen from 
Figure 3.22 a) that the theoretical lower limit when solving in parallel is significantly lower than the 
other totals for the 8D variable data. 
Figures 3.21 b) and 3.22 b) show the timing results of the 8D sparse matrix solutions which are 
consistently higher than their dense counterparts. The total time for the sparse solvers and the 
mRBF Min total are thus omitted from the results. It is clear that sparse matrix would not bring any 
significant benefit to the 8D data sets investigated. 
Even for level 4 of the uniform data set which contains only 0.6% non-zero values, the sparse solver 
takes longer than the dense equivalent. Figure 3.23 c) shows the Cholesky factorisation of the level 4 
matrix where extensive fill-in can be observed. The dense bands at the edges of the reordered 
matrix in Figure 3.23 b) indicate that certain data points have much higher levels of interaction in the 
correlation matrix than others, thus resulting in the high levels of fill-in. From this data it appears 
that the structure of high-dimensional correlation matrices does not make the use of sparse solvers 
worthwhile. 
 
Figure 3.23 : Matrix structures for level 4 of the 8D uniform data test 
 
  





This chapter has explored various aspects of mRBF performance in relation to established modelling 
techniques. 
Section 3.3 demonstrated that the mRBF formulation performed well in regards to the robustness 
and flexibility of the resulting approximation. The mRBF model appeared to be particularly 
advantageous when working with variable density data containing localised clusters. 
 mRBF provided a consistent approximation for a range of parameter values, thus reducing 
the need for costly model tuning processes. By using a high initial basis width the multilevel 
nature of the model was exploited to create an approximation suitable for a variable density 
data set. 
 In contrast to the single level Kriging model, mRBF proved to be numerically stable for all 
data sets without the use of special matrix preconditioning techniques. 
 mRBF was also the only one of the three methods tested to be able to consistently balance 
the demands of local and global accuracy within a single model. 
 A final more general observation is that mRBF model provided more favourable results using 
the larger point sets. 
Aspects of modelling efficiency were examined in Section 3.4, where the computational burden was 
found to be dependent on the data set under consideration. For the 2D data sets and the 8D 
uniform data set, the matrix computation time was found to be greater than a single level RBF 
model. For the 8D variable density data set a reduction in theoretical complexity was observed due 
the nested mRBF data structures and the use of compact basis functions. This efficiency gain was 
also observed during numerical testing, thus demonstrating that mRBF is able to realise its 
theoretical advantages when working with large variable density point sets. 
The potential for parallel solvers was investigated, and in principle significant reductions in solve 
time could be achieved if the software/hardware tools employed allowed the parallelism to be 
introduced with minimal overhead. 
Matrix sparsity was also examined in Section 3.4, and significant levels of sparsity were observed in 
several of the mRBF correlation matrices. However, in practice this sparsity pattern was found to 
provide little overall benefit in terms of computation cost for the problems under consideration. For 
the 2D problem small overall computational gains were observed, but in order for these gains to be 
useful in practice it would be necessary to have advance knowledge of which solver to use for any 
given level. Predicting the sparse computation time was seen to be a non-trivial matter thus making 
the dense/sparse balance a challenging task. The benefits of using sparse solvers is well known to be 




greater use. However, in an engineering modelling context large data sets are more likely to be used 
as the dimensionality increases, but as the efficiency tests for the 8D problem showed the 
interaction between points in higher dimensions reduces the effectiveness of sparse solvers. It is 
therefore concluded that sparsity is unlikely to bring any tangible benefit to the mRBF modelling 








This chapter explores the use of multilevel techniques in the context of 
engineering optimisation. Possible strategies for adaptivity are explored 





4.1 Aspects of Metamodel Adaptivity 
4.1.1 Introduction: A loosely coupled workflow 
The core aim of this project is to replace some form of computationally expensive analysis with a 
cheaper alternative. In this scenario the role the model might play in an optimisation workflow 
cannot be assumed. The analysis in question could be subject to wider influences and constraints, as 
is the case for the composite panels which make up an aircraft wing. In this latter case it is assumed 
that the buckling behaviour may be modelled in isolation, but the loading and overall geometry for 
an individual panel is coupled to the surrounding wing components. 
In summary, the approach examined in this work is not metamodel based optimisation, but instead 
metamodel assisted optimisation. Metamodel based optimisation tends to favour the addition of 
new points in the region of an isolated global optimum. If the user has a specific objective such as 
minimisation of an isolated response then this would be the obvious choice. However, for the wing 
analysis example the isolated optimum design for a single panel may cause undesirable load 
distribution in the neighbouring panels. In this latter case the model is being used as part of a wider 
optimisation process and the goal is instead to add points to the model in response to external 
queries. 
For this work it is considered desirable that the metamodel is treated as a transparent replacement 
for the analysis. This implies that the model should be completely separate from the optimisation 
engine. The metamodel workflow thus becomes loosely coupled, and the model may be developed 
and tested in isolation. It also gives the user more freedom to swap the model for an alternative 
numerical scheme without compromising the integrity of the optimisation workflow. However, this 
notion of decoupling poses a dilemma for the subject of metamodel adaptivity. In order for the 
model to make decisions about when and where to add more data it needs to know about the 
current optimisation objectives. For example, is the model being used as a constraint, for direct 
minimisation or visualisation? The user of the given model is thus required to provide criteria for 
assessing errors which will inevitably be closely linked to the current state of the optimiser, thus 




4.1.2 Conventional RBF Error Estimation 
Single level RBF models allow theoretical estimates of the modelling error to be made using a 
construct commonly referred to as the Power Function [26]. It can be expressed in a number of 
different ways, but for a conventional RBF basis function , the Power Function      is given by: 
 
     √   ,    (      ;     ) (47) 
Where: 
  is the location of a test point under consideration 
   ,    is the auto correlation of the test point with itself (generally constant) 
     is a vector of basis function values evaluated at all data points, i.e.          ,     
  is the correlation matrix used to fit the RBF model,         (  ,   ) 
The error is generally expressed as a product of the power function and a constant as shown in 
Equation (48) below. 
 ‖           ‖        (48) 
where: 
      is the function approximation 
     is the true value of the function 
  is a constant 
An examination of Equations (47) and (48) reveals that the error tends towards the constant   when 
  is a long way from the model data points, and goes to zero as expected if   coincides exactly with 
any given data point. This latter observation stems from the fact that       ;      tends towards 
   ,    when   approaches   1, see [26] for a complete derivation. 
The constant   is generally related to a quantity referred to as the native space norm, see Fasshauer 
[26] and Wendland [37].   is dependent on the responses for a given data set, but independent of  . 
This means the error behaviour is constant across the design space and is thus relatively crude. A 
more refined error model would ideally introduce a dependence on   into the constant  . This could 
be done on an ad hoc basis by subdividing the data into subregions, but there appears to be no 
practical example of how this could be achieved. 
A fundamental and unavoidable characteristic of the error models described above is that they are 
only as good as the data that supports them. If an atypical portion of the design space with high 
variability is yet to be sampled, then by definition the error of the model will be underestimated in 
this region. 
                                                          
1
       is equal to the  
   row/column of  . Therefore, the solution to the equation             , requires 




4.1.3 Kriging Infill Criteria 
As outlined in Section 2.4.7, Kriging can be considered as a single level RBF accompanied by a 
selection of statistical machinery. The Kriging model improves on the basic RBF error estimates, by 
introducing an element of probability into the process. Instead of trying to assess the error at a given 
location, Kriging instead aims to assess the probability that a given point will improve the current 
objective. This creates a tight coupling between the Kriging model and the optimisation process. in 
Chapter 3, Kriging was used purely as an approximation model, but in engineering practice it is 
generally used as an optimisation system in its own right [2], [4], [6]. 
In addition to being tightly coupled to the optimiser, the Kriging error estimation tools are still 
underpinned by the power function formulation presented in Section 4.1.2 above. Kriging thus 
suffers from similar problems, with the error estimates being uniform across the design space and 
limited to the information available from the current data set. Inaccuracies in the Kriging error 
estimates are highlighted by Viana et al [76] where the theoretical probabilities are compared to 
their true values. It is found that the Kriging model can grossly underestimate the probability of 
improvement, thus indicating that the error is also being underestimated. 
4.1.4 Multilevel Error Estimation 
As explained by Fasshauer [26], the multilevel RBF formulation does not lend itself to generalized 
error estimates. No method exists for expressing the residual error at any given level as a function of 
the preceding levels. In mathematical terms the error estimates are often discussed in relation to 
model convergence, whereby the errors in the model can be shown to tend towards zero. Wendland 
proves convergence (and thus implies an error estimate) for the thin plate spline basis function, but 
this limited result cannot be extended to the more general compact basis functions employed for 
the present work. 
Without a generalised error estimate the statistical techniques outlined for Kriging are also not 
applicable to mRBF. 
4.1.5 Geometric Infill Criteria 
The proceeding sections on adaptivity and error estimation paint a gloomy picture of intelligent 
adaptive modelling using mRBF. Rigorously derived error estimates for mRBF are not available and 
even if they were, they are likely to be inaccurate and create an undesirable coupling between 
model and optimiser. An alternative strategy is to base all adaptivity decision making on geometric 
criteria alone. In this way the model is decoupled from the optimiser and is only concerned with the 
coordinates of the data set. By definition mRBF must perform filtering and sorting of data based on 
the distances between neighbouring points, and is thus already set up to work with geometric 
information. Basic point spacing criteria may thus be applied simply by limiting the number of levels 




More refined geometric adaptivity can be achieved by tracking the requests for information made 
from the optimiser. This information can then be used to infer a region of interest within which new 
sample points should be added. This concept is developed in more detail for the gradient 
optimisation exercise described in Section 4.4.4. 
4.1.6 Initial Data 
All forms of metamodel require data in order to build an approximation. It is assumed that the 
practical cost of obtaining the initial data is lower than subsequent infill points. This assumption is 
based on the fact that initial data can be obtained as a background task without knowing the exact 
nature of the optimisation parameters in advance. The only information which must be known is the 
list of variables to include in the model and their approximate ranges. By splitting the optimisation 
task into an initial data collection stage and an interrogation stage, the bottlenecks in an 
optimisation workflow may be reduced. 
Initial data for model building can also be obtained from previous analysis runs. The user may have 
built up a database of points during a related optimisation exercise, which may later be applied to a 
different objective. This is potentially an important reason for using a model in an optimisation 
context as it can effectively provide the user with a head start. 
The initial data sets used in the present investigation are based on the Sobol Set sampling plan. Thus 
the only parameter required is the number of points that must be generated for any given test case. 





4.2 Optimisation Strategies 
The following sections contain an overview of two distinct classes of optimisation methods 
employed for the present work. A broad technical overview is provided highlighting the differences 
between the two approaches. 
4.2.1.1 Constrained Gradient Based Optimisation 
The term Gradient Based is used to include methods which exploit gradient information to find a 
function minimum. Gradient methods generally construct a local approximation to the function at 
each iteration, and then use this to extrapolate the location of the optimum. If the function is multi-
modal, with multiple local minima then there is no guarantee that the global optimum will be found. 
For a given set of initial conditions, gradient based strategies are deterministic, and will always 
follow the same trajectory. The starting point for the search is thus a key factor determining which 
local minimum is encountered is first. Newton’s Method [77] provides a classic example of a simple 
gradient based technique. 
If the problem is constrained then the complexity of the optimisation process increases significantly. 
A constraint is a condition that must be fulfilled by the final solution. If the constraint is violated then 
the solution is infeasible and the design is rejected. In the case of the wing panel optimisation, the 
objective function is panel weight, but the problem is highly constrained by a number of other 
criteria including buckling resistance and damage tolerance. The final design must have suitably high 
buckling resistance and resistance to impact to be deemed safe. In this situation the constraint 
functions are highly non-linear, and thus optimisation requires an advanced type of optimiser 
capable of working with arbitrary constraints. A number of different approaches exist, but one of the 
more commonly encountered varieties is Sequential Quadratic Programming (SQP) [78]. SQP is 
employed during this investigation for gradient based problems where the constraint may be 
represented directly by an analysis process or a metamodel approximation. See Section 4.4.1 below, 
for additional information on how SQP is employed in practice. 
4.2.1.2 Heuristic Optimisation 
The term “heuristic” is used to refer to a family of methods containing stochastic components. This 
means that there is a degree of randomness in the optimisation process, and thus the final result is 
not deterministic. In general heuristic methods operate with a large population of candidate 
solutions which interact and ideally converge towards a global optimum. A second common 
characteristic of these methods is that they do not require information about the function gradients, 
and can thus accommodate discontinuous highly non-linear behaviour. A key drawback of heuristic 
techniques is their computational expense relative to gradient based approaches, as large numbers 
of analysis points are generally required during the optimisation process. Whist not directly linked to 




provide a more rounded picture of mRBF performance in an optimisation context. Whilst heuristic 
optimisers are also capable of handling constrained problems, this capability is not required for the 
present work and is thus not discussed further.  
The Genetic Algorithm (GA) is popular method that exemplifies the heuristic optimisation 
characteristics outlined above. The GA uses a randomly selected population of initial candidate 
solutions and then uses the “fittest” individuals from that generation to seed the population for the 
next iteration. The process continues until no further improvement is observed, or the user runs out 
of time. The GA is employed in the heuristic investigation of Section 4.5. 
 
4.3 Efficient Multilevel Update 
In Section 3.3 it was shown that the mRBF formulation remains stable when the data set is 
augmented with extra points. There is no need to retune the model when extra data is added during 
the update process, making mRBF inherently well suited to adaptive optimisation scenarios. The fact 
that hyper-parameters for the mRBF basis functions stay constant during adaptive updates, means 
that the correlations between existing data points at any given level do not change. This fact has 
been exploited in this work to significantly reduce the matrix computation time required to rebuild 
the model following an adaptive update. A method for updating the matrix solutions has been 
implemented, eliminating the need for a full re-solve when a new point is added. 
As discussed in Section 3.4.1.1, the mRBF correlation matrices are symmetric and are thus suitable 
for Cholesky factorisation. For dense matrices, a full solve requires    3  operations, where   is the 
size of the matrix. Using block matrix update techniques a single point may be added to an existing 
solution using       operations, thus producing a significant time saving as matrix sizes increase. In 
general terms, for   data points the update time can be improved by a factor of  . See Appendix B.2 
for details of the mathematical basis of this technique. 
It could be argued that in relation to the time required to evaluate the analysis function, the matrix 
solve times will always be insignificant. However, it has been a key goal of this project to improve all 
aspects of modelling efficiency where possible. In addition, having an efficient update scheme 
provides the building blocks for novel model tuning processes where a model is built up 






4.4 Gradient Based Optimisation Tests 
4.4.1 Introduction 
The aim of this test is to explore the behaviour of the mRBF model when coupled with a gradient 
based optimiser. The optimisation tool employed for this test is an SQP2 based solver provided 
within MATLAB [75]. When the test function is being called directly the relevant gradients are 
calculated via a conventional finite differencing approach, but when a metamodel is included in the 
loop the gradients are analytically derived from the model. 
4.4.2 Test Problem 
For this investigation the 4D T-Section is used as the basis of the optimisation problem. The weight w 
is used as the optimisation objective and the buckling failure load    is used as a constraint. The 
problem is formulated as follows: 
      
                     
(49) 
 
The geometry of the T-Section problem is outlined in Figure 4.1 below, and a description of the 
associated degrees of freedom is given in Table 4.1. Full details are provided in Appendix A.2. 
 
Figure 4.1: Illustration of T-Section geometry 
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Table 4.1 : T-Section variable definition 
ID Symbol Description Units Lower Bound Upper Bound 
1 b Section Depth mm 10 100 
2 tw Web Thickness mm 1.5 5 
3 a Flange Width mm 30 150 
4 tf Flange Thickness mm 0.5 5.0 
 
The mRBF model is used to approximate the buckling constraint as this is assumed to be the 
computationally demanding part of the analysis. The weight function is assumed to be cheap to 
compute and is thus called directly in all cases. 
The problem has a unique optimum solution as illustrated in Figure 4.2 below. 
 
Figure 4.2 : Plots of objective and constraint for the T-Section optimisation problem.  
Optimum solution indicated by the red dot. 
  




4.4.3 Evaluation Modes 
During the tests the model is used in four distinct ways. These different approaches will be referred 
to as evaluation modes and are described below. 
a) Direct : The term direct is used to describe the case when the mRBF model is bypassed and 
the test function is called directly. This is taken as the benchmark case. Gradients are 
obtained by finite difference calculations. 
b) Model : Build a model, and then optimise it with no adaptivity. Gradients are obtained 
analytically from the model. 
c) Update : Try and add the point requested by the optimiser to the model every time. This 
approach ensures accurate response values, but the model is still required to obtain the 
gradients. Gradients are obtained analytically from the model. 
d) Adaptive : The sampling domain is slowly reduced in response to optimiser queries 
as described in Section 4.4.4 below. A prescribed number of points must always lie inside the 
box, and thus extra infill points are added where necessary. This idea follows on from the 
variable density data sets introduced in Chapter 3. The decision for the number of points 
     that must lie in the box is relatively arbitrary. For these tests the choice of      is 
made on a trial and error basis in order to obtain a predefined target number of points 







4.4.4 Geometric Adaptivity 
The aim for the proposed geometric adaptive sampling regime, is to allow the sampling domain to 
evolve as the optimisation progresses. The scheme presented here is primarily aimed at sequential 
samples made by a gradient based optimiser, but could easily be adapted to heuristic population 
based optimisation methods if required. In order to gauge the required scale of the sampling domain 
it is necessary to understand the needs of the optimiser at any given time.  
4.4.4.1 Optimiser Trajectory 
Given that explicit coupling with the optimiser is to be avoided, the proposed method instead tracks 
a sequence of requests to create a piecewise optimisation trajectory as illustrated in Figure 4.3. 
The most recent chord length   may then be used to control the scale for the current approximation, 
and may be simply defined as: 
    ‖     ; ‖ (50) 
Where    denotes the coordinates of the optimiser query at iteration i. 
 
Figure 4.3 : Schematic illustration of an optimisation trajectory showing a general decrease in step 
sizes as the solution progresses towards the optimum. An example chord length   is also shown. 
 
A typical plot of the parameter   obtained during this work is given by Figure 4.4 below. It is 
observed that the optimiser does not generally move in a linear fashion; a large step may then be 
followed be a very small perturbation and vice versa. However, a general downward trend is 
assumed to correlate with the convergence towards the optimum solution. In order to obtain the 
trend the step size data is filtered over several iterations to obtain a longer term picture of how the 
optimiser trajectory is progressing. 










Figure 4.4 : Evolution of optimiser step size during constrained gradient based optimisation 
 
The   parameter can be scaled by an arbitrary factor  , and bounded by a minimum value      to 
create a potentially more useful parameter   : 
   
         ,      ) (51) 
Where for this investigation   is taken as 2.0. 
4.4.4.2 Box Definition 
The   parameter introduced above provides the model with an indication of the size of the 
optimisation search domain at any given iteration. This information may be used to construct an N-
dimensional bounding box within which additional sampling should take place. 
An N-dimensional box is defined by two N-dimensional vectors      and   a  describing its 
minimum and maximum coordinates. These coordinates may be iteratively adjusted using the    and 
   parameters as follows: 
     ,       , ;         
   
  a ,     a , ;         
   
(52) 
Where   is a smoothing parameter controlling how much lag there is between the current box and 
the updated coordinates  given by the terms in brackets.   is taken as 0.2 for this investigation. 
See the adaptivity comparisons in Section 4.4.5.4 for further information on how the above 
formulation works in practice to produce an evolving sampling domain. 
























4.4.4.3 Infill Points 
The bounding box defined in Section 4.4.4.2 may be used to formulate a simple criterion for 
measuring local data density by adding extra points where required.  
The proposed strategy requires a fixed number of points      to be defined in the bounding box at 
all times. If the box does not contain enough points, then infill points may be added. The process is 
described in Figure 4.5 below. 
 
Figure 4.5 : Schematic illustration of infill point process 
Infill points are calculated using the Sobol set sampling scheme. By default the Sobol generator 
produces values scaled between 0 and 1, and thus the points must be transformed to fit inside the 
current bounding box. A newly generated point is compared to the existing data locations set to see 
if it can be successfully inserted into the mRBF model. This process employs the same point spacing 
criteria as used for the mRBF model outlined in Section 3.2.8.1. If the point cannot be added then a 
new Sobol point is generated as indicated in Figure 4.5. If      is set too high relative to the box size 
and the mRBF spacing criteria, then it is possible that       cannot be satisfied. The infill process 
should thus be halted if no suitable point is found after a given number of iterations.  
The above infill procedure is a simple and effective for adding new local data points, with mRBF 
spacing criteria preventing points being placed too close together. However, there is significant 
scope for implementing more advanced sampling regimes where newly sampled point provide 
optimal space coverage relative to the existing points.  
Is  𝑛   ≥ 𝑛   ? 
Evaluate current bounding box 
Evaluate model prediction 
Calculate next Sobol point 
Point location OK?  
Find number of points in 
current box 𝑛𝑏𝑜𝑥  










To establish a benchmark for the test, each of the 20 
optimisation runs is performed with no limits placed on the 
number of function evaluations permitted. The optimisation 
process thus stops when the optimiser decides that no further 
improvement is possible. The results of this initial test are 
shown in Figure 4.6 and Table 4.1, where three distinct regimes 
can be observed. The results have been sorted in order of the 
objective function values, and thus the best solutions are to the 
left hand side of the plot. The middle of the plot contains 
solutions which have not fully converged to the optimum. On 
the right hand side several solutions have converged to a 
distinct suboptimal local minimum. Each optimisation run uses 
a different random starting point and thus the various 
outcomes observed are due to varying optimiser trajectories. 
Note that the size of the circular data point on Figure 4.6  
indicates the magnitude of the constraint error. Filled circles 
indicate infeasible design, and empty circles indicate a 
suboptimal (safe) design where there is potentially scope for 
improvement in the objective function. Ideally no data point is 
drawn indicating that the constraint is satisfied exactly. 
 
Figure 4.6 : T-Section 4D : Benchmark optimisation run with no limits placed on function evaluations.  
Local minimum 




Table 4.1 : Benchmark values of  
objective function and constraint 
Test No. Objective Constraint 
1 0.1482 -0.0025 
2 0.1484 -0.0032 
3 0.1485 -0.0027 
4 0.1514 -0.0001 
5 0.1534 -0.0052 
6 0.1535 -0.0110 
7 0.1537 -0.0115 
8 0.1537 -0.0140 
9 0.1537 -0.0103 
10 0.1538 -0.0116 
11 0.1540 -0.0107 
12 0.1540 -0.0108 
13 0.1541 -0.0112 
14 0.1543 -0.0108 
15 0.1544 -0.0110 
16 0.1545 -0.0042 
17 0.1547 -0.0111 
18 0.1842 -0.0711 
19 0.1844 -0.0721 





4.4.5.2 Is the model useful? 
Figure 4.7 below shows the results of a comparison between three optimisation modes: direct, 
model and update. The number of points is nominally capped at 120, but the optimisation routine 
cannot be halted midway through an iteration and thus tends to overshoot this limit. For the tests 
using a model as part of the optimisation process, much finer control over the number of 
evaluations is possible. 
The results of the direct evaluation clearly show that the optimiser has not yet converged as the 
majority of solutions are suboptimal, with significant room for improvement in the constraint value. 
This is indicated by the presence of the large empty circles used to represent the data points. The 
120 point limit means that the results are significantly worse than the benchmark case from Section 
4.4.5.1 where the tests were carried out with no limit on the number of evaluations. 
 





The model based option with no dynamic updates (model_L6) appears to generate solutions that are 
close to the optimum weight, but this is generally accompanied by significant constraint violation 
due to inaccuracies in the associated metamodel. The constraint violation is indicated by the 
presence of large filled circles. For the final test (update_L6) the number of initial points is reduced 
and the model is allowed to update in response to optimiser queries. The constraint values are much 
improved for these update_L6 tests. This indicates that the associated metamodels are much more 





4.4.5.3 How many levels? 
The second issue to be examined for the T-Section optimisation problem relates to the number of 
mRBF levels used in the model. A lower number of levels means wider point spacing and thus fewer 
points can be added to the model. As the number of levels is increased, the fidelity of the model 
potentially improves but the number of infill points increases. 
Figure 4.8 illustrates the results for update models with levels 4, 6, and 8. It is clear that the number 
of levels affects the quality of the results, but as more levels are added the improvement is marginal. 
 
 






4.4.5.4 Adaptivity Comparison 
This final gradient based experiment aims to see if any further improvement can be made on the 
update_L6 case using the box adaptivity strategy described in Section 4.4.4. Three cases are 
illustrated in Figure 4.9 below. The suffixes B10 and B13 denote the number of points that must lie 
inside the adaptivity box at any given iteration. These quantities have been chosen via trial and error 
in order try and keep the overall number of points comparable with the update_L6 test. The number 
of points at the start of the test is shown by the dotted line on the associated point count bar chart. 
These results are promising as a noticeable improvement in optimiser convergence can be observed 
relative to the update_L6 case. In this case the adaptive_L6_B13 scheme with no initial data and 
more update points performs better than the adaptive_L6_B10 test which starts off with 50% of its 
data up front. 
 





The adaptive_L6_B13 appears to have made better use of the computational budget in this case by 
allowing samples to be added in the region of the discontinuous optimum region. A 2D projection of 
the final data set for a typical run is given in Figure 4.10 a). The outline of the adaptivity boxes at 
each iteration is also shown here. Figure 4.10 b) illustrates how the box size evolves as the 
optimisation progresses in relation to the optimiser step size. 
 
Figure 4.10 : T-Section 4D : Box adaptivity information 
  


































box diagonalb) Evaluation of box diagonal 
relative to optimiser step size 
a) 2D Projection of data 





4.4.6 Gradient Based Optimisation : Summary 
During the gradient based optimisation of the 4D T-Section problem, the model based optimisation 
runs were found to make more efficient use of the available computational budget. However, when 
the model was used without adaptive updates then infeasible solutions were observed. The results 
were much improved by the addition of single points in response to optimiser queries. Further 
improvements were seen when the sampling strategy added multiple points at each iteration using 
the novel adaptive sampling approach. 
The number of levels included in the model was shown to be important for controlling the amount 
of local refinement that takes place. Too few levels, and the final solution may be inaccurate. Too 






4.5 Heuristic Optimisation Tests 
4.5.1 Test Problem 
The test problem used for this exercise is an 8D version of the Shekel Foxhole function. This function 
is designed specifically to be awkward for heuristic optimisers. A 2D version is shown in Figure 4.11, 
which illustrates the nature of the highly localised global minimum. The optimisation task posed for 
this test is unconstrained global optimisation, as the problem is deemed to be sufficiently 
challenging without the need for additional constraints. 
A key challenge when working with heuristic optimisers is to distinguish between the randomness 
associated with the optimiser, and the effects introduced by the inclusion of a metamodel. A 
possible solution is to repeat the tests and examine the trends over a series of optimisation runs. For 
this study 100 repetitions are carried for each test involving a heuristic optimisation process. 
The computational budget is set at 2000 data points, but the optimiser is free to perform as many 
evaluations as required until the budget is used up. The bounds on the 8D problem have been 
adjusted to give the optimiser a reasonable chance of finding the global optimum, see Appendix A.3 
for details. The results of an initial direct optimisation (with no metamodel) are shown in Figure 4.12. 
The data is sorted by the value of the optimum solution with better solutions shown on the left hand 
side of the plot. It can be seen that the results are clearly divided into two categories: those which 
get stuck in a local minimum (the flat part of the graph), and those solutions which have at least 
partially started to explore the foxhole region of the Shekel function containing the elusive global 
optimum. By presenting the results in this way it allows the optimisation process to be considered in 
two parts. The optimiser’s first task is to locate the region containing in the global optimum, and 
then it is required to explore this local region in more detail. For the present work it is necessary to 
establish which stage, if any, the mRBF model can improve optimiser performance. 
 




4.5.2 Optimiser Details 
The optimisation algorithm used for this investigation is the default Genetic Algorithm (GA) available 
with MATLAB. A population size of 200 is used and the initial conditions for all tests are the same 
regardless of what evaluation mode is used. The state of the internal MATLAB random number 
generator is seeded using the ID number of the particular test run (1 to 100) thus making the tests 
repeatable for any given set of initial conditions. 
4.5.3 Results 
4.5.3.1 Benchmark 
The true optimum solution has been determined by running the optimisation with a very high 
number of iterations, and is assumed to be -1.5. This is marked as a horizontal line labelled 
benchmark on all plots of the objective function. 
 








4.5.3.2 Is the model useful? 
The first set of results is intended to address the question of whether or not the mRBF model is 
potentially useful for a challenging heuristic optimisation problem. Figure 4.13 illustrates three tests 
each allocated the same computational budget. The first is the direct case where no model is 
included. This test exhibits a similar pattern to the benchmark of Figure 4.12 in that 70% of the tests 
converged to a suboptimal solution. The remaining 30% appear to have found the correct region of 
the design space to search, but show only partial convergence. 
The model_L5 test uses all 2000 sampling points up front to create a 5-level mRBF model. In this case 
it is clear that a static model is not useful here. 
The final update_L5 test uses the same model framework as the model_L5 test but reserves the 
entire analysis budget for adaptive updates, i.e. no points are added to the model in advance, and 
thus the sampling process is led entirely by the optimiser. The 70/30 pattern can be seen again, with 
70% of the tests finding a suboptimal solution and partial convergence for the remaining 30%. 
However, the convergence for the 30% is noticeably better than the direct case. 
 




4.5.3.3 How many levels? 
For this comparison several different variations of the mRBF update model are compared, each using 
a different number of levels. The update_L5 case is the same as that used in the previous section, 
and it is competing with update_L4 and update_L6 which employ 4 and 6 levels respectively. Figure 
4.14 shows that on average the L5 case produced the best results, followed by L4 and then L6. It is 
clear that the choice of levels is not straightforward. 
In the L6 case the model fidelity is too high, and thus the model performs less filtering of the 
incoming requests. The L6 results are thus tending towards the direct case where no filtering takes 
place. 
For the L4 case the model fidelity is too low, and the model filters out too many of the requests. It 
appears to be unable to resolve the required level of detail close to the optimum. However, the L4 
case has not used up the entire analysis budget so there is still resource available to further refine 
the solution by increasing the number of mRBF levels. 
 




4.5.3.4 Is initial data beneficial? 
In previous sections the update_L5 model was used with no initial data points. In this final 
experiment an update_L5 model with no initial data is compared against a similar model containing 
2000 initial data points sampled randomly across the design domain. This second model is referred 
to as update_L5_i2000. Previously in Section 4.1.6 the concept of initial data was discussed and 
assumed to be generally beneficial. However, the results presented in Figure 4.15 do not support 
this assertion for this particular test problem. The optimisation cases containing initial data perform 
marginally worse than the cases when no initial data is used. A possible explanation is that the initial 
data biases the model responses away from the optimum solution, thus slightly reducing 
performance on average. For the Shekel test function the optimum value is very different from the 
general picture captured in the initial randomly sampled data. A possible conclusion here is that if 
the initial data is completely unrepresentative of the objective, then it should not be included in the 
model. However, it is difficult to make such decisions in advance if the bounds on the optimum 
solution are not known. 
 
Figure 4.15 : Shekel 8D : Comparison of update_L5 model with and without initial data  
update_L5 with 
initial points 
update_L5  starting 




4.5.4 Heuristic Optimisation : Summary 
In the examination of the 8D Shekel Foxhole function, two distinct measures of model performance 
were investigated. The first criterion is the proportion of solutions that succeed in locating the 
optimum region, the “Foxhole”. The second aspect of performance relates to the model’s ability to 
refine a solution when the optimiser finds a region of the design space area it considers to be 
promising. 
For the question of solution refinement, the mRBF model showed some improvement relative to the 
direct analysis case. The adaptive update model was successful in helping to improve the solution 
quality for a given analysis budget. The mRBF point spacing criteria allow the model to filter 
optimiser requests, thus preventing unnecessary repetition of analysis calls in highly localised 
regions.  
However, none of the metamodel assisted optimisation tests made any improvement on the 
proportion of solutions that get close to optimum region, i.e. The model was no use until the 
“Foxhole” has been found. In 8D space the heuristic optimiser requests are initially highly dispersed, 









The aim of this section is to turn theory into a set of robust, flexible and 
efficient web based tools. The evolution of modelling software throughout 
the project is described leading to the development of a web enabled, 
service orientated approach. The workflow and the various software 




5.1 Project Evolution 
This section provides a brief commentary on the software development processes undertaken 
during the project. The aim is to illustrate the evolution of the various components, and to explain 
the decision making process leading to the final implementation. It is assumed that the reader has a 
basic knowledge of computing principles and programming terminology. 
5.1.1 Software Specification 





 Able to interact with existing command line analysis programs 
 
5.1.2 Version 1.0 : Trials and Errors 
All numeric modelling work for this project was initially performed inside MATLAB, a well-known and 
commonly used numerical computing environment [79]. MATLAB allows data to be visualised easily, 
and is often used a lingua franca in the engineering community with numerous third party tools 
already available in MATLAB format. However, MATLAB uses an interpreted scripting language which 
is quick easy to use for simple tasks, but can become very inefficient for more complex algorithms. 
To improve efficiency and potential portability of the modelling code, the decision was taken to use 
C++ as the basis for all future development and then link to MATLAB using the MEX plugin 
framework. MEX files are MATLAB plugins written in C++ or FORTRAN which allow the core 
functionality to be extended. 
Significant performance gains were observed following a shift to a C++ based toolset, but the 
programming environment was found to be much less forgiving. Memory leaks and buffer overruns 
were commonplace during early iterations of the mRBF code, and were difficult to track down. The 
potential efficiency gains were clearly visible, but overall the development slowed down due the 
steeper learning curve of C++. 
The next key addition was to allow the C++ code to call an external analysis program via a Python 
script. This intermediate script provides a consistent interface to the C++ code whilst allowing a 
variety of external programs to be called. In order to facilitate execution of the Python scripts and 
simple transfer of data back to mRBF, the Python interpreter was embedded directly in the C++ 
plugin. This was an effective cross-platform solution in theory, but in practice the inclusion of Python 




dependent on MATLAB and Python, and as a consequence the toolset became very brittle, i.e. a 
change in platform compiler type, MATLAB version or Python version would break the compilation 
process. 
Figure 5.1 illustrates the components of the mRBF toolset at the end of the process described above. 
Each layer was added to the previous one thus creating an increasingly large and complex system. 
Whilst the software stack outlined here was adhering to the main points of the defined specification, 
it became impractical to work with and explore new ideas without significant quantities of wasted 
debugging time. The dependencies also place significant requirements on the host machine, which 
must have the correct versions of MATLAB and Python installed. A final point to note is that the 
analysis program must reside on the same platform as the model. 
 















5.1.3 Version 2.0 : A Decoupled Approach 
It was evident that a more modular approach to software development would make the workflow 
more manageable and hopefully more robust. It is desirable to achieve a loose coupling between 
system components such that the parts can be developed and tested in isolation before being 
recombined to form the larger system. This suggests some form of distributed network architecture 
as illustrated in Figure 5.2. In this arrangement the core functions are separated into three stages: 
Client, Model and Analysis. Each stage in the process may reside on the computing platform that is 
most appropriate. For example, MATLAB may be installed on a Windows machine, the model could 
be on a Mac, and the analysis program could be running on a Linux server on the other side of the 
world. 
 
Figure 5.2: mRBF Version 2.0 : Decoupled software components 
 
  











5.1.3.1 Network Protocol Selection 
A key aspect of a decoupled based approach to software development is the method used for 
communication between the various stages. If multiple physical machines are permitted, then 
clearly some form of network based communication is required. The following options were 
considered for the project: 
5.1.3.2 TCP Sockets 
TCP Sockets are the basic building block for the vast majority of network based computer 
communications. TCP (Transmission Control Protocol) is a low level protocol used for point-to-point 
connections between two pieces of network enabled equipment. 
A TCP connection that is always kept open is likely to be the fastest way to transmit data between 
any two computers. However, such an approach would require the development of a higher level 
protocol which at the very least must indicate the start and end of a message sent from one machine 
to another. This may be desirable in very high performance situations, but ease of use and 
practicality must be considered for this project. 
A second drawback of using sockets directly is scalability. For example, it may be necessary to have 
multiple clients for any given model, and thus each client must maintain its own individual 
connection. For a large number of clients this may place strain on the network, and/or the host 
machine. 
The low level nature of sockets means that they may not be accessible to all clients. MATLAB for 
example, does not support socket level programming. 
5.1.3.3 HTTP 
HyperText Transfer Protocol (HTTP) is built on top of the TCP sockets discussed above and forms the 
foundations of the World Wide Web. HTTP standardises internet communication by defining the 
envelopes within which data is sent and received. HTTP is also characterised by the use of a request-
response pattern using short-term connections between client and server. A TCP connection is 
established when a request is made to the server, which is then closed down again once the 
response has been sent back successfully. A consequence of this latter point is that the server 
cannot push information to the client. For example, the model may be updated with new data, but 
the client cannot know about it until it next requests a status update from the server. 
The key appeal of HTTP is its ubiquity and relative simplicity. HTTP may not provide optimal 
performance, but has a proven track record for web based communication and is supported by 
almost any network enabled device. HTTP supports a wide range of message formats including plain 




interact with a metamodel using any standard web browser. MATLAB also supports HTTP requests 
natively which makes it easy to adapt existing MATLAB workflows. 
Security and accessibility is also a consideration with network based tools, with many forms of low 
level network communication blocked by firewalls and proxy servers. 
5.1.3.4 SOAP 
Simple Object Access Protocol (SOAP) is designed for exchanging structured data in web based 
services [80]. Technically it not limited to any specific transport protocol but it is most commonly 
used in conjunction with HTTP [81]. In this case, a web service is defined as a machine-to-machine 
interaction across the internet, and is not intended for human consumption in the same way as a 
web page. 
SOAP defines an extensive list of standards which must be adhered to by both client and server. In 
addition to service provision, SOAP also includes standards for service discovery and description. 
This allows clients to obtain machine readable information of how to locate and interact with the 
service using the WSDL (Web Service Description Language) files. 
All data in a SOAP message is contained within an XML (eXtensible Markup Language) document. 
This use of XML allows communication to be standardised, but has been criticised for being overly 
verbose as it can significantly increase the amount of data which needs to be transferred [81]. 
 
5.1.4 Introducing RESTful Web Services 
The previous section provided an overview of three possible approaches to network communication. 
Low level network sockets would provide all the necessary functionality for connecting the software 
components, but scope for integration with other tools and the wider internet is limited. The 
decision thus lies between HTTP and SOAP, and at this point it is worthwhile to restate the current 
objectives: 
 Decoupled components 
 Minimal number of software dependencies 
 Robust : Easy to test and troubleshoot 
 Efficient 
SOAP requires software frameworks at both client and server side, which thus introduces additional 
dependencies for all workflow components. SOAP is also relatively opaque at a human level, as it not 
generally possible to make a simple request in a web browser for testing or observation. This 




In contrast, simple HTTP based systems require less in the way of complicated frameworks, but there 
is no common standard as to how web services should be defined. However, in recent years a set of 
best practices for HTTP services has developed under the banner of REST (REpresentational State 
Transfer) [81]. Arguably the most important characteristic of “RESTful” design is the general 
alignment with the principles of the web. This means that the simplicity and flexibility of the HTTP 
protocol are maintained, and all the functionality of the service is expressed as a series of distinct 
resources identifiable via unique URIs (Uniform Resource Identifiers). A well designed URI scheme 
arguably makes a service more human friendly and more consistent with the way the web works as a 
whole. Advocates of REST tend to consider SOAP and associated technologies as bloated and 
unnecessarily complicated, as summed up by Richardson and Ruby [81]: 
“The resulting service is far too complex, impossible to debug, and won’t work unless 
your clients have the exact same setup as you do.” 
The same authors argue that the success and scalability of the web derive from its inherent 
simplicity, and therefore web services should align with these principles by default. 
In conclusion, the RESTful approach appears to be more compatible with the objectives of reducing 
software dependencies and overall complexity. Robustness and ease of debugging/testing is also an 
important feature. Efficiency is difficult to assess without detailed analysis, but RESTful style 






5.2 A RESTful Modelling Framework 
As discussed in Section 5.1.4 above, a RESTful approach to distributed computing does not impose a 
rigid specification, but instead provides a set of guiding principles. These principles generally include: 
1. Addressability : The service is split into a series of resources which may be identified by a 
meaningful URI. See 5.2.1. 
2. Statelessness : All the information required for the service to perform a given task must be 
contained in the request. RESTful services do not promote the use of persistent data storage 
on the server side relating a particular client. See 5.2.3. 
3. Connectedness : Where appropriate the service should provide links to other resources.  
See 5.2.4. 
4. Uniform interface : This relates to the appropriate use of the core HTTP verbs GET, POST, 
PUT and DELETE in order to remain consistent with the wider internet. See 5.2.2. 
To illustrate the above points consider the following URI for the Google search engine [82] which 
returns a list of search results relating to the word beethoven. 
http://www.google.co.uk/search?q=beethoven 
In the above URI www.google.co.uk is known as the host name and defines where the service 
resides, and the http prefix simply specifies that the HTTP protocol is being used. These two pieces 
of information are essential preconditions to access a RESTful service, but it is the part after the host 
name which exposes the resources of a given service. 
/search?q=beethoven 
In this case the underlying resource is the Google corpus of internet web pages residing in its 
database. However, this data is exposed to the user via a resource called “search” and is easily 
identifiable from the URI. The final part ?q=beethoven defines the parameters being passed to 
the service and provides all the information required for the service to carry out the desired action. 
The service thus satisfies the principle of statelessness. One would expect the search URI to return a 
representation of the search resource, which in this case is an HTML page containing a list of search 
results. This list of results contains a list of links to external websites and additional search resources, 
which is well aligned with the RESTful principle of connectedness. For example, a typical link on the 
first page of a search result is a link to the second page. For the Google example this might be: 
http://www.google.co.uk/search?q=beethoven&start=10 
Where start=10 denotes the fact that the results start from item number 10, and allows a client 




illustrates the principle of statelessness apparent in Google’s RESTful approach to their search 
service. 
Finally, if the Google search service follows the principle of uniform interface, then one would expect 
the request to require the HTTP verb GET as the search results are read-only. 
The implications of the RESTful guidelines for the proposed mRBF implementation are discussed 
below. 
5.2.1 Addressability 
5.2.1.1 Resource URIs 
A metamodel generally consists of a collection of data, be it polynomial coefficients or RBF data 
points, which the user may want to query or update. It is thus well suited to being treated a RESTful 
resource in a similar way to the Google search example provided in Section 5.2 above. 
To begin building a URI scheme it is necessary to establish the top level resource, in this case the list 
of currently available models: 
/models 
Each active model instance may be identified by a unique ID string, which can be used in the URI to 
allow the model to be addressed directly. For example, model ID “beethoven” would have the URI: 
/models/beethoven 
Each model may then be considered as a list of additional resources exposing the model data and 
functionality. For example, to access the parameters defining the basis functions of the multilevel 
model the following URI may be used 
/models/beethoven/basis_data 
Similarly to evaluate the model at a specific location the URI is defined as follows: 
/models/beethoven/eval_model 
The URI scheme is simple, extendable and directly reflects the hierarchy of the underlying data. 
Further URI details are provided in the API description in Appendix C. 
RESTful design requires at least one URI for each resource, but it is perfectly valid for a resource to 
be accessible via multiple routes. For example, to evaluate a point on all available models a URI of 





5.2.1.2 Data Representations 
The principle of addressability also relates to the format expected and understood by the client. In 
the Google example the result format will always be HTML and thus no further clarification is 
necessary. However, if ambiguity over the possible output formats exists then there are two possible 
routes to ensure the client receives a format which it understands, be it HTML, XML, JSON or plain 
text. 
The first option is to use the HTTP header Accept [83], in order to tell the server which formats the 
client understands. Alternatively the client can be more explicit about the required format required 
by including the information in the URI. This second option is advocated by Richardson and Ruby [81] 
as being more transparent, and increases the chances of a client receiving a response that it 
understands. For example, to request an XML representation of the resource, an appropriate suffix 
may be appended to the URI: 
 /models/beethoven/eval_model.xml 
Both HTTP Accept and the explicit format suffix have been implemented in the mRBF service and 
these are explained in more detail in Section 5.3.2. 
5.2.2 Uniform Interface 
“RESTful applications maximize the use of the existing, well-defined interface and other 
built-in capabilities provided by the chosen network protocol, and minimize the addition 
of new application-specific features on top of it.” Wikipedia [84] 
The above quote implies that existing HTTP conventions should be used where possible to design 
mRBF software interfaces. Principally this relates to HTTP methods and response codes as outlined 
below. 
5.2.2.1 HTTP Methods 
The HTTP standard defines four core methods for interacting with web resources. These are sent at 
the start of all HTTP requests and help the server decide what action to perform: 
 GET : Retrieve a representation of a resource 
 PUT : Add a new resource where the client decides the URI. PUT can also be used to update, 
but also implies that the full content of the resource is contained in the request. 
 POST: Creates a resource where the server decides the URI, or partially updates an existing 
resource. POST is also appropriate when the input parameters are too complex to be 
wrapped up with the URI query string. 





GET and DELETE are well defined, with the research community apparently agreeing on their 
functions. For mRBF, PUT is only for initial model creation. Thus to create the beethoven model, 
the client would be required to send a PUT request along with all associated parameters to the URI: 
PUT /models/beethoven 
If the beethoven model does not exist then it will be created, otherwise an error will be returned. 
All subsequent mRBF updates and complex read-only operations are carried out with POST, and 
simple read-only requests use GET. Finally to remove the model the user uses the DELETE method. 
DELETE /models/beethoven 
Further details of the mRBF service API are given in Appendix C. 
5.2.2.2 HTTP Response Codes 
HTTP response codes are used to inform the client how the request was received on the server side. 
For example, the following HTTP response contains the numeric code 200 indicating that the request 
was processed successfully. 
HTTP/1.0 200 OK 
There are 41 response codes currently defined in the official HTTP 1.1 standard [83]. However, many 
of these codes are rarely used and thus a core subset exists which are commonly used for web 
services [81]. The aim is to strike a balance between the complexity of the interface, and the level of 
detail that client may wish to know about the request. This is particularly important if a request fails, 
as the client needs to know where to look in order to find the problem. For example, the server may 
crash, the URI may be invalid or the request data may not be in the correct format. The HTTP 
response codes neatly encapsulate this information, and form the basis of all responses used for the 






In 5.2.1 above the URI was given for evaluating a point on the model using the subordinate resource 
eval_model. However, additional information is required for the server to carry out this request. 
At the very least the server needs to know the coordinates of the point being requested, and to 
satisfy the statelessness principle this data must be included with the request. In the Google 
example, the query parameters were passed as part of the URI. Using this approach, the mRBF URI 
takes the following form: 
GET /models/beethoven/eval_model? 
x1=0.2325&x2=0.62342&num_active_levels=4 
Where the point coordinates are specified by x1,x2, and num_active_levels defines the 
number of model levels to examine. Whilst this simple approach may be appropriate for a low-
dimensional model, it is clear that if a large number of dimensions were used then the URI may 
become unmanageable. This particular model parameterisation also limits the client to a single point 
in any one request. 
An alternative approach may be to first upload a data file to the server containing all the data points 
to be evaluated before later requesting /models/beethoven/eval_model. However, this 
latter approach would violate the principle of statelessness. The preferred alternative is to use the 
HTTP POST method and embed all the required data in the request. This approach has been 
employed for the proposed mRBF interface and an example request is shown below. The following 
XML data structure may be used to evaluate the mRBF model at three distinct locations: 




  <x cols="3" rows="2"> 
  0.42431640625,0.01611328125; 
  0.88360595703125,0.83831787109375; 
  0.104644775390625,0.688995361328125; 
  </x> 
 </coord_array> 
</mrbf_data> 
The above data structure may also be sent to the mRBF model in JSON form. See Section 5.3.3 and 





The web by definition is a collection of interconnected elements, and RESTful services can also act in 
a similar way by providing links between resources wherever possible. Listing of all currently active 
models is the primary opportunity for the service to provide links to modelling resources.  
For example: 
GET /models/list 
The above URI could simply list the ID string of available models, or alternatively it could return links 
to explicit links to these models to make it easier for the client for the user to find them. 
The analysis process linked to a given mRBF instance might in itself be another web service with a 
well defined URI that may be supplied to the client. 
5.3 mRBF RESTful API 
The Application Programming Interface (API) defines of all available operations that the service will 
accept. This also implies a specification on the inputs and outputs associated with the operations. 
5.3.1 Response Codes 
The following standard HTTP response codes [81] are incorporated into the mRBF service: 
Table 5.1 : mRBF HTTP Response Codes 
Code Description Usage 
200 OK 
The request was carried out successfully, but no new resource was 
created. 
201 Created Returned when a new model is created. 
400 Bad Request 
The user has supplied a malformed request. Additional information is 
provided where possible in the response body to assist the client 
locate the problem.  
404 Not Found 
Used when the URI points to an invalid resource URI or the specific 
representation is unavailable.  
500 Server Error 
Returned when an error has occurred on the server side which the 
client cannot do anything about. Error messages are provided in the 





5.3.2 Response Data Formats 
The response data formats follow the same basic principles as the input data, allowing the user to 
choose between XML or JSON as their format for machine readable data. For certain resource URIs 
an HTML representation of the resource is also provided to allow the status of the model and the 
server to be monitored in a web browser. 
Each format is represented by standardised web content types1 as shown in Table 5.2 below. The 
order of the entries in the table reflects the mRBF server preference, i.e. XML is the preferred format 
followed by JSON etc. 
Table 5.2 : mRBF Content Type list 




2 JSON application/json 
3 HTML text/html 
4 Plain Text text/plain 
 
As outlined in Section 5.2.1.2, the mRBF service allows the format of the output data to be 
controlled by the client in two ways: 
1. The resource URI may contain a suffix specifying, xml, json or html. If the specified 
resource is not available in that format then a 404 Not Found response is returned. If 
the format suffix is supplied then the HTTP Accept parameter is ignored. 
e.g. /models/beethoven/eval_model.json 
 
2. The client may set the HTTP Accept header to specify which formats it understands. The 
supplied list of accepted formats is compared with the formats specified in Table 5.2. If no 
valid format is found then the default XML format is used. 
  
                                                          
1
 The identifiers also known as MIME types were originally defined for use in email sent through SMTP, but 




5.3.3 Data Representations 
Internally the mRBF code uses Data Transfer Objects (DTO) [85] to transfer information between the 
various layers of the program. DTOs are a simple programmatic objects that are concerned only with 
storage and retrieval of structured data, and generally do not contain any additional logic for data 
processing. The DTOs used for this study have been designed so that may be easily serialised into 
XML or JSON representations. They may also be nested and thus allowing the more complicated 
structures to be built up from collections of simple components. See Appendix C.2 for the list of all 
user API data structures. 
5.3.4 API Example 
The full list of available commands is provided in Appendix C.1, and a brief example is provided 
below for the commands required to create and use a model: 
1. Create a model called “beethoven” 
PUT /models/beethoven 
The client is required to submit a model_description representation to the models 
resource using the PUT method. All information required to set up the model is contained in 
the model_description data. 
 
2. Populate it 
POST /models/beethoven/add 
The client posts a collection of coordinates and associated responses wrapped up in a 
node_data representation to the model. Alternatively if the model is connected to an 
analysis function then it is able to update itself. In this case the client would post coordinates 
to /models/{id}/update. 
3. Use it 
POST /models/beethoven/eval_model 
The client posts coordinates contained in a coord_data representation. The 
coord_data structure contains flags for the user to specify whether the gradients are 
required. The response data is formatted as a response_data representation and 





5.4 mRBF Code 
5.4.1 C++ Introduction 
It is desirable to build on tried and tested tools where possible, and a large number of libraries in the 
public domain are written in C++. Specialist numerical tools such as BLAS and LAPACK are still written 
in C or Fortran [86], but C++ is more common and is generally considered to be a more versatile 
language [87]. Standard C++ language features are supported on all major computing platforms and 
whilst efficiency is difficult to quantify, the fact that a number of high performance numerical 
libraries are written in C++ suggests that the language is appropriate for numerical modelling work. 
Examples include the Dakota project [88] from Sandia National Laboratories or Google’s Non-linear 
Least Squares Solver “Ceres” [89]. 
5.4.2 Web Facing C++ 
The decision to use C++ as the core language for this project was taken prior to the transition to a 
web facing interface. C++ is arguably not a natural candidate for web service development as it does 
not contain standard features that allow it to be used as a HTTP server or client. Such functionality is 
generally platform specific, thus requiring a different and potentially complicated implementation 
for each system. A solution to this problem is to employ a cross-platform component library that 
provides a uniform interface to such functionality and shields the user from the platform specific 
implementation details. In this way C++ can become as versatile as higher level languages like C#, 
Java or Python where web features are include as standard. Several different HTTP libraries were 
considered for the project including Netlib [90], Mongoose [91], Curl [92] and Poco [93]. Poco was 
found to contain the most appropriate feature set and introduces no additional dependencies other 
than the Poco library itself. 
5.4.3 Embedded HTTP Server : Pros and Cons 
In order to deploy anything using HTTP, a server is required to handle the requests and serve the 
required data. The Application Program Interface (API) introduced in Section 5.3 above defines the 
user interface for the service but places no specific constraints on how it is implemented behind the 
scenes. Two distinct options exist: 
a) External Server : In this scenario the server is distinct from the core numerical modelling 
functionality. The sever handles external HTTP requests and then interacts with mRBF to 
perform the desired task. 
b) Embedded Server : In this case the HTTP server is included inside the C++ mRBF application, 
thus allowing direct access to all model functionality from within the same program. 
Approach a) outlined above is potentially well aligned with the goal of creating discrete decoupled 




the model application. This creates the need for a second internal API and a transport mechanism to 
facilitate this communication. Several platform specific inter-program communication protocols exist 
such as the Component Object Model (COM) [94] on Windows, or D-Bus [95]on Linux, but arguably 
the only reliable cross-platform solution is to employ network technologies such as TCP sockets [96]. 
Socket communication is the core building block of an HTTP server/client (see Section 5.1.3.3) and 
thus the addition of an HTTP layer in a program already employing sockets represents only a minor 
increase in complexity. 
The decision was thus taken to embed a server directly in the C++ code as outlined in option b) 
above. This option does not preclude option a) being employed in parallel if required, given that 
across HTTP traffic is very often handled by numerous intermediaries on its journey between client 
and server [81]. A combination of a) and b) together provides a wide array of possible deployment 
scenarios, perhaps providing secure access or routes to multiple model instances from a single 
access point. For example, three instances of mRBF could be hosted internally on a network which 
may then be accessed from the internet via a common gateway employing tried and tested server 
technology. The gateway server in this case would not need to know anything about the mRBF data 
structures and simply acts as a relay, thus avoiding the need to decode the data and forward it using 
a secondary internal protocol. 
5.4.4 Scalability? 
In the previous section the argument was made for embedding a server directly in the C++ 
application and using this as the basis for all external communication. For the current project 
requirements this approach is acceptable as the number of concurrent users is considered to be low 
enough to be handled by a single instance of the mRBF application. Multiple instances of the same 
model may be required in order handle larger volumes of traffic, but these would then require 
additional software layers to balance resources effectively. However, such questions are considered 
outside the scope of the current work, as the analysis examples only require a single optimisation 





5.5 MATLAB as a RESTful Client 
5.5.1 Modelling Framework 
MATLAB is used as the basis for all computational experiments carried out as part of this study. The 
software contains a wide range of numerical and graphical functions upon which custom tools can 
be created. Where possible a modular object orientated approach to model implementation has 
been adopted allowing flexible and manageable workflows to be created using a range of different 
modelling formulations and test functions. Figure 5.3 below provides an example of the components 
used in the comparative study of Chapter 3. 
 
Figure 5.3 : MATLAB model components 
The central part of the system is the Multi-Response Metamodel (MRM), which defines all the 
required interfaces that a given model implementation must possess. This includes methods for 
building, evaluating and validating models. Common functionality is contained in the MRM 
component where possible, but much of the computation logic is model specific and is thus 







































MLS and mRBF as shown in Figure 5.3. This design pattern is also used for the analysis test functions 
which all derive from the TestFunc component. The key advantage of the MRM component is the 
ability to pass it to other areas of the workflow for tasks such visualisation or optimisation, without 
having to worry about the specific model details. 
5.5.2 mRBF Client 
MATLAB contains basic built-in tools for accessing web based content, but lacks some of the more 
advanced HTTP features to interact properly with RESTful web services. However, MATLAB is built 
upon Java and allows access to native Java functionality including a versatile HTTP client library. 
These features have been exploited to create a simple but effective RESTful client script which 
supports all the required HTTP methods and header information from within MATLAB. 
A model interface class was created for mRBF using the object orientated approach discussed in 
Section 5.5.1 and then linked to the custom HTTP client script. This allows the web based model to 
be seamlessly interchanged with other the modelling components such as Kriging and MLS which are 





5.5.3 GUI Interface : Metaplot 
As part of the MATLAB client several Graphical User Interface (GUI) components were constructed to 
visualise and interrogate multi-dimensional models. These graphical tools, dubbed Metaplot, are 
employed extensively throughout this report. They include a point viewer, surface renderer and a 
custom optimisation interface. The main tool window is illustrated in Figure 5.4 below, showing a 2D 
view from a 4-dimensional mRBF model. The interface allows the user to work with multiple models, 
multiple responses and multiple dimensions. Any pair of dimensions (X1, X2) for any given output 
may be plotted with user defined values (base val) for all other inactive dimensions. The viewer is 
geared towards multilevel models allowing the number of active levels to be specified. In this way it 
is easy to distinguish between a global model trend and a local refinement by switching levels on 
and off. 
 














The aim of this chapter is to apply the mRBF modelling tools to a more realistic design problem. The 
focus will be the analysis of composite panels used in the construction of large aircraft wings. A 
variety of panel dimensions and composite material parameters are individually tailored during a 
larger scale optimisation process concerning the whole wing. The panels in question are perforated 
with manhole openings which make their analysis more complicated and thus more costly than their 
un-perforated counterparts. These manhole panels thus create a potential bottleneck in the 
optimisation process. By introducing a metamodel into the optimisation loop, it is hoped that a 
reduction in the number of analysis calls will be observed. 
6.2 Optimisation Problem 
6.2.1 Overview 
The goal for this study is to optimise a collection of distinct panels which would appear in different 
areas around the wing, each with different loading and different panel geometry. The parameters 
are classified as either free, controlled or fixed. 
 Free : A free parameter is one which the optimiser is allowed to vary, such as the panel 
thicknesses. See variables 1 to 9 in Table 6.1. 
 Controlled : These parameters define the geometry and loading of the panel, and will vary 
for each panel throughout the wing. See variables 10 to 17 in Table 6.1. 
 Fixed : These parameters are constant, and are not included in the metamodelling or 
optimisation processes. This only applies to the radii of the manhole opening defined in 
Figure 6.1. 
The layout of the panel is described by Figures 6.1 and 6.2, and the parameter definitions are listed 
in Table 6.1.  
Several of the variables are grouped together to reduce the complexity of the resulting optimisation 
problem. For example, the thickness of the lower panel is defined to be the same as that of the 
upper panel. For this reason the lower panel variable shares the same ID number in Table 6.1, and is 
not explicitly referenced during the optimisation process. 
6.2.2 Workflow 
MATLAB is used as the host environment for this investigation using the same computational tools 
presented in previous chapters. A gradient based optimiser is used to find an optimum value for the 





The objective function for the optimisation is panel weight, which is assumed to be cheap to 
compute and is thus calculated directly in all cases. The minimisation of weight is subject to a 
buckling constraint around the manhole opening which is approximated using the metamodel. The 
buckling resistance is calculated using an external Python script, which is then linked to mRBF as 
described in Section 5.5.1. This external script reports three buckling constraints, based on the local 
buckling resistances at three distinct locations around the manhole perimeter. However, for the 
variable ranges used in this investigation it has been found that only one of these constraints is ever 
critical. The single critical buckling constraint is thus used throughout this investigation.  
The output from the buckling analysis provides a Reserve Factor (RF) value, for which a feasible 
design would require a value greater than 1. A simple transformation is thus applied to make the RF 
value compatible with MATLAB optimisers which require feasible regions to be less than or equal to 
zero. 
 























Figure 6.2 : Illustration of manhole panel loading conditions 
 
 

































    
0° direction : p0 90° direction : p90 45° direction : p45 




Table 6.1 : Description of variables used in manhole optimisation problem 




1 ta Stringer foot thickness  mm 4  6 
2 ba  Stringer foot width  mm 80 110  
3 h Stringer height  mm 55 95  
fixed da  Manhole major axis diameter  mm 505 
fixed db  Manhole minor axis diameter mm 277  
4 tup Thickness of upper panel mm 3  15  
4 tlow Thickness of lower panel  mm 3 15 
5 tmain  Thickness of main panel  mm 3  15  
6 p0,up  Upper panel : % of material for 0° ply  mm 10  65  
7 p90,up  Upper panel : % of material for 90° ply %  8 25 
6 p0,low  Lower panel : % of material for 0° ply %  10 65 
7 p90,low Lower panel : % of material for 90° ply %  8 25 
8 p0,main  Main panel : % of material for 0° ply %  10  65 
9 p90,main  Main panel : % of material for 0° ply % 8  25 
10 L  Total length of the panel  mm 1000 1300  
11 wup  Width of the upper panel  mm 200  300 
11 wlow  Width of the lower panel  mm 200 300 
12 wmain Width of the main panel  mm 500  530  
13 Fx,up  Spanwise total load on the upper panel  kN 10 900  
13 Fx,low Spanwise total load on the lower panel  kN 10 900 
14 Fx,main  Spanwise total load on the main panel  kN 10 3000 
15 Fx,s  Force on the left and right stringers 
surrounding the MH panel  
kN 10 500  
16 Fy  Total chordwise force acting on the 
panel  
kN 10 900 
17 Fxy  Total shear force acting on the manhole 
assembly  




6.2.3 Optimisation Modes 
The optimiser is only concerned with the values for free variables, and thus the optimisation 
problem is defined in 9D space. However, for the metamodel creation two distinct modelling modes 
will be examined: Individual (9D) and Combined (17D) 
 Individual : In this mode, an individual metamodel is built for each run. The models only 
need to include the free variables and are thus built in 9D space. 
 Combined : All analysis runs for this mode are combined into a single model. The model 
must contain the free and controlled variables and is thus built in 17D space. 
The choice between the above analysis modes is not obvious. With 20 distinct optimisation runs the 
combined model will potentially have 20 times as much data as the individual models. However, the 
combined model will have nearly twice the number of dimensions, which is likely to increase the 
complexity of the modelling task significantly. The user is thus presented with a choice between 20 
low-dimensional models each containing   points, or a single high-dimensional model containing 
    points. Individual models are clearly more manageable, cheaper to build and easier to evaluate, 
but they may not make optimal use of the available analysis budget. The combined mode has the 
potential benefit of sharing data between optimisation runs, but the effectiveness of this approach 
will be dependent on the similarity in the responses between the different panels. 
The same data set is used to build the individual and combined models. For the combined model this 
means that the samples are arranged in a series of hyper-planes defined by the values of the 
controlled variables for each panel. For the controlled variables, the values are thus taken directly 
from Table 6.3 below, and Sobol sampling is used for the free variables in each panel. An alternative 
strategy for the combined model would be to use Sobol sampling across the entire design space, but 





6.2.4 Evaluation Modes 
During the tests the model is used in four distinct ways. These different evaluation modes are the 
same as those introduced in Section 4.4.3, and are briefly restated below.  
a) Direct : The mRBF model is bypassed and the test function is called directly. Gradients are 
obtained by finite difference calculations. 
b) Model : Build a model, and then optimise it with no adaptivity. Gradients are obtained 
analytically from the model. 
c) Update : Try and add the point requested by the optimiser to the model every time. This 
approach ensures accurate response values, but the model is still required to obtain the 
gradients. Gradients are obtained analytically from the model. 
d) Adaptive : The sampling domain is slowly reduced in response to optimiser queries 
using the geometric adaptivity scheme described in Section 4.4.4. Gradients are obtained 
analytically from the model. 
The tests in this chapter are described using one of the evaluation mode keywords above. For the 
model based tests a suffix is added indicating the number of levels used. For example, update_L6 
refers to a test carried out using the update option from the list above, with a maximum of 6 levels 
for the mRBF model.  
Suffixes are also used to describe the number of points used for adaptive optimisation tests. For 
example, adaptive_L6_B10 describes a test carried using the adaptive evaluation mode, with 6 mRBF 
levels and a 10 point requirement for the infill sampling scheme. See 6.5.5 for further details on the 




6.3 Model Configuration 
6.3.1 Model Parameters 
With the exception of the trend function, the model parameters used for this study are the same as 
those introduced in Section 3.2.8. These values are outlined in Table 6.2 below. Note that the width 
of the basis width is kept constant for both models, with the 17D model using the value calculated 
for the 9D case. This allows the two modelling modes to be compared without having to worry about 
the effects of multilevel spacing rules. 
Table 6.2 : Summary of model parameters used in manhole study 
Symbol Description Value 
  Basis Function Wu’s 3, . See Equation (29). 
   Width of top level basis function   √  = 6 
  
Width scale factor between 
levels: See Equation (30) 
0.5 
  
Ratio between basis width and 
grid spacing: See Equation (31) 
4.0 
  Number of levels 6 
  Trend Function (mean term) 
First order polynomial: 






6.3.2 Trend Function 
Based on the results of initial investigation, the mRBF models used for the manhole problem employ 
a first order polynomial trend function as the starting point for approximation. This approach was 
found to provide more consistent results when using the metamodel for optimisation. 
The concept of a trend function or “mean term” was introduced in Sections 0 in the context of single 
level RBF and discussed in the context of mRBF in Section 3.2.3. The mean term defines the model 
response at level zero before multilevel RBF interpolation takes place. In previous investigations a 
simple arithmetic mean term was used, which was constant across the design space.  The linear 
polynomial function used for the present investigation is given by Equation (53) below.  
 
             ∑  
 
 < 
   (53) 
 
Where   is the design vector containing the polynomial function terms, in this case constant and 
linear terms only.   is a vector of    coefficients containing    and the    terms.  
The fitting process follows the two stage method for an augmented RBF outlined in Section 0. The 
coefficients   are found using a least squares solution to the following equation:  
 
(   )      (54) 
 
Where   is a matrix of polynomial design vectors evaluated for all the model points, and   is a 
vector of corresponding response values. 
In order for the solution of Equation (54) to be well defined at least      model data points are 
required. For the 9D model this demands a minimum of 10 and 18 points for the 9D and 17D models 
respectively. However, as discussed during the literature review in Section 2.4.1, significantly more 
points are required to improve the robustness of the resulting approximation. As a result, a 
minimum of 30 initial data points are provided for the individual models to allow the trend function 
to be fitted effectively. For the combined model a significantly larger amount of initial data is 





6.3.3 Model Bounds 
The bounds on the input variables used for the manhole analysis function are provided in Table 6.1. 
These variable ranges are used to define the domain for the mRBF approximation models, and the 
models will not accept data points defined outside it. 
In order to improve the quality of the modelling results, the bounds of the optimisation problem 
have been slightly reduced relative to the modelling bounds. The optimisation problem is thus 
defined from 10% to 90% of the modelling range as illustrated in Figure 6.4 below. This reduction in 
bounds assists the modelling process in two distinct ways. Firstly the optimisation search space is 
reduced thus making the overall problem slightly easier. Secondly a reduction in optimisation 
bounds prevents the optimal solutions coinciding with the boundaries of the metamodel. The 
metamodel is thus able to make more accurate predictions as data points can surround a prediction 
site rather than being restricted to one side only. An alternative to decreasing the optimisation 
bounds would be to increase the size of the modelling domain, but in general this may not be 
possible if the external analysis tool is not defined beyond the stated bounds. 
 
Figure 6.4 : Illustration of model bounds vs. optimisation bounds.  







6.4 Panel Definition 
For this investigation the starting values for the free optimisation variables are held constant, and 
the controlled analysis variables are varied for each panel. The optimum values for each 
optimisation run will thus be different, i.e. the optimum design for a large heavily loaded panel will 
be different to one with less onerous loading conditions. This is converse to the approach adopted in 
Chapters 3 and 4 where the objective remained the same but the starting points were varied. 
In order to represent variation in panel geometry and loading throughout the wing, 20 distinct panel 
types have been generated. To achieve this, an initial optimisation study was carried out using 100 
randomly generated design points, as illustrated in Figure 6.5 below. These 100 panels were then 
filtered to remove any panels for which no feasible solution was found, or conversely, panels that 
satisfy the constraints with ease.  
 
 
Figure 6.5 : Initial panel optimisation study showing 100 randomly generated panel designs 
 
Finally, to create a benchmark for comparison, a subset of 20 panels is chosen at random from the 
design points with optimal solutions available. In Figure 6.5 this candidate pool corresponds to the 
50 or so designs in the middle of the plot. The end result of this process is the panel list provided in 
Table 6.3 below. This table contains values for all the controlled variables which are to be held 
constant during a given optimisation run. 
  
Benchmark panels are 
chosen at random from 




Table 6.3 : Values of controlled variables used for each panel 
Id L Wup Wmain Fx,up Fx,main Fx,s Fy Fxy 
 (m) (m) (m) (kN/m) (kN/m) (kN/m) (kN/m) (kN/m) 
1 1090 288 529 -786 -1110 -223 -642 -238 
2 1250 286 520 -591 -1730 -55.4 -325 -884 
3 1110 230 513 -377 -1120 -205 -33.2 -594 
4 1250 222 508 -697 -1200 -94 -155 -322 
5 1260 260 528 -863 -1470 -315 -793 -740 
6 1210 219 515 -701 -723 -466 -120 -250 
7 1220 225 503 -107 -1760 -362 -336 -780 
8 1050 269 529 -54.9 -2060 -166 -586 -820 
9 1030 207 516 -164 -1480 -347 -737 -200 
10 1150 228 525 -524 -1550 -486 -315 -580 
11 1220 295 517 -396 -1640 -259 -243 -2.19 
12 1120 271 520 -311 -1570 -459 -107 -514 
13 1050 286 521 -676 -2010 -282 -319 -701 
14 1200 275 528 -470 -2660 -69.6 -791 -867 
15 1030 296 526 -502 -1990 -414 -475 -563 
16 1230 228 508 -780 -1900 -216 -618 -207 
17 1060 205 500 -577 -2180 -23.8 -535 -589 
18 1140 221 511 -373 -2420 -78.5 -843 -364 
19 1130 217 524 -146 -2360 -230 -672 -360 








For the benchmark test the optimisation is carried out with no limits placed on the number of 
available evaluations. The results are then sorted according to the objective function value as shown 
in Figure 6.6. This sort order is used to organise all subsequent results plots to ensure there is a one-
to-one correspondence between the tests on different results curves, i.e. test #2 for the direct 
analysis case refers to the same panel configuration as test #2 on the model based results. 
 
Figure 6.6 : Benchmark results 
 
Indicative plots of the objective function (panel weight) and the constraint (buckling reserve factor) 
are shown in Figures 6.7 and 6.8. Figure 6.7 shows the variation in response for two geometric 
variables      (upper panel thickness) and   (stringer height). Initial investigation suggests that the 
design space is relatively smooth and uni-modal for geometric variables such as     and  , i.e. there 
are no local minima or discontinuous regions where the optimiser might stall. However, a more 
complex picture is observed for the composite orientation variables as illustrated in Figure 6.8. In 
this latter case the constraint response is clearly multimodal with two distinct local optima. Given 
that a gradient based optimiser is being employed for this study, it is possible that the benchmark 
values do not represent the true global optima in all cases. This behaviour must also be taken into 
consideration when examining the metamodel results, as care must be taken to distinguish between 
true local optima and spurious ones. A spurious minimum is one that exists only in the metamodel 






Figure 6.7 :  2D plots of objective and constraint surfaces for 




Figure 6.8 :  2D plots of objective and constraint surfaces for composite  
fibre orientation angles in the upper panel   ,   vs.  9 ,    
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6.5.2 Individual Model Results 
The first scenario presented is that of individual models being built for each panel. Figure 6.9 shows 
the objective/constraint results for all 20 panels and the average number of analysis calls required. 
The total number of analysis calls for this test is set to 70, a value just high enough to allow the 
update_L6 tests to converge fully (i.e. wait until the optimiser thinks it has finished searching). Using 
this modest computational budget the direct cases do not converge fully. 
The results follow a similar pattern to that observed for the 4D gradient based optimisation tests in 
Section 4.4.5.2, with the model_L6 analysis case providing promising objective function but 
infeasible designs. The green line denoting model_L6 on Figure 6.9 is lower than the optimum 
benchmark values, but the large filled circles indicate that the buckling constraint is violated, i.e. The 
metamodel representing the constraint is inaccurate in the region of the optimum solution.   
The update_L6 mode generally resolves the infeasibility issues. However, several of the cases appear 
to converge to solutions close to the direct optimum but not exactly. As discussed in Section 6.5.1 it 
is necessary to establish whether this convergence behaviour relates to genuine or spurious local 
optima. Test #2 highlighted on Figure 6.9 provides an example of this behaviour and has been 
selected for further investigation. 
Figure 6.10 a) shows the state of the metamodel for the upper composite direction parameters at 
the end of update_L6 test #2. The location of the benchmark solution is also plotted to indicate 
where the update_L6 solution should ideally have ended up. Significant surface undulation is visible 
in the metamodel response, which is not present in the true function shown in Figure 6.10 b). Similar 
behaviour has also been observed in other update_L6 tests which have not fully converged. This is 
not necessarily a problem at global scale as high accuracy in all regions of the design space is not 
required for the optimisation task. However, at a local level the metamodel must provide accurate 
gradient information to allow the optimisation to progress towards the true optimum. Spurious 
surface features such as those seen in Figure 6.10 a) appear to fool the optimiser, forcing the 





Figure 6.9 : Individual model results 
 
Figure 6.10 : Example of spurious local minima for individual update_L6 test #2.  
The location of the benchmark solution is drawn on the update_L6 surface and vice versa. 
update_L6 solution 
a) update_L6 b) benchmark 
benchmark solution 





6.5.3 Combined Model Results 
The results for the combined model are shown in Figure 6.11. The number of analysis calls is defined 
using an average value given by the total number of calls for all panels, divided by the number of 
panels (i.e. 20). In general an improvement can be observed in the metamodel results compared to 
the individual model equivalent. The model_L6 tests contain increasingly feasible designs, and for 
the update_L6 the departures from the optimum curve are reduced.  
The direct test results are exactly the same as those shown in Figure 6.9 as the distinction between 
individual and combined only applies only to the results involving the mRBF model. 
Given that the computational budget for both the individual and combined tests is approximately 
the same, the improvement in optimisation results indicates that data is being shared between 
different panel designs to some extent. However, the issues of spurious local minima remain. Test #2 
is again used as an illustration and a plot of the final combined update_L6 metamodel near the 
optimum solution is shown in Figure 6.12 a). The surface characteristics are different from those 
previously shown in Figure 6.10 a), but the story is the same: localised features in certain dimensions 
of the metamodel lead to inaccurate gradient information. The optimiser is thus prevented from 





Figure 6.11 : Combined model results 
 
Figure 6.12 : Example of spurious local minima for combined update_L6 test #2. 
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6.5.4 Data Distribution : Individual vs. Combined 
To help clarify the differences between the individual and combined models it is useful to compare 
the point distributions obtained at the end of an update optimisation test. During the update tests 
an attempt is made to add the current optimiser request to the mRBF model at every iteration, and 
thus the data points become clustered along the optimiser trajectories. 
Figure 6.13 a) illustrates a projection of two variables from the individual model used for test #2. 
Figure 6.13 b) shows the equivalent data from the 17D combined model. In the data for a individual 
model it is clear that only a single localised cluster exists where updates have taken place during 
optimisation. In the combined model there is approximately 20 times more data, and 20 different 
localised clusters all within the same data set. The data in the combined 17D plot appears 
significantly denser than that of the individual model, but as discussed in Section 6.2.3 densities in 
9D and 17D space cannot be directly compared. A 2D projection is unable to convey the distances of 
the data away from the plane of the diagram. 
A key observation from this example is that the mRBF formulation is able to able to make sense of 
both data distributions in a robust and stable way. 
 
Figure 6.13 : Typical data distributions for the individual and combined models following an update 
test. The colours represent the mRBF level to which the point is assigned. 
  
a) Individual model 1  : 9D : 𝑏𝑎 vs. 𝑡𝑚𝑎𝑖𝑛 b) Combined Model : 17D : 𝑏𝑎 vs. 𝑡𝑚𝑎𝑖𝑛 
Localised updates in 




6.5.5 Adaptivity Comparison : Improving Convergence 
For both the individual and combined tests, erroneous model gradients were found to cause 
premature convergence during adaptive updates. A possible solution to this problem is to add more 
data in the region of the update point using the adaptive sampling method presented in Section 
4.4.4. The density of the adaptive sampling process is controlled using the using the number of 
points that are required to lie in the sampling “box”. 
Figure 6.14 compares the update_L6 case with 3 different adaptive variations each using an 
increasing number of box points. The suffixes B10, B20, B30 denote the number of points that must 
lie inside the adaptivity box at any given iteration. Given the relatively small differences between the 
results in each case the format of Figure 6.14 is different from previous tests. In this instance the 
plot shows the difference in the objective function relative to the benchmark solution. The 
benchmark curve on this plot is thus zero for all tests.  
The first observation from Figure 6.14 is that the box adaptivity schemes require a significant 
number of additional data points. This renders the approach of little practical use compared to the 
results that could be obtained by direct sampling without he the use of a metamodel. However, the 
addition of extra data in this way does appear to improve metamodel convergence. The 
adaptive_L6_B30 provides the most consistent results on average, but not for all tests. In general the 
results are chaotic, indicating that the interplay between true and spurious results is complex for this 
analysis problem. Also the fact that several feasible solutions appear to have been found below the 
benchmark line indicates that the benchmark itself may have converged to a local minimum in some 
cases. 
Finally, An examination of the local surface features for adaptive_L6_B30 test #2 is presented in 
Figure 6.15. Undulations are again visible in the metamodel response that are not present in the true 
function, but in contrast to previous examinations of test #2, the optimiser has converged almost 
exactly to the benchmark solution. This implies that the gradient information provided by the model 
along the optimisation trajectory was sufficiently accurate to avoid local minima. As discussed in 
Section 6.5.2, the global accuracy of the model is not necessarily important as long as the optimiser 







Figure 6.14 : update vs adaptive comparison results 
 
Figure 6.15 : Example of spurious local minima for adaptive_L6_B30 test #2. 
The location of the benchmark solution is drawn on the adaptive_L6_B30 surface and vice versa. 
adaptive_L6_B30 solution 
a) update_L6_B30 b) benchmark 
benchmark solution 
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In this chapter the mRBF model has been used as a modelling aid for an industrial scale gradient 
based optimisation problem. The use of a model allowed solutions very close to the benchmark 
optimum to be obtained using a limited computational budget. The simple adaptivity technique of 
updating the mRBF model at the optimiser query location ensures accuracy of the final solution. The 
initial data provides the optimiser with a global picture of the design space and the single update 
point provides a local correction. Without the update the inaccuracies in the model lead to infeasible 
designs. 
Two modelling regimes were examined whereby the 20 panels under consideration were optimised 
using individual 9D models or a larger 17D combined model. Despite the increased complexity of the 
17D modelling space, the extra data in the combined model improved the quality of the results 
overall both in the model and update cases. The sharing of data between optimisation runs in this 
case was thus beneficial. 
However, a more detailed analysis of the metamodel tests revealed instances of premature 
convergence in the optimisation process. This behaviour was observed for the individual and the 
combined tests, and was primarily attributed to spurious local minima in the metamodel as a result 
of localised updates. The single point updates ensure accuracy of the model value, but cannot 
guarantee that the gradients are accurate. This is clearly visible in the examples shown in Figures 
6.10 and 6.12. The mRBF model is able to interpolate an individual point exactly, but this property 
does not extend to gradients. 
The convergence issues caused by gradient inaccuracies and spurious local minima appear to 
improve when more data is present in the region of the update point, as illustrated by the adaptivity 
comparisons of Section 6.5.5. These tests demonstrated that in principle mRBF models are capable 
of avoiding spurious local minima as long as there is enough data in the vicinity of the prediction site. 
However, the number of analysis calls required to achieve this would make the use of the 
metamodel prohibitively expensive in most practical applications. The process for adding extra data 
points would thus need to become significantly more efficient, and only add extra data where a 
possible local minima is suspected. 
As discussed in Section 6.5.1 the wing analysis problem exhibits multi-modal behaviour for the 
composite material parameters, but relatively smooth for the main geometric variables. It was thus 
feasible to identify local minima by comparing to the benchmark solution obtained using the same 
starting point. For problems with higher levels of non-linearity and a large number of genuine local 












The findings of the project are evaluated and the contribution of the 
proposed methodologies is assessed. Finally, suggestions are made for 




7.1 mRBF : An Engineering Implementation 
The process of metamodelling for engineering design requires a foundation of sound mathematical 
principles, but also demands an effective implementation if these principles are to be applied in the 
real world. This project has transformed mRBF from a mathematical curiosity into an efficient and 
practical engineering tool. Contributions of the present work include: 
 Algorithms created for managing nested multilevel data sets, exploiting the nature of 
compact basis functions. See Section 3.2.8. 
 Simple parameterisation of the mRBF model allowing it to be used with minimal user input. 
See Section 7.2.1. 
 mRBF shown to allow stable and accurate approximation for an arbitrary data set. See 
Section 7.2.2. 
 Demonstration that mRBF can be used in gradient based and heuristic optimisation 
environments to make more effective use of a computational budget. See Section 7.2.4. 
 Use of block matrix solver techniques to allow the model to be updated efficiently in 
adaptive scenarios. See Appendix B.2. 
 Introduction of novel adaptive sampling approach for decoupled optimisation environments. 
See Section 7.2.4.  
 Theoretical efficiency of sparse matrix solvers shown to be of little use to realistic 
engineering problems. See Section 7.2.3. 
 Compact basis functions successfully employed in dimensional spaces beyond the 
theoretical bounds on their stability. See Section 3.2.7. 
 Comparison of possible strategies for working with multiple design points during 
optimisation : multiple individual models vs. single combined model. See Section 7.2.5. 
 Demonstration of optimisation convergence issues relating to spurious local minima in mRBF 
models. See Section 7.2.6. 
 Development of a modern web based modelling approach promoting robust software 
development and a decoupled optimisation workflow. See Section 7.2.7. 
 A flexible and efficient C++ web based modelling toolbox built around the multilevel RBF 
formulation. See Section 5.4. 
 A modular MATLAB interface for testing of modelling methods and interfacing with the 





7.2.1 Minimal Tuning 
The comparative study presented in Section 3.3 demonstrated how the mRBF formulation can be 
used to provide useful results on a variety of data sets without requiring costly tuning of the model 
hyper-parameters. mRBF was compared to two other modelling schemes, Kriging and Moving Least 
Squares (MLS), which both exhibited a peak in model performance at specific values of model hyper-
parameters. Away from this peak the models became inaccurate and/or numerically unstable. In 
contrast, the mRBF performance was seen to be stable throughout and produced acceptable 
performance for a wide range of model parameters. This was particularly true for problems with 
larger data sets. When more data is present it is likely that the exact distribution of data points 
between the different mRBF levels becomes less significant. As the tuning parameters are adjusted 
the data set distributions change, which inevitably affects the model response. Thus when less data 
is available, changes in the levels assigned to any given point have a greater impact on the model. 
This latter observation is illustrated by the spiky, multimodal plots of accuracy vs. basis width for low 
density mRBF models. A typical example of this behaviour is the 4D uniform data set shown in Figure 
3.12 b).  
mRBF was generally seen to perform consistently as long as the width of the top level basis functions 
was sufficiently high. A method for quantifying “sufficiently high” was proposed, whereby the basis 
widths for the mRBF model are defined relative to the diagonal of the unit hypercube. Using this 
approach the model tuning can be effectively normalised for a range of dimensionalities as 
demonstrated in the examples provided. 
No hard and fast rule has been defined for the number of levels required for the model, although 
general principles have been established. A lower number of levels causes fewer points to be added 
to the model thus saving the analysis budget, but at the expense of accuracy. If more detail is 
required then more levels can always be added at a later stage. If a high number of levels are used at 
the outset then there is a risk that the analysis budget may be spent exploring areas of little 
significance too early. 
7.2.2 Variable Density Data 
A key advantage of using mRBF compared to other methods examined is the ability to accommodate 
data sets of variable density in a stable and efficient way. By definition the multilevel model breaks 
data down into a series of nested sets thus allowing different scales of approximation to coexist 
within a single model. The comparative study of Section 3.3 measured modelling accuracy at a global 
and a local scale, and mRBF was shown to provide reasonable performance at both scales 
simultaneously. The other methods examined were generally only able to offer good performance at 




or local performance, and cannot have both. The ability to accommodate variable density data is 
thus seen to be closely related to the issue of model tuning, and mRBF’s insensitivity to tuning 
parameters is again seen to be advantageous. 
7.2.3 Managing Efficiency : Divide and Conquer 
During the comparative study of Section 3.3, a general pattern was observed that the relative merits 
of mRBF become more apparent for problems with more data points. As discussed in the context of 
model tuning above, the robustness of the approximation improves when more data is present. 
However, throwing more data at a model is only useful if it can be handled without incurring 
infeasible computational expense. mRBF was found to help reduce the computational complexity of 
modelling of large data sets, but the story is more complex than that suggested in the available 
literature. 
The relevant mathematical literature suggests that sparsity is a key motivation for using mRBF in 
order to maintain efficiency for large data sets. However, the potential benefits of sparsity could not 
be realised for the practical problems examined in this study. From the test cases examined only the 
2-dimensional example was able to achieve a meaningful reduction in the computation time for 
matrix solve operations. For the higher-dimensional problems the sparse solution was generally 
slower than the equivalent dense case despite apparently low numbers of non-zero elements. The 
failure of sparse solvers in these latter cases is presumed to be attributable to the pattern of 
interaction between neighbouring points, which produces high levels of “fill-in” in the resulting 
sparse matrices. The exact cause of the problem has not been resolved, but the dimensionality of 
the design domain is clearly an important factor. The density of the data set relative to the 
dimensionality is likely to be important, but it has not been possible to make specific 
recommendations as to what density of model data is appropriate for any given dimensional space. 
However, in addition to matrix sparsity the proposed mRBF formulation was shown to help to 
reduce the computational burden of the model building process in a second distinct way. A filtering 
step was introduced to the mRBF implementation which excludes pairs of points from the 
correlation matrices which do not interact, thus reducing the size of matrix solve operations. This 
was seen to be particularly beneficial for variable density data where localised data cluster can be 
added to the model without having to re-solve the entire data set. 
7.2.4 Adaptive Optimisation 
The ability of the mRBF formulation to work with variable density data was shown to be relevant to 
the context of adaptive optimisation. The addition of extra data can result in localised pockets of 




In addition to the stability of the model, the proposed approach demonstrated how the constant 
hyper-parameters of the mRBF model can be exploited to enable efficient model updates. Block 
matrix update techniques were employed to allow the model be augmented without requiring a full 
re-solve. 
A potential downside of the mRBF formulation is the lack of meaningful error estimates when 
making model predictions. Such estimates form the basis of adaptivity criteria used in other 
metamodel based optimisers such as Kriging. However, given the lack of available mathematical 
research and the potential inaccuracy of such estimates for the multilevel case, the decision was 
made to pursue a novel strategy based around geometric adaptivity. In this way the model is 
independent from the internal workings of an optimiser and may be inserted into an existing 
optimisation workflow with minimum modification. 
In practice these geometric criteria were primarily based on point spacing rules defined by the 
available resolution in the mRBF model, i.e. how many levels are being used. When the optimiser is 
sampling far and wide, then this approach does little to curb the number of data points that must be 
evaluated. However, when the optimiser is converging towards a solution the spacing criteria were 
shown to prevent the repetitive evaluation of a given point, thus conserving computational 
resources.  
For gradient based problems an additional adaptivity mechanism was introduced employing 
dynamic adjustment of the design domain as the optimisation progresses. By tracking the distance 
between consecutive optimiser requests a method for inferring a sampling region was presented. 
This approach was shown to help make better use of the computational budget in an example case 





7.2.5 Combined Modelling 
In Chapter 6, the mRBF model was applied to a collection of 20 isolated wing panels. As far as the 
optimiser was concerned each panel was an independent optimisation problem with fixed loads and 
geometry. However, from a modelling perspective two distinct modelling regimes were explored : 
the first using 20 individual low-dimensional (9D) models each with different geometry, and a 
second using a single higher-dimensional (17D) model combining all available data. Despite the 
increased complexity of the 17D modelling space, the extra data in the combined model improved 
the quality of the results overall. The sharing of data between optimisation runs was thus shown to 
be beneficial in this case. The benefits of such an approach would be difficult to quantity in advance 
as it would depend heavily on the quantity and similarity of the subproblems being combined. A key 
plus point for mRBF here is the ability to make such a comparison without having to worry about the 
effects of stability or accuracy when the dimensionality is changed. Both the individual and 
combined cases used the default tuning parameters previously established for completely different 
problems. 
7.2.6 Spurious Gradients 
During the manhole panel study of Chapter 6, the appearance of spurious metamodel gradient 
information was seen to affect the quality of the final solutions. This is a potentially serious issue for 
mRBF when used in support of gradient based optimisation problems as it may cause premature 
solution convergence. 
The convergence was shown to improve when more data is present in the region of the given query 
location, but significant amounts of extra data were required to achieve this improvement. As 
discussed in Section 6.6, these additional analysis calls would probably make the metamodel 
prohibitively expensive for most practical applications. The process for adding extra data points 
would thus need to be streamlined, with extra data added only where necessary. In order to achieve 
this, the optimiser may need to be much more tightly integrated with the metamodelling process. 
This investigation has so far promoted the decoupling of optimiser and metamodel, but this may not 
be the most appropriate approach if spurious model features are to be managed effectively.  
The issue of spurious minima is not widely reported in RBF literature, but it features in the work of 
Messac and Mullur [97] who propose an extension to RBF interpolation whereby the gradients are 





7.2.7 RESTful Modelling Framework 
Initially introduced as a quick fix to a practical software development problem, the web service 
implementation has developed into a key part of this project. RESTful design principles have been 
adopted to create an effective web based modelling tool. This tool set has been used for all mRBF 
test cases presented in this report. As discussed in Chapter 5 this approach promotes development 
of robust and flexible software which is platform independent and may be located anywhere in the 
world. The model can be accessed from any web enabled software or device, and allows the state of 
the model to be monitored during an optimisation run without having to interrupt the process. 
The RESTful API and the associated data structures developed for as part of this work project are 
described in Appendix C. 
The decoupled philosophy introduced as part of the web service approach also influenced the wider 
development of mRBF. Remaining independent of the optimisation process became a key objective, 
in order to create a component with well defined interfaces that may be slotted into an engineering 







7.3.1 Is Metamodelling Worthwhile? 
Answer: It depends. 
In general the key question is whether or not the metamodelling process allows the user to make 
better use of their human and computational resources. This might be to obtain better results in a 
given time frame or to reduce the time required to reach for a given objective. Unfortunately a 
definitive answer is likely to remain elusive, but key factors influencing the modelling process have 
been identified during the course of this study: 
 How expensive is the analysis to be replaced?  
Seconds, hours or days per data point? Can it be run in parallel? Existing data which can be 
used as a basis for the model? 
 How complex is the design space?  
Smooth uni-modal function or multimodal discontinuous? What is the dimensionality? Is the 
data uniform or variable density? 
 How will the model be used?  
Heuristic optimisation, gradient based optimisation, goal seeking, visualisation, expected 
improvement based optimisation? Fixed size data set, or adaptive modelling? 
 What is the context for the modelling exercise? 
A one-off exercise or will the model be reused and augmented over time? Is there potential 
to combine data from multiple subproblems into a single model? 
 How long to set up the modelling tools? 
What experience and expertise is available? Is there a ready-made tool for the job? Can it be 
effectively integrated into an existing workflow? 
Trying to make qualitative assessments from such a diverse array of influences is clearly very 
difficult, and thus trial and error is the only sensible way to proceed. It thus makes sense to minimise 
the effort required to evaluate metamodelling technology for a given problem or data set. The first 
step is to see if the design space can be modelled with a useful degree of accuracy, and secondly 
whether or not it can be used in support of the end user’s objective. 
The work on mRBF for this study has gone some way to addressing these concerns for cases when a 
model is used as an adaptive black box, intercepting calls to an analysis process. Ideally a metamodel 
in this scenario would be simple and reliable enough such that it can be used by default. The goal is a 




significant reduction in analysis time may be obtained. If not, then a minimal amount of time has 
been wasted in the process. The focus on the efficiency of the modelling tools has helped to make 
model interaction as fast as possible for the end user. The mRBF model has been shown to work 
effectively on a variety of problems without worrying about the model tuning details, i.e. mRBF is 
more likely than most models to give a sensible result first time for the response values. However, 
the issues encountered with spurious surface features in the metamodel, mean that response 
gradients cannot be treated with the same level of confidence. 
The second key enabling tool as part of this work is the development of a web based modelling 
interface. These principles would apply to any modelling formulation, and with further refinement 
could help the user to establish whether a metamodel is appropriate for a given analysis problem. 
For example, a data file or analysis function could be linked to a remote model allowing a basic 
measure of model suitability to be quickly determined without the need to invest time learning and 
setting up a workflow locally. 
7.3.2 Beware the Curse of Dimensionality 
This short section serves as a cautionary tale to anyone wishing to embark on the development of 
metamodelling formulations in high-dimensional space. Numerous apparently promising ideas 
investigated during this project have unravelled in the hands of the Curse. Geometrical constructs 
such as spheres, cubes and tetrahedrons may look beguilingly simple, but significant complications 
arise the moment you leave the cosy realms of anything that may be visualised on paper or screen. 
The mathematicians may promise that a method can be “easily extended to N dimensions”, but the 
fact that it might take several million years to compute is generally omitted. 
Some selected illustrations in 24-dimensional space: 
 A 24D hypercube has 16,777,216 vertices. 
 For a 24D bucket full of 24D balls, each ball could be touching up to 196,560 of its neighbours 
[98]. 
 The Delaunay triangulation of 500 random points in 12D would take a few seconds using a 1 





7.4 Further Investigation 
7.4.1 Exploiting Sparsity 
During the investigation of mRBF efficiency in Section 3.4, it was shown that matrix sparsity only 
helped to reduce computation times for the 2D problem. The poor performance for the higher-
dimensional problems was attributed to the increasing number of interactions between points, but 
the exact causes were not investigated further. In order to scale the mRBF formulation to very large 
problems sparse solvers would be essential, and thus more precise bounds on expected fill-in would 
be beneficial. 
In addition to understanding the fill-in characteristics of the mRBF correlation matrices, remedies to 
the problem may be sought using a hybrid sparse/dense approach. As shown in Figure 7.1 b) below a 
typical matrix from an 8D problem exhibits two distinct regions when reordered. There is potential 
for the areas of the matrix with low bandwidth (i.e. lots of white space) to be treated differently 
from the other areas in the matrix with high levels of interaction. 
 
Figure 7.1 : Example of 8D matrix structure taken from Section 3.4 
7.4.2 Sparse Matrix Updates 
In order to maintain efficiency during adaptive updates, block matrix techniques are employed to 
add points to the set without requiring a full re-solve: See Appendix B.2. However, for this study the 
update approach has only been implemented for dense matrices. In theory the update formulation 
is equally applicable to the sparse case, but in practice it is difficult to integrate with real-world 
sparse solvers. A partially successful attempt has been made during this project to modify the 
CHOLMOD solver to allow sparse updates, but it was later deemed beyond the scope of the primary 
project goals. The key challenge here is the process of augmenting a sparse data structure in a 
reliable and efficient manner, which potentially requires low level modifications to the underlying 
solver. 
 




7.4.3 Scalable Web Services 
The deployment of mRBF as a web service potentially offers all the tried and tested benefits of the 
internet, including decoupled software development, simple deployment and platform 
independence. However, there is one aspect of the web which is potentially not well handled by the 
mRBF implementation presented in this report: scalability. 
The mRBF C++ application developed during this project contains an embedded HTTP server which 
allows web based interaction with the inner workings of the model. The application supports access 
from multiple users simultaneously, but the number that could be handled is currently limited to the 
capacity of the host computer. If thousands of clients required simultaneous access to the model 
then a change in approach would be required. If the model was being used in a read-only sense then 
scale could be achieved simply by replicating the application across multiple computers (nodes) and 
duplicating the data set each time across each node. However, if the model is being used in a 
dynamic sense with the possibility of adaptive updates, then a fundamental shift in the architecture 
may be required to ensure that all nodes of the system remain synchronised. 
7.4.4 Gradient Enhanced Multilevel Modelling 
mRBF is an interpolating method in that it returns exact values at locations corresponding to the 
model data points. Gradients can also be interpolated in a similar manner using derivatives of the 
basis functions. In terms of computational efficiency each interpolated gradient is equivalent to one 
extra point. However, it would destroy the symmetry of the correlation matrices as the derivative of 
the basis function is not radially symmetric. This would thus rule out the use of efficient Cholesky 
factorisation which forms the core of the solvers used in the proposed mRBF implementation. 
Forrester et el [6] demonstrate how gradients can be applied to Kriging models and Mullur and 
Messac [97] do something similar for simple level RBF models. In the latter case the resulting model 
is reported to be much smoother and less prone to spurious minima. No such investigation appears 
to have been carried out for mRBF and thus provides an opportunity for further research. The 
questions that may need to be addressed include: 
a) Can the extra costs of obtaining and modelling gradients be justified by the modelling 
outcomes? 
b) How does an interpolated-gradient model compare to a standard mRBF model created from 
uniformly distributed data using the same computational budget? 
c) To what extent are spurious local minima a problem in the above cases? 






7.4.5 Multilevel Error Estimates 
As discussed in Section 4.1.4, mathematically rigorous error estimations are not available for the 
mRBF formulation. It is subsequently argued in Section 4.1.5 that adaptivity criteria can instead be 
based on geometric considerations only, but this does not escape the fact that an error estimate 
would be a useful parameter to have. Such estimates would be very in helpful in determining the 
appropriate number of levels to add to a model without any explicit input from the user. 
An in-depth knowledge of statistics would inevitably be required for the development of such an 
estimate. The method would also need to be tolerant to the observation made in Section 4.1.2 that 
an error model can only be as good as the data supporting it. 
Attempts were made during this study to develop an error estimation technique involving locally 
validated spherical trust regions, but it was found to be of little practical use for problems above 3 
dimensions. 
7.4.6 Multilevel Tuning 
Throughout this study mRBF has been touted as a method which can be used with comparatively 
little configuration on the part of the user. The basis width parameters are chosen based on the 
dimensionality of the design space and the multilevel data structure is determined by the order than 
the points are defined in the sampling plan. However, as discussed in Section 7.2.1 the order of the 
points can have a significant effect on the final result particularly when the data set is relatively 
small. 
As discussed in the context of Kriging in Section 3.3.4.2, the distance metric used for the radial basis 
functions can be scaled for each dimension individually. This potentially gives Kriging an accuracy 
advantage for certain types of problem where the function response is more active in one dimension 
compared to another. Such tuning may be appropriate for mRBF, but in this case the parameters 
would also affect the nesting of the data (as the effective spacing between points would change) and 
may thus have a highly non-linear effect on the behaviour of the model. 
Both the ordering of the points and the fine tuning of basis widths could be optimised to improve 
model performance. However, a key component lacking in the mRBF toolbox is a suitable 
performance metric which does not involve an independent data set. Kriging uses a maximum 
likelihood test to estimate the current quality of the hyper-parameter values, and standard RBF 
models employ a method called Leave One Out Cross Validation (LOOCV) to automatically select an 
appropriate basis width. Neither of these metrics can be directly applied to mRBF due to the nested 
nature of the data, and therefore something new would be required. 
Initial studies carried out during this project suggest that there is a link between the magnitude of 




suggests that model is a good fit and that subsequent levels are not required. However, it is unclear 
how this residual information should be combined for all the different levels of the model. For 
example, the residuals at a low level (wide basis width) are likely to be higher than those 
encountered for the very fine basis widths. Should these numbers be added together directly or 
normalised in some way first? There may be a sound mathematical principle that can be employed 
here or the answer may lie in empirical testing on a range of test cases. 
7.4.7 Efficient Prediction 
The discussions on efficiency presented during this report have primarily focussed on the 
computational costs of building a model. The model building process is clearly a much more costly 
operation, but if a model with a fixed data set is being queried often then the efficiency of prediction 
may also be concern. For example, if a 2D slice of a high-dimensional model is to be visualised then 
the model must be evaluated over a fine grid of points. 
The prediction algorithm used in the mRBF C++ code evaluates the contribution made by all 
available data points as described by Table 3.1. This approach is simple and robust, but wastes 
computational effort by including points which are too far away to influence the result for a given 
test point.  
The nested structure of the mRBF data set provides an opportunity for more intelligent prediction 
schemes using a tree-like data structure. Each node (data point) may be labelled as a child of the 
closest node at a lower level as illustrated in Figure 7.2 below. Given the spacing rules defined in 
Section 3.2.8, if a parent node does not contribute to the prediction then the child nodes will also 
not be included. In this way, branches of the tree may quickly pruned, potentially producing a 







Figure 7.2 : Nested data structure example 
The disadvantages of a tree prediction approach include increased algorithmic complexity and the 
requirement for more memory to store the tree information. It also makes adaptive updates more 
complex as the parent node relationships may need to be revaluated when a new point is added 
nearby. However, if the software hurdles can be overcome the efficiency benefits of such an 
approach may be dramatic in cases where there is significant sparsity in the correlation matrix 
and/or highly variable density data. In the latter case a tree structure might enable a highly localised 
cluster of data points to be bypassed entirely. The requirement for sparsity is likely to be similar to 
that discussed in Section 7.2.3, where the data set must be dense data relative to the dimensionality 
of the problem. In practice this favours lower-dimensional problems where the interaction between 
neighbouring points is limited. The potential benefit could be assessed by simply counting the 
average percentage of points which contribute to a prediction. 
a) 2D illustration of nested multilevel data with circles 
























b) Tree representation of the same data 
points showing the parent-child 
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 Beethoven (2D) A.1.
The 2D Beethoven test problem is derived from data provided by Fasshauer in Ref [26]. The original 
point cloud data is augmented with extra points around the perimeter and then transformed into a 
continuous surface using the MATLAB command TriScatteredInterp. This process is illustrated in  
Figure A.1.1 below. 
  


































c) Interpolated data set 
a) Original point cloud b) Extra points added around perimeter to 




 T-Section (4D) A.2.
This test function is derived from the buckling failure of T-Section structural members of the type 
illustrated in Figure A.2.1 below. The allowable buckling load of the section is calculated using a 
series of analytic formulae provided in the engineering design guide ESDU 88034 [100]. Using these 
equations three distinct buckling failure modes are possible as outlined below and illustrated in 
Figure A.2.2. 
a) Global buckling : Failure occurs when the whole structural member deforms out of plane. 
b) Local web buckling : Initial failure of the member occurs when the plate forming the vertical 
web buckles sideways. 
c) Local flange buckling : Similar to web buckling but occurring in the top flange of the 
member. 
The four principal quantities controlling the section shape are used as input variables for the model. 
These parameters are defined in Table A.2.1 and are illustrated on Figure A.2.1. The variable ranges 
are chosen such that all three failure modes are clearly present in the modelling domain, as shown 
by the surface discontinuities in Figure A.2.3. The effective length1 of the member is set at a constant 
value of 1000mm in order to facilitate a mix of global and local failure modes. 
 
Figure A.2.1 : Illustration of T-Section geometry 
                                                          
1
 Effective length : a term used in buckling calculations to account for the rotational end conditions of a 













Table A.2.1 : T-Section variable definition 
ID Symbol Description Units Lower Bound Upper Bound 
1 b Section Depth mm 10 100 
2 tw Web Thickness mm 1.5 5 
3 a Flange Width mm 30 150 
4 tf Flange Thickness mm 0.5 5.0 
 
 
Figure A.2.2 : Illustration of T-section buckling modes 
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b) local web 
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 Shekel Foxhole (8D) A.3.
This 8D function is taken from set of problems created for testing evolutionary optimisation 
algorithms, [101]. The response is thus highly non-linear and contains a large number of local 
minima. The function is described by Equation (55) and is illustrated in 2D in Figure 0.1. 
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∑ (      )
 





  (55) 
Where: 
   is the ith entry of the vector c. See Table A.3.2. 
     is the ith row and jth column of the matrix A. See Table A.3.3. 
 
 
Figure 0.1 : 2D Shekel function 
Two different domains were employed when sampling this function. For the approximation 
performance study of Chapter 3 the full design domain was used, with all variables using a range of -
5 to 15. For the heuristic optimisation exercise optimisation presented in Chapter 4, the variable 
ranges were reduced in order to align the difficulty of the optimisation task with the defined 
computational budget. This reduced design domain is provided in Table A.3.1 below. 
Table A.3.1 : Shekel reduced design domain (for optimisation tests) 
     4.0 4.0 1.0 3.0 1.0 3.0 3.0 3.0 





Table A.3.2 : Shekel c vector data 
9.681 0.667 4.783 9.095 3.517 9.325 6544 0.211 
 
 
Table A.3.3 : Shekel A matrix data 
9.681 0.667 4.783 9.095 3.517 9.325 6544 0.211 
9.4 2.041 3.788 7.931 2.882 2.672 3.568 1.284 
8.025 9.152 5.114 7.621 4.564 4.711 2.996 6.126 
2.196 0.415 5.649 6.979 9.51 9.166 6.304 6.054 
8.074 8.777 3.467 1.863 6.708 6.349 4.534 0.276 
7.65 5.658 0.72 2.764 3.278 5.283 7.474 6.274 
1.256 3.605 8.623 6.905 4.584 8.133 6.071 6.888 
8.314 2.261 4.224 1.781 4.124 0.932 8.129 8.658 
0.226 8.858 1.42 0.945 1.622 4.698 6.228 9.096 
7.305 2.228 1.242 5.928 9.133 1.826 4.06 5.204 
0.652 7.027 0.508 4.876 8.807 4.632 5.808 6.937 
2.699 3.516 5.874 4.119 4.461 7.496 8.817 0.69 
8.327 3.897 2.017 9.57 9.825 1.15 13.95 3.885 
2.132 7.006 7.136 2.641 1.882 5.943 7.273 7.691 
4.707 5.579 4.08 0.581 9.698 8.542 8.077 8.515 
8.304 7.559 8.567 0.322 7.128 8.392 4.472 5.524 
8.632 4.409 4.832 5.768 7.05 6.715 1.711 4.323 
4.887 9.112 0.17 8.967 9.693 9.867 7.508 7.77 
2.44 6.686 4.299 1.007 7.008 1.427 9.398 8.48 
6.306 8.583 6.084 1.138 4.35 3.134 7.853 6.061 
0.652 2.343 1.37 0.821 1.31 1.063 0.689 8.819 
5.558 1.272 5.756 9.857 2.279 1.764 1.284 16.677 
3.352 7.549 9.817 9.437 8.687 4.167 2.57 6.54 
8.798 0.88 2.37 0.168 1.701 3.68 1.231 2.39 
1.46 8.057 1.336 7.217 7.914 3.615 9.981 9.198 
0.432 8.645 8.774 0.249 8.081 7.461 4.416 0.652 
0.679 2.8 5.523 3.049 2.968 7.225 6.73 4.199 
4.263 1.074 7.286 5.599 8.291 5.2 9.214 8.272 
9.496 4.83 3.15 8.27 5.079 1.231 5.731 9.494 






 Cholesky Factorisation B.1.
As discussed in Section 3.2.3 the mRBF model building process requires solution of equations taking 
the form     . It is known that if a constant basis width is used for all data points in the given set, 
then   will be symmetric. Finally if the basis width is scaled appropriately then it is has been shown 
that the resulting matrix will be positive definite [26], and is thus suitable for Cholesky Factorisation 
[77]. From a computational perspective Cholesky factorisation is the most efficient and stable way to 
solve a symmetric positive definite system [102], and its use is advocated for use in RBF modelling by 
Forrester et al [6]. 
Cholesky factorisation is a special type of triangular composition where the matrix  is factorised as: 
       (56) 
Where   is a lower triangular matrix and    is its transpose. 
Given the triangular nature of  , the equation        may then be solved using a two stage back 
substitution process as follows. 
Let:        
First Solve:      
Then solve       to obtain the desired result  . 
The Cholesky approach allows efficient and stable computation of the RBF model coefficients, but 
places a key restriction that symmetry in the correlation matrix must be maintained. It is thus 
necessary to use a fixed width basis function for the given data set. In the multilevel case it means 





 Cholesky Matrix Update B.2.
Cholesky factorisation is an efficient and stable solution technique for symmetric matrices, but it still 
requires    3  operations for a given matrix of size  . It is desirable to reduce this burden when 
making relatively small updates to the model particularly as the model size grows. When new points 
are added to the model,  may be expressed as: 
 
  [  ̂  
   
] = [ ̂ ̂
  
   
] (57) 
Where  ̂ and  ̂ are the original matrices prior to the model update of size  ̂.   and  are new blocks 
of the  matrix corresponding to the new points added. 
If   new points are added to the system then   will be a square matrix of size  .   is rectangular 




   ̂;             ̂;     ̂;  
] (58) 
Given that   is triangular,    ̂;  may be quickly solved via back substitution and is thus an    ̂   
operation. Cholesky factorisation only then needs to be performed on the lower right hand corner of 
the matrix which requires    3  operations. When adding a single point (i.e.    ) the new 
Cholesky factorisation is thus trivial. 
The length of time taken by this update procedure depends both on the number of points in the 
original system  ̂ and the number of points being added . The timing will depend on the nature of 
the solvers being used. Further testing is required to establish exactly when it is beneficial to update 
rather than rebuild the entire system, but it is clear that when    ̂ it is always worthwhile 
performing the update. 
For dense matrices the above update procedure may be implemented using any direct matrix solver 
supporting Cholesky factorisation. However, for sparse matrices, the sparse data structure makes 
the update operation much more difficult to implement. Additional investigation is necessary to 











 Command List C.1.
This section contains the list of available commands available for the mRBF RESTful web interface. 
This data generated is automatically using the server URI /help. When viewed in a web browser 
the user may click the data types for more information on their definition. 
C.1.1. Root Commands 
URI Request Data Response Data Description 
GET /help 
  
List all available API 
commands 
C.1.2. Model Manager Commands 
URI Request Data Response Data Description 
GET /models/list 
 
model_list List all available models 
DELETE /models/all   Delete all models 
C.1.3. Model Commands 
URI Request Data Response Data Description 
PUT /models/{id} model_description  Create a new model 
DELETE /models/{id}   Delete model 
GET /models/{id} model 
 
Serialize model to given 
format 
GET /models/{id} 
/ping   
Check that a model exists 




Bypass the model and 





















Update the model at 
specific coords 
POST /models/{id} 
/rebuild   
Rebuild the model with 






/reset   
Clear all node data 
POST /models/{id} 
/solve   
Perform a full re-solve 























Get total number of 




Get number of active RBF 






Get the model description 
GET /models/{id} 
/nodes  










Get the active multilevel 





 Data Representations C.2.
All major data types used in the API are listed here. The description is provided in JSON and tabular 





   "count" : {int} 
} 
Data Members 








   "alpha" : {double}, 
   "beta" : {double}, 
   "g" : {vector}, 
   "h" : {vector}, 
   "h0" : {double}, 
   "min_spacing" : {double}, 
   "theta" : {vector} 
} 
Data Members 
Name DataType Required Comment 
alpha double 
 
Reduction in grid radii between levels (default 0.5) 
beta double 
 









Width of top level basis function 
min_spacing double 
 
Minimum grid spacing 
theta vector 
 









   "base_level" : {vector}, 
   "num_enabled_levels" : {vector}, 
   "num_nodes" : {int}, 
   "solver_count" : {vector}, 
   "x" : {matrix}, 
   "y0" : {matrix}, 
   "y_rbf" : {matrix} 
} 
Data Members 
Name DataType Required Comment 
base_level vector 
 
Base level data 
num_enabled_levels vector 
 




















   "base_level" : {vector}, 
   "num_enabled_levels" : {vector}, 
   "num_nodes" : {int}, 
   "x" : {matrix} 
} 
Data Members 





















   "basis_func_id" : {int}, 
   "beta" : {double}, 
   "bias" : {double}, 
   "config_file" : {string}, 
   "error_coefficient" : {double}, 
   "error_func_id" : {int}, 
   "h0" : {double}, 
   "id" : {string}, 
   "num_levels" : {int}, 
   "pd*" : {problem_description}, 
   "predictor_id" : {int}, 
   "trend_func_id" : {int} 
} 
Data Members 
Name DataType Required Comment 
basis_func_id int 
 
Basis function id 
beta double 
 
Ratio of support radius to grid 
spacing h/g (default is 4.0) 
bias double 
 








Error Coefficient (unused) 
error_func_id int 
 
Error function id 
h0 double 
 
Width of top level basis function 
id string 
 
Model id string 
num_levels int 
 
The number of RBF levels 















   "dynamic" : {bool}, 
   "exe_path" : {string}, 
   "max_threads" : {int}, 
   "name" : {string}, 
   "responses*" : [ 
      { 
         "description" : {string}, 
         "name*" : {string} 
      } 
   ], 
   "temp_dir" : {string}, 
   "theta" : {vector}, 
   "timeout" : {int}, 
   "vars*" : [ 
      { 
         "default" : {double}, 
         "description" : {string}, 
         "max" : {double}, 
         "min" : {double}, 
         "name*" : {string} 
      } 
   ] 
} 
Data Members 
Name DataType Required Comment 
dynamic bool 
 
Dynamic update flag, if true then mRBF has 
direct access to test function 
exe_path string 
 








Test function name 
responses response_info array yes Response data 
temp_dir string 
 


















   "test_func_calls" : {int} 
} 
Data Members 
Name DataType Required Comment 
test_func_calls int 
 





   "id" : {string array} 
} 
Data Members 
Name DataType Required Comment 
id string array 
 





   "x*" : {matrix}, 
   "y0*" : {matrix} 
} 
Data Members 
Name DataType Required Comment 
x matrix yes X coords 





   "labels" : {string array}, 
   "log_mode" : {string}, 
   "max_threads" : {int}, 
   "x*" : {matrix} 
} 
Data Members 
Name DataType Required Comment 
labels string array 
 
string labels for each dimension 
log_mode string 
 
Requested log mode for external analysis 
max_threads int 
 
Maximum threads used for external analysis 







   "error_data" : {string}, 
   "labels" : {string array}, 
   "y0*" : {matrix} 
} 
Data Members 




labels string array 
 
String labels for each response 





   "default" : {double}, 
   "description" : {string}, 
   "max" : {double}, 
   "min" : {double}, 
   "name*" : {string} 
} 
Data Members 


















   "description" : {string}, 
   "name*" : {string} 
} 
Data Members 












The core component of the mRBF toolbox is written in C++ and is designed to support all major 
computing platforms: Windows, Mac and Linux. The primary project development environment has 
been Visual Studio on Windows 7 64bit, but cross-platform compatibility has been maintained in 
parallel.  
The mRBF cross-platform build process relies on CMake, an open source tool for enabling system 
specific compilation from a common configuration file. CMake allows native Unix make files to be 
generated and also supports major IDE’s including Visual Studio, Code Blocks and Eclipse. 
To ensure maximum compatibility with the target system the mRBF project includes most of the 
core dependencies required to build it. The most significant 3rd party component is a library called 
Poco which provides access to a wide variety of system specific functions from a uniform 
programming interface. For example, when calling external programs the core mRBF code does not 
need to know about fork() on Linux or CreateProcess() on Windows. Instead mRBF makes a 
call to the Poco function Process::launch() which handles the platform specific 
implementation details behind the scenes. 
Code testing is performed using the Google gtest library. This is distributed as part of the mRBF 
project.  





D.1.2. Project Requirements 
 Gnu Compiler collection (GCC) : Version 4.5 or newer 
or 
Visual Studio: 2010 or newer (Windows only) 
 
 CMake : Version 2.8 or higher. 
This is available to download from http://www.cmake.org 
 
 BLAS and LAPACK : Version 3.0 or higher. 
On Mac and Linux systems these libraries are generally available by default. On Windows 
various commercial and open source implementations exist including Intel MKL and GOTO 
BLAS. MATLAB also includes efficient implementations of LAPACK and BLAS which may can 
be incorporated into third party software. MATLAB libraries are used as the default for the 
CMake configuration options on windows. 
 
 MATLAB (optional): R2012 or higher  
MATLAB is currently the preferred method of interacting with the mRBF server, as is a 
necessary prerequisite to the tutorial in Appendix D.4. 
 
 Doxygen (optional): version 1.7 or higher  
The Doxygen wizard is used to automatically generate html documentation for the mRBF 
library. The tool is freely available from:                        
 
 Microsoft HTML Help Workshop (optional): version 4.0 or higher  
This free tool is used to post process the output from Doxygen to create a standalone 
compiled HTML file. See Appendix D.3.1. 






D.1.3. Included Libraries 
The following libraries are included in the mRBF source distribution in order to maximise 
compatibility with the host system. These can be replaced with a newer, locally installed version if 
preferred, but compatibility with mRBF cannot be guaranteed.  
 Google Test (GTest) : Version 1.6 
A unit testing framework developed and used by Google for its C++ development work. 
https://code.google.com/p/googletest/ 
 
 Portable Components Library (POCO) : Version 1.4 
Used extensively throughout the mRBF code for a range of tasks including threading, smart 
pointer memory management, XML, string processing, file IO, app creation, HTTP request 
handling and HTTP client functionality.  
http://pocoproject.org/ 
 
 JSON CPP : Version 0.6 
A lightweight library for reading and writing JSON data structures. 
http://jsoncpp.sourceforge.net/ 
  
 Suitesparse : Version 3.1 
Provides sparse matrix solver support via the CHOLMOD solver. Note that the Suitesparse 





D.1.4. Windows Compilation (Visual Studio) 
1. Open the CMake Window and set the source code directory to the root of the mRBF Project. 
e.g. D:/Code/mrbf 
 
2. The binary output may be placed anywhere on the local drive, although the build directory in 
the mrbf folder is the preferred location.  
e.g. D:/Code/mrbf/build/msvc12 
 
3. Click “Configure” and adjust paths to BLAS and LAPCK as required. For additional CMake build 
options see Appendix D.1.6. Select the desired Visual Studio project format when generated. 
e.g. “Visual Studio 11 Win 64” using the default native compilers option. 
 
4. Now click “Generate”. To create the Visual Studio project file.  
 
5. Open up the newly created MRBF.sln file in the build directory specified in Step 2 above. 
Select “Release” mode from the drop down menu and then click “Build Solution”. 
 
6. If compilation is successful a collection of exe files will now be located in 
build/bin64/Release.  
 
7. Run MrbfTest.exe, and check that all tests pass successfully.  
 
8. Run MrbfServer.exe, to start up the main mRBF server application 
 







D.1.5. Unix Compilation (Linux and Mac) 
1. From the console, navigate to the mRBF build directory. 
e.g. “cd mrbf/build” 
 
2. Now from inside the build directory type “cmake ..” to configure CMake. Note that the 
double dot is a relative path pointing CMake to the root of the mRBF project where the top 
level CMakeLists.txt file is to be found. If a different location is used for the build 
directory then the double dots must be replaced with an appropriate path. 
e.g. “cmake   a      m bf” 
 
3. Assuming that CMake configuration was successful, type “make” to start the compilation 
process. 
 
4. From inside the build directory type “./bin64/MrbfTest” to run the test suite and 
verify that the compilation was successful. 
 
5. Type “./bin64/MrbfS  v  ”, to start up the main mRBF server application and 








D.1.6. CMake Options 
The CMake build process is controlled using files named CMakeLists.txt. Each sub folder 
containing source files for compilation contains one of these files which are then combined together 
to form the mRBF project. The top level CMakeLists.txt file in the mrbf folder is the starting 
point for the build process and contains configuration options which are then applicable to all 
relevant sub folders. A description of all the top level options is provided below:  
 BLAS_LIB : Path to BLAS library1  
 LAPACK_LIB : Path to LAPACK library1 
 MRBF_STATIC : Compile mRBF as a static library (default: false) 
 POCO_STATIC : Compile Poco libraries static library (default: false) 
 MATLAB_SUPPORT : Enable direct link to MATLAB analysis engine from within the mRBF 
library. Not that this is NOT required to use the MATLAB HTTP client tools. (default: false) 
 MATLAB_ROOT_DIR : MATLAB installation directory if available 
 CMAKE_RUNTIME_OUTPUT_DIRECTORY : Directory for executable output files and dynamic 
libraries (default: build/bin64) 
 CMAKE_ARCHIVE_OUTPUT_DIRECTORY : Directory for intermediate library files. (default: 
build/lib64) 
  
                                                          
1




 Project File Structure D.2.
The following list provides an overview of how the project folder is organised 
 analysis (Scripts and tools for linking to external analysis tools) 
 build (Initially empty directory for compiling the project and storing binary files) 
 doc (General documentation) 
 doxygen (Batch file input for doxygen library) 
 include (C++ header files) 
 matlab (MATLAB tools directory) 
 data_sets (Predefined data sets, X coordinates only) 
 demo (Example files) 
 gui (Graphical User Interface elements) 
 model (Metamodel implementations) 
 net (Tools for working with web services) 
 sampling_plan (Sampling plan) 
 test_func (Local test functions for use with model classes) 
 util (Miscellaneous utilities) 
 src (C++ source files) 
 app 
 mrbf_server (mRBF server application)   
 mrbf (mRBF library)   
 test (mRBF test suite)  
 lib (Third party libraries) 
 gtest (Google Test) 
 json (LibJSON)   
 poco (Portable COmponent Library)   
 suitesparse (CHOLMOD sparse matrix solver)   




 mRBF Library D.3.
D.3.1. HTML Documentation 
Compiled HTML (CHM) documentation is available for the mRBF library in the mrbf/doc directory. 
This information is generated automatically from the C++ code using Doxygen (See D.1.2 above). An 
example screenshot is shown below in Figure D.3.3. 
 





D.3.2. mRBF File Structure 
The root of the src/mrbf folder contains the core mRBF code. A number of subfolders also exists 
containing groups of code elements with well defined categories. This folder structure is also 
employed in the include/mrbf folder. 
 mrbf (Core mRBF code) 
 basis_func (Radial Basis Function definitions) 
 dto (Data Transfer Objects) 
 error_func (Functions for assessing model error) 
 interop (Optional tools for connecting with MATLAB solver engine) 
 net (HTTP interface) 
 predictor (tools for making an mRBF prediction) 
 rbf_solver (RBF matrix solvers) 
 sampling_plan (Sampling plan generation) 
 serialization (Tools for reading and writing XML/JSON data) 
 test_func (Test Functions) 
 trend_func (Trend functions) 
 trust_region (Experimental code for working with elliptical trust regions) 
 
Where possible a modular approach has been taken to the development of mRBF to allow changes 
to model components to be made quickly and easily. For example, all RBF basis functions derive 
from the BasisFunc base class. The basis_func directory contains concrete implementations 
of this class such as BasisFuncGaussian or the compact function BasicFuncWu03. This 






 MATLAB Tutorial D.4.
The following tutorial is aimed at windows users running MATLAB R2013,  but is broadly applicable 
to Mac and Linux platforms, and should also work with older versions of MATLAB. This tutorial 
assumes a reasonable working knowledge of MATLAB in order to run and customise the example 
scripts.  
D.4.1. Start the Server 
 Compile the code as outlined in Appendix D.1 above, or run the precompiled Windows 64 bit 
version included in the bin64 folder on the CD. 
 Start the Server and verify that it is running by navigating to http://localhost:9001 in a 
web browser. 
D.4.2. Setup up the MATLAB Environment 
Firstly the MATLAB environment must be configured ourfor use with the mRBF tools: 
 Set the MATLAB working directory to mrbf/matlab 
 Ensure the all the sub directories in mrbf/matlab are placed on the MATLAB path. A 
script called set_path.m is supplied to provided to help with this step if required. 
D.4.3. Beethoven Example 
The demo contains an example script called beethoven.m which creates an empty mRBF model 
and links it the Beethoven test problem. A pseudo random set of coordinates is generated using the 
Sobol sequence sampling plan, from which a set of Beethoven test function responses are produced. 
The newly created coordinates and responses are then posted to the mRBF model. This example 
uses mRBF in its most general form with the analysis function defined inside MATLAB and not 
directly linked to the mRBF server or an external analysis function.  
In addition to mRBF, a Polynomial model is also created in this script to demonstrate how other 
types of MRM model can be used interchangeably. If the script runs without errors, a new Metaplot 
window will appear allowing interaction with the currently selected model.  






D.4.4. Creating a Custom Test Function 
The easiest way to link mRBF to new data source is to create a custom implementation of the 
TestFunc class. The TestFunc classes encapsulate all the information mRBF requires to work 
with a test problem, such as the inputs, outputs and the associated variable ranges. It also contains a 
number of utility functions for interacting with the data, such as tools for translating between the 
global and the scaled RBF coordinate systems.   
All the existing TestFunc implementations are all stored inside the test_func folder. Each class 
has its own folder prefixed with the @ symbol, for example @Beethoven. See the MATLAB help 
files for more information on object orientated programming within the MATLAB environment. 
An example class called @CustomFunc is provided as a basis for creating new TestFunc 
implementations. This file contains comments on which functions must be overridden and how to 
format the input and output data for use with the mRBF toolbox. An example script using the 
CustomFunc class is located at demo/custom.m. 
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Efficient Voronoi Metamodelling for 
Large Scale Approximation 
 
Tom Makin* and H. Alicia Kim† 
Department of Mechanical Engineering, University of Bath, Bath, BA2 7AY, UK 
This paper presents a novel metamodel formulation for efficient function emulation 
based on Radial Basis Function (RBF) interpolation. Lattice sampling plans and the 
geometry of the Voronoi tessellation are exploited to localise the RBF interpolation with 
the aim of increasing efficiency for large scale modelling with minimum loss of global 
accuracy. The performance of the proposed technique is examined using standard test 
problems and compared to established global and compact RBF modelling techniques. 
The fitting and prediction times for the new method are shown to be linearly 
proportional to the number of sample points allowing large data sets to be handled 
without prohibitive growth in computational cost. Accuracy is shown to be comparable 
to that of the global RBF for problems of medium to low dimensionality.  
I. Introduction 
etamodelling in engineering is typically used for reducing computational cost of highly expensive 
analyses or simulations. This is particularly relevant in the design optimisation context where an analysis 
is required at every iteration as the design is modified and optimised. In cases such as Refs 1-3, a single analysis 
can take hours or even days and repetitive application of such evaluations makes optimisation prohibitive. 
Metamodels have been shown to be effective in these problems where an approximation model is constructed 
from the true model and the approximation model, i.e. metamodel is used for optimisation. 
However, engineering design often involves highly multidisciplinary, multi-constrained problems with 
multiple design points and the computational cost of optimisation can also arise from the sheer size of the 
problem. In other words, a single analysis may be relatively cheap (e.g. 1 second per evaluation) but the number 
of evaluations required can be exceedingly large and can become prohibitively time consuming. This is often 
compounded by the need to carry out numerical sensitivity analysis requiring one or more extra data points for 
each required gradient.  
The aim of this paper is to develop an efficient metamodelling technique for large scale (a very high number 
of data points), high dimensional, multi-response design optimisation problems with a high number of 
evaluations. This may be achieved firstly by reducing the evaluation time for a single prediction, and secondly 
by allowing gradients to be obtained directly from the model without the need for finite difference calculations. 
The model building process also needs to maintain high efficiency if it is to be of use for large data sets. We 
propose a novel metamodelling strategy employing locally defined Radial Basis Function (RBF) models 
blended together using an approximation to the Voronoi tessellation based on N-dimensional close packed 
lattice point sets. We first present an overview of existing metamodelling techniques and proceed to the theory 
and implementation of our proposed technique. This is followed by numerical studies for several benchmarking 
test problems in order to compare our new method with established RBF metamodelling techniques.  
 
II. Modelling Techniques 
A. Metamodelling Overview 
Metamodelling, also known as surrogate modelling, has been an active research topic in recent years, 
resulting in a wide range of metamodelling techniques. Probably the most established and well known method is 
polynomial regression (PR) typically used for modelling simple, low-order trends in problems with medium to 
large data sets. PR is commonly considered to be the best place to start for any metamodelling exercise, before 
experimenting with more complex techniques4. However, it is generally unable to represent the complex multi-
modal functions often encountered in real engineering practice5. A key advantage of PR is its efficiency for both 
model building and making new predictions. Both the fitting time and prediction time largely depend on the 
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number of polynomial basis terms used to build the model, and thus there is a trade off between accuracy and 
efficiency if extra terms are added to increase model fidelity. 
At the other end of the metamodelling spectrum lie global interpolation methods such as Kriging. Kriging is 
a special form of Radial Basis Function (RBF) model and is suited to highly non-linear multi-modal problems 
with relatively sparse data sets. Numerous studies have found Kriging to outperform other methods in terms of 
prediction accuracy when using deterministic data 4, 6, 7. However, Kriging models are costly to build due to the 
tuning required for the model parameters. Extended building times for Kriging models are particularly apparent 
as the dimensionality of the problem increases. For larger data sets in higher dimensional space, less complex 
RBF formulations such as the Gaussian model have been found to be more robust and exhibit significantly 
better efficiency for model building. For example, Jin at al4 provide data for a ‘large’ data set and describe 
model fitting times of 4-5 seconds for a Gaussian RBF model compared to 2-3 hours for the Kriging equivalent.  
B. ‘Large’ Data Sets 
At this point it is worth considering what is meant by a ‘large’ data set. In the aforementioned comparative 
study of Jin et al.4 the largest data set used appears to be 360 points for a 16 dimensional problem. This can be 
considered a relatively small number of points to cover a complex 16 dimensional design domain with any 
reasonable accuracy. For example, a 16 dimensional hypercube has 216 = 65536 points in the corners of the 
design space alone. This disparity between the volume of high dimensional space and sparse point sets used for 
modelling is reflected in the poor accuracy reported for the high dimensional problems in Ref 4.  
In order to increase model accuracy in this present study we shall assume the number of data points to be in 
the thousands rather than the hundreds, an order of magnitude greater than that typically encountered in 
metamodelling literature. This highlights the differences in our approach compared to the majority of 
metamodelling studies, since we are assuming that such large amounts of data can be obtained in an acceptable 
time frame, i.e. seconds not days to obtain a single data point. 
C. Global RBF  
An interpolating global RBF model, such as the Gaussian, requires one basis function for each of the n data 
points in the set and the basic form can be expressed as follows: 
  n
i
ii rf )(  (1) 
where, ir px  , x = test point, i = coefficient for the ith data point ip  









i  (2) 
where  = basis function width parameter, which will be discussed in more detail later. 
The fitting process to calculate the  coefficients requires the solution of a linear system of size n, which is 
solvable in O(n3) time8 using a standard direct linear solver. The prediction time is also related to the number of 
data points and can be assumed to vary linearly with np thus taking O(n) time. It can be seen that increasing 
accuracy via large point sets is in conflict with our desire for high efficiency particularly at the model fitting 
stage.  
PR models are often used in parallel with RBF’s to create what is known as an augmented RBF model. 
These additional polynomial terms make the RBF more suitable for areas of the response with low order 
behaviour, and have been shown to improve accuracy for a range of test functions9. For simplicity we have 
opted to exclude polynomial terms from the RBF formulation used in this paper, but the augmented forms 
would be worthy of further investigation.  
D. Local metamodelling 
Local metamodelling presents a possible solution to the problem of escalating model complexity as the size 
of the data set is increased. A divide and conquer approach whereby the data is subdivided into a series of 
smaller, more localised data sets. This is the strategy adopted by established metamodelling techniques such as 
Multi-Variate Adaptive Regression Splines (MARS)10, where the design space is sequentially partitioned and 
local polynomial models are defined for each region. Another technique using similar principles employs data 
 




clustering11, where points with similar characteristics are grouped together and used as the basis for a local 
approximation. A downside of this partitioning/clustering approach is that the optimum partitioning scheme is 
dependent on the nature of the response. For a multi-response model each individual output would require a 
different set of sub regions, thus potentially reducing efficiency of both the fitting and prediction processes. It is 
desirable to have a partitioning scheme that is independent of the response data and is thus based solely on the 
geometry of the sample points. In this way the partitioning stage only needs to be done once for any given 
sampling plan, and a consistent model basis may be used for all responses.  
An additional concern that must be considered for a local modelling strategy, is the need to maintain 
continuity between sub-regions as the design space is traversed. For any given test location, we require an 
efficient way to assess the contribution of all active sub-regions and combine a series of local responses in a 
meaningful way. This is commonly achieved using a weighted average formulation such as that provided in the 
Gradient Interpolation Method proposed by Ren et al.12. 
  )()()( xxx jj ff    (3) 
where j is a weighting factor for the jth local metamodel fj. The j values are normalised such that j=1. 
 
E. Compact RBF 
Many of the desirable characteristics of the local metamodelling approach described above are fulfilled by 
special forms of compactly supported RBF models. Compactly supported functions have a limited, localised 
radius of influence compared to a global function such as the Gaussian which extends to infinity. For large data 
sets, compactly supported functions can provide significant computational savings particularly at the model 
building stages as the linear system of RBF equations becomes sparsely populated and can thus take advantage 
of efficient sparse matrix solvers8. 
However, for higher dimensional problems it has been found that in order to maintain levels of accuracy 
comparable to those of the global methods, the width of the compact basis function needs to be increased to near 
global scale8. In other words, there is a trade off between efficiency and accuracy for a compactly supported 
scheme. A wide range of different compactly supported functions exist, many of which were compared in recent 
study carried out by Fang and Horstmeyer9. Whilst the problems examined in this study were of low 
dimensionality the results can still be used as starting point in absence of better information. Generally the more 
complex and thus smoother RBF expressions perform better, and one function that appears to provide a 
reasonable balance of complexity and performance is Wu’s ψi formulation13 Eq. (4). This function is used as the 
basis for any numerical comparisons carried out in this paper using compact RBF models and is defined as: 
 )535101147101355()1( 234557  ttttttti  (4) 
where t = ri/ for ri< otherwise t = 0. ri = ||x-pi||, the Euclidean distance to the model base point pi.  
 = basis function width parameter.  
 
 
Figure 1 illustrates the compact basis given by Eq. (4) alongside the Gaussian basis defined by Eq. (2). Two 
different width parameters are used for the compact RBF in order to demonstrate its similarity to the Gaussian 
form when scaled appropriately. 
Gaussian Eq (2)   = 1 
Compact Eq. (4)   = 1 
Compact Eq. (4)   = 4 
r = 1 
ψ 
r = 4 
Figure 1. Plots of Gaussian and Wu’s Compact basis as a function of Euclidean distance r 
 




F. A Novel Local RBF Scheme 
The compact RBF approach allows the influence of a given point to be limited to a specified radius, but at 
the expense of model accuracy. In order to try and balance the efficiency trade off inherent in a compact RBF 
formulation, we aim to create a series of localised RBF models using global Gaussian basis functions. In order 
to achieve this we first divide the set of all data points X into a set of n overlapping subsets such that: 
 XXXX n ,,, 21   (5)  
The choice of these subsets is arbitrary, but we define the set iX to comprise the ith data point pi and the  
m-1 closest data points. Each set thus contains m points surrounding and including pi. A local RBF model fi is 




jiji Xrf  p if 0where)(   (6) 
The matrix  contains the coefficients for each local model and is sparsely populated containing no more 
than m non-zero terms in each row. Given that the )( jr  terms are common to all local models we can apply 
the local weighting expression Eq. (3) to the coefficients alone to produce a computationally efficient scheme. 
In this way only the basis functions with non-zero coefficients need to be evaluated. Thus for a given test 
location x the predicted response f can be expressed as: 
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The construction of this model requires a local RBF to be fitted to each of the n point sets. If each point set 
contains m points we can assume the fitting time to be O(nm3). Since m is constant, our method exhibits O(n) 
complexity, and thus for large point sets we expect the fitting time to be less than that of a global O(n3) model. 
The prediction time depends on a number of factors, principally the number of active basis functions, the time 
required to evaluate , and the number of local coefficients which need to be summed up to determine . It is 
thus difficult to provide meaningful theoretical analysis for the prediction time and it will be reserved for 
numerical testing in Section V. 
A key question remains for the proposed local RBF technique. A rigorous method is required to define the 
weighting functions  for each local model which can balance the requirements of efficiency and global 
continuity. For efficiency, the scope of these functions must be restricted to limit the number of models which 
are included in any given prediction, but for adequate continuity and accuracy we require function spaces that 
overlap sufficiently to provide smooth transitions across the global design space.  
 
 




III. Voronoi Geometry and Lattices 
A. The Voronoi Tessellation 
The Voronoi tessellation is a construct from computational geometry used to characterise spatial data sets, 
and it provides a rigorous method of creating a unique region around each point known as a Voronoi cell. This 
cell may be defined as the region closest to a given point than to any other point in the set. The Voronoi 
tessellation exists for any data set of arbitrary dimension although in practice its use is often confined to 2- and 
3-dimensional problems. The connections between the Voronoi cells form the edges of the well known 
Delaunay triangulation, and the two concepts are thus dual, see Fig. 2. Voronoi/Delaunay computation is used 
extensively in a range of different fields to help define topological relationships14, and presents opportunities for 
use as the basis for local approximation independent of specific response data.  
 
The Voronoi tessellation may appear to be relatively simple in the 2D example of Fig. 2, but the complexity 
of Voronoi construction for n points in N dimensional space grows exponentially and is considered to be an 
O(nN/2) operation15. Whilst numerous attempts have been made to improve the computation time for low 
dimensional data sets15, a robust and efficient technique for high dimensional Voronoi diagrams remains 
elusive.   
 
B. Voronoi Metamodelling 
The idea of using Voronoi diagrams in a practical metamodelling context was first proposed by Fujita et al.16 
and was later refined by Hirokawa17. In this method each Voronoi cell is used as the basis for a locally defined 
polynomial approximation model, and the concept of the “Double Voronoi Region” is introduced to maintain 
continuity between the cells as illustrated in Fig. 3. These regions are essentially oversize versions of the 
Voronoi cell for any given point and thus form polygons in 2D and polytopes in higher dimensions. In Fujita’s 
method the Voronoi diagram must first be computed, and then the local models constructed based on the 
neighbouring points. To make a prediction it is necessary to identify any enclosing Double Voronoi Regions and 
calculate the closest distances to the region boundaries. These distances are used to define weighting 
coefficients  and thus to combine the local predictions from these regions as per Eq. (3).  The computational 
effort required for this step can be aided by the topological relationships formed by neighbouring Voronoi cells, 
i.e. all the neighbouring point pairs are known in advance. Fujita et al. examine small scale modelling problems 
up to four dimensions, but there appears to be no further work carried out to explore possibilities for higher 
dimensional spaces and/or large data sets. This is probably due to the exponential complexity of generating and 
interrogating the Voronoi tessellation as problem size increases. The efficiency of applying Voronoi techniques 
to higher dimensional spaces is a concern echoed by Wang in his comprehensive review of recent 
metamodelling research6.  
 
Figure 3. Two overlapping Double Voronoi 
regions as defined by Fujita et al.  
Figure 2. Voronoi tessellation with 
Delaunay triangles superimposed 
 




C. Approximate Voronoi Metamodelling 
The key features of the Voronoi scheme that are attractive from a local metamodelling perspective are the 
well defined regions of influence for a given point, and the connectivity information that may be stored for pairs 
of neighbouring points. The true Voronoi tessellation also ensures full coverage of the design space, however, 
the discontinuous nature of the cell boundaries means that the weighting functions are not continuously 
differentiable. This discontinuity has implications for the resulting approximation model if it is to be used for 
gradient estimation.  
We present an alternative approach to Voronoi metamodelling inspired by the Voronoi tessellation, but 
implemented with a measure of artistic license to create an efficient Approximate Voronoi (AV) scheme. We 
opt to represent the “Double Voronoi Regions” using hyperspheres in place of the complicated 
polygons/polytopes used by Fujita et al. This provides simplicity when computing the connectivity information 
between local models and also in evaluation of the weighting functions used to combine the local 
approximations. It may appear that we sacrifice our guarantee of global space coverage but this is not 
necessarily the case as discussed below.  
Our approximate method associates a fixed radius hypersphere with every point in a given sample set. The 
challenge is to determine an appropriate value for this radius in order to balance efficiency, accuracy and design 
space coverage i.e. no gaps between spheres. In order to guarantee sufficient coverage it is necessary for the 
sphere to enclose the Voronoi cell. However, it has already been assumed that Voronoi computation is too costly 
for large scale problems and thus the Voronoi cell information is not available for an arbitrary data set. We thus 
turn our attention to the field of N-dimensional sphere packing and regular lattice data sets for which Voronoi 
cell information can be explicitly calculated18. 
The mathematical study of N-dimensional sphere packing is generally concerned with finding the densest 
configurations of hyperspheres for any given dimension. A second problem addressed in such work is that of 
maximising the number of touching spheres in a close packed configuration, a quantity affectionately known as 
the “kissing number”. A third closely related problem of direct relevance to our present aim is the “thickness” of 
space covering, where the goal is to find the minimum number of spheres required to ensure complete coverage 
of the design space. A useful product of this mathematical research is a collection of regular close packed 
parametric lattice configurations with well-documented geometrical properties. These lattices allow well-packed 
N-dimensional grids to be created with relative ease, using a predefined generator matrix M. A range of possible 
choices exist each with a different balance of density, kissing number and space covering characteristics. For the 
purposes of this study we propose the use of the An lattice. The An lattice is defined for all dimensions and 
possesses a suitable balance of density, kissing number and “thickness”. Based on the book by Conway and 
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where G is the N by N gram matrix for the An lattice.  M is 
the square generator matrix computed by factoring G.  
 is a vector of N integer lattice coordinates and p is the 
corresponding lattice point in N-dimensional Euclidean 
coordinates. c is a scale factor defined by the desired packing 
radius . The minimum distance between any two points is 
thus 2. The kissing number  is the number of touching 
spheres. Finally the covering radius R is the radius of sphere 
required to provide complete space coverage, see Fig. 4.  
 
 
The above equations are employed as the basis for the 
proposed modelling scheme and Eq (10) is used to generate 
the sample points. The kissing number parameter  is used to 
define the number of RBF basis functions included in the 
local models, and covering radius R is used to define the 
width of the weighting functions.  
The use of lattices in this context achieves two 
objectives. The first is to provide an accessible and efficient 
way of accessing the properties of the Voronoi tessellation. 
The second objective is the creation of a large well spaced 
sampling plan in high dimensional space, which generally 
speaking is not a trivial task. 
D. Weighting Function Definition 
The purpose of the weighting function is to allow the 
influence of a given local model to be smoothly increased as 
the base point for that model is approached. It is also 
desirable for the gradients to be equally smooth. We thus 
require a continuously differentiable radial function, with 
zero value and zero gradient on the boundary. Fujita et al.16 
achieved these goals using a cosine weighting function with 
their Double Voronoi Region, but for this study we propose 
the use of a simpler polynomial expression borrowed from 
the family of compact functions produced by Wendland19. 
Our weighting function is defined by Eq. (15) and illustrated 
in Fig. 5.  
In order to ensure full space coverage for the lattice 
sampling plan defined in the previous section, the weighting 
functions of Eq. (3) must extend at least as far as the 
covering radius R defined by Eq. (13). Increasing beyond 
this value improves the smoothness and coverage of the 
model but at the expense of efficiency particularly in higher 
dimensions. As illustrated in Table 1 the covering radius can 
become very large relative to the packing radius , which 
results in high connectivity between overlapping spheres.  
The compromise between accuracy and efficiency used 
for this study is to set the radius of the weighting function R 
to one and a half times the covering radius of the lattice R: 
 RR 5.1  (14) 
with the weighting function defined as: 
 )14()1( 4  tt  (15) 
where t = ri/R for ri<R otherwise t = 0. ri = ||x-pi|| the Euclidean distance to the local model base point pi.  
 
Figure 4. 2D lattice points with circles 
drawn at the covering radius  
# dimensions kissing number radius ratio
N  R/
2 6 1.15 
3 12 1.22 
4 20 1.55 
5 30 1.63 
6 42 1.85 
7 56 1.94 
8 72 2.11 
9 90 2.19 
10 110 2.34 
Table 1. Kissing number and ratio of 
covering radius to packing radius for 
the An Lattice 
t=1 

Figure 5. Plot of local model weighting 
function defined by Eq. (15) 
 




IV. Modelling Methodology 
A. Sample Plan Definition 
The first stage in any metamodelling exercise is to prepare the initial sampling plan. It is typical to define a 
metamodel over the unit hypercube and so scale all variables between 0 and 1. For this study an iterative 
approach to sample plan generation is employed using the lattice generation scheme of Eq (10). Starting from 
the centre of the hypercube, lattice points are added sequentially until no more fit inside the cube. The total 
number of points produced is thus controlled by the initial choice of packing radius . 
The creation of connectivity information is also included in the sampling plan generation stage. Once the 
lattice generation is complete then a connection between points is defined if the Euclidean distance between 
them is less than twice the weighting function radius R defined in Eq. (14). These connections map the overlap 
between weighting functions  and may be used to quickly assess which of the global models are active. If the 
points are connected in this way the active models (those for which ri< R) can be quickly determined during the 
prediction stage. The connections are stored in an ordered list so that the neighbouring touching spheres are 
encountered first during the search operation. 
B. Local Model Definition 
Having obtained response data for the given sampling plan, the local models may now be defined as per  
Eq. (6). It is thus necessary to create the local data sets X which are defined as the model base point plus on the 
m-1 closest points. The kissing number  is used here to define an appropriate value for m. Based on our 
numerical investigations we take m=2 +1, i.e. twice the kissing number plus the model base point. This choice 
is relatively arbitrary and may be tuned to suit a particular requirement. Lower values of m will increase 
efficiency and higher values will favour accuracy and smoothness. The m points for each local model may now 
be selected and the local  coefficients determined using standard RBF solution techniques. This procedure can 
easily be parallelised as the solution of each local model is independent from all other local models. 
C. Prediction Procedure 
Several distinct stages are involved in making a  
multi-response prediction using the proposed Approximate 
Voronoi scheme: 
 Define the test point x. 
 Use the stored connectivity information to find a 
containing hypersphere. Starting from a given start 
point calculate the distance to x from the centres of 
all neighbouring spheres. Find the sphere closest to 
the test point and use this as a new start point. This 
process is repeated until we find an active sphere 
for which the distance to the associated point is less 
than the weighting function radius, i.e. ri < R.  
See Fig. 6. 
 Having found an active sphere, the list of 
connections may be interrogated to find all other 
active spheres. 
 Evaluate  for all active spheres, Eq. (3). 
 Assemble the  coefficient vectors for each output 
response, Eq (7). 
 Evaluate the Gaussian basis functions ψ for all 
points with non-zero  entries. 
 Sum up all non-zero values of the product ψ to 





Key to Point Types 
= no calculations required  
= distance calculated 
= closest to test point at given iteration
= within an active sphere 
= active sphere boundary 
Figure 6. Illustration of how 
connectivity information is used to 









V. Numerical Testing 
A. Test Problems 
For the purposes of numerical testing in this study two different benchmarking functions are employed. The 
first is known as the Franke Function and is used as a standard test problem for RBF methods in 2D8. The 






















 (16)  
The second benchmarking problem is taken from the work of Jin et al.4 and is used in our study for higher 
dimensional test cases. In the work of Jin et al. this function is used as a 10D problem, but it can be used with 
any number of dimensions less than 10 by simply keeping the other variables constant. The function is 













j xxcxxf  (17) 
where:  0<xj<10 for j = 1,2,…,10; For N < 10 unused variables are assigned a value of 5 






Figure 7. Plots of benchmarking test functions. For plot b) only the x1 and x2 variables are varied 
and the other dimensions are maintained at constant values. The 8D function is the same as the 4D 
function for the first two dimensions and thus plot b) is applicable to both the 4D and 8D cases. 
 




B. Comparative Study 
In order to assess the usefulness of our proposed Approximate Voronoi method, it is to be compared with 
two established RBF models. The first of these RBF models uses the globally supported Gaussian basis function 
given by Eq. (2), and the second uses the Wu’s Compact RBF formulation as per Eq. (4). The Gaussian basis is 
also used for the definition of the local models used in the proposed Approximate Voronoi RBF. 
Each of the three models is tested using a range of different point sets. We explore the behaviour in 2D, 4D 
and 8D space using the test problems presented in the previous section.  
Both the global and compact RBF basis functions are defined using the quantity  in the basis function 
definition, Eq. (2). This parameter controls the width of the basis functions with a higher value generally 
increasing accuracy up to a certain point where numerical instability arises in the fitting process. In the case of 
the compact RBF scheme it controls the density of the resulting correlation matrix required to fit the model, and 
consequently affects the time required using a sparse solver. For a compact RBF, it is the  value that provides 
the trade off between efficiency and accuracy. It is common to define  relative to the spacing of the sample 
data8 and for this study  is defined as follows:  
  4  (18) 
where  is the packing radius of the lattice sampling plan defined in Section IV-A.   
Preliminary testing found this value of  to produce good results for the global RBF basis functions and 
allow stable model fitting. For the compact RBF, this value is found to produce a level of matrix density 
sufficiently low for sparse matrix solvers to work efficiently, and thus provides a basis for meaningful 
comparison with the global RBF model.  
For the Approximate Voronoi RBF scheme  is used for the RBF basis width only, and is set independently 
from both the weighting function radius R and the number of basis functions in a local model m. 
C. Performance Criteria 
In order to compare the performance of the various models it is necessary to assess accuracy and efficiency 
of the modelling process. In general we are not concerned with the absolute values of these criteria as it is the 
comparative behaviour which is of most interest.  
A set of validation data is required at sites independent from those used to build the approximation models. 
For this task 5000 unique and well-distributed validation points are generated using the efficient Sobol sequence 
method20. The reason for this relatively large number of validation points is firstly to obtain a clear picture of the 
model accuracy and secondly to allow the prediction time to be meaningfully assessed given that a single 
prediction is too fast to be measured accurately.  
The criterion used to examine model accuracy is known as the R-Squared (R2) correlation coefficient. The 
R2 coefficient provides an indication of global model performance with a value of 1 indicating ideal 
approximation to the true data. A value above about 0.8 is generally considered to be a reasonable fit5. The 




























where:  )( if x   = model prediction at a given point 
 iy  = true value at a given point 
 y  = mean of true values 
 
The efficiency data for both fitting and prediction is obtained by timing the computation processes directly. 
We measure the time required for the matrix solution aspects of the fitting process, and for the prediction the 
average time is obtained by measuring computation time for all 5000 validation points and then dividing by the 
number of points. Further information on the timing procedure is provided in the implementation section below. 
 
 





All numerical testing presented in this paper is carried out in Matlab21 running on a 2Ghz Windows PC with 
2Gb of RAM. This standalone test environment provides relatively consistent results for timing computation 
processes, although memory issues limit the size of the data sets that can be handled reliably. For this reason no 
more than 3300 points are included in any single lattice sampling plan.  
The bulk of the computation for fitting the models is the solution of linear matrix equations for which 
Matlab is very well suited. All fitting routines were thus implemented in Matlab which automativelly handles 
the exact choice of solver for a given problem. For the Compact RBF functions used in our study, a sparse 
matrix solver is explicitly requested in the Matlab fitting routine.   
Given that efficiency is a key concern for this study, algorithm design has been considered carefully, 
particularly for the prediction routines. All of the prediction algorithms were implemented in C++ and compiled 
as MEX files, which were then incorporated into Matlab. This is because the prediction routines require 
significant amounts of loops and conditional expressions, a process for which standard Matlab code was found 
to be slow. This is particularly apparent for the proposed Approximate Voronoi prediction algorithm, which 
only begins to compete with the standard RBF model when the code is written as an external Matlab MEX file 
as opposed to being written entirely in standard Matlab code. 
The timing for the fitting routines is carried out using standard Matlab tic/toc functions, but the prediction 
timing is performed using C++ timer functions in the external MEX files. The fitting and prediction times 
should thus not be compared directly for any given problem as it is the relative magnitude of each which is of 
interest. 
 
Figure 8. Comparative study results for the Global RBF, Compact RBF and proposed Approximate 
Voronoi (AV) models 


















































































































































































The results of the comparative study are presented in Fig. 8. Each graph contains data for the global RBF, 
the compact RBF and the proposed Approximate Voronoi (AV) model. The results for the 2D, 4D and 8D test 
problems are presented side by side. The scale for the R2 correlation coefficient is same for all three problems 
but the graphs for fitting and prediction times use increasingly larger scales as the dimensionality increases. 
Note also that the point count also varies for each test problem with the 2D, 4D and 8D problems using around 
1000, 2000 and 3000 points respectively. 
 
1. Fitting time 
The results for fitting time clearly demonstrate the expected exponential growth for the global RBF model 
with each test problem displaying roughly the same form. The compact RBF performs well for the 2D problem 
due to the low density of the correlation matrix during the fitting process. As the dimensionality increases the 
density of the Compact RBF correlation matrix also increases to the extent that the 8D problem offers little 
improvement on the global case. A similar increase for higher dimensions is also observed in the Approximate 
Voronoi model as would be expected due to the increase in the number of terms included in the local model. In 
general these results correlate well with the theory presented in Section II. The simple but key observation is 
that the growth in prediction for the AV model is linear, and thus as the number of points increases there will 
always come a point when the AV model will take less time to fit than a global RBF using standard solvers. 
 
2. Prediction time 
The measured prediction times for all test cases demonstrate approximately linear behaviour over the ranges 
of problem size considered, although for the 2D problem a slight downward trend can be observed for the 
Compact and AV models. This sub-linear trend is to be expected as the number of basis functions included in 
any given prediction does not necessarily increase significantly for the larger point sets. The computational 
effort of finding which points are active for a given test location does increase, but to a lesser extent. If more 
efficient methods were available for searching for active points the prediction time would become near constant 
for a very dense data set such as used for the 2D test problem. The AV algorithm moves in this direction by 
using the connectivity information to accelerate point search operations, but there are many different stages to 
the AV prediction which all add to the total time. In order to make a complete assessment of the AV prediction 
time it would be beneficial to obtain a more detailed breakdown of the computation time. 
 
3. Accuracy 
For the 2D problem it can clearly be seen that all methods handle the test function with ease even for the 
more modest point sets. In this case an alternative test function is required with significantly more variation 
across the design space in order to give the models extra complexity to deal with. However, the 2D case does 
serve to validate the AV model and show that it can compete with proven RBF methods.  
For the other two tests a clear pattern can be seen with global RBF at the top and compact RBF scoring 
worst. This is not to say that the compact RBF function is inherently worse, it is just less effective when used 
with this value of basis width. The width could be increased, but that would increase the fitting times.   
Local peaks can be observed in the accuracy metrics as the number of sample points is increased. This may 
appear counter intuitive, but can be understood given that the quality of the sample plan is also dependent on the 
location of the points and not just the quantity. In order to produce the lattice point sets the packing radius of the 
spheres is varied, and then the unit hypercube is filled up using this spacing. It is clearly possible that a higher 
packing radius  (i.e. fewer points) might cover certain areas of the design space more effectively than the next 
size down, as it depends partly on how many multiples of  can be squeezed in between the centre point and the 
boundary of the design domain. It is likely that this phenomenon would become less pronounced for denser data 
sets, a view supported by the results for the 4D test which only exhibits peaks for the smaller point sets. It is also 
interesting to note that the peaks occur in the same place for all three models, which enforces the idea that the 
models are fundamentally very similar but with varying levels of fidelity due to the various scaling parameters 
involved. 
Another aspect of model fidelity which is difficult to capture with a single numerical metric is the local 
smoothness of the models. Qualitative analysis of the results for the higher dimensional problems reveal that 
oscillatory behaviour can occur towards the edges of the AC model as indicated in Fig. 9. In this figure the AV 
model is compared with the global RBF model in a region found to be susceptible to such oscillations. It can 
clearly be seen that the AV model generally exhibits a rougher surface profile and becomes increasingly less 
reliable at the edges of the design space. Comparison with the true function surface in Fig. 7 b) reveals that the 
global RBF is closer to the truth in this area of the model.  
 








It appears that each of the three modelling techniques examined finds its niche in the numerical tests 
presented in Fig. 8. For the 2D test it is the compact RBF which demonstrates high accuracy and the best 
efficiency for both fitting and prediction. The AV model performs best in the 4D setting, with superior 
efficiency for the fitting and prediction time comparable to the compact RBF. For the AV model in this case the 
global accuracy metric is apparently comparable to that of the global RBF, although the smoothness of the 
model may be a concern for some applications. Finally, for the 8D test case the global RBF appears to be the 
most effective for the range of point numbers examined.  
For the 8D testing regime the density of points appears too low for AV to provide efficient predictions, and 
AV would probably demonstrate more favourable results if we were to increase the number of points by an 
order of magnitude. The key factor for the success of the AV prediction method is the relative density of the 
points for a given dimension, i.e. how the volume of each local model compares to that of the hypercube. 
V. Conclusion 
This paper has presented a novel metamodel for efficient function emulation, combining RBF interpolation 
with local modelling principles and the geometry of the Voronoi tessellation using lattice sampling plans. For a 
given level of dimensionality, the proposed metamodel has a superior scaling property: It can be fitted in O(n) 
time, where n = the number of sample points. 
The resulting metamodel is explored and validated using several test cases taken from metamodelling 
literature. A comparative study is presented demonstrating that the Approximate Voronoi technique can achieve 
excellent efficiency for problems of large scale (n > 1000) and medium (N=4) to low dimensionality (N=2). 
Accuracy in these cases is comparable to that of the global RBF modelling method. However, no significant 
improvement on prediction time was made for higher dimensional problems (N8) for the data sets examined. 
Our results also promote the use of the global Gaussian RBF as a simple and reliable metamodelling tool which 
is well-suited for use on evenly spaced point sets. The key drawback of the Global RBF however, is the 
exponential rise in fitting time as problem size increases.  Further investigation on the Approximate Voronoi 
method is needed to examine much larger data sets (e.g. n  105) in order to explore potential for high 
dimensional problems.  
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Figure 9. Comparison of global RBF and AV model, in an area where the AV model exhibits 
oscillatory behaviour. This example is based on the 4D test case with x3 and x4 set at values 
towards the edge of the design domain 
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