Abstract-A nonobtrusive technique for measuring misalignment errors in multistage free-space optical interconnects is proposed. The technique makes use of dedicated microoptics to relay higher order dedicated alignment beams generated by an optical power supply onto alignment detectors located on the periphery of a smart pixel chip. An implementation of this technique for measuring lateral (x-y) misalignment error in a multistage optical backplane demonstrator is then presented. Performance parameters are analyzed and future directions such as photonic extensions to electronic boundary scan standards are suggested.
I. INTRODUCTION

O
PTICAL interconnects promise to solve data throughput bottlenecks that will occur in future computing systems. However, a major problem impeding forward progress in the field of optics in computing is that of system assembly and alignment of optomechanics and components. This is especially the case in optical interconnects which use optoelectronic modulators such as Hybrid SEED's or liquid crystals [1] , [2] .
In multistage modulator-based systems described to date [3] - [6] , an optical system images an array of optical power beams onto an array of optical modulators at stage #1; a typical setup is shown in Fig. 1 . The modulated beam array must then be relayed to a receiver array at stage #2. There are thus two distinct alignment problems: first the array of optical power beams must be aligned onto the stage #1 modulator array; second, the modulated beams must be aligned onto the receiver array at stage #2. This is repeated as many times as there are stages in the system.
In order to correct any misalignment problems in such systems, the first challenge is to quantify the extent of misalignment, and the most common technique for doing so is to build an imaging system with a camera and observe the optical system at various planes of interest [4] . However, these imaging systems are often bulky and perturb the system being measured. Moreover, the alignment information produced often must be interpreted by an experienced observer to be of use. As a result, using imaging systems and cameras for system alignment diagnostic is often a very labor-intensive task and is very expensive for large-scale fabrication of multistage interconnect systems.
Future diagnostic techniques will have to eliminate imaging systems and human intervention as much as possible, and the most elegant way to do so is to produce electrical diagnostic signals that can be interpreted by automated test equipment. One can envision an eventual photonic extension to boundary scan standards such as IEEE 1149 [7] in which dedicated alignment circuitry would respond to test vectors by communicating the extent of system misalignment. This information would be used to answer either basic questions-such as whether or not the system works-or more quantitative questions-such as whether or not the misalignment is small enough to be corrected, or what is the maximum clock rate the system can run at (which is in part a function of the misalignment).
The key therefore is to generate-in a nonontrusive manner-analog electrical signals proportional to misalignment. In this paper, a novel in situ lateral ( ) alignment diagnostic method is proposed and then demonstrated in an optical backplane interconnect. The method can be summarized as follows. As the conceptual drawing in Fig. 2 shows, the optical power supply generates additional beams, called alignment beams, which run parallel to the main signal beams. The alignment beams are used to monitor the alignment status of the system at various planes in the system. This technique was implemented to simplify the assembly of a four-stage optical backplane demonstrator system nearing completion. At each stage of the system, the optical power supply generated an array of beams which included four alignment beams. Two of these alignment beams, named 
and
, were used to monitor the lateral alignment of the beam array onto the modulators of stage #1; the other two alignment beams, named and , were used to monitor the alignment of the modulated beams onto the receivers at stage #2. The alignment beams impinged on silicon alignment detectors located on the periphery of the smart pixel chips at each stage.
No previous free-space optical interconnect has made use of deliberately generated higher order beams and associated optics for alignment diagnostic purposes, although analogous techniques have been used in other contexts such as in particle accelerators [8] . Some vertical cavity surface emitting laser (VCSEL)-based systems have successfully used discrete alignment beams in feedback systems [9] . Other techniques for determining alignment error in free-space optical systems involve measuring the optical crosstalk [10] or deducing the alignment status by using several staggered detectors per channel and custom circuitry [11] .
The organization of this paper is as follows. Section II overviews the backplane demonstrator system and gives critical alignment tolerances which have to be met for the system to function. These demanding tolerances were the main reason the alignment diagnostic system was developed. Section III describes how beam width and detector layout are parameters which affect measurement range; these parameters are then chosen as a function of the measurement range required for system assembly. Section IV presents the design of the alignment diagnostic system which meets the measurement requirements. Section V outlines physical characteristics of key components, such as the chip and the microoptics. Section VI gives system characterization and experimental results, and Section VII provides a discussion of the results and conclusions.
II. DEMONSTRATOR SYSTEM OVERVIEW
Optical backplanes which merge complementary metal-oxide-semiconductor (CMOS) processing with freespace optical interconnects between PCB's were proposed in [12] . These systems differ from prior optical backplanes in that they support intelligence directly in the optoelectronic interconnect. The intelligence coupled with the very high optical bandwidths yields capabilities which were not possible with prior optical systems. The architectural design and capabilities of intelligent optical backplanes can be found in [12] and [13] . This section overviews the four-stage optical backplane demonstrator system and gives critical alignment tolerances within the system [13] , [14] . These tight alignment tolerances led us to design the in situ alignment diagnostic system.
The discussions in this section and the next will examine only stages 1 and 2. All stages had identical interconnect designs.
A. Signal Beam Relays
One stage-to-stage link is shown in Fig. 3 . The fiberconnectorized Optical Power Supply [14] generated a 4 8 array of signal beams at the power array plane, shown in Fig. 4 , which was relayed by Lenslet Array 1 (LA ) and LA to the stage #1 smart pixel. One of the 32 signal beams is shown in Fig. 3 . The beams were then modulated by the chip and imaged by the bulk relay to stage #2. At stage #2, the beams were reflected by the PBS, then by the pixellated mirror on LA 1 , and finally were imaged onto the receiver on board 2 via LA 2 . Quarter-wave plates (QWP's) produced polarization changes at the appropriate places. The optical lenslet relays were designed to relay the beams using the maximum lensto-waist configuration [15] . Nominal component spacings are given in Table I . 
B. Alignment Tolerances
The key alignment tolerances to be respected during system assembly were for the positioning of the smart pixel chip/daughterboard assembly with respect to the microoptics. These tolerances are given in Table II . Meeting the tolerances in this table ensures that less than 1% of the system throughput (optical power relayed from one stage to another) is lost due to misalignment; the system may still work if these tolerances are not met, albeit at a lower bit rate.
A critical number in Table II is that of the alignment tolerances: the lenslets and smart pixel device windows had to be aligned to within one micron of each other for optimal performance. The system still could receive and transmit if the misalignment was of the order of a few ( 5) m, but beyond 5 m of misalignment, little data could be modulated or received. As a result of this situation, there was no way of knowing the extent of misalignment beyond 5 m without resorting to a difficult imaging system to look through the microoptics onto the device windows. In anticipation of this problem, the in situ alignment diagnostic system described in this paper was designed.
III. ALIGNMENT DETECTORS AND MEASUREMENT RANGE
Measurement range is an essential attribute of a diagnostic system. This section starts by demonstrating that the type and geometry of the alignment detector, along with the profile of the alignment beam, are important design parameters which determine the range and accuracy of a measurement system. The desired measurement range for system assembly is then chosen and beam widths appropriate for this desired measurement range are obtained.
A. Choice of Alignment Detectors
One way to measure the alignment of an incoming array of beams is to have one or many of the alignment beams impinge on alignment detectors. Several techniques for measuring the position of an incoming beam have been demonstrated previously. These include MOS position sensing detectors [16] and quadrant detectors, which are generally four independent photodiodes arranged in a square or diamond and which are used to measure the lateral ( and ) alignment error of an incident beam in many applications such as compact disk players and active alignment demonstrations [17] , [18] . With additional optics and processing, a quadrant detector can measure defocus ( error) as well [18] . If several alignment beams are available and if they cannot be misaligned independently of each other, then another technique for measuring the position of an incoming array in and is to use bicell detectors (BCD's) [18] . A bicell detector, which consists of two detectors beside each other, as shown in Fig. 6 , can be used to measure beam position in one direction only ( or ). As shown in Fig. 6 , two sets of BCD's can be used to measure the misalignment of an incoming array of beams: one BCD with an alignment beam to measure misalignment in the direction, and another BCD with an another alignment beam to measure .
B. Effect of Beamwidth on Measurement Range
Optical interconnects will not work if misalignment between smart pixel devices and microoptics exceeds a certain value. For the current backplane, as stated above, the system will not work if the misalignment exceeds 5 m. Moreover, without a sophisticated imaging system for peering through lenslets, the magnitude of the misalignment cannot be determined once this value is exceeded since the system will not work whether the misalignment is 5 m or (say) 15 m. Obviously, if the misalignment is very large, then a coarse imaging system can help with coarse alignment. Therefore, a measurement system will be useful if it can help to bridge the gap between "coarse" alignment and the last few microns. This gap should be the nominal measurement range of the alignment diagnostic system. As this section shows, the useful measurement range is a function of the width of the spot created by the incident beam.
A few definitions are necessary for this discussion: if an alignment beam with Gaussian irradiance profile is incident on a bicell detector composed of detectors and , then and are defined to be the total power incident on detectors and , respectively. If the beam is off-center (i.e., misaligned) relative to the bicell detector, then one detector will have more power incident than the other one. The error signal, , is then (1) where is a scaling constant with units in m. The error signal is thus times the normalized differential power. The normalization, namely dividing by the total power hitting the alignment detectors, is performed in order to minimize the effect of fluctuations in the laser power on the measured values.
For a given wavelength and detector, the width of the spot on the bicell determines the measurement resolution and range. If a beam with a Gaussian irradiance pattern (2) where is the peak irradiance and is the (86.5% encircled power) radius, is incident on the bicell detector composed of and , then can be calculated as follows for a given actual misalignment :
A similar expression can be derived for . The plot of normalized differential power versus the actual misalignment, , is as shown in Fig. 7 for m, m, m, and m. The plot indicates that when m, . Conversely, when m, . As can be seen from the plot, there is a quasilinear relationship between the normalized differential power and the actual misalignment over the region ; in this region, the curve is never more than 10% off the value of the best linear fit. This relationship, which indicates that the maximum linear range of the measurement system is 0.4 and which holds for most detector dimensions of interest, is exploited in the optical and electronic design of the alignment detection systems described in this work.
Furthermore, the value of in (1) can be chosen to yield a one-to-one relationship between the error signal and the actual displacement, , over the linear range. For example, in the situation plotted in Fig. 7 , when m. Therefore, choosing a value of m would yield the desired one-to-one relationship between and . Additionally, as can be seen from the plot, a misalignment of up to 0.8 will still yield an appreciable error signal which increases monotonically with misalignment, although the error signal will not be linearly related to the actual misalignment beyond 0.4 .
For the current system, a coarse imaging system could yield visual alignment information to within 25 m at best. As a result, the width of the beams and incident on their respective BCD's on the stage #1 die was chosen to be m. As calculated above, this allowed for a linear measurement range of 12 m and a nonlinear measurement range of approximately 25 m.
The same reasoning also applied to the and beams. However, in order to verify the concept of linearity over a different measurement range, it was decided to increase the measurement range provided by and . This also allowed for an even simpler imaging system for the alignment of that stage. As a result, the width of the beams and incident on their respective BCD's on the stage #2 die was chosen to be m.
IV. DESIGN OF THE ALIGNMENT BEAM SYSTEM
The main constraints in the design of the alignment beam system were 1) the beams impinging on the alignment detectors on the chip had to be wide enough to yield useful alignment information, 2) the path of the alignment beams had to be as close as possible to that of the signal beams [9] , 3) the additional components for the alignment beams were not to hinder the proper operation of the main signal beam relays, and 4) all space constraints imposed by the CMOS die area as well as existing optomechanics and optics had to be respected. BCD's were chosen for alignment measurement. As a result, the stage #1 OPS had to generate four alignment beams:
, and .
A. Overview of Alignment Beam Optical Relay
The optical path followed by beams and was as follows. As with all beams emerging from the OPS, beam was generated at the input power plane a distance in front of LA , as shown in Fig. 5 . Beam was then relayed by lenslets and onto its alignment detector on the hybrid-SEED chip. Similarly, beam was relayed by lenslets and onto its alignment detector on the chip (not shown in Fig. 5 ).
The optical path followed by beams and was as follows. As shown in Fig. 5, beam was relayed by onto mirror and, after reflection and polarization change, was imaged by the bulk lenses onto mirror in the next stage. After reflection off and another polarization change, beam was imaged by onto the smart pixel die. A similar path using , and was followed by the second alignment beam (not shown in Fig. 5 ). 
B. Optical Relay for Alignment Beams and
This section and the next describe the design of the optical relays which generated the beams of appropriate width (determined above) at the appropriate alignment detectors. Key parameters of the design for the signal beam relay are summarized in Table I . The optical design for the alignment beams had to respect all spacing and optomechanical constraints imposed by the design in Table I. For the and beams, it was necessary to design an optical relay which would image the alignment beams from the input power plane onto their respective alignment detectors on the die. Furthermore, since the OPS generated all beams with a radius of m at the power array plane, the relay had to have a magnification of . This section will describe the design of the relay for the beam; the beam relay is analogous to the relay. Referring to Fig. 5 , the relay for the beam consisted of two lenses which had focal lengths of and , respectively. Standard Gaussian beam propagation models were used in the analysis [19] .
Because of the design constraints, the alignment beam had a waist at the input power plane located at a distance m in front of the lens. To simplify calculations, the focal length of was chosen to be 768 m since this was also the focal length for all signal lenslets. This yielded , which is the criterion for the maximum lens-to-waist distance [15] ; another waist was located halfway between and , at a distance mm behind . At this halfway point, the beam radius can be calculated to be m. Similar calculations indicated that the focal length of had to be 1.87 mm in order to generate m. The nominal specifications of all components for the transmission of the and beams are given in Tables III and IV , respectively.
C. Optical Relay for Alignment Beams and
This section will describe the optical relay for the and alignment beams. As in the previous section, only the design of the relay for the beam will be described; the beam relay is analogous to the relay.
1) Effect of On-Die Space Constraints on Optical Relay:
As stated above, the beam had to follow as closely as possible the path of the signal beams which left the OPS, were reflected by the modulating mirror/quantum well stacks of the first stage chip, and were then relayed to the second stage chip as shown in Figs. 3 and 5 .
In order to closely follow the path of the signal beams, therefore, the alignment beam should ideally impinge on a mirror beside-and at the same height as-the modulators on the first stage chip. This would cause any tilt or misalignment of this chip to equally affect the propagation of the signal and alignment beams.
Unfortunately, on-die space and grid constraints similar to the ones dictating the location of the bicell detectors were present in this case, leaving no room for simple mirrors for the beam on the first stage chip. As a result of these space constraints, the mirror for the beam was put on the LA 2 substrate, which is as close to the first stage chip as possible. This mirror is labeled in Fig. 5 . While this arrangement is not optimal since it does not measure the effect of any daughterboard misalignment in the overall alignment measurement, it still yields valuable information on the alignment status of all other components in the optical relay such as the PBS, the alignment prisms, and other lenses.
2) Design of Optical Relay: The optical path length for alignment beam from lens to lens was 140 mm + , where the 140 mm component was the optical length of the conventional lens relay and the component was due to the microchannel relay.
Using Gaussian beam propagation equations, an optimization was performed with the objective of minimizing the beam width at mirror and lens where there was the least space available. This led to a beam radius (86.5% encircled power) of 75 m at . To allow for any misalignment error, the mirror size for was chosen to be at least 300 300 m. Furthermore, the beam had a radius of 116 m at . Given the calculations outlined above, the nominal specifications of all components for the transmission of the and beams are given in Tables V and VI .
D. Alignment Detector Configuration
Bond-pads are necessary to get electrical signals off the chip. Since there were to be four BCD's per chip-one for each of beams , and -and since each BCD needed two lines (one for each detector of the BCD), the ideal number of bond-pads per chip for the alignment photocurrents would have been eight (plus an optional ground), as shown in Fig. 8(a) .
However, in order to save on pin-outs, BCD's can be combined by overlapping a detector common to both of them. As can be seen from Fig. 8(b) , two BCD's can be built using just three detectors provided only one BCD is used at a time. This can be described as follows.
For example, in the straightforward case of nonoverlapping BCD's, the situation is as shown in Fig. 8(a) . If the chip in Fig. 8(a) is at stage #1, then beam is incident on detectors and which combine to give information on misalignment in the direction. Similarly, if the chip in Fig. 8(a) On the other hand if the BCD's are overlapped to produce a common detector, then the situation is as shown in Fig. 8(b (from a previous stage) is incident on detectors and . For this to work, only one OPS at a time can be on when alignment measurements are being performed; if not, beams and both impinge on , leading to a false measurement. This leads to an additional saving in pin-outs: since only one of or is incident at any given time when alignment measurements are performed, detectors and can be tied together, leading to further savings in pin-outs.
A similar reasoning applies to the detectors for the and beams and associated detectors. It should be noted that this design implements a wired-or solution; multiplexing for this number of detectors would not have resulted in any pin-out savings.
E. Off-Chip Processing of Alignment Detector Signals
Each of the four alignment detector lines, namely, 1 , 2 , 3 , and 4 , as well a common line 5 (not shown), were tied to a 1-M resistor which converted the photocurrent into a voltage. Each voltage was then buffered and fed via an A/D board into a computer for processing and display. The net result of all these operations was that a voltage signal proportional to the power incident on each alignment detector was generated and read by a computer which performed all necessary calculations. 
V. COMPONENTS
A. Microoptics
The lenslet arrays are shown in Fig. 9 . All diffractive optical components were designed for an operating wavelength of nm. All diffractive components had eight phase levels if the component had an #
; for those components with # , the component had eight phase levels up to the fabrication limit, and then 4 levels beyond. For example, lens in Table V was composed of eight phase levels up to a diameter of 234 m and then had only four phase levels up to the diameter of 354 m. All signal lenslets on LA 1 and LA 2 had a focal length of m. On LA 1 , the signal lenslets were 123 125 m, and they were laid out in 1 8 strips that were 123 m wide 1 mm high. Mirror strips 123 m wide 1 mm were alternated with the lenslet strips. On LA 2 , the signal lenslets were 125 125 m and were laid out in a 8 8 square. All mirrors were made of gold deposited on silver on the substrate. The substrates were made of fused silica 500 m thick and were antireflection coated for 850 nm light on the side with no diffractive components.
The fan-out element within the optical power supply was an eight-level nonseparable multiple phase grating.
B. Optoelectronics and Packaging
The silicon chip was a 0.8 m, three-metal layer, n-well CMOS chip. The chip was postprocessed by Lucent Bell Labs with an array of multiple quantum-well (MQW) modulators and photodetectors using solder-bump bond technology [1] , [20] . The chip is shown in Fig. 10 with the alignment detectors highlighted.
The silicon alignment detectors were p/n diodes on a p substrate where p contacts were made with a p diffusion layer in a ring as shown in Fig. 11 to isolate the three different diodes. Three separate n diffusions were used. During operation, the alignment detectors were reverse-biased to 5 V.
Referring to Fig. 6(b) , the nominal dimensions for the alignment detectors were as follows: m, m, and varied from 100 to 200 m, depending on the detector.
The measured responsitivity of one of the actual chips used in the experiment was 0.08 A/W at nm. A SiN layer which absorbed 70% of the light was present on the detectors, contributing to the low sensitivity. The chip was glued and wirebonded to a small, customdesigned, printed circuit board [21] , which offered mechanical support and an electrical connection to the rest of the test equipment.
VI. EXPERIMENTAL RESULTS
A. Images of Beam Array at Selected Planes
As a stage-to-stage link was being built up, images of the beam array at various planes in the system were taken via a CCD camera/frame grabber set up. Fig. 4 showed the beam array at the input power plane with the 32 signal beams and the alignment beams. Fig. 12 shows the beam array at a distance beyond LA of stage #1 at the plane where the stage #1 chip would be located. At this plane, only 34 beams are visible, namely the and alignment beams as well as the 32 signal beams. The and beams are not visible in Fig. 12 since they impinge on the and mirrors, respectively, and are sent to stage #2.
Finally, Fig. 13 shows the beam array at a distance beyond LA of stage #2, at the plane where the stage #2 chip would be located. At this plane, only 34 beams are visible, namely, the and alignment beams as well as the 32 signal beams reflected from stage #1.
1) Systematic Error Due to Beam Profile:
All calculations for the propagation of the alignment beams assume an ideal Gaussian irradiance profile. In a real system, a perfect Gaussian profile is not achievable due to component nonidealities. These imperfections had at least two consequences of interest to the measurement system described in the paper.
The first consequence was the impact on measurement linearity. The assumption of linearity to within 10% used above may not be valid if the beam is not Gaussian. In fact, as is shown below, there are occasional kinks in the measurement curve which can be attributed to nonideal Gaussian beams
The second consequence was one of systematic error. As stated above, the system was designed such that the centroid of each alignment beam was located on the 125 m grid on which all signal beams were located. For example, in Fig. 13 , the centroid of alignment spot should have been on the line labeled "center of signal beams." However, calculations on the measured data indicate that the centroid was actually 6.5 m above this line. As a result, there was introduced a systematic error of 6.5 m on all measurements using the alignment beam.
This error can be attributed to many factors such as dust or fabrication errors on the large lenslets and mirrors, as well as to the position of the alignment beam which is approximately 750 m away from the optical axis of the main optical power supply [14] . The ragged profile of the alignment beam can be attributed to the fact that the alignment beam, like the signal beams it ran parallel to, had gone through well over 30 optical surfaces-ranging from lenses to prisms to polarization components-after its generation by the OPS. It should also be noted that the optical relay inherently magnified all imperfections in the beam by a considerable amount in order to generate the wide beam ( 100 m, 86.5% encircled power) at the alignment detector. These factors can also explain the slight lack of radial symmetry of the alignment beam at the detector.
Similar observations and calculations indicated that the offset error of the beam was 11 m. Offset errors of this magnitude clearly indicate that this alignment system was not accurate unless proper calibration was performed beforehand, possibly at the expense of overall measurement range. However, as shown below, this system was precise and maintained a linear response over a large measurement range.
B. Alignment Measurement
After the calibration steps described above were conducted, the performance of the system was measured in the optical backplane demonstrator system. The experimental setup was as shown in Fig. 5 , namely the chip on the daughterboard of stage #1 communicated to the chip on the daughterboard of stage #2 chip via the optical interconnect. Both chips were identical and were as shown in Fig. 10 .
The power incident on the alignment detectors was adjusted such that the photocurrents generated 5 V across the 1 M resistors at full misalignment (i.e., when all the power contained in the alignment beam was entirely on one detector).
The measurement results are given below.
1) Performance of and Measurement:
The and beams measured the lateral alignment of the beam array from the Optical Power Supply (OPS) onto the modulators of stage #1. The setup to measure the performance of the alignment measurement system was as follows. The daughterboard (with the chip glued and wirebonded onto it) was mounted on a 6 degree-of-freedom precision stage. The modulators were then set to modulate at 1 Hz and light was fed into the OPS. Without using the alignment beams and detectors for alignment information, the daughterboard was moved until the chip was properly aligned. This could be accomplished by moving the daughterboard and monitoring the contrast ratio of the modulated signal beams transmitted to stage #2. When the contrast ratio of the signal beams was maximized at stage #2, board 1 could be judged to be optimally aligned at the true zero since the incoming power supply beams were then properly aligned onto the modulators.
At this point, the performance of the alignment detectors was measured. The daughterboard was moved by known increments in the and directions and the differential voltage was measured and displayed.
A plot of the normalized differential power versus is shown in Fig. 14 . The solid line is the measured data, the dashed line is the theoretical value. The constant offset value due to background noise (obtained for each alignment detector by measuring the photocurrent when the alignment beam was not incident on the detector) was subtracted for all data points.
The major problem revealed by the plot is the systematic error: there is an 18 m difference between the zero crossover of and that of the normalized differential power. This error was not caused by any differences between the centroid of the and beams and the center of the signal beams, since these differences were insignificant. The cause of the systematic error in this case turned out to be the scattered light impinging on the alignment detectors: the large alignment detectors could easily integrate all the scattered light arising from all the higher orders of the diffractive components in the system before the alignment detectors (i.e., the fan-out grating and all the lenslets in the vicinity of the detectors) as well all the other components in the system. Since the alignment detectors were of different size, the big alignment detector captured more light than the other, leading to the error. As a result, the theoretical value on the plot is actually shifted by 18 m.
Once the systematic error is taken into account, however, the measured value tracks the theoretical value quite closely, with the measured value rising slightly slower than the theoretical value. This discrepancy can be attributed to the actual width of the beam, which was measured to be approximately m 5 m (instead of the desired 30 m) as well as to the residue partly covering the silicon alignment detectors-a factor not taken into account in the original model. Other sources of error could be the occasional copper trace lines running over a detector (which, given their width and length may have added a 3% systematic error) and the varying shape of the detectors; however, the scattered light pointed out above was probably the greatest source of systematic error.
From the measurements and theory, the scaling constant, , of (1) was determined to be m. A plot of the normalized differential power versus displacement is given in Fig. 15 . It should be noted that in this case there was a problem with receiver : it was stuck at zero, and as such, it was impossible to obtain a differential error signal which was the result of a subtraction of two photocurrents. As a result, the plot in Fig. 15 was obtained by assuming that the power gained by receiver was equal to the power lost by receiver . Therefore, the line labeled "measured data" is actually a combination of measured data and reconstructed data. This partial reconstruction therefore adds an additional error to all the sources of error pointed out above.
2) Performance of Measurement: A setup analogous to the one for measuring the and beams was again performed, this time with another chip identical to the first one.
The first problem encountered in this measurement was finding the true zero, as had been done on the first chip by observing the contrast ratio of the signal beams. In this case, the intent was to find the true zero by monitoring the operation of the receivers: the highest operating speed of the receivers would mean that the incoming beams were best centered on the quantum well windows. Unfortunately, due to losses in the relays and the low reflectivity and contrast ratio of the modulators as they were used, the amount of differential power reaching the signal detectors was not sufficient for even low speed operation. Since, it was impossible to fully determine the accuracy of the and beam system, it was assumed that the only systematic errors affecting the accuracy were the 6.5 and 11 m errors determined above for the and beams, respectively.
This being determined, the alignment system performance was measured.
Since, again, a "stuck at 0" fault was found on this second chip for one of the detectors needed for the measurement, only the measurement was performed, which is shown in Fig. 16 . Again, the background noise was subtracted for all points.
The Fig. 16 plot shows a good fit between theory and measured, except for a systematic error of 24 m. This systematic error is considerably greater than the 6.5 m calculated above. The additional error can be explained by the same reasons given for the and beams, namely the scattered light and the imperfections on the alignment detectors.
In this setup, the scaling constant for the and beams is m. 3) Differential Voltage Swing: All the measured displacements so far have been given in terms of normalized differential power. However, the results could also have been given in terms of differential voltage per micrometer. In this setup, the and beams could generate a differential voltage swing of 330 mV per micrometer of misalignment and the and beams generated a differential voltage swing 200 mV/ m.
VII. DISCUSSION OF RESULTS AND CONCLUSION
A novel technique for in situ monitoring of lateral alignment in free-space optical systems was proposed and then implemented in an free-space optical backplane demonstrator system.
Several conclusions can be drawn from the experimental demonstration. The principal conclusion is that the system can be used as it was intended to: positional measurements from the alignment detectors can be obtained and used to adjust the system when misaligned during system assembly. In situ measurement resolutions of 330 mV/ m and 200 mV/ m for measurement ranges of 25 m and 40 m, respectively, were demonstrated. However, the system was quite cumbersome for many reasons. First, the systematic errors on the order of 20 m were troublesome and imposed complicated calibration steps. Second, the constraints on pin-outs and especially chip real estate, combined with the need to keep the alignment spots on a 125 m grid due to fan-out grating design constraints, led to nonoptimal configurations (keeping the spots on a 125 m grid greatly limited the number of available positions and sizes for the alignment detectors). Third, fabrication imperfections ranging from the scattering off lenslets and other components to the residue left on the chips affected system performance and considerably reduced the measurement accuracy. Fourth, the alignment detectors were made too large and as such captured too much stray light. The system would have been better with thinner detectors. Nonetheless, all these practical problems can be eliminated in future implementations of this concept and measurement accuracies on the order of one micron with ranges of several dozen microns should be achievable.
The key point put forward in this paper is that diagnostic systems in future free-space optical systems will have to be built-in during the system design stage and will have to generate electronic signals that will simplify the interfacing of optical systems to existing industrial test standards such as IEEE 1149 [7] . Parallel alignment beams as presented in this paper are an elegant way of achieving this goal. 
