I. Introduction
The basic idea behind recovery of missing speech segments is to exploit redundant information embedded in neighboring segments and estimate the speech content of lost segments from their neighbors. The simplest predictive method is to replicate the previous speech segment instead of the missing segments. This method has low computational complexity and performs better than muting the signal, but it is not sufficient for high quality applications. An even better method is waveform substitution. This method selects a portion of the previous speech that can best approximate the lost samples and uses these samples to fill the lost segments. The International Telecommunication Union (ITU) has standardized a waveform substitution method for reconstructing the lost speech segments (G.711 Appendix I) [1] . In [2] , Liang and others extend the work to estimate the lost segments through waveform similarity overlap-add (WSOLA). Techniques based on Manuscript waveform substitution have proven to be very popular due to its simplicity. However, continual loss of segments leads to metallic-sounding artifacts [3] . Although differing in terms of speech model type and implementation details, conventional recovery algorithms are largely based on variations of signal repetition or parameter interpolation and extrapolation. Consequently, by focusing on very local signal statistics, conventional recovery algorithms always miss the larger context of speech statistics trends. This results in unwanted auditory artifacts in the recovered speech. In [4] , Rødbro and others attempt to address the limitations of traditional recovery algorithms by using a hidden Markov model (HMM) to track the evolution of speech signal parameters. However, as described in [4] , an HMM is an imperfect model of speech signals. Although differing from conventional algorithms, an HMM-based algorithm is still a "local" algorithm that is determined by the number of model states.
In this letter, we present an incremental nonnegative subspace learning scheme to recover missing speech segments using incremental subspace learning (ISL) [5] . To the best of our knowledge, ISL has not been previously used in the recovery of missing speech segments. In the proposed scheme, the recovery problem is transformed into a linear interpolation of projective parameters. Since the nonnegative subspace is updated when a new speech segment is available, the proposed algorithm is capable of tracking the evolution of speech statistics. In fact, we show that the recovery of the missing segments in the nonnegative subspace provides superior quality of speech to that provided by conventional algorithms. The proposed approach has a number of applications, such as restoration of archived speech recordings, estimation of lost speech packets due to dropouts over IP networks, and improvement of recognition accuracy in distributed speech recognition systems over a communication channel.
II. Four Steps of Proposed Scheme 1. Magnitude Spectra Representation of Speech
The input speech signal y(n) is transformed into the frequency domain by applying a window h(n) to a frame of L samples of y(n) and by computing the short-time Fourier transform (STFT) of size L on the windowed data. The window is shifted by R samples before the next STFT computation. The STFT analysis results in a set of frequency domain signals that can be written as
where k=0,…, L-1 is the discrete frequency index and t=0,…, T-1 is the frame index. Here, K is the number of frequency bins and T is the number of frames. In our implementation, we use a sampling rate of f s =8,000 Hz and L=2R=256. Speech segment length is equal to the frame size. Phases are discarded by taking the absolute values of the STFT spectra, resulting in the magnitude spectrogram M(k, t)=|Y(k, t)|. To facilitate our notation, we discard the frequency index k from M(k, t) and use m t to denote the magnitude spectra vector of the current speech segment. Thus, the magnitude spectrogram of speech can be reformulated as
Incremental Nonnegative Subspace Learning
By applying r rank nonnegative matrix factorization (NMF) to M, the magnitude spectrogram matrix can be decomposed into the product of nonnegative matrices A and X, which is given as
In (3), the rows of X denote the time-varying gains, while the column vectors of A span the nonnegative subspace. Because of its batch and static processing nature, conventional NMF is incapable of online processing. To allow online implementation and track the evolution of speech statistics, the nonnegative subspace is learned and updated using the new proposed ISL technique [5] . The ISL is performed via incremental NMF (INMF). The aim of INMF is to update A and X by adding effects of the new arrival magnitude spectra m t . This process can be written as
The time-varying gain x t in time index t is updated by projecting magnitude spectra vector m t onto nonnegative subspace A using (4). Equation (4) is also used to update the nonnegative subspace every time a new magnitude spectra vector m t is available. Due to its dynamic updating nature, the nonnegative subspace is capable of tracking the trend of speech statistics.
The multiplicative update rules [5] for x t and A are given as
where ⊗ denotes element-wise multiplication, represents element-wise division, and α and β are the weighting coefficients, which are chosen as 0.2 and 0.8, respectively, as described in [5] .
Linear Interpolations of Time-Varying Gains
Transformation of the lost speech segments recovery problem into linear interpolation of time-varying gains is based on the observation that the time-varying gains always change slowly over time. Moreover, the smoothness of time-varying gains can be enhanced by incorporating a temporal smoothness constraint [6] into the conventional NMF framework.
Assuming only one frame of speech is available before and after the lost frames, the lost time-varying gains can be estimated by using linear interpolation. We define the general linear interpolating function as 
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where x b is the first time-varying gain vector before the lost segment, x a is the final time-varying gain vector after the lost segment, is the estimated time-varying gain vector of the lost segment, and T t x lost is the consecutive lost frames number. This is illustrated in Fig. 1 . Note that the subscript t, as seen in (7), represents the frame index. In this work, we choose linear Lost packets … interpolation just because it is computationally inexpensive and provides acceptable speech quality, in most cases.
Waveform Reconstructions via Spectrogram Inversion
After the time-varying gain vector of the lost segment is estimated, it is mapped back into the magnitude spectra representation,
The time-domain speech signal of the lost segment is then reconstructed using the real-time spectrogram inversion algorithm proposed in [7] . In many signal processing applications, the STFT phase is lost or not available. Thus, it is desirable to reconstruct the time-domain signal for an STFT magnitude. The real-time spectrogram inversion algorithm presented in [7] is a method for estimating the time-domain signal from the STFT magnitude spectra M without the phase information. The proposed spectrogram inversion algorithm shows its superiority over current methods, and it is used to restore the waveform of the lost frames.
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The overall procedure of the proposed reconstruction scheme is shown in Fig. 2 .
The time complexity of the proposed ISL scheme is mainly introduced by the computation of the INMF algorithm. The time complexity of the INMF algorithm is approximately O(L×r) for each new frame, where L is the frequency bin number and r is the rank of the nonnegative subspace. Moreover, the time complexity of the NMF algorithm is O(L×r×T) [8] at each iteration, where T is the overall frame number. Thus, the computational cost of the proposed scheme for large scale datasets is reduced compared to the cost of the NMF algorithm. In addition, as the incremental learning process performs in an online manner, the proposed scheme is suitable for online implementation. 
III. Experiments and Results
The Gilbert model [3] is used to introduce frame loss in speech signals. After introducing the gaps in speech signals, each signal is reconstructed using the proposed algorithm. The performance of the proposed recovery algorithm is compared with the WSOLA method [2] and the standard recovery algorithm in ITU-T G.711 [1] . Silence substitution (SS), also known as zero stuffing, is also evaluated.
As performance measures, the perceptual evaluation of speech quality (PESQ) score [9] and log-spectral distance (LSD) are adopted. The results are calculated and averaged for a test set of approximately 100 sentences randomly selected from the TIMIT database. A random frame loss (generated by the Gilbert model) test is performed at loss rates ranging from 5% to 40%. According to the Gilbert model, the average consecutive frames lost numbers (T lost equals lost number) corresponding to loss rates of 5%, 10%, 20%, 30%, and 40% are 1.05, 1.11, 1.25, 1.43, and 1.67, respectively. Figure 3 shows the averaged PESQ and LSD evaluation results. It is observed that the proposed algorithm always outperforms other algorithms for all percentages of packet losses. As depicted in Fig. 3(a) , the PESQ score of the proposed algorithm at a 20% frame loss rate is 0.15 higher than that of the WSOLA method and 0.39 higher than that of the G.711 method. As the loss rate becomes higher, the PESQ score improvement by the proposed algorithm becomes greater. The advantages of the proposed algorithm are also indicated by the LSD measure in Fig. 3(b) . The second most efficient recovery method is the WSOLA method, followed by G.711 method. The SS method shows the worst performance. The performance of both the WSOLA method and the G.711 method deteriorates very quickly as the loss rate increases. This is because these conventional methods are largely based on variations of signal repetition or parameter interpolation. Consequently, these methods miss the larger context of speech statistics trends and result in metallic-sounding speech, as is validated by subjective listening tests. Conversely, the nonnegative subspace is able to track the speech signal's statistics evolution. Thus, recovery of missing speech segments in the nonnegative subspace can utilize more redundant information to reconstruct the lost speech samples than can conventional recovery algorithms. This reason contributes to the robustness of the proposed algorithm.
To investigate in detail, we draw the spectrograms of a sample signal, its silence substitution, and its recovered version, as seen in Fig. 4 . From Fig. 4 , we can see that the proposed scheme successfully restores the lost segments.
IV. Conclusion
An effective and online recovery algorithm was proposed, and its power verified by experiments. Compared to conventional recovery algorithms, the proposed algorithm produces improved perceptual quality of speech. The experiment results encourage the use of the proposed algorithm in many practical applications. The intention for future work is to employ a more sophisticated interpolation method to estimate the time-varying gains.
