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ABSTRACT
The detection of a vehicle License Plate is a key technique in most of the applications
related to vehicles movement. Automatic detection of car license plate number became a
very important in our daily life because of the unlimited increase of cars and transportation
systems whichmake it impossible to be fully managed and monitored by humans, examples
are so many like traffic monitoring, tracking stolen cars, managing parking toll, red-light
violation enforcement,border and customs checkpoint.As known is a quite popular and
active research topic in the field of image processing.Diffrent methods and algorithms have
been developed to detect License Plate(LP).In this thesis is suggested a new approach to
solv the problem of treating the LP as an object,the focus is made only on detecting the LP.
The object detection techniques ,includes convolution neural network with region
proposal(RCNN),with option that includes (Fast - RCNN) and exemplar Support Vector
Machines(SVM) are used in this work to provide solutions to the problem.

III

ACKNOWLEDGEMENT
I would like to thank my mentor prof. Dr Bertan Karahoda for the continuous support,
motivation and immense knowledge during my Bachelor study and by giving me the
courage throughout the process of writing this thesis.
Besides my mentor, I would also like to thank the rest of my professors of the Mechatronics
department in the UBT for always giving me the opportunity to express myself and for
always supporting my steps.
In addition, a very special thank you goes to my parents who have given me the opportunity
of an education from the best institutions, who have been supporting me throughout my
whole life.

Besart Mustafa, 2020
Prishtinë

IV

LIST OF FIGURES
Figure 1. Binary Image ........................................................................................................... 3
Figure 2. Grayscale Image ...................................................................................................... 4
Figure 3. Color Image ............................................................................................................ 5
Figure 4. Global thresholding ................................................................................................. 8
Figure 5. SVM hyperplane classification ............................................................................. 11
Figure 6. Perceptron structure .............................................................................................. 17
Figure 7 . Neural Network structure ..................................................................................... 18
Figure 8 . Three dimensionality of CNN layers ................................................................... 21
Figure 9 . Convolutional Neural Network with its layers..................................................... 22
Figure 10 . Process of Convolutional Layer ......................................................................... 22
Figure 11. Max Pooling Layer ............................................................................................. 23
Figure 12. Architecture of R-CNN ....................................................................................... 24
Figure 13. Work Flow of RCNN .......................................................................................... 25
Figure 14. Fast R-CNN architecture ..................................................................................... 26
Figure 15. Fast R-CNN function ........................................................................................ 31
Figure 16. CNN architecture ................................................................................................ 32
Figure 17.Training Option ................................................................................................... 33
Figura 18. Creating RoIs ...................................................................................................... 34
Figura 19. Training Data ...................................................................................................... 35
Figura 20. Evaluate ............................................................................................................... 36
Figura 20. Trainig detector ................................................................................................... 37

V

LIST OF ABREVIATIONS
CNN - Convolutional Neural Network
CV - Computer Vision
SVM - Support Vector Machine
RGB - Red Green Blue
NN - Neural Network
kNN- k nearest neighbor
ID3 - Iterative Dichtomiser
LP - License Plate
RCNN -Region porposal convolution neural network
SPP - Spatial Pyramid Pooling
SGD-Stochastic Gradient Descent

VI

CONTENTS
ABSTRACT ................................................................................................... III
ACKNOWLEDGEMENT ............................................................................ IV
1

INTRODUCTION ..................................................................................... 1

2

LITERATURE REVIEW ......................................................................... 2
2.1

Digital Images .......................................................................................................... 2

2.2

Computer Vision ...................................................................................................... 5

2.2.1

Image Processing.................................................................................................. 6

2.2.2

Image Segmentation ............................................................................................. 8

2.2.3

Region Based Segmentation Method ................................................................... 8

2.2.4

Edge Based Segmentation method ....................................................................... 9

2.2.5

Thresholding....................................................................................................... 10

2.2.6

Feature Extraction .............................................................................................. 11

2.3

Machine Learning ................................................................................................... 12

2.3.1

Reinforcement Learning ..................................................................................... 13

2.3.2

Unsupervised Learning ...................................................................................... 14

2.3.3

Supervised Learning ........................................................................................... 14

2.3.4

Support Vector Machines ................................................................................... 15

2.3.5

Artificial Neural Networks ................................................................................. 17

2.4

Deep Learning ....................................................................................................... 19

VII

2.4.1

Convolutional Neural Networks......................................................................... 20

2.4.2

R-CNN ............................................................................................................... 23

2.4.3

Fast R-CNN ........................................................................................................ 25

2.4.4

The RoI pooling layer ....................................................................................... 26

2.4.5

Multi-task lost .................................................................................................... 27

2.4.6

Mini-batch sampling .......................................................................................... 28

2.4.7

SGD hyper-parametres ....................................................................................... 28

3

PROBLEM STATEMENT..................................................................... 29

4

METHODOLOGY .................................................................................. 30

5

RESULTS ................................................................................................. 31

6

DISCUSSIONS AND CONCLUSIONS ................................................ 38

7

REFERENCES ........................................................................................ 39

VIII

1

INTRODUCTION

The application of Deep Learning algorithms has expanded in almost every field of our
lives. They are helping us deal with the problems in a quicker, easier and more efficient
way. This thesis proposes to solve the problem of LP detetction,by detecting automatically
where the LP is placed on the car. It has been widely used in traffic management, vehicle
monitoring, suspect vehicle tracking, and many other fields. For example, in some cities, a
new LP detection technology which enables drivers to pay parking fee using electronic
wallet in a short time without leaving cars has received widely favourable reception.
Many new technologies like that are emerging and rising due to people’s changing
demands,it is necessary to improve license plate location and recognition algorithms to
increase vehicle management efficiency.By using Deep Learning algorithms and Image
Processing methods is able to detect LPs.Vehicles are widely used in all areas of production
as well as in our daily lives. However, the license plate can be easily affected by external
factors such as lightning conditions, weather, and backgrounds .Besides most LP detection
systems do not fully consider the complexity of background and illumination conditions in
the practical application, so locating the license plate from original images accurately and
efficiently are still vital steps and the main difficulties for successful license plate
recognition. Therefore, the vehicle LP number is an efficient way to identify vehicles,
which is unique for each vehicle. With the rapidly increasing number of vehicles, traffic
violations appear more frequently in public traffic, such as fraud tolls in highways or
parking, speeding, theft of cars, etc. Therefore, it is necessary to identify the LPs of
vehicles for safety. The extracted information from an LPcan be used for several purposes,
like access and flow control, monitoring border crossings and highway toll
stations,searching for suspicious vehicles or even fighting crime.
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LITERATURE REVIEW

The literature and the work done for this particular field is only been found in a very small
number of papers. There are some of the working groups an authors who have proposed
and applied different methods for the LP detection. Some of the work and used techniques
by this authors are also represented in this thesis.
This chapter is divided in different parts to express the theoretical work of this thesis so
that the readers could have a clarified understanding about it. Firstly, it will talk about the
digital image processing. And the other part will deal with the Deep learning algorithms
used for image classification,object detection.

2.1

Digital Images

When using digital equipment to capture, store, modify and view photographic images,
they must first be converted to a set of numbers in a process called digitization or scanning.
Computers are very good at storing and manipulating numbers, so once your image has
been digitized you can use your computer to archive, examine, alter, display, transmit, or
print your photographs in an incredible variety of ways.
You might consider image as a two-dimensional signal i.e., a function with two dimensions
f(x,y) where x,y are spatial coordinates. From a geometry point of view, you can consider
the image as a set of points on 2-d or 3-d space. Each point at every (x,y) is called
amplitude or intensity of an image. When this amplitude and x,y points are discrete, then
we call it a digital image. If the values are continuous values, then we call it an analog
image. We can convert analog image to digital image using sampling and quantization. The
process of manipulating digital images with a computer is called as digital image
2

processing. In a digital image, all the coordinates on 2-d function and the corresponding
values are finite. Each value available in every location is considered as a Pixel.So pixel is
the smallest part of an image.
We have diffrent types of images: 1) Binary, 2) Grayscale, 3) Color
1.

A binary image has only two possible gray values or intensities 0 and 255, there
are no intermediate values. Binary images are used as masks for indicating the
pixels of interest in many image processing tasks.

Figure 1. Binary Image
2. Grayscale image has range of values from 0 to 255 i.e, each pixel location can
have any value between 0 and 255. A grayscale image is simply one in which
the only colors are shades of gray
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Figure 2. Grayscale Image

3. Both binary image and grayscale image are 2-dimensional arrays, where at
every location, you have one value to represent the pixel. Remember to
represent a color image, we need more than one value for each pixel.You need
three values for each pixel to represent any color.So any color can be formed by
combining three basic color Red,Blue and Green(RGB).
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Figure 3 . Color image

2.2

Computer Vision

Computer Vision is the process of using machines to understand and analyze imagery (both
photos and videos). While these types of algorithms have been around in various forms
since the 1960’s, recent advances in Machine Learning , as well as leaps forward in data
storage, computing capabilities, and cheap high-quality input devices, have driven major
improvements in how well our software can explore this kind of content.
In computer vision, we are trying to do the inverse, i.e., to describe the world that we are
seeing one or more images and to reconstruct its properties, such as shape, illumination,
and colordistributions. It is amazing that humans and animals do this so effortlessly, while
computer vision algorithms are so error prone.
Computer vision’s great trick is extracting descriptions of the world from pictures or
sequences of pictures. This is unequivocally useful. Taking pictures is usually
nondestructive and sometimes discreet. It is also easy and (now) cheap. The descriptions
5

that users seek can differ widely between applications. For example, a technique known as
structure from motion makes it possible to extract a representation of what is depicted and
how the camera moved from a series of pictures. People in the entertainment industry use
these techniques to build three-dimensional (3D) computer models of buildings, typically
keeping the structure and throwing away the motion. These models are used where real
buildings cannot be they are set fire too, blown up, etc. Good, simple, accurate, and
convincing models can be built from quite small sets of photographs. (David A.Forsyth,
2003)

2.2.1 Image Processing
An image may be defined as a two-dimensional function, f(x, y), where x and y are spatial
(plane) coordinates, and the amplitude of f at any pair of coordinates (x, y) is called the
intensity or gray level of the image at that point.When x, y, and the amplitude values of f
are all finite, discrete quantities, we call the image a digital image.The field of digital
image processing refers to processing digital images by means of a digital computer
(Rafael C.Gonzales, 2002). Note that a digital image is composed of a finite number of
elements, each of which has a particular location and value.These elements are referred to
as picture elements, image elements, pels,and pixels. Pixel is the term most widely used to
denote the elements of a digital image.
Vision is the most advanced of our senses, so it is not surprising that images play the single
most important role in human perception. However, unlike humans, who are limited to the
visual band of the electromagnetic (EM) spectrum, imaging machines cover almost the
entire EM spectrum, ranging from gamma to radio waves.They can operate on images
generated by sources that humans are not accustomed to associating with images. These
include ultrasound,electron microscopy, and computer-generated images.Thus,digital image
processing encompasses a wide and varied field of applications.There is no general
agreement among authors regarding where image processing stops and other related areas,
such as image analysis and computer vision,start. Sometimes a distinction is made by
defining image processing as a discipline in which both the input and output of a process
6

are images.We believe this to be a limiting and somewhat artificial boundary. For example,
under this definition, even the trivial task of computing the average intensity of an image
(which yields a single number) would not be considered an image processing operation.
On the other hand, there are fields such as computer vision whose ultimate goal is to use
computers to emulate human vision, including learning and being able to make inferences
and take actions based on visual inputs.This area itself is a branch of artificial intelligence
(AI) whose objective is to emulate human intelligence.The field of AI is in its earliest
stages of infancy in terms of development, with progress having been much slower than
originally anticipated.The area of image analysis (also called image understanding) is in
between image processing and computer vision. (Rafael C.Gonzales, 2002)
There are no clear-cut boundaries in the continuum from image processing at one end to
computer vision at the other. However, one useful paradigm is to consider three types of
computerized processes in this continuum: low-,mid-,and high-level processes. Low-level
processes involve primitive operations such as image preprocessing to reduce noise,
contrast enhancement, and image sharpening.A low-level process is characterized by the
fact that both its inputs and outputs are images. Mid-level processing on images involves
tasks such as segmentation (partitioning an image into regions or objects),description of
those objects to reduce them to a form suitable for computer processing, and classification
(recognition) of individual objects.A mid-level process is characterized by the fact that its
inputs generally are images, but its outputs are attributes extracted from those images (e.g.,
edges, contours, and the identity of individual objects). Finally, higher-level processing
involves “making sense” of an ensemble of recognized objects, as in image analysis, and, at
the far end of the continuum, performing the cognitive functions normally associated with
vision. (Gonzalez & Woods, 2002)
Based on the preceding comments, we see that a logical place of overlap between image
processing and image analysis is the area of recognition of individual regions or objects in
an image. Thus, what we call in this book digital image processing encompasses processes
whose inputs and outputs are images and, in addition, encompasses processes that extract
attributes from images, up to and including the recognition of individual objects. As a
simple illustration to clarify these concepts, consider the area of automated analysis of text.
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The processes of acquiring an image of the area containing the text, preprocessing that
image, extracting (segmenting) the individual characters, describing the characters in a
form suitable for computer processing, and recognizing those individual characters are in
the scope of what we call digital image processing in this book. Making sense of the
content of the page may be viewed as being in the domain of image analysis and even
computer vision, depending on the level of complexity implied by the statement “making
sense.” As will become evident shortly, digital image processing, as we have defined it, is
used successfully in a broad range of areas of exceptional social and economic value.

2.2.2 Image Segmentation
Image segmentation is the techniques are used to partition an image into meaningful parts
have similar features and properties. The aim of segmentation is simplification i.e.
representing an image into meaningful and easily analyzable way. Image segmentation is
the first step in image analysis. The main goal of image segmentation is to divide an image
into several parts/segments having similar features or attributes.

2.2.3 Region Based Segmentation Method
This method is based on segmented an image on the basis of similar characteristics of the
pixels.Region Based segmentation method is further divided into two categories:
1)Region growing methods: The region growing based segmentation methods are the
methods that segments the image into various regions based on the growing of seeds (initial
pixels). These seeds can be selected manually (based on prior knowledge) or automatically
(based on particular application) (Anjna, 2017) Then the growing of seeds is controlled by
connectivity between pixels and with the help of the prior knowledge of problem, this can
be stopped. The basic algorithm(based on 8-connectivity) steps for region growing method are:
If (x,y) is the original image that is to be segmented and s(x,y) is the binary image where
the seeds are located. Let ‘T’ be any predicate which is to be tested for each (x,y) location.
• First of all, all the connected components of ‘s’ are eroded.
• Compute a binary image PT. Where PT(x, y) = 1, if T(x, y) = True.
8

• Compute a binary image ‘q’, where q(x, y) = 1, if PT(x, y) = 1 and (x, y) is 8-connected to
seed in ‘s’.
These connected components in ‘q’ are segmented regions.
Segmentation algorithms based on region mainly include following methods:
Region Growing:- Region growing is a procedure that group’s pixels in whole image into
sub regions orlarger regions based on predefined criterion (Kaganami, 2009).Region
growing can be processed infour steps :
(i). Select a group of seed pixels in original image (Krishna Kant Singh, 2010).
(ii) Select a set of similarity criterion such as grey level intensity or color and set up
astopping rule.
(iii)Grow regions by appending to each seed those neighboring pixels that have predefined
properties similar to seed pixels.
(iv) Stop region growing when no more pixels met the criterion for inclusion in thatregion
(i. e. Size, likeness between a candidate pixel & pixel grown so far, shapeof the region
being grown). (Anjna, 2017)
2).Split and Merge: Two parts: Initially the whole image which is taken as a single region is
repeatedly splituntil no more splits are possible, Quad tree is a splitting data structure, then
two regions are merged if they areadjacent and similar, merging is repeated until no more
merging is possible. Three steps: using Improved Quad Tree (IQM), 1st splitting the image,
2nd initializing neighbors list and the 3th step is mergingsplitted regions. (Anjna, 2017)

2.2.4 Edge Based Segmentation method
A connected pixel that is found on the boundary of the region is called an edge. So these
pixels on an edge are known as edge points (S.Sridhar). Edge can be calculated by finding
the derivative of an image function. Some edges are very easy to find. These are: Ramp
edge, Step edge, Roof edge, Spike edge.Step edge is an abrupt change in intensity level.
Ramp edgeis a gradual change in intensity. Spike edgeis a quick change in intensity and
after that returns immediately toan original intensity. Roof edge is not instantaneousover a
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short distance. Edge based image segmentation method falls under structural techniques
(Dehariya, 2010) .

2.2.5 Thresholding
Thresholding is one of the most basic techniques used for the segmentation. It produces
binary images from a grey-scale or color image by setting values to 1 or 0 depending on
their threshold value.
One of the main thresholding methods are global and local thresholding.
Global thresholding – for choosing a threshold value can be used the histogram of the
image. If we have an image f (x, y) formed from light objects and dark background, to
separate these two modes of the image from one another is to select a Threshold T. When f
(x, y) ≥T the result is the object and when f (x, y) ≤T the result shows the background
(Gonzalez & Woods, 2002).
In the figure below is presented the original image and the image after the global
thresholding method is applied. The experiment is taken from the webpage of Matlab where
it can clearly be seen how the image is separated as the background and the objects in it.

Figure 4. Global thresholding
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But there can be several limitations to simple global thresholding because it is only
applicable to simple images where the foreground and background are already in very
different intensities.

Local or Adaptive Thresholding - designed to overcome the limitations of conventional,
global thresholding and chooses different threshold values from the global one.
This method presumes that illumination may differ over the images so is generally
determined from the values of the pixels in the neighborhood of the pixel (Solomon &
Breckon, 2011).

2.2.6 Feature Extraction
One of the other steps one should consider on the way of having a good classification is the
feature extraction. The classification can be good only if features which are extracted from
images are enough to get a better accuracy. The model can be trained on any features
provided it gives better results. After all of these image restoration, enhancement and
segmentation we can finally extract some features that best describe our inputs.
The feature extraction methodology addresses the problem of finding the most compact and
informative set of features, to improve the efficiency or data storage and processing.
Defining feature vectors remains the most common and convenient means of data
representation for classification and regression problems. Data can then be stored in simple
tables (lines representing “entries”, “data points, “samples”, or “patterns”, and columns
representing “features”). Each feature results from a quantitative or qualitative
measurement, it is an “attribute” or a “variable” (Guyon, Gunn, Nikravesh, & Zadeh,
2006).
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So finding good features for classification and recognition of the monuments can
sometimes be not an easy approach. On “A Survey on Mobile Landmark Recognition for
Information Retrieval “from Tao Chen, Kui Wu, Kim-Hui Yap, Zhen Li, and Flora S. Tsai
for the landmark/monument recognition categorized features as local and global ones.
They said that global features characterized the overall properties of the images and the
local features aim to represent the contents of images using local information extracted
from the salient regions or patches within the images. (Chen, Wu, Yap, Li , & Tsai, 2009).

2.3

Machine Learning

Machine learning is a sub-domain of artificial intelligence (AI) that provides systems the
ability to automatically learn and improve from experience without being explicitly
programmed. It also draws on concepts and results from many other fields, including
statistics, philosophy, information theory, biology, cognitive science, computational
complexity, and control theory.
In his book titled ‘Machine Learning’, Tom Mitchell describes learning with the definition
that says: A computer program is said to learn from experience E with respect to some
class of tasks T and performance measure P, if its performance at tasks in T, as measured
by P, improves with experience E.
For example, a task for the learning process of a self- driving robot could be driving on
public four-lane highways using vision sensor. Performance P, the average distance
traveled before an error. And training experience E could be a sequence of images and
steering commands recorded while observing a human drive (Mitchell, 1997).
For these so called learning problems to be better understood by a computer, it is important
to have a good representation of the input data. It is helpful to think of the data as a table.
Each data point that you want to reason about is a row, and each property that describes that
data point is a column.

12

Each entity or row here is known as data point or sample in machine learning, while the
columns, the properties that describe these entities, are called features (Muller & Guido,
2016).
Inside of this world called Machine learning there is a variety of algorithms and different
types of learning methods. From the simplest to the most complex one, depending on the
problem itself machine learning offers a lot of different ways to find an easier and better
solution for the problem. So one can see that by creating systems which need a minimal
human intervention, machine learning is here to make life tasks easier for us all.

-

Types of Learning

Learning of an algorithm can be Supervised, Unsupervised and Reinforcement Learning.
This depends on the nature of the problem we want to use the algorithm on. So we do not
choose randomly the algorithm or the learning type but the problem itself does.

2.3.1 Reinforcement Learning
Reinforcement learning addresses the question of how an autonomous agent that senses and
acts in its environment can learn to choose optimal actions to achieve its goals. This very
generic problem covers tasks such as learning to control a mobile robot, learning to
optimize operations in factories, and learning to play board games. Each time the agent
performs an action in its environment, a trainer may provide a reward or penalty to indicate
the desirability of the resulting state. For example, when training an agent to play a game
the trainer might provide a positive reward when the game is won, negative reward when it
is lost, and zero reward in all other states. The task of the agent is to learn from this
indirect, delayed reward, to choose sequences of actions that produce the greatest
cumulative reward (Muller & Guido, 2016).

13

2.3.2 Unsupervised Learning
In this type of algorithm learning method we do not tell the system about the right outputs
but just shown the input data, it is asked to give us right answers about this data.
The data usually does not contaien labeled information so the computer is trained with the
unlabeled input data and these algorithms can be practical when the experts don’t know
what to look for in the data and what the actual output should be.
Another common application for unsupervised algorithms is as a preprocessing step for
supervised algorithms. Learning a new representation of the data can sometimes improve
the accuracy of supervised algorithms, or can lead to reduced memory and time
consumption (Muller & Guido, 2016).
The main type of algorithms are the clustering algorithms, such as K-means clustering
algorithm.

2.3.3 Supervised Learning
Supervised learning is one of the most commonly used types of machine learning. In this
type of learning we have our data labeled. We provide the algorithm with inputs and tell it
the desired outputs. This way it learns from the data and finds a way to produce the desired
output given a new set of examples of the new input.
Supervised learning has two major types, called classification and regression.
In classification, the goal is to predict a class label, which is a choice from a predefined list
of possibilities. It can be a binary classification e.g. ‘Yes’ or ‘No’, or can have more than
two classes for classification.
In regression problems the output is a real number, or a floating point number in
programming terms (Muller & Guido, 2016).
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Since we said the supervised learning is the most common one, there is a big number of
algorithms used for classification and regression problems. Below will be talked more
widely about some of the most important supervised machine learning algorithms.

2.3.4 Support Vector Machines
Support Vector Machines is another common machine learning algorithm which can be
used for both regression and classification problems.
The input data is mapped to a very high dimension feature space (Cortes & Vapnik, 1995).
The aim of the SVM algorithm is to find a hyperplane – decision boundary- in this feature
space, which helps to classify the labeled into data.
The SVM algorithmic paradigm tackles the sample complexity challenge by searching for
“large margin" separators. Roughly speaking, a halfspace separates a training set with a
large margin if all the examples are not only on the correct side of the separating
hyperplane but also far away from it. Restricting the algorithm to output a large margin
separator can yield a small sample complexity even if the dimensionality of the feature
space is high (and even infinite). (Ben-David, 2014)
There is a big number of hyperplane positions that can be chosen but the goal is to choose
the most optimal one. The one that is with the maximum margin (maximum distance
between data points of the classes) fits the best and is the most optimal because is robust to
outliners and has strong generalization ability. Formula of the hyperplane is :

.
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Figure 5. SVM hyperplane classification

SVM algorithm can also be used when the input data is not linearly separable in high
dimensional feature space.
In this case Kernel function or else called Kernel trick which is defined as a function that
corresponds to a dot product of two feature vectors in some expanded feature space.
Turning the non-separable data to linearly separable.
Depending on the problem there are different types of Kernel functions, because different
types of Kernel functions can lead to different results.

SVM has been used recently for landmark recognition too. In their paper Crudge, Thomas
and Zhu describe that they used SVM because it was very efficient when dealing with the
high dimensional feature space.
They training data was built of 193 images collected from Google and was put into the
SVM as a vector that contained all labels and a matrix whose rows where examples and
whose columns where features (Crudge, Thomas, & Zhu , 2014)
The experiment was tested also in three other classifiers but the highest accuracy of 92%
the system had with the support vector machines.
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2.3.5 Artificial Neural Networks
Artificial Neural Networks called also just Neural Networks provide a general, practical
method for learning real-valued, discrete-valued, and vector-valued functions from
examples (Mitchell, 1997).
The structure and functionality of this algorithm was been inspired by the biological
learning systems, more specifically from the human brain.
The connection between the neurons, information sharing from one neuron to another and
the structure of them has led to create such an algorithm which is motivated and imitates
the work of this biological neural system.
To explain the neural networks one must start with the artificial neuron called a perceptron.
A perceptron takes a several binary inputs and produces a single binary output. As shown in
the figure abow the perceptron has three inputs x1, x2, x3 (Nielson, 2015).

Figure 6. Perceptron structure

In general, it could have more or fewer inputs. In each input values there are also weights,
real numbers expressing the importance of the respective inputs to the output. The neuron’s
output, 0 or 1, is determined by whether the weighted sum ∑j wj*xj is less than or greater
than some threshold value. Just like the weights, the threshold is a real number which is a
parameter of the neuron. In algebraic terms the results of the outputs depending on the
threshold value can be seen in the below picture (Nielson, 2015).
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To get the approximately desired outputs the perceptron learning rule must be applied.
Starting with the random weights, the perceptron is iteratively applied to each training
example, modifying the perceptron weights whenever it misclassifies an example. This
process is repeated, iterating through the training examples as many times as needed until
the perceptron classifies all training examples correctly. Weights are modified at each step
according to the perceptron training rule (Mitchell, 1997).

where

As it can be seen perceptron is a very basic algorithm. But when there is a problem with
multiple inputs of huge datasets, a perceptron can not deal with them. Because of these
problems, not a single perceptron but the neural network is applied.

Figure 7 . Neural Network structure

NN as shown in the Figure 10 abow has an architecture built from the input layer, hidden
layer and the output layer and this is why they are sometimes called Multi Layer
Perceptrons too.
18

MLP are usually learned by the Backpropagation algorithm and are capable of expressing a
rich variety of nonlinear decision surfaces.
The Backpropagation algorithm is such a widely used iterative algorithm which learns the
weights for a multilayer network, given a network with a fixed set of units and
interconnections. It employs gradient descent to attempt to minimize the squared error
between the network output values and the target values for these outputs (Mitchell, 1997).
The weights are not changed all at once but rather incrementally. A weight is changed
depending on the influence it has on the error always trying to minimize it (Makin, 2006).
The error is the difference between the actual result of the output y and the desired output tj
activation.

In (Rojas, 1996)is claimed that this algorithm can be decomposed in four steps.
Feedforward computation, backpropagation to the output layer, backpropagation to the
hidden layer and weight updates. And the algorithm stops when the value of an error
function becomes small.

Neural Networks are one of the algorithms which have yielded with the best results when
we have to deal with classification problems. Although in experiments about the landmark
recognition problems this algorithm has not been seen a lot. Since a large data set contained
there has been used more advanced types of Neural Networks which will be mentioned
below.

2.4

Deep Learning

Deep Learning is a branch of machine learning family that teaches the computer to learn
from the experience. When we have a large and complex data set it gets harder and harder
to train it with the shallow neural networks. Because of this the need for the better and more
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powerful nets arose. It is called deep learning because it refers to training neural networks
with more than three hidden layers.
When programmable computers were first conceived, people wondered whether such
machines might become intelligent, over a hundred years before one was built (Lovelace,
1842). Today, artificial intelligence (AI) is a thriving field with many practical
applications and active research topics. We look to intelligent software to automate routine
labor, understand speech or images, make diagnoses in medicine and support basic
scientific research. In the early days of artificial intelligence, the field rapidly tackled and
solved problems that are intellectually difficult for human beings but relatively
straightforward for computers problems that can be described by a list of formal,
mathematical rules. The true challenge to artificial intelligence proved to be solving
the tasks that are easy for people to perform but hard for people to describe formally—
problems that we solve intuitively, that feel automatic, like recognizing spoken words or
faces in images (Ian Goodfellow).

Deep Learning is used almost as other machine learning algorithms in fields such as
computer vision, finances, signal processing, online services and so on. But the only
difference is that we use deep learning when we have a lot of data because it can be very
expensive from a computational point of view to always apply it for every small task
(Health, 2018).
There are different types of deep learning neural network architectures as deep neural
networks, deep belief networks, recurrent neural networks and convolutional neural
networks for which will be talked next

2.4.1 Convolutional Neural Networks
Convolutional Neural Networks is a deep learning algorithm mostly used for face
recognition, image classification. Basically it is heavily used in computer vision
systems.
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These networks use a special architecture which is particularly well-adapted to
classify images using this architecture makes convolutional networks fast to train
CNNs are a specialized kind of neural network for processing data that has a
known, grid-like topology. Examples include time-series data, which can be thought
of as a 1D grid taking samples at regular time intervals, and image data, which can
be thought of as a 2D grid of pixels. Convolutional networks have been
tremendously successful in practical applications. The name “convolutional neural
network” indicates that the network employs a mathematical operation called
convolution. Convolution is a specialized kind of linear operation. Convolutional
networks are simply neural networks that use convolution in place of general matrix
multiplication in at least one of their layers. (Ian Goodfellow)
ConvNet is built from a set of layers. The neurons of these layers are in three
dimensions and this is one of the great advantages of convolutional neural networks.

Figure 8. Three dimensionality of CNN layers

In the CNN models the input data passes through a lot of layers so technically when we
train and test with CNN we do not need the preprocessing techniques because the system
has already the ability to learn from the existing features when the image goes from one
layer to another. And in the end the classification is fulfilled.
There are different layers with different functionalities in convolutional neural networks.
The input layer, convolution layer, pooling layer, fully connected layer softmax layer and
output layer.
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Figure 9. Convolutional Neural Network with its layers

Convolutional Layer – is the first layer used for extracting features from the input
image. It is a mathematical operation which uses kernel as a filter matrix and moves to
the right through all of the pixels until it completes the width of input. The output of
this layer is the image reduced without losing any feature so it could be later easier
processed.

Figure 10. Process of Convolutional Layer
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Pooling Layer – This layer is connected after the convolutional layer and reduces the
computational cost by reducing the number of parameters.It uses a 2x2 filter and has two
types , the max pooling and average pooling . The max pooling reports the maximum
output within a rectangular neighborhood of the input and the average reports the average
of it .
In the Figure below can be seen the filtered output result with max pooling applied .

Figure 11. MaxPooling Layer

In the Fully Connected Layer and the Softmax Layer happens the classification process .
Combined with the connection of weights and neurons they classify if the input belongs to
class a or class b .

2.4.2 R-CNN
Region-based convolutional neural networks or regions with CNN features (RCNNs) are a pioneering approach that applies deep models to object detection
(Malik R. G., 2014).
They first select several regions from an image and than they label their categories
and bounding boxes.The CNN is used for features extraction from each porposed
area ,then these features are fed into an SVM to classify the presence of the object
within that candidate region proposal.

23

Figure 12. Architecture of R-CNN

In addition to predicting the presence of an object within the region proposals, the
algorithm also predicts four values which are offset values to increase the precision
of the bounding box. For example, given a region proposal, the algorithm would
have predicted the presence of a person but the face of that person within that region
proposal could have been cut in half. Therefore, the offset values help in adjusting
the bounding box of the region proposal.
Work flow of R-CNN in steps:
1. First we load a image as an input
2. We take regions of interests(ROI)
3. All regions are reshaped per CNN,than each region is passed to
ConcNet
4. CNN then extracts features for each region and SVMs are used to
divide these regions into different classes
5. At the end a bounding box regression (Bbox reg) is used to predict
the bounding boxes for each identified region.
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Figure 13. Work flow of R-CNN

2.4.3

Fast R-CNN
A Fast R-CNN network takes as input an entire image and a setof object proposals.
The network first processes the wholeimage with several convolutional (conv) and
max poolinglayers to produce a conv feature map. Then, for each ob-ject proposal a
region of interest (RoI) pooling layer ex-tracts a fixed-length feature vector from the
feature map.Each feature vector is fed into a sequence of fully connected(fc) layers
that finally branch into two sibling output layers one that produces softmax
probability estimates over object K classes plus a catch-all “background” class and
another layer that outputs four re al-valued numbers for eachof the K object classes.
Each set of four values encodes refined bounding-box positions for one of the K
classes (Girshick R. , 2015).
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2.4.4 The RoI pooling layer
The RoI pooling layer uses max pooling to convert thefeatures inside any valid
region of interest into a small fea-ture map with a fixed spatial extent
ofH×W(e.g.,7×7),where H and W are layer hyper-parameters that are independent
of any particular RoI. In this paper, an RoI is are rectangular window into a
convolution feature map. Each RoI isdefined by a four-tuple(r,c,h,w)that specifies
its top-leftcorner(r,c)and its height and width(h,w).

Figure 14. Fast R-CNN architecture

An input image and multiple regions of interest (RoIs) are input into a fully
convolutional network. Each RoI is pooled into a fixed-size feature map and then
mapped to a feature vector by fully connected layers (FCs).The network has two
output vectors per RoI: softmax probabilitiesand per class bounding-box regression
offsets. The architecture is trained end-to-end with a multi-task loss.
RoI max pooling works by dividing the h×w RoI window into an H×W grid of subwindows of approximate size h/H×w/W and then max-pooling the values in each
sub-window into the corresponding output grid cell. Pooling is applied
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independently to each feature map channel,as in standard max pooling. The RoI
layer is simply the special case of the spatial pyramid pooling layer used in SPP nets
in which there is only one pyramid level. We use the pooling sub-window
calculation given in (K. He, 2014).
2.4.5 Multi-task lost
A Fast R-CNN network has two sibling output layers. The first outputs a discrete
probability distri-bution (per RoI),p= (p0,...,pK), over K+ 1 categories.As usual,pis
computed by a softmax over the K+1outputs of a fully connected layer. The second
sibling layer outputs bounding-box regression offsets,tk=(tkx,tky,tkw,tkh), for each
of the K object classes, indexed by k. We use the parameterization for tk given in
(Malik R. G., 2014), in which tk specifies ascale-invariant translation and log-space
height/width shiftrelative to an object proposal.Each training RoI is labeled with a
ground-truth class u and a ground-truth bounding-box regression target v. We use a
multi-task loss L on each labeled RoI to jointly trainfor classification and boundingbox regression:
L(p,u,tu,v) =Lcls(p,u) +λ[u≥1]Lloc(tu,v),

(1)

in which Lcls(p,u) =−logpuis log loss for true classu.The second task loss,Lloc, is
defined over a tuple of ture bounding-box regression targets for class
u,v=(vx,vy,vw,vh), and a predicted t u p l e tu= (tux,tuy,tuw,tuh),again for class u.
The Iverson bracket indicator function[u≥1]evaluates to 1 when u≥1 and 0
otherwise. By convention the catch-all background class is labeled u= 0.For
background RoIs there is no notion of a ground-truthbounding box and hence Lloc
is ignored. For bounding-boxregression,we use the loss
Lloc(tu,v)=∑ i∈{x,y,w,h}smoothL1(tiu−vi),

(2)

in which
smooth L1(x) ={0.5x2if|x|<1|x|−0.5otherwise, (3)
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is a robust L1 loss that is less sensitive to outliers than the L2 loss used in R-CNN
and SPPnet. When the regression targets are unbounded, training with L2 loss can
requirecareful tuning of learning rates

in

order to

prevent

exploding

gradients.Equation (3) eliminates this sensitivity.
2.4.6 Mini-batch sampling
During fine-tuning, each SGD mini-batch is constructed from N = 2 images, chosen
uniformly at random (as is common practice, we actually iterate over permutations
of the dataset). We use mini-batches of size R = 128, sampling 64 RoIs from each
image. As in (Malik R. G., 2014), we take 25% of the RoIs from object proposals
that have intersection over union (IoU) overlap with a groundtruth bounding box of
at least 0:5.These RoIs comprise the examples labeled with a foreground object
class, i.e. u >= 1. The remaining RoIs are sampled from object proposals that have a
maximum IoU with ground truth in the interval [0:1; 0:5), following (K. He, 2014).
These are the background examples and are labeled with u = 0. The lower threshold
of 0:1 appears to act as a heuristic for hard example mining. During training, images
are horizontally flipped with probability 0:5. No other data augmentation is used.
(Girshick R. , 2015)
2.4.7 SGD hyper-parametres
The fully connected layers used for softmax classification and bounding-box
regression are initialized from zero-mean Gaussian distributions standard deviations
0:01 and 0:001, respectively. Biases are initialized to 0. All layers use a per-layer
learning rate of 1 for weights and 2 for biases and a global leraning rate of
0:001.When training on VOC07 or VOC12 trainval we run SGD for 30k mini-batch
iterations, and then lower the learning rate to 0:0001 and train for another 10k
iterations. When we train on larger datasets, we run SGD for more iterations. A
momentum of 0:9 and parameter decay of 0:0005 (on weights and biases) are used.
(Girshick R. , 2015)
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3

PROBLEM STATEMENT

Automatic vehicle license plate detection is a key technique in most of traffic related
applications and is an active research topic in the image processing domain. Different
methods, techniques and algorithms have been developed for license plate detection
Approach: Due to the varying characteristics of the license plate from country to country
like numbering system, colors, language of characters, style (font) and sizes of license
plate, further research is still needed in this area. The use of artificial neural network has
proved itself beneficial for plate recognition, but it has not been applied for the plate
detection. Region Proposal Convulution Neural Network (RCNN) is used both for the
detection of Kosovo license plate. The proposed approach has been tested on 33 images of
license plate of Kosovo. A higher percentage of accuracy has been obtained to show that
the significant of this approach. The study could be further investigated on recognition of
plate vehicles of Kosovo.
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4

METHODOLOGY

Because of the main purpose of this thesis is to detect vehicle plates of Kosovo cars the
data set of images are taken from internet and used only for studies purposes.
The images of cars are taken only front and rear sides,and for training these images is used
Matlab 2019b together with its apps and toolboxes .
For label trainging data is used Image Labler app,and for detection algorithm is used e pretraindet Convulution Neural Network AlexNet.
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5

RESULTS

.

-

Using Fast R-CNN

The function that is used in this program to train the detector is called
trainFastRCNNObjectDetector it trains a region based convolution network (Fast R-CNN)
object detector using deep learning.It requires you to have Deep Learning Toolbox .

Figure 15. Fast R-CNN function

Labeldata correspondes to training set wich is expalindet later,also the network architecture
and options.

-

Architecture of the CNN

The architecture of the convolutional network is shown Figure 19.
To use the R-CNNs object detectors you also need to used a pre-trained CNN ,also the
network you are usning has to be specified if it is SeriesNetwork or an array of Layers
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objectsor LayerGraph object in this program i used AlexNet wich it belongs to
SeriesNetwork,but I converted it into array of Layers.
After network is specified it automatically transformed into a Fast R-CNN network which
as added a RoI max pooling layer.
I used only 22 layers of this network and replaced the three last layers with the fully
conected layer,a softmax layer ,and a classification output layer.
The fully connected layer is specified in options on according to new data,so this layer is
set in numbet of classes in the new data fullyConnectedLayer(2).
The last max pooling layer of the network is replaced by RoI max pooling layer which
output size is [6 6].

Figure 16. CNN architecture
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-

Training Options

For the training process is used the Learning rate which is equal to 1e-4 and a maximum
number of Epoch equal to 4.

Figure 17. Training option

-

Data Labeling

For the classification process it has been used the Convolutional Neural Networks from the
Deep Learning Toolbox of Matlab.
For labeling data is used Image Labeler app,with this app I crated the Regions of Interests
as called RoI.
The plate area of car is selected by a rectangle to crate bounding boxes,in all 33 images is
done the same work and are created ground truth data.
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Figure 18. Creating RoI-s

-

Data Set

The data set of this program is crated from images which are taken from internet ,there all
33 images in total front and rear sides,all images are in 227x227 dimensions,when 33
images are used for training and 15 for testing the program.
The trainig set is created with Image Labler app and saved as “.mat” file.
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Figure 19.Training data

-

Precision

The test images are used to evaluat this object detector ,with an common function of matlab
that masures the average precision.
After running the program for sometimes, the highest prediction the program has showed a
is 0.7 % the average precison.
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The precision is 1.0 % as shown below,and recall 0.7% because of small data set.

Figure 20. Evaluate

The training time in total is 2:09:42h with 8 epochs and 1105 iterations in total and also the
accuracy per each itration is shown below .
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Figure 22. Training Detector

37

6

DISCUSSIONS AND CONCLUSIONS

With the obtained results we can come to the conclusion that the created system with this
data set of images is only 0.7 % correct.
Even though the prediction was higher than 50%, when we first created the network we
gave a learining rate of 0.001. This value was too big and after a numerous time of
changing the number of epochs and running the program several times.
The learning rate of 0.0001 shows us that the program this number and type of collected
images does not need a high value of the learning rate.

This study improves different e simple algorithm among the neural network ,support vector
machines and other systems.This algorithm can be imporoved in the features since the
algorithm can easily be understood.In case of the improvement of this algorithm the
correction rate will be higherby by increasing the data set. This study is interested only
Kosovo plate recognition.
In this study, some problematic features like distance, light and corner are restricted.
In future study, can be make solution for those problems and can be interesting with
international plate recognition. Also future this study can be moved forward by developing
an algorithm for character recongnition part and it would be more useful in many diffrent
applications.
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