A novel method of coordinating multi-agent systems, termed pseudo-perturbation-based broadcast control (PBC), is proposed. Recently, broadcast control (BC) has been presented to complete global coordination tasks. BC works with a low communication volume because a supervisor sends an identical signal to all agents indiscriminatingly and there is no agent-to-agent communication. However, in realizing such a low volume of communication, BC suffers from the extra random movements of agents required for stochastic optimization. The random movements increase the control cost and reduce the speed of multi-agent coordination. To overcome these problems, PBC is derived by introducing virtual random movements instead of physical movements. This paper theoretically obtains the following results for PBC. First, the convergence of coordination is twice as quickly as that of BC. Second, the travel distances of agents are shorter than those of BC. Finally, various coordination tasks are asymptotically achieved with probability 1. The effectiveness of PBC is confirmed through a numerical simulation of an assignment task.
I. INTRODUCTION
Several control strategies have been developed to realize multi-agent coordination tasks. In decentralized/distributed strategies, each agent takes action locally individually, interacting with neighbor agents through agent/supervisorto-agent communication [1] , [2] . Meanwhile, centralized strategies employ a supervisor for agents. The supervisor efficiently allows various global coordinations because it aggregates information from all agents and sends commands to the agents as shown in Fig. 1 (a) . However, such approaches need large volumes of communication between the supervisor and agents; i.e., one-to-all and all-to-one communication.
Apart from the above-mentioned strategies, a broadcast approach in Fig. 1 (b) has the potential to realize global coordination tasks with low communication volume. A supervisor of the broadcast approach sends an identical signal to all agents indiscriminatingly. No agent-to-agent communication is used. The broadcast approach has an advantage over centralized approaches employing unicast protocols as shown in Fig. 1 (a) in terms of the communication volume. In Table I , the both-way communication volumes of the of a global controller on a supervisor and agents equipped with local controllers. To minimize an objective function (to achieve an objective), the agents employ a stochastic gradient method based on the simultaneous perturbation stochastic approximation (SPSA) [6] . However, the extra random actions of the agents are required for constructing the SPSA method. Such random actions reduce the coordination performance because they involve long travel distances and much time for achieving the objective. Furthermore, the random actions are undesirable in some applications, such as vehicular traffic systems with the consideration of safety. This paper proposes a control law termed the pseudoperturbation-based broadcast control (PBC) law to overcome the drawbacks of the BC law. The basis of reducing the extra random actions of agents is simply employing virtual random actions instead of the physical actions. We obtain the following three results of PBC theoretically. First, the convergence of coordination is twice as quickly as that of the BC law. Second, the travel distances of the agents are less than those of the BC law in stochastic senses. Third, Fig. 2 : Block diagram of a multi-agent system Σ constructed from a global controller G and N agents A i equipped with local controllers L i . In the case of BC, no local controller L i has to send its state ψ i to the global controller G.
the agents asymptotically arrive at optimal states for an objective function with probability 1. A numerical simulation of an assignment task at target locations demonstrates the effectiveness of the PBC law in comparison with the BC law.
II. NOTATION
The following notation is used in this paper.
with respect to all random variables ω included in f (ω, x) for a fixed x III. PROBLEM SETTING VIA REVIEW OF THE BC A target system and the main problem of this paper are described in Sec. III-A. Sec. III-B briefly reviews the BC law that is one solution to the main problem. Drawbacks of the BC law are finally pointed out.
A. Target system and the main problem
A multi-agent broadcast system Σ in an n-dimensional state space is considered as introduced in Fig. 1 (b) . The system Σ is constructed from a global controller G and N agents A i equipped with local controllers L i . A block diagram of Σ is shown in Fig. 2 . The dynamics of the agent A i is omni-directional and given by
where u i (t) ∈ R n and x i (t) ∈ R n are respectively the control input and state of A i at time t. The initial state x i (0) is assumed to be given.
The local controller L i of the agent A i is defined as
where ψ i ∈ R n ψ is the state of the local controller L i . Its initial value is set to ψ i (0) = 0 ∈ R n ψ . The symbol B(t) ∈ R nB is broadcast by the global controller G, which is defined as
where the collections of the states of the agents and the controllers are respectively defined by x :
Several remarks for these controllers are noted in the following. There is no agent-to-agent communication. The functions f ψ and f u of the local controllers are identical for all agents. The broadcast signal B(t) is identical for all agents, where each individual optimal signal is not sent to each agent. These conditions are scalable and advantageous for multi-agent systems in terms of communication volumes and implementations. The main problem of this paper is introduced for the target system Σ.
Main problem: For the multi-agent system Σ, find global and local controllers (G,
where J : R nN → R is an objective function that indicates the performance index for a coordination task of Σ.
Convergence to a local minimum of J(x) is allowed in this problem. Note that the broadcast signal B(t) and the functions f ψ and f u are identical for all agents. This requirement invokes a difficulty in solving the main problem because the inputs u i (t) are identical for all the agents if f ψ , and f u are deterministic. It is infeasible to solve the main problem by using such deterministic inputs. Employing random variables is a key point to overcome this difficulty. The BC and PBC laws are developed based on a random algorithm.
B. Review of the BC law
The BC law [5] is one solution of the main problem and is reviewed in this subsection. The global controller G of the BC law broadcasts the value of the objective function J(x(t)) as
where the global controller G measures the information of
is not measured directly) by using, for example all-to-one communication and fixed-point cameras.
Each local controller L i is defined by
where
independently obeys the Bernoulli distribution with outcomes ±1 having equal probabilities. Controller gains α(t) ∈ R and β(t) ∈ R are time-varying. The following asymptotic property of the BC law shows that the law is a solution to the main problem. Theorem 1 (Broadcast control law [5] ): Consider the BC law in (5), (6), (7) , and (8) for the multi-agent system Σ and an objective function J(x). If the following conditions are satisfied, the state x(t) converges to a (possibly sample-pathdependent) solution to ∂ x J(x) = 0 with probability 1. (C1) An objective function J : R nN → R is twice differentiable and satisfies for given r 1 and r 2 the form
to ∂ x J(x) = 0) contains the compact connected internally chain transitive invariant sets 1 of the gradient system. An asymptotically stable equilibrium for the gradient system also exists, where the stability is in the Lyapunov sense.
Remark 1: A solution to ∂ x J(x) = 0 is a minimizer of the objective function J(x) (approximately in a local optimal sense). From this it follows that the BC law is a solution to the main problem. 1 Let us consider a dynamical systemż(τ ) = f (z(τ )) and one of its invariant sets, Sz. This set Sz is said to be internally chain transitive if, for each (z 0 , z f ) ∈ Sz × Sz, ϵ > 0 ∈ R, and T > 0 ∈ R, there exist m ∈ N and (z 1 , z 2 , ..., zm) ∈ S m z such that ∥z(τ, z i ) − z i+1 ∥ < ϵ (i = 0, 1, ..., m) for some τ ∈ [T, ∞), where z m+1 := z f and z(τ, z i ) expresses the state z(τ ) of the system for the initial state z(0) := z i [7] .
Remark 2:
The state x(t) is transited via a two-stage process under the BC law to estimate the gradient of J(x) approximately according to the SPSA [6] . The dynamics of x(2t) by employing the BC law is given as follows [5] x (2( 
where α(2t)ζ(2t, ω(2t)) corresponds to the second term in (8) . The expectation of this term approximately reduces to the gradient [5] , i.e., as β(2t) → 0,
(12) While the BC law is one solution to the main problem, it suffers from some issues. The random action β(t)ω i (t) in (8) forces the agent to move an extra distance. Furthermore, the two-stage process explained in Remark 2 makes the state transition slow. The next section proposes how to overcome these drawbacks.
IV. PROPOSED METHOD: PSEUDO-PERTURBATION-BASED

BROADCAST CONTROL LAW
This section proposes the PBC law to overcome the limitations of the BC law. After the framework of the PBC law is presented in Sec. IV-A, theoretical analysis in Sec. IV-B shows that the PBC law is superior to the BC law.
A. Overview of the PBC law based on a virtual perturbation
Recall that each agent A i under the BC law takes the random action u i (t) = β(t)ω i (t) in (8) which degrades the coordination performance of the BC law. A concept of avoiding such a physical random action is employing a virtual random actionû i (t) ∈ R n defined aŝ
whereû i (t) is determined by the random variable ω i (t). Usingû i (t) gives a virtual next statex i (t + 1) of each agent
Each agent A i sends the information {x i (t), ω i (t)} to the global controller G as shown in Fig. 2 . The virtual input u i (t) and the virtual next statex i (t + 1) are calculated by the global controller G. The collection of the virtual states is denoted byx := [x T 1 , ...,x T N ] T ∈ R nN . The controllers of the PBC law are designed in the following. The global controller G using the virtual next state is proposed as
and each local controller L i with its state ψ i (t) is designed as
where f B is indeed a function of x(t) and ψ(t) becausê x i (t + 1) = x i (t) + β(t)ω i (t) and ψ i (t) = ω i (t) hold. A function f ψ (ψ i (t), B(t), t) as in (7) is not used because ψ i (t) is simply ω i (t).
The proposed PBC law has the following important properties. First, the PBC law is a solution to the main problem and overcomes the drawbacks of BC. These results will be theoretically proved in Sec. IV-B. Second, the communication volume of the PBC law is slightly more than that of the BC law because the global controller G of the PBC receives not only x i (t) but also ψ i (t). However, this is not of a concern because the information volume of ψ i (t) = ω i (t) is only 2n bits, which can be significantly smaller than that of a quantized real vector x i (t) ∈ R n . Note that the PBC law employs all-to-one communication to measure the information of agents in general, while the BC law may adopt other ways such as using fixed-point cameras.
B. Main results: theoretical analysis of the PBC law
The main results of this paper are presented in this subsection. In the following, Theorems 2 and 3 show that the coordination performance of the PBC law is superior to that of the BC law. Theorem 4 proves that the PBC law solves the main problem stated in Sec. III-A.
The notations {·}| BC and {·}| PBC indicate cases of the BC and PBC laws, respectively, if they are explicitly discriminated. The following theorem represents the performance improvement by the PBC in terms of the speed for achieving coordination tasks.
Theorem 2 (Coordination at double the speed): Suppose that α(t)| PBC = α(2t)| BC , β(t)| PBC = β(2t)| BC , and ω(t)| PBC = ω(2t)| BC for all t ≥ 0. The relation
is satisfied for all t ≥ 0. Proof: By substituting the definitions (5), (6), (7) , and (8) into x(2(t + 1))| BC and substituting the definitions (15), (16), and (17) into x(t + 1)| PBC , we can show that
The statement is thus proven by mathematical induction (the detail of the proof is omitted in this paper).
Remark 3: By virtue of the PBC law, x(t) changes twice as quickly as those of the BC law because the two-stage transitions of the BC law are combined into one step.
Next, a travel distance D(t) ∈ R is introduced as
The following theorem shows that D(t)| PBC of the PBC law is less than D(2t)| BC of the BC law in stochastic senses. Theorem 3 (Reduction of the travel distance): Suppose that α(t)| PBC = α(2t)| BC , β(t)| PBC = β(2t)| BC , and
are satisfied for all t ≥ 1, where P(t) ∈ {0, 1} is defined as follows.
• If there exists a convex set containing all possible x(t + 1)| BC such that J(x) is (locally) convex or quasi-convex on the set, P(t) = 1 holds. • Otherwise, P(t) = 0 holds.
Proof: If the signs of u i (t) and u i (t+1) are different in (8) (t ∈ {0, 2, 4, ...}), the control inputs generate the extra travel distance. Such an extra distance is calculated using P(t). If the signs of u i (t) and u i (t + 1) in (8) Finally, the following theorem indicates that the PBC law is a solution to the main problem.
Theorem 4 (Convergence of the PBC law): Suppose that the PBC law in (15), (16), and (17) is employed for the multi-agent system Σ and an objective function J(x). The state x(t) converges to a (possibly sample-path-dependent) solution to ∂ x J(x) = 0 with probability 1 if the conditions (C1), (C2), and (C3') hold, where (C3') is the following modified version of (C3). (C3') For every t ∈ {0, 1, 2, ...}, α(t) > 0, β(t) > 0, lim t→∞ α(t) = 0, lim t→∞ β(t) = 0,
Proof: Let us consider the case that α(2t)| BC = α(t)| PBC and β(2t)| BC = β(t)| PBC . The condition (C3) is satisfied if (C3') holds in this case. If (C1), (C2), and (C3) hold, the state x(t)| BC converges to a solution to ∂ x J(x) = 0 with probability 1 because of Theorem 1. The state x(2t)| BC also converges with probability 1. By applying the relation 
V. NUMERICAL EXAMPLE
A. Parameter settings
The number N of agents, the number n of the dimensions of the state space, and the terminal time T of the simulation were set to N = 12, n = 2, and T = 800, respectively. The parameters in (9) and (10) used to determine the workspace were set to r 1 = 100 and r 2 = 101. To satisfy the conditions (C3) and (C3'), the controller gains were set to
where α(2t)| BC = α(2t+1)| BC = α(t)| PBC and β(2t)| BC = β(2t + 1)| BC = β(t)| PBC in the case of the BC law. The conditions (C3) and (C3') hold if 0 < α p ≤ 1, β p > 0, 2α p − 2β p > 1, and α p + 2β p > 1 hold because of the asymptotic properties of the p-series (see Sec. 8.1.2 [8] ). The parameters were thus set to α 0 = 4, α p = 0.7, β 0 = 0.015, β p = 0.16, and t v = 100.
B. Results for broadcast assignment control
This subsection evaluates an assignment control task, using the objective function
where y Ii ∈ R n (I i ∈ {1, ..., N }) denotes predefined target positions in the state space. The indices I := [I 1 , ..., I N ] determine the pairs of targets and agents to be assigned, where I i ∈ {1, ..., N } and I i ̸ = I j for any i ̸ = j. Broadcast and/or centralized approaches can determine the pairs using supervisors (global controllers). Figure 3 shows the state trajectories of agents under the PBC law, which are represented by the colored lines. Blue ×, blue •, and red + symbols respectively denote the initial states x i (0), terminal states x i (T ), and target positions y Ii . As shown in Fig. 3, x 6, 9, 12} . We see that the agents arrived at the target positions. This result means that the assignment control task was successfully achieved. We next evaluate the transitions of the objective function J(x(t)) and the travel distance D(t) in terms of the mean and standard deviation (SD), respectively. The means and SDs in 100 trials are shown in Fig. 4. Both J(x(t) ) and D(t) were better when using the PBC law than when using the BC law. Note that the improvement of the travel distance D(t) depends on the gain parameter β(t). These results confirm that the PBC law reduces extra random actions and achieves convergence of coordination tasks quickly. 
VI. CONCLUSION
A novel broadcast control termed pseudo-perturbationbased broadcast control was proposed. Global coordination tasks of multi-agent systems are realized with low communication volume under the PBC law. There is no agentto-agent communication in the PBC. The existing BC has the drawbacks of extra movements of agents and slow convergence of the coordination because random actions must be employed. These issues can be addressed by taking virtual random actions instead of physical actions. The main results theoretically showed the three advantages of PBC as shown in Theorems 2, 3, and 4. A numerical simulation demonstrated such effectiveness through an assignment task. In future work, several drawbacks such as reliance on a centralized authority (single point of failure) should be addressed. Also, we will extend the PBC law to various types of multi-agent systems and their applications [9] . 
