Abstract-Exploiting different representations, or views, of the same object for better clustering has become very popular these days, which is conventionally called multi-view clustering. Generally, it is essential to measure the importance of each individual view, due to some noises, or inherent capacities in description. Many previous works model the view importance as weight, which is simple but effective empirically. In this paper, instead of following the traditional thoughts, we propose a new weight learning paradigm in context of multi-view clustering in virtue of the idea of re-weighted approach, and we theoretically analyze its working mechanism. Meanwhile, as a carefully achieved example, all of the views are connected by exploring a unified Laplacian rank constrained graph, which will be a representative method to compare with other weight learning approaches in experiments. Furthermore, the proposed weight learning strategy is much suitable for multi-view data, and it can be naturally integrated with many existing clustering learners. According to the numerical experiments, the proposed intrinsic weight learning approach is proved effective and practical to use in multi-view clustering.
INTRODUCTION
M ANY practical applications involve data obtained from multiple sources or collected with various extractors, usually known as views. Although each individual view can be directly used for any specific task, they are expected to work better when appropriately combined. Therefore, how to effectively cluster such kind of data has become a very hot topic.
Straightforwardly, one can choose to fuse multiple views into a single one (e.g., concatenation) in feature space and input it to a typical clustering algorithm, such as k-means or its kernel version [1] , spectral clustering [2] , affinity propagation [3] , etc. However, this approach is not physically meaningful and prone to cause overfitting in the case of a small size training sample [4] . Multi-view clustering methods often model each particular view respectively and jointly optimize them to obtain the final clustering result. In most cases, they balance the the view efficiency and the view disagreement due to a potential assumption that multiple views are complementary as well as consistent [4, 5] .
There are quantities of previous works that focus on clustering data with multiple representations in the last two decades. The co-training based multi-view clustering methods [6] [7] [8] [9] can be seen as the extension from the cotraining classification to clustering context. The basic idea of this series works is that the views are on equal terms and they can teach each other. Therefore, the clustering results of different views may be inconsistent. For instance, even
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with the employed regularization, in [8] , the authors suggest randomly selecting a view when the disagreement arises. For handy multiple views, to avert the aforementioned trouble, an intuitive way is to learn a unified representation after optimization. According to the literature, this thought is extensively achieved in graph-based clustering, such as joint matrix factorization approaches [10] [11] [12] , graph integration [13] [14] [15] , the CCA(canonical correlation analysis)-based [16, 17] . These methods succeed by exploiting a shared data structure which can better encode the relationships among the instances.
Actually, how to model the view importance is essential in multi-view clustering (or even in all of multi-view learning tasks). It is due to the fact that view variance widely exists in real multi-view data. There are two common conditions: 1) some views are corrupted by noise in different degree while others are clean; 2) some views are instinctively less powerful in description than others (E.g., color moments is to HOG (Histograms of Oriented Gradients) [18] in the family of image features). Many works model the view importance as weight and applies it on the clustering model level, which is very simple but effective. Therefore, different weight learning strategies have been developed these years, but all of them follow the same route that the view weight is explicitly defined in the objective and then it is optimized as a target variable. However, in this paper, we propose a new weight learning approach which naturally matches the multi-view clustering and significantly improves the clustering performance. What's more, it is usually compact and light in form. Besides applying this weight learning approach in some recent clustering learners, we present that it is easily extended to more clustering method to multi-view context. The major contributions of this work are summarized as followings:
1) We propose a general intrinsic weight learning approach for multi-view clustering, whose working mechanism, convergence, and time complexity are carefully discussed in the paper. 2) Apart from theoretical comparison among different weight learning strategies for multi-view clustering, we achieve them in an identical base clustering learner and then their final clustering performances and learned weights are investigated in experiments. 3) We present that the proposed weight learning approach is easily integrated into more clustering methods, whose performances significantly outperform the baselines. The rest of the paper is organized as follows: Section 2 revisits some previous methods that handle the view variance in different ways, in which we systematically summarize several representative automatical weight learning methods. In Sections 3 and 4, we describe the details of intrinsic weight learning approach and the relative theoretical analysis. Then we achieve an important example in Section 5, which combines the proposed weight learning approach with a recent graph-based clustering learner. Section 6 conducts numerous experiments to evaluate the proposed approach. Finally, Section 7 concludes this paper.
RELATED WORKS
Many previous multi-view clustering methods have made attempts to address the view variance problem. In [9] , the authors points out that learning the view importance is very necessary, but they simply resort to the extra prior knowledge in the paper. Some others, such as recent approaches [19, 20] , tackle this problem by modeling the separated noise in each view and learn a shared clean data structure. However, this way is not able to cover the second case of view variance because of the gap of real noises and clustering errors by a weak view. As a matter of fact, measuring the view importance with the weight is direct and useful, and many works prefer this way. For convenience, [21] proposes to roughly compute the weights according to the proportion of the graph volume in each view. Obviously, this strategy is manually intervening and much shallow. Practically, most works would prefer to learn the weights automatically or adaptively. That means they usually optimize the objective and weights simultaneously. In the followings, we particularly introduce several types of how the previous works learn the weights which is closely related our work.
Suppose the clustering method for i-th view can be reduced to the minimization of the following objective function min xc∈Cc,xs∈Cs
where x c , x s denote the set of view-common variables and view-specific variables, C c , C s are the proxy constraints to x c and x s respectively. Noting that each view is coupled by x c , for ease of notation, we instead adopt x (Formally, let x ∈ C x ) to represent the view-common variables and ignore the view-specific variables. Given a total of M available views, one can derive a weighted multi-view clustering objective by minimizing a linear combination form of
where 
where γ 1 is a non-negative parameter which controls the degree of flatness. When γ 1 → 0, Eq. (3) reduces to Eq. (2) and the best view will be selected. On the contrary, when γ 1 → ∞, the equal weights will be obtained. Particularly, when x is fixed, the derived subproblem is
where
. This problem can be effectively solved by the algorithm in [26] , and the obtained weights are usually sparse (see the discussion therein.).
B. Entropy Regularization (ER).
An alternative to NR is to utilize the maximum entropy [27] to penalize the weights. It can be described as
where γ 2 has the identical effect with γ 1 in Eq. (3). Many previous works learn the weights in this way, such as [28, 29] . Similarly, when x is fixed, we give the analytical solution to the corresponding subproblem as
which is also known as Gibbs distribution as in [28] . According to Eq. (6), it can be observed that when Φ v (x)/γ 2 is very large, α will be very small. Thus, loosely speaking, this strategy also learns the sparse weights. C. Exponent Flattening (EF).
Another approach to smoothen the weight distribution is to introduce a parameter as the exponent of each α i
where γ 3 > 1. Due to the free of the regularization term, numerous multi-view clustering works [23, [29] [30] [31] [32] ] have adopted it. Fixing x, the solution of the subproblem can be given as 
INTRINSIC WEIGHT LEARNING APPROACH
It is observed that previous works learn the weights by introducing a view-specific weight factor for each view in the objective, then utilizing a hyper-parameter to constrain the weight distribution, and finally solving the weights as the target variables. However, empirical studies show that they are usually sensitive to the value of the hyperparameter (we also verify this idea in our experiments). More importantly, these methods do not touch the multiview weights in essence because they fail to dig out the view relation according to view efficiency. To alleviate above problems, we propose a novel intrinsic weight learning approach for multi-view clustering, whose objective is
where p satisfies 0 < p ≤ 2. At the first sight, there is no weight explicitly defined in the objective, but we will see how this formulation learns intrinsic weights. Let G(Λ, x) serve as the proxy of the constraints to x, and then the Lagrange function of Eq. (9) is
where Λ represents the Lagrange multiplier. Taking the derivative of Eq. (10) w.r.t x and setting the derivative to zero, we have
Since the factors of the first term in Eq. (11) are coupled with each other, Eq. (11) cannot be directly solved. However, if α v is fixed, then the solution of Eq. (11) is equal to solving a linearly combined multi-view clustering problem
This problem is easier to handle. Particularly, if Φ v (x) is linear w.r.t x, Eq. (13) will be reduced to a single clustering model but with the fused feature as the input. Then, the calculated variable x can be further used to update α v , which inspires us to solve the problem (9) by alternatively optimizing x and α v iteratively. Once this procedure converges, we find that Eq. (13) is the exact form what need to be learned, and the corresponding weights are naturally obtained. In other words, solving a general problem as Eq. (9), where the weights are not explicitly defined in the objective, actually induces a weighted linear combination of clustering models for different views. To distinguish with the aforementioned traditional weights learning methods, we call this multi-view weight learning strategy as Intrinsic Weight (IW) learning approach, which is summarized into Algorithm 1.
In Fig. 1(a) , we present how the view clustering function value changes with the different powers (For ease of description, we use Φ v as a variable when referring to Φ v (x)). When p = 2, Eq. (9) is equal to average weight learning. When p becomes smaller, the different Φ v will be amplified in different degrees. In one-step optimization, the weight α v is computed by Eq. (12), which is drawn into Fig. 1(b) , where Φ v is normalized to 0-1 range. Then this approach have the following properties:
(1) For 0 < p ≤ 2, a view which has the smaller value of Φ v will be assigned to a larger weight, and vice versa.
For Eq. (12), taking the partial derivative of α v w.r.t Φ v , we obtain that
It means that once p is fixed, with the increasing of Φ v , α v will be monotonically decreasing. This agrees with our knowledge, and guarantees the meaning of weights.
(2) The hyper-parameter p control the smoothness of the learned weight distribution.
Obviously, when p = 2, we come to the equal weights version. Now, we consider the conditions when 0 < p < 2.
, then the sharpest weight distribution can be approximately derived by choosing p which is determined by
it can be concluded that φ min plays the dominant role in choosing the hyper-parameter p. Taking the partial derivative of α v w.r.t p, and setting the derivative to zero, we obtain
Thus, roughly speaking, we obtain the sharpest weight distribution when p = −2 ln φmin
. (3)
The proposed approach learns the weights by passing the information through view-common variables.
In each iteration in Algorithm 1, given the value of p, it is noted from Eq. (12) that the weight α i only relies on Φ v .
1. This conclusion only works in theory, because it is based on that in one-step optimization φmax = 1 and the range is enough to describe the smooth of a weight distribution. However, according to Eq. (13), we find any Φ j (j = i) and α i are correlated by the view-common variables, which is quite different from traditional weight learning approaches (see Eqs. (4), (6) , and (8)). In other words, the aforementioned weight learning approaches are not specialized for multi-view learning, such as [24] , while this intrinsic weight learning approach is digging out the actual view relation under the view coupling assumption.
The most related works about this weight learning paradigm is re-weighed theories [33] [34] [35] . [33] firstly propose the re-weight approach to solve the linear least maximum approximation problem. Later, this idea is successfully applied in compressive sensing [36] , sparse recovery [37] , and robust feature selection [38] , etc. Different from the original re-weight theory, where the weight is employed to each single instance, [35] extends the re-weight approach to a more general sense, i.e., utilizing the supergradients of concave functions to iteratively re-weight the concave functions. In this paper, we introduce re-weight approach into multi-view learning, but the key point stressed here is to provide a compact form to learn the view weights in multiview clustering and demonstrate the weights efficiency.
THEORY ANALYSIS
This section presents the analysis of intrinsic weight learning approach in two aspects. We first prove the convergence of Algorithm 1, and then analyze its time complexity.
Convergence
In this part, we prove that alternatively update x and α v in Algorithm 1 will monotonically decrease the objective of Eq. (9) in each iteration. First, we introduce the following lemma. Lemma 1: When 0 < p ≤ 2, for any positive number u and v, the following inequality holds:
Proof:
It is apparent that when t > 0 and 0 < p ≤ 2, t = 1 is the only zero point of h (t). Seeing that h (t) > 0 (0 < t < 1) and h (t) < 0 (t > 1), t = 1 is the maximum point. Since h(1) = 0, when t > 0 and 0
After a transposition, we arrive at Eq. (14) . Theorem 1: When 0 < p ≤ 2, Algorithm 1 will monotonically decrease the objective in Eq. (9) in each iteration until the convergence. Proof: In the kth iteration
which means
Summing Eq. (16) and Eq. (17) in both two sides, we arrive at
Thus, Algorithm 1 will monotonically decrease the objective of the problem (9) in each iteration. Obviously, since the objective must have a lower bound, the whole procedure will converge.
Time Complexity
Denote the time complexity of solving the subproblem (13) is σ, then the time complexity of Algorithm 1 is O (T (σ + M ε)), where ε is the time complexity of updating each α v by Eq. (12), and T represents the number of needed iterations. Generally speaking, as σ M ε, the total time complexity can be roughly equal to T σ. Previous work [35] empirically showed the T is no more than 50. Thus, the final time complexity is determined by the employed single clustering model.
AN EXAMPLE CLR-IW
In this section, we apply the intrinsic weight learning approach to a recent graph-based clustering method, where the specific details about the whole procedure will be presented. On the one hand, this section presents how to combine a single clustering model with the proposed weight learning strategy. One the other hand, the accomplishment helps to more accurately compare with the traditional weight learning approaches in the experiment part. Fig. 2 . A three-view clustering task example. Given A (1) , A (2) and A (3) three input views, the target similarity matrix is supposed to have the minimum of the sum of weighted distance between every input view. Simultaneously, S should be guaranteed to lie in the constraint space.
Constraint Space
  1 A   2 A   3 A S 1  2  3 
The Base Learner Introduction
Given N samples which can be partitioned into C clusters, graph-based clustering methods usually first construct a similarity matrix to represent the affinities of all the instances. A great number of early works have studied how to design a similarity matrix with high quality, such as [39, 40] . Then, they will be input to graph-based clustering methods, e.g., spectral clustering. Finally, some postprocessings like kmeans is employed to obtain the discrete clustering results. However, an ideal similarity matrix S ∈ R N ×N is supposed to exactly have c connected components, by which way, S is able to be directly used for the clustering task. Recently, [41] [42] [43] [44] have leveraged this prpperty in different ways. We briefly introduce the Constrained Laplacian Rank (CLR) method [44] therein, which is easier to understand and will be the base learner here.
Given an arbitrary input similarity matrix A ∈ R N ×N , the target similarity matrix can be learned by minimizing the following problem
where S is nonnegative, whose each row sums up to 1, and C represents the set of N by N square matrices with C connected components. According to the graph theory in [45, 46] , the connectivity constraint can be replaced with a rank constraint, and thus Eq. (19) is specified as
where rank(L S ) means the rank of L S . The Laplacian matrix L S = D S − S T + S 2, where the degree matrix D S ∈ R N ×N is defined as a diagonal matrix whose i-th diagonal element is j (s ij + s ji )/2. In this way, once the target similarity matrix is solved and we can directly use it for clustering.
The Proposed Method
As we stated before, it is useful to assign a weight to each view to measure its importance. Eq. (20) means that the target similarity matrix is expected to be as near as possible to the input one A. Therefore, in multi-view context, we expect to learn S to be the centroid of each input A i but with the different confidence for each view. This idea is presented as in Fig. 2 . We sum up each single view clustering model with the power of p as indicated in Eq. (9) . The objective is written as
where A (v) is the v-th input similarity matrix, and 0 < p ≤ 2. We donate this method as CLR-IW in the following of this paper for better illustration. Following Algorithm 1, we can directly write the two alternative steps of solving the problem (21): solving the following linear combined CLR clustering subproblem
and updating the α v by
It is obvious that updating α v is quite simple, while solving the subproblem as Eq. (22) 
Given a large value of λ, the rank constraint in Eq. (22) can be eliminated and Eq (22) is equal to the following form
When λ is large enough, note that ρ k (L S ) > 0 for each k, thus the optimal solution S will make C k=1 ρ k (L S ) to zero and the constraint rank (L S ) = N − C will be satisfied. Moreover, according to Ky Fan's Theory [47] , the following equation holds
Thus, according to Eq. (25), Eq. (24) is further written to
We solve this problem by alternatively optimizing variable F and S iteratively as follows. i. When S is fixed, Eq. (26) becomes
It is known that the optimal solution of F is formed by the C eigenvectors of L S corresponding to the C smallest eigenvalues.
ii. When F is fixed, Eq. (26) can be written as
fi − fj repeat repeat i. S = S . Update F ∈ R N ×C which is formed by the C eigenvectors of L S ( L S = D S − S T + S 2 ) corresponding to the C smallest eigenvalues. ii. Update S by solving Eq. (30) using the algorithm proposed in [26] . until S has exactly C connected compenents S = S. Update α v by using Eq. (23) . until converge Output: S ∈ R N ×N with exactly C connected components, and the instances in each component belongs to a cluster.
Since Eq. (28) is independent for different i, we turn to solve the following problem separately for each i: 
This problem is solved just like Eq. (4). To accelerate the computing, we can choose to update t (One can set t as a const, such as 10) neighbors of i-th data. Thus, S is totally sparse and the scale of Eq. (30) becomes smaller. We summarize this solving process into Algorithm 2.
EXPERIMENTS
In this section, we firstly rely on the generated method CLR-IW to verify the effectiveness of the proposed intrinsic weight approach. Specifically, this method is compared with some primary baselines on a synthetic dataset, such as conducting CLR on each individual view, and simply assigning equal weight to every CLR model in multi-view context. Then, all of aforementioned weight learning paradigm in Section 2 are horizontally compared on various multi-view datasets, where the parameter robustness and weight distribution is carefully discussed. Finally, we show that it is natural to extend the intrinsic weight learning approach to more clustering techniques. For each method which needs to construct a graph, we use the graph building approach proposed in [44] , since it obtains a normalized graph and only involves one parameter, the number of nearest neighbors, which is simply set as 20 in all the experiments. What's more, three standard clustering metrics, i.e., ACC [40] , NMI [40] , Purity [48] , are used throughout all the experiments. 
Toy Examples
The first toy example is used to explain why we prefer multi-view learning rather than simply selecting a good view. We design a two-view synthetic dataset where each view is a 90 × 90 matrix with three 30 × 30 block matrices diagonally arranged. Without loss of generality, the data within each block denotes the affinity of two corresponding points in one cluster, while the data outside all of blocks denotes noise. Each element in all blocks is randomly generated in the range of 0 and 1, while the noise data is randomly generated in the range of 0 and e, where e is set as 0.6 in the 1st matrix, and 0.7 in the 2nd matrix. Following the complementary principle, in view 1 we increase the noise between the first and second block data to e = 0.8, and increase the noise between the second and third block data to e = 1.0. Then they are normalized to be that the sum of each row is 1. The original input graphs are shown in Figure 3 . By performing CLR on each individual graph, their clustering performance are : ACC(Purity) of view 1 and 2 are 0.663/0.635, NMI of view 1 and 2 are 0.580/0.580. However, when CLR-IW is used to integrate these two complementary graphs, we recover the perfectly clean block diagonal matrix and the learned weights are 0.528/0.472, which indicates effectiveness of multi-view learning. The second toy example works on a synthetic dataset given by [8] which contains two views that are showed as Fig. 4 (a) and (c) respectively. It can be observed that twoclass samples are more discriminative in view 1 than they are in view 2. Thus, when each of them is applied to CLR, the similarity matrix S learned by the former is more cleaner (See Fig. 4 (b) and (d) . For better presentation, we normalize each similarity matrix by binaryzation in gray style). Table 1 shows the results of both single view clustering and iterative results using CLR-IW. It is seen that the "k = 3" obtains the best clustering result, whose ACC, NMI, and Purity reach up to 0.985, 0.889, and 0.985. Moreover, each single view learning results and "k = 1" being the baselines in this experiment, the generated CLR-IW has a noticeable improvement to them. Interestingly, since view 1 is stronger than view 2, the finally learned normalized weights are 0.538/0.462, which exactly agrees with our prior knowledge.
Datasets
The Datasets used in the following experiments are very popular in multi-view learning tasks, which are MSRCv1 [49] , Caltech101 [50] , Handwritten numerals [51] , NUS- WIDE Animals [52] and MNIST [53] . The brief description of each dataset is introduced as follows: 1) MSRC-v1: This collection is a scene recognition dataset which contains 240 images. Following [54] , we select 7 classes which are composed of tree, building, airplane, cow, face, car, bicycle, and each class has 30 images. We extracted five visual features for each image: 24 Color Moment, 576 HOG, 512 GIST, 256 LBP, and 254 CENTRIST.
2) Caltech101: This dataset contains 8677 images which can be divided into 101 classes. We use two regular subsets Caltech101-7 and Caltech101-20 in our experiments. Six extracted features can be used, and they are 48 Gabor, 40 Wavelet Moments (WM), 254 CENTRIST, 1984 HOG, 512 GIST, 928 LBP.
3) Handwritten Numerals: This dataset is about handwritten numerals (0-9) extracted from a collection of Dutch utility maps. There are 2000 patterns and 200 for each class. These digits are represented as six public features: 76 Fourier coefficients of the character shapes (FOU), 216 profile correlations (FAC), 64 Karhunen-love coefficients (KAR), 240 pixel averages in 2 × 3 windows (PIX), 47 Zernike moment (ZER) and morphological (MOR) features.
4) NUS-WIDE:
The dataset contains 269,648 images of 81 concepts. In our experiments, 12 categories about animal concept are selected and each contains 200 images. They are cat, cow, dog, elk, hawk, horse, lion, squirrel, tiger, whales, wolf, and zebra. Each image is represented by six type lowlevel features: 64 color histogram, 144 color correlogram, 73 edge direction histogram, 128 wavelet texture, 225 blockwise color moment and 500 bag of words based on SIFT descriptions.
5) MNIST:
The dataset of handwritten digits (0-9) from Yann LeCun's MNIST page has a test set of 10000 samples. There digits are described by three features: 30 isometric projection, 9 linear discriminant analysis and 30 neighborhood preserving embedding.
The statistics of these datasets are summarized in Table 2 , where MNIST is only for graph-free methods, since graph- based clustering method is time-consuming when datasize is very large. For the space limitation, we use the abbreviations (MSRC, Cal-7, Cal-20, HN, and NUS) for the name of each dataset.
Weight Learning Comparison
To quantitatively investigate the differences among all of aforementioned weight learning approaches, we do crosswise comparison by achieving each of them on CLR model rather than directly include any particular previous method. Their names, objectives, the corresponding parameters, and the referred work are showed in Table 3 . As a convention in [23, 24, 29, 31] , grid search is adopted here to try the different values of the hyper-parameter for each compared method. Although it is known that the wider and denser the grid is, the better clustering performance will be, it is very hard to set the proper range and step size of them in practical applications. In this paper, we empirically set them as in third column of Table 3 after several small tests. According to the analysis in Section 2, we easily come to the algorithm for each problem, which is ignorant in this part. It is obvious that each of them models a non-convex problem, since the rank constraint is always supposed to be satisfied. Considering that in most cases every view contributes to the final clustering results, we initialize each algorithm with the equal weights. Fig. 5 reports the clustering results on various datasets in terms of aforementioned three standard evaluation metrics respectively. Multi-view equal weights CLR is the potential baseline in this experiment, and Table 3 on various datasets. the magnitude of a bar denotes how many improvements of each method makes. The standard deviation for each method is also presented by attaching the top of a bar.
At the first sight of Fig. 5 , except NUS dataset, on which each method obtains the very close clustering results with equal weights version, it is observed that almost every method achieves better performance than the baseline, which indicates the weight learning does work for multiclustering. More importantly, the best clustering results of CLR-IW most times are higher than others in compared schemes. It is because that the hyper-parameter for the intrinsic weight learning approach is searched in a interval with two-side boundary. On this event, grid search is often effective. Furthermore, from the standard deviation of each method, we know that the different values of hyperparameter have an significant impact on the final clustering performance, and CLR-IW is robuster than any competing method.
Another point which we concern is the learned view weights. Standard deviation (Std) is used to describe the smoothness of the learned weights as in Fig. 6 . Generally, with the increase of the hyper-parameter in each compared method, Std is dropping sustainedly with a lower bound zero, which indicates the weights distributions are getting smoother. Particularly, when Std is zero, all of view weights become equal. In addition, we find that NR has the similar weight distributions with ER, which is apparently due the parallel type regularization form. As we analyze before, they both can learn the sparse weights, thus when the weight of regularization is small, it comes to very high Std. For EF, Std decreases dramatically when γ 3 varies form 1.5 to 2. As the adopted grid search is following [31] , we do not subdivide this range any longer. Interestingly, when γ 3 > 0, EF is much similar with IW, i.e., they have the close values of Std and consistent order of datasets on each hyper-parameter point. The reason of this phenomenon can be simply explained as:
When Algorithm 1 converges, according to Eq. (12), we know that the normalized weight α v (like constraint C α ) can be represented as
, which is identical with Eq. (8) when p = 2γ 3 .
Noting that the peak value in IW is not as large as other methods, which shows that IW actually prefers the smooth weight distribution.
Extension to Other Clustering Tasks
Besides the recent clustering method CLR, the proposed intrinsic weight learning approach is easily extended to some other basic clustering approaches which produces more new multi-view clustering methods. Here we firstly introduce two base learners.
i Spectral Clustering (SC) method is a representative paradigm for nonlinear data clustering. Given the adjacent matrix W ∈ R N ×N (The corresponding degree matrix and Laplacian matrix is D and L), the clustering objective is min
If the constraint to G is G T G = I, it will come to Ratio Cut (RC) problem, while if the constraint is G T DG = I, it becomes Normalized Cut (NC) problem. ii Previous work [55] proved that the G-orthogonal nonnegative matrix factorization (NMF) is equivalent to relaxed K-means clustering, and the following objective which is formalized by NMF but embedding K-means is a popular clustering learner
where X ∈ R d×N is the input data matrix with N samples and d-dimensional feature, F ∈ R d×C is the cluster centroid matrix, and G ∈ R N ×C is the cluster assignment matrix and whose each row is the 1-of-C coding scheme. By employing the proposed weight learning strategy to above two base learners, we obtain two multi-view clustering methods in Table 4 . The optimization procedure for SC-IW is quite simple while it is not direct for NMF-IW. So we show the detailed steps for NMF-IW in Appendix. The clustering results on various datasets are presented in Tables 5 and 6 , where we report the improvements of the best clustering performance relative to baselines. Since there are three metrics, we sum them up and find the largest one during the grid search.
Overall, we can see that with the use of intrinsic weight learning paradigm, the obtained clustering results apparently outperform baselines which does not take the discriminative view weights. Interestingly, it is observed that when intrinsic weight learning is applied in different base learners, the improvements sometimes discord. For instance, CLR-IW does not work well on NUS but SC-IW and NMF-IW do. This indicates that view weights are not absolute and actually much related to the specific model presentation capacity.
CONCLUSION
In this paper, we present a new weight learning strategy named Intrinsic Weight Learning Approach for multi-view clustering task. By comparing with several classical weight learning approaches both in theory and experiments, we conclude that the proposed intrinsic weight learning is robuster to hyper-parameter and easy to obtain the better results. Moreover, we show that the proposed weight learning approach can be naturally used in other basic clustering learners. Extensive experiments have shown that this weight learning approach significantly improves the clustering performance and practical to use. In the future work, like [56] we will consider formulating a general framework which can also work in semi-supervised context.
APPENDIX THE OPTIMIZATION PROCEDURE OF SOLVING NMF-IW PROBLEM
According to Algorithm 1, we know that the key step to address the NMF-IW problem is to solve the following subproblem
where α is fixed. This problem can be solved by alternatively update F (v) and G in each iteration. When G is fixed, taking the derivative of Eq. (31) w.r.t F (v) and setting the derivatives to zeros, for each 1 ≤ v ≤ M , we have
When G is fixed, Eq. (31) can be split into n smaller subproblems, each of which can be written as (1 ≤ i ≤ N )
Seeing that g i satisfied 1-of -C coding scheme, there are C candidates to be the solution of Eq. (33), each of which is the c-th row of matrix I C = [e 1 ; e 2 ; ...; e C ]. This problem can be effectively solved by exhaustively searching strategy if C is not very large. 
