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PREFACE 
The I n t e r n a t i o n a l  I n s t i t u t e  f o r  Applied Systams Analysis  
(IIASA) has long been involved i n  the  s tudy of problams wi th  
c o n f l i c t i n g  o b j e c t i v a s  -- indeed, t h i s  r e sea rch  w a s  i n i t i a t e d  
by t h e  f i r s t  d i r e c t o r  of t h e  I n s t i t u t e ,  Hward Ra i f f a ,  whose 
own p a r t i c u l a r  i n t a r e s t s  l i e  in this area .  Problems with con- 
f l i c t i n g  o b j e c t i v e s  a r i s e  in f i e l d s  a s  d i s p a r a t e  a s  economics 
and engineer ing ,  and a r e  c e n t r a l  t o  many a p p l i c a t i o n s  of de- 
c i s i o n  a n a l y s i s ,  planning theory ,  and c o n f l i c t  management. 
Methods f o r  handling these  problems are t h e r e f o r e  very important ;  
the development of q u a n t i t a t i v e  approaches i n  t h i s  a r e a  has been 
t h e  main aim of t h e  IIASA study.  
The e a r l y  s t ages  of t h i s  r e sea rch  were d iscussed  a t  an 
IIASA Workshop i n  1975 and sunmrarized i n  a book "Conf l ic t ing  
Objec t ives  i n  Decis ionsm,  e d i t e d  by D.E. B e l l ,  R.L. Keeney and 
E. Rai f f a ,  and published by Wiley in 1977 .  A Task Force Meeting 
with the  gene ra l  t i t l e  'Mult iobject ive and S tochas t i c  Opt&- 
za t ion"  was he ld  a t  IIASA a t  t h e  end of 1981  t o  review more 
r ecen t  work i n  t h e  f i e l d  -- t h i s  volume con ta ins  t h e  Proceedings 
of t he  Task Force Meeting. 
These Proceedings report the work of scientists from many 
different countries and describe a variety of approaches to one 
basic problem. It is hoped that this book provides a guide to 
the various schools of thought in multiobjective analysis and 
will be useful to practitioners working in this field. 
During t h e  week 30 November-? December 1981 ,  t h e  System and 
Decision Sciences group a t  I I A S A  organized a  Task Force Meeting 
on Mul t iob jec t ive  and S t o c h a s t i c  Optimizat ion.  The p a r t i c i p a n t s  
came from a l l  over  t h e  world, bu t  had one th ing  i n  common -- an 
a c t i v e  i n t e r e s t  in mul t iob j ec t ive  and s t o c h a s t i c  op t imiza t ion  
methodology, a lgor i thms and software.  
The f i e l d  of mu l t i ob j ec t ive  a n a l y s i s  and opt imiza t ion  under 
cond i t i ons  of unce r t a in ty  is  c u r r e n t l y  expanding very f a s t .  For 
t h i s  reason ,  it was decided t o  pub l i sh  t h e  Proceedings i n  a  
l e c t u r e  note  format (wi thout  e d i t i n g )  s o  t h a t  a  complete record  
of t h e  papers  presented  a t  t h e  meeting would be a v a i l a b l e  r e l -  
a t i v e l y  r a p i d l y .  In  some c a s e s ,  t h e  papers  were r ev i sed  by t h e i r  
au tho r s  fol lowing t h e  meeting; however, many c o n t r i b u t i o n s  have 
not  undergone r e v i s i o n  and a r e  reproduced here  i n  t h e i r  o r i g i n a l  
form. 
The book is  div ided  i n t o  fou r  main s e c t i o n s ,  t he  f i r s t  of 
which con ta in s  f i v e  papers  dea l ing  wi th  t h e  t h e o r e t i c a l  a s p e c t s  
of mu l t i ob j ec t ive  and s t o c h a s t i c  op t imiza t ion .  The seven papers  
included i n  Sec t ion  11 a r e  concerned wi th  those  a spec t s  of mult i -  
o b j e c t i v e  a n a l y s i s  which have a  d i r e c t  r e l a t i o n s h i p  t o  dec i s ion  
making (some papers  i n  Sec t ions  I11 and IV a r e  a l s o  l inked  t o  
d e c i s i o n  making o r  dec i s ion  suppor t ,  a l though no t  s o  d i r e c t l y ) .  
Sec t ion  I11 con ta in s  four  papers  dea l ing  wi th  u n c e r t a i n t i e s  and 
mu l t i ob j ec t ive  a n a l y s i s .  The f i r s t  and l a s t  papers  in t h i s  
s e c t i o n  a l s o  p re sen t  s o l u t i o n  techniques  which a r e  i l l u s t r a t e d  
by means of examples. The f i n a l  s e c t i o n  con ta in s  papers  which 
concent ra te  on s o l u t i o n  techniques  and i n d i c a t e  how they  can be 
appl ied  t o  p r a c t i c a l  problems; t he  software presented i n  t h i s  
s e c t i o n  can be regarded a s  a s t e p  toward computerized d e c i s i o n  
suppor t  systems. Natura l ly ,  some of t h e  papers  i n  o t h e r  s e c t i o n s  
a l s o  touch on a p p l i c a t i o n s  of mu l t i ob j ec t ive  and s t o c h a s t i c  op- 
t im iza t ion :  examples a r e  drawn from a  wide range of a c t i v i t i e s ,  
inc luding  r eg iona l  planning,  environmental c o n t r o l ,  wage negot i -  
a t i o n  and energy planning. 
The E d i t o r s  wish t o  t ake  t h i s  oppor tuni ty  t o  thank a l l  of 
t h e  c o n t r i b u t o r s  f o r  p a r t i c i p a t i n g  i n  the  Task Force Meeting and 
f o r  pe rmi t t i ng  I I A S A  t o  pub l i sh  t h e i r  work i n  t he se  Proceedings. 
They would a l s o  l i k e  t o  thank Gabi Adam f o r  he r  he lp  i n  a r ranging  
t h e  meeting, Helen Gasking f o r  superv is ing  t h e  pub l i ca t i on  of 
Proceedings,  and Ed i th  Gruber f o r  her  a s s i s t a n c e  i n  t h e  organi-  
za t i on  and coord ina t ion  of t h e  meeting. 
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MULTIOBJECTIVE TRAJECTORY OPTIMIZATION AND 
MODEL SEMlREGULARIZATION 
AS. Wierzbiclu 
International Institute for Applied Systems Analysis, Luxenburg, Austria and 
Technical University of Warsaw, Poland 
1 .  MOTIVATION 
Dynamic optimization problems are usually formulated in 
terms of minimization (or maximization) of a given objective 
functional, also called performance functional. Even if the 
performance of a dynamic system is specified in terms of close- 
ness to a given trajectory, a performance functional correspond- 
ing to a distance from this trajectory is still being used. 
However, not all practical problems can be usefully formulated 
as optimization problems with given performance functionals. 
Very often, particularly in economic applications, the pur- 
pose of optimization is not to propose 'the optimal solution', 
but rather to generate reasonable alternatives in response to 
users' requirements while eliminating clearly inferior alter- 
natives. It is not likely that a user would specify his require- 
ments in form of a performance functional. More likely, he would 
specify his aspirations in form of a reasonable or desirable 
trajectory of the dynamic system being investigated. Since the 
desirable trajectory reflects his judgment and experience, it 
might not be attainable for a particular model of the dynamic 
system being studied. However, if the desirable trajectory happens 
to be attainable, the user can often specify also what trajectories 
should be considered as naturally better than the desirable ones. 
As an example, consider a dynamic economic model that speci- 
fies, for various monetary and fiscal policies, the resulting 
economic growth and inflation rates. An economist, while working 
with this model, is perfectly able to specify reasonable growth 
and inflation rates trajectories although these trajectories may 
not be attainable for the model. If they are attainable however, 
he would not be satisfied by them, particularly if he knew that 
he could obtain either higher growth rate or lower inflation rate 
or both. Thus, we cannot use the classical device of minimiza- 
tion of a performance functional corresponding to the distance 
from the desired trajectory; this device works well only when 
the desired trajectory is naturally better than the attainable 
ones. Another classical device is the formulation of a social 
welfare functional and its maximization: but the information 
needed for formulating the social welfare functional is much 
larger than the information contained in a desirable trajectory. 
Moreover, a social welfare functional implies 'the optimal solu- 
tion' without allowing for the possibility of checking various 
alternatives by changing the desired trajectory. 
Therefore, a concept of multiobjective trajectory optimiza- 
tion based on reference trajectories has been recently introduced 
(Wierzbicki 1 9 7 9 )  and practically applied to some issues in eco- 
nomic modeling (Kallio et al. 1 9 8 0 ) .  This concept, while being 
strongly related to some basic concepts in satisficing decision 
making (Wierzbicki 1 9 8 0 ) ,  deserves a separate study. The purpose 
of this paper is to present, in more detail, the theory, some 
computational approaches and applicational aspects of multiobjec- 
tive tralectory optimization. 
2. BASIC THEORY IM A NORMED SPACE 
All the theory in this section could be introduced in re- 
ferring to a more detailed dynamic model, for example, the clas- 
sical control model described by an ordinary differential state 
equation and an output equation. However, the precise form of 
a dynamic model does not matter, and the theory is also applic- 
able for models described by difference-differential equations 
(with delays), by partial differential equations, integral equa- 
tions, etc. 
To obtain a possible compact presentation of basic ideas, 
let us start with an abstract formulation in normed spaces. Let 
uEEU be a c o n t r o l  t r a j e c t o r y ,  shortly called c o n t r o l ;  EU is a 
Banach space, say, the space of essentially bounded functions 
L- ( [to; tl ] , Rm) , or the space of square integrable functions 
2 L ( [to, tl ] , Rm) , etc. Additionally, control constraints u E V CEU 
might be given. Let xEEx be a s t a t e  t r a j e c t o r y ,  shortly s t a t e ,  
defined by a mapping X:EU +Ex, x = X (u) . Conditions, under which 
the mapping X corresponds to a model of a dynamic  s y s t e m  and can 
be expressed as a resolving operation for a s t a t e  e q u a t i o n  are 
given, for example, in Kalman et al. 1969, and will not be dis- 
cussed here. A proper choice of a Banach space Ex might be the 
Sobolev space of absolutely continuous functions with essentially 
bounded derivatives wW( [tO:tl ] ,Rn) or with square integrable 
derivatives ~ ~ i [ t ~ ; t ~ ]  ,Rn) --see, e.g., Wierzbicki, 197%. However, 
these properties are needed only for a more detailed development 
of the form of the dynamic model, and, at this stage of abstraction, 
EU and Ex could be just any linear topological spaces. 
More important are the assumptions concerning o u t p u t  t r a -  
j e c t o r y ,  shortly o u t p u t  y E E  defined as a resuit of a mapping 
Y' 
Y:Ex xEU 'Ey, Y Y(x,u). A properly chosen Banach space E 
Y 
should have the same character as the space EU; thus, Ey = 
2 
L-( [tO;tl I ,RP) or E = L ([tO;tl] ,R~). Since the notion of an 
Y 
output is relative to the purpose of the model, we might consider 
only those output variables that are relevant for the purpose of 
multiobjective trajectory optimization, the number of those var- 
iables being p. Thus, a notion of a partial preordering (partial 
ordering of equivalence classes) is assumed to be given in the 
output space E Although more general assumptions are possible, 
Y' 
it is convenient to suppose that this partial preordering is 
transitive and, therefore, can be defined by specifying a positive 
cone D CEy; the cone D is assumed to be closed, convex and proper, i. e. 
D # Ey. The partial preordering relation takes then the form 
with the corresponding equivalence relation 
and t h e  s t r o n g  p a r t i a l  p r e o r d e r i n g  r e l a t i o n  
a s  w e l l  a s  t h e  s t r i c t  p a r t i a l  p r e o r d e r i n g  r e l a t i o n  
where b i s  t h e  i n t e r i o r  o f  t h e  cone D .  I n  some s p a c e s ,  n a t u r a l l y  
d e f i n e d  p o s i t i v e  cones  might  have empty i n t e r i o r s ;  however, w e  
c a n  d e f i n e  t h e n  t h e  q u a s i - s t r i c t  p a r t i a l  p r e o r d e r i n g  t h r o u g h  r e -  
p l a c i n g  b i n  ( 4 )  by bq, t h e  q u a s i - i n t e r i o r  o f  D 
where 
* ( 6 )  D* = ( y  E E ~  : < y * , y >  2 0 ' ~ ~  E D )  
i s  t h e  d u a l  cone t o  D ,  E* be ing  t h e  d u a l  s p a c e  t o  E and < - , . >  
Y * Y 
d e n o t i n g  t h e  d u a l i t y  r e l a t i o n  between E  and E ( t h e  g e n e r a l  form 
Y * Y 
o f  a  l i n e a r  c o n t i n u o u s  f u n c t i o n a l  from E  o v e r  E 1 .  
Y Y 
2  For example,  i f  E  = L ( [to; t l  ] , R ~ )  , t h e n  a  p o s i t i v e  cone Y 
can  be n a t u r a l l y  d e f i n e d  by 
2 iyEL ( [ t O ; t l l  , R ~ )  : ~ ' ( t )  1 0 ,  a . e .  f o r  t € [ t O ; t l ]  , ~ i = l , .  . . , p )  . 
The e q u i v a l e n c e  c l a s s e s  ( 2 )  a r e  t h e n  composed o f  f u n c t i o n s  t h a t  
a r e  e q u a l  t o  e a c h  o t h e r  a lmos t  everywhere  on [ t O ; t l ] ,  which co in -  
2 c i d e s  w i t h  c l a s s i c a l  d e f i n i t i o n s  of e q u i v a l e n c e  c l a s s e s  i n  L . 
The s t r o n g  p a r t i a l  p r e o r d e r i n g  ( 3 )  r e l a t e s  f u n c t i o n s  which have 
i i 
components y l  ( t )  2 y2 ( t )  a . e .  on [ to;  t l  ] , V i  = 1 , .  . . , p ,  such t h a t  
t h e  i n e q u a l i t y  y + ( t )  < yi( t )  h o l d s  f o r  a t  l e a s t  one  i and a t  l e a s t  2 
on a  s u b s e t  o f  [to; t, ] of  nonzero measure .  S i n c e  t h e  cone ( 7 )  h a s  
empty i n t e r i o r ,  t h e r e  a r e  no y l , y 2 E E  t h a t  a r e  s t r i c t l y  r e l a t e d .  Y 
However, D* = D i n  t h i s  case  ( i 2  i s  a H i l b e r t  space and i t s  dua l  
can be made i d e n t i c a l  with i t ) .  Moreover, D has a  nonempty 
q u a s i - i n t e r i o r  : 
and t h e  q u a s i - s t r i c t  p a r t i a l  preorderinq r e l a t e s  func t ions  wi th  
i i 
components y; ( t )  < y2 ( t )  a . e .  on [tO;tl  I ,  V i  = 1 , .  . . . p .  For o t h e r  
examples of p o s i t i v e  cones s e e  Wierzbicki and Kurcyusz, 1977. 
The s e t  of admissible  c o n t r o l s  V and t h e  mappings X , Y  d e f i n e  
t oge the r  t h e  s e t  of  a t t a i n a b l e  ou tpu t s  
Usual ly,  we cannot d e s c r i b e  t h e  f u l l  s e t  YV a n a l y t i c a l l y  
because t h e  mappings X,Y a r e  t o o  complicated;  however, it is 
assumed t h a t  we can gene ra t e  elements  of t h i s  s e t ,  a t  l e a s t  num- 
e r i c a l l y ,  by so lv ing  t h e  dynamic model f o r  a  given u  EV. On t h e  
o the r  hand, suppose we a r e  i n t e r e s t e d  only i n  D-maximal elements 
9 dV 
which a r e  n a t u r a l  generalizations of Pareto-maximal ou tpu t s  f o r  
t h e  ca se  of t r a j e c t o r y  opt imiza t ion .  I f  t h e  cone b is nonempty, 
it is sometimes convenient  t o  cons ider  a l s o  weak D-maximal 
elemenSs 9 E?; 
o r  quasi-weak D-mazimal zlements 9 €PWq obta ined  a s  i n  ( 1  1 )  while 
v-w 
r ep l ac ing  5 by 'bq. c l e a r l y ,  GV c 9:q C yV C yV. Sometimes it is 
a l s o  convenient  t o  cons ider  a  sma l l e r  s e t  ?; ctV of DE-maximal 
elements  of Yv: 
where D, is defined as a conical c-neighborhood of D: 
Since dist(y,D) is a continuous functional of y, the cone DE 
is an open cone, that is, an open set augmented with the point 0 
or the set DEhDE. Thus, 3- is an open set, and Dc-maximality 
L 
is equivalent to weak D _-maximality . 
2 For example, if D = L+ ( [to; tl ] , R ~ )  as in (7) , then, using 
an argument via projections on cones in Hilbert spaces as in 
Wierzbicki and Kurcyusz ( 1  977 it can be shown that: 
and Dc has an interior: at any point y E D  we can center a ball 
with radius .6 < E ,  contained in Dr. 
A classical method of generating D-maximal elements of Yv 
is that of maxlmlzing a (quasi-) strictly positive linear func- 
tional y* €b*' over y EYv: 
( 1  5 )  G E A ~ ~  max <y*,y, , y* ~ b * ~  - 9 cPV . 
YEYV 
However, it is very difficult to express the experience and 
judgment of a user of the model in terms of a linear functional 
(called also weighting functional) y* ~ b * ~ :  in the case of dyn- 
amic trajectory optimization, it often becomes practically im- 
possible. On the other hand, it is quite practical to express 
the experience and judgment in terms of a desirable output tra- 
jectory F E E  which should not be constrained to Yv nor other- 
Y' 
wise, called reference trajectory (also aspiration level trajectory, 
reference point) . 
Many authors -- see Wierzbicki (1 979) for a review -- have 
considered the use of the norm il 7 - ~ l l  for generating D-maximal 
elements of YV. The most general results were obtained by 
Rolewicz (1975) for any Banach space E 
Y: 
- 
(17) YVD = { ~ E E ~  : y -y EDfor all y EyV} = {*E :Y~c~-D] Y 
and if the following condition is satisfied: 
where B(0,a) denotes the open ball in the space E with radius 0 
Y 
and center at 0. If E is Hilbert, then the condition (1 8) is 
Y 
satisfied iff 
However, the conditions (1 8) or (1 9) , limiting the choice of the 
norm and the positive cone, are not very restrictive for appli- 
cations; really restrictive is the requirement that 7 should be 
D-dominating all attainable outputs. To overcome this limitation, 
the notion of an achievement scalarizing functional has been in- 
troduced --see, e.g., Wierzbicki (1980). An achievement scalar- 
1 izing functional is a nonlinear continuous functional s: + R  , 
- Y 
with argument y - y, where y EYV is an attainable output trajectory 
and y EE is an arbitrary (not constrained to YV nor to YVD) 
Y 
desirable reference trajectory. An achievement scalarizing func- 
tional should, moreover, satisfy two axiomatic requirements: 
(i) it should be (quasi-) strictly order preserving 
(20) - - y2 -yl ~b (or y2 -yl ~ b q )  - s(yl -Y) c s(y2 -Y) 
or, if possible, strongly order ?reserving 
(ii) it should be crder representing 
- - 
s(y -y) = 0 for all y -yE~\b(or - Y E D \ ~ ~ )  
or, at least, order apprczimating for some small E '0 ; 
where the cone DEO is not necessarily of the form (13) and is a 
closed cone. However, in order to preserve similarity with , 
d f - E B is defined by So - 1 y E E : s (y - 7)  > 0 } = q + BEO. Therefore, 
E 0 Y 
BEO is an open set, and D -maximality is equivalent to weak 
:" 
DEO-maxlmality. The set YGO = {; E Y ~ : Y ~ ( ~  +CEO)="  is under- 
stood in the above sense. 
Thus, we can distinguish strict achievement scalarizing 
,=xnctionals, which satisfy the requirements (20) and (22) , and 
strong achievement scaiartzing functionals, which satisfy the 
requirements (21) and (23); the requirements (21) and (22) cannot 
be satisfied together. It is known that, if s is strongly order 
preserving, then, for any ~ E E  
Y: 
- (2'4) iEArg rnax s(y-y) - 3€PV 
YEYv 
and if s is only (quasi-) strictly order preserving, then: 
(25) EIU~ max s(y -7) - :E?; (or :E?;~) . 
ye" 
On the other hand, as shown in Wierzbicki (1980), if s is a strict 
achievement scalarizing functional, then 
(26) i E ? ~  (or €PWq:~- 9c-g max s(y-i) , max s(y-$) = 0 
yEYV YEYV 
and, if s is a strong achiewnent scalarizing functional, then 
(27 ?€fG0 -?€Ugrnax s(y-pi , rnax s(y-9) = 0 . 
Y EYV YEYV 
The conditions (26) , (27) constitute not only necessary 
conditions for D-maximality even for nonconvex sets YV (corre- 
sponding to the separation of the sets .YV and + bq or + E i O  
by the nonlinear functional s) , but are also rather practical 
means for checking whether a given desirable is attainable 
with surplus, attainable without surplus and D-maximal, or not 
attainable. In fact, for a strong achievement scalarizing func- 
tional s 
- 
Y Q YV - D , ~  - max s(y - Y )  < o 
WV 
where (Yv-D,O)\?:O is the set of a11 output trajectories DEO- 
dominated by an attainable trajectory, YV - DEO = { y  E E :y = y-d, 
Y 
yEYV,d EDEO!. The proof of relations (28) follows directly from 
- - 
the definition of CE3 by SO = I Y E E  :S(Y-~) >0} = q + DEO. Sim- 
Y 
ilar conclusions hold for strlct achievement scalarizing func- 
tional~. 
Another important conclusion (see Wierzbicki 1980) from the 
conditions ( 2 6 ) ,  (27) is the controllability of modeling results 
by the user: if, say, a strong achievement scalarizing functional 
is applied, then the user can obtain anyDd-maximal output tra- 
jectory p as a result of maximization of s(y -7) by suitably 
changing the reference trajectory 7, no matter what are other 
detailed properties of the functionals. Therefore, detailed 
properties of the functional s can be chosen in order to facili- 
tate either computational optimization procedures, or the inter- 
action between the user and the optimization model, or as a 
compromise between these two goals. 
Various forms of achievement scalarizing functionals have 
been discussed in Wierzbicki (1980) in the case when E = R', to- 
Y 
gether with some special forms when E is a Hilbert space. Here 
Y 
we consider in some more detail "he construction of achievement 
scalarizinq functionals in normed spaces. 
A general construction of a strict achievement scalarizing 
functional in the case of 8 # @ can be obtained as follows. 
Suppose a value functional v:D R' is given (that is, any strictly 
order preserving, nonnegative functional v defined for y ED -- 
similarly as in Debreu (1959) ) and is equal zero for all y ED\~. 
Then : 
is a strict achievement scalarizing functional. It is clearly 
order representing. If Y - ~ E D ,  it is strictly order preserving. 
- - 
If y2 -yl ~ b ,  y2 -y ED and y1 -y 9 D, then s(y2 -?) - s(y, -7) > O  
- 
by the definition (29). If y2 - yl Eb, y2 - y FD and, thus, 
- 
y - y $Z D, then denote y2 - y = 7 E b and observe that 
On the other hand, since 7 E b  and D is a convex cone, hence 
D cb -7. Any interior point of D - ?  has a larger distance from 
the exterior point yl - y than dist (yl - Y,D-?) ; hence dist (y2-y,D) < 
- - 
dist(yl -y,D) and s(y2 -y) - s(y, - y) > 0 in all cases of y2 -yl Eb, 
the functional (29) is strictly order preserving. 
However, the functional (29) has several drawbacks. First, 
even if it would be possible to extend it for cases when b * $ 
and bq # @ ,  such an extension is not essential: in applications, 
weak or quasi-weak D-maximal elements of Yv are not interesting, 
and much more important are DE-maximal elements. Moreover, the 
choice of a value functional with desired properties might be 
difficult in infinite-dimensional spaces, since the simplest value 
functional --a positive linear functional --cannot be continuously 
- 
modified to zero for y - y E ~ \ b .  Therefore, we shall relax the 
requirement of order representation to that of order approximation, 
while trying to obtain in return strong order preservation. 
Choose any strongly positive linear functional y* €ODeq, of 
* 
unit norm, Ily II = 1. Then: 
1 is a strong achievement scalarizing functional, wich E > - .  In P 
fact, <y*,y-);> is strongly order preserving, due to the definition 
yq , {y*EEy: > 0 ~ y ~ a ) .  The functional-dist(~-y.D) 
is order preserving (neither strongly nor strictly), by an argu- 
ment similar to the analysis of the functional (291. However, 
the sum of a strongly order preserving and an order preserving 
functional is, clearly, strongly order preserving. Moreover, 
by the definition of the norm in the dual space, <y* ,y-y> Ily-31 
- 
i I *  = 1 If, additlonally, y €So = iy EE :sIy-y) 101, then 
-y 1 
odist (g-y,~) y * , y -  I I ; hence SO Cy +DE for E > - . 9 
- 
Clearly, y +D CSO and s(0) = 0; thus the functional (30) is 
order approximating. 
The functional (30) has also some drawbacks in applications. 
First, the choice of y* is arbitrary; however, it does not much 
influence the applicability of the functional (30), particularly 
if p > >  1 ,  since 7 is very often chosen as not attainable. Thus, 
any reasonable y --for example, corresponding to equal weights 
for all components of output trajectories and all instants of 
time --might be chosen; according to the controllability conclu- 
sion, this does not restrict the possibility of influencing the 
resulting DE-maximal output trajectories by changing the ref- 
erence trajectories y. Second, the functional (30) is nondiffer- 
entiable. Although recent development of nondifferentiable 
optimization algorithms is remarkable, not all of these algorithms 
are directly applicable for dynamic optimization. Therefore, it 
might be useful to consider also achievement scalarizing func- 
tional~ that are differentiable. 
Observe that achievement scalarizlng functionals are con- 
structed by using a strictly or strongly order preserving func- 
tional of value functional type and supplementing it by a term 
expressing a distance from y-y to the cone D. While the first 
part can be chosen to be differentiable, it is the second part 
that introduces nondifferentiability. To facilitate computation 
and differentiation of functionals related to the distance, 
suppose E is a Hilbert space. Then, due to the Moreau theorem 
Y 
(1962; see Wierzbicki and Kurcyusz, 1977), the following holds: 
(31) dist (y-7,~) = II (y-y)-D*ll = 11 (y-y) D * ~ ~  
when ( .  ) -D* ar ( .  ) D* denotes the operation of projection on the 
cone -D* or D*. Moreover, Il (F-~) D*l~ is differentiable in y and 
its derivative is precisely - (Y-~)~*. Thus, if E is Hilbert, 
Y 
a differentiable modification of (30) is as follows: 
This functional is strongly order preserving, by the same argu- 
ment as in the analysis of (30), and its maxmal points are D- 
maximal for any p > O. However, the functional (32) is not order 
approximating and, if 7 = $ is DE-maximal, then the maximal points 
of (32) will generally not coincide with $ for any 0 > 0. On 
the other hand, if p is sufficiently large, the maximal points 
of (32) usually approximate quite closely the maximal points of 
(30), and the requirement of order approximation does not play 
a decisive role. Thus, the functional (323 for sufficiently 
large o might have useful applications. 
If E is Hilbert, then there is also a technically differ- 
Y 
entiable form of a strong achievement scalarizing functional, 
satisfying both (21) and (23): 
with E > P-', see Wierzbickl (1977a). Ic (33), the role of a 
value functional for y-7 ED plays the (square) norm: hence the 
condition D CD*, equivalent to the Rolewicz condition (18), is 
necessary for the strong order preservation property. If y-y&D, 
the (square) norm is modified by the (square) distance term; if 
3 > 1 ,  this modification is sufficiently strong to imply strong 
order preservation. The property of order approximation results 
immediately from the form of (33). 
Consider, however, a functional similar to (33) : 
It 1s also a strong achievement scalarizing functional. It is 
- 1 
clearly order approximating with E > 13 ' .  Moreover, due to the 
Moreau theorem, ~ ( ~ - 7 )  = :a2(y) +b2(y))' - ob(y), where a(y) = 
1 1  (y-y) D~~ , b (y = II ( y-y) - D * ~ ~  . The operation of projection on 
D 
cones, ( .  ) or ( .  ) -D*, has the property (see Wierzbicki and 
Kurcyusz, 1977) that Ii (y-y+?) - D * ~ ~  2 Il ( y-y) for all E D and 
- - D  II (y-y+y) i l  2 II (y-7) D~~ for all 7 ED*, hence aiso for ED if D CD* . 
Thus, if y2 - yl ED, then a(y2) 2 a(y,; and b(y2) 5 b(yl). Since 
a(y2) = a(yl) and b(y2) = b(yl) imply together y2 = yl, hence, 
if y2 - y1 E 5, we can have either a(y2j > a(yl) and b(y2) 5 b(y,) 
or a(y2) > a(yl) and b(y2) c b(yl). Now, consider the function 
- ' - ob. This function is clearly strictly in- IL(a,b) = (a +b ) 
2 di 2 2 - ' L 0 < o  
creasing in respect to a. Since - (a,b) = b(a +b 3b 
for o , 1 ,  the function v is strictly decreasing in respect to b. 
- - - 
Therefore, if y2 -yl ED, then s(y2 - y,) - s(yl -y! > 0, and the 
functional (34) is strongly order preserving. 
On the other hand, after a suitable choice of (different) 
- .  
values of 3 in (33) and (34), the level set SO = iy EE : s(y-y 20: 
Y 
can be made identical for these two functionals, and this level 
set has necessarily a corner point at y = 7. Thus, the differ- 
entlability of (33) has only technical character, and an essential 
nondifferentiability in terms of corner points of level sets is 
necessarily related to strong and strict achievement scalarizing 
functionals. Therefore, for computational purposes, it is useful 
to introduce another class of apprcz-irna'e s c a l a r i z i n g  f u n c t i o n n t s .  
The approximate scalarizing functlonals are supposed to have strong 
order preservation property (21), which implies that their max- 
imal points are D-maximal. However, the requirement of order 
approximation (23) is further related by substituting DE, the 
conlcal E-neighborhood of D, by another form of an E-neighborhood: 
where y ( . )  is any given strictly increasing function. For example, 
it is easy to check that (32) is an approximate scalarizing func- 
4 tional , with Y ( llyll) = 11 yil . Approximate scalarizinq functionals 
are not strictly applicable for checking D-maximality of a glven 
via condition (27), nor attainability of a given 7 via condi- 
tions (2B), since a maximum point of an apprcximate scalarizing 
- 
functional might be different from a given D-maximal $ = y. 
However, the set D approximates the cone D sufficiently closely 
E Y 
for small E ,  and the difference between its maximal point and a 
given D-maximal = can be made very small. Thus, for practical 
purposes, approximate scalarizing functionals have all the ad- 
vantages of strong scalarizing functionals. 
To illustrate further the distinction between strong and 
approximate scalarizing functionals, consider still another 
variant of such functionals. Suppose we have, originally, a 
single-objective optimization problem with a performance func- 
tional : 
Suppose that, after maximizing this functional and observing, 
for example, that there are many controls u and states x that 
result in nearly the same value of yo (a frequent case of prac- 
tical nonuniqueness of solutions), we declded to supplement this 
performance functional with other objectives, stated in terms of 
a desirable shape of output trajectories: 
r where E~ is a normed space, with a posicive cone D . After de- 
Y 1 fining y = yrl, Ey = 1' r E~ and D = R+ D~ we bring the prob- 
Y 
lem back to the previous formulation, and any of the scalarizing 
functionals defined above can be used. However, this specific 
ca.se suggests also a specific form of a strong scalarizing func- 
tional : 
s (y-7) = y r )  -? - 9 dist (yr - 7 , ~ ~ )  ; o > 0 . 
It is easy to check that this functional is order approximating 
with E > 1/0. Moreover, it is strongly order preserving in a 
modified sense, with 5 = (R: x D ~ )  \ ( { 0 1 * (Dm-Dr ) replaced by 
L 1 
D = R { 0 ) D D - D  ) = . Thls nodif ied sense of 
strong partlal preordering results in modified D-maximal points 
r 
that might be weakly Dr-maxmal, in the second component y-, but 
0 
are always strongly maximal in the first component y . In fact, 
0 if Y2 -Y1 ED, then y2 > Y y  and Yi - Y: Ezra Since the functional 
r 
-dist (y - Tr,Dr) is (neither strictly nor strongly) order pre- 
- - 
serving, the first term In (38) guarantees that s (y2 ' Y) > s (Y ' Y) 
for y2 - y, EE. 
Suppose E~ is Hilbert and consider the following approximate 
Y 
scalarizing functional 
By a similar argument, this functional is strongly order pre- 
a 
serving with D replacing 6. It is not order approximating, only 
y-order approximating with D defined as in (35) and Y (ll yl 1 = 
c Y 
I 1  yl +. 
Observe that the functionals (38) , (39 1 correspond to one 
of the classical, widely used approaches to multiobjective opti- 
mization. In this approach, we choose one of the objectives -- 
say, y' --to be maximized and represent other objectives --say, yr -- 
by parametrically changing constraints, yr - yr €Dr. The func- 
tional~ (381, (39) represent, respectively, an exact and an ex- 
terior quadratic penaity functional for such a formulation. 
However, it is not widely known that, when using such penalty 
functlonals, one does not have to increase p to infinity or 
otherwise iterate (e.g., introduce shifts) on penalty functionals. 
Since these functionals are (modified) strongly order preserving, 
each maximal point of them is (modified) D-maximal, no matter 
what a > 0 has been chosen and what are the actual violations 
r ar* (7 - Y 1 of the constraints yr - yr  ED^, treated here as a type 
of soft constraints. This feature of the scalarlzing functionals 
(38) , (39) is particularly useful for dynamic optimization with 
trajectory constraints (taking a form, for example, of state 
constraints), since the iterations on penalty functions might 
be particularly cumbersome in such a case. While using functions 
(381, (39) for multiobjective trajectory optimization, it is 
sufficient to choose a reasonable value of p > 0 and to maximize 
(38) or (39) once in crder to obtain a (modified) D-maximal al- 
ternative solution corresponding to a desirable shape yr of 
output trajectory yr. 
Via penalty functions, functionals (38), (39) --and, in fact, 
all other achievement scalarizing functionals --are related to 
two other basic notions in mathematical optimization and modelling: 
those of generalized Lagrangian funct~onals and of regularization 
of solutions of ill-posed problems. 
3. RELATIONS TO GENERALIZED LAGRANGIAN FUNCTIONALS 
Consider the classical form of a mathematical programming 
problem with generalized inequalities: 
(40) 0 minimize f (u) ; Uo = {u€EU :g(u) E-DCE ) 
uEUo 
9 
where IO:E~ - R' , g:Eu + E D is a positive cone m E Suppose 9' 9' 
Ex is a Banach space and E is a Hilbert space. Under various 
9 
forms of regularity conditions --see, e.g., Kurcyusz (1974) -- 
the necessary conditions for being an optimal solution to this 
problem can be expressed via the well-horn' normal Lagrangian 
functional 
and take the known form 
where g: (c )  is the ad joint operator to gu (c )  , and 
(43) g(6)c-D ; ':,q(G)> = 0 ; ;I ED*  
where 6 €E* is a normal Lagrange multiplier related to the solu- 9 
tion G. The triple condition (43) might be referred to as Kuhn- 
Tucher complementarity triple, widely known. However, it is not 
widely known that complementarity triple (43) is, in fact, 
equivalent to a single nonlinear equation for 6 (although this 
result has been, in fact, used in R" by Rockafellar (1974) , in 
a Hilbert space by Wierzbicki and Zurcyusz (1977) and independ- 
ently proven in R" by Mangasarian (1 97G) ) . 
To show this in the case when E is a Hilbert space, we use g 
the Moreau (1 962) theorem: for any closed convex cone D C E and any 
P Egg' P1 = 
g 
(p)-D and p2 = (p) are the projections of p on the 
cones -D, D L ,  respectively, if and only if 
Thus, denote g(i) + 6 = p; lt is easy to check then that (43) 
holds if and only if 
or, equivalently, iff i g  (u) + fi)-D = g(,) (one of these equations 
suffices and the other is redundant because of the definition 
g(G) + ;1 = p.) 
This basic fact has various consequences. For example, the 
sensitivity analysis of solutions of (40) might be based on ap- 
propriate implicit function theorems instead of analyzing the 
sensitivity of a system of inequalities, which is now the typical 
approach to this question -- see, e. g. , Robinson (1 976) . Another 
important conclusion from equation (45) is that there are modi- 
fied iagrangian functionals that should possess an unconstrained 
saddle point in n,u at 6,;. In fact, these are augmented 
Lagrangian functionals as introduced by Hesteness (1969) for 
problems with equality constraints in Rn, by Rockafellar (1 974) 
for problems with inequality constraints In Rn, by Wierzbicki 
and Kurcyusz (1977) for problems with inequality constraints in 
a Hilbert space, and studied by many other authors. For problem 
(UO), the augmented Lagrangian functional takes the form 
and the first-order necessary conditions (42) , (43) - (45) take 
the form 
Other necessary and sufficient conditions for optimality of k 
in terms of saddle-points qf (46) are given in Wierzbicki and 
Kurcyusz ( 1 977) . 
Consider now the following specification of problem (40), 
taking into account (36), (37) 
where u might be additionally constrained explicitly by u E V .  
Consider the augmented Lagrangian functional (46) with n = 0:  
with s (y-y) defined as in (39) . The order-preservation proper- 
ties of the approximate scalarizing functional (39) can be now 
interpreted as follows. Even if we fix n = 0 and admit viola- 
tions of the constraint yr - yr (X (u) , u) E -Dr , and even under 
additional constraints U E V ,  any minimal point of the augmented 
Lagrangian functional (50) is a D-maximal point of the set Yv = 
Y (X(V) ,V) = YO (x(v) ,v) x yr (x(v) ,V) in the sense of the strong 
partial preordering induced by the cone 6 = E: x sr . Moreover, 
since : 
and the above conclusion holds independently cf y ,  hence it also 
holds for any fixed n. Thus, the conclusion can be considered 
as another generalization of Everett's theorem (196 ) and the 
reference trajectory y is, in a sense, related to the generalized 
Lagrange multiplier 0 .  
However, the last analogy should not be taken too mechanis- 
tically. For example, the properties (28) of a strong scalar- 
izing functional can be rewritten as 
(52) min max s(Y(X(u) ,u) -7) = 0 
YEYV UEV 
and the min-max points (?,GI correspond to D-maximal points of 
the set.YV = Y(X(V),V). On the other hand, (52) is not a saddle- 
point property, since s (Y-7) is not convex in 7, and it is easy 
to show examples such that max min s (Y (X (u) ,u) -7) < 0. In order 
UEV YEY" 
to obtain saddle-point properties, convexifying terms in n would 
have to be added to s(Y(X(u) ,u) - y ) ,  as it was done in (51). 
4. MULTIOBJECTIVE TRAJECTORY OPTIMIZATION AS SEMIREGULARIZATION 
OF MODEL SOLUTIONS 
The monography of Tikkonov and Arsenin (1977) summarizes an 
extensive research on one of the basic problems of mathematical 
modeling --that of regularization of solutions of ill-posed 
problems. Many results of this research relate to the useful- 
ness of using distance functionals when solving problems with 
non-unique solutions or quasi-solutions (generalized solutions). 
The nonuniqueness of solutions of a mathematical model implies 
usually that the solutions would change discontinuously with 
small changes of parameters of the model. For example, if a 
dynamic linear programming model has practically nonunique solu- 
tions, that is, if there is one optimal basic solution but many 
other basic solutions result in almost the same value of the 
objective function, then a small change of parameters of the 
model results in large changes of the solution --see Avenhaus 
(1980). The regularization of solutions of such a type of models 
consists then in choosing from experience a reference s o Z u t i o n  
and considering the solution of the model that is closest to the 
reference solution in a chosen sense of distance; as proven by 
Tikkanov and Pxsenin, this results not only in the selection of 
a solution, but also in continuous dependence of the selected 
solution on parameters of the model. 
The regularization method can be illustrated as follows. 
Suppose a mathematical programming problem consists in minimizing 
the functional 
for uEV. Suppose the solutions of this problem are (possibly 
only practically) nonunique. Let a reference trajectory Yr be 
given in a normed space E' of the outputs of the model, yr = 
Y 
yr (X (u) ,u) . By a n o r m a l  s o l u t i o n  of the problem of minimizing 
0 f (u) for u EV we define such a solution of this problem that 
minimizes, additionally, 1(yr - yr (X (u) ,u) 11 . This normalization 
is, clearly, relative to the output space E~ However, it is 
0 Y '  easy to see that if, say, f (u) and V are convex, Y and X are 
linear, and the unit ball in Er is strongly convex, then the 
Y 
normal solution is unique relative to the output space --that IS, 
it determines uniquely the output trajectory yr. Moreover, this 
output trajectory depends continuously on the reference trajec- 
tory yr. A stable computational method of determining the normal 
solution approximately consists in minimizing the functional: 
for 3 +0. Again, under appropriate assumptions, it can be shown 
that output trajectories corresponding to minmal points of (541 
converge to the output trajectory corresponding to the normal 
solution as p - 0. 
However, observe that (54) can be obtained from (50) if E~ 
Y 
is Ailbert and Dr = (01, D ~ *  = E ~ .  Thus, the multiobjective 
Y 
trajectory optimization is strongly related to model regulariza- 
tion. Actually, the former can be considered as a generalization 
of the latter. In fact, define semi-normal solutions of the 
0 problem of minimizing f (u) for u E V  as such that minimize, ad- 
ditionally, dist (yr ( X  (u) ,u) , yr + Dr) , where Dr is a positive cone 
in the space of output trajectories Er. Now, even if f (u) and V 
Y 
were convex and Y and X linear, the output trajectory yr corre- 
sponding to a semi-normal solution need not be unique --since 
there might be many points in a convex set that are equidistant 
to a convex cone. However, the semi-normal solutions have good 
practical interpretation; the corresponding output trajectories 
are either close to or better than the desired reference tra- 
jectory y', depending on its attainability. Moreover, when 
minimizing the functional (SO), instead of ( 5 4 ) ,  we obtain D- 
C 
maximal points of the set Y = Y (X(V) ,V) = Y (X (V) ,V) x yr (X (v) ,V! v 
for each o > 0. The same applies, clearly, to the functional (5U), 
if we assume D~ = i 0) , which gives another interpretation of 
regularization techniques. Thus, mu1tiob;ective trajectory 
optimization is a type of model semiregularization technique: 
for the selection of a solution of the model, a reference output 
trajectory is used together with a notion of a partial preordering 
of the output space. 
5. COMPUTATIOtJAL ISSUES AND APPLICATIONS: A DIFFERFINTIABLE 
TIME-CONTINUOUS CASE 
If an achievement scalarizing functional is differentiable, 
then any method of dynamic optimization can be applied as a tool 
for obtaining an attainable, D-maximal trajectory y in response 
to a desirable trajectory y.  An efficient class of dynamic 
optimization techniques applicable in this case are gradient 
trajectory techniques, or concrol apace gradient techniques, 
based on a reduction of the gradient of the minimized functional 
to control space. A general method for such a gradient reduction, 
independent on the particular type of the state equation, is de- 
scribed, for example, in Wierzbicki (1977b). Here we present 
only the simplest and well-known case of gradient reduction for 
problems with ordinary differential state equations. 
As an example, consider the approximate scalarizing func- 
tional (39) and suppose yo is described by 
Moreover, assume the mapping X be given by solutions of the state 
equation 
and the mapping yr -- by the output equation 
2 2 Take E~ = L ( [tO;tl] , R ~ )  and Dr = L+( [tO;tl] , R ~ )  : then 
Y 




and (pi)+ = m a x ( 0 , ~ ~ )  for q i E R  . By choosing Dr = L+([tO;tl],~P) 
we assumed that all outputs improve as the corresponding values 
yri (t) increase for (almost) all t E [to;! ] . NOW, a reference 
-r 1 
output trajectory Tr (t) = (yrl [t) , . . . , y (t) , . . . ,yrp (t) ) for 
t E  [tO;tll is assumed to be given by the model user. In fact, 
if p is not too large --say, 3 or 4 --the user can easily draw 
the number p of curves representing output trajectories desired 
by him. Moreover, experiments show that he is also able to 
evaluate easily the corresponding responses of the optimization 
-ri 
model, Po and Pr(t) = (9' (t) ,.. . ,y it), . . . ,prP(t)) for t E [tO;tl] 
and, if he does not like them, to change the reference trajectory 
in order to obtain new responses. Observe that the reference 
value P plays, in this case, a technical role and can be omitted. 
Thus, an interactive multiobjective dynamic optimization proce- 
dure can be organized, provided we could supply an efficient 
technique of maximizing the functional (57) subject to the state 
equation (56) and, possibly, other constraints. To simplify the 
presentation, suppose other constraints are already expressed as 
1 penalty terms in the functions F0 or F . 
Denote S (u) = s (Y ( X  (u) ,u) - y) . Then SU (u) , the gradient 
of the functional (58) reduced to the control space, can be 
computed in the following way. The Hamiltonian function for the 
problem of maximizing (58) subject to (56) has the form 
where '! (t) F (x (t) ,u(t) , t) is a short denotation for scalar product 
in R" and 'Y (t) is the costate (the adjoint variable for the state) . 
To compute SU(u) (t) for t E [tO;tll, given u(t) for t E [tO;tllr 
we first determine x(t) = X(u) (t) by solving (561, written equi- 
valently as 
Then the costate 'Y (t) is determined for t E [to; t, 1 by solving, 
in the reverse direction of tine, the adjoint equation 
and the reduced gradient in the control space is determined by 
Typical conjugate directions algorithms of nonlinear pro- 
gramming can be adapted for making use of this reduced gradient. 
However, Fortuna (1974) has shown that, for dynamic optimization, 
conjugate directions perform much better if a modified reduced 
gradient is being used: 
This modification removes possible ili-conditioning of the al- 
gebraic part of the Hessian operator SUU(u), leaving only possible 
ill-conditioning of the compact part of this operator --and the 
compact part has, in the limit, negligible influence on the con- 
vergence of conjugate direcfion algorithms in a Hilbert space. 
This abstract reasoning has been also confirmed by extensive 
computational tests. 
Now, each continuous-time dynamic optimization problem, 
when solved on a digital computer, is ultimately discretized 
over time. While a discussion of results of recent world-wide 
extensive research on approximations of the-continuous optimi- 
zation problems is beyond the scope of the paper, it is worth- 
while to note some comments on this issue. 
A conscientious approach to discretization of a time-con- 
tinuous problem should start with the question whether time- 
contiauity is really an essential aspect of the analyzed model. 
In many cases, time-continuity is assumed only for analytical 
convenience, and the actual model can be better built, parameter- 
fitted and validated in its time-discrete version. In such cases 
of a priori discretization, it is certainly better to abandon 
time-continuity at the very beginning and to develop the time- 
discrete versions, say, of the equations 155)  . . . (64) . Some 
qualitative properties and conclusions from the time-continuous 
analysis might be still applied to time-discrete models; for 
example, the Fortuna modification of the reduced gradient, al- 
though motivated strictly for the time-continuous case only, 
gives good results also in the time-discrete case. 
In rather special cases, time-continuity is essential. 
These cases are really hard, and great care should be devoted 
to the analysis of those qualitative properties of the optimiza- 
tion problem that make time-continuity essential (such as boundary- 
layer effects, appearance of relaxed controls, etc.). These 
qualitative properties should be taken into account when looking 
for alternative formulations of the problem, for an appropriate 
space of control functions, when choosing finite-dimensional bases 
for a sequence of subspaces approximating the control space,. when 
determining what is the reduced gradient expressed in terms of 
a finite-dimensional basis. A naive discretization of equations 
( 6 1  . . . (64 can lead to serious errors, when, say, a naively 
discretized gradient equation (63) produces numbers that are in 
no correspondence to the gradient that would be consistent with 
a chosen discretization of the control space. 
We close thls section with a simple example, when the con- 
tinuity of time is important only because it facilitates almost 
fully the analytical solution. Although it does not illustrate 
computational issues, the example illuminates some other important 
aspects of applications of multiobjective trajectory optimization. 
Consider a simple model of relations between inflation and 
unemployment, as analyzed by Snower and Wierzbicki (1980) when 
comparing various economic policies. The inflation rate, x(t), 
is influenced by monetary policies, that influence also the un- 
employment, u(t). An adaptive price expectation mechanism and 
a linearized Phillips curve result in the following equation: 
where unemployment u(t) is taken as a dummy control variable, 
b is a parameter of the linearized Phillips curve, rd is a 
composite coefficient. The social welfare function related to 
inflation and unemployment is assumed in the form: 
where q is the weight attached to unemployment as compared to 
inflation. The intertemporal social welfare functional is as- 
sumed in the form 
The problem of maximizing (67) subject to (65) can be easily 
solved analytically to obtain: 
where 
However, if the initial inflation rate xo is high, the 
'0- ' unmplnynrent ; (t) that results fnm this lrrdel for m a U  t might 
be considered socially undesirable, too high. We could change 
the model by adding simply a constraint u(t) 2 3. In this simple 
case, the constraining value 3 must be greater than b; otherwise, 
equation ( 6 5 )  would result in uncontrolled, increasing inflation. 
However, in more complicated models, it might be difficult to 
judge whether a control constraint is not too stringent. There- 
fore, it is reasonable to treat ; as a desirable bound for tra- 
jectory rather than as a fixed constraint, and to formulate a 
multiobjective trajectory optimization problem: maximize the 
social welfare functional while, at the same time, trying to keep 
the unemployment smaller than G. 
Observe that, in this formulation, one of the outputs yr of 
the model is just the input control u. However, such situations 
are quite frequent, when some important control variables appear 
directly as output variables in rnultiobjective trajectory opti- 
mization. Moreover, the unemployment u (t) is here only a dummy 
control variable: actually, the model should be controlled by a 
monetary policy that, after a transformation that was not included 
is the model for simplicity results in the unemployment u (t) . 
Suppose we apply the approximate achievement scalarizing 
functional (39) for this multiobjective trajectory optimization 
2 problem and choose the norm ll ul = 1; e-rt u (ti dt for the control 
space. Then: 
0 
(71 -e -0 s IY(X,U) - i) = j' oe v(x(t) ,u(t) i - +~-(u(t) - ;)i)dt - y 
Suppose u(t) > ; for tEiO;tl), u(t,) = ;, u(t) < ; for 
t E(ti; + - 1 .  Then (71 j transforms to 
where 
1 s  the minimal value of (67) dependang on the i n i t i a l  s t a t e .  
The problem of minimizing (72) subject  t o  (65) can be solved 
almost f u l l y  ana ly t i ca l ly  t o  obtain:  
- r a l t  -ra t .  1-d + Be +b, t C [ o ; t , )  
(74) i ( t )  = 4 q+o 
- rag  (t-t 
+ b ,  tc[t,  ;+-) 
where 
while the  constants A,B and the  time ~ n s t a n t  t ,  r e s u l t  from three  
condit ions:  the cont inui ty  of G ( t )  ( i m p l ~ e d  by continuity of 
ad jo in t  va r i ab le )  and of G ( t )  a t  tl and the  i n i t i a l  s t a t e  xo=;(0) . 
For example, the former two conditions determine A,B as f unctlons 
while the latter condition results in the following equation for 
tl that does not admit analytical solutions (must be solved 
numerically) 
Nevertheless, (74), ... (78) admit on easy interpretation of the 
influence of p and ; on G(t) and i(t). The single-criterium 
solutions (68 , (69) are compared with an example of solutions 
(741, (75) in Fig.1. 
Figure 1. Examples of single-criterium 'optimal' solutions for 
unemployment Q (t) and inflation 2 (t) --case (a)-- com- 
pared with multicriteria D-maximal trajectories of 
these variables responding to a judgementably set 
reasonable level u of unemployment--case (b). 
Observe thac, if 9 is sufficiently large. the multicriteria 
D-maximal trajectory 6 has values 6(t) only slightly greater 
than ;, and that the time tl , at which Q (tl ) =; is also only 
slightly greater than the corresponding time to for single- 
criterium case (the last observation follows from the fact that 
1 1, (P (t) -bl dt =, (xo - 9) for both cases) . Thus, when applying 
multicriteria optimization, we can significantly reduce maximal 
unemployment while spreading the effects of this reduction over 
time. Clearly, in this simple example we could obtain sirmlar 
results just by using an explicit constraint u(t)l; . However, 
when using hard constraints, we must be careful not to specify 
; < b; otherwise we would obtain x(t1-c as t -c - .  When maxi- 
mizing (71)--which is equivalent to a soft constraint on u(t)-- 
we can assume ; < b  and still obtain well-defined results. 
Observe also that one could interpret the achievement 
scalarizing functional (71) as just another form of welfare 
functional. This interpretation is correct; however, the 
modified welfare functional depends explicitly on judgementally 
set desirable bound ; for unemployment, and in this aspect it 
differs basically from traditional welfare functionals. More- 
over, it possesses the strong order preservation property. Thus, 
if Q and ir correspond to the maximum of this functional, then 
we cannot decrease the inflation ;(t) at some t without increasing 
it at some other t or without decreasing the welfare functional 
~(ir,Q). 
6. COMPUTATIONAL ISSUES AND APPLICATIONS: 
A TIME-DISCRETE DYNAMIC LINEAR PROGRAMMING CASE 
Many problems-- especially in economics (see, e.g. Kallio, 
Propoi, Seppdll 1980)--are formulated in terms of time-discrete 
dynamic progranuning models of the general form: maximize 
subject to state equation constraints: 
xO - given 
and to additional constraints 
where Vk is a convex polyhedral set (described by linear in- 
equalities). U ~ E R ~ ,  s ; € ~ ~ * ,  \ER", ~;ER"*. ~ E R ~ X R ~ ,  
B, E RnxRm. The trajectories x and u are, in this case, finite- 
n 
dimensional, u = {u o,...uk,. ..%-,I ER", x = {xo, ...\,..-%I 
E R ~ ( ~ + ~ )  , but can choose various norms in these trajectory 
spaces. 
Various approaches have been devised to numerically solve 
this problem while taking advantage of its special structure 
(see, e-g. Kallio and Orchard-Hays 1980). For example, one of 
the efficient approaches is to solve this problem as a large 
scale static linear programming problem with the number of 
variables (m+n)K (excluding xo, which is a given parameter) and 
generating an initial feasible basic solution by choosing ad- 
missible u and solving state equation (80) for x. 
It often happens that the solutions of this problem are 
practically non-unique (many admissible solutions correspond to 
0 
almost maximal values of y ) and that we are interested, in fact, 
not only in yo but also in some output trajectories 
r r Yr = {yi,. . .yk,. . .yK-l) ERPK of the model (80) 
where C; E RP x Rm, D: E RP x Rn. Suppose all output trajectories 
have to be maxmired, thus the positive cone Dr = RP:, D = R: x FtPf. 
A particularly convenient form of achievement scalarizing 
function for this class of problems has been developed by 
Wierzbicki (1978) and practically applied and further modified 
by Kallio, Lewandowski and Orchard-Hays (1980). The function 
corresponds to the choice of a maximum norm in the space 
r E = R' x E and has the form 
Y Y 
or, if we introduce the surplus variable w = ~ - 7  ERpKil, 
j-I: 
w = (w 1 j=o 
(84) S(W) = pmin w3 + y*w 
where p > 0 and y* is a strictly positive linear function of 
unit norm in E*. Because we have chosen maximum norm in E E 
* 
Y Y' Y 
has the sum of absolute values norm, and y* is simply a vector 
- - 
r R(pK+l)* of positive weighting coefficients summing up to one, y 
j* > 0. Now, min is strictly order 
i =O i 
2 - 
preserving while y*w is strongly order p;eserving, thus s(w) is 
strongly order preserving. Moreover, if D = RYK+l, then 
3Cs0 = CWER : s (w) 2 0) = DEO CDE, where DE has the form (13) 
1 
with E > -, since s (w) 2 0  and 11 y* ( 1  = 1 imply together 
P 
. 
pdist (w,D) = -0mjn w3 5 y w ( 1 1  w 1 1  . Thus, s (w) is order-approximating 
and a strong aciievement scalarlzing function. 
The problem of maximizing s(w), however, can be written 
equivalently as another large scale linear programming problem, 
by introducing Z(pK+l) or even only (pK+11 additional linear 
constraints and pK+1 or even only 1 additional variables to the 
original problem. The modified problem is: maximize 
1 
with V C R  , subject to: 
and subject to (80), (81) . Clearly we can set (87), (88) into (86) , 
(851, thereby diminishing the number of additional constraints 
to (pK+1) and the number of additional variables to 1 (the 
variable v). An efficient algorithm for solving such problems 
has been developed by Orchard-Hays (see Kallio, Lewandowski, 
Orchard-Hays 1980) . 
According to the general theory from section 2, the choice 
of yf and p does not affect principally the user of the model, 
who can obtain any desired D-maximal outputs of the model by 
changing the reference trajectory output 7. However, it might 
affect the easiness of interaction between the user and the 
model. This issue has been investigated in Kallio, Lewandowski 
and Orchard-Hays (198CI where y J *  = and o 2 20 resulted in 
good responses of the model. The particular model investigated 
was a Finnish forestry and forest induscrial sector development 
model with maximizedoutputs representing the trajectory of the 
profit of the wood processing industries over time and the 
trajectory of income of the forestry from selling the wood to 
the industry over time (10 periods have been considered for each 
trajectory, hence the total number of objectives was 20; no 
intertemporal objective was included). Further improvements of 
the procedure have been also investigated, related to accumu- 
lating information about user's preferences revealed by the 
consecutive choice of reference trajectories y after a D-maximal 
trajectory $ has been already proposed by the model. However, 
the main conclusions were the pragmatical and operational use- 
fullness of the procedure; an example of trajectories y and ? 
obtained in this model is shown in Fig. 2. 
It should be noted, finally, that achievement scalarizing 
function (83) is quite similar to functions used in goal program- 
ming techniques--see Charnes and Cooper (1961) , Dyer (1972) , 
Igmizio (1978), Kornbluth (1973). However, the use of function 
Figure 2. Forestry income trajectory (F) and forest industry 
profit trajectory (I 1 obtained in a multiobjective 
dynamic linear programming model: y -desired refer- 
ence trajectories, y -corresponding D-maximal model 
outputs. 
( 8 3 )  is not related to some of the deficiencies known in appli- 
cations of goal programming. 
7. CONCLUSIONS 
In many cases it 1s desirable and, as shown in this paper, 
both theoretically and practically'possible to use multi-criteria 
trajectory optimization approaches to various dynamic system 
models. The approach is based on reference trajectories, when 
the user of the model specifies what are desirable output 
reference trajectories of a model and indicates what outputs 
would be even better than desirable ones, while the model res- 
ponds with output trajectories that are not only attainable and 
nondominated in the sense of partial ordering in the output 
space as indicated by the user, but also correspond to the 
specified reference trajectories. On one hand, this approach 
is related to many interesting theoretical questions about the 
properties of achievement scalarizing functionals in normal 
spaces, their relations to augmented Lagrangian functionals, to 
regularization of solutions of ill-posed models: these questions 
have been investigated, to some extent, in the paper. On the 
other hand, thls approach is also eminently pragmatical; the 
author hopes that the examples presented show the reasonability 
and pragmatical values of using the seemingly abstract and 
untractable notions of infinite-dimensional or high-dimensional 
multicriteria trajectory optimization. 
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NONCONVEX DUALITY PROPERTIES FOR 
MU LTIOBJECI'IVE OPTIMIZATION PROBLEMS 
F .  di Guglielmo 
Centre Universitaire d 'Avignon, France 
We d i s c u s s  i n  t h e  fo l lowing some non convex d u a l i t y  p r o p e r t i e s  f o r  mul- 
t i o b j e c t i v e  op t imiza t ion  problems. By us ing  a  c h a r a c t e r i z a t i o n  of  P a r e t o  o p t i m  
by means c f  gene ra l i zed  Tchebycheff norms due t o  BOWMAN (1976) we reduce t h e  
m u l t i o b j e c t i v e  problem t o  a  family  of semi d i s c r e t e  minimax problems and we as so -  
c i a t e  wi th  them t h e i r  d u a l s .  Ye the=  g ive  e s t i m a t e s  of  t h e  corresponding d u a l i t y  
gaps i n  terms of  t h e  l ack  of Y-convexity of  t h e  o b j e c t i v e  f u n c t i o n s .  F i n a l l y  we 
g ive  a  g e n e r a l  c ~ h a r a c t e r i z a t i o n  of P a r e t o  optime i n  t h e  non convex case  and we apply 
it t o  t h e  approximate de te rmina t ion  of t h e s e  optima by us ing  some i d e a s  due t o  
DVITA-VIDYASAGAR (1977) and HUARD (1967) .  
1/ Notat ions  and d e f i n i t i o n s  
Let X be a  subset  of E" and ( f .  ) . a  f i n i t e  s e t  of  r e a l  valued f u n c t i o n s  
I I E N  
def ined on X .  There does not  g e n e r a l l y  e x i s t  any x  c X such t h a t  f.(:) = Inf  f . ( x )  
3 2 
f o r  a l i  j c E, but t h e r e  may e x i s ~  weakly minimal p o i n t s  x ri X such t h a t  xeX 
t h e r e  does no t  e x i s t  any x  c X s a t i s f y i n g  : 
f  x < f  f o r  a l l  j c X .  
3 J 
Such p o i n t s  a r e  c a l i e d  weak P a r e t c  minima ( o r  weakly e f f i c i e n t  p o i n t s ) .  
It i s  we l l  known t h a t  i n  t h e  case  of  convex d a t a  t h e  problem of  determi-  
ning t h e  s e r  of  Pa re to  m i n i m  of  t h e  ( f . j  i n  t h e  s e t  X i s  equ iva len t  t o  so lv ing  
3 ?EN 
t h e  family  of  s i n g i e  o b j e c t i v e  op t imiza t ion  probiems : 
(QA) Inf  1 A 1 f . ( x )  
xf): j  €1; J 3 
f o r  a l l  systems of non nega t ive  m u l t i p l i e r s  0. 1 .  and t h a t  one can a s s o c i a t e  j I E N  - 
wi th  each Pa re to  ninimum x c X a  s e t  of m u l t i p l i e r s  X .  such t h a t  x i s  a  so lu t io r ,  of 
I (9'. 
On'the o t h e r  hand i t  has been shown by BOWW i n  t h e  nor. convex case  
t h a t ,  under a p p r o p r i a t e  assumptions,  each P a r e t o  minimum of t h e  ( f . ) .  i n  t h e  
3 1EN 
s e t  X can be considered a s  a s o l u t i o n  o f  a  problem of minimum d i s t a n c e  : 
N 
where F ( x )  denotes  t h e  vec to r  of R with components ( f . ( ~ ) ) ~ ~ ~ , l I ~ [ l ~  = p x  Bi I Y i /  I 1EN denotes  a  genera l i zed  Tchebycheff norm with weights Bi > 0 an2 w i s  some v e c t o r  
ti' 
of X such t h a t  F ( x )  > w f o r  a l l  x  E X .  
We s h a l l  s tudy  t h e  r e l a t i o n s h i p  between problems (P and ( Q X )  and we w i l l  s e e  B 
t h a r  ( Q X )  is connected wi th  t h e  fol lowing dua l  problem of (P  ) : e 
sup Inf  q.0 [ ~ ( x )  - c c ]  > 
n)o xcx 
<n.B>=1 
2 /  The BOWW c h a r a c t e r i z a t i o n  of Pa re to  optima 
Let us  assume t ' m t  t h e  f u n c t i o n s  ( f .  1 .  a r e  def ined on a  compact subse t  
? IEN 
X of E' and lower semi cont inuous.  We assume moreover t h a t  t h e r e  e x i s t s  a po in t  
N 
w E E such t h a t  f . ( x )  > w. f o r  a l l  ; E N and x E X .  This  means tht all p o i n t s  
3 I 
P(x)  = ( f . ( ~ ) ) ~ ~ ~ ,  x E X are contained i n  t h e  i n t e r i o r  of t h e  non,negat ive  o r than t  
3 
of $J with o r i g i n  i n  w. 
Then we have t h e  fol lowing r e s u l t  of BOWW t 1976) 
- 
Theorem x c X is a weak Pare to  m i n i m  f o r  t h e  ( f . )  i n  t h e  s e t  X i f  and only 
I jcN 
i f  t h e r e  e x i s t s  a parameter 6 > o such t h a t  : 
It i s  t o  be no t i ced  t h a t  problem ( P  ) can be w r i t t e n  a s  a semi d i s c r e t e  B 
minimax problem of t h e  form : 
Min Hax q . ( x )  
xEX j t N  
o r  e x p l i c i t l y  : 
Minimize 2 
(P' e) sub jec t  t c  : 
f o r a l l  j c W ,  x E X, 2 E R 
3 
with (r.( .)  = 6 .  [ f , ( . )  - wi] f o r  a l l  5 c h .  
I J  
3/  Some i n e q u a l i t i e s  f o r  semi d i s c r e t e  minimax problems. 
Let us  consider  a  family  of r e a l  valued f u n c t i o n s  ((I. 1 .  def ined on 
1 3 0  
a  s e t  X and l e t  u s  in t roduce  t h e  v e c t o r  valued func t ion  @ ( x )  = ( Y . ( x ) ) .  We 
I 10' 
a s s o c i a t e  with @ t h e  fol lowing q u a n t i t i e s  : 
a = l n f  Sup i p . ( x )  
xcx ja J 
B,= SupK Inf  < n , @ ( x ) >  
TIC% xEX 
N N N 
where X = i n  f K+ I Z qi = 1 )  denotes  t h e  u n i t  simplex of E! . 
i E N  
We now def ine  t h e  l ack  of y-convexity of t h e  f u n c t i o n s  (y.) 
I jEN 
on t h e  s e t  X .  We denote byllb(X) t h e  s e t  of a l i  d i s c r e t e  p r o b a b i l i t y  measures on X 
i 
of t h e  fom.  rn m & ai 6( x ) where I  i s  a  f i n i t e  s e t  of i n d i c e s ,  t h e  x1 are p o i n t s  
i 
of X and 6(x') denotes  t h e  D ~ M C  measure a t  t h e  po in t  x  . 
I f  Y is any mapping fiomllb(X) i n t c  X ,  then t h e  l ack  of y-convexity of a 
func t ion  f  de f ined  on t h e  s e t  X i s  giver, by 
C y , X ( f )  ' Sup [ f ( m )  - f A ( m )  ] 
m a  XJ
where : 
A i f ( m )  = Z ai f ( x  ) .  
i C 1  
We w i l l  say t h a t  f  i s  y-convex i n  t h e  s e t  X i f  and only  i f  p ( f )  = o  . I f  X i s  
i i Y .x 
convex and i f  Y i s  def ined by y( Z ai 6(x  ) )  = Z six t hen  p ( f  = o  means 
i ~ 3  . if1 Y,X t h a t  f  i s  convex in  t h e  usual  sense  In X. 
Now we can prove t h e  fol lowing : 
Proposi t ior :  1 Let X be ar. a r b i t r a r y  subset  of E' and (I+ . ) .  a f i n i t e  s e t  of 
I 
func t ions  bounded on X . I f  y  i s  any mapping fiommX) i n t o  X t h e  
fol lowing es t ima te  ho las  : 
0 S a -Bas Sup 
la Py,x(vj ) 
N We n o t i c e  f i r s t  t h a t  f o r  a r b i t r a r y  ncl( and x C X we have : 
and t h i s  i m p l i e s  : 
( 2 )  0 = SupH Inf  ( n.@(x)  > &  In f  S u p Y . ( x )  = a. 
O ncX xcX XEX jcN ' 
Let us denote  by 1 t h e  v e c t o r  of # with a l l  components e q u a l  t o  one. We show t h a t  
Bo 3 r 6 ( ( ( X )  + { I ( * ) .  Let US suppose t h a t  t h i s  i s  no t  t r u e .  Then from t h e  
s e p a r a t i o n  theorem t h e m  would e x i s t  E>o and UcJfbN such t b a t  : 
h' Bo = (U.Bo I> 4 c u r  @ ( X I >  + <p,p> - E f o r  a l l  x  E X ,  p E X+ . 
For f i x e d  x  c X t h i s  i n e q u a l i t y  impl i e s  t h a t  t h e  l i n e a r  form gK u ,p> is boundeZ 
h' frvrm below on P+ and hence t h a t  u 3 o .  By t a k i n g  p  = o we deduce t h a t  : 
6, 6 I n f  < u . @ ( x ) > -  e S u p N  I n f  <p ,@(x)>  - E =  B o -  E 
xcx xEX 
whicn y i e l d s  a c o n t r a d i c t i o n .  
N Hence Bo 1 E Z(@(X) + P+  and t h i s  i m p l i e s  t h a t  t h e r e  e x i s t s  c o e f f i c i e n t s  
i 
ai 3 o and p o i n t s  x  c X such t h a t  : 
( 3 )  i Bo 3 - 1  ai Y . ( x  f o r  a l l  j E N 
ic1  3 
I f  we s e t  rn = Z ai6(x1) c 8 (X) then  t h e  d e f i n i t i o c  of t h e  l a c k  o f  v-convc- 
~ E I  
x i t y  of  y .  i m p l i e s  t h a t  f o r  a l l  j E N we have : 
3 
Since  Yrn E X t h e s e  i n e q u a l i t i e s  imply t h a t  : 
It i s  p o s s i b l e  t o  d e r i v e  a  s h a r p e r  e s t i m a t e  f o r  t h e  d i f f e r e n c e  a-Bo when 
X = X l x X  x . . .  x  XT and t h e  f u n c t i o n s  vi have t h e  fo l lowing  form : 
". 
with v2 def ined  on X f o r  t = i.2,. . . T. 
J ,t t 
We s h a l l  use t h e  Shapley-Folkman theorem which we f i r s t  r e c a l l  ( s e e  f o r  i n s t a n c e  
(+) We denote  by Co(A) ( r e s p . 5 ( ~ )  ) t h e  convex ( r e s p . c l o s e d  convex) h u l l  of t h e  
s e t  A .  
T h e o ~ m  (Shapley-Folkman) 
Consider a f i n i t e  -family ( K t  2 , .  . . of  s u b s e t s  of  em. 
For every  6 f  Co( 1 K t )  t he=  e x i s t s  a subse t  o f  a t  most m 
t= 1 
i n d i c e s  s(E) C {1 ,2 ,  ... T} such t h a t  : 
We can now prove t h e  fo l lowing  r e s u l t  : 
R o p o s i t i o n  2 Assume t h a t  t h e  f u n c t i o n s  rp. have t h e  form (t) where t h e  
I 
Qj,t a r e  bounded f u n c t i o n s  de f ined  on Xt f o r  j  E N and 
t = 1 , 2  ,... 7. I f  f o r  t = 1.2 ,... T yt  deno tes  an  a r b i t r a r y  
mapping f r o m x ( X t )  i n t o  X t ,  then t h e  fo l lowing  e s t i m a t e  ho lds  : 
For a l l  ; C h' we have, a s  i n  t h e  fo rego ing  proposi t ior .  : 
". 
i Bo = ,,I u . ~ . ( x ' )  + p .  = A 7 Y- til yj ,t ( x t )  + P .  with p .  b o l C 1  1 : 3 I 
o r  e q u i v a l e n t l y  : 
w h e r e E  ={f vj,t  ( x t ) )  C B f o r t  = 1,2 ,... T, j f  N .  
3 r t  xt CXt 
By t h e  Shapley-Folkman theorem t h e r e  e x i s t s  a s e t  of  i n d i c e s  c o n t a i n i n g  a t  most 
one s u ~ s c r i p t  1. such t h a t  : 
I 
This  means t h a t  t h e r e  e x i s t s  x C Xt  f o r  t # 1. and m f ( X  ) 
t 3 1: 1, 
J J 
with  m = 1; a .6 (x1  ) such t h a t  : 
1; i fL 1 1; 
which impl i e s  : 
L 1 .  1 1 
( 9 )  B0 % t # l  ' f j , t ( x t )  + T ' ~ ~ , ~ ~ ( Y ~  m ) - - 1 .  T "Ylj9%, ( y j , l i  1 j  d j ~  
By s e t t i n g  5 = Y m we ob ta in  f o r  a l l  j c N : 
1; 1; 
and f i n a l l y  : 
By t a k i n g  Y, ( . = 6 .  [ f .  ( . ) - w j ]  f o r  a l l  j E N we w i l l  now deduce from 
J 1 1  
P r o p o s i t i o n s  1 and 2 dua l i ty  r e s u l t s  f o r  Problems(F6) and ( P a ) .  
4 /  Est imates  f o r  t h e  d u a l i t y  gap. 
tie have f i r s t  t h e  fo l lowing 
Theorem 1 Let X be a compact subse t  of 8 and ( 5  ) . a f i n i t e  s e t  of lower j ) E N  
semi cont inuous  f u n c t i o n s  def ined on X .  Assume t h a t  x c X is  a  Pa re to  
minimum s a t i s f y i n g  : 
N Ther, t h e r e  e x i s t s  ? f% such t h a t  : 
- - (11) ii) 1 X.f . (G)  d Inf Z A .  f . ( x )  + SuF 6 j 3 y , ~ ( f j )  
j  EN I 1  xrX j f H  3 I  j EN 
where X. = ?+E1 . 
I d J  
I f  X = XlxX2 X .  .. x % an< f i ( x )  = 1 L f ( x  ) then : T t - 1  j , t  t 
- ( 1 2 )  1 i f )  o , < ~ n f I ~ ~ ( x ) - w l I ~ - ~ n f  Z X . [ f . ( x ) - ~ ; ; ] < ~ S u p  S u p 6 . 0  ( f 4 t )  
xcx XEX  EN I 3 M ~ \ < T  jcN 1 Y t , ' t  J r  
1 ( 1 3 )  i i ' )  1 1 . f  .(GI < Inf X . f . ( x )  + T Sup Sup 6 0 ( f .  ) 
jcN XEX ja " l $ t ~ T  jEN j 't,'t I r t  
Ey t h e  uppersemicont inui ty  of t he  map n- In$ <rl ,@(x)> and t h e  compactness 
- 
of t h e  u n i t  simplex xN t h e r e  e x i s t s  Q r a N  such t h a t  : 
( 1 4 )  sup Inf  x = Inf  <F,@(x)> 
E N  xEX xrx  
Now we n o t i c e  t h a t  : 
In f  < n , @ ( x )  = Sup 1nf<n.6[ F (x ) -w]>=~nf  <?,B[F(x)-uJ]> 
&N xEX xEX 
from which it  fo l lows  by P ropos i t ion  1 t h a t  : 
< ~ ; , B [ F ( ~ ) - U ] > ~ S U ~  <~,B[F(;)-u] > =  1 I ~ ( x ) - w  = 1nf  1 (F(x)-wl I = 
h' xrX 
( 1 s )  ~r3*b 
= a G Bo + Sup 6 c ( f .  = I n f <  5 .6  [F(x)-w]>+ Sup 6 . p  ( f  . )  jEN j Y , X  I 
xEX j& 3 y r x  I 
which i n  t u r n  impl i e s  i )  and ii) by s e t t i n g  5; = 5~ . 
A s i m i l a r  argumen? t o g e t h e r  wi th  P ropos i t ion  2 can be used t o  prove i ' )  and i i ' ) .  
I f  t h e  f u n c t i o n s  (f.) . a r e  y-convex, t nen  p ( f . )  = o and we deduce f im 
I  la Y.X I 
Theorem 1 t h e  fo l lowing  : 
Corc l i a ry  1 I f  t n e  f u n c t i o n s  6 a r e  y-convex and iower semi-continuous.  t hen  
'j 
f o r  any Pa re to  minimum x wnich i s  a s o l u t i o n  of (F 1, t h e r e  e x i s t s  
6 
E R: such t h a r  : 
- - 
ii) Z A. f , ( X )  - In f  Z f . ( x )  
jcN I '  xfX jcN 
Fran R-oposi t ion 1 and Corol lary  1 it fo l lows  t h a t  t h e  problems 
(S6)  Sup In f  <~I .B[F(x)-u]> 
.ExN xCX 
can be considered a s  dua l  problems, t h e  d u a l i t y  gap being bounded by : 
1 
Sup B j  p y , X ( f j )  m s p .  ;; Sup Sup ( f .  ). 
jrN t jcW '~t*'t l s t  
When T t e n d s  t o  i n f i n i t y  whi le  t h e  l a c k  o f  yt-convexity p ( f .  ) remains Yt.X, 1 s t  
bounded by a f i x e d  c o n s t a n t ,  t hen  t h i s  d u a l i t y  gap t e n d s  t o  ze ro .  The mul t i -  
- - 
p l i e r s  A .  = r ~ .  6 .  can be i n t e r p r e t e d  i n  t h e  non convex c a s e  a s  a p p r o x i w t e  
3 ? I 
Pare to  m u l t i p l i e r s  a s s o c i a t e d  with 1. 
We conclude by g i v i n g  a gene ra l i zed  c h a r a c t e r i z a t i o n  of P m t o  optima in t h e  non 
convex case .  
5 /  A genera l i zed  Charac te r i za t ion  of P a r e t o  optima 
N Let us  denote  by P a c losed  convex cone of  S v i t h  non empty i n t e r i o r .  Ue 
w i l l  use  t h e  fo l lowing  n o t a t i o n  : 
u 3 v ( r e s p .  u 6 v )  i f  anc only  i f  u - v E P  ( r e s p .  u - v E  I n t  P ) .  
P 
N We w i l l  assume t h a t  t h e r e  e x i s t s  w E E such t h a t  P (x )  > w f o r  any x E X ; 
p- 
then by r e p l a c i n g  F (x )  by F(x)-w we can t a k e  w = o .  Any x E X such t h a t  t h e r e  does 
n o t  e x i s t  any x E X f o r  which F ( ~ ) < T ( ; )  1.131 be c a l l e d  a weak Pa re to  minimum f o r  
P 
t h e  ( f . ) .  i n  t h e  s e t  X w i t h  r e s p e c t  t c  P. 
3 1Efi  
N Ue now cons ide r  a s e t  of  f u n c t i o n s  ($e)BE9 def ined on X and s a t i s f y i n g  : 
A1) f o r  any b E I n t  P t h e m  e x i s t s  B e 6  such t h a t  : 
a C b - I n t  P impl i e s  J16(a) 5 $6 (b) 
A 2 )  f 0 r a n y a . b  E P b-a E I n t P  i m p l i e s J l e ( a )  < $ & b )  
f o r  a l l  6 € B .  
We have now t h e  fo l lowing  r e s u l t  which s t a t e s  t h a t  each P a r e t o  minimum i s  a s o l u t i o n  
of some op t imiza t ion  problem of t h e  form : 
In f  q6( F( x )  ) with  0 E B. 
xcx 
Theorem 2 Ass-  t h a t  t h e  f u n c t i o n s  ( 9  ) s a t i s f y  assumption All .  0 BfB 
Then f o r  any P a r e t o  minimum x c  X t h e r e  e x i s t s  I3 f 6 such t h a t  : 
@ e ( ~ ( " )  = Inf  W6 ( F ( x ) ) .  
xcx 
Conversely i f  t h e  ($6)BeB s a t i s f y  assumptior. A ) and ;; E X i s  2 
an opt imal  s o l u t i o n  of In f  9 ( F ( x ) )  wi th  6  E B, then  i t  is  a 
xcx . 
P a r e t o  minimum of  t h e  ( f i I i a .  
S ince  E X i s  a P a r e t o  minimum f o r  t h e  ( f i I i a  t h e r e  does  n o t  e x i s t  any x  E X 
such t h a t  F ( x )  <p F(';;) ; t h i s  means t h a t  f o r  any x  E X : 
( 1 9 )  F ( x )  e f ( x )  - In: P. 
According t o  All t h i s  imp l i e s  t h a t  t h e r e  e x i s t s  6  E B (depending on x )  such t h a t  : 
J l g ( F ( x ) )  >/ J ~ ~ ( F ( ; ) )  f o r a n y x  E X 
o r  e q u i v a l e n t l y  : 
@e'~ '" )  = In f  @e'F 'x"  
X E X  
. 1  Conversely l e t  us assume t h a t  x  E X i s  an opt imal  s o l u t i o n  of  ( P  ) and is no t  0 
a P a r e t o  minimum. Then t h e m  e x i s t s  1 c X such t h a t  : 
1 F F ( x l )  o r  e q u i v a l e n r l y  F(x  ) - F(;) c I n t  P. 
Then accord ing  t o  h2 t h i s  i m p l i e s  t h a t  : 
Buy s i n c e  x* is  an opt imal  s o l u r i o n  of ( P  ) we have : e 
which c o n t r a d i c t s  t h e  preceding i n e q u a l i t y .  
We now give an example of a  family of funct ions which s a t i s f y  assymptions 
A ) and A 2 ) .  1 
Let us a s s m e  that t h e r e  e x i s t s  a  f i n i t e  s e t  of non zero vectors  ( 0  ) .  which j 3gJ 
span t h e  p o s i t i v e  po la r  cone of P : 
( 2 0 )  Pi = i P C  r  di ( <**,p> >, 0 v p r  P )  , 
Then f o r  any p* E Pi we have p* = 1 a a with a .  >, o f o r  a l l  j c J .  Moreover j ~ j  j j  3 
t h e  i n t e r i o r  of P admits t h e  followxng represen ta t ion  : 
Denote by (3). a s e t  of r e a l  valued s t r i c t l y  increasing funct ions defined oc X 
1 E J  
such t h a t  q . ( t )  > o f o r  a l l  t > o and def ine  : 
3 
(22)  $ J O ( y )  = nax 0. q . ( < o  y > )  
j E  I I j '  
Then the (90)0>o s a t i s f y  assumptions A l )  and A 2 )  
i) Let b c In t  P, t'mn f o r  any j E J  <u .b> > o and we can take : j  
x * I f  a C b - Int  F ,  then then e x i s t s  p  r Pi - {o) such t h a t  <p,b-a> 6 o 
o r  equivalent ly by tak ing  p*. = Z a . u .  with a ) o f o r  a l l  j E J  : 
j c J  j 
This shows t h a t  there  e x i s t s  a  subscript  j c J  silch t h a t  : 
and hence : 
This i n  turn implies  t n a t  : 
Consider now a ,b  r P wirh b-a E Int  P.  Then we have f o r  a l l  j r J  
<cr. ,b> > < a .  ,a> which implies  : 
2 3 
fiorr, which i t  fo l lows t h a t  : 
f o r  a l l  6  c  B. 
61' Algorithms f o r  t h e  approximate detex-minatior, of P a r e t o  optima ir. t h e  nor. 
convex case  
We w i l i  now apply t c  problem ( F  ) some i d e a s  due t o  D W A  VIDYASAGAR (1977) B 
anc HUARD (1967)  t o  obta i r .  a igo r i thms  f o r  t h e  approximate de te rmina t ion  of Pa re t c  
oprima. We w i l l  cons ide r  t h e  fo l lowing  problem : 
Find a Pare to  optimum of t h e  f u n c t i o n s  (fiIiEE; on t h e  s e t  : 
X =  i x c f  % ( x ) ' <  o V ~ E K ]  
where L denotes  e c losed  subse i  of X" and (%IkEK deno tes  a family  of lower semi 
cont inuous  bounded func t ions  de f ined  on x". We assume t h a r  t h e  p o s i t i v e  p o i a r  cone 
of  F is  spannec by t h e  v e c t o r s  ( a , ) .  and we w i l i  s e t  : 
3 IEJ  
By applying Theorem 2 with t h e  func t ion  vB def ined  by : 
J' ( v )  = Max 6 .  < a . , y >  
B -  jcJ I I f o r  y  c  xN 
we see  t h a t  any s o l u t i o n  of  ( P )  can be ob ta ined  by s o l v i n g  t h e  problem : 
I Minimize z s u b j e c t  t c  : 
f o r  any j  E 17 
f o r  any k  E K 
1 x f E ,  Z E  X 
f o r  some v e c t o r  B E xJ , B>o. 
We a s s o c i a t e  with problerr ( P I E )  t h e  fo l lowing  func r ion  : 
e ( 2 6 )  F ( x , z i  = [ Ui ( x )  - 7-1 i + i [ 6 k ( X ) ] :  , where )+ ' ~ X ( G , Y ,  E J C; kcK 
a n l  we w i l l  assume t h a t  t h e  problem l n f  P8(x.z) h a s  a s o l u t i o n  f o r  any 2 (which i s  
f o r  i n s t a n c e  t h e  c a r e  i f  t h e  f u n c t i ~ n ~ ~ ~ f ~ ) ~ ~ ~  and w e  cont inuous  and i f  
P8 (x , z )  = +' f o r  any z o r  i f  E i s  compact).  
We w i l l  a l s o  assume t h a t  there e x i s t s  a s o l u t i o n  x E X o f  problem (PI ) and t h a t  8 
t h e  corresponding opt imal  va lue  i s  given by : 
We w i l l  cons ide r  t h e  fo l lowing a lgo r i thm : 
Algorithm I 
----------- 
1) Choose zo ,< OR ( x )  
2 )  Determine x c E minimizing x -, FB(x,zv)  on E .  
3 )  Define z 1 
v*l = zv  + (; pB(xV,  zv)YI2 where m = I J I .  
4 )  Augment v by 1 and r e t u r n  t o  2. 
We have t h e  fo l lowing  convergence r e s u l t  : 
Tneorem 3 The sequence z converges t o  a l i m i t  z  and i s  bounded from above 
by @). I f  t % e  f u n c t i o n s  (fi)icN and (gk )kEX a r e  lower  s e m i  c o n t i -  
nuous,  then any c l u s t e r  p o i n t  x of  t h e  2equence ( x u )  i s  an opt imal  
s o l u t i o n  of  (P '  ). B 
~~t assume t h a t  zv  < @ ( 1 ) -  S ince  ';; s a t i s f i e s  gk (G) ,< 0 for  any E 
k E K we have : 
and hence : 
1 1/2  ( 2 7 )  zwl = Zv + [ ; PB(~v, :v)  ] S ( a  . 
Since by assumption ;, 5 gB (x) t h i s  imp l i e s  t h a t  2 i s  a non dec reas ing  
* bounded sequence. The re fo re  it converges  t o  a l i m i t  z and we have : 
l i m  PB(xv,zv) = m  l i m  ( z  -z 1 2 = o  
V++W vc+oc Wl v 
o r  e q u i v a l e n t l y  : 
2 We w i l l  s e t  g ( x )  = 1 [gK(x)]t  , by assumption i s  lower semi cont inuous .  
kfK k n o t e  by x* a  c l u s r e r  po in t  of  t he  sequence ( x  1, t hen  f o r  any given EX t h e r e  
e x i s t s  v, l a r g e  enough such t h a t  V' 5 vo impl i e s  : 
On t h e  o t h e r  hand f o r  given 6>0 t h e r e  e x i s t s  vL >, v, such t h a i  v' >, v; 
E imp l i e s  o  ,< g(xv ,  ) \< 7 and t h e r e f o r e  o  6 g ( x t )  6 E with  F > o a r b i t r a r y .  
Therefore  x* s a t i s f i e s  t h e  c o n s t r a i n t s  o f  (F 1. I t  remains t o  v e r i f y  t h a r  x  * 0 
i s  an optima: s o l u t i o n  of  t h i s  probiem. 
We n o t i c e  f i r s t  t h a t  : 
(31) E r E Q ~ ( X ' * )  = Hax u . ( x  3 Hin b x  u i ( x )  = $ (x) .  j w  I XEX j~ ' E 
I f  we assume t h a t  9  (x*) > 9 e ( x ) ,  then t h e r e  e x i s t s  jo E J such t h a t  e 
u (x*) > $ 1  . We w i l i  show t h a t  t h i s  l e a d s  t o  a c o n t r a d i c r i o n  with r e l a t i o n  
l o  
( 2 1 ) .  Indeec i f  rl = cf (x*) - $E(;) we have by ( 2 7 )  and by t h e  lower semi c o n t i -  
J o 
n u i t y  of  u .  f o r  V '  l a r g e  enough : 
3 0 
which c o n t r a d i c r s  ( 2 8 ) .  Hence $ (x*) = $ (1). 6 I 
We w i l l  now show how t h e  "Method o f  Centres"  in t roduced by HUARD can be used 
t o  compute P a r e t o  optima. We assume t h a t  t h e  f u n c t i o n s  ( f . ) .  and (gk IkEK are 
1 1fN 
cont inuous ,  t h a t  t h e  s e t  E i s  c losed  and t h a r  t h e  subse t  X = {x E E ~  gi(x)&o VKEK? 
is  bounded. Under t h e s e  assumptions problerr ( P T E )  has  a  s o l u t i o n  (;,TI with 
- 0 - 
z = Max u .  ( x )  anc one can fo rmula te  t h e  fo l iowing  : 
jE2 1 
e 1) Choose xo f >:, z ,  5 Max L. (xo  j and 4, 5 z ,  
jcJ 
2 ) Derermine x,+; and 2 
vt:  suck. t n a t  : 
where : 
3) Define Pw = C - rv(Pv - zW1) h e r e  r i s  a given sequence of p o s i t i v e  
numbers s a t i s f y i n g  o < e q r v <  1. 
4 ) Augment v by one and retm t o  2 ) .  
We have t h e  f o l l o t i n g  convergence r e s u l ~  f o r  algorithm I1 : 
Theorem 3 Assume t h a t  L is a closed convex s e t ,  t h a t  t h e  m c t i o n s  ( f  1.  i  EN 
are l o c a l l y  lipschitzear, , t h a t  t h e  (gk)kcK are convex and cont i -  
v 
nuous and t h a t  t h e r e  e x i s t s  x c E such t h a t  g < o f o r  all k 
kcK. Then i f  the  s e t  X = { x c E / g ( x )  6 o V ~ E K )  is  compact, k  
t h e  sequence ( z  ) converges f o r  vcca t o  t h e  optimal value of (P ) 0 
and any c l u s t e r  point  x* of t h e  sequence ( x  ) i s  a Paroto optimum 
of the  (fi)iEN i n  X. 
A s  X is  compact and t h e  funct ions uE are continuous, the  s e t  U i s  compact i n  
En+ 1 I 
and there fore  the problem ( n )  has a  solut ion ( x  w 1 'Zv+ 1 ) which s a t i s f i e s  all 
c o n s t r a i n t s  of (P 1. Hence we have : e 
Since by construct ion the  sequence e,,  i s  decreasing, it converges t o  a  l i m i t  
4 ;., 2 which implies t h a t  l i m  (Pv - [  ) = o a n d  we have f i n a l l y  
- W 1  
l i m  qv=  l i m  z = 2. U; have now t o  prove t h a t  < = ; . 
VC*O VC*O 
We w i l l  introduce t h e  following perturbat ion funct ion of problem (P ) : 6 
e (34)  a ( p )  = Min { Hax ( u . ( x )  + p . )  I x c E, gk(x)  + pk o V k E K K !  
jcJ 3 
where p E KJ x Kk. 
Then one car show ( s e e  Lemma 1 below) t h a t  f o r  any c > o there  e x i s t s  h  > o such 
t h a t  : 
Let us assume t h a t  1 < % then s ince  a ( o )  = the re  e x i s t s  h  > o such t h a t  
P - :  - e - -  
a ( h )  ,< a ( o )  +  = z + 2 < &? 2 2 
and t h i s  imp l i e s  the  e x i s t e n c e  of x c E and z c B such t h a t  : 
Bur a s  l (  lV f o r  any v ,  t h i s  imp l i e s  t h a t  t h e  po in t  (;,;I E U f o r  any v 
an? t n e r e f o r e  : 
which y i e l d s  a  con t rad ic t io r . ,  s i n c e  by c o n s t r u c t i o n  + ( x  v + l , z w l )  t ends  t o  z e r c  
fo? p+=. Hence we have [ =  y.  
8 
Let us  now cons ide r  a  subsequence ( x v ,  ) Q: ( x V )  converging t o  a l i m i t  x  E E, 
by c o n s t r u c t i o n  we have ( x v  , , z V ,  ) c Uv, and it r e s u l t s  from t h e  c o n t i n u i t y  of  t h e  
E f u n c t i o n s  u, and gk t h a t  : 
J 
Since i s  t h e  op~imum of ( F  ) we have : E 
- 
z = Max U_?(X*) j &l J 
which proves  thaT t h e  optimum i s  a t t a i n e d  a t  x *  and,  by Theoren 2 ,  x* i s  a 
P a r e t o o p t i m u m o f t h e  ( f )  i ~ t h e  s e t  X .  i icN 
I: remains t c  prove : 
Lemma 1 Under t h e  assumpt ions  of Theorem 3 f o r  any E > o  t h e r e  e x i s t s  
h  > o  such t h a ?  : 
From t h e  d e f i n i t i o n  of  a ( o )  fo? given E > o t n e r e  e x i s t s  x  E E such t h a t  : 
I f  we s e t  D = - Max &k ( z  ) > c then by t h e  convexi ty  of gk WE have f o r  any 
kcK /' 
The v e c t o r  y = 0; + (1-B)x E L s a t i s f i e s  t h e  c o n s t r a i n t s  o f  t h e  pe r tu rbed  problem 
a( e p l )  and is such t h a t  I ly-x 1 1 = 9 1 lxv - x ( ( . Since  t h e  u0 a r e  l o c a l l y  l i p s c h i t -  3 
zean and y belongs  t o  a bounded s e t  we have f o r  0 small e n o u ~ h  : 
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RECENT RESULTS IN THE THEORY OF 
MULTIOBJECI'IVE OPTIMIZATION 
K.-H. Elster and R. Nehse 
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Technische Hochschule llrnenau, GDR 
INTRODUCTION 
I n  t h i s  p a p e r ,  we c o n s i d e r  t h e  g e n e r a l  v e c t o r  o p t i m i z a t i o n  
problem 
f  ( x )  + min , 
x  EG: = { z m n l g ( x )  - < 0 )  , 
n  
where f  : R n  + RP, g  : R + Rm.  The E u c l i d e a n  s p a c e s  RP and Rm are 
p a r t i a l l y  o r d e r e d  i n  t h e  u s u a l  s e n s e ,  i . e . ,  t h e  o r d e r  c o n e s  are 
R! and R m ,  r e s p e c t ~ v e l y .  We want  t o  c h a r a c t e r i z e  t h e  s o - c a l l e d  
0 P a r e t o - o p t i m a l  p o l n t s  x  E G  o f t h i s  p rob lem,  which a r e  d e f i n e d  by 
C l e a r l y ,  f rom t h e  m a t h e m a t i c a l  p o i n t  o f  v i ew it i s  e a s i e r  
0 t o  d e s c r i b e  weakly  e f f i c i e n t  s o l u t i o n s  x  EG o f  t h e  v e c t o r  o p t i -  
m i z a t i o n  problem (VOP) , which a r e  d e f i n e d  by 
3 0 [ ~ ( G I  + R; - f ( x  ) I  n i n t  RP = B . 
However, from t h e  p r a c t i c a l  p o i n t  o f  v i ew it i s  more con- 
v e n i e n t  t o  res t r ic t  t h e  set  of  P a r e t o - o p t i m a l  p o i n t s .  Fo r  i n -  
0 
s t a n c e ,  we c a n  c o n s i d e r  p r o p e r  e f f i c i e n t  s o l u t i o n s  x  EG, f o r  which 
0 i s  s a t i s f i e d ;  h e r e  T ( V , v  ) d e n o t e s  t h e  t a n g e n t  cone  o f  V = f  ( G )  + R: 
0  
a t  v O  = f  ( x  ) . 
C l e a r l y ,  more g e n e r a l  c a s e s  may a l s o  b e  c o n s i d e r e d :  f o r  i n -  
s t a n c e ,  p rob lems  i n  l o c a l l y  convex Hausdorf  v e c t o r  s p a c e s .  I n  
m this case closed convex cones are used instead of R! and R,, 
respactively (see Craven (1980) , Jahn (1980) , and ninami (1981 ) ) . 
OPTIHALITY AND DUALITY 
In this section we shall give some theoretical results about 
optimality via duality theorems for certain vector optimization 
problems. 
Definition 
A vector optimization problem 
(DVOP 
is dual to (VOP) if and only if 
This means that the weak duality relation 
is fulfilled for the two problems (VOP) and (DVOP) . 
Let us denote the set of all Pareto-optimal solutions of (VOP) 
by arg min f(G) and the set of all Pareto-optimal solutions of 
(DVOP by arg max d (Dl . Then we have. 
Propos:tion 1 .  Let (VOP) and (DVOP) be dual problems. 
0 0 0 0 (a) If there are x E G  and z ED such that f (x ) = d(z 1 ,  
0 0 then x c arq m i .  f (G) and z E arg max d(D). 
0 0 (b) If there is x E G  such that f(x )Ed(D), then 
0 
x E arg min f(G). 
0 0 (c) If there is Z E D  such that d(z )Ef(G), then 
0 
z Earg max d(D) . 
It is clear that each of these assertions is a criterion for op- 
timality . 
The main problem i s  t h e r e f o r e  t o  c o n s t r u c t  c o n v e n i e n t  d u a l s  
f o r  a  g i v e n  problem.  Some examples  a r e  g i v e n  by B i t r a n  ( 1 9 7 8 ) ,  
E l s t e r  and Nehse ( 1 9 7 9 a , b ,  198O) ,  Gros  (1978 ,  1 9 8 0 ) ,  I sermann 
( 1 9 7 8 ) ,  Nehse (1978,  19811,  and S c h b n f e l d  ( 1 9 7 0 ) .  
L e t  t h e  f o l l o w i n g  problem be a s s o c i a t e d  w i t h  (VOP) f o r  
AE i n t  R!: 
L ( V , y )  + max, (DOP* i 
where VxL(U,x) d e n o t e s  t h e  J a c o b i a n  o f  
w i t h  respect t o  x .  W e  can  p r o v e  t h e  f o l l o w i n g  theo rem (see Nehse ,  
1 9 8 1 ) .  
Theorem I 
L e t  f i  ( i = 1 , 2  ,..., p )  a n d g  ( j = 1 , 2  ,..., m )  be j 
convex and d i f f e r e n t i a b l e .  
( a )  For  e a c h  A E i n t  R! t h e  v e c t o r  o p t i m i z a t i o n  
problems (VOP) and (DOPA) a r e  d u a l  p rob lems .  
( b )  I f  a  r e g u l a r i t y  c o n d i t i o n A  is  s a t i s f i e d  f o r  
0  (VOP) a t  x  EG and i f  x 0  i s  a  p r o p e r  e f f i c i e n t  
s o l u t i o n  o f  (VOP) , t h e n  t h e r e  a r e  U% R?", 
i& i n t  R: such  t h a t  ( u O  , x O ) €  a r g  max ; ( G ; l t  
0  
and f  (x  ) = L ( u O , x O ) .  
'AS a  r e g u l a r i t y  c o n d i t i o n  we may u s e  
where 
K ( G , X O ) :  = { Z E R " ~ ~ V ~ . ( ~ O )  0 ,  j = ~ , 2  ,..., m) 3 
is t h e  s o - c a l l e d  l i n e a r i z a t i o n  cone  of G a t  x0  ; T* and  K* d e n o t e  
t h e  p o l a r  c o n e s  o f  T ane  X ,  respectively. 
OPTIMALIm CONDITIONS AND METHODS 
Here we restrict ourselves to optimality conditions which 
are also useful methodolo~ically. Most of them we formulate as 
versions of Kuhn-'Pucker conditions using convenient surrogate 
problems for (VOP). 
One way to obtain Pareto-optimal solution to (VOP) is to 
solve the following problem: 
fk(x) - min , 
where 
Theorem 2 
A unique solution of (Pk(uk) ) ,  for any 1 5 k 5 p ,  
is a Pareto-optimal solution of (VOP). Conversely, 
any Pareto-optimal solution of (VOP) solves (Pk (uk) ) 
for some ukE Ek and for all k = 1 , 2 , .  . . , p .  
Using this theorem (Chankong and Haimes, 1 9 7 8 )  and the classical 
theory of nonlinear programming, it is possible to construct in- 
teractive methods for solving (VOP). 
We shall now give a theorem that is useful in solving general 
vector optimization problems, i.e., without convexity and con- 
tinuity assumptions (see Ester and Schwartz, forthcoming). 
Let (VOP) be given as 
f (x) - min 
x E  G, 
where GERn is any nonempty subset of Rn such that f (G) is closed 




Then we have 
Theorem E 
0 (a) If (xO, h ) rs a solution of (EP) for any para- 
meters s,b,ri,gl,ki, i = 1 , 2 ,  . . . , p ,  then 
0 
x E arg min f (G). 
(b) If x0 arg min f (G) and E > 0, then there are 
convenient parameters s = b = g .  = 1 ,  
0 1 
a0 > 0, ri = 0, ki = f (x ) , such that for a 
0 0  0 
solutron ( x  (a 1 ,  h (a0)) of (EP) 
0 0 
Thrs means that x E G is Pareto-optimal if and only if f(x ) may 
be approximated 'sufficiently exactly' by f(x), x E  G Ga,b,g, for 
convenient parameters. 
We c a n  a d o p t  an  approach  d e v e l o p e d  by B e n - I s r a e l  e t  a l .  (1981)  
t o  d e r i v e  an o p t i m a l i t y  c o n d i t i o n  which c a n  be u s e d  t o  check t h e  
o p t i m a l i t y  o f  a f e a s i b l e  s o l u t i o n  of  (VOP). 
L e t  f i  (i = 1 , 2  ,..., p )  and  g ( j  = 1 , 2 ,  ..., m) be convex func-  j 
t i o n s  and  l e t ,  f o r  any h:Rn + R, 
where  
< 0 0  C h ( x  I i s  t h e  c o n e  o f  d i r e c t i o n s  o f  d e s c e n t  o f  h a t  x , 
0 0 C;(X I i s  t h e  cone  o f  d i r e c t i o n s  o f  c o n s t a n c y  o f  h  a t  x  , 
0 0  F (G,x  I i s  t h e  cone  o f  f e a s i b l e  d i r e c t i o n s  o f  G a t  x  . 
0 F i r s t l y ,  we u s e  t h e  t r i v i a l  f a c t  t h a t  x  E G i s  P a r e t o - o p t i m a l  f o r  
(VOP) i f  a n d  o n l y  i f  x0  i s  a s o l u t i o n  o f  
P 
f 0 ( x I  = 1 f i ( x )  + min , 
i= 1
where 
0 0  
G ( X  I = ~ x E R " ~ ~ ~ ( x )  5 f i ( x  , i = l f 2 , . . . , p I  . 
Hence,  we o b t a i n  immedia t e ly  
Theorem 4 
L e t  f i ( i  = 1 , 2 , .  . . , p )  and  g .  ( j  = 1 , 2 , .  . .,m) b e  
0 3 
convex f u n c t i o n s .  x  E G i s  P a r e t o - o p t i m a l  f o r  
IVOP) i f  and  o n l y  i f  
From D u b o v i c k i j  and  M i l j u t i n ,  t h i s  e q u a t i o n  i s  
e q u i v a l e n t  t o  
0  I f  J ( x  d e n o t e s  t h e  index  set o f  t h e  a c t i v e  c o n s t r a i n t s  g .  a t  3 
x O  t h e n  we o b t a i n  e x p l i c i t l y  
Using 
we o b t a i n  
F ( G ~ , X ' )  = u o ( x O  )\I eO) c ; ,  cxO) 
I'SI ( x  ) 
where t h e  r i g h t - h a n d  s i d e  r e p r e s e n t s  t h e  r e u n i o n  o f  i n t e r s e c t i o n s  
0  
of  t h e  c o n e s  a s s o c i a t e d  w i t h  i E  I ( x  ) \ I '  and i €  I', r e s p e c t i v e l y .  
T h e r e f o r e ,  t a k i n g  Go = G f o r  s i m p l i c i t y ,  we o b t a i n :  
U 
x  1s P a r e t o - o p t i m a l  f o r  (VOP) i f  and o n l y  
i f  f o r  e a c h  s u b s e t  1s { 1 , 2 ,  . . . , p  ) = I we have  
I n  t h e  d u a l  c a s e  t h i s  becomes: 
F o r  e a c h  s u b s e t  I'Ef t h e r e  e x i s t  
i y f 0  f o r  a t  l e a s t  one  L E I "  
such  t h a t  
I n  t h e  d i f f e r e n t i a b l e  c a s e  we have :  
F o r  e a c h  s u b s e t  I'CI t h e r e  e x i s t  
X i  # 0 f o r  a t  l e a s t  one i E  I "  
s u c h  t h a t  
T h e o r e t i c a l l y ,  t o  check t h e  o p t i m a l i t y  of x0 we must s o l v e  
2card  I 
such sys tems ,  where t h e  d i f f i c u l t y  l i e s  i n  t h e  r e p r e s e n -  
- 0 t a t i o n  of t h e  cone (c;, ( x  I ) * ;  however,  i n  some c a s e s  ( f o r  ex- 
ample,  i f  f  i ,  i E I ,  i s  f a i t h f u l l y  convex) we have C =  as a sub- 
s p a c e  a n d ,  t h e r e f o r e ,  ( c t )  * i s  a l s o  a subspace .  
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LEXICOGRAPHIC GOAL PROGRAMMING: THE LINEAR CASE 
H .  Isermann 
Universirar Bielefeld, FRG 
Among the various approaches t o  m u l t i c r i t e r i a  problems which have 
been suggested, goal programming has proven t o  be widely adopted. 
I n  goal programming ( c f . ,  e .g.  Charnes-Cooper [ 1 I ,  I j i r i  [ 5 1 ,  
Igniz io  [ 4 1 ,  Lee 1 9 1 ,  Spronk [121, insted of to cptimrze the 
object ive  c r i t e r i a  d i r e c t l y ,  the devia t ions  between goals and 
l e v e l s  of achievement within the given s e t  of system -train- are to 
be minimized. Thus the  object ive  becomes the minimization of these 
devia t ions ,  based on the importance assigned t o  them. Goal program- 
ming models may be regarded a s  spec ia l  compromise models f o r  s. 
satisficing decision maker (Isermann [ 6 I ,  [ 7 I ) .  
In many appl ica t ions  ( c f .  e .  g. Lee [ 9 I ,  Lin [ 101, N i  jkamp-Spronk 
[ 11  ] ) preemptive p r i o r i t y  based goal programming models a re  em- 
ployed i n  order t o  r e f l e c t  a compromise concept where a p r i o r i t y  
s t r u c t u r e  with respect  t o  the achievement of the considered goal 
l e v e l s  has t o  be taken i n t o  account. On the bas i s  of t h i s  concept 
the achievement of those goals a t  any one p r i o r i t y  l e v e l  i s  
immeasurably preferred t o  the achievement of the goals a t  any 
lower p r i o r i t y  l e v e l .  
In Section 2 we s h a l l  d e m n s t r a t e  t h a t  each preemptive p r i o r i t y  based 
l i n e a r  goal program can be equivalently represented by a lexico-  
graphic l i n e a r  goal program and solved by lexicographic simplex 
method. The proposed lexicographic simplex method d i f f e r s  from 
the ordinary simplex method w i t h  regard t o  the  p ivot  column se lec t ion  
r u l e  and d i f f e r s  from the solut ion methods ( c f .  Igniz io  [ 4 I ,  pp. 
3 1 - 7 1 ; Lee [ 9 ] , pp. 93 - 1 2 5 )  which have been proposed in  order t o  
solve preemptive p r i o r i t y  based l i n e a r  goal programs. 
To a preemptive p r i o r i t y  based l i n e a r  goal program a multidimensional 
"dual problem" has been formulated (cf . Igniz io  [ 4 1, pp. 98 - 11 4 )  , 
which, however, does not e x h i b i t  the dua l i ty  r e l a t i o n s  which a r e  
commonly associated t o  a dual p a i r  of mathematical programs. In 
Section 3 we s h a l l  introduce a proper dual problem and es tab l i sh  the 
dua l i ty  r e l a t i o n s  which provide the  t h e o r e t i c a l  bas i s  f o r  the pro- 
posed solut ion method, any post  optimali ty ana lys i s  i n  preemptive 
p r i o r i t y  based l i n e a r  goal progranrming and re la ted  information 
gathering procedures i n  i n t e r a c t i v e  goal programming. 
Before going f u r t h e r ,  f o r  convenience, l e t  us introduce the follow- 
ing nota t ion.  Let lR denote the  s e t  of the  r e a l  numbers 'and Ro the s e t  
of the  nonnegative r e a l  numbers. With regard t o  lexicographic vector 
and matrix i n e q u a l i t i e s  the  following convention w i l l  be applied: 
M For a ,  b E IR the strict zezicographic inequazity a 3 b holds, i f  ard 
aily Ff, a + b  ardai>bi  holds f o r  i = min ( l , . .  .,M I a, + bml and the  
weak Zezicographic ineauaZity a 2 b holds,  i f  and only i f ,  a > b o r  
a = b. For any two (MxN)-rimtrices C = ( c ,  ,. . . , 
C ~ )  D = ( d l , .  .. , d N ) ,  
c >  r? h o l d s , i f  a r r d a d y i i ,  cnsdn fm all n = 1,. . . , N . Accordingly 
C 2 D holds,  i f  and only i f ,  cn dn f o r  a l l  n = l , . . . ,N.  The t rans-  
pose of a vector or a matrix w i l l  be denoted by an upper index T. 
In goal programming, instead of attempting t o  optimize the object ive  
c r i t e r i a  d i r e c t l y ,  a e  deviations between goals and l e v e l s  of achieve- 
ment d ic ta ted  by the  s e t  of system cons t ra in t s  a r e  t o  be minimized. 
Thus the  object ive  becomes the minimizatior. of these devia t ions ,  
based on t h e p f e r e n c e s  assigned t o  them by the  decision maker. In 
goal programrung an ordinal  as well  as  a card ina l  assessment of 
preferences may be u t i l i z e d  : A l l  re levant  devia t ions  between goals 
an6 l e v e l s  of achievement a re  grouped according t o  t h e i r  respective 
p r i o r i t y  l e v e l s .  The minimization of those devia t ions  a t  anyone 
p r i o r i t y  l e v e l  i s  immeasurably preferred t o  the  minimization of the 
devia t ions  a t  any lower p r i o r i t y  l e v e l .  The p r i o r i t y  l e v e l s  w i l l  be 
denoted by t h e  index  k  = 1 ,  ..., K, wi th  k  = 1 r e p r e s e n t i n g  t h e  
h l g h e s t  p r i o r i t y  l e v e l  and k  = K r e p r e s e n t i n g  t h e  l o w e s t  p r i o r i t y  
l e v e l .  To each p r i o r i t y  l e v e l  k  a l i n e a r  d i s p r e f e r e n c e  f u n c t i o n  zk 
i s  a s s o c i a t e d .  I f  d e v i a t i o n s  expressed  i n  d i f f e r e n t  measures have 
been a s s i g n e d  t o  t h e  same p r i o r i t y  l e v e l  k  t h e  d e c i s i o n  maker h a s  
t o  a s s i g n  weigh ts  by which t h e  d i f f e r e n t  d e v i a t i o n s  can be expressed  
i n  terms of a  common u n i t  of measure.  Applying t h e  non-Archimedean 
preemptive p r i o r i t y  weigh ts  Pk >> Pk+l  (k  = 1 , .  . . ,K-1) , o r i g i n a l l y  
proposed by Charnes-Cooper ( [  1  ]  pp. 756 - 757) t h e  preemptive 
p r i o r i t y  based l i n e a r  g o a l  programming model i s  t h e  l i n e a r  program 
( c f .  e . g .  I j i r i  [ 5  3 pp. 49) 
+ 
s a t .  C x - I y  + I y - = g  ( 2 )  
Here C = ( c l , .  . . , cN)  i s  t h e  J x N m a t r i x  of the c r i t e r i a  c o e f f i c i e n t s ,  
N 
x  ERo t h e  v e c t o r  of t h e  i n s t r u m e n t a l  v a r i a b l e s ,  I is a  J x J i d e n t i t y  
m a t r i x ,  g  i s  t h e  g o a l  v e c t o r ,  A = (a1  , . . . , % I  i s  t h e  M x N t ech-  
n o l o g i c a l  m a t r i x  and b  EX' i s  t h e  v e c t o r  of a v a i l a b i l i t i e s  , Y + ~  R: 
and y - f l ~ z  measure r e s p e c t i v e l y  t h e  p o s i t i v e  d e v i a t i o n s  and n e g a t i v e  
d e v i a t i o n s  from t h e  s t a t e d  g o a l  v e c t o r  g .  
However, t h e  l l n e a r  programming approach may c a u s e  c o n s i d e r a b l e  
d i f f i c u l t i e s .  I n  t h e  c o n t e x t  of a s p e c i f i c  a p p l i c a t i o n  t h e  q u e s t i o n  
a r i s e s ,  which numerical  v a l u e s  a r e  t o  be a t t a c h e d  t o  t h e  preemptive 
p r i o r i t y  weigh ts  Pk (k = 1 , .  . . , K )  i n  o r d e r  t o  t a k e  c a r e  t h a t  low 
p r i o r i t y  g o a l s  a r e  cons idered  o n l y  a f t e r  h i g h e r  p r i o r i t y  g o a l s  a r e  
achleved a s  d e s i r e d .  There e x i s t s  no f o o l p r o o f  method which t r a n s -  
l a t e s  t h e  preemptive p r i o r i t y  weigh ts  a p r i o r i  i n t o  rea l -va lued  
weigh ts  which can then  be used w i t h i n  a  l i n e a r  programmino format .  
These d i f f i c u l t i e s  l e a d  t o  t h e  development of a s o l u t i o n  procedure 
( c f .  I q n i z i o  [ 4 ]  pp. 42 - 60; Lee [ 9 ]  pp. 9 3 - 1 2 5 ,  Kornbluth [ a ] ,  
pp. 199 - 203) which i s  des igned  t o  s u c c e a s i u e i y  minimize t h e  l i n e a r  
+ - d i s p r e f e r e n c e  f u n c t i o n s  zk (y , y ) (k  = 7 ,  ..., K ) .  
As t h e  a p p r o p r l a t e p r i o r i t y  s t r u c t u r e  can be immediate ly  r e p r e s e n t e d  
by a vector-valued o b j e c t i v e  f u n c t i o n  which i s  t o  be minimized i n  
a lexicographic order ,  we can dispose of a solut ion method which 
simultaneous lg considers a l l  J scalar-valued object ive  functfons 
i f  necessary: a  lexicographic simplex method. Recall t h a t  each zk 
(y+. y-) (k = 1 ,  ..., K )  i s  assumed t o  be a  l i n e a r  function.  
Let 
Z l  ( Y + #  y-1 
z (y+ ,  y -  =( i ,  ) := D+ y+ + D- .- 
ZK(y Y ) 
+ 
where D+ = id;, . . . ,dJI and D- = d , .  . . d a re  KxJ matrices.  Then J  
t o  (PP<;P) we can r e l a t e  the following l i n e a r  lexicographic goal 
program 
which can be solved by a  lexicographic simplex method. 
The lexicographic simplex method d i f f e r s  from the  ordinary simplex 
method with regard t o  the check for  opt imal i ty  and the  se lec t ion  
ru le  f o r  the p ivot  column: Let ( 9 + ,  9 - ,  2 )  be a bas ic  f eas ib le  
solut ion f o r  (LGP). I f  a l l  K x 1  vectors  of the  reduced c o s t  coe f f i c i en t s  
i n  t h e  respec t ive  mult iple object ive  simplex tableau a r e  
lexicographically smaller than o r  equal t o  the  zero vector then 
( 9 + ,  9 - ,  2 )  i s  optimal fo r  (LGP) . Otherwise an en te r ing  bas ic  
var iable  has to  be se lected according t o  the  following se lec t ion  
ru le :  From among a l l  K x l  vectors  of the  reduced cos t  coe f f i c i en t s  
which a r e  lexicographically g rea te r  than the zero vector s e l e c t  
the lexicographically maximal vector.  The corresponding nonbasic 
var iable  becomes the  new enter ing bas ic  va r i ab le .  
In order t o  i l l u s t r a t e  the lexicographic simplex method we consider 
the lexicographic l i n e a r  goal prograrc 
The c o r r e s p o n d i n g  i n i t i a l  s implex  t a b l e a u  i n  c a n o n i c a l  form ( c f .  
D a n t z i g  [ 2 1, p .  195 ) i s  g i v e n  i n  T a b l e  1 .  For  c l a r i t y ,  t h e  
z e r o  e l e m e n t s  of t h e  t a b l e a u  have  been  o m i t t e d .  
Tab le  1  : I n i t i a l  M u l t i p l e  O b j e c t i v e  S implex  Tab leau  
The i n i t i a l  b a s i c  f e a s i b l e  s o l u t i o n  y  = ( 1 2 , 5 , 3 0 , 1 0 ) ~ ,  y + ( ' )  = 0 ,  
x ' I )  = 0 w i t h  2 ' ' )  = (27 .30 .  1 0 l T  i s  n o t  o p t i m a l  as by r a i s l n g  x 1  o r  x 2  
t o  some p o s i t i v e  l e v e l  e a c h  component o f  2 ' ' )  can  be r e d u c e d .  I f  we 
c o n s i d e r  t h e  r educed  c o s t  c o e f f i c i e n t s  of t h e  o b j e c t i v e  a s s o c i a t e d  
w i t h  p r i o r i t y  l e v e l  one xl as w e l l  as x2 are a a n d i d a t e s  f o r  b e c o m n g  
t h e  new b a s i c  v a r i a b l e .  The a l g o r i t h m s  p roposed  t o  s o l v e  t h e  p re -  
e m p t i v e  p r i o r i t y  b a s e d  g o a l  program would p e r f o r m  an a r b i t r a r y  
s e l e c t i o n  ( c f .  e - g .  I g n i z i o  141,  p. 47; Xee 191, p. 105) e e a s  the lexi- 
gr@c simplex method selecfs xl as the ~ E W  e n t e r i n g  b a s i c  v a r i a b l e :  By 
a p p l y i n g  t h e  p i v o t  column s e l e c t i o n  rule  we o b t a i n  
T T ( 6 , 5 , 2 1 T  = lexmax 1 ( 6 , 5 , 2 )  , ( 6 , 2 , 2 )  j .  




T a b l e  2 :  Opt imal  M u l t i p l e  O b j e c t i v e  S implex  Tab leau  
- 6 - 1 -3 -2 
-8 S./s - 1 - 1 -5 /3  
- 2 3 - 1 - 2 / 3  
3 
1 0  
2 
The basic  feas ible  solution y'(2) = ( O t 1 , 1 0 . 2 )  , y + ( 2 )  = 0 ,  x ( 2 )  a 
( 4 , 0 ) ~  with z ( ~ )  = ( 3 , 1 0 , 2 ) ~  i s  optimal for  ( L B )  , a s  a l l  vectors 
of the reduced cos t  coef f i c ien t s  a r e  lexicographically smaller than 
or equal t o  the  zero vector and thus s a t i s f y  the  s u f f i c i e n t  op t i -  
mality condit ion.  The negative vectors of the reduced cost  coef f i c ien t s  
a r e  ca l l ed  trade-off vectors as  they specify the  r a t e  of exchange 
among the considered objective functions,  i f  the  respective nonbasic 
variable i s  ra ised t o  a pos i t ive  l e v e l .  The trade-off vector 
associated to  y; a d s  8 = ( l , - / , - / ) T  and thus indicates  t h a t  
z 1  w i l l  be increased by 1  u n i t ,  z 2  and z 3  w i l l  be decreased by s / 3  
+ 
uni t s  and a/ ,  u n i t s ,  respect ively ,  i f  y l  i s  r a i sed  from 0 t o  1 .  
In other  words: The trade-off vector associated t o  yt indicates  t h a t  
a change i n  the  p r i o r i t y  assignment of the object ive  funct ions ,  
such t h a t  t o  z2  instead of z ,  the highest  p r i o r i t y  i s  assigned, the 
current  bas ic  feas ib le  solut ion i s  no m r e  optimal. A  more in tensive  
discussion of t h i s  point  and re la ted  topics  w i l l  be presented i n  
the  next sect ion.  
In t h i s  sect ion we s h a l l  analyse some r e l a t i o n s  between the lexico- 
graphic l i n e a r  program and i t s  dual.  The dual of (LGP) i s  a l so  a 
lexicographic l i n e a r  program which i s  based on the  same given in- 
+ - formation, .the matrices D  , , D  , h and C and the vectors g and b. 
To (LGP) , which we s h a l l  term the primal, we assoc ia te  the  dual 
lezmaa w = U g + V b ( 6 )  
s. t .  U C + V A  2 0  ( 7 )  
- U < D+ (8) 
- 
( DLGP ) 
U D' ( 9 )  
In (DLGP) U i s  a K x J  matrix of var iables  and V is a K x M  matrix 
of var iables .  In r e s t r i c t i o n  ( 7 )  0 i s  a KxN zero matrix. Note 
t h a t  i n  (DLGP) a l l  const ra ints  represent weak lexicographic in- 
e q u a l i t i e s .  I n  order t o  i l l u s t r a t e  the  set-up of the  dual we con- 
s i d e r  the l i n e a r  goal program we solved i n  Section 2 .  The respective 
dual problem reads 
T T 
and h a s  t h e  o p t i m a l  s o l u t i o n  C 1  = ( - 1 , - 5 / 3 , - 2 / = )  , h 2  = ( 3 , 0 , 0 )  , 
fi3 = O O ,  o4 = ( 0 . 0 . 1 T w i v i  G = ( 3 , 1 0 , 2 ) T  = z ( 2 ) .  
L e t  S and T d e n o t e  the f e a s i b l e  set of  (LGP) a n d  (DLGP), r e s p e c t i v e l y .  
I n  t h e  c o n t e x t  o f  g o a l  programming we can  assume w i t h o u t  l o s s  of  
g e n e r a l i t y  t h a t  i n  (LGP) e a c h  zk ( k  = 1 , .  . . ,K) i s  bounded f rom below 
i n  S .  
LEKU 1. Cons ider  problem (LGP) w i t h  each  zk (k  = 1 , .  . . , K )  b e i n g  
bounded from beZow i n  S t 0. Then (LGP) has  an o p t i m a l  s o l u t i o ~ .  
P r o o f .  I n  o r d e r  t o  p r o v e  t h i s  a s s e r t i o n ,  l e t  ( x " ) ,  y  + ( P I ,  - ( P ) )  
d e n o t e  t h e  p-th b a s i c  f e a s i b l e  s o l u t i o n  f o r  t h e  l i n e a r  s y s t e m  ( 2 )  - ( 4 )  
Suppose  t h e  set  of  b a s i c  f e a s i b l e  s o l u t i o n s  f o r  t h e  sys t em ( 2 )  - ( 4 )  
h a s  c a r d i n a l i t y  r . C o n s i d e r  ( ~ , 9 + , $ )  w i t h  
z(^x ,gfp-)  = l e m i n  i z ( x  ~ ~ ~ l y + ~ l ~ y - ~ l ~  ) , .  . . ,  Z ( X ( ~ ) , Y  +( r ;y - ( r )  . 
As z  i s  a l i n e a r  v e c t o r  
f u n c t i o n  and e a c h  z k  Ik = 1 , .  . . , K )  i s  bounded frm below i n  S 
-+ -- - -+ -- 
t h e r e  e x l s t s  no  ( x , y  , y  ) E S s u c h  t h a t  z ( x , y  ,y ) < z ( ~ c , k + , g - )  h o l d s .  
Hence ( 2 , 9 + , 9 - )  1s o p t i m a l  f o r  (LGP).  
An immedia t e  i m p l i c a t i o n  o f  t h e  p roof  o f  Lemma 1  i s  
LEMMA 2. 
A t  l e a s t  one b a s i c  f e a s i b l e  s o l u t i o n  f o r  ( U P )  i s  o p t i m a l .  
The d u a l i t y  r e l a t i o n  between ( U P )  and  ( D U P )  w i i l  be 
c h a r a c t e r i z e d  by t h e  f o l l o w i n g  s t a t e m e n t s :  
+ 
LEMMA 3 .  ~ ( x , ~ + , y - )  > w  ( U , V )  f o r  a l l  ( x , y  ,y - )  E S and ( U , V )  E T. 
+ - Proof .  L e t  ( U , V )  E T and ( x , y  , y  ) E S.  Because of t h e  nonnega t ive  
r e s t r i c t i o n  ( 4 )  we o b t a i n  t h e  system 
UCx + VAx < 0 
- u y+ - < D+ Y+ 
U Y- - < D- Y- 
+ - + + 
and t h u s  z ( x , y  , y  ) = D y  + D- y- 2 U g  + V b  = w ( U , V ) .  
U%MA 4 .  Let ( k ,  f', 9-) 6 S and (:,f) 6 T w i t h  z ( k , f + , ~ - )  = w ( 6 , f ) .  
Then ( k , P + , f - )  i s  op t imal  for  ( L B )  and (;,;) i s  op t imal  f o r  (DLGP). 
P roof .  I n  o r d e r  t o  prove t h i s  a s s e r t i o n  assume, t o  t h e  c o n t r a r y ,  
t h a t  (6,G) is  n o t  o p t i m a l .  Then t h e r e  e x i s t s  a  (r],v) E T w i t h  w (r],v) ) 
w ( f , G )  = ( z ( % , f + , f - ) ,  which i m p l i e s  a  c o n t r a d i c t i o n  t o  Lemma 3.  
+ 
A s i m i l a r  argument may be a p p l i e d  t o  ( % , 9  $9-) . 
THEOREM 1 .  Let ( ~ , 9 + , 9 - )  be an op t imal  s o t u t i o n  for  (LGP). Then 
t h e r e  e z i s t s  an op t imal  a o t u t i o n  ( f i r ? )  for  (DLGP) and ~ ( k , f + , 9 - )  = 
w ( c , G ) .  
Proof .  According t o  Lemma 2 a t  l e a s t  one b a s i c  f e a s i b l e  s o l u t i o n  f o r  
(LGP) i s  o p t i m a l .  L e t  ( k , f + , f - )  be an o p t i m a l  b a s i c  s o l u t i o n  f o r  (LGP) . 
Denote by B and B- ' t h e  a s s o c i a t e d  ( J + M )  r: (J+M) b a s i c  m a t r i x  and its 
i n v e r s e ,  r e s p e c t i v e l y ,  and by R t h e  r e s p e c t i v e  n o n b a s i c  m a t r i x  of  
t h e  l i n e a r  system 
where we assume w i t h o u t  l o s s  of g e n e r a l i t y  rank  ( A )  = M. Then t h e  
o p t i m a l  b a s i c  s o l u t i o n  ( k , f + , f - )  i s  g i v e n  by 
+ L e t  ( o B r D I J 1 D i )  be  t h e  K r: (J+W m a t r i x  of t h e  c r i t e r i a  c o e f f i c i e n t s  
c o r r e s p o n d i n g  t o  B and ( o ~ , D ~ , D ~ )  be  t h e  K I (N+J-M) m a t r i x  of t h e  
c r i t e r i a  c o e f f i c i e n t s  c o r r e s p o n d i n g  t o  R and ( f i  ,f ) := (oB .D; .D;) 8 - I .  
Now we e x p r e s s  z as a f u n c t i o n  o f  the n o n b a s i c  v a r i a b l e s  of 
The o p t i m a l i t y  of (k , f+ , f r - )  i m p l i e s  
as o t h e r w i s e  by r i s i n g  a nonbas ic  v a r i a b l e  t o  some p o s i t i v e  l e v e l  a  
l e x i c o g r a p h i c  lower  v a l u e  f o r  z c o u l d  be de te rmined .  However, 
( G ~ , D ~ , D ~ )  = ( t , ? ) ~  and (10)  imply that (;,GI s a t i s f i e s  t h e  d u a l  
c o n s t r a i n t s  ( 7 )  - ( 9 ) .  Moreover, we o b t a i n  z ( z , ~ + , ~ - )  = ( 6 , f )  (3 = 
w ( 6 , f ) .  Hence (;,$) i s  o p t i m a l  f o r  ( D m )  a c c o r d i n g  t o  Lemma 4 .  
I n  g e n e r a l ,  t h e  o p t i m a l  s o l u t i o n  f o r  (DLGP) c a n n o t  i m w d i a t e l y  be  
read  from the f i n a l  m u l t i p l e  o b j e c t i v e  s i m p l e x  t a b l e a u .  The d u a l  
s o l u t i o n  which is p r e s e n t e d  i n  t h e  f i n a l  t a b l e a u  i s  t h e  s o l u t i o n  
f o r  t h e  d u a l  t o  t h e  l e x i c o g r a p h i c  l i n e a r  program which i s  found i n  
t h e  i n i t i a l  t a b l e a u  i n  c a n o n i c a l  form. I n  o u r  earlier example of 
S e c t i o n  2  t h e  o b j e c t i v e  o f  t h e  l e x i c o g r a p h i c  l i n e a r  program which 
i s  r e p r e s e n t e d  i n  t h e  i n i t i a l  t a b l e a u  o f  Table  1 i s  
+ + 2 7 - 6 x l - 6 x 2 + 3 y l + 3 y 2  
lexmin 30 - 5 x,  - 2 x2 + G + Y ~  
+ 10 - 2 X I  - X2 + Y4 
and t h e  c o r r e s p o n d i n g  d u a l  o b j e c t i v e  i s  
lexmax 1:" + 12 U, + 5 u2 + 30 u3 + 1 0  u4 
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The o p t i m a l  s o l u t i o n  f o r  t h i s  d u a l  problem i s  found i n  Table  2: 
T f ,  = ( -2 , -6 /3 , -2 /3 )  , G2 = G3 = Gq = 0 ,  w h i l e  t h e  o p t i m a l  s o l u t i o n  
f o r  t h e  r e s p e c t i v e  (DLGP) has  t o  be de te rmined  by means of (6,+)= 
(oB, D;,D;) B - l .  
Ign iz io  ( [ 4 1, pp. 98 - 113) formulates a multidimensional "dual" 
of a preemptive p r i o r i t y  based l i n e a r  goal program which he charac- 
t e r i z e s  on p. 99 as follows: "Rather, the  dual of a l i n e a r  goal 
program i s  a t r a d i t i o n a l  l i n e a r  programming problem except t h a t  i t  
has m u t t i p t e  r igh t -hand  s i d e  v a t u e s . "  In order t o  i l l u s t r a t e  h i s  
formulation of the  multidimensional "dualm we s h a l l  present  an 
example due t o  I g n i z i o ( [  4 ] pp. 99  - 101).  Applying our nota t ion,  
the primal problem reads 
+ 
+ Y; 
Zezmin z = [:; + 0.5 yi 
and has t h e  optimal solut ion L1 = 10. PI2 = 9; = 9; = 9;  9;  = 0 
with 9= ( 0 , 0 ) ~ .  To t h i s  primal problem Ign iz io  assoc ia tes  the  
following vector problem with v,  u l  ,u2 E l R 2  : 
mar v = - 10 ul  - 10 u2 
6.  t. - u1 - 
T The optimal so lu t ion  f o r  t h i s  problem i s  fil = ( 1 , O )  and fi2 =, 0 
with 9 = (-10 Thus 4 + 9. Moreover, the primal and "dual" 
problem a r e  n v t  based on the  same set of information, the  operator 
mar does not  express t h a t  v has t o  be maximized i n a  Zez i cograph ic  
o r d e r  and the  dual cons t ra in t s ,  i n  genera l ,  do no t  hold a s  ordinary 
vector  i n e q u a l i t i e s  but  a s  weak lexicographic i n e q u a l i t i e s .  
While goal programming o f f e r s  a g rea t  &a1  of f l e x i b i l i t y  i n  solving 
management problems i t s  need f o r  r a t h e r  & t a i l e d  a  p r i o r i  information 
on the decision .maker ' s pre  ferenoes inp l i e s  a number of d i f f i c u l t i e s  
associa ted  with i t s  use. Gorl programming requires  the decision 
maker t o  speci fy  goal l e v e l s ,  t o  p a r t i t i o n  the over- land under- 
achievement of goals i n t o  preemptive p r i o r i t y  c lasses  and t o  assign 
weights t o  the  goal devia t ions  within these c lasses .  This f a c t  c a l l s  
f o r  i n f o r m a t i o n  a t  t h e  d e c i s i o n  m a k e r ' s  d i s p o s a l  which a l l o w s  him 
t o  r e f l e c t  upon h i s  a  p r i o r i  p r e f e r e n c e  s t a t e m e n t s .  I n  t h i s  c o n t e x t  
t h e  d u a l i t y  t h e o r y  p r o v i d e s  a  c o n s i d e r a b l e  p o t e n t i a l  i n  o r d e r -  t o  
s u p p o r t  the m u l t i p l e  g o a l  d e c i s i o n  maker i n  h i s  d e c i s i o n  p r o o e s s .  
L e t  (k,9+,9-) and ( f  ,$) be o p t i m a l  s o l u t i o n s  f o r  (LGP) an8 (DLGP) . 
Each c o e f f i c i e n t  Q o f  fi i n d i c a t e s  how much the c u r r e n t  va lue  of k  j 
t h e  k - th  s c a l a r - v a l u e d  o b j e c t i v e  f u n c t i o n  changes  when the j-th 
g o a l  l e v e l  g .  i s  augmented by one u n i t  p r o v i d e d  that t h e  c u r r e n t  3 
b a s i s  B r e m a i n s  f e a s i b l e .  A c c o r d i n g l y ,  tk c o e f f i c i e n t s  Gh of  
d e t e r m i n e  t h e  change i n  the c u r r e n t  v a l u e  o f  zk when the a v a i l a b i l i t y  
o f  t h e  m-th r e s o u r c e  i s  i n c r e a s e d  by one u n i t  and t h e  c u r r e n t  b a s i s  B 
r e m a i n s  f e a s i b l e .  The s k e t c h e d  s e n s i t i v i t y  a n a l y s i s  w i t h  r e s p e c t  t o  
g j ( j  = l , . . . , J )  and bm ( m  = 1 ,  ..., M) c a n  r e a d i l y  be e x t e n d e d  t o  a  
p a r a m e t r i c  s e n s i t i v i t y  a n a l y s i s ,  as t h e  p r o p o s e d  s o l u t i o n  method 
immedia te ly  a p p l i e s  t o  p a r a m e t r i c  l e x i c o g r w  h i c  g o a l  programming. 
Note t h a t  i f  t h e  v a l u e  o f  a t  l e a s t  one  b a s i c  v a r i a b l e  becomes nega- 
t i v e  a d u a l  a d a p t e d  s i n p l e x  i t e r a t i o n  h a s  t o  be  p e r f o n r e d  i n  o r d e r  
t o  r e g a i n  p r i m a l  f e a s i b i l i t y  w h i l e  m a i n t a i n i n g  d u a l  f e a s i b i l i t y .  Such 
an i t e r a t i o n  i s  performed i n  tk f o l l o w i n g  way: F i r s t  we select t h e  
p i v o t  row ( w i t h  L.ie maximal v i o l a t i o n  o f  p r i m a l  f e a s i b i l i t y )  i n  tk 
c u r r e n t  m u l t i p l e  o b j e c t i v e  s i r t p l e x  t a b l e a u .  The p i v o t  e l e m e n t  h a s  
t o  be s e l e c t e d  from the s e t  o f  t h o s e  c o e f f i c i e n t s  i n  the p i v o t  row 
which are n e g a t i v e .  I f  a l l  c o e f f i c i e n t s  i n  t h e  p i v o t  row a r e  non- 
n e g a t i v e ,  t h e r e  e x i s t s  no f e a s i b l e  s o l u t i o n .  I n  e a c h  column where 
we have i d e n t i f i e d  a  n e g a t i v e  c o e f f i c i e n t  i n  tk p i v o t  row we 
dividie t h e  r e s p e c t i v e  v e c t o r  o f  t h e  r educed  c o s t  c o e f f i c i e n t s  (which 
i s  l e x i c o g r a p h i c a l l y  s m a l l e r  t h a n  or e q u a l  t o  t h e  z e r o  v e c t o r )  by t h e  
n e g a t i v e  c o e f f i c i e n t  i n  t h e  u i v o t  r o w .  Each o f  the o b t a i n e d  v e c t o r s  
i s  l e x i c o g r a p h i c a l l y  g r e a t e r  t h a n  or e q u a l  t o  t h e  z e r o  v e c t o r .  From 
t h e  s e t  o f  t h e s e  v e c t o r s  we s e l e c t  t h e  l e x i c o g r a p h i c a l l y  minimal o n e .  
The r e s p e c t i v e  column b e c o m s  t h e  p i v o t  column and the a s s o c i a t e d  
n o n b a s i c  v a r i a b l e  becoues  t h e  e n t e r i n g  b a s i c  v a r i a b l e  o f  t h e  new 
b a s i c  a o l u t i o n  which i s  d u a l  f e a s i b l e .  I f  p r i m e l  f e a s i b i l i t y  i s  n o t  
y e t  e s t a b l i s h e d  t h e  a l g o r i t h m  i s  c o n t i n u e d  w i t h  a  f u r t h e r  d u a l  
a d a p t e d  i t e r a t i o n  s t e p .  
The i n f l u e n c e  o f  changes  i n  the  w e i g h t s  o f  t h e  d e v i a t i o n a l  v a r i a b l e s  
+ 
which a r e  t h e  c o e f f i c i e n t s  of t h e  m a t i r c e s  D and  D- c a n  a l s o  be 
s t u d i e d  by means of t h e  d u a l .  The c u r r e n t  b a s i c  s o l u t i o n  remains 
op t imal  a s  long  a s  t h e  d u a l  s o l u t i o n  remains  f e a s i b l e ,  i . e .  a s  long  
a s  t h e  cor responding  weak l e x i c o g r a p h i c  i n e q u a l i t y  (10) holds .  Note 
t h a t  when t h e  v a r i a b l e  ( 6 )  k k  weights  of which a r e  s u b j e c t  t o  a 
change a r e  b a s i c ,  t h e  v a l u e s  of 5 and a l s o  change. I f  the dua l  
f e a s i b i l i t y  i s  v i o l a t e d  t h e  i t e r a t i o n  s t e p s  of the  p r e s e n t e d  
l e x i c o g r a p h i c  s o l u t i o n  method are a p p l i e d  t o  r e e s t a b l i s h  d u a l  
f e a s i b i l i t y .  A p a r a m e t r i c  change of  weigh ts  can be r e a d i l y  a n a l y s e d  
by means of a 2 a r a m e t r i c  v e r s i o n  of o u r  a l g o r i t h m  which r e p r e s e n t s  
n o t h i n g  e l s e  o t h e r  t h a n  a l e x i c o g r a p h i c  g e n e r a l i z a t i o n  of t h e  c o r r e s -  
ponding p a r a m e t r i c  l i n e a r  programming r o u t i n e .  
A m o d i f i c a t i o n  of c o e f f i c i e n t s  i n  the m a t r i c e s  A and C induces  a  
change of coef f c i e n t s  i n  the m u l t i p l e  o b j e c t i v e  s implex  t a b l e a u .  A s  
long  a s  c o e f f i c i e n t s  a s s o c i a t e d  t o  nonbas ic  v a r i a b l e s  a r e  s u b j e c t  
t o  change,  t h e  d u a l  f e a s i b i l i t y  may be v i o l a t e d  and r e a d i l y  re- 
e s t a b l i s h e d  by t h e  l e x i c o g r a p h i c  s i n p l e x  method. However, i f  we 
moaify c o e f f i c i e n t s  which a r e  a s s o c i a t e d  t o  b a s i c  v a r i a b l e s  t h i s  
i n v o l v e s  a  s imul taneous  c o n s i d e r a t i o n  o f  p r i m a l  and d u a l  f e a s i b i l i t y .  
The a d d i t i o n  o f  a new g o a l  o r  a new d e c i s i o n  v a r i a b l e  i n v o l v e s  an 
augmentat ion a s  w e l l  as a m o d i f i c a t i o n  of c o e f f i c i e n t s  o f  t h e  
c u r r e n t  m u l t i p l e  o b j e c t i v e  s i n p l e x  t a b l e a u  which is a c t u a l l y  
?erformed i n  t h e  same way a s  i n  l i n e a r  programming i f  w e  t a k e  
t h e  m u l t i p l i c i t y  o f  o b j e c t i v e  f u n c t i o n s  i n t o  c o n s i d e r a t i o n .  A 
thorough d i s c u s s i o n  of this p o i n t  is  e . g .  found i n  Dinkelbach 
( [  3 I pp .  83 - 87 ) .  I n  t h e  new m u l t i p l e  o b j e c t i v e  s i n p l e x  t a b l e a u  
d u a l  f e a s i b i l i t y  has  t o  be checked and ,  i f  n e c e s s a r y ,  r e e s t a b l i s h e d  
by means of t h e  l e x i c o g r a p h i c  s implex method. 
Even though the d e c i s i o n  maker w i l l  e x e r c i s e  c o n s i d e r a b l e  c a r e  i n  
deve lop ing  t h e  p r i o r i t y  s t r u c t u r e ,  there s t i l l  may be u n c e r t a i n t y  
r e g a r d i n g  the ass ignment  of p r i o r i t y  l e v e l s  i n  a  manner t h a t  
a c t u a l l y  r e p r e s e s t s  th= p r e f e r e n c e s  of t h e  d e c i s i o n  maker. Again, 
t h e  e f f e c t s  of r e o r d e r i n g  t h e s e  p r i o r i t i e s  can be i n v e s t i g a t e d  by 
means of t h e  d u a l i t y  t h e o r y  developed.  I f  th= d e c i s i o n  maker wants 
t o  i n v e s t i g a t e  a r e o r d e r i n g  of p r i o r i t y  l e m l s ,  t h i s  induces  a  
r e a r r a n g i n g  of t h e  o b j e c t i v e  f u n c t i o n s  i n  t h e  m u l t i p l e  o b j e c t i v e  
s implex t a b l e a u  accord ing  t o  t h e  new p r i o r i t y  s t r u c t u r e ,  and a 
check f o r  d u a l  f e a s i b i l i t y :  I f  a l l  v e c t o r s  o f  t h e  reduced c o s t  
c o e f f i c i e n t s  a r e  l e x i c o g r a p h i c a l l y  s m a l l e r  t h a n  or e q u a l  t o  t h e  
z e r o  v e c t o r ,  the change i n  t h e  p r i o r i t y  ass ignment  h a s  no e f f e c t  
on the o p t i m a l i t y  p r o p e r t y  of t h e  c u r r e n t  b a s i c  s o l u t i o n .  Otherwise ,  
t h e  e f f e c t  of t h e  changes  i n  p r i o r i t y  ass ignment  can  b e  i n v e s t i g a t e d  
by r e - e s t a b l i s h i n g  d u a l  f e a s i b i l i t y  by means of the l e x i c o g r a p h i c  
s implex  method. 
,REFERENCES 
CHARNES, A . ,  and W . W .  Cooper, Management Models  and I n d u s t r i a 2  
A p p Z i c a t i o n s  of L i n e a r  Programming, v o l .  1 ,  Wiley , 
New York, 1961  
DANTZIG, G.B., L i n e a r  Programming and E x t e n s i o n s ,  U n i v e r s i t y  P r e s s ,  
P r i n c e t o n ,  N . J . ,  1963  
DINKELBACH , W . ,  S e n s i  t i v i t b t s a n a l g s e n  und paramet r i s c h e  Program- 
mierung,  @ r i n g e r - V e r l a g ,  N e w  York, 1969 
IGNIZIO, J .P . ,  Goo2 Programming and E x t e n s i o n s ,  Lexing ton  Books, 
Heath,  Lex ing ton ,  Mass., 1 9 7 6  
I J I R I ,  Y .  , ~ a n a ~ e m e n t  C o a l s  and Accoun t ing  f o r  ControZ , North- 
Hol land P u b l i s h i n g ,  Amsterdam, 1965  
ISERMANN, H .  , "Lbsungsansii t z e  zum Entscheidungsproblem des  
S a t i s f i z i e r e r s  b e i  mehr facher  Z i e l s e t z u n g " ,  i n :  
P.  GESSNER e t  a l .  ( e d s . ) ,  P r o c e e d i n g s  i n  O p e r a t i o n s  
Res ear ch  3 ,  P h y s i c a  V e r l a g ,  Wiirzburg, 1 9 7 4 ,  pp. 64 - 7 4  
ISERMANN, H . ,  "Some Remarks on Opt imiz ing  and S a t i s f i c i n g  i n  
M u l t i p l e  C r i t e r i a  D e c i s i o n s  Prob lems" ,  i n :  WHITE, D.  J .  
and K . C .  BOWEN, The Ro le  and E f f e c t i v e n e s s  o f  T h e o r i e s  
o f  D e c i s i o n  i n  P r a c t i c e ,  Crane ,  Russak L Co., New York 
1 9 7 5 ,  pp. 43  - 5 1  
KORNBLUTH, J .S .H. , "A Survey -of Goal Proyrammlng" , Omega, v o l  1  , 
no. 2 ,  1 9 7 3 ,  pp .  1 9 3  - 205  
LEE, S.M., Coo2 Programming f o r  D e c i s i o n  A n a l y s i s ,  Auerbach 
P u b l i s h e r s ,  P h i l a d e l p h i a ,  1 9 7 2  
LIN, W.T.,  "A Survey o f  Goal Programming A p p l i c a t i o n s " ,  Omega, 
v o l  8 ,  no. 1,  1 9 8 0 ,  pp.  115  - 117 
[ I 1  ] NIJKAMP, P .  and J .  SPRONK, Goal Progranuning f o r  D e c i s i o n  Making, 
An Overview and a D i s c u s s i o n ,  Ricerca  Cperat iva,  
Vol 9 ( 1 9 7 9 ) ,  pp. 3 - 49 
1 1  2 1  SPRONK, J .  , I n t e l r a c t i v e  M u l t i p l e  Goal Plrogramming A p p l i c a t i o n s  
t o  F i n a n c i a l  P l a n n i n g ,  Martinus N i j h o f f  P u b l i s h i n g ,  
Boston, 1981. 
RECENT RESULTS IN STOCHASTIC PROGFtAMMING WITH 
MULTIPLE OBJECTIVE FUNCTIONS 
IM. Stancu-Minasian 
Economic Cybernetics Department, Academy of Economic Studies, 
Bucharest, Romania 
1. I n t r o d u c t i o n  
I n  t h e  c l a s s i c a l  p r o b l e m s  o f  m a t h e m a t i c a l  p r o g r a m m i n g  t h e  c o e f -  
f i c i e n t s  a r e  assumed t o  be e x a c t l y  known. However  t h i s  a s s u m p t i o n  i s  
s e l d o m -  s a t i s f i e d  i n  p r a c t i c e  b e c a u s e  t h e s e  c o e f f i c i e n t s  a r e  e i t h e r  
s u b j e c t  t o  e r r o r s  o f  measurement  o r  . t h e y  v a r y  w i t h  m a r k e t  c o n d i t i o n s .  
Hany p r o b  lems o f  m a t h e m a t i c a l  p r o g r a m m i n g  r e l a t e d  t o  s e v e r a l  
o p t i m u m  c r i t e r i a  h a v e  a  s t o c h a s t i c  c h a r a c t e r  b e c a u s e  some o i  a l l  o f  
t h e  d a t a  c o n t a i n e d  i n  s u c h  p r o b l e m s  a r e  random v a r i a b l e s .  
The  p r o b l e m  u n d e r  c o n s i d e r a t i  on i s  e n c o u n t e r e d  i n  s e v e r a l  c o n t e x t s .  
F o r  i n s t a n c e .  H. S .  Lau /25/ c o n s i d e r s  t h e  newsboy p r o b l e m  and  t h r e e  
o b j e c t i v e  f u n c t i o n s :  a )  m a x i m i z i n g  t h e  e x p e c t e d  p r o f i t ,  b )  m a x l m i z i n g  
e x p e c t e d  u t i l i t y ,  c )  m a x i m i z i n g  t h e  p r o b a b i l i t y  o f  a c h i e v i n g  a  b u d -  
g e t e d  p r o f i t  ( f o r  more  e x a m p l e s  see a l s o  and / 4 0 / ) .  F o r  a p p i i c a t i o n s  
o f  p r o b a b i l i s t i c  g o a l  p r o g r a m m i n g  s e e  /9/ and / 2 1 / .  
We c o n s i d e r  t h e  f o l l o w i n g  p r o b l e m  o f  s t o c h a s t i c  l i n e a r  p r o g r a m m i n g  
w i t h  m u l t i p l e  o b j e c t i v e  f u n c t i o n s :  
( 2 )  X ( ~ ) - { X ~ A ( U ) X  6 ~ ( L J ) ,  x ) /  0 1  , - ~r. 
w h e r e  A ( w ) - ( a i j ( w ) ) ,  1 ( i C m ,  1 d j & n ,  b ( & ) - ( b i  ( L J ) ) ,  I j l d m  and  
c k ( & ) - ( c k l  ( d ) ) ,  I & k  d r ,  1 ,( 1 4  n  a r e  m a t r i c e s  whose e l e m e n t s  a r e  
r e a l - v a l u e d  random v a r i a b i e s  d e f i n e d  on e p r o b a b i  l i t y  s p a c e { l T , ~ . ~ ]  ; 
fL i s  a  B o r e l  s e t  i n  R' w i t h  r-mn+m+rn, K i s  t h e  r - a l g e b r a  o f  a l l  
B o r e l  s u b s e t s  o f  n , P  i s  p r o b a b i  l i t y  measure  a n d  x  i s  an n - d i m e n -  
s i o n a l  c o l u m n  v e c t o r .  
We c o n s i d e r  t h a t  T k ( c 3 ) - - w ,  i f  X(W)-0 ( 0  i s  t h e  empty  s e t ) .  I f  
P i - -  < T k ( ~ ) ' - ) -  I .  t h e n  r k ( " )  i s  a  random v a r i a b l e .  I n  t h i s  c a s e  
we say  t h a t  t h e  s t o c h a s t i c  l i n e a r  p r o g r a m  ( 1 ) - ( 2 )  has an o p t i m a l  
v a l u e .  I n  R e f .  / 6 /  n e c e s s a r y  and  s u f f i c i e n t  c o n d i t i o n s  a r e  p r o v i d e d  
f o r  t h e  e x i s t e n c e  o f  t h e  o p t i m a l  v a l u e  o f  an s t o c h a s t i c  l i n e a r  p r o -  
gram. 
Because t h e  o p t i m a l  v a l u e s  r k ( & )  ( k - l  .. . . , r )  a r e  random v a r i a b l e s ,  
t h e y  can n o t  be known i n  a d v a n c e .  However ,  we w i s h  t o  f i n d  t h e  p r o -  
b a b i l i t y  d i s t r i b u t i o n  f u n c t i o n  and ( o r )  some moments ( s a y  t h e  e x p e c -  
t a t i o n  and  v a r i a n c e )  o f  t h e  random v e c t o r  
7 ( u ) - ( 7 1 ( u ) $ 7 2 ( u ) e . - .  P T ~ ( ~ ) )  
s u b j e c t  t o  an . a ~ r i o r i  p r o b a b i l i t y  d i s t r i b u t i o n  o f  t h e  s t a t e  o f  n a t u r e  
i . e .  - t h e  . t r i c l e ( ~ . ( w )  , b ( w ) ,  ( c ,  (w) ,. . . , c r ( u ) ) ) .  
I n  t h i s  p a p e r  we o v t l  i n e  t h e  r e c e n t  r e s u l t s  and  d e v e l o p m e n t s  o f  
m u l t i p l e  c r i t e r i a  s t o c h a s t i c  p r o g r a m m i n g .  A  c o m p r e h e n s i v e  b i b l i o -  
g r a p h y  i s  g i v e n .  
A l t h o u g h  t h e  domain  o f  s t o c h a s t i c  p r o g r a m m i n g  a n d  t h a t  o f  m a t h e -  
m a t i c a l  p r o g r a m m i n g  w i t h  m u l t i p l e  o b j e c t i v e  f u n c t i o n s  a r e  f r u i t f u l  
nowadays  ( f o r  e d i f i c a t i o n  see t h e  r e s e a r c h  b i  b l  i o g r a p h i e s  / 3 2 / ,  /35/), 
however  t h e  f i e l d  o f  s t o c h a s t i c  p r o g r a m m i n g  w i t h  m u l t i p l e  o b j e c t i v e  
f u n c t i o n s  was p a r t l y  n e g l e c t e d  i n  t h e  E u r o p e a n  and  A m e r i c a n  l i t e r a t u r e .  
The methods  d i s c u s s e d  i n  t h e  p r e s e n t  p a p e r  a r e  g e n e r a l i z a t i o n s  o f  
t h e  m e t h o d s  u s e d  f o r  s o l v i n g  t h e  d e t e r m i n i s t i c  p r o g r a m m l n g  p r o b l e m s .  
Due t o  t h i s  f a c t ,  i n  t h e  f o l l o w i n g  s e c t i o n ,  we s h a l l  f i r s t  r e c a l l  some 
ways o f  s o l v i n g  d e t e r m i n i s t i c  m a t h e m a t i c a l  p r o g r a m m l n g  p r o b l e m s  w i t h  
s e v e r a l  o b j e c t i v e  f u n c t i o n s .  
2. P o i n t s  o f  v i e w  i n  S o l v i n c  t h e  D e t e r m i n i s t i c  h a t h e m a t i c a l  
P r o q r a m m i n g  P r o b l e m  w i t h  S e v e r a l  O b j e c t i v e  F u n c t i o n s  
L e t  us  c o n s i d e r  t b e  f o l l o w i n g  m a t h e m a t i c a l  p r o g r a m m i n g  p r o b l e m  
w i t h  s e v e r a l  o b j e c t i v e  f u n c t i o n s .  
( 3 )  max {Zk (x ) -c ;x  k - I  ,... ,r 
x €  X 
w h e r e  X-{x 1 X C R " ,  A x s b ,  x a  O ]  , A , b , c k ,  x  a r e  m a t r i c e s  o f  s i z e  
m  x  n ,  m  x  1 ,  1 x  n ,  n  x  1 ,  r e s p e c t i v e l y .  
T h i s  p r o b l e m  has n o t  a  s o l e  s o l u t i o n ,  v a r i o u s  a u t h o r s  a s c r i b e  
d i f f e r e n t  m e a n l n g s  t o  t h e  v e c t o r  x * €  R "  w h i c h  s h o u l d  be "as a  g o o d  
as  p o s s i b l e ' '  f r o m  t h e  v i e w p o i n t  o f  a l  1 t h e  o b j e c t i v e  f u n c t i o n s  Z k ( x ) .  
The m a i n  a p p r o a c h e s  t o  d e f i n e  t h e  v e c t o r  x' a r e  t h e  f o l l o w i n g :  
I@. x*  o p t i m i z e s  a  s y n t h e s i s - f u n c t i o n  o f  t h e  r e f f i c i e n c y  f u n c t i o n s  
h ( Z ) - h ( Z l  ,. .. .Z r )  
The f u n c t i o n  h  may be d e f i n e d  i n  v a r i o u s  manners /40/: 
24 x* i s  t h e  v e c t o r  m i n i m i z i n g  f u n c t i o n  
~ ( X ) - ~ ( Y ~ ( X - X ~ ) , . .  ., Y r ( x - Y r ) )  
where X o p t i m i z e s  f u n c t i o n  Z  and y . ( x - X . )  i s  a  f u n c t i o n  o f  d i s t a n c e  j j J J 
between x  and X I .  
34 x* i s  a  f i a s i b l e  s o l u t i o n  w h i c h  i s  o b t a i n e d  by a  seek ing  method 
a c c o r d i n g  t o  c e r t a i n  c r i t e r i a .  Such methods a r e  t h e  POP Method 
( P r o g r e s s i v e  o r i e n t a t i o n  P rocedu re  ) / 4 /  and t h e  STEM Method /5/. 
x* i s  an o p t i m a l  s o l u t i o n  o b t a i n e d  by o r d e r i n g  c r i t e r i a .  We 
s o l v e  r prob lems ,  each t ime  r e s t r i c t i n g  t h e  f i e l d  X by t u r n i n g  i n t o  
c o n s t r a i n t s  t h e  o p t i m a l  s o l u t i o n s  o b t a i n e d  by s o l v i n g  a  c e r t a i n  p r o -  
b lem w i t h  a  s i n g l e  f u n c t i o n .  
5: x* i s  t h e  v e c t o r  b e l o n g i n g  t o  a  s e t  o f  e f f i c i e n t  p o i n t s ( a 1 s o  
c a l l e d  nondominated s o l u t i o n s  o r  P a r e t o - o p t i m a l  s o l u t i o n s ) t h a t  i s  
d e f i n e d  l i k e  t h i s :  x * € X  i s  e f f i c i e n t  i f  and o n l y  i f  t h e r e  e x i s t  no  
x ' E  X such t h a t  Zh (xC)  ( Z h ( x ' )  f o r  h- I , .  .. , r  and ho e x i s t  so t h a t  
Z  ( x *  ) ( ZhO ( X I )  (assuming t h a t  a1 1 t h e  f u n c t i o n s  a r e  maximand 
he 
f u n c t i o n s ) .  
3.  S t o c h a s t i c  Chebyshev P rob lem 
I n  /38/ Stancu -M inas ian  c o n s i d e r e d  t h e  f o l l o w i n g  m u l t i p l e  c r i t e r i a  
s t o c h a s t i c  programming prob lem.  
( 4 )  min {zk(x ,&)  - c i ( d ) x )  
X C X  
where t h e  e lemen ts  o f  t he  v e c t o r s  ck  a r e  s t o c h a s t i c  v a r i a b l e s  w i t h  
known ( j o i n t )  p r o b a b i l i t y  d i s t r i b u t i o n .  
T a k i n g  i n t o  accoun t  l o - a )  t h i s  p r o b l e m  can be reduced t o  one w i t h  
a  s i n g l e  o b j e c t i v e  f u n c t i o n  as f o l l o w s :  i n s t e a d  o f  r o b j e c t i v e  f u n c -  
t i o n s  Zk(x,w)we c o n s i d e r  a  s i n g l e  o b j e c t i v e  f u n c t i o n  
and m i n i m i z e  i t .  
I n  t h i s  manner ,  we o b t a i n  t h e  s o - c a l l e d  Chebyshev p r o b l e m  
( 6 )  y(-') - m i n  max ( z ~ ( x , w ) - c ; ( ~ ) x )  
x d X  I & k $ r  
I n  / 3 8 /  i s  d e t e r m i n e d  t h e  p r o b a b i l i t y  d i s t r i b u t l o n  f u n c t i o n  o f  
J ( w ) ,  when t h e  c o s t  c o e f f i c i e n t s  o f  Z k ( x , u )  a r c  l i n e a r  f u n c t i o n s  o f  
t h e  same random v a r i a b l e  t(-1, t h a t  i s  t h e y  a r e  u n d e r  t h e  f o r m  
Z k ( x , w ) - ( c k + . t ( w ) d k ) '  x 
where  c k  and dk a r e  n - d i m e n s i o n a l  v e c t o r s  and  t k )  i s  a  random v a r i a b l e  
h a v i n g  a d i s t r i b u t l o n  f u n c t i o n  T ( z )  c o n t i n u o u s  and  s t r i c t l y  i n c r e a s i n g .  
4 .  S t o c h a s t i c  F r a c t i o n a l  P r o q r a m m i n ~  P r o b l e m  
I n  t h e  p a r t i c u l a r  c a s e  o f  t w o  o b j e c t i v e  f u n c t i o n s  we c a n  d raw u p  
a  f u n c t i o n  o f  t h e  t y p e  l o - b  w h i c h  l e a d s  u r  t o  a  s t o c h a s t i c  f r a c t i o n a l  
p r o g r a m m i n g  p r o b l e m  
Z, ( x  ,w) 
( 7 )  g ( w )  - o p t i m u m  
x c x  z2(x.u ' )  
( 8  x - { x  I AX-b ,  x h  O }  
I t  i s  c o n s i d e r e d  t h a t  Z 1  and Z2 a r e  l i n e a r  f u n c t i o n s  o f  t h e  same 
random v a r i a b l e  t ( w )  h a v i n g  a  d i s t r i b u t i o n  f u n c t i o n  T ( z )  c o n t i n u o u s  
and  s t r i c t l y  i n c r e a s i n g  i . e . ,  
Z 1 ( x , 4  = ( c l + t ( ~ ) c ' , ) x r  
Z2 (x+)  - ( d l  + t ( ~ ) d ; ) x  
F o r  t h e  p r o b l e m  ( 7 ) - ( 8 )  we make t h e  f o l  l o w i n g  a s s u m p t i o n s :  
a )  The  s e t  X i s  nonempty and  bounded .  
b )  The d e n o m i n a t o r  o f  t h e  o b j e c t i v e  f u n c t i o n  p r e s e r v e s  t h e  same 
s i g n  ( l e t  us  assume i t  t o  be p o s i t i v e )  on X .  c o n s e q u e n t l y  
P { W I  ( d l + t ( - ) d ; ) x >  0 1 -  1 ,  
c )  A l l  b a s i c  s o l u t i o n s  a r e  n o n d e g e n e r a t e .  
I n  / 3 7 / .  S t a n c u - H i n a s i a n  g i v e r  a  r e p r e s e n t a t i o n  o f  t h e  p r o b a b i  l i t y  
d i s t r i b u t i o n  o f  t h e  o p t i m a l  v a l u e  T(w) by  means o f  t h e  c h a r a c t e r i s t i c  
v a l u e s  o f  t h e  c o r r e s p o n d i n g  p a r a m e t r i c  p r o g r a m s .  
i n  t h e  r e m a i n d e r  o f  t h i s  s e c t i o n ,  we s h a l l  r e c a l l  o t h e r  t w o  p r o -  
b l e m s  f o r  s t o c h a s t l c  f r a c t i o n a l  p r o g r a m m l n g  p r o b l e m  / 3 3 / .  / 3 6 / .  
a )  The  min imum r i s k  s o l u t i o n  w i t h  l e v e l  k ,  1.e. t h e  o p t i m a l  s o l u -  
t i o n  o f  t h e  p r o g r a m :  
( 9 )  max P u - 4 k )  
x E X  r 1 ;'!;) 
w h e r e  c ( w )  h c s  a  n o r m a l  n o n - d e g e n e r a t e d  d i s t r i b u t i o n ,  w i t h  mean v a l u e  
E and c o v a r i a n c e  m a t r i x  V .  
Theorem ( S t a n c u - t l i n a s  i a n  / 3 3 / ,  / 3 6 / )  The min  imum r i s k  p r o b l e m  (9) 
i s  e q u i v a l e n t  t o  t h e  f o l l o w i n g  n o n - l i n e a r  p r o g r a m m i n g  p r o b l e m  
b )  K a t a o k a ' s  p r o b l e m  o f  t h e  maximum l e v e l ,  i .e .  
Theorem ( S t a n c u - H i n a s i a n  / 3 3 / ,  / 3 6 / )  K e t a o k a ' s  p r o b l e m  o f  t h e  
maximum l e v e l  ( 1 0 )  i s  e q u i v a l e n t  t o  t h e  f o l l o w i n g  n o n - l i n e a r  programm- 
i n g  p r o b l e m  
- /  
c  x  - q ( x l v  x )  1  /2  
( 1  1) max 
x E X  d ' x  
w h e r e  + - l ( U ) - - q  and  9 . )  i s  L a p l a c e - s  f u n c t i o n  . 
I t  s h o u l d  be n o t e d  t h a t  i n  some c o n d i t i o n s  t h e  p r o b l e m  ( 1 1 )  has 
a  f i n i t e  o p t i m a l  s o l u t i o n  and  t h a t  t h e  o b j e c t i v e  f u n c t i o n s  i s  e x p l i -  
c i t e l y  q u a s i - c o n c a v e .  
5 .  S t o c h a s t  i c  Goa l  P r o g r a m m i n c  
The  g o a l  p r o g r a m m l n g  p r o b l e m  I s  t h a t  o f  f i n d i n g  
m l n  d ( x , = )  s u b j e c t  t o  g i  (x,;) 0 i - I ,  ..., n  
X 
w h e r e  x i s  a  p i v e n  g o a l  v e c t o r ,  d  i s  a  d i s t a n c e  b e t w e e n  x  and  x ,  and 
g i  a r e  g i v e n  f u n c t i o n s .  
b e c a u s e  d ( x , x ) =  I l x - E l l  we s h a l l  f u r t h e r  use  i n s t e a d  o f  t h e  
d i s t a n c e  b e t w e e n  x  and ;, t h e  norm o f  t h e  d i f f e r e n c e  o f  v e c t o r s  x  
and ;, as a  measure  o f  a p p r o a c h  b e t w e e n  x and x. The b e s t  known i s  n o r m  
L o r  t h e  H b l d e r  n o r m l l x  11 - (  5 1 x i  11 P) 'Ip , p  >. I . I n  p a r t i c u l a r  
P  F 
i - l  
c a s e s  t h e  f o l  l o w i n g  norms a r e  o b t a i n e d :  
n 
I / x  11 - I x i l ;  l i x  , I 2 - (  f- x i  ) *  ( E u c l i d i a n  d i s t a n c e ) ;  
i - l i - 1  
(Ix 11,- max( l  x  ! 3 
I 
The a i m  o f  t h i s  s e c t i o n  i s  t o  a n a l y s e  f o u r  v a r i a n t s  o f  g o a l -  
p r o g r a m m i n g  i n  t h e  s t o c h a s t i c  c a s e  i n  o r d e r  t o  o b t a i n  some d e t e r m i n i s -  
t i c  m a t h e m a t i c a l  p r o g r a m m i n g  p r o b l e m s .  
1 .  6. C o n t i n i  / 1 2 /  c o n s i d e r e d  t h a t  i n  r e l a t i o n  b e t w e e n  t h e  o b -  
j e c t i v e s  F - ( F  1 " "  . F r )  and v a r i a b l e  x C  X = { X  1 Ax-b ,x>O ] t h e r e  e x i s t s  
a  v e c t o r  u - ( u l  ,. . . , u r )  o f  random v a r i a b l e s  i .e. : 
I f  u  i s  a  n o r m a l l y  d i s t r i b u t e d  random v e c t o r ,  w i t h  mean v e c t o r  0 
and c o v a r i a n c e  m a t r l x  V, t h e n  f o r  e a c h  x E  X F - ( F I  ,. .. , F r )  i s  a  random 
v e c t o r  , w i t h  means (c;x,. .. , c i x )  and  c o v a r i a n c e  m a t r i x  V; t h u s  we 
h a v e  
f l y l .  ... . y r ) - ( ~ ~ ) ~ r ~ 2  ( V  l - I 2  e-Q12 
H e r e  Q  i s  a  q u a d r a t i c  f o r m  d e f i n e d  a s  
13)  Q- ( F - C X ) '  V-I ( F - C X )  ( c - ( c i  j ) )  
- - - 
L e t  F - ( F l ,  ..., F r )  be t h e  l e v e l s  t o  be a t t a i n e d  by t h e  o b j e c t i v e s .  
- 
u e  t o  t h e  random v e c t o r  u ,  we h a v e  n o t  F-Cx. I n  t h i s  c o n d i t i o n s  we 
- - 
c h o o s e  Y *  a  r e g i o n  i n  R r  s u c h  t h a t  F - ( F I  .. . . , F r )  € Y * and t h e  p r o -  
b l e m  c o n s i s t s  i n  c h o o s i n g  o f  x e X  f o r  w h i c h  F ( x )  d e f i n e d  by ( 1 2 )  
t has  t h e  h i g h e s t  p r o b a b i l i t y  o f  f a l l i n g  i n  Y . 
We o b t a i n  t h e  f o l l o w i n g  model  / 1 2 /  
( 1 4 )  max P ( F ( x )  4 Y a  ) 
x € X  
U s u a l l y ,  due t o  t h e  n o r m e l i t y  a s s u m p t i o n  o f  u ,  Y C  I s  t a k e n  an 
e l l i p s o i d  i n  R ' ,  c e n t e r e d  a t  F,  o f  t h e  f o r m :  
I f  V  i s  n o n s i n g u l a r ,  t h e n  Q d e f i n e d  by ( 1 3 )  has a   distribution 
w i t h  r  d e g r e e  o f  f r e e d o m .  A c c o r d i n g  t o  t h : s  f a c t ,  Y *  c a n  be i n t e r p r e t e d  
as  a c o n f i d e n c e  r e g i o n  f o r  F ( x )  a t  l e v e l s  , i . e . ,  I f  f o r  x0 we h a v e  
E F ( x O ) - C X O = T  ( w h e r e  E d e n o t e s  e x p e c t e d  v a l u e )  t h e n  P ( F ( x )  t Y')= OC . 
The mode l  ( 1 4 )  i s  e q u i v a l e n t  / 1 2 /  w i t h  t h e  f o l l o w i n g  q u a d r a t i c  
p r o g r a m m i n g  mode l  
m i n  R ( x )  - ( 7 - C X ) '  V-I ( 7 - C X )  
X E X  
W i t h  n o t a t i o n s  k - F ' v V " ? ,  B = c ' v - ' c ,  p - - ~ ' ~ - l ?  we h a v e  R ( x ) - ~ + x ' B x + ~ P ' ~  
Theorem ( B . C o n t i n l  / 1 2 / ) .  The o p t i m a l  s o l u t i o n  o f  t h e  p r o b l e m  ( 1 4 )  
i s  o b t a i n e d  by  s o l v i n g  t h e  f o l l o w i n p  q u a d r a t i c  p r o g r a m m i n g  p r o b l e m  
m i n  ( k + x ' B x + 2 p 1 x )  
x f  X 
G e n e r a l  a l g o r i t h m s  t c  s o l v e  s u c h  p r o b l e m s  a r e  a v a i l a b l e  ( s e e ,  f o r  
e x a m p l e ,  / 4 1 / ) .  
2. We assume t h a t  i n  t h e  r e l a t i o n  7-cx  t h e  e l e m e n t s  o f  C a r e  r a n -  
dom u a r i a b l e s .  Then f o r  e a c h  x E X  t h e r e  w i l l  be more o r  l e s s  d e v i a -  
t i o n s  o f  Cx f r o m  ?(we d e n o t e  them d+(x )  a n d  d i ( x ) ) a n d  e c o n v e n i e n t  
c r i t e r i o n  i s  m i n i m i z a t i o n  o f  e x p e c t e d  v a l u e  o f  t h e  n o r m  I I T - C X ~ ~ .  
The f o l l o w i n g  mode l  i s  o b t a i n e d / l O /  
F o r  p -1  t h e  mode l  ( I S )  becomes 
r 
rnin t (  ( d i ( x ) + d k ( x ) )  
X C  X k= 1 
s u b j e c t  t o  
Fk(x)+d;(x)-d;(x)=f k - 1 ,  ... , r  
Ax = b  
x ,  d:, d c ) ,  C 
F o r  p-2 t h e  mode l  ( I S )  becomes 
r  2  ( 1 6 )  m i n  E ( l y i - ~ i x  1 ) 
X €  X i =  l 
w h e r e  C i = ( c i l  ,.. . ,tin) 
I n  o r d e r  t o  f i n d  t h e  d e t e r m i n i s t i c  e q u i v a l e n t  o f  p r o b l e m  (16 )  we 
assume t h a t  t h e  e l e m e n t s  o f  C e r e  i n d e p e n d e n t  random v a r i a b l e s  w i t h  




i j *  ' ' e ' '  2  
c  = E c .  i j , C.. = D A ( c . . )  
~j 1 J 1 J 
I m m e d i a t e l y ,  i t  f o l l o w s  t h e t n f o r  random v a r i a b l e  
Hence 
- 
- f ( 7 . -  f . . + 2 t f j x f x :  = f ( 7 . -  k i i j x j ) '  + 
i - l  ' i l l  ' J  J i- l 3-1 i l l  ' j =  l 
Theorem ( C h o b o t  M. / l o / )  The  o p t i m a l  s o l u t i o n  o f  t h e  p r o b l e m  ( 1 6 )  
1s d e r i v e d  by s o l v i n g  t h e f o l  l o w i n g  q u a d r a t i c  p r o g r a m m i n g  p r o b l e m  
3.  Now, we c o n s i d e r  t h e  p r o b l e m  f r o m  p c t . 1 )  I n  a n o t h e r  v a r i a n t .  
We assume t h a t  t h e  e l e m e n t s  o f  C a r e  random v a r i a b l e s .  I t  i s  c h o o s e n  
t h e  domain  Y *  
Y - { l - . . ~ r  R E~~ < y i (  t l i .  i-I ..... r )  
and two  b o u n d s Q l - (  al i ) ,  q 2 - (  q Z i )  i - 1  ,. .. ,r f o r  t h e  p r o b a b i l i t y  
t h a t  F ( x ) €  Y -  ; t h e  p r o b l e m  c o n s i s t s  i n  f i n d i n g  how much we can  
" d i m i n i c h "  Y '  s u c h  t h a t  t h e  p r o b a b i l i t y  t h a t  F ( x ) E  Y *  t o  b e  p l a c e d  
b e t w e e n  t h e  t w o  b o u n d s .  
The o b t a i n e d  p r o b l e m  t a k e s  t h e  f o r m  
m i n l l f 2 -  l ) l l  
s u b j e c t  t o  
P { c ~ x > ? ~ -  t l i ) > 5 1 i  i - I  ,... ,r 
- 
P  { t i x ) ' F i +  t2 i )>,q 2 i  i-I,.. . ,r 
E l l ,  E 2 ,  3 0 
T h i s  p r o b l e m  i s  e q u i v a l e n t  / l o /  w i t h  t h e  f o l l o w i n g  p r o b l e m  
m l n  IIE2- E l  II 
s u b j e c t  t o  
- I i -I,. .. , r  
j - l  j-  i J 
E l i .  L Z i  >, 0 
4. I n  w h a t  f o l l o w s  we assume t h a t  t h e  e l e m e n t s  o f  t h e  v e c t o r  'F 
a r e  I n d e p e n d e n t  random v a r i a b l e s  w i t h  known d i s t r i b u t i o n  F i ( . )  
( i l l ,  . . . ,  r ) .  We can  c o n s i d e r  t h e  p r o b l e m  / 6 / :  
m i n  IIEIi 
s u b j e c t  t o  
- ( 1 7 )  P ( t i x  )' F i -  t i  i - I  ,. . . , r  
P {  c i x  < i i +  J z ~ ~ ~  i - 1  ,. . . , r  
where  , , . . . ,  E r ) ,  q 1 = ( K I i )  , 4 2 - ( q 2 i ) ,  i - 1  ,... , r  
F o r  any i and Ob 0 $  1 ,  l e t  
"- 1 F; ' ( ( )  - i n f  ( : F i ( 7  ) h  B }  , F  ( 0 )  - s u p { 7 : F i ( p  ) \ 0 )  
- 1  6- 1 "- I 
and t h e  v e c t o r s  F ( P , ) - ( F T '  I i  F  ( ( -q2) -LF i  O - P 2 i l ) . i - l  ,... . r  
where  l i s  t b e  v e c t o r  o f  ones.  
W i t h  t h i s  n o t a t i o n s ,  t h e  d e t e r m i n i s t i c  e q u i v a l e n t  o f  t h e  above  
p r o b l e m  i s  
m i n  111 11 
( 1 7 ' )  s u b j e c t  t o  
- 1 (*I Cix+ f )' Fi ( g  i )  
A- 1 
Cix -  f i $  F i  ( e - q 2 i )  
t i  J 0  
S u b s t r e c t i n g  ( * * ) f r o m  ( * ) ,  i t  r e s u l t s  
I f  I' & 0 t h e n  t h e  c o n s t r a i n t  f )' 0 i s  r e d u n d a n t .  We have  f J a  0 i f  
R ,  ) e - s  2 ( i . e . ,  W l i + 4 2 i >  1 i - 1  ,.,. ,m) T h i s  c o n d i t i o n  i s  a l w a y s  
s a t 1  s f i e d  b e c a u s e  a and 9 2 i  a r e  n o r m a l  l y  c l o s e  t o  1 . From ( b + * )  
i t  r e s u l t s  E -  fa+s ( d ,  0 )  w h i c h ,  when s u b s t i t u t e d  i n  (*)  a n d  (**I 
r e s u  I t s  
-d  6 A x  - s o 1  
^ - 1  
w h e r e  J A - 1 / 2  { F - ' (  q 1 ) + F  ( e - D L  ) 1 2  
- 
Theorem /6/. I f U l )  e - s  a n d  i f  F i  a r e  i n d e p e n d e n t  random 
v a r i a b l e s  , t h e n  t h e  p r o b l e m  ( 1 7 ' )  i s  e q u i v a l e n t  t o  t h e  f o l l o w i n p  
d e t e r m i n i s t i c  p r o b l e m  
min im ize1 [ '+611  s u b j e c t  t o  - d $ ~ x - d O i d  a n d . 2 2 0  
6.  Group D e c i s i o n  H a k i n 5  i n  S t o c h a s t i c  P r o q r a m m i n o  
We r e c a l l  a g a i n  t h e  p r o b l e m  ( 4 ) - ( 5 )  and c o n s i d e r  a  w e i g h t e d  sum 
o f  t h e  r o b j e c t i v e  f u n c t i o n s .  
The w e i g h t s  W k ( k = l  ,. . . , r )  r e f l e c t  t h e  i m p o r t a n c e  a t t r i b u t e d  by t h e  
d e c i s i o n  maker  t o  t h e  o b j e c t i v e  f u n c t i o n s .  Usua ! l y ,  t h e  w e i g h t s  a r e  
normed by t h e  c o n d i t i o n s  O C m k <  1 ,  k - l , . . .  , r ,  2 - 1 -  
k-  l 
T h u s ,  we o b t a i n  t h e  f o l l o w i n g  p r o b l e m  
m i n  i 9 k ~ k ( ~ , ~ ) -  a k ~ i ( d ) ~  1 
x  G X k -  1 
From a p r a c t i c a l  p o i n t  o f  v i e w ,  we c a n  n o t  add t h e  o b j e c t i v e  f u n c -  
t i o n s  because  t h e y  a r e  i n c o m e n s u r a b l e .  However ,  f u n c t i o n s  Zk ( x  ,d) can  
be t u r n e d  i n t o  u t l  1 i t y  f u n c t i o n s  i n  von Neuman-Norgens te rn 's  sense  
/ 2 8 / .  T h u s ,  each  f u n c t i o n  Z  ( x , ~ )  w l  1 1  u n d e r g o  a  t r a n s f o r m a t i o n  o f  t h e  k  
f o r m  
Z;(X,W)- q k Z k ( ~ ' ~  ) +  pk 
w h e r e  X k - i n f i m u m  Z  ( x w ) ,  k  supremum Z k ( x , 3 )  
X ~ X  , w a n  x .-.a 
and and f k  a r e  s o l u t i o n s  o f :  
The r o b j e c t i v e  f u n c t i o n s  Z;(X,-) a r e  summed up and we m a x i m i z e  
t h e  s y w t b r s i s  f u n c t i o n  
A n o t h e r  a s p e c t  o f  t h e  p r o b l e m s  I s  t h e  f o l l o w s  . I n  a  g r o u p  d e c i s i o n  
t h e  w e i g h t s =  a r e  random variables b e c a u s e  t h e  members o f  t h e  g r o u p  
w i l l  a s s i o n  s e v e r a l  w e i g h t s  t o  o b j e c t l v e  f u n c t i o n s .  W i t h o u t  l o s s  o f  
g e n e r a l i t y ,  we assume t h a t  S a r e  random v a r i a b l e s  and c k  a r e  d e t e r -  
m i n i s t i c .  I f  t h e  c r o u p  i s  s m a l l  e n o u g h ,  e a c h  member may e f f e c t i v e l y  
a d v a n c e  h i s  p r e f e r e n c e s  and t h e n q k  r e ~ r e s a n t s  t h e  e x p e c t e d  v a l u e s  o f  
t h e  w e i g h t s  a s s i g n e d  by e a c h  member. I f  t h e  g r o u p  i s  , v e r y  l a r g e ,  as  I n  
t h e  c a s e  o f  d e t e r m i n i n g  a  w e l f a r e  f u n c t i o n ,  i t  i s  n o t  p o s s i b l e  t o  t a k e  
i n t o  a c c o u n t  t h e  c o r r e s p o n d i n g  w e i g h t  v e c t o r s  r e f  l e c t l n o  t h e  p r e -  
f e r e n c e s  o f  a l  1 members o f  t h e  gram. T h u s , a  c a n  be c o n s i d e r e d  as 
random v a r i a b l e s .  
L e t  be c ( * )  - q k c k  and F g  ( . )  t h e  p r o b a b i l i t y  d i s t r i b u t i o n  
k-  1 
f u n c t i o n  o f  t h e  random v e c t o r  'x . 
B. B e r e a n u  / 7 /  c o n s i d e r e d  t w o  ~ r o b l e m s :  
e )  F i n d i n ?  a  v e c t o r  x ,  b e f o r e  consulting t h e  p r o u p  members, w h i c h  
m a x i m i z e s  t h e  p r o b a b i l i t y  t h a t  t h e  v a l u e  o f  t h e  f u n c t i o n  s h a l l  e x c e e d  
a c e r t a i n  l e v e l  u ,  i . e . :  
( 1 8 )  max P ( ~ I C ' ( ~ ) X  >, u }  
x t x  
T h e  o p t i m a l  v e c t o r  r e p r e s e n t s  m i n i m u m  r i s k  s o l u t i o n  f o r  m u l t i p l e  
c r i t e r i a  p r o b l e m .  
b )  F i n d i n a  t h e  p r o b a b i l i t y  d i s t r i b u t i o n  f u n c t i o n  o f  t h e  r a n d o m  
v a r i a b l e  J(u) d e f i n e d  b y  
( 1 4 )  7 (w) = max c ( - )  x  
x E X  
s u b j e c t  t o  F,(.) a n d  t h e  p r o b a b i l i t i e s  o f  v a r i o u s  b a s i c  f e a s i b l e  s o l u -  
t i o n s  o f  X t o  b e  o p t i m a l .  
D e f i n i t i o n s .  ( 6 . B e r e a n u  / 7 / )  I f  t h e  m i n i m u m  r i s k  s o l u t i o n  i n  ( 1 8 )  
d o e s  n o t  d e p e n d  o f  F,(.) we c a l l  i t  distribution f r e e  m i n i m u m  r i s k  s o l u  
t i o n  (d . f .m . r . s )  o f  t h e  m u l t i c r i t e r i a  p r o b l e m .  I f  i t  d o e s  n o t  d e p e n d  on  
u  e i t h e r ,  i t  i s  c a l l e d  f r e e  m i n i m u m  r i s k  s o l u t i o n  ( f . m . r . s ) .  
P s t a b l e  o p t i m a l  b a s i s  ( o p t i m a l  w i t h  p r o b a b i l i t y  1 )  i n d e p e n d e n t  
o f  t h e  F,(.) i s  c a l l e d  d i s t r i b u t i o n - f r e e  o p t i m a l  b a s i s .  I t  p r o v i d e s  a 
d i s t r i b u t i o n - f r e e  o p t i m a l  s o l u t i o n  ( d . f . 0 . s ) .  
T h e o r e m  ( B e r e a n u  / 7 / )  L e t  C b e  a  n o n e m p t y  c o n v e x  s e t  i n  R" ,% b e  
t h e  s e t  o f  a l l  p r o b a b i l i t y  m e a s u r e s  oa much  t h a t  
( P C ?  ) 3 ( P ( C ) - 1 )  a n d  f ( ~ )  b e  t h e  s e t  o f  c o r r e s p o n d i n g  r a n d o m  
v e c t o r s .  The  follow in^^ s t a t e m e n t s  a r e  e q u i v a l e n t  w i t h  r e s p e c t  t o  $ ( c ) :  
( i )  x a € X  i s  a  f . m . r . s  o f  max P { w ) c 1 ( 4 ) x &  u )  
X E X  
( i i )  x * €  X i s  a  d . f . 0 . s .  o f  r ( u ) - m a x  c ' ( q ) x  
x  E X  
A l s o ,  we c a n  u s e  t h e  simulation-method t o  e s t a b l i s h  t h e  w e i o h t s  u k / l l /  
I t  c a n  b e  i m a g i n e d  t h a t  ak a r e  g e n e r a t e d  b y  a  r a n d o m  v e c t o r  o f  t h e  
D u i c h l e t  t y p e , h a v i n g  t h e  p r o b a b i  1 i t y  d e n s i t y .  
We assume t h a t  we known t h e  modes  Fl(qi) ( i l l ,  . . . ,  r )  ( g i v e n  b y  t h e  
u s e r ) .  
I t c a n  b e  shown t h a t  
4 1 
, ... n ( a r )  - 3, n ( -  = 
3, -r ..- A*, 9, . .  + ,IRTq 
W i t h  h e l p  o f  Ji i t  g e n e r a t e s  t h e  Gamma v a r i a b l e s  d i  h a v i n g  t h e  same 
p a r a m e t e r  A - I .  
I  f 6 ( i - I . .  . . .m+I) a r e  i n d e p e n d e n t  random v a r i a b l e s  o f  t h e  Gamma 
t y p e  w i t h  p a r a m e t e r s  1 and r e s p e c t i v e l y  Si  ( i - I  ,... ,m+ l )  t h e n ,  t h e  
 vector^-(^ ) w i t h  t h e  components  
r r 
i s  a  random v e c t o r  w i t h  a  D i r i c h l e t  d i s t r i b u t i o n .  T h i s  v e c t o r  i s  t a k e n  
as t h e  w e i g h t s  v e c t o r  f o r  s o l v i n g  t h e  m u l t i p l e  c r i t e r i a  p r o b l e m .  
7. The P r o t r a d e  n e t h o d  
F o r  s o l v l n g  t h e  s t o c h a s t i c  p r o g r a m m i n g  p r o b l e m  w i t h  m u l t i p l e  
o b j e c t i v e  f u n c t i o n s ,  L . G o i c o e c h e a ,  L . D u c k s t e l n  and R . B u ! f i n  / 2 0 /  
p r o p o s e d  a  method ,  l a b e l e d  P r o t r a d e ,  w h i c h  can be c o n s i d e r e d  t o  be t h e  
a n a l o g u e  i n  t h e  s t o c h a s t i c  c a s e  o f  t h e  POP and STEM Methods  / 4 / . / 5 / .  
I t  i s  an i n t e r a c t i v e  m e t h o d ,  t h e  d e c i s i o n  maker  h a v i n g  t h e  
p o s s i b i l i t y  t o  c o n d u c t  t h e  p r o c e s s  o f  c h o o s i n ~  e f f i c i e n t  s o l u t i o n s  by  
m o d i f i c a t i o n  i n i t i a l  c o n d i t i o n s  o f  t h e  p r o b l e m ,  f u n c t i o n  o f  p a r t i a l  
r e s u l t s  o b t a i n e d .  T h u s ,  t h i s  m e t h o d  a l t e r n a t e s  t h e  p h a s e  o f  c o m p u t a -  
t i o n  w i t h  t h e  p h a s e  o f  d e c i s i o n ,  t h e  d e c i s i o n  m a k e r  t r a d i n g  l e v e l  o f  
a c h i e v e m e n t  f o r  e a c h  o b j e c t i v e  f u n c t i o n  d i r e c t l y  a g a i n s t  p r o b a b i l i t y  
o f  a c h i e v i n c  t h a t  l e v e l .  F o r  o t h e r  i n t e r a c t i v e  m e t h o d s  used  i n  m u l t i p l e  
c r i t e r i a  s t o c h a s t i c  p r o g r a m m i n g ,  see  / 1 9 /  and / 2 0 / .  L e t  us c o n s i d e r  t h e  
f o l  l o w i n g  ~ r o b l e m  
a  { ! - ( L ; ( x )  .... . z d ( x ) ) )  
s u b j e c t  t o  
X E D ~ = {  x  I X E R " ,  q ( x )  6 0, x )  0, i - I , . .  . ,  r ) 
where  
- 5 c l j x j ,  z i  ( x ) = E ( z :  ( x ) ) ,  c i  j-l, [ E ( c .  . I ,  " a r ( c .  .)I j- l ' ?  ' J 
a n d  t h e  f u n c t i o n s  g i ( x )  a r e  d i f f e r e n t i a b l e  and  c o n v e x .  The P r o t r a d e  
Method  c o n s i s t s  i n  t h e  f o l l o w i n g  s t e p s :  
S t e p  1 .  F o r  e a c h  f u n c t i o n  ~ [ ( k - 1  ,.. . , r )  d e t e r m i n e  t h e  v a l u e s  
e x t r e m e  on D o ,  i . e .  
i * Z k  - Z k ( x  ) =  max Z k ( x )  
max x E  D o  
and l e t  U , = ( Z ,  ( X I * )  ,. . . . z r ( r r * i )  
S t e p  2. D e f i n e  an i n i t i a l  s u r r o g a t e  o b j e c t i v e  f u n c t i o n  
F  - G k ( x )  
k-  l 
whe r  l (2,-Zk m i n  1 
G k ( x )  - 
Zk rnax-'k m i n  
S t e p  3 .  M a x i m i z e  F ( x ) ,  x E  Doand w i t h  t h e  o p t i m a l  s o l u t i o n  X 1 
1 G e n e r a t e  a n  i n i t i a l ,  n o n - i n f e r i o r  g o a l  v e c t o r  G I - ( G l ( ~ ) . , , , . G r (  ) )  
S t e p  4. E s t i m a t e  a  m u l t i - a t t r i b u t e  u t i l i t y  f u n c t i o n  u ( G )  r e f l e c t i n g  
t h e  d e c i s i o n  maker ' s  p r e f e r e n c e s  ( f o r  i n s t a n c e ,  t h e  m u l t i p l i c a t i v e  f o r m  
9 / 2 4 /  I + k U ( G )  fi [ l r k k a u i  ( G i ) ] ,  k  a n d  t i  a r e  p a r a m e t e r s ) a n d  
1 -  1 I 
d e f i n e  a  new s u r r o g a t e  o b j e c t i v e  f u n c t i o n  
r 
r r a U ( G )  
w h e r e  w i  = 1 + - I  
i G i  ] G I  
and r  s t a n d s  t h e  s t e p  s i z e  r e q u i r e d . t o  y i e l d 8  new g o a l  v e c t o r  i n  t h e  
d i r e c t i o n  o f  a  d e s i r e d  i n c r e m e n t  d U ( G ) .  
S t e p  5 .  M a x i m i z e  S l ( x ) ,  x t D , a n d  w i t h  t h e  o p t i m a l  s o l u t i o n  X 2  
a c n e  r a t e  v e c t o r s  
2  2  2  G2- (GI (X  ) .. . .  .Gr (X  1 )  and U 2 - ( Z l  ( x 2 )  ,.. . . Z r ( X  1 )  
Then,  t h e  v e c t o r  V w h i c h  e x p r e s s e s  t r a d e - o f f  b e t w e e n  g o a l  v a l u e  I ,  
and i t s  p r o b a b i  1 i t y  o f  a c h i e v e m e n t ,  i s  g e n e r a t e d  
1 -  ' 
w i t h  1-q i  c h o o s e n  s u c h  t h a t  
2  P ( Z ~ ( X I  ), z i  (X I ) ) /  1 - q i  
S t e p  6 .  Now, t h e  d e c i s i o n  maker  aaswer  t c  t h e  f o l l o w i n g  q u e s t i o n :  
2  
" A r e  a1 l t h e  Z i  (X ) v a l u e s  s a t i s f a c t o r y ? "  I f  Yes,  U 2  r e p r e s e n t s  a 
d e s i r e d  s o l u t i o n .  O t h e r w i s e ,  go  t o  t h e  n e x t  s t e p .  
Choose t h e  f u n c t i o n  Z k ( x )  w i t h  t h e  l e a s t  s a t i s f a c t o r y  
6 L +  . 4 ;  E [ O . I J S ~ ~ ~  t h a t  
P(z ; (x )  21 e k ) ) /  1 -  a: 
S t e p  8. R e d e f i n e  t h e  s o l u t i o n  s p a c e  as  f o l l o w s  
D ~ - { X I X ~ D  0 '  P ( z [ ( x ) ) c ~ ) ) / ~ - ~ L J  
S t e p  9.  D e f i n e  t h e  new s u r r o g a t e  o b j e c t i v e  f u n c t i o n  
and c a l l  t o  S t e p  5 f o r  m a x i m i z e  S 2 ( x )  on D l  e t c .  F i n a l l y ,  a  s a t i s -  
f a c t o r y  v e c t o r  V2 i s  a c h i e v e d  
8. P r o b a b i l i t i e s  o f  O p t i m a  i n  M u l t i - O b j e c t i v e  L i n e a r  Programmes 
L e t  us  now r e s t r i c t  o u r s e l v e s  t o  f i n d  t h e  e f f i c i e n t  s o l u t i o n s  f o r  
t h e  d e t e r m l n i  s t  i c  p r o b l e m .  
where  x - ( x ~ ~ n ~  AX-b ;  x ) , ~ ]  
As i t  i s  known / 2 3 / ,  x  i s  an e f f i c i e n t  p o i n t  o f  t h e  l i n e a r  v e c t o r  
m a x i m i z a t i o n  p r o b l e m  P:max Cn s u b j e c t  t o  x €  X ( C  i s  a  r x  n  m a t r i x )  
i f  and  o n l y  i f  t h e r e  1s somea)  0  i n r t h e  s e t  
A -{A=($,.. . , R r : O < l i  ( 1 ,  Z 1 i = l ]  s u c h  t h a t  x  i s  an o p t i m a l  
i - l  
s o l u t i o n  o f  t h e  a s s o c i a t e d  l i n e a r  p r o b l e m  whose objective f u n c t i o n  i s  
a  w e i g h t e d  c o m b i n a t i o n  o f  t h e  r o b j e c t i v e  f u n c t i o n s  o f  t h e  v e c t o r  
m a x i m i z a t i o n  p r o b l e m  PX : max X ' t x  
x E  Y. 
The p a r a m e t e r  s p a c e / \  can  be decomposed i n t o  a  f i n i t e  number o f  
p o l y h e d r a  A ( x i ) ( w h i c h  c o r r e s p o n d  t o  d i f f e r e n t  n o n d o m i n a t e d  e x t r e m e  
p o i n t s  o f  t h e  f e a s i b l e  s e t  o f  P) and  open h a l f - s p a c e s x  These  j '  
p o l y h e d r a  a r e  c o n n e c t e d  by t h e i  r b o u n d a r y  h y p e r p l a n e s .  The p o l  y h e a r a  1 
s e t  A ( x i )  c o n s i s t s  o f  a i l  s u c h  t h a t  x i  i s  an o p t i m a l  s o l u t i o n  o f  P 
- 1, 
and t h e  p r o b l e m  PA has n o  f i n i t e  o p t i m a l  s o l u t i o n  f o r  a l l  X E  A j .  
I n  c o n n e c t i o n  w i t h  t h e  s t r u c t u r e  o f  t h e  s p a c e  A o f  1 - v a l u e s ,  
i n  / 2 9 / .  S.S.Sengupta ,  M . L . P o d r e b a r a c  and T.D.H.Fernando p u t  t h e  
f o l l o r ! i n g  q u e s t i o n  " G i v e n  a  b a s i c  f e a s i b l e  s o l u t i o n ,  w h a t  i s  t h e  
p r o b a b i l i t y  t h a t  i t  i s  a l s o  o p t i m a l ?  O r ,  e q u i v a l e n t l y ,  o i v e n  t h a t  a  
s o l u t i o n  i s  b a s i c  o p t i m a l ,  wha t  i s  t h e  p r o b a b i l i t y  t h a t  i t  may be 
assoc  i a t e d  wi  t n  an a s s i g n e d  r e g i o n  i n  t h e  s p a c e  A?'. ' 
Of c o u r s e ,  t h e  n o t i o n  o f  " p r o b a b i l i t y "  i s  t h e  one o f  g e o m e t r i c  
p r o b a b i l i t y ,  i . e . ,  i n  t e r m s  o f  r e l a t i v e  l e n g h t s ,  v o l u m e s  e t c .  
Because A i s  a  s u b s e t  o f  n - d i m e n s i o n a l  E u c l  i d i a n  space  R '  we can 
d e f i n e  a  C - r i n g  F  o f  Lebesque-  m e a i u r a b l e  s u b s e t  o f  A. ~ e t  {A ,F,m(. ) )  
be a  m e a s u r e  s p a c e ,  where  mi- )  i s  t h e  Lebesque  m e a s u r e .  
We c o n s t r u c t  a n o t h e r  measure  )A(. ) -m( .  ) / m ( / \ )  w h i c h  g i v e  r i s e  t o  
a  new measure  s p a c e { h , F , , U ( . ) )  . T h i s  new measure  space can  s e r v e  as 
a  p r o b a b i l i t y  space  b e c a u s e  t h e  m e a s u r e p ( . )  i s  t o t a l l y  f i n i t e  a n d  
y ( A ) = l .  
Theorem ( / 2 9 / )  L e t  At be an a r b i  t r a r  i l y  a s s i g n e d  Lebesque  m e a s u r a b l e  
s u b s e t  o f  A ,  and l e t  x g  be an a r b i t r a r y  b a s i c  f e a s i b l e  s o l u t i o n  o f  
P A .  Then t h e  f o l l o w i n c  e x i s t ,  n a m e l y ,  
a )  P ( f  i s  o p t i m a l )  
b )  P ( x B  i s  o p t i m a l  ( X C  A ) G 
C )  P ( X e A G  1 x B  i s  o p t i m a l )  
9 .  M u l t i p l e  Min imum R i s k  S o l u t i o n  i n  S t o c h a s t i c  Programmina  
I n  s e v e r a l  p a p e r s  / 3 1 / ,  / 3 3 / ,  / 3 4 / ,  / 3 3 / ,  / 4 0 /  S t a n c u - n i n a s i a n  
c o n s i d e r e d  a  more g e n e r a l  c a s e  o f  t h e  min imum r i s k  p r o b l e m ,  i . e .  t h e  
c a s e  when t h e  p r o b a b i l i t i e s  t h a t  t h e  v a l u e s  o f  r o b j e c t i v e  f u n c t i o n s  
e x c e e d  some l e v e l s  o f  p e r f o r m a n c e  a r e  m a x i m i z e d  
max P { W I C { ( ~ J ) X ) U ~ )  
x t  X 
max P { W  I c i ( w ) x  > u r )  
x t  X 
w i t h  X d e f i n e d  as i n  ( 8 ) .  
F o r  s o l v i n c  such  p r o b l e m ,  S t a n c u - H i n a s i a n  p r o p o s e s  a  method  w h i c h  
c o n s i s t s  i n  t h e  s e q u e n t i a l  s o l v i n c  o f  some min imum r i s k  p r o b l e m  
( c o n t a i n i n s  a l s o  q u a d r a t i c  c o n s t r a i n t s ) .  R e l a t e d  t o  t h i s  m e t h o d ,  t h e  
c o n c e p t  o f  t h e  m u l t i p l e  min imum r i s k  s o l u t i o n  i s  i n t r o d u c e d  and a  
r e l a x a t i o n - t y p e  m e t h o d  f o r  i t s  o b t a i n i n g  i s  g i v e n .  
We c a n  i n t r o d u c e  . o t h e r  m o d e l s  i n  a s i m i l a r  manner  t o  t h a t  
s u g g e s t e d  i n  R e f . / 2  I / ,  / 2 2 / .  T h u s ,  a  p o s s i b l e  o b j e c t i v e  i s  t o  
m a x i m i z e  t h e  j o i n t  p r o b a b i l i t y  /22 /  
P {  c;x 2 U l  .... , C ; ( ~ X  2 U Z ]  
o r  t o  m a x i m i z e  
r u.P(.;(w) 2 Uk) 
k=  1 J 
where  W a r e  w e i c h t s  a s s o c i a t e d  w i t h  each  o b j e c t i v e  f u n c t i o n .  j 
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MULTIOBJECTIVE OPTIMIZATION AND DECISION MAKING 

THE MANAGER'S DILEMMA: GOOD DECISIONS NEED 
NOT LEAD TO GOOD OUTCOMES 
D.E. Bell 
Harvard University, Boston, Massachusetts, USA 
1. In t roduc t ion  
The purpose of dec i s ion  a n a l y s i s  i s  t o  a i d  t h e  c o g n i t i v e  p rocesses  
of a  d e c i s i o n  maker by c r e a t i n g  an e v a l u a t i o n  system t h a t  depends on a 
smal l  number of r u l e s .  For d e c i s i o n  making under u n c e r t a i n t y  von Neumann 
and Horgenstern 131 suggested a number of r u l e s  t h a t  many people nor  
b e l i e v e  should n a t u r a l l y  be p a r t  of any pe r son ' s  d e c i s i o n  making process .  
These r u l e s  imply t h a t  a  dec i s ion  maker need only  s p e c i f y  a u t i l i t y  func t ion  
incorpora t ing  t r a d e o f f s  between measures of outcome performance, and then 
s e l e c t  the  a l t e r n a t i v e  which maximizes t h e  p r o b a b i l i t y  weighted expected 
va lue  of t h a t  func t ion .  
The widespread acceptance of t h i s  model has l ed  a n a l y s t s  t o  t r y  and 
a i d  managers i n  t h i s  f a sh ion .  The manager w i l l  acknowledge, l e t  us say,  
t 'mt  h i s  o b j e c t i v e  i s  t o  make money f o r  t h e  company. The a n a l y s t  then 
asks  ques t ions  of t h e  form "Would you r a t h e r  make $1 m i l l i o n  p r o f i t  f o r  
su re  or  take a 50-50 gamble between $0 and $3 m i l l i o n  p r o f i t ? " .  A t  t h i s  
po in t  t h e  manager a sks  such ques t ions  as "What i s  t h e  c o n t e x t ?  How d i d  
t h i s  choice  a r i s e ?  What can I do about the  u n c e r t a i n t y ? "  and so on. 
The a n a l y s t  e x p l a i n s  p a t i e n t l y  t h a t  t h e  answers t o  t h e s e  ques t ions  a r e  of no 
consequence s i n c e  a l l  we a r e  t r y i n g  t o  do i s  e s t a b l i s h  t h e  u t i l i t y  func t ion .  
The manager knows these  ques t ions  a r e  of c r i t i c a l  importance and the  
a n a l y s i s  i s  doomed from this po in t .  
A t r a d i t i o n a l  a n a l y s i s  of t h e  management d e l e g a t i o n  problem i s  a s  
fo l lows.  The o r g a n i z a t i o n ,  o r  h igher  l e v e l  manager, has  a  u t i l i t y  f u n c t i o n  
U ( X )  f o r  t h e  p r o f i t s  X of t h e  s e c t o r  run  by the  manager. The manager 
p e r c e i v e s  an  economic b e n e f i t  e ( x )  acc ru ing  t o  himself ( through promotions 
o r  d i r e c t  bonuses) f o r  ach iev ing  a  l e v e l  x  and has a  u t i l i t y  f u n c t i o n  
v ( e )  f o r  t hose  b e n e f i t s .  Thus t h e  manager a e l e c t s  on t h e  b a s i s  of v ( e ) ,  
whereas t h e  o rgan iza t ion  would v i s h  him t o  use u ( x ) .  The ques t ion  is. 
does  t h e r e  e x i s t  an i n c e n t i v e  system i ( x )  such t h a t  v ( e ( x )  + i ( x ) )  - u ( x ) ,  
where we assume i ( x )  i s  n e g l i g i b l e  compared t o  x .  I f  so ,  t h e  manager 
should then make d e c i s i o n s  e x a c t l y  i n  accordance v i t h  company wishes .  
But t h i s  is  not  t h e  whole s t o r y .  It would be t h e  whole s t o r y  i f  a 
manager 's  j ob  were,  each day, t o  s e l e c t  one of a number of a l t e r n a t i v e s  
p resen ted  t o  him, each e x p l i c i t l y  desc r ibed  by a  p r o b a b i l i t y  d i s t r i b u t i o n  
of outcomes. However i t  i s  a  manager 's  j ob  t o  aeek out  and i d e n t i f y  
a l t e r n a t i v e s ,  a l s o  t o  e s t i m a t e  t h e  p r o b a b i l i t y  d i s t r i b u t i o n  of outcomes 
f o r  each a l t e r n a t i v e ,  and only  then t o  e v a l u a t e  them f o r  d e s i r a b i l i t y .  
The manageF recogn izes  that he is being eva lua ted  n o t  on ly  f o r  h i s  a b i l i t y  
t o  r e f l e c t  company o b j e c t i v e s  i n  h i s  s e l e c t i o n s  but  a l s o  i n  h i s  a b i l i t y  
t o  c r e a t e  a l t e r n a t i v e s  and f o r e c a s t  t h e i r  p r o s p e c t s  a c c u r a t e l y .  
To s i m p l i f y  t h e  s i t u a t i o n ,  suppose t h a t  an  a l t e r n a t i v e  always r e s u l t s  
i n  SO o r  $1 and t h a t  a good manager has  a p r o b a b i l i t y  p  of p i ck ing  a good 
a l t e r n a t i v e .  Suppose t h a t  a bad manager can do t h i s  only  w i t h  p r o b a b i l i t y  
q ( l e s s  than p ) .  Suppose f u r t h e r  t h a t  a newly h i r e d  manager is  e q u a l l y  
l i k e l y  t o  be good o r  bad. I f  t h e  manager 's  f i r s t  d e c i s i o n  proves  t o  be 
bad, h ighe r  management w i l l  r e v i s e  downwards i t s  e s t a t e  of t h e  l i k e l i h o o d  
of t h a t  manager being good from one-half t o  (1-p)/Kl-p) + ( 1 - q ) ] .  Thus a 
good manager who, by d e f i n i t i o n ,  is  making good d e c i s i o n s  may be condemned 
by bad outcomes. 
It i s  n a t u r a l ,  t h e r e f o r e ,  f o r  a manager ' s  behavior  t o  be d i s t o r t e d  by 
t h e  knowledge t h a t  however l o y a l  and a c c u r a t e  i s  h i s  d e c i s i o n  making 
p rocess ,  h i s  OM i n t e r e s t s  may be b e t t e r  served by a  d i f f e r e n t  p rocess ,  
p r e c i s e l y  because  he w i l l  be judged by t h e  q u a l i t y  of outcomes no t  by 
t h e  q u a l i t y  of h i s  d e c i s i o n s .  
2 .  Examples of t h e  Importance of Context 
I n  o rde r  t o  show t h e  need of t h e  manager t o  know t h e  con tex t  of a  
d e c i s i o n ,  i t  i s  u s e f u l  t o  i l l u s t r a t e  some con tex t s .  
I l l u s t r a t i o n  1 You work f o r  Company A, a  r e g i o n a l  toy manufacturer  
t h a t  e a r n s  80% i f  i t s  income dur ing  December. Due t o  long product ion 
and a d v e r t i z i n g  l ead  t lmes  your s t r a t e g y  f o r  p r i c i n g  and a d v e r t i z i n g  must 
be s e t  we l l  i n  advance, i n  f a c t  i n  February .  Your p r i n c i p a l  compet i tor  
i s  a  n a t i o n a l  toy manufacturer ,  Company B. The i r  p r i c i n g  is f a i r l y  
s t a n d a r d  and c o n s t a n t  from yea r  t o  y e a r ,  but t h e i r  a d v e r t i z i n g  s t r a t e g y  
v a r i e s  w i l d l y .  Some y e a r s  they launch a  major a d v e r t i z i n g  campaign, 
some v e a r s  they a d v e r t i z e  ha rd ly  a t  a l l .  They do each about  hal f  t h e  
time and t h e r e  i s  no way of p r d e i c t i n g  what they w i l l  do  t h i s  yea r .  
Company A has  a l s o  kept  i t s  p r i c i n g  s t r a t e g y  cons tan t  a s  too  w i t h  
i t s  a d v e r t i z i n g ,  which i s  q u i t e  modest. Company B i s  t oo  b i g  t o  c a r e  
what s t r a t e g y  A fo l lows ,  but A h a s  seen no r eason  t o  change i t .  
You, however, have thought of two i d e a s  f o r  i n c r e a s i n g  p r o f i t s .  The 
f i r s t  i s  t o  love r  p r i c e s .  You c a l c u l a t e  t h a t  should B  f a i l  t o  a d v e r t i z e ,  
cus tomers  seek ing  toys  w i l l  s e e  t h a t  A ' S  a r e  cheaper  and buy them. T h i s  
w i l l  l ead  t o  a ne t  g a i n  of S6 m i l l i o n  i n  p r o f i t .  However, i f  B does  
a d v e r t i z e ,  customers v i l l  be looking f o r  B ' s  product€  and A w i l l  only  ge t  
i t s  u s u a l  cus tomers ,  but they w i l l  pay l e e s  so  t h a t  i n  t h i s  c a s e  p r o f i t s  
w i l l  be reduced by $4 m i l l i o n .  Hovever s i n c e  each c a s e  is e q u a l l y  l i k e l y  
t h e r e  i s  a  n e t  expected g a i n  of $1 m i l l i o n .  The q u e s t i c n  i s  do you r e a l l y  
want t o  take a  decis ion which has a  50X chance of los ing  the  company 
S L  mil l ion?  The decis ion involves a  considerable  amount of personal r i s k .  
The second idea i s  f o r  A t o  adver t i ze  more i t s e l f .  This s t ra tegy  you 
c a l c u l a t e ,  w i l l  bring i n  a  net gain of $1 m i l l i o n ,  no matter what B does. 
This i s  splendid;  you achieve the gain of $1 rai l l ion with no r i s k  t o  
yourse l f .  
But i s  t h i s  dec i s ion  i n  the company's best  i n t e r e s t s ?  Suppose t h a t ,  
i n  a normal year ,  i f  B adver t izes ,  because of general  increased i n t e r e s t  
i n  toys A makes $10 mi l l ion  more p r o f i t  than i t  would otherviee.  See Table 
1. 
Table 1 
Sta tus  Quo 
Lower Pr ices  
Advert i z s  
We can see  from Table 1 tha t  lowering p r i c e s  reduces the  p r o f i t  uncertainty 
fo r  company A. If top managanent were =king the decis ion they would 
c l e a r l y  want t o  lower pr ices .  Because of the incremental evaluat ion system, 
a  lower l e v e i  manager would s e l e c t  the adver t i s ing  s t ra tegy .  
I l l u s t r a t i o n  2 You invest  Company A ' s  pension funds i n  bonds, s tocks 
and o ther  veh ic les  such as  mortgages and d i r e c t  r e a l  e s t a t e .  You bel ieve 
t h a t  now i s  the  time t o  be mlidly i n  bonds but your counterparts  a t  the 
a t  the r i v a l  companies B apd C do not th ink  so. men a f t e r  incorporat ing 
the f a c t  tha t  they think s tocks w i l l  be super io r ,  you remain convinced 
tha t  bonds a r e  the way t o  go. Table 2 summarizes your f e e l i n g s  on t h i s .  
B adver t izes  
(.50) 
$ 1 5  mi l l ion  
S 11 mil l ion  
S 16 mil l ior .  
B does not adver t i ze  
(. 50) 
$ 5 mil l ion  
S 11 mil l ion  
$ 6 mi l l ion  
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Table  2  
Re tu rn  on S tocks  
Return  on Bonds 
What do you do?  I f  s t o c k s  f a i l  t o  go up you w i l l  b e  someth ing  of a  h e r o  
S tocks  go  up 
(. 50)  
202 
i n  your  own campany and looked upon as l u cky  e l s ewhe re .  I f  s t o c k s  go up 
n o t  only  w i l l  you be d i smi s sed  f o r  incompetence  a t  A, companies B and C 
w i l l  n o t  h i r e  you e i t h e r .  Going w i t h  t h e c o n s e n s u s  o p i n i o n  , is  much t h e  
S tocks  do n o t  go  up 
(.SO) 
OX 
s a f e r  s t r a t e g y  . 
I l l u s t r a t i o n  3 As a g e o l o g i s t  you a r e  a s s i g n e d  t o  d e c i d e  which  of two 
w e l l  s i t e s  t o  pu rchase .  Well  s i t e  A h a s  a  50X chance  of p r o v i d i n g  o i l  
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v a t h  $5 m i l l i o n .  S i t e  B h a s  a  25% chance  of p r o v i d i n g  o i l  wor th  $10 m i l l i o n .  
The s i t e  you r e j e c t  v i l l  be developed  by your  r i v a l s .  
Subcase  1 S i t e s  A and B a r e  a d j a c e n t .  I f  v e l l  A is  d r y ,  t hen  
60 t o o  will B be d r v .  
Subcase  2  S i t e s  A and B a r e  hundreds  of m i l e s  a p a r t  and have no 
b e a r i n g  on each  o t h e r .  
Tab l e  3 


























1 0  
1 0  
Table 3 shows chat  i n  Subcase 1 you have a  25% chance of being ahead 
$5 m i l l i o n  by choosing A over  B. You a l s o  have a  251 chance of being behind 
by $5 m i l l i o n  by choosing A over B. Choosing B over  A g i v e s  t h e  same 
a n a l y s i s .  S ince  you a r e  i n d i f f e r e n t  you s e l e c t  A on t h e  grounds of r i s k  
a v e r s i o n  f o r  t h e  company. Now look a t  Subcase 2. The cho ice  between A 
and B comes down t o  dec id ing  whether a 25% chance of being $5 m i l l i o n  ahead 
wi th  A is  worth a  12 1/ZX chance of being behind $10 m i l l i o n .  Perhaps t h i s  
i s  a good t r a d e o f f .  Perhaps i t  i s  n o t .  The p o i n t  is merely t h a t  t h e  
a n a l y s i s  is  d i f f e r e n t  i n  the  two subcases .  
3. Performance Evaluat ion 
The t h r e e  i l l u s t r a t i o n s  shov d i f f e r e n t  ways in which managers may be 
eva lua ted :  
a )  Incremental  Comparison I f  s h e  company s t a r t e d  t h e  p e r i o d  i n  
s t a t e  xo and f i n i s h e d  i t  i n  s t a t e  xl, i t  i s  c a l c u l a t e d  i n  what s t a t e  x' 1 
t he  company would have been had you not  made t h e  d e c i s i o n  you d i d .  Th i s  
d i f f e r e n c e  xl - x i  is  a measure of your performance. You pe rce ive  
v (x l  - x i  ) t o  be t h e  impact t o  you of t h i s  eva lua t ion .  The f u n c t i o n  v  may 
be concave i f  you a r e  worr ied  about d i s m i s s a l ,  convex i f  JWT j ob  i s  s ecu re  
but you a r e  looking f o r  promotion o p p o r t u n i t i e s  o r  s-shaped i f  you a r e  
r equ i red  t o  ach ieve  some goa l  of c o n t r i b u t i o n  ( success  i f  xl - x i  g*, 
f a i l u r e  i f  xl  - x i  < g*) .  
b) Comparison wi th  t h e  Competit ion I f   you^ d i v i s i o n  began t h e  
pe r iod  i n  s t a t e  x  and ended i n  s t a t e  xl and i f  du r ing  t h e  same per iod your 
compet i tor  (which might be i n t e r n a l  o r  e x t e r n a l  t c ?  your company) went from 
yo t o  yl then your performance is  measured by (xl - xo)  - (yl - yo) o r  
p o s s i b l y  by xl - yl .  Once aga in  your p e r c e p t i o n  of t h i s  e v a l u a t i o n  is  
v(x l  - Yl). 
Th i s  form of e v r l u a t i o n  is  q u i t e  v idesp read .  h n y  companies judge 
t h e i r  own performance by comparison v i t h  s i m i l a r  companies i n  t h e i r  own 
bus iness  s e c t o r .  A company wi th  m u l t i p l e  d i v i s i o n s  w i l l  i n v e s t i g a t e  the  
management c a p a b i l i t i e s  of t h e  d i v i s i o n  performing, r e l a t i v e l y ,  l e a s t  v e l l .  
C )  Comparison wi th  Options not taken I f  i t  i s  your job  t o  choose 
between two l u c r a t i v e  p r o j e c t s  A and B you w i l l  g e t  no c r e d i t  j u s t  because 
t h e  p r o j e c t  you s e l e c t  does  we l l .  I n s t e a d  your performance w i l l  be 
eva lua t ed  ~y  hov w e l l  your chosen p r o j e c t  does  ( x )  r e l a t i v e  t o  t h e  one 
you r e j e c t e d  (which r e s u l t s  i n  y ) .  Once a g a i n  we have a  measure x - !: 
and a n  i m p l i c a t i o n  v ( x  - y)  . 
T h i s  i s  t h e  manner of d e c i s i o n  e v a l u a t i o n  used in t h e  t heo ry  of 
d e c i s i o n  r e g r e t  [ I ]  used t o  e x p l a i n  a p p a r e n t l y  p a r a d o x i c a l  behavior  i n  
l o t t e r y  s t y l e  q u e s t i o n s  [2 ] .  
4 .  I m p l i c a t i o n s  f o r  Management Decis ion  Theorv 
The g e n e r i c  payoff f u n c t i o n  f o r  a  manager is t h u s  v(ii - 9 )  where ii 
is a  d i r e c t  measure of t h e  manager 's  c o n t r i b u t i o n  and ; is t h e  l e v e l  achieved 
oy t h e  benchmark. I f  t h e  u t i l i t y  f u n c t i o n  of t h e  company i s  u ( x )  i t  i s  
c l e a r  t h a t  t h e  manager w i l l  not  make d e = i s i o n s  c o n s i s t e n t  w i t h  i t  i f  he i s  
us ing  v ( x  - y ) .  Moreover, no i n c e n t i v e  system I ( x )  w i l l  c o r r e c t  t h i s  
problem. Indeed even i f  an i n c e n t i v e  system I ( x , y )  were developed t o  
meet t n i s  n e e d o n e  vould have t o  be sure t h a t  t h e  p a r t i c u l a r  cho ice  of y  
(among those  covered ln Sec t ion  3) does  not  vary  fram problem t o  problem. 
To t ake  a s p e c i f i c  example, l e t  u s  t ake  v  t o  be concave and y t o  be 
t h e  performance of a  second d i v i s i o n  of t h e  company. 
Observat ion  1 The manager p r e f e r s  p r o j e c t s  ; which a r e  p o s i t i v e l y  
c o r r e l a r e d  wi th  7 over p r o j e c t s  vn ich  a r e  n e g a t i v e l y  c o r r e l a t e d .  
2  Proof E [ V ( G  - j;)j = (i; - 7 )  v l ( ~ )  + 1 / 2 v " ( 0 ) l u ~ ~  A c - 2cc G + (P - 7)  1 
- Y X y 
2 where 2 and 7 a r e  average  r e t u r n s  and Gx , G 2  r e p r e s e n t  v a r i a n c e s .  The 
Y 
cons t an t  c i s  t he  c o r r e l a t i o n  c o e f f i c i e n t  b e t w e n  % and 5 .  Note t h a t  i f  
v"(0)  < 0  then c > 0  i s  p r e f e r r e d  t o  c < 0. 
The problem i s  t h a t  i f  u  i s  t h e  u t i l i t y  f u n c t i o n  of t h e  company 
we have 
2 
~ l u ( i  + ~ j l  = (i + ? ) u 1 ( o )  + 112 u v 1 ( 0 ) / o x 2  + o  + 2-20 c + (P + 8 )  j Y x Y 
If ~ " ( 0 )  < 0  rhe  cornparry p r e f e r s  c < 0  t o  c > 0. 
For the  next  example l e t  7 be the  p r o j e c t  not taken.  
Observat ion 2 The manager may pay a premium f o r  s i t u a t i o n s  i n  which y 
remains unresolved i f  no t  taken. 
I f  y i s  not  takerr ,evaluat ion of t h e  manager can t a k e  p l a c e  only  
r e l a t i v e  t o  an e s t i m a t e  of how 7 w u l d  have been r e so lved .  Suppose the  
e s t i m a t e  i s  7 .  For example i n  choosing between two RCD p r o j e c t s ,  i t  w i l l  
never be known how t h e  one not  t aken  would have turned out .  But the  
q u a l i t y  of t h e  d e c i s i o n  w i l l  be judged r e l a t i v e  t o  che average performance 
of such p r o j e c t s .  
We have 
E I V ( E  - ? ) I  = ti - y ) v l ( o )  + 112 V ~ ~ ( O ) ( C ~ ~  + (E - y)') 
which is  g r e a t e r  than E[v(r" - F ) ]  i f  v U ( O ) [ 0  - 2cox; < 0. I f  
Y 
v"(0)  < 0 t h i s  r e q u i r e s  ov 2 Zco . 
5. Conclus ions  
It i s  a f i c t i o n  t h a t  a cappany has  o b j e c t i v e s  t h a t  can be n e a t l y  
summarized i n  a s i n g l s  a t t r i b u t e  u t i l i t y  func t ion .  J u s t  a s  t h e  manager 
has  complicated i n c e n t i v e s  and p r e s s u r e s  s o  coo h a s  t h e  o rgan iza t ion .  
Therefore  i n  i t s  d e s i r e  t o  a i d  o r g a n i z a t i o n s  and t h e i r  managers i n  making 
b e t t e r  d e c i s i o n s ,  management s c i e n c e  must l e a r n  t o  r ecogn ize  t h e s e  p r e s s u r e s  
and t o  a l low f o r  them i n  an a n a l y s i s .  Th i s  may r e q u i r e  a thorough 
unders tanding of the  a a n a g e r ' s  environment and p e r s p e c t i v e  i n  o r d e r  t o  
provide  a u s e f u l  d e c i s i o n  suppor t  6pS tm.  
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ON THE APPLICABILITY OF THE NASH SOLUTION 
AND THE ZEUTHEN THEOREM TO WAGE 
BARGAINING PROCESSES 
G .  Fandel 
Fernuniversitat Hagen, FRG 
Wage b a r g a i n i n g  a r e  d e c i s i o n  p r o c e s s e s  among two p a r t i e s  w i t h  d i f f e r e n t  
u t i l i t y  f u n c t i o n s .  For  t r e a t i n g  them game and b a r g a i n i n g  t h e o r e t i c a l  
s o l u t i o n  p rocedures  (Fandel  1979a; Fande l  197933) may b e  used. I t  i s  
a n a l y s e d  how f a r  t h e  c o o p e r a t i v e  Nash-solut ion (Nash 1953)  and t h e  
b a r g a i n i n g  theorem of Zeuthen (Zeuthen 1930) are s u i t a b l e  t o  d e s c r i b e  
t h e  d e c i s i o n  behav iour  o f  l a b o u r  and management i n  t h e  meta l -p rocess ing  
i n d u s t r y  of t h e  F e d e r a l  Xepubl ic  o f  Germany d u r i n g  the wage b a r g a i n i n g  
p r o c e s s e s  between 1961 and 1979. 
2. Wage b a r g a i n i n g  i n  t h e  meta l -p rocess ing  i n d u s t r y  
2 .1  P r e l i m i n a r y  remarks 
The s u b j e c t  o f  t h e  a n a l y s i s  w i l l  b e  t h e  wage d r s p u t e s  between "Gesamt- 
m e t a l l "  a s  o r ~ a n i z a t i o n  r e p r e s e n t i n g  t h e  employers  and "IG M e t a l l "  
(Metalworkers  Union) as t h e  employees '  r e p r e s e n t a t i o n  i n  t h e  F e d e r a l  
Republ ic  of Germany i n  1961/62 t o  1979. The y e a r s  1964, 1967 and 
1972/73, however,had l a t e r  t o  b e  exc luded  from t h e  s t u d y ,  s i n c e  i n  
t h e s e  y e a r s  agreements  were e i t h e r  reached u n u s u a l l y  q u i c k l y  on account  
of p o l i t i c a l  o r  economic e v e n t s  o r  were s imply t a k e n  o v e r  from o t h e r  
a r e a s ;  i n  t h e s e  c a s e s  t h e r e  were n o t  any s i g n s  o f  b a r g a i n i n g  
p r o c e s s e s .  
The m e t a l - p r o c e s s i n g  i n d u s t r y  seems t o  l e n d  i t s e l f  p a r t i c u l a r l y  
w e l l  t o  i n v e s t i g a t i o n s  o f  t h i s  k i n d  s i n c e  f i r s t  o f  a l l ,  w i t h i n  t h e  
DGB (German Trade  Union F e d e r a t i o n )  I G  Metal1 r e p r e s e n t s  by f a r  
t h e  m a j o r i t y  of t h e  employees o r g a n i z e d  rn  t h i s  c o n f e d e r a t i o n  
and s e c o n d l y ,  i t  shows a  s t r o n g e r t e n d e n c -  towards  t h e  s t r a t e v  o f  
cash  wage t h a n  o t h e r  t r a d e  un ions  (Zerche 1979, p .  25 and p .  117 f f . ) .  
The l a t t e r  i s  o f t e n  justifred by t h e  argument t h a t  t h e  h i g h e s t  p o s s i b l e  
rnninal wage increase strengthens the  power posit ion of the  union 
leaders more e f f i c i e n t l y  than any other  s t r a t e g i e s .  Therefore, 
additional claims w i l l  not be taken i n t o  account because of t h e i r  
secondary r o l e  and the  d i f f i c u l t i e s  t o  quantify them adequately 
within the  wsTe movements. In this context the  di f ference between 
the  great ly  centra l ized bargaining s t ra tegy of the  employers and 
the  un ion i s t s '  w i l l  t o  negot ia te  regionally has t o  be allowed 
fo r  i n  a  su i t ab le  way: fo r  t h i s  reason we have chosen as  bargaining 
processes the wage negotiat ions i n  the  p i l o t  areas  which i n  the  
year concerned were regarded a s  t rend-set t ing f o r  the  t o t a l  wage 
movement within t h e  branch of industry under review, and whose 
agreement proposals have been approved of by the  members of Gesamt- 
metall  and the  representa t ives  of I G  Metall.  
Table 1 spec i f i es  the  i n i t i a l  claims of I G  Metal1 G c ,  the  i n i t i a l  
o f f e r s  made by Gesamtmetall yt, t h e  ac tua l  contracts  w; a s  well as 
the  naive solut ions  Gt f o r  the  years t from 1961/62  t o  1979 
expressed i n  percentages of the  l a s t  bas ic  wage. A t  this, the  
notion of the  naive solut ion bases on a  general ru le  of the  
economic p rac t i ce  saying t h a t ,  usual ly ,  the  l a t e r  agreement with 
respect t o  t h e  wage increase r a t e  l i e s  halfway between the  union's  
i n i t i a l  claim and the  employers' i n i t i a l  o f f e r ,  t h a t  i s  t o  say 
approximately corresponds t o  the  ar i thmet ic  mean of these two 
quan t i t i e s .  
2 . 2  Application of the  cooperative Nash-solution 
The c lose  r e l a t i o n  between the  naive solut ion ane the  actual  agreement 
c a l l s  f o r  ar, inquiry cf the  question t o  vhat extent  the  agreement 
points of the  wa?e negot ia t ior~s  a r e  inter;?retable i n  the  sense of 
the  cooperative Nash-solution, s ince  1 1 1  case of l i n e a r l y  t r ans fe rab le  
u t i l i t y  t h i s  game-theoretic conce2t uevidec, the  baryaining cake 
avai lable  between two p a r t i e s  i n t o  two equal shares.  For an 
ana ly t i c  reconstruction of this paeslbillty of in te rp re ta t ion  l e t  
us assume i n  the  followinn t h a t  the  cake t o  be devided between I G  Metall 
and Gesamtmetall is  each time defined by the  di f ference of the  
changes of the  wage sums r e s u l t i n g  from the  claim of the  
union and the  i n i t i a l  o f f e r  made by the  employers, thus reads 
T a b l e  1 :  Su rvey  o f  the wage n e g o t i a t i o n s  1961/62 t o  1979 
Initial cLarm Initial o f f e r  Actual Naive 
of IG-  -bCrI -- I pol- ( 
I 1- i -  I 1 - I 
I t  1 %  I  w* t I t ,  6 -  w W  I 
and is c o n s e q u e n t l y  f i x e d ,  Lt d e n o t i n g  t h e  wage sum b e f o r e  t h e  wage 
d i s p u t e  i n  t h e  y e a r  t ,  and w o r k e r s  and employe r s  p o s s e s s i n g  l i n e a r l y  
homogeneous u t i l i t y  f u n c t i o n s  w i t h  r e s p e c t  t o  t h e  s h a r e s  which  t h e y  
e v e n t u a l l y  o b t a i n  o f  this b a r g a i n i n g  c a k e .  I f  I G  M e t a l l  and  Gesamt- 
metal1 are a s s i g n e d  t h e  i n d i c e s  n = l  and n=2 r e s p e c t i v e l y ,  t h e  
u t i l i t y  f u n c t i o n s  r ema in ing  c o n s t a n t  o v e r  t h e  y e a r s  w i t h  r e s p e c t  
t o  t h e  s h a r e s  can b e  w r i t t e n  a s  f o l l o w s  
- 
W -w 
t -t ( 2 )  ult=a-- Wt-wt and  ( 3 )  ~ ~ ~ = b - -  r e s p e c t i v e l y ,  
Wt-Et W t -w -t 
the q u a n t i t i e s  a  a n d  b  i n d i c a t i n g  t h e  C o n s t a n t  m a r g i n a l  u t i l i t y .  
It i s  e a s y  t o  see t h a t  the u t i l i t y  o f  I G  Metall ( G e s a m t m e t a i l )  grows 
( d e c l i n e s )  l i n e a r l y  w i t h  t h e  r i s i n g  wage i n c r e a s e  r a t e  wt which the 
two p a r t i e s  h a v e  t o  a g r e e  upon i n  y e a r  t and f o r  which  ytSwt5; t 
- 
h o l d s  I n  g e n e r a l .  F o r  w t w  I G  M e t a l l  r e a c h e s  t h e  h i g h e s t  u t i l i t y ,  t 
t h a t  o f  Gesamtmeta l l  becoming e q u a l  t o  z e r o ;  c o r r e s p o n d i n g l y  t h e  
r a t i o  i s  i n v e r s e  f o r  wt=wt. Moreover,  le t  Gt>wt be  presupposed.  The 
c o o p e r a t i v e  Nash-so lu t ion  (Nash 1953) i s  c h a r a c t e r i z e d  by t h e  f a c t  
t h a t  t h e  two n e g o t i a t i n g  p a r t i e s  i n v o l v e d  i n  t h e  c a s e  c o n s i d e r e d  h e r e  
a g r e e  upon a  wage i n c r e a s e  r a t e  w: o r ,  which is  e q u i v a l e n t ,  upon 
s h a r e s  of t h e  b a r g a i n i n g  cake by which t h e  p r o d u c t  of t h e i r  u t i l i t y  
i n c r e a s e s  w i t h  respect t o  a  d i sagreement  v e c t o r  ; = ( U 1 ,  u ) is  2  
maximized. To s i m p l i f y  m a t t e r s  t h e  d i sagreement  v e c t o r  can b e  
f i x e d  by t h e  z e r o  u t i l i t y  l e v e l s  of t h e  n e g o t i a t i o n  p a r t i e s .  The 
f o l l o w i n g  assumption which is  f a i r l y  p l a u s i b l e  i s  t o  j u s t i f y  t h i s  
unders tand ing :  The b a r g a i n i n g  c a k e  c o r r e s p o n d s  t o  t h a t  p a r t  of t h e  
r e t u r n  o f  p r o d u c t i o n  f o r  which i n  f u t u r e  t h e y  w i l l  have t o  work i n  
common and t h e  d i s t r i b u t i o n  o f  which t o  t h e  f a c t o r s  work and 
c a p i t a l  must be  agreed  upon w i t h i n  t h e  framework o f  t h e  wage 
d i s p u t e s ;  i f  one of t h e  p a r t i e s  c l a i m s  t h e  t o t a l  s h a r e  t h i s  w i l l  
be  m e t  by s t r i k e  and l o c k o u t  measures  r e s p e c t i v e l y  by t h e  o t h e r  
p a r t y ;  i n  such a c a s e  t h e  burden f o r  t h e  f i g h t i n g  fund on t h e  
u n i o n ' s  p a r t  on t h e  one s i d e  i s  o p p o s i t e  t o  t h e  c a p i t a l  
e x p e n d i t u r e  f o r  t h e  p l a n t  f a c i l i t i e s  on t h e  employers '  p a r t  on 
t h e  o t h e r .  
Assuming a  d i sagreement  v e c t o r  ; = ( G I  ) =  ( 0 , O )  i n  t h i s  s e n s e ,  and 2  
c o n s i d e r i n g  ( 2 )  and ( 3 )  t h e  c o o p e r a t i v e  Nash-solut ion can be 
de te rmined  a s  f o l l o w s  
a - b  - 
= 
 (wt-yt) ( W t - W t )  'C ( w t - s t )  (Gt-w (wt-wt)  t )  '
T h i s  e x p r e s s i o n  is e x c l u s i v e l y  dependent  o n  t h e  wage i n c r e a s e  r a t e  
wt as v a r i a b l e  which h a s  t o  b e  de te rmined  o p t i m a l l y  by bo th  p a r t i e s  
i n  t h e  form of an agreement .  As n e c e s s a r y  c o n d i t i o n  f o r  d e t e r m i n i n g  
such an o p t i m a l  w0 one o b t a i n s  from ( 4 )  t 
and from t h i s ,  because  o f  c#O, 
m n s e q u e n t l y ,  assuming t h e  u t i l i t y  f u n c t i o n s  ( 2 )  and ( 3 )  t o  a p p l y ,  
and t a k i n g  t h e  assumptions  concern ing  t h e  b a r g a i n i n g  o b j e c t  of t h e  
two p a r t i e s  and t h e i r  d i sagreement  v e c t o r  a s  a  b a s i s ,  t h e  c o o p e r a t i v e  
0 Nash-solut ion wt t a l l i e s  w i t h  t h e  n a i v e  s o l u t i o n  Gt, and i t s  
e x p l a n a t o r y  v a l u e  w i t h  respect t o  t h e  a c t u a l  agreements  reached  
w:, a s  may be  s e e n  from Tab le  1 ,  can be e s t i m a t e d  a c c o r d i n g l y .  
I n  t h i s  connec t ion  t h e  c o o p e r a t i v e  N a s h a o l u t i o n  h a s  been d e r r v e d  
from t h e  i n i t i a l  c l a i m  Gt of t h e  union and t h e  i n i t i a l  o f f e r  y t  made 
by t h e  employers ;  no s t a t e m e n t ,  however, has  t h u s  been made about  
how t h e s e  two i n i t i a l  v a l u e s  were o b t a i n e d .  As f a r  as t h i s  i s  
concerned it may b e  enough t o  s a y  t h a t  b o t h  employers  and employees 
p robab ly  t a k e  t h e  d a t a  of t h e  p a s t  o r  t h e  f u t u r e  economic t r e n d  as 
a b a s i s ;  due t o  i t s  l i m i t e d  method ica l  pcrfo-ce t h e  Nash concept  
does  c e r t a i n l y  no t  a l l o w  t h e s e  d a t a  t o  be  e l u c i d a t e d  and v e r i f i e d .  
S i n i l a r l y ,  t h e  d e v i a t i o n s  of t h e  a c t u a l  c o n t r a c t s  w; from t h e  
a n a l y t i c a l l y  d e r i v e d  v a l u e s  w t  c a n n o t  be  e x p l a i n e d  on t h e  b a s i s  of 
t h e  Nash approach.  S i n c e  t h e s e  d e v i a t i o n s  a r e  n o t  t o o  i m p o r t a n t ,  
a s  a  r u l e ,  t h e y  cou ld  be a s c r i b e d  t o  t h e  d i f f e r e n c e s  which a r e  
u s u a l l y  t o  be  found between t h e  r a t i o n a l l y  p o s t u l a t e d  and t h e  
e m p i r i c a l l y  observabbe d e c i s i o n  b e h a v i o u r .  Assuming c o n s t a n t  marg ina l  
u t i l i t i e s  f o r  bo th  p a r t i e s ,  however,  seems t o  b e  unprob lemat ic  i n  
view of t h e  f a c t  t h a t  wage movements a r e  g e n e r a l l y  of s p e c i a l  economic 
impor tance ,  and I G  Metall as w e l l  as Gesamtmetall  r e p r e s e n t  a very  
h i g h  number o f  p e r s o n s  i n t e r e s t e d .  
For t h e  wage n e g o t i a t i o n s  of 1969 t h e  above-mentioned a n a l y t i c  
s o l u t i o n  a c c o r d i n g  t o  Nash i s  g r a p h i c a l l y  r e p r e s e n t e d  i n  F i g u r e  1 .  
Here t h e  c o o r d i n a t e  axes  a r e  deno ted  by t h e  u t i l i t y  arguments 
(wt-yt) and (Gt-wt ) o r  ; - (wt-Gt ) : from t h e  e x p r e s s i o n  i n  ( 4 )  , s o  
t h a t  t h e  u t i l i t y  v a l u e s  u l t  and uZt of bo th  p a r t i e s  i n c r e a s e  
p o s i t i v e l y  w i t h  t h e  d i r e c t i o n  o f  t h e  c o o r d i n a t e s .  Between t h e  
p o i n t s  A and E l i n e  L marks a l l  c o n t r a c t s  wt f o r  which wt=5lwtsi2& 
t 
h o l d s .  
While any p o i n t s  above L a r e  n o t  f e a s i b l e  s i n c e  f o r  them t h e  u n i o n ' s  
c l a i m s  a r e  a lways h i g h e r  than  t h e  o f f e r s  made by t h e  employers ,  
which means t h a t  no agreements  can be  reached  t h e r e ,  c h e  p o i n t s  below 
L r e p r e s e n t  a  was te  o f  t h e  cake t o  be  d i v i d e d .  From t h e  c o n d i t i o n  
Fiwre 1: NaSh Solution WE and actual agreement reached w; for 
the wage negotiations in 1969- 
of optimality w:-wtGt-w: according to (5) follows the Nash - 
solution wf=8,5 with 8,5-5~12-8,5=3,5 which in Figure 1 is near 
C 
point C; the actual contract signed wL=8,7, however, corresponds 
to point D on L. As can be seen from (5) and (6) w: is independent 
of parameter c in ( 4 )  due to the invariance of the cooperative 
Nash-solution as to linear utility transfonnations;this parameter 
only represents a level constant with respect to the product of 
the utility increase which has to be maximized in common by both 
contrahents in comparison with the disagreement vector. 
2.3 Verification of the wage bargaining processes with the aid of 
the theorem by Zeuthen 
The bargaining theorem by Zeuthen (1930), which serves for 
rationalizing the concession behaviour of decisicn makers in 
conflicting decision situations (Fandel 1979n, p. 105 ff.), is 
identical with the axioms of the cooperative Nash-solution, so that 
b o t h  c o n c e p t s  a r e  e q u i v a l e n t  w i t h  r e s p e c t  t o  d e t e r m i n i n g  an o p t i m a l  
agreement  s o l u t i o n  between t h e  b a r g a i n i n g  p a r t n e r s .  But i n  
comparrson w i t h  t h e  c o o p e r a t i v e  Nash-so lu t ion  t h e  b a r g a i n i n g  theorem 
by Zeuthen r e p r e s e n t s  a much more e f f i c i e n t  i n s t r u m e n t  f o r  
v e r i f y i n g  t h e  b e h a v i o u r - t h e o r e t i c  consistency o f  t h e  d e c ~ s r o n s  
made by t h e  b a r g a i n i n g  p a r t n e r s .  While a c c o r d i n g  t o  Nash t h e  
o p t i m a l  s o l u t i o n  i s  de te rmined  s t a t i c a l l y ,  t h e  b a r g a i n i n g  t h e o r e m  
by Zeu then ,  i n  o r d e r  t o  r e a c h  t h i s  a im,  r e q u r r e s  a dynamic p r o c e s s  
c o n s i s t i n g  i n  p r o p o s a l s  and c o u n t e r p r o p o s a l s  which c o n s i d e r  t h e  
c o n c e s s i o n s  made by t h e  p a r t l e s ;  i n  t h i s  way the o p t i m a l  s o l u t i o n  
i s  i n t e r a c t i v e l y  approx ima ted  s t e p  by s t e p  and e v e n t u a l l y  r e a c h e d .  
I n  o r d e r  t o  be  a b l e  t o  p r o p e r l y  check t h e  r a t i o n a l i t y  o f  t h e  
c o n c e s s i o n s  made by I G  Hetall and Gesamtmeta l l  d u r i n g  t h e  pay 
t a l k s  o f  1961/62 t o  1979 a c c o r d i n g  t o  Zeuthen w h i l e  s t r i c t l y  
m a i n t a i n i n g  t h e  u t i l i t y  f u n c t i o n s  i n t r o d u c e d  i n  ( 2 )  t o  ( 4 )  t h e  
r e s p e c t i v e  c l a i m s  and o f f e r s  which were  s u b m i t t e d  by t h e  b a r g a i n i n g  
p a r t n e r s  u n t i l  t h e  agreement  was r e a c h e d ,  have  been compi led  i n  
T a b l e  2 f o r  t h e s e  d i f f e r e n t  wage d i s p u t e s  i n  tenns o f  b a r g a i n i n g  
rounds  ( K r e l l e  1976, p. 617 f f . ) .  The c l a i m s  a n d  o f f e r s  a r e  
g i v e n  i n  wage i n c r e a s e  rates and a c c o r d i n ?  t o  ( 4 )  c a n  m e d i a t e l y  
b e  a o n v e r t e d  i n t o  the u t i l i t y  v a l u e s  t h a t  are n e c e s s a r y  f o r  a p p l y i n g  
the t heorem of Zeuthen;  t o  s i m p l i f y  matters t h e  c o n s t a n t  c c a n  be  
n e g l e c t e d  h e r e ,  i . e .  set e q u a l  t o  one .  S i m u l t a n e o u s l y  T a b l e  2 
shows t h a t  t h e  wage n e g o t i a t i o n s  a r e  a lways  t o  b e g i n  w i t h  an i n i t i a l  
c l a i m  by the u n i o n s  i n  t h e  f i r s t  r o u n d ,  t h e  f o l l o w i n g  c l a i m s  a r e  
a lways  t o  b e  made i n  the r e s p e c t i v e  odd r o u n d s ,  an8  t h e  o f f e r s  by 
Gesamtmeta l l  a r e  t o  be made o n l y  i n  t h e  r e s p e c t i v e  even rounds .  
Moreover ,  as f a r  a s  t h o s e  c a s e s  are conce rned  i n  which between two 
d i f f e r e n t  c l a i m s  a n d / o r  o f f e r s  made by t h e  one  s i d e  there was no 
r e a c t i o n  by t h e  o t h e r  s i d e ,  it h a s  been p resupposed  t h a t  t h e  o t h e r  
s i d e  h a s  maYltarned i t s  last  c l a i m  a n d / o r  i t s  las t  o f f e r  i n  t h e  
i n t e r m e d i a t e  round.  I n  1963 the las t  two rounds  and i n  1965/66 t h e  l a s t  
f o u r  r o u n d s  a r e  n o t  t a k e n  i n t o  a c c o u n t  . i n  t h e  f o l l o w i n g  c o n s i d e r a t i o n s ,  
s i n c e  i n  t h e s e  two y e a r s  ag reement s  c o u l d  have  been r e a c h e d  e a r l i e r ,  
b u t  t h e  n e g o t i a t i o n s  were  c o n t i n u e d  f o r  t h e  t i m e  b e i n g  due t o  t h e  
f a c t  t h a t  a d d i t i o n a l  c l a i m s  were  d ropped  and f i n a l l y  a h i g h e r  wage 
i n c r e a s e  r a t e  was a g r e e d  upon. A c c o r d i n g l y ,  it s h o u l d  b e  n o t e d  i n  
1968 t h a t  t h e  wage c l a i m  o f  t h e  un ion  i n c r e a s e s  a g a i n  i n  round 9 ,  
c o n e e q u e n t l y  n o  c o n c e s s i o n  i s  made. 

Let  R t = { r  
t ' r t=:12t-.  - 
. , r t  ; d e n o t e  t h e  s e t  of  round i n d i c e s  i n  
y e a r  t ,  where  rt i n d i c a t e s  t h e  number o f  b a r g a i n i n g  rounds  i n  
n  t h i s  y e a r  r e q u i r e d  f o r  a  ( p o s s i b l e )  ag reemen t .  L e t  wt ( r t )  
c h a r a c t e r i z e  t h e  p r o p o s a l  made by p a r t n e r  n ,  n € t 1 , 2 )  i n  t h e  
round r t € R -  of  y e a r  t ;  i n  t h i s  connection i t  s h o u l d  b e  p o i n ~ e d  
L 
o u t  t h a t  a c c o r d i n s  t o  t h e  a r r anoemen t  d e s c r i b e d  i n  t h e  l a s t  
p a r a g r a p h  i n d e x  n = l  (IG M e t a l l )  can  a p p e a r  o n l y  i n  t h e  c a s e  of 
odd and i n d e x  n=2 (Gesamtmeta l l )  o n l y  i n  t h e  c a s e  of even round 
A A i n d i c e s .  Moreover ,  le t  f i t= !rt l rteF$ i b e  t h e  set of round  i n d i c e s  
of y e a r  t i n  a s c e n d i n g  o r d e r ,  f o r  which  one  o f  t h e  b a r g a i n i n ?  
1 A 1 A p a r t n e r s  makes a  c o n c e s s i o n ,  t h u s  w t ( r t ) < w t ( r t - 2 )  h o l d s  f o r  t h e  
2 A  2 A  A 
u n l o n ,  and  w ( r t ) > w t ( r t - 2 )  h o l d s  f o r  G e s m t m e t a l l  wi thr t€f l t  and  
A t ( r t - 2 ) € R t .  Then l e t  t h e  mapping o :fit-{ 1 . 2 ) b e  d e f i n e d  by t h e  f a c t  
A 
t h a t  ~t i n d i c a t e s  f o r  e a c h  c o n c e s s i o n  round rt€flt t h a t  b a r g a i n i n g  
A p a r t n e r  p ( r t ) € i l , 2 )  who made t h e  c o n c e s s i o n  i n  t h i s  round .  The new 
s u g g e s t i o n  wn ( P t )  , nE i 1  , 2  of t h a t  b a r g a i n i n g  p a r t n e r  which r e s u l t s  t 
from t h i s  c o n c e s s i o n  l e a d s  - a c c o r d i n g  t o  ( 4 )  - t o  t h e  p r o d u c t  
of  t h e  u t i l i t y  i n c r e a s e  
Moreove r ,  i n  o r d e r  t h a t  t h l s  c o n c e s s i o n  may b e  r a t i o n a l  a c c o r d i n g  
t o  t h e  theo rem by Zeuthen 
must  h o l d  ( F a n d e l  1979b, p .  1 0 6 ) .  
I f  t h e  f a c t  w h e t h e r  s u c h  a  c o n c e s s i o n  was r a t i o n a l  o r  n o t  i s  t h e n  
A 
mapped by t h e  b i n a r y  a t t r i b u t e  f u n c t i o n  Y(rt) w i t h  
I A n  A n '  A 1 ,  i f  D ( r t ) = n  and ut ( r t - 2 ) < u ,  (rt-1 (9) ? ( r t ) =  0 o t h e r w i s e  
t h e n  t h e  r e s u l t  of  t h e  a n a l y s i s  c a n  be  i l l u s t r a t e d  i n  a  s i m p l e  
form by T a b l e  3 .  Here  i n d e x  i i n d i c a t e s  t h e  c o n c e s s i o n  s t e p s  o f  
t h e  y e a r s  1961/62 t o  1979.  I n  o r d e r  t o  be  a b l e  t o  p a r t l y  r e c o n s t r u c t  
t h e  e v a l u a t i o n  o f  t h e  r e s u l t s  o f  T a b l e  3 ,  by way o f  e x p l a n a t i o n  
t h e  d e r i v a t i o n  of the r e s u l t s  f o r  t h e  y e a r  t=1969  i s  d e m o n s t r a t e d  

T a b l e  4: D e r i v a t i o n  o f  t h e  r e s u l t s  i n  T a b l e  3 f o r  t h e  y e a r  t = 1 9 6 9  
i n  T a b  
v a l u e s  
o f  t h e  
l e  4, u s i n g  t h e  s y m b o l s  ~ n t r o d u c e d .  The  common u t i l l t y  
n 
u ( r ,  ) r e s u l t i n g  f r o m  t h e  p r o p o s a l s  a n d  c o u n t e r p r o p o s a l s  t L 
p a r t n e r s  c a n  b e  marked  a s  p o i n t s  o n  l i n e  L i n  F i g u r e  1 ;  
f o r  t h e  s a k e  o f  c l a r i t y ,  h o w e v e r ,  t h l s  h a s  n o t  b e e n  d o n e  i n  t h i s  
c a s e  
A s  c a n  b e  s e e n  f r o m  T a b l e  3 47 o u t  o f  57 c o n s i d e r e d  c o n c e s s i o n  
s t e p s  by t h e  b a r g a i n i n g  p a r t n e r s  i n  the y e a r s  1961/62  t o  1979 
a r e  r a t i o n a l  a c c o r d i n g  t o  Z e u t h e n ;  t h u s  f o r  t h e  m ~ r t L a d  v a l u e  
1 o f  t h e  Z e u t h e n  s t e p s  
h o l d s .  
I f  o n e  s t a r t s  f r o m  t h e  a s s u m p t i o n  t h a t  Y 1s a random v a r i a b l e  o f  
q u a n t i t a t i v e  b i n a r y  q u a l i t y  a n d  t h e  c o n c e s s i o n  s t e p s  o f  t h e  
y e a r s  1 9 6 1 / 6 2  t o  19751 r e p r e s e n t  a s a m p l e  o f  t h e  s i z e  m=57 f r o m  
a n  i n f i n i t e  d l c h o t o m i c  p a r e n t  e n t i r e t y  c o n s i s t i n g  o f  t h e  set o f  
a l l  c o n c e s s i o n  s t e p s  made b e t w e e n  t h e  b a r g a i n i n g  p a r t n e r s  I G  M e t a L l  
and G e s a m t m e t a l l  i n  t h e  F e d e r a l  R e p u b l i c  o f  Germany a n d  f o r  whose  
e l e m e n t s  o n l y  t h e  p r o p e r t y  , = I  o r  v=O i s  i n t e r e s t i n g ,  t h e n  t h e  number 
o f  Zeuther .  s t e p s  i n  s u c h  a s a m p l e  o f  t h e  s l z e  rn i s  b i n o m i a l l y  
d i s t r i b u t e d  w i t h  t h e  parsers rn a n d  f ,  w h e r e  f may designate t h e  
p e r c e n t a g e  o f  Z e u t h e n  s t e p s  o f  t h e  kCinite p a r e n t  e n t i r e t y .  I f  o n  
t h i s  b a s i s  t h e  z e r o  h y p o t h e s i s  i s  t e s t e d ,  t h a t  i s  t o  s a y  t h e  
p e r c e n t a g e  o f  Zeuthen s t e p s  i n  t h e  p a r e n t  e n t i r e t y  i s  a t  t h e  
most 70 % ,  i . e .  
and i f  t h e  sample  p r o p o r t i o n  1=0,82 i s  chosen a s  s u i t a b l e  t e s t  
v a r i a b l e  which ,  due  t o  m.fo(l-fo)=57.0,7.0,3=11,97>9 can  be  
assumed t o  be  approx ima te ly  normal ly  d i s t r i b u t e d ,  t h e n  t h e  z e r o  
h y p o t h e s i s  i s  r e j e c t e d  w i t h  an e r r o r  Flababihty  a = 0 , 0 5  s i n c e  t h e  
test  v a r i a b l e  P exceeds  t h e  upper  l i m i t  co o f  t h e  z e r o  h y p o t h e s i s  
(Wetzel  1973,  p .  195 f f . ) ,  i . e .  
Thus by i n v e r s e  conclusion i t  may b e  s t a t e d  w i t h  95 p e r c e n t  
c e r t a i n t y  t h a t  t h e  p e r c e n t a g e  o f  Zeuthen s t e p s  i n  t h e  p a r e n t  
e n t i r e t y  is h i g h e r  t h a n  70 % .  Moreover ,  i f  on a c c o u n t  o f  t h e  
sample  one  determines t h e  confidence i n t e r v a l  f o r  t h e  p a r a m e t e r  f 
on t h e  l e v e l  o f  s i g n i f i c a n c e  o f  a=O, l ,where  b e c a u s e  o f  
m-~(1-~)=5i.0,82-0,18r8,41<9 an a p p r o x i m a t i o n  o f  t h e  b i n o m i a l  
d i s t r i b u t i o n  by t h e  normal  d i s t r i b u t i o n  i s  n o t  p o s s r b l e ,  b u t  
t h e  F distribution must b e  u s e d ,  t h e n  one o b t a i n s  t h e  i n t e r v a l  
t h a t  i s  t o  s a y ,  w i t h  9 0  p e r c e n t  c e r t a i n t y  t h e  p e r c e n t a g e  o f  t h e  
Zeuthen s t e p s  r n  t h e  parent e n t i r e t y  i s  between 7 2  and 90  p e r c e n t .  
The l a t t e r  two s t a t e m e n t s  which have been d e r i v e d  s t a t i s t i c a l l y  
on t h e  b a s i s  o f  t h e  e m p i r i c a l  a n a l y s i s  s u g g e s t  t h a t  t h e  theorem 
by Zeu then ,  t o g e t h e r  w i t h  t h e  u t i l i t y  f u n c t i o n s  ( 2 )  and ( 3 )  assumed 
when a p p l y i n g  t h e  c o o p e r a t i v e  Nash-so lu t ion  i n  t h e  las t  s e c t i o n ,  
is by a l l  means a c c e p t e l e  a s  a m e t h o d i c a l  basis f o r  s u b s t a n t i a t i n g  t h e  
wage b a r g a i n i n g  p r o c e s s e s  i n  t h e  m e t a l - p r o c e s s i n g  i n d u s t r y  under  
d e c i s i o n - t h e o r e t i c  a s p e c t s .  Thus s i m u l t a n e o u s l y  t h e  e x p l a n a t o r y  
v a l u e  o f  t h e  -ve Nash-so lu t ion  and t h e  n a i v e  s o l u t i o n  i s  
p e r s i s t e n t l y  backed .  
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ABSTRACT : 
I n  d e c i s i o n  making under u n c e r t a i n t y ,  t h e  bea t  l l t e r n n t i v e  m y  be 
obta ined by muimiz ing  the  expected u t i l i t y .  To do t h i s ,  many r e sea rche r s  
have been paying much a t t e n t i o n  t o  t h e  i d e n t i f i c a t i o n  of u t i l i t y  func t ions  
In  p r a c t i c a l  s i t u a t i o n s ,  however, t h e r e  a r e  mnny canes &ere  i t  i s  d i f f i -  
c u l t  t o  i d e n t i f y  u t i l i t y  f u n c t i o n s ,  f o r  example, in group d e c i s i o n s ,  e t c .  
Noting that p r o b a b i l i t y  d i s t r i b u t i o n s  of a l t e r n a t i v e s  play an important  
r o l e  i n  expected u t i l i t i e s  a s  we l l  a s  u t i l i t y  f u n c t i o n s ,  t h e  inforpration 
on p r o b a b i l i t y  d i s t r i b u t i o n s  give  us  a key f o r  ranking a l t e r n n t i v e s .  when 
only p a r t i a l  Lnovledge of u t i l i t y  f u n c t i o n s  i s  a v a i l a b l e .  The no t ion  of 
s t o c h a s t i c  dominance i s  or ig ina ted  j u s t  from t h i s  idea .  In  t h i s  paper ,  
s t o c h a s t i c  daminance over  a s i n g l e  a t t r i b u t e  w i l l  f i r s t  be sumeyed and 
then i t  w i l l  be extended t o  cases  v i t h  m u l t i p l e  a t t r i b u t e s .  F i n a l l y ,  t h e  
p o t e n t i a l  e f f e c t i v e n e s s  of s t o c h a s t i c  dominance v i l l  be d i scussed  along 
v i t h  some u u m p l e s .  
1. INTRODUCTION 
Let A denote the s e t  of a l t e r n a t i v e s  and l e t  X be an a t t r i b u t e  to  
measure possible  outcomes caused by a l t e r n a t i v e s .  x  denotes a  s p e c i f i c  
l w e l  of X and is  supposed t o  be x 2 0 .  We s h a l l  consider X s c a l a r  
fo r  a  while. Let F(x) and G(x) be cuaulat ive d i s t r i b u t i o n s  correspond- 
ing t o  a l t e r n a t i v e s  A and B,  reepec t ive ly .  Throughout t h i s  paper, we 
follow the well-hovn axiom of maximizing the expected u t i l i t y ,  tha t  is ,  
where 
Under the  a b w e  axiom, the s e l e c t i o n  of the bes t  a l t e r n a t i v e  among A 
may be reduced t o  a  kind of mathematical p r o g r h n g  prob lem,  when the 
f u l l  knowledge about the u t i l i t y  funct ion is  ava i lab le .  However, there 
a r e  several  con t rovers ia l  points  i n  the p r a c t i c a l  aseessment of u t i l i t y  
funct ions such a s  v i o l a t i o n  of Independence condit ions,  ambiguity due t o  
sub jec t ive  judgment by l o t t e r i e s  m d  d i f f i c u l t i e s  of in te rpersona l  compar- 
ison of u t i l i t i e s  i n  group dec i s ions ,  e t c .  Without iden t i fy ing  complete 
forms of u t i l i t y  func t ions ,  there fore ,  we t r g  to  rank a l t e m t i v e s  based 
upon the information on probabi l i ty  d i s t r i b u t i o n s .  The notion of s tochas t ic  
d o d u n c e  is  introduced j u s t  to  t h i s  aim. 
Defini t ion 1.1 Let u ' ,  u" and u"' denote the f i r s t ,  the second 
and the th i rd  der iva t ives  of the u t i l i t y  funct ion u, respec t ive ly .  Then 
the c l a s s e s  of u t i l i t y  funct ions y, u2 and y a r e  defined a s  follows: 
1 ( i )  U1 {u(x)  I U ( X )  c C , u t ( x )  > 0, 'x c [ o , ~ ) ) .  
2 (11) u2 :- { U ( X )  I u(x) C c , u(x) cy, ull(x) < 0,  vx C [O,=)]. 
( i i i )  3 u3 :- i u ( x )  1 U(X)  C C , U ( X )  C u2. ulII (x) > 0, V X  C [O,-)I. 
As i s  r e a d i l y  recognized. U is  t h e  c l a s s  of u t i l i t y  func t ions  f o r  1 
which the  dec i s ion  maker 's preference i s  s t r i c t l y  inc reas ing  over outcomes. 
Furthermore, t( is  the  c l a s s  of utility func t ions  which a r e  of 2 y and 
r i s k  ave r se .  F i n a l l y ,  i t  is  e a s i l y  seen t h a t  dec reas ing  r i s k  ave r s ion  
u t i l i t y  func t ions  belong t o  the  c l a s s  t( 3 '  
F  >i G i f f  E(u,F) > E(u.G). 'u t ui. 
Ue r e f e r  t o  >1 a s  t h e  f i r s t -degree  s t o c h a s t i c  dominance, o r  PSD; t o  > 2 
a s  t h e  second-degree s t o c h a s t i c  dominance, o r  SSD; t o  >3 a s  the  th i rd -  
degree s t o c h a s t i c  dominance, or  TSD. 
These dominance r e l a t i o n s  induce some kinds of p a r t i a l  order ing6 over 
r i s k y  p rospec t s .  Therefore ,  a l though s t o c h a s t i c  dominance may no t  be i n  
general  expected t o  lead t o  the  bes t  a l t e r n a t i v e  by i t s e l f ,  i t  may be 
h e l p f u l  t o  narrow d m  the  a l t e r n a t i v e  s e t .  
D e f i n i t i o n  1 . 3  Let be t h e  s e t  of a l l  r ight-cont inuous d i s t r i b u t i o n  
func t ions  wi th  F(0)-0. For each F t P , ve d e f i n e  F" a s  f  o l l o v s :  
The r i g h t  c o n t i n u i t y  of F  and G of Impl ies  t h a t  F2 2 G~ 
when F f G .  Therefore ,  F  - G f  o l laws vhenever Fn = G" f o r  some n L> 2. 
Theorem 1.1 (Fishburn,  1975) 
( i )  F G i f f  G(x) > F(x)  V x  r L O , - ) ,  
3 3 ( i i i )  F  > 3  G iff uF 2 uG and G ( x )  > F (x)  'x t lo , - ) ,  
where " denotes  the  mean va lue  of F  given by 
Remark 1.1 As is w e l l  known, EV-dominance, f o r  vhich a l t e r n a t i v e s  wi th  
l a r g e r  mean va lue  and sma l l e r  va r innce  a r e  p r e f e r r e d ,  can n o t  be nec i s sa r -  
i l y  adequate  f o r  d e c i s i o n  p r o b l e m ,  i f  we t a k e  t h e  p re fe rence  of t h e  d e c i s i o n  
maker i n t o  account  (Keen- and R a i f f a .  1976) .  By Taylor  expansion around 
t h e  mean v a l u e  UF,  we have 
+ ...... ". 
There fo re ,  t h e  expected u t i l i t y  is  given by 
where t h e  r e l a t i o n  E(i - +.F) - 0 was used and a 2  and m3 denote  t h e  
second moment E ( ( x - + ) ~ . F )  and the  t h i r d  moment E( (x  - U ~ ) ~ , F ) .  r e s p e c t i v e l y .  
I n  g e n e r a l ,  t h e r e  is  no r e l a t i o n s h i p  betveen EV-dominance and s t o c h a s t i c  
dominance. However, t he  r e l a t i o n  (1 .1)  Impl ies  t h a t  i f  more than second 
o rde r  d e r i v a t i v e s  of u van i sh ,  f o r  example, i f  u  is  of a  q u a d r a t i c  form, 
then EV-dominance (!ZVD) induces  second-degree s t o c h a s t i c  dominance (SSD). 
namely. EVD c  SSD. h r e o v e r ,  i f  more than eecond o r d e r  moments van i sh ,  we 
have i m e d i a t e l y  from (1 .1)  EVDcTSD. Since  f o r  any two b ina ry  r e l a t i o n 6  
R1 and R2 wi th  R1CR2 we have h t [ S ( R 1 ]  ~ E X ~ [ S I R ~ ] .  s t o c h a s t i c  d d -  
nance i s  more r e l e v a n t  f o r  n a r r w i n g  d m  t h e  a l t e r n a t i v e  s e t  than EV-dom- 
inance . Here E . x ~ [ s ( R ]  deno tes  t h e  uct remal  s o l u t i o n  set of S  wi th  
r e s p e c t  t o  t h e  o r d e r i n g  R. 
2. MIJLTIVAKIATE STOCHASTIC DOMINANCE 
The a u t h o r s  have discussed s t o c h a s t i c  dominance f o r  d e c i s i o n  problems 
wi th  m u l t i p l e  a t t r i b u t e s  i n  t h e i r  p rev ious  paper (Nakayama and o t h e r s ,  1981) .  
Repeating t h e  r e s u l t ,  t v o  approaches t o  m u l t i v a r i a t e  s t o c h a s t i c  dominance 
a r e  p o s s i b l e  : 
The one is baaed on a direct consideration of the decision maker's 
attitude toward risk in multiattribute cares. Let X - X 1 x X 2  for simpli- 
city. If for m y  x 1' X2' 91 and y2 vith x < y  and x2<y2, a deci- 1 1  
sion moker prefers the rirky alter-tive vhich gives m w e n  chance for 
(x1.y2) and (y1,x2) to the one vhich gives an w e n  chance for (xl.x2) 
and (y1,y2), then hi8 preference Is said to be multivariate riek averse 
(Richard, 1975). Thrn stochastic dominonce for multivariate risk aversion 
> . is defined by HRA 
F >HRA G iff E(U,F) > E(U,G) V~ r &, 
where Urn denotes the set of all ~ultivariate risk averre utility func- 
tions. Under the terminology, ve have the folloving: 
Theorem 2.1 Let F(x1.x2) and G(x1.x2) be tvo probability distribu- 
2 2 tion functions absolutely continuous on R+ := (xl ,x2) r R ( x1 2 0, x2 2 01 
vith F (X ) ,  F (x ) and G (x ) ,  G (x i as marginals. Suppose that 1 1  2 2  1 1  2 2  
utility functions under consideration u(xl .x2) are ~ ~ 0 0 t h  enough and 
lim u(xlrx2) exists for each 111.2. Then if the decirion d e r ' s  
xi- 
preference is increasing w e r  outcomes, 
F >HRA G iff F(x x ) < G(x 1' 2 1,~2) for all (xl.x2) c R: . 
(proof) See Levy and Paroush (1974) and Nakayuna and others (1981). 
As a special case, if the utility function u(xl.x2) is af m additive 
form u(x .x ) - v  u (x ) + w  u (x ) ,  for example, if the attributes X1 and 1 2  1 1  1 2 2  2 
X2 are probability independent. then 
In the above approach to multivariate stochastic dominance, ve have 
a dravback that it 1s not so easy to check the condition of multivariate 
r i s k  ave r s ion  i n  cases  wi th  more than two a t t r i b u t e s .  N w  t u r n  t o  t h e  
o t h e r  approach t o  m u l t i v a r i a t e  s t o c h a s t i c  dominance v i o  va lue  func t ions .  
Since i t  is  o f t e n  d i f f i c u l t  f o r  dec i s ion  makers t o  answer t h e i r  
p re fe rences  over  l o t t e r i e s ,  s e v e r a l  r e sea rche r s  have b e m  r e c e n t l v  t r y i n g  
t o  uee value  func t ions  more a c t i v e l y .  As is w e l l  known. measurable va lue  
f u n c t i o a q  which a r e  cusesscd by t h e  informat ion on t h e  i n t e n s i t y  of pre- 
f e rence  wi thout  us ing any l o t t e r i e s ,  a r e  o r i g i n a l l y  v a l i d  f o r  dec i s ion  
making under c e r t a i n t y .  However, by making use of them as i n p u t s  t o  u t i l i t y  
f u n c t i o n s ,  s e v e r a l  m e r i t s  appear i n  r i s k y  s i t u a t i o n s  (Be11.1981; Bodily,  
1980; Keeney and Ra i f fa .  1976) .  When we have only p a r t i n l  knowledge about 
a m u l t i a t t r i b u t e  va lue  func t ion  v ( x  l . . . . , x  ) and a u t i l i t y  func t ion  over 
t h e  va lue  u ( v ) ,  s t o c h a s t i c  dominance is  in t roduced i n  a  s i m i l a r  way t o  
u n i v a r i a t e  s t o c h a e t i c  dominance. 
D e f i n i t i o n  2 .1  L e t t i n g  v ( 0 ,  ..., 0) - 0 and u (0 )  - 0 ,  
: V )  1 u > 0 ,  x i  > 0 '(x,, . . . .r ) c R: and 1-1,. . .n)  
As is wel l  knovn, the  cond i t ion  of a2v/ ik2 c O  means decreasing i 
marginal va lue .  Therefore ,  when the  va lue  v  i s  inc reas ing  over outcomes 
and i t s  marginal va lue  of each a t t r i b u t e  is  dec reas ing ,  then r i s k  ave r s ion  
u t i l i t y  func t ion  over v  forms the  c l a s s  a;. 
Although t h e  f o l l w F n g s  v i l l  be concerned with  X - X 1 X X 2  f o r  s impl i -  
c i t y ,  t h e  r e s u l t s  con be e a s i l y  extended t o  more general  canes wi th  X - X 1  
x . . . x x  . 
n 
D e f i n i t i o n  2.2 C d a t i v e  d i s t r i b u t i o n s  over X - X 1 X X 2  a r e  given by 
vhere v2(v.xl) Fs the solution of x to v(x1.x2) -v. Then the expected 2 
utility is vritten by 
2 
~ ~ u ~ x l , x 2 ~ , F ~ x l , x 2 ~ ~  = G,q u(xl,x2)d F(xl,x2) * ~ ~ u ( v ) d ~ ( v l .  
Definition 2.3 
F(x1.x2) G(x1,x2) iff E(u(xl,x2).F(xl.x2)) 
v 
> E(u(x1,x2) .G(xl,x2)), u vi,. 
Note here that F(x ,x ) zi, G(x x ) is equivalent to P(v) E(v) .  1 2  1' 2 
Then multivariate stochastic dominance via value functions can be s-rized 
a6 f0llw6: 
Theoreu 2.2 (Hung and others. 1978; Takeguchland Akashi, 1981) 
If 
(a) G ( x )  >F1(xl) for all xl E [O,=) 1 1  
(b) aG2 1 1 ( ~ 2  1xl)/ikl < o for all (xl,x2) R:. 
2 
(c) G2 1 1 ( ~ 2  /xl) > P2 1(x2 (xl) for all (x1,x2) R+, 
then 
As to the second degree dominance, if 
( a ' )  G ~ ( x ~ )  > F1(xl) for all xl c lo,=), 
(b') ~ G ~ ~ ~ ( x ~ / x ~ ) / ~ x ~  < 0 for all 2 (x1.x2) E R+, 
( c ' )  2 j 2  2 1 ( X )  > J 2  F2 ( t  I l t  tor all (X 1 2  ,x ) R + ,  
then 
It is not so easy in general tc check the conditions of Theorem 2.2 
for joint distributions in multiattribute cases. For normal distributions, 
which appear commonly i n  p r a c t i c a l  problems, we can invoke t o  the following 
2 
equivalent condit ions.  Wow we expand the domain X from R: to  R . 
Theorem 2.3 Let U ,  0,  p denote respect ively the mean value,  the 
standard dev ia t ion  and the core la t ion  c o e f f i c i e n t .  I f  the d i s t r i b u t i o n s  
F and G assessed by the b i v a r i a t e  normal d i s t r i b u t i o n s  N(+ I Uy-, o;-, 
2  2 2 1 2  I 
OF2 
, PF) a n  N(uG1, uG2 CG2. OG2, PC). r e ~ p e c t i v e l y .  then we have 
(1) the FSD condit ions ( a ) .  (b)  and ( c )  of Theorem 2.2 a r e  equivalent t o  
(11) the  SSD condit ions ( a ' ) ,  (b ' )  and ( c ' )  of Theorao 2.2 a r e  equivalent  to  
(proof)  The marginal d i s t r i b u t i o n  funct ion and the  condi t iona l  d i s t r i -  
bution funct ion of b i v a r i a t e  normal d i s t r i b u t i o n  G a r e  respec t ive ly  given 
by 
and 
F1(xl) and F2 1 1 ( ~ 2  lxl) a r e  " i lar ly  given. It f o l l o v s  -diately 
from (2.4) tht 
Hence, both cond i t ions  (b)  and ( b ' )  of Theorem 2.2 a r e  equ iva len t  t o  
By t h e  r e l a t i o n  ( 2 . 3 ) ,  v e  have 
I n  t h e  r i g h t  hand s i d e  of (2 .6 ) ,  t h e  in tegrand is non-negative and both 
upper and lwer bound of the  i n t e r v a l  of t h e  i n t e g r a t i o n  a r e  l i n e a r  wi th  
r e spec t  t o  xl,  and t h e r e f o r e  both cond i t ions  ( a )  and ( a ' )  of Theorem 2.2 
a r e  equ iva len t  t o  
t h a t  is .  
From t h e  r e l a t i o n  (2.Ga). ve  have 
The in t eg rand  of ( 2 . 9 )  i s  a non-negative and w e n  f u n c t i o n .  Furthermore,  
both upper and l o v e r  bound of t h e  i n t e r v a l  of t h e  i n t e g r a t i o n  a r e  l i n e a r  
v i t h  r e s p e c t  t o  x2.  Therefore ,  t h e  cond i t ions  ( c )  and ( c ' )  of Theorem 2.2 
a r e  r e s p e c t i v e l y  equ iva len t  t o  t h e  fo l lowing r e l a t i o n s :  
(2.10) 
YT(xl) 2 MG(xl) f o r  a l l  x1 t R 
and 
i - 2 J 1 -  o x  o F G  f o r  a11 x 1 t R . 
Moreover, from (2 .4b) ,  t h e  r e l a t i o n s  (2.10) and (2.11) a r e  r e s p e c t i v e l y  
equ iva len t  t o  
and 
Hence, t h e  r e l a t i o n  (2.1) i s  obviously der ived from t h e  r e l a t i o n s  (2.5).  
(2 .8)  and (2 .10 ' ) .  S imi la r ly ,  t h e  r e l a t i o n  (2.2) f o l l o v s  from t h e  r e l a t i o n s  
(2 .5 ) ,  (2 .8 )  and (2 .11 ' ) .  This  completes t h e  p roof .  0 
Remark 2 .1  I n  p a r t i c u l a r ,  i f  t h e  a t t r i b u t e s  X1 and X2 a r e  uncorelaced,  
t h a t  i s ,  GF-pG1O, then t h e  r e l a t i o n s  (2.1) and (2.2) a r e  reduced respec- 
t i v e l y  t o  t h e  f o l l w i n g s ;  
I n  o the r  words, t h e  cond i t ion  (i) impl i e s  t h a t  when t h e  d e c i o i w  maker's 
p re fe rence  i s  s t r i c t l y  inc reas ing  over outcomes, a l t e r n a t i v e s  wi th  l a r g e r  
mean va lues  a r e  more p r e f e r a b l e  i n  t h e  s e t  of a l t e r n a t i v e s  wi th  an equal  
s tandard d e v i a t i o n .  The cond i t ion  ( i i )  means t h a t  when t h e  d e c i s i o n  maker 's 
p re fe rence  i s  s t r i c t l y  inc reas ing  over outcomes and r i s k  a v e r s e ,  
( a )  i f  t h e  r a t i o  of t h e  s tandard d e v i a t i o n s  a /O  i s  n e a r l y e q u a l  t o  1, 
G2 F2 
a l t e r n a t i v e s  with t h e i r  s tandard d e v i a t i o n s  srpaller and t h e i r  mean va lues  
l a r g e r  a r e  more p r e f e r a b l e ,  
(b) i f  t h e  r a t i o  OG2/oF2 is cons lde rab ly la rge r  than 1, a l t e r n a t i v e s  wi th  
t h e i r  mtandard d e v i a t i o n s  smal l e r  a r e  more p re fe rab le , even  i f  t h e i r  mean 
values  a r e  more o r  l e a s  sma l l e r .  
The fol lowing example shows hov e f f e c t i v e l y  t h e  set of a l t e r n a t i v e s  
can be narroved down by s t o c h a s t i c  dominance. 
F i r s t ,  ve  s e l e c t e d  121 s t o c k s  from those  t raded on t h e  Japanese Stock 
Exchange. Our aim is t o  f ind  t h e  opt imal  d i v e r s i f i c a t i o n  invesapent  f o r  
a combination of same of these  121 s t o c k s .  The annual r a t e  of r e t u r n  R t  
f o r  each s t o c k  is given by t h e  fo l lowing  formula: 
(Pt - Pt,l) +Dt 
(3.1) R t -  f o r  t -1969 . . . . , 1980 ,  
Pt-l 
where P deno tes  t h e  s tock  p r i c e  a t  t h e  end of t h e  pe r iod  t and 
t Dt 
r e p r e s e n t s  t h e  d ividend i n  t h e  per iod t .  Let x. ( i = 1 , 2 , - . . . 1 2 )  be i 
v a r i a b l e s  of R t  r e l a b e l l e d  from smal l e r  va lues  t o  Larger ones.  Assume 
t h a t  t h e  r e l a t i v e  frequency of Rt i s  1 /12 ,  t h a t  i s ,  t h e  frequency func t ion  
f  (x ) is given by i 
(3.2) f ( x i )  - 1/12 f o r  a l l  1-1, ..., 12.  
1 Therefore ,  t h e  d i s t r i b u t i o n  func t ion  F ( 5 )  ( k - 1 .  ..., 12)  is given by 
1 k Z f  (xi)  f o r  k -  I... . ,12 .  (3 .3)  F ( Y . p i l l  
Moreover v e  have 
k  1 
(3.4) F'(%) = 1 x i - x i  x i  f o r  k -  1,. ... 12 
1-1 
2 2  (3 .5)  ~ ~ ( 5 )  = 1 f x i  - x i  F x i  + x i  1 f o r  k -  1.. . . . l 2 .  
2  1-1 
1 2 3 G (5)' G (xk )  and G (x ) a r e  g iven i n  a s i m i i a r  f a sh ion .  k  
S t o c h a s t i c  dominance was app l i ed  i n  o rde r  t c  ua r rov  down the  o r i g i n a l  
s e t  of a l t e r n a t i v e s .  The number of t he  e f f i c i e n t  a l t e r n a t i v e s  by PSD i s  
80 ( r e d u c t i o n  r a t e :  27.3 pe r -cen t ) ,  t h a t  by SSD.14 ( r educ t ion  r a t e :  88.4 
per-cent) and t h a t  by TSD, 11 ( reduc t ion  r a t e :  90.9 pe r -cen t ) .  According 
t o  t h e  r e s u l t ,  we can s e e  t h a t  FSD does not he lp  t h e  i n v e s t o r  very  much. 
It seems t o  be  because t h e  knowledge of h i s  p re fe rence  is  t oo  coa r se .  
SSd and TSD, hovever,  reduce t h e  number of e f f i c i e n t  a l t e r n a t i v e s  e f f ec -  
t i v e l y  enough t o  ou r  a h .  The opt imal  d i v e r s i f i c a t i o n  may be made among 
t h e s e  reduced e f f i c i e n t  a l t e r n a t i v e s .  To do t h i s ,  we a r e  t r y i n g  t o  use  
an i n t e r a c t i v e  optimization technique.  The d e t a i l s  of our  experiment w i l l  
be p resen ted  i n  a s e p a r a t e  pape r .  
4 .  CONCLUDING BEMANS 
Stochas t i c  dominance neem t o  play t h e  most e f f e c t i v e  r o l e  i n  group 
d e c i s i o n s .  As is w e l l  hovn,  even i f  we accep t  t h e  e x i s t e n c e  of t h e  group 
u t i l i t y  f u n c t i o n  t h e o r e t i c a l l y  ( s e e ,  f o r  example, Keeney,1976), the  i n t e r -  
personal  camparinon of u t i l i t i e s  I s  indispcnnable  f o r  p r a c t i c a l  assessment 
of t h e  group u t i l i t y  f u n c t i o n .  This  Beans t o  be a f a t a l  dravback of the  
u t i l i t y  approach t o  group ' dec i s ions .  However, no te  t h a t  t h e r e  a r e  many 
p r a c t i c a l  c a s e s  i n  which we can know some q u a l i t a t i v e  c h a r a c t e r i s t i c s  of 
t h e  group u t i l i t y  func t ion .  Once t h e  group u t i l i t y  func t ion-appear s  t o  be 
of some c l a s s  discussed above, ve  can reduce the  s e t  of a l t e r n a t i v e s  by 
u s i n g . t h e  c o r r e a p o d i n g  s t o c h a s t i c  dominance. It is c l e a r l y  e a s i e r  f o r  
members of the  group t o  d i s c u s s  t h e i r  opinions  baaed on t h e  reduced s e t  
of a l t e r n a t i v e s .  More d e t a i l e d  d i s c u a ~ i o n  on t h e  applicability of 
s t o c h a s t i c  dominance t o  group d e c i s i o n s  can be seen i n  Naluylrna and o t h e r s  (1981) 
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A new i n t e r a c t i v e  d t i o b j e c t i v e  d e c i e i o ~ n g  technique,  v h i c h  i s  
c a l l e d  t h e  sequential proxy op t i . i za t ion  technique (SPOT), has been propoaed 
by t h e  au thor s .  Uaing t h i s  technique,  t h e  p r e f e r r e d  solution f o r  t h e  
decisionmaker can be de r ived  e f f i c i e n t l y  from .Pang a P a r e t o  op t ima l  s o l u t i o n  
s e t  by a m a s s i n g  his v r g i n r l  r a t e s  of substitution m d  m u h i z i n g  t h e  l o c a l  
proxy p re fe rence  func t ione  a e q u c n t i a l l y .  In  t h i s  papar ,  connider ing t h e  
imprecise n a t u r e  of decia ionmaker ' s  judgements, technique6 based on fuzzy 
s e t  t heo ry  a r e  inco rpora t ad  i n t o  t h e  a lgo r i thm of SPOT. On t h e  b a s i s  of t h e  
d e c i s i o & e r ' s  marginal  r a t e s  of s u b s t i t u t i o n  p resen ted  in rr fuzzy form, 
which can be i n t e r p r e t e d  as type  L-R fuzzy numbers, t h e  r ev i sed  v e r s i o n  of 
SPOT c a l l e d  t h e  fuzzy a a q u e n t i a l  proxy optimization technique (FSPOT) i s  
presented.  Baaed on t h e  a lgo r i thms  of FSPM, a t iP t - aha r ing  computer program 
is a l s o  v r i t t e n  i n  FORTRAN t o  implement sm-anch ine  i n t e r a c t i v e  procedures .  
The i n d u s t r i a l  p o l l u t i o n  c o n t r o l  problem i n  Osaka C i ty  i n  Japan i s  formulated 
and t h e  i n t e r a c t i o n  p r o c u a e s  a r e  d e m o s t r a t e d  t o g e t h e r  v i t h  t h e  - m u t e r  
ou tpu t s .  
1. introduction 
During t h e  lut few yea r s ,  numerous methods r e l a t e d  t o  m u l t i o b j e c t i v e  
op t imiza t ion  and decisionmaking have been propoeed 11-31. [ 7 ] ,  19-13], 
[ 1 7 ] ,  [ 1 9 ] ,  (20-25).  [27 ] .  131-321. The e x c e l l e n t  survey paper  of Cohon 
and Marks [ 3 ]  and, Pore r e c e n t l y ,  t h a t  of Y ie rzb ick i  127) a r e  devoted t o  
a  comparative e v a l u a t i o n  of existing techniques;  a m n g  them two compe t i t i ve  
methods, namely, t h e  m u l t i a t t r i b u t e  u t i l i t y  func t ion  (MUF) method [13]  
and t h e  s u r r o g a t e  worth trade-off (SUT) method 110. 111 use g loba l  and 
l o c a l  u t i l i t y  (p re fe rence )  modelling r e s p e c t i v e l y .  
The WLlF method developed by Kerney e t  al.. g l o b a l  u t i l i t y  func t ion  
model l ing,  uaes two assumptions of p re fe rence  independence and u t i l i t y  
independence t o  l i m i t  t h e  u t i l i t y  f u n c t i o n  t o  s p e c i a l i z e d  forms. These 
g l o b a l  f u n c t i o n s  a r e  math-tically s imple  and convenient ,  but they have 
a drawback. The assumptions a r e  r easonab le  l o c a l l y ,  but when usumed 
g l o b a l l y .  they a r e  very  r e s t r i c t i v e  and may f o r c e  t h e  decisionmaker (DM) 
t o  f i t  a func t ion  not  t r u l y  r ep resen t ing  h i s  o r  h e r  p re fe rences .  
The S m  method developed by HaIPes e t  al.. b u e d  on l o c a l  u t i l i t y  
func t ion  model l ing.  provides  an a l t e r n a t i v e  approach t h a t  avo ids  t h e  
r e s t r i c t i v e  assumptions.  h t e a d  of s p e c i f y i n g  t h e  u t i l i t y  func t ion  
g l o b a l l y ,  t h e i r  procedures  c n w t r u c t  a sequence of l o c a l  p re fe rence  
approximat ions  of it. The SW method uses  t h e  E - c o n s t r a i n t  problem as a 
means of  gene ra t ing  Pa re to  opt imal  s o l u t i o n s .  Trade-offs o b j e c t i v e s ,  
vhoae va lues  a r e  expressed by va lues  of s t r i c t l y  p o s i t i v e  Lagrange 
m u l t i p l i e r s .  a r e  uaed a s  a medium. The DM responds  by expres s ing  h i s  
degree  of  p re fe rence  over  t h e  p resc r ibed  t rade-offs  and by a s s i g n i n g  
numerical  v a l u e s  t o  e u h  su r roga te  worth func t ion .  Th i s  method gua ran tees  
t h e  generated s o l u t i o n  i n  each i t e r a t i o n  t o  be Pa re to  opt imnl  and t h e  DM 
can s e l e c t  h i s  p r e f e r r e d  s o l u t i o n  from among Pa re to  opt imal  s o l u t i o n s .  
W e v e r ,  t h e  o r i g i n a l  v e r s i o n  of t h e  SKT method i s  w u i n t e r a c t i v e  and 
s e v e r a l  improvements, p a r t i c u l a r l y  in t h e  way that t h e  i n f o r m i t i o n  from 
t h e  DU i s  u t i l i z e d ,  have been made [ 2 ] ,  [25 ] .  
Recent ly ,  Sakawa 120) h.b propoeed a  n w  i n t e r a c t i v e  m i l t i o b j e c t i v e  
decisionmaking t echn ique ,  which was c a l l e d  sequemtiP1 proxy o p t i m i t a t i o n  
technique (SPOT), by inco rpora t ing  t h e  d e s i r a b l e  f e a t u r e s  of t h e  conven t iona l  
m u l t i o b j e c t i v e  d e c i s i o d i n g  w t h o d s .  I n  N o  i n t e r a c t i v e  on- l ine  
echeme, a f t e r  o b t a i n i n g  a P a r e t o  opt imal  s o l u t i o n ,  t h e  m r g i n r l  r a t e s  of 
e u b s t i t u t i o n  ( m S )  a s ses sed  by t h e  decisionmaker a r e  rued t o  determine 
t h e  d i r e c t i o n  t o  which t h e  u t i l i t y  f u n c i t o n  increaser m a t  r a p i d l y .  The 
l o c a l  proxy p re fe rence  f u n c t i o n  i s  updated t o  determine t h e  opt imal  s t e p  
s i z e  and P a r e t o  op t ima l i cy  of the  generated s o l u t i o n  i s  guaranteed.  The 
t ime-shar ing computer program f o r  tNs i n t e r a c t i v e  procedure  war d s o  
w r i t t e n  i n  FORTRAN and was c a l l e d  ISPOT(interact ive  SPOT) 121, 221. It 
was des igned t o  f a c i l i t a t e  t h e  i n t e r a c t i v e  processes  f o r  computer-aided 
decisionmaking and implemented on t h e  ACOS-6 t ime-shar ing system at t he  
Kobe Unive r s i ty ,  Japan.  
SPOT r e q u i r e s  a g r e a t  number of p r e c i s e  llRS e s t i m a t e s  of t h e  DM, 
bu t  i t  i s  a q u e s t i o n  whether the  DU can reepcmd w i t h  p r e c i a e  and c o n s i s t e n t  
v a l u e s  of llRS th rough the  h o l e  sea rch ing  p rocesses  b e c l r u e  t h e  M3's 
a c t i o n s  a r e  o f t e n  e r r a t i c .  i n c o n s i s t e n t  due t o  t h e  imprecise  n a t u r e  of 
human d e c i s i o n  processes .  Although by performing MRS cons i s t ency  t e s t  
some of t h i s  e r r a t i c  behaviour i s  u u n l l y  reduced, i t  i s  r equ i red  t o  
cope wi th  t h e  imprec i se  n a t u r e  of DU's j u d g c ~ a n t s .  
In  1980, B a p t i s t e l l a  and O l l e r o  [ l ]  proposed two d i f f e r e n t  fuzzy 
i n t e r a c t i v e  decis iommking methods f o r  m u l t i o b j e c t i v e  convex problum 
w i t h  l i n e a r  c o n s t r a i n t s  u s ing  the  fuzzy s e t  theory [4-61, [8 ] .  [28-301 
In  t h e i r  method, a f t e r  reformulat ing t h e  m u l t i o b j e c t i v e  convex problem 
i n t o  t h e  equ iva len t  s c a l a r  op t imiza t ion  problcm using t h e  c h n s i c a l  
v e i g h t i n g  method, t h e  v e i g h t i n g  v e c t o r  is  updated through t h e  i n t e r a c t i o n  
wi th  t h e  DM i n  a fuzzy form. I n  t h e  f i r s t  method, they arrumed th t  t h e  
DM can e s t i m a t e  i n  an approximate numerical  vay his l o c a l  WRS betveen 
o b j e c t i v e s ;  i n  t h e  second one they aosumed t h a t  t h e  on ly  dispotmble  
i t e m  of informat ion a r e  l i n g u i s t i c  ones.  The i r  methods enab le  us  t o  
cons ide r  i n  an e f f i c i e n t  vay i n a c c u r a c i e s ,  i nhe ran t  i n  t h e  DM'S judg-ts, 
bu t  concerning t h e i r  i n t e r a c t i v e  a lgo r i thm c a l l e d  b a s i c  a lgo r i thm some 
Fmprovements, p a r t i c u l a r l y  i n  t h e  vay of gene ra t ing  P a r e t o  opt- 
solutions a s  v e l l  a s  updat ing t h e  v e i g h t i n g  v e c t o r ,  must be made. 
Ln this paper ,  cons ide r ing  t h e  imprecise  n a t u r e  of  DM'S judg-ts, 
techniques  based on fuzzy s e t  theory which a r e  s i m i l a r  t o  t h e  f i r s t  
method of B a p t i s t e l l a  and O l l e r o  a r e  inco rpora t ed  i n t o  t h e  a lgo r i thm of 
SPOT. On t h e  b a s i s  of t h e  DM'S MRS presen ted  i n  a fuzzy form, vh ich  can 
be i n t e r p r e t e d  as t ype  L-R fuzzy numbers [ L - 6 1 ,  t h e  r e v i s e d  v e r s i o n  of 
SPUT c a l l e d  t h e  fuzzy s e q u e n t i a l  proxy op t imiza t ion  technique (PSPOT) i s  
p re sen ted .  Based on t h e  a lgo r i thm of FSPOT. a t iPc-shar ing computer 
program i s  a l s o  v r i t t e n  i n  FORTRAN t o  implement man-machine i n t e r a c t i v e  
procedures .  Then the  i n d u s t r i a l  p o l l u t i o n  c o n t r o l  problem In t h e  
i n d u s t r i a l i z e d  a r e a s  nea r  Osaka Ci ty  is formulated.  The problem i s  t o  
a l l o c a t e  product ion f a c t o r s  ( c a p i t a l  and l abour )  t c  each i n d u s t r y  in 
such a way that i n d u s t r i d  o u t p u t ,  chemical oxygen demand (COD) .nd  
sulphur  d iox ide  (SO ) a r e  optimized s u b j e c t  t o  r eaource ,  t e c h n i c a l  and 2 
f r i c t i o n a l  c o n s t r a i n t s .  The i n t e r a c t i o n  p rocesses  us ing t h e  t i m e -  
sha r ing  computer program based on FSPUT t o  so lve  t h i s  problem Are a l s o  
demonstrated a long wi th  t h e  corresponding computer ou tpu t s .  
2. Hult iobject ive D e c i s i o m k h g  by the  Fuzzy S e q u e n t i d  Proxy Optimization 
Technique 
The mult iobject ive optimization problem (HOP) i s  represented as :  
MOP 
- 
min f ( x )  k ( f l ( x ) ,  f 2 ( x ) ,  ..., f n ( x ) )  
X 
subject  t o  
N 
x E X  cxlx E E .  g (x)  20, j-1, ..., PI (2 
where x i s  an N-dimntional vector  of decis ion var iab les ,  f l ,  ..., f  a r e  
n d i s t i n c t  ob jec t ive  functions of the decis ion vector  x,  gl, ..., 8 are  
m 
inequa l i ty  cons t ra in t s  and X  i s  t h e  f e o r i b l e  ae t  of conatrained decis ions.  
Fundamental t o  t h e  J4OP is  the  Pareto optimal concept, a lao  known as 
a noninfe r io r  solut ion.  Qualitatively, a  Pareto opt- ao lu t ion  of the 
HOP is  one where any improvement of one ob jec t ive  funct ion can be achieved 
only a t  the  expense of mother .  Usually, Pareto opt-1 so lu t ions  
cons i s t  of an i n f i n i t e  n h e r  of points ,  m d  some Undo of sub jec t ive  
judgements should be added t o  the q u a n t i t a t i v e  analyses by the  DM. The 
DM must s e l e c t  h i s  preferred so lu t ion  from among Pareto opt- ao lu t ions .  
The mult iobject ive decisioamaking problem (KMP) we a s h  t o  solve i s :  
WDMP 
-
max U(f l (x) ,  f 2 ( x ) .  ..., f n ( x ) )  (3 )  
X  
subject  t o  
X E X  P 
where xP i s  the  s e t  of Pareto opt- so lu t ions  of the HOP. U(.) i s  the  
N DU' s  o v e r a l l  u t i l i t y  function defined on F if (x)  lx  E E I but h i s  
l o c a l  imprecise knowledge of U(. ) is  as.-d. 
One way of obtaining Pareto optimal so lu t ions  t o  the MOP is t o  
solve E-constraint problem P1(~-l)  (21,  (10-12): 
s u b j e c t  t o  x E X n X1(c-l) 
where E - ~  p (c* ,  c3 ...., cn) ( 7 )  
x ~ ( E - ~ )  t x i f i ( x )  2 c,, 1-2 ...., n l  (8) 
Of cour se ,  any o b j e c t i v e  could be chosen a s  f l .  Note t h a t  (9 )  i s  a 
necessary  cond i t ion  f o r  P  ( E  ) t o  have a f e a s i b l e  a o l u t i o n .  1 -1 
Let US assume t h a t  x * ( E - ~ ) ,  an opt-1 s o l u t i o n  t o  the  P 1 ( ~ - l ) ,  be 
unique f o r  t h e  g iven E- 1 E El. And l e e  AE be a see  of E - ~  such t h a t  1 
a l l  t h e  E-constraint.  (8) a r e  a c t i v e ,  t h a t  i s  
Then t h e  f o l l o v i n g  theorem, which i s  e s s e n t i a l l y  same a s  i n  Payne ec  a l .  
[191 shows t h a t  t he  P a r e t o  o p t h a l  a o l u t i o n  see  of  t h e  MOP co inc ides  
wi th  che s o l u t i o n  see  of P  ( E  ) under a u i t a b l e  assumptions.  1 -1 
Theorem 1. x* E X i s  a Pare to  opt-1 s o l u t i o n  of the  MOP i f  and only  
i f  x* E X i s  a unique ao lu t ion  of P f o r  aomr c- 1 1 AE1. 
I f  t h e  Kuhn-Tucker cond i t ion  f o r  problem P1(~- l )  i s  s a t i s f i e d ,  t he  
Lagrange m u l t i p l i e r  Ali(~-l)  anaocia ted  w i t h  t h e  i t h  a c t i v e  c o n s t r a i n t  
can be r ep resen ted  a s  f o l l o v s :  
). = - i a f l ( c - l ) ) / t a f i ( c - l ) )  1-2 ,..., n  1 i (11) 
By t a k i n g  accounc of Theorem 1 ,  i f  t h e  unique opcimal solutions of 
t h e  P1(~- l ) .  x * ( E - ~ ) ,  a r e  s u b s ~ i ~ u t e d  t o t h e  MDW given d e s i r e d  l e v e l s  
of C E AE1, che lIDMP can be r e s t aced  a s  t h e  fo l lowing  E-l-parametric 
-1 
u t i l i t y  maxlmizaLion problem. 
To proceed we introduce the concept of marginal rates of ~ubstitution 
(HRS) of the DM. 
Definition 1. At m y  point of f-(f l,..., fi, ..., f ), the m u n t  of fl n 
that the DM is villing to acquire for sacrificing an additional unit of 
fl is called the k5G. Mathematically, the KRS is the negative slope of 
the indifference curve at the f: 
YI(~) - I au(f)/afi~/rau(f)/arli - -dfl/df iidu-0, dfr-o, d l ,  i (13) 
vhere each indifference curve is a locus of points among vhich the DM is 
indifferent. 
Usually, the decision d y s t  usesses MRS by presenting the following 
prospects to the DM. 
for a small fixed Afl, -11 enough so the indifference curve is 
approximately linear but large enough so the decrement is -ngful. 
The analyst varies Afi until1 the DM is indifferent betvaan f md f'. 
At this level, yi(f) Afl/Afi. 
Dyer proposed algorithmic procedures for approximating the WBS 
through a series of ordinal paired comparisons, where the DM is required 
to indicate a preference for one of t w  po~sible choices, or to indicate 
his indifference betveen the two ( 7 1 .  For the fixed decrement d l ,  a 
modification of the bisection algorithm is applied to the value of c,f 1' 
decreasing bfi if the DM prefers f and increasing di if he prefers f'. 
The process is continued until a value gfl is obtained at vhich the DM 
is indifferent between f and f'. 
In this paper, considering the imprecise orture of DH's judg-ts, 
we assume that the DM can est-te in an approximate n-rical way his 
local HRS as follows: "For the fixed decrerbent Afl, Afi should be .n 
approximate n d e r  between AfMn and Afi- with the m e u ~  in the vicinity 
of A? " Denoting 
%i = A ~ ~ / A ? ~ ,  mlmn - A ~ ~ I A ~ .  m 
-xl 1- Afllhfimin (15) 
and using the concept of fuzzy numbers and its L-R representation [4-61, 
the DM'S KRS can be interpreted as type L-R fuzzy numbers with mean i 11 ' 
left and right spread parameters nli and 6 ' li' 





L is for left reference function and R for right reference function. 
Examples of L and R functions are : 
J ' lnax (0, 1-/xlp) p 2 1 
y = exp(-/xlP) p 1 1 
y = l!(l+~x'~) p 2 1 
i 
y - 1 in [-1, +I], y - 0 elsevhere 1 
Throughout t h i s  paper we mke t h e  f o l l a v i n g  Msumptions.  
Aasrrmption 1: The DM's l o c a l  imprecise  knowledge of U is ~ s w d .  
Moreover. U is assumed t o  be concave, a m t r i c t l y  decreasing and cont inuously  
d i f f e r e n t i a b l e  func t ion  on F. 
A s a u q t i o n  2: AL1 f l .  1-1,. . . , n and a l l  g,, j-1.. . . , m a r e  convex and 
twice  cont inuously  d i f f e r e n t i a b l e  i n  t h e i r  r e s p e c t i v e  d&s and c o n s t r a i n t  
set X i s  compact. 
Assumption 3: E - ~  i s  on i n t e r i o r  point  of M 1' 
From Assumptions 1-2, t h e  f o l l o v l n g  theorem holds  [ 201. 
Theorem 2. Under Assumptions 1-2, t h e  u t i l i t y  func t ion  6 ( ~ - ~ )  i s  concave 
wi th  r e spec t  t o  c 
-1 
Now, we can formulate  t h e  g rad ien t  a f i ( ~ - ~ ) / a r ~  (1-2.. . . , a )  of 
u t i l i t y  func t ion  6 (c- l ) .  Applying t h e  cba in  r u l e  
a f i ( - ) / ac i  - a u ( . ) / a ~ ,  + [ a ~ ( . ) / a f ~ l [ a f ~ / a ~ ~ l  1-2.. .., n (20) 
Using t h e  r e l a t i o n s  (11) and (13) ,  we have t h e  fol lowing:  
a U ( - ) / b ~ ~  = [ auc . ) / a f , I  cqi-All) 1-2 ,..., n. (21) 
From t h e  s t r i c t  monotonicity of U v i t h  rampact t o  f l. a U  ( .)/ af is 
always nega t ive .  Therefore  A l l - q i  (1-2,. .., n )  decide a d i r e c t i o n  
improving t h e  va lues  of b ( - )  at a c u r r e n t  po in t .  
Under Assumptions 1-3, i f  t h e  -um i s  reached a t  an i n t e r i o r  
po in t  of  AE1, t h e  op t ima l i ty  cond i t ions  f o r  a maximization point  c-l a r e  
a i i ( . ) / a ~ - ;  - O ,  t h a t  i s  
yi - ili 1-2,.  . . , n.  (22) 
This  i s  a well-lcnovn r e e u l t  t h a t  at t h e  optimum t h e  nBS of the  DM 
m u s t  be equal  t o  t h e  trade-off r a t e .  
The opt inral i ty  cond i t ion  (22) can be r e v r i t t e n  by us ing  t h e  square  
of t h e i r  normalized s c a l a r  product C def ined by: 
where impl ies  the  e m  over 1-2, ... , n.  Obviously 0 C  1 rod t he  
a l t e r n a t i v e  form of the  o p t M i t y  cond i t ion  i s  t hen  
C - 1  (24) 
However, when t h e  PH's KRS a r e  presented i n  a fuzzy form as I n  
( 1 5 ) ,  vhich can be i n t e r p r e t e d  a s  type L-R fuzzy numbers Eli = (Gli, 
M 
rill, (1-2, 3 ,  ..., n ) ,  C  i n  (23) becomes a fuzzy number C  a s  foUows:  
Operat ions  of (25) can be g r e a t l y  s i m p l i f i e d  by using L-R repreeen ta t ions .  
The f o l l o v i n g  formulae were a l ready demonstrated by Dubois and Prade [4- 
61. Given the  L-R fuzzy numbers = (m, ri,  6)LR and ii = (n,  U, F ) ~ ,  
t h e  sum i s  an L-R fuzzy number, and 
(m. n ,  elLR $ (n ,  U ,  u I L R  = (*, Wu, &')LR (26) 
The approximation formulae f o r  product SO:,  inveree  of ii and quo t i en t  
'm8E a r e  
- (n, n ,  B I L R o ( n ,  u ,  u I L R  = (m, mvtnn, -elLR (27) 
Using these  formulae we get  
( Ii A l l  %li)2 (P ,  0 ,  B)m 
-1 - ( Ii I E ; ~  1 - (q, Y 9 6!= 
vhere  
P - ( Ii  'li%l) 2 
a Ii 'limli 11 ' l i n l i  
- ii 'limli Ii 'lieli 
2 2 
q = 1 / (  L l  A l l  Ii y i )  
2 2 2 Y - ( r i  ifi ii 2%1811)1( ji lli I l  Ell) 
2 . 2  r -2 ) 2  
6 = ( I i  ),li li 2 i l l r l l i ) / (  ii A l i  L~ E~~ 
I f  ve assume L(x)  - R(x) ,  an approximate L-R r e p r e s e n t a t i o n  t o  ? i n  (25) 
When coapar lng the  fuzzy numbers z'-' and ze,  t h e  fol lowing ques t ion  
may a r i s e :  what is t he  true-value of t h e  a s e e r t i o n ;  " X s  z9. g r e a t e r  then 
z9.-1 ? *I -9. In  o t h e r  wards, what i s  t h e  p o s s i b i l i c y  f o r  C t o  be g r e a t e r  than 
- e ? The t r u t h  va lue  of t h e  a s s e r t i o n  C is g r e a t e r  than  vhich 
ve  v r i t e  2' > Z9.-l,  def ined a s  [4-61 
where IJ and vFp l  a r e  r e s p e c t i v e  makberehip func t ions  of E L  and E'-'. 
E 
T h i s  formula i s  on extension of t h e  i n e q u a l i t y  p I q according t o  t h e  
ex tens ion  p r i n c i p l e .  It con be e a s i l y  checked thac  (4-61 
v ( z e  > P 1 )  - 1 i f  and only i f  z P  > (40) 
v(E' < ti-1 ) - h e l r h t  (c' n E"') - u (d) - uEfi l  (d l  (41) 
Ee  




Thus, t h e  m r v e r  t o  t h e  ques t ion  "Xr 2' g r e a t e r  than Et-l?" is a 
fuzzy set A of t h e  universe  {yes ,  no) :  
A - v ( z P  > ze-l ) / y e s  + v ( c e  < 'it-')/no 
s Now,  at t h e  llth i t e r a t i o n ,  i f  we adopt t h e  mean va lue  Iqi of t h e  
DM'S MRS, t h e  p o s s i b l e  d i r e c t i o n  of se.ar=h sf1 is given by: 
P P L 
+ as-l) ,  c-1 r Then ve adopt ( f l ( ~ - l  + a s  a sea rch  p o i a t  i n  t h e  
process  of l i n e a r  sea rch  f o r  t h e  s t e p  s i t e  cr. Our sea rch  point  becomes 
a Pare to  optimal s o l u t i o n  hy so lv ing  t h e  c-constra int  problem and the  DM 
can s e l e c t  h i s  p r e f e r r e d  s c l u t i o n  from among t h e  Pa re to  opt lmal  s o l u t i o n s .  
In  o rde r  t o  determine t h e  s t e p  s i z e ,  v e  in t roduce  t h e  f o l l o v i n g  l o c a l  
proxy pref  e reace  f unct ions  l i k e  oppenheioer ' s method [ 1 7  1. 
( 1 )  sum-of-exponmtials 
If [-am ( f ) / a f  ]/m ( f )  - w t hen  P ( f )  = -1 a exp(-u f  ) .  (44) 
13 -1 i-1 j i i i 
( 2 )  sum-of-powers ( a  +O) 
-1 
If - h i  ( I f  ]/m ( f )  - (l+a,)/(M +f ) t hen  P ( f )  - -1 aI(Mi+fi) O i  
-1 1-1 -1 -1 
where Mi i s  a cons tan t  such t h a t  Mi+fi > 0, 1-l,.. .. n 
( 3 )  sum-of-logarithms 
1f [-am,, ( f ) / a f  ]/m ( f )  - l / ( n  -f ) t hen  P ( f )  =I mi In(Mi-fi) (46) 
-1 i 3  3 -1 
vhere  tl i s  a cons tan t  such t h a t  tl -f > 0 ,  1-1, ..., n.  i i i  
Although t h e s e  u t i l i t y  func t ions  a r e  very r e s t r i c t i v e  g l o b a l l y .  
they a r e  reasonable  when resumed l o c a l l y .  Ue use one of  t h e s e  u t i l i t y  
f u n c t i o n s  only  a6 a mech.nism t o  guide  t h e  sea rch  f o r  t h e  b e s t  s t e p  
s i z e .  
Following t h e  above d i scuns ions  we can now cons t ruc t  t h e  
a lgo r i thm of t h e  fuzzy s e q u e n t i a l  proxy op t imiza t ion  technique 
(FSPOT) i n  o rde r  t o  o b t a i n  t h e  p r e f e r r e d  s o l u t i a n  of t h e  DM f o r  t h e  
m. 
Step 1. (initialization) Choose initial p o i n t  c-l E El and a c t  
1 - 1. 
e Step 2. ( Pare to  op t ima l  s o l u t i o n )  Set c-l = E - ~ ,  s o l v e  ro E- 
e e 
c o n s t r a i n t  problem P1(~- l )  f o r  E - ~  and o b t a i n  a P a r e t o  op t ima l  
e 
s o l u t i o n  X* (c  E P P a P a r e t o  opt-1 va lue  f P  = ( f l [x* ( r - l>  , 
I 
and corresponding Lagrange m u l t i p l i e r  Xli(i=2, ..., n ) .  I f  all t he  
f - c o n s t r a i n t s  a r e  a c t i v e ,  go t o  t h e  next s t e p .  Otherwise,  r ep lace  
I 
E. f o r  i n a c t i v e  c o m t r a i n t s  by f i [ ~ * ( f , l ) ]  ( i -2 ,  ..., n)  and s o l v e  
t h e  a -cons t r a in t  problem t o  o b t a i n  t h e  corresponding Lagrange 
m u l t i p l i e r s .  
Step 3. (Assessment) b s e s s  t h e  MILS of t h e  Dn a t  f e 
i n  a fuzzy form and choose t h e  form of  L and R func t ions  i n  a 
eubj  e c t i v e  manner. 
Step 4 .  (Termination) Lf v ( ~ '  > = 1 ,  v ~ '  < i~ ' - l )  1 m d  
9. 9. e 
= 1, s top .  Then a Pareto  opt- s o l u t i o n  ( f l [x*(c- l ) ] ,  c , ~ )  i s  
t h e  p r e f e r r e d  s o l u t i o n  of  the  DM. 
Step 5. (Direct ion v e c t o r )  Determine the  d i r e c t i o n  vec to r  s_el by 
- e 
S: - All - yi (1-2.. . . , n).  
Step 6.  (Local proxy) S e l e c t  t h e  form of t h e  proxy func t ion  that 
v i l l  be used at each i t e r a t i o n ,  and c a l c u l a t e  t h e  par-ters us ing  
t h e  mean va lues  of t h e  DU's l4RS. 
Step 7. (Step s i z e )  Chlmge t h e  s t e p  s i z e ,  o b t a i n  corrasponding Pare to  
op t ima l  va lues  8nd sea rch  f o r  t h r e e  a va lues  aA, aB and aC vh ich  
s a t i s f y  aA < a e < aC and P(aA) < P($) > P(aC),  vhe re  P(a)  P ( f l [ x * ( ~ , l  + 
e e I 
aS-l)], c - ~  + This  s t e p  opera tes  e i t h e r  doubl ing o r  h a l f i n g  
t h e  s t e p  s i z e  unt i l  t h e  maximum i s  bracketed.  Then a l o c a l  mprimnn 
of P (a )  i s  in t h e  neighbourhood of a - $. Set  1 - P+l and r e t u r n  
t o  s t e p  2. 
Rcmark. Reduction of  some o f  t h e  i n c o m i s t e n t  behaviour of t h e  DM i s  
u s u a l l y  accomplished by performing URS consistency t e a t  at t h e  va r ious  
i t e r a t i o n  po in t s .  Two types  of cons i s t ency  t e s t s  may be perfo-d us ing 
t h e  mean va lue  -yi of t h e  DM'S MRS; t h e  f i r s t  t e s t i n g  KRS consis tency at 
a s i n g l e  p o i n t ,  and t h e  second t e s t i n g  t h e  consis tency at success ive  
po in t s .  
The s i n g l e  po in t  tes: r e q u i r e s  a aecond s e t  of a s s e s m e u t s  at each 
po in t  and checks whether t h e  XRS of t h e  DU s a t i s f i e s  t h e  chain  r u l e ,  
1 .e . .  %, - % i m i , ,  1, j-1. ..., n ,  i + k ,  k+i ,  k + j -  
The second test checks f o r  dec reas ing  marginal r a t e s  of s u b s t i t u t i o n  
of t h e  proxy, vh icn  i s  based on the  f o l l o v i n g  theorem ( 2 0 ) .  
Theorem 3. 
( 1 )  The sum-of-exponent ids  proxy P ( f )  i s  concave and s t r i c t l y  decreasing 
i f  and only i f  
a > O a n d w i > O ,  1-1. ..., n I 
( 2 )  The s u m - o f - p ~ r 6  proxy P ( f )  i s  concave and s t r i c c l y  decreasing i f  
and only i f  
a .  > 0 and a i  > 1. 1-1. ..., n (48) 
( 3 )  The s-of-logarithms proxy P ( f )  i s  concave and s t r i c t l y  dec reas ing  
i f  and only i f  
ai > 0 ,  i-1,. . . , n .  
3. An Applicat ion t o  Env i ro rucn t r l  P r o b l e m  
Consider an a p p l i c a t i o n  of t h e  proposed method t o  an i n d u s t r i a l  
a r e a  i n  Japan. The middle p a r t  of Osaka P r e f e c t u r e  i s  one of t h e  most 
h ighly  i n d u s t r i a l i z e d  a r e a s  i n  Japan.  Osaka Ci ty ,  which i s  t h e  second 
l a r g e s t  i n d u s t r i a l '  and comrercia l  a r e a  in Japan,  con ta ins  m y  d l  
r i v e r s  which a r e  branches of the  Yodo River.  The Yodo River i s  an 
important source  of drFnldng water  f o r  Osaka 's  r e s i d e n t s ,  but  water  
p o l l u t i o n  i n  t h e  Yodo River  basin  h l s  become i nc reas ing ly  s e r i o u s  because 
of t h e  rapid  i n d u s t r i a l  developmant s i n c e  1960. Air p o l l u t i o n  is a l s o  
a t  c r i t i c a l  l e v e l  i n  t h e  g r e a t e r  Osaka a r e a .  I n  a d d i t i o n ,  the  water  
supply capac i ty  i s  l i m i t e d  i n  t h i s  area. Although t h e  s i x t h  erpansion 
program f o r  Osab's p u b l i c  water  supply inc reased  t n e  supply by more 
t h a n l l p e r c e n t  i n  1975, water  shor t ages  a r e  s t i l l  p red ic ted  f o r  t h e  
f u t u r e .  The l i m i t a t i o n s  of land use  i n  t h i s  a r e a  are obvious s i n c e  i t  
i s  one of t h e  most populous a r e a s  i n  Japan.  
Here we formulate  t h e  i n d u s t r i a l  p o l l u t i o n  c o n t r o l  problem f o r  
Osaka Ci ty  a s  t h e  fol lowing t h r e e  o b j e c t i v e  optimization problems: 
sub jec t  t o  
where 
j  an i n d u s t r y  U-1,. .. . 20). 
K c a p i t a l  va lue  (book va lue  of t a n g i b l e  f i x e d  a s s e t s )  in M u t r y  5 ,  3 
K a c t u a l  c a p i t a l  va lue  i n  i n d u c t r y  1, 1 0 
L number of employees i n  Indus t ry  5 .  
3 
L a c t u a l  number of emplojees i n  i n d u s t r y  j , j o  
w . .  u n i t  load  of c h a m i d  oxygen demand (COD) (1-1) o r  su lphur  dioxide 
1 J 
(SO2) (1-2) per i n d u s t r i a l  shipments in i n d u s t r y  j , 
y r e source  c o e f f i c i e n t  f o r  l and  (1-1) o r  water  (1-2) per  i n d u s t r i a l  
i) 
shipments i n  indus t ry  j ,  
k c a p i t a l  c o e f f i c i e n t ,  namely c a p i t a l  va lue  pe r  unit of s h i p r e a t 6  5 
in i n d u s t q  j , 
r r e s t r i c t i o n  f o r  land (1-1) o r  water  ( I - 2 ) ,  i 
qi upper ( i -1)  o r  l w e r  (1-2) bound f o r  the  o v e r a l l  c a p i t a l  
i n t e n s i t y  ( r a t i o  of t o t a l  u r p i t a l  va lue  t o  t o t a l  number of employees),  
b, , A parameters  of t h e  product ion f ~ m c t i o n  f o r  each Indus t ry  j , m d  j 
a , 6 ,  a ' , 6 ' parameters which r ep resen t  f r i c t i o n  ( r e s i s t a n c e )  in 
t h e  t r a n s f e r  of c a p i t a l  and l abour .  
The o b j e c t i v e  func t ion  f l  i s  a Cobb-Douglas type  of  product ion 
func t ion  which i s  homogeneous of degree  one m d  t h u s  i f  t o  each f a c t o r  
t h e  value  of  i t s  marginal  product i s  p a i d ,  t o t a l  ou tpu t  i s  d i s t r i b u t e d  
between c a p i t a l  and l abour  i n  the  product ion 1-b and b,, r e s p e c t i v e l y .  1 
This  va lue  should be &mized s o  a s  t o  i n c r e u e  t h e  t o t a l  product ion.  
The o b j e c t i v e  func t ion  f 2  i s  t h e  t o t a l  m u n t  of COD and should be 
minimized s o  a s  t o  decrease  t h e  water p o l l u t i o n .  The o b j a c t i v e  func t ion  
f 3  i s  t h e  t o t a l  amount of SO; and should be minimized s o  as t o  dec rease  
t h e  a i r  p o l l u t i o n .  Cons t r a in t s  (53) a r e  r e source  c o n s t r a i n t ,  each of 
which i s  l and  o r  water  resource  c o n s t r a i n t .  Cons t r a in t  (54) is t h e  
t e c h n i c a l  c o n s t r a i n t  which shows c a p i t a l  i n t e n s i t y  as a whole. This  has 
been u t i l i z e d  t o  i n d i c a t e  the  d i r e c t i o n  of t e c h n o l o g i c a l  changes occur r ing  
a s  a r e s u l t  of t he  reformat ion of t h e  i n d u s t r i a l  s t r u c t u r e  i n  each 
r eg ion .  C o n s t r a i n t s  (55) and (56) a r e  f r i c t i o n a l  c o n s t r a i n t s :  because 
d r a s t i c  changes i n  the  i n d u s t r i a l  s t r u c t u r e  a r e  nc t  d e s i r a b l e ,  f r i c t i o n a l  
c o e f f i c i e n t s  a r e  imposed t o  provide  upper and lower bounds f o r  each 
d e c i s i o n  v a r i a b l e .  The problem i s  t o  f i n d  t h e  op t ima l  a l l o c a t i o n  of 
product ion f a c t o r s  ( c a p i t a l  and l a b o u r )  t o  each i n d u s t r y  under c o n s t r a i n t s  
The r e source  r e s t r i c t i o n s  r and r2  i n  the  c o n s t r a i n t s  (53) were 
assumed t o  be r, = 232.200, r2 = 200,000. The p a r o ~ c t e r s  ql and q2 were 
A 
supposed t o  be 1 .4  and 0.9 r e s p e c t i v e l y .  The parameters  f o r  c a p i t a l  and 
l a b o u r ,  a, a ' ,  and E, 6 ' ,  were assumed t o  be a - - 0.903, 6 - 0' - 
1.070.  The parameters  f o r  A b,, k .  and wi,, y i j  a r e  shown i n  Table  1 
j' J 
and Table  2 ,  r e s p e c t i v e l y .  The code numbers of t h e  i n d u s t r i a l  c l a s s i f i c a t i o n  
a r e  exp la ined  i n  Table  3. The mources f o r  theme d a t a  have been obta ined 
mainly from t h e  S t a t i s t i c a l  Of f i ce  of O s a h  P r e f e c t u r e  1261, t h e  I l l n i s t r y  
of I n t e r r u t i o d  Trade m d  Indus t ry  (161, 8nd t h e  Osaka  B u r u u  of Trade 
m d  I n d r u t r y  (181. 
Toble 1. Calcu la t ed  Values of P u . ~ t e r s  A,, b, and k .  
J 
Indus t ry  A 5 b , k , 
T a b l e  2. C a l c u l a t e d  V a l u e 6  of p a r a m e t e r s  w and Y 
i j  il 
I n d u s t r y  
COD S02 Land U a t e r  
T a b l e  3 .  C l ~ ~ i f i c a t i o n  o f  I n d u s t r i e s  
Code l n d u s t r i e s  Code l n d u s t r i e s  
1 Foods 11 L e a t h e r  p r o d u c t s  
2  T e x t i l e  m i l l  p r o d u c t s  1 2  Clay and s t o n e  p r o d u c r s  
3 A p p a r e l  p r o d u c t s  1 3  l r o n  and steel 
4 Lumber and p r o d u c t s  1 4  N o n f e r r o u s  wtals 
5 F u r n i t u r e s  1 5  F a b r i c a t e d  m e t a l  p r o d u c t s  
6  P u l p  and p a p e r  p r o d u c t s  1 6  Machinery 
7 P r i n t i n g  and p u b l i s h i n g  1 7  E l e c t r i c a l  mncninery  
8 Chemica ls  and p r o d u c t s  1 8  T r a n s p o r t a t i o n  equipment 
9  Coal  and p e t r o l e u m  p r o d u c r s  1 9  P r e c i s i o n  machinery  
1 0  Rubber p r o d u c t s  2  0 M i s c e l l a n e o u s  
Let us now choome f l  a s  our  primary o b j e c t i v e  and formulate  t h e  
c o r r e ~ p o n d i n g  t c o n a t r . i n t  problem Pl(E-l), vhe re  t h e  sign of f l  i s  
changed t o  r e f l e c t  t h e  m m l z a t i o n  process .  
s u b j e c t  t o  
For i l l r u t r a t i v e  purposes,  ve  s h a l l  aseume that t h e  m's s t r u c t u r e  
of p re fe rence  can be a c c u r a t e l y  r ep resen ted  by t h e  u t i l i t y  func t ion  
However, i t  should be  e t r eeeed  that t h e  e x p l i c i t  form of u t i l i t y  
func t ion  as i n  (62) i s  rued purely  f o r  s imula t ing  t h e  reeporuer  of t h e  
DM. To be more e p e c i f i c ,  f o r  t h e  aeBesement decrement Afl, t h e  v a l u e s  
f o r  Afi, Af- and Af- a r e  s imulated by so lv ing  t h e  fol iowing equat ions .  
U(fl+Afl ,..., fi-d? i...., fa) - U(fl,  f 2  ,..., fa)  (63) 
U(fl- Afl...., fi+hfimio, ..., f n )  - U(fl,  f 2 ,  .... f a )  + d4 (64) 
U(fl-Af l , . . . ,  fi+Af- ..... f,,) - U(fl,  f 2 . . . . ,  f a )  - d4 (65) 
Where t h e  t o l e r ~ c e  C,, is  a presc r ibed  p o s i t i v e  number. Concerning 
L  and R func t ions .  max (0 ,  1- jx 1 )  i s  c h o o ~ e d  in a sub) e c t i v e  manner. 
In Fig. 1, t h e  i n t e r a c t i o n  processes  us ing t h e  t ime-shar ing computer 
program under TSS of ACOS-6 d i g i t a l  computer i n  t h e  computer c e n t e r  of 
Kobe Unive r s i ty  i n  Japan a r e  explained e s p e c i a l l y  f o r  t h e  f i r s t  i t e r a t i o n  
through t h e  a id  of some of the  compucer ou tpu t s .  In t h i s  i n t e r a c c i o n ,  
t h e  i n i t i a l  va lues  of dec i s ion  v a r i a b l e s ,  x (K l , . . . ,  K20, L1.. . . ,  
1 
L ) ,  a r e  s e t  co be the  love r  bounds of them, the  i n i t i a l  va lues  of c- 2  0  1 
1 1  
= ( c , ,  c ) a r e  choosed t o  be (144000, 103000) by t ak ing  account of the  
& 3  
c a l c u l a t e d  i n d i v i d u a l  minimum and maximum of f 2  and f 3 .  Furthermore, 
t h e  assessment decrement Afl meaningful t o  che DM is assumed t o  be Afl = 
1000 and che value of C,, is s e t  t o  be 20000000. 
Pa re to  op t ima l  s o l u t i o n s  a r e  obta ined by so lv ing  t h e  E-cons t ra in t  
problems using the  revised v e r s i o n  of t h e  genera l i zed  reduced g rad ien t  
(GRG) [14]  program c a l l e d  GRCZ(l51. I n  CRC2 t h e r e  a r e  tvo op t ima l i ty  
t e s t ,  i . e . :  
(1 )  t o  s a t i s f y  t h e  Kuhn-Tucker op t jma l i ty  cond i t ions ,  
(11) t o  s a t i s f y  the  f r a c t i o n a l  change cond i t ion  
I - OBTTST~ < EPSTOP " 1 OUTSTI 
f o r  NSTOP t imes consecut ive  i t e r a t i o n s .  Fll .'s t he  c u r r e n t  o b j e c t i v e  
value  and OEJTSI i s  t h e  o b j e c t i v e  va lue  a t  t h e  start of t h e  previous  
one dlment ional  search.  NSTOP has a  d e f a u l t  va lue  of 3. 
In Fig. 1, it i s  ah- t h a t  one of t h e s e  cond i t ions  a r e  s a t i s f i e d .  
A f t e r  t e s t i n g  wnether t h e  t r ia l  po in t  obta ined a t  ITERATION 1 i s  
opt imal  o r  n o t ,  t h e  d i r e c t i o n  v e c t o r  i s  determined and t h e  same procedure 
con t inues  i n  t h i s  manner, where t h e  sum-of-logarithm proxy p re fe rence  
func t ion  i s  s e l e c t e d  through t h e  vhole  sea rch ing  process .  
In  t h i s  example, a t  t h e  3rd i t e r a t i o n  t h e  t e rmina t ion  c r i t e r i a  i s  
s a t i s f i e d  and t h e  p re fe r red  va lues  of t h e  o b j e c t i v e s  ~d  d e c i s i o n  v a r i a b l e s  
a r e  shown i n  Fig. 2. CPU time required i n  t h i s  i n t e r a c t i o n  processes  
was 79.56 seconds under TSS of ACOS-6 d i g i t a l  computer. 
1 55 
Fig. 1. Interactive Decision U n g  Procammec 
INPUT NUflBER OF OBJECTIVES : 
0 3  
LOWER BOUNDS ON VARIABLES ARE 
1 )  0 .285790E+05  2) 0 .207490E+05  
5 )  0 .774800E+O4 6) 0.334030E+05 
92 0 .180900E+04  10) 0.466000E+O4 
1 3 )  0 .975460E+05 1 4 )  0 .259580E+05 
17:) 0 .276980E+05  18, 0 .327640E+05  
21:) 0 .203490E+05  22) O.I58ZOOE+05 
25,  0 .747100E+O4 26:)  0.144830E+O5 
291 0 . 7 4 7 0 0 0 E + 0 3  30) 0 .378800E+04  
33) 0 . 2 6 1 5 2 0 6 + 0 5  3 4 )  0 .916200E+04  
3 7 )  0 .241400E+05  38) 0 .167910E+05  
UPPER BOUNDS ON VARIABLES ARE 
NO UPPER BOUNDS ON INEOUALITY CONSTRAINTS 
I N I T I A L  X I S  
1 ) 0 .285790E+05  
5 1 0.774800E+O4 
9 J 0.1 80900E+O4 
13) 0 .975460E+05  
1 7 )  0 .276980E+05  
2 1 ) 0 .203490E+05  
2 5  :I 0 .747100E+04  
29) 0 .747000E+03  
33:)  O.Z61520E+O5 
3 7 )  0 .241400E+05  
I N D I V I D U A L  MINIMUR AND MAXIflUW 
I M I N  1 MAX 
---------------------------+-------------- 
F i l l  I -0.50209829E+07  I -0.45931085E+07  
F (2 : )  1 0.14327542E+O6 I 0.16291024E+06  
F(31 1 0.10174714E+06  1 0 .11416334E+06  
INPUT I N I T I A L  VALUES OF EPSILONS ( E P ( I j r 1 - 2 ~ 3  : 
= 1 4 4 0 0 0 .  103000. 
[,(I YCIU USE I D E A L  DM 9 (YES OR NO 1 : 
=YES 
WHICH METHOCI DO YOU USE TCI S lMULATE MRS 9 ( 1 v 2 OR 3 1 : 
1 DIRECTLY  BY  D E F I N I T I C W  
2 MRS SURR<JUTINE THROUGH A S E R I E S  OF ORDINAL COMPARISON 
3 I N  A FUZZY FORM 
= 3 
PARETO OPT IMAL  SOLUTlON FOR l N l T l A L  E P S l L O N S  
( KUHN-TUCKER CONDITIONS S A T I S F I E D  1 
1 F ( 1 ) = - 0 . 4 8 6 7 7 4 8 3 E + 0 7  
- 
A F (2) 0 . 1 4 4 0 0 0 0 0 E + 0 6  
E P ( 2 )  = 0 . 1 4 4 0 0 0 0 0 E + 0 6  
LAGRANGE M U L T I P L I E R  = 0 . 3 0 9 2 7 1 3 2 E + 0 2  
3 F ( 3 ?  = 0 . 1 0 3 0 0 0 0 0 E + 0 6  
E P ( 3 )  = 0 . 1 0 3 0 0 0 0 0 E + 0 6  
LAGRANGE M U L T I P L I E R  = 0 . 3 2 0 2 5 6 4 8 E + 0 2  
1 NPUT DE CREMENT DF ( I :I : 
=1000. 
I N P U T  DELTA4  : 
=20000000. 
I N P U T  INCREMENT OF(2 ,  I N  A FUZZY FORM. 
NAMELY*  D F ( Z )  I S  A FUZZY NUPWER BETWEEN D F C 2 ) M l N  AND DF(2)MAX 
W I T H  THE MEAN I N  THE V l C l N l T Y  OF D F ( 2 ) f l E A N  
= 116. 119. 121. 
I N P U T  INCREMENT D F C ~ J  1 N  A FUZZY FORM. 
NAMELY, D F ( 3 1  I S  A FUZZY NUMBER BETWEEN D F ( 3 ) M I N  AND DF(32MAX 
W I T H  THE MEAN I N  THE V I C I N I T Y  OF DFC3 jMEAN 
c 4 7 .  4 8 .  4 9 .  
L-R FUZZY NUMBER C ( 1 j  I S  
C( I )MEAN = 0 .85794807E+OD 
L E F T  SPREAD PARAMETER = 0 . 7 0 3 9 6 7 8 1 E  -01 
R I G H T  SPREAD PARAPlETER = 0 . 7 0 3 9 6 1 8 7 E - 0 1  
............................ ( I T E R A T I O N  I>--------------------- 
D I R E C T I O N  VGCTOR TO UPDATE E P S I L O N S  I S  
S ( Z J  = 0 . 2 2 5 0 0 9 2 7 E + 0 2  
SC3., = 0 . 1 1 0 2 1 0 0 9 E + 0 2  
I N P U T  I N l T l A L  STEP S I Z E  ( ALFO : 
11. 
YOUR MARGINAL RATES OF S U B S T l T U T l U N  ARE : 
M ( i r 2 j  = 0 . 8 4 2 6 2 0 4 6 E + O I  
M ( 1 * 3 >  = 0 . 2 1 0 0 4 6 3 9 E + 0 2  
SELECT LOCAL PROXY PREFERENCE FUNCTION ( 1 9 2  OR 3 ? : 
1 SUM OF EXPONENTIALS 
2 SUM CIF PCIUERS 
3 SUM OF LCM5ARITHMS 
=3 
XNPUT VALUE OF M ( 1 I  SUCH THAT M ( I ) - F ( I j > O  ( l = 1 9 3 j  : 
PO. 1 4 7 0 0 0 .  107000. 
LOCAL PRClXY PREFERENCE FUNCTlClN 
P(F: I= 
+ 0 . 1 0 0 0 0 0 0 0 E + O 1 * L O G ~  0. -F c 1 'I .) 
+ 0 .51930816E-02+LOG(  0 . 1 4 7 0 0 0 0 0 E + 0 6 - F ( 2 > )  
+ 0 . 1 7 2 6 0 2 5 1 E - 0 1 * L O G <  0 . 1 0 7 0 0 0 0 0 € + 0 6 - F ( 3 )  :I 
PARATE OPT IMAL  SOLUTlClN (ALF=0 .100E+O¶)  
( KUHN-TUCKER CONDlT lONS S A T I S F l E D  ) 
1 F i l j  = - 0 . 4 8 6 8 7 9 6 4 € + 0 7  
C, 
L F ( 2 j  = 0 . 1 4 4 0 2 2 5 0 E + 0 6  
E P ( 2 : l  = 0 . 1 4 4 0 2 2 5 0 E + 0 6  
LAGRANGE B U L T I P L I E R  = 0 . 3 0 8 5 0 4 0 1 E + 0 2  
3 F ( 3 1  = 0 . 1 0 3 0 1 1 0 2 E + O 6  
E P ( 3 j  = 0 . 1 0 3 0 1 1 0 2 E + 0 6  
LAGRANGE M U L T I P L I E R  = 0 . 3 2 0 4 3 5 2 9 E + 0 3  
PARATE O P T l M A L  SOLUT lON (ALF=0 .200E+O l )  
( KUHN-TUCKER CONDlT lONS S A T I S F I E D  
1 F ( 1 l  = - 0 . 4 8 6 9 8 4 2 9 € + 0 7  
.:, 
- F (2:) = 0 . 1 4 4 0 4 5 0 0 E + 0 6  
€PC21 = 0 . 1 4 4 0 4 5 0 0 E + 0 6  
LAGRANGE M U L T I P L I E R  = 0 . 3 0 7 7 4 9 0 8 E + 0 2  
3 F(3:) = O . i 0 3 0 2 2 0 4 E + 0 6  
E P 1 3 1  = 0 . 1 0 3 0 2 2 0 4 € + 0 6  
LAGRANGE M U L T I P L I E R  = 0 . 3 2 0 6 1 0 7 4 E + 0 2  
I N P U T  THE MAXIMUM STEP S l Z E  (ALFMAX) 
= 1000. 
P ( F ,  I S  INCREASXNG i STEP S l Z E  W I L L  BE DOUBLED 
PARETO OPT IMAL  SOLUT ION ( A L F = 0 . 4 0 0 E + O i )  
( KUHN-TUCKER CONDITIONS SAT ISF IEC ]  ) 
1 F(1 )  = - 0 . 4 8 7 1 9 3 1 6 E + 0 7  
2 F ( 2 j  = 0 . 1 4 4 0 9 0 0 0 E + 0 6  
E P ( 2 )  = 0 . 1 4 4 0 9 0 0 0 E + 0 6  
LAGRANGE M U L T I  P L I E R  = 0 . 3 0 6 2 7 4 8 6 E + 0 2  
3 F (3 j = 0 . 1 0 3 0 4 4 0 8 E + 0 6  
E P  (3:) = 0 . 1 0 3 0 4 4 0 8 E + O 6  
LAGRANGE M U L T I P L I E R  = 0 . 3 2 0 ? 5 1 8 9 E + 0 2  
P i F )  I S  INCREASING i STEP S I Z E  W l L L  BE DOUBLED 
PARETO OPTIMAL SOLUTXCIN (ALF=O.BOOE+Ol') 
( KUHN-TUCKER CCINDITXONS SATXSFXECl :I 
1 F ( 1 :I = -0 .48760508E+07 
- F t 2 ?  = 0 .14418001E+06  
EP(Z:I = 0 .14418001E+06  
LAGRANGE MULTIPLIER = 0 .28823283E+02  
3 F ( 3  1 = 0.103088 17E+06 
E P ( 3 !  = 0 .10308817E+06  
LAGRANGE MULTIPLIER = 0.32578238E+02 
P ( F I  1S  INCREASXNG i STEP S l Z E  WlLL  BE DOUBLED 
PARETO OPTIMAL SOLUTION tALF=O. l60E+021 
( KUHN-TUCKER CONDITXONS SATISFIED '1 
1 F ( 1 1 = -0. 488404OBE+O7 
- F ( 2  1 = 0 .14436001E+06  
E P ( 2  1 = O. l4436001E+06  
LAGRANGE MULT lPL lER = 0.27?52277E+02 
3 F ( 3 1  = 0 .10317634E+06  
E P ( 3 J  1 0 .10317634E+06  
LAGRANGE MULTIPLIER = 0 .32792177E+02  
P(F, I S  XNCREASING i STEP S l Z E  W l L L  BE DOUBLED 
PnRETO OPTIMAL SOLUTION (ALF=O. 320E+O2j  
( KUHN-TUCKER CONDITIONS SATISFIECI j 
1 F(1) = -0 .48953261E+07 
2 F (2:) = 0 .14472003E+06  
E P ( 2 j  = 0.14472003E+06 
LAGRANGE MULTIPLIER = 0 .10534637E+02  
3 F (3) = 0 .10335267E+06  
E P ( 3 )  = 0 .10335267E+06  
LAGRANGE MULTI  P L l E R  = 0 .37522127E+02  
P ( F 1  I S  INCREASING i STEP S l Z E  W I L L  BE DOUBLED 
PARETO OPTIMAL SOLUTION (ALF=O.64OE+021 
( KUHN-TUCKER CONDl TIONS S A T I S F I E D  I 
1 F ( 1 j  = -0 .49161106E+07 
.-, 
- F ( 2  1 = 0.14544006E+Ob 
E P ( 2 j  = 0 .14544006E+06  
LAGRANGE MULTIPL IER = 0 .10490666E+02  
3 F ( 3 )  = 0 .10370534E+06  
E P ( 3 )  = 0 .10370534E+06  
LAGRANGE MULTI  P L I E R  = 0.37420754E+O2 
Pi.F:) I S  INCREASlNG i STEP S I Z E  W I L L  BE DOUBLED 
PARETCJ OPTImAL SOLUTlON ( A L F a 0 .  1 2 8 E + 0 3  1 
( KUHN-TUCKER CONDIT lONS S A T I S F I E D  , 
1 F t l )  = - 0 . 4 9 5 5 0 9 0 1 E + 0 7  
-, F ( 2 1  = 0 . 1 4 6 8 8 0 1 2 E + 0 6  
E P r l )  = 0 . 1 4 6 8 8 0 1 2 E + 0 6  
LAGRANGE M U L T I P L I E R  = 0 . 9 8 4 6 9 3 7 0 E + O l  
3 F ( 3 )  = 0 . 1 0 4 4 1 0 6 9 E + 0 6  
E P  (3 J = 0 . 1 0 4 4 1 0 6 9 E + 0 6  
LAGRANGE M U L T l  P L l E R  = 0 . 3 1 3 1 3 9 1 9 E + 0 2  
MAXIMUR OF PCF? I S  BRACKETED ( NEAR OPTIMAL STEP S I Z E  I S  0 . 6 4 0 E + 0 1  
PARETO OPTIMAL SOLUTlON FOR OPTIMAL STEP S I Z E  
( KUHN-TUCKER CONDITIONS S A T I S F I E D  
I F i l ~  6 - 0 . 4 9 1 6 1 1 0 6 E + 0 7  
-, F ( 2 1  = 0 . 1 4 5 4 4 0 0 6 E + 0 6  
E P ( 2 )  = 0 . 1 4 5 4 4 0 0 6 E + 0 6  
LAGRANGE M U L T I P L I E R  = 0 . 1 0 4 9 0 6 6 6 E + 0 2  
3 F ( 3 j  = 0 . 1 0 3 7 0 5 3 4 E + 0 6  
E P  (3:) = 0 .10370534E+06  
LAGRANGE M U L T I P L I E R  6 0 . 3 7 4 2 0 7 5 4 € + 0 2  
I N P U T  DECREMENT DF (1') : 
=1000. 
I N P U T  INCREMENT D F ( l r  I N  A FUZZY FORR. 
NAMELY- D F ( 2 )  I S  A FUZZY NUMBER BETWEEN D F C 2 ) M I N  AND DF<2>MAX 
U l T H  THE MEAN I N  THE V I C I N I T Y  OF DF(2)MEAN 
= 77. 79. 81. 
I N P U T  INCREMENT D F ( 3 )  I N  A FUZZY FORN. 
NAMELY* D F ( 3 J  I S  A FUZZY NUMBER BETUEEN D F ( 3 ) M l N  AND D F ( 3 ) M X  
U l T H  THE MEAN I N  THE V I C I N I T Y  OF DF(3)MEAN 
6 31- 32. 33- 
L-R FUZZY NUMBER C ( 2 )  I S  
C (2) MEAN = 0 . 9 8 8 0 5 Z 1 l E + 0 0  
L E F T  SPREAD PARAMETER = 0 . 9 0 6 9 5 8 4 8 E - 0 1  
R IGHT SPREAD PARAMETER = 0 . 9 0 6 9 5 9 5 7 E - 0 1  
COMPARISCJN RETWEEN TWO FUZZY NUMBERS C ( 2  ANCl C ( 1 .I 
THE ANSWER TO THE QUESTION C I S  C ( Z I  GREATER THAN C t  1 1 3 
I S  A FUZZY SET A CIF THE UNIVERSE (YES OR NO) : 
A = O. lOOE+OI /YES + 0.192E+OO/NO 
GRAPH OF TWO FUZZY NUMBERS C ( 2 j  9 C( 1 J 
---------------------------- ( I T E R A T I O N  2>----------------- 
C)IRECTION VECTOR TO UPDATE EPSILONS I S  
. I  r - 0 . 2 1 5 2 9 4 0 7 E + 0 1  
S ( 3 : l  = 0 . 6 0 2 5 5 4 0 9 E + 0 1  
I N P U T  I N I T I A L  STEP S I Z E  ( ALFO : 
= I .  
YOUR MARGINAL RATES OF SUBSTITUT ION ARE : 
M ( 1 s Z )  = 0 . 1 2 6 4 3 6 0 6 € + 0 2  
M i 1 1 3 1  = 0 . 3 1 3 9 5 2 1 3 E + 0 2  
161 
Fig. 2.  The Preferred Solution of the DM 
THE FOLLOWING VALUES ARE YOUR PREFERRED SOLUTION 
PREFERRED VALUES OF OBJECTIVES 
F e l l  = -0 .49253282€+07  
F ( 2 )  = 0.14483814E+06 
F ( 3 )  = 0 . 1 0 4  12229E+06 
PREFERRED VALUES OF VARIABLES 
X c  1 I =  0 .28841357E+05  X (  2)- 
X (  4 1 =  0 .14417000E+05  X (  5)=  
X c  7 ) s  0 .68254000E+05  X (  8 ) s  
X ( l O I =  0 .55100000E+04  X ( 1 1 ) =  
X ( 1 3 1 =  0 . 1 0 6 2 3 4 5 7 € + 0 6  X ( l 4 1 =  
X ( 1 6 1 =  0 .87216000E+05  X ( 1 7 ) =  
X ( 1 9 ) =  0 .48960000E+04  X ( 2 0 ) =  
X t 22 I= O. i8740000E+O5 X ( 2 3 )  = 
X ( Z 5 ) -  0 .88510000E+04  X ( 2 6 ) =  
X ( 2 8 1 =  0 .36539000E+05  X ( 2 9 , =  
X ( 3 1 ) =  0 .58960000E+04  X ( 3 2 ) =  
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The p r e f e r r e d  a l l o c a t i o n  of  c a p i t a l  a n d  l a b o u r  t o  e a c h  i n d u s t r y  
c o r r e s p o n d i n g  t o  t h e  results o b t a i n e d  by i n t e r a c i t o n  is  eummarized i n  
T a b l e  4 t o g e t h e r  v i t h  t h e  v a l u e s  i n  1975 .  
T a b l e  4 .  The p r e f e r r e d  b l l o c a t i o n  o f  C a p i t a l  and Labour  
1 9  75 P r o p o s a l  I n d u s t r y  
C a p i t a l  Labour C a p i t a l  Labour 
The o b t a i n e d  result compares f a v o r a b l e  v i t h  t h e  v a l u e s  o b t a i n e d  by 
s o l v i n g  max U ( f l ,  f 2 ,  f 3 )  d i r e c t l y  based  on  (62)  u s i n g  GRG2. Theee 
x EX 
v a l u e s  a r e  ( f l ,  f 2 ,  f 3 )  = (4924409,  144676 ,  1 0 4 1 4 4 ) .  
The p r e f e r r e d  va lues  f o r  t h e  o b j e c t i v e  f m c t i o n s  cm be i n t e r p r e t e d  
a s  t h e  compromised va lues  of t h e  DM between t h e  c o n f l i c t i n g  o b j e c t i v e s  
vhich a r e  t h e  maximization of t h e  product ion f u n c t i o n  and t h e  m i d m i z a t i o n  
of tvo  environmental  f a c t o r s  (COD and SOp). The p r e f e r r a d  molut ions  f o r  
t h e  d e c i s i o n  v a t i a b l e s  K and L ahow t h e  p r e f e r r e d  a l l o c a t i o n  of c a p i t a l  j j 
and l a b o u r  t o  each i n d u s t r y .  Those remults mbov t h a t  c a p i t a l  va lues  i n  
i n d u s t r y  as a  whole i s  reduced conpared v i t h  t h e  v a l u e s  in 1975. E s p e c i a l l y ,  
c a p i t a l  f o r n a t i o n  in t h e  c o a l  and pet roleum i n d u s t r y  and in t h e  chemicals 
and r e l a t e d  products  i n d u s t r y  i s  meverely reduced and t h e  nonferrous  
me ta l s  i n d u s t r y  and t h e  f a b r i c a t e d  m e t a l  product i nduu t ry  d e c r s u e  t h e i r  
c a p i t a l  format ion.  On t h e  o t h e r  hand, i n  consumer indumt r i e s  8uch as 
t b e  lumber and f u r n i t u r e  indumt r i e s ,  as w e l l  as in machine M u m t r i e s  
such as t h e  e l e c t i c a l  w b i n e r y  i n d u s t r y ,  c a p i t a l  format ion i s  promoted. 
4 .  Conclusion 
I n  t h i s  paper ,  we in t roduced  t h e  r ev i sed  v e r s i o n  of SPOT c a l l e d  
fuzzy s e q u e n t i a l  proxy op t imiza t ion  t echn ique  (FSPOT) i n  o r d e r  t o  d e a l  
w i t h  i n a c c u r a c i e s  of t h e  DM'S judgements i n  i n t e r a c t i v e  m u l t i o b j e c t i v e  
o p t i m i z a t i o n  problems. In  ou r  i n t e r a c t i v e  on- l ine  mckme, a f t e r  s o l v i n g  
t h e  E-conmtrr in t  problem t h e  va lues  of DM'S MRS a s s u m e d  in a fuzzy form 
were i n t e r p r e t e d  as t ype  L-R fuzzy numbers and t h e  porn v a l u e  of  t h e  KRS 
were used t o  determine t h e  d i r e c t i o n  and t h e  l o c a l  proxy p r a f e r m c e  
f u n c t i o n  was updated t o  determine t h e  s t e p  s i z e .  P a r e t o  o p t h n l i t y  of 
t h e  generated s o l u t i o n  i n  each i t e r a t i o n  i s  a l s o  guaranteed i n  ou r  technique.  
Based on t h e  a lgo r i thm of FSPOT, t h e  time-mharing computer program bas 
been v r i t t e n  t o  f a c i l i t a t e  t h e  i n t e r a c t i v e  p rocesses .  
A n  a p p l i c a t i o n  t o  t h e  i n d u s t r i a l  p o l l u t i o n  c o n t r o l  problem i n  0sak.a 
C i ty  demonstrated t h e  f e a s i b i l i t y  and e f f i c i e n c y  of bo th  t h e  propomed 
t echn ique  and i t s  i n t e r a c t i v e  computer program by s i m u l a t i n g  t h e  remponses 
of t h e  h y p o t h e t i c a l  Dtl. Although the  a c t u a l  DM f o r  t h e  formulated problem 
vould of course  s e l e c t  o t h e r  va lues  of t h e  t h r e e  o b j e c t i v e s  than t h e  ones 
vhich were s e l e c t e d  by the  hypo the t i ca l  DM used i n  t h i s  paper ,  t h e  way t o  
i t e r a t e  and c a l c u l a t e  i s  e s s e n t i a l l y  the  same. However, f u r t h e r  a p p l i c a t i o n s  
m u s t  be c a r r i e d  out  i n  cooperat ion wi th  a person a c t u a l l y  involved in 
decisionmaking. From such expe r i ences  t h e  proposed technique and i t s  
computer program must be r ev i sed .  We hope t h a t  t h e  proposed t echn ique  and i t s  
ex tens ion  v i l l  become e f f i c i e n t  t o o l s  f o r  man-machine i n t e r a c t i v e  
decis ioamakhig  under m u l t i p l e  c o n f l i c t  o b j e c t i v e s .  
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I. Introduction 
Multiobjective optimization techniques have been developed during 
the past ten years. Evaluation criteria for the eolution techniques 
have been also presented. Louclcs (1975) pald attention to conflict and 
choice problems mvng objectives in an uncertain environment. In particular 
he pointed out the importmice of recognizinp uncertainty in trade-offs 
and preferences. However he vas rather in line with pervasive economic 
literature and emphasized the importance of simulation mid pradiction 
techniques for the bargaining and the decision-making processes. Cohon 
and Marks (1975), due to the undeveloped oituations of the above techniques, 
proposed the following criteria: (1) computational feasibility and 
efficiency for practical rue, (2 )  explicit quantification of the trade- 
offs among objectives, (3)  sufficient inforprption about the noninferior 
solution set. Those criteria are all valid and useful. In particular, 
explicit inclusion of a responsive decision-making process for quantifying 
value judgement is of great value. However, from the operational point 
of view. "the -re the better" rule for information available to the 
noninferior solutions set is in need of exadnation. In this paper, the author 
proposes alternative criteria for multiobjective optimization, and presents 
a method for multiobjective decision making under uncertainty. 
The m u l t i o b j e c t i v e  decision-making p rocess  f o r  a pu rpose fu l  system 
has  two phases ,  a n a l y t i c a l  and judgemental.  I n  t h e  a n a l y t i c a l  phase ,  
mathemat ica l  op t imiza t ion  can be executed a long wi th  modeling and s imula t ion .  
I n  t h e  judgemental p h u e ,  a r e spons ive  decision-making process  f o r  
i n t e r v e n t i o n  and coord ina t ion  should  be c a r r i e d  o u t .  Genera l ly  t h e  
decision-making process  has  a gap between t h e s e  two phases ,  and t h i s  
paper is  concerned wi th  p r e s e n t i n g  a method t o  b r idge  this gap. Dua l i ty  
of mathematical programming i s  used f o r  basic systems e v a l u a t i o n  and 
combined wi th  t h e  d e c i s i o n  a n a l y s i s  t echn ique .  Devices f o r  t r e a t i n g  
u n c e r t a i n  e v a l u a t i o n  a r e  a l s o  suggested.  
XI. C h a r a c t e r i s t i c s  of Mul t iobj  e c t i v e  Opt imizat ion 
1. Mult i o b j  e c t i v e  d e c i s i o n  problem 
In  g e n e r a l ,  an o v e r a l l  m u l t i o b j e c t i v e  op t imiza t ion  problem i s  
considered i n  t h e  f o l l a r i n g  form: 
MOP 
- 
vhere  f : Rn - R1, i = 1,. . . , m, i s  a c r i t e r i o n  f u n c t i o n  ( o r  o b j e c t i v e  i 
f u n c t i o n )  of an n-dimentional d e c i s i o n  v e c t o r  x. X i s  a c o n s t r a i n t s  
s e t  of f e a s i b l e  d e c i s i o n s .  
In  problem (1)  , m-obj e c t i v e  f u n c t i o n s  a r e  u s u a l l y  noncommensurate 
and i n  c o n f l i c t  w i th  each o t h e r .  Thus i t  i s  impossible  t o  f i n d  d i r e c t l y  
t h e  s u p e r i o r  s o l u t i o n  f o r  t h e  problem (1) .  In s t ead  t h e  p r e f e r r e d  s o l u t i o n  
x* of t h e  m u l t i o b j e c t i v e  op t imiza t ion  problem i s  ob ta ined  from among 
P 
t h e  Pare to-opt imal  o r  n o n i n f e r i o r  s o l u t i o n  s e t  X . The n o n i n f e r i o r  
s o l u t i o n  s e t  X* i s  de f ined  a s  f o l l o v s :  
P P xP - i x P l x P ~  X ,  1 X E  X. x + x . such t h a t  f r ( x )  L f r ( x  ) 
13) 
P f o r  v r  I - [ l ,  2 ,..., m], and f k ( x )  > f k ( x  ) f o r  k E I,  k + r l .  
For s o l v i n g  t h e  o v e r a l l  optimization problem ( l ) ,  an  o v e r a l l  c r i t e r i a  
f u n c t i o n  should  be muximized. Thus t h e  MOP i s  conver ted  t o  t h e  m u l t i o b j e c t i v e  
dec i s ion  problem i n  t h e  fo l lowing form. 
MDP 
-
The f u n c t i o n  U :  Rm - R1 i n  problem ( O )  i s  an o v e r a l l  p re fe rence  f u n c t i o n  
de f ined  on all t h e  va lues  of t h e  m u l t i p l e  c r i t e r i a  f u n c t i o n  { f i ( x ) ) .  
The p r e f e r e n c e  f u n c t i o n  U i s  u s u a l l y  &own, and s o  we a r e  concerned 
wi th  f i n d i n g  a r a t i o n a l  procedure  t o  d e r i v e  t h e  p re fe rence  func t ion .  
Thus p rocedura l  a s  w e l l  as s u b s t a n t i v e  r a t i o n a l i t y  should be considered 
(Simon 1978).  
2 .  Brief  review f o r  t h e  s o l u t i o n  techpiques  
During r e c e n t  y e a r s ,  s e v e r a l  approaches t o  s o l v e  t h e  HDP (4) have 
been p resen ted .  Those approaches a r e  c l a s s i f i e d  i n t o  t h r e e  c a t e g o r i e s .  
( l j  Generat ing non- in fe r io r  s e t  t echn iques .  
The f i r s t  is  t h e  gene ra t ing  t echn iques  f o r  i d e n t i f y i n g  t h e  n o n i n f e r i o r  
o r  Pa re to -e f f i c i ency  s e t .  Although t h e  p re fe rence  f u n c t i o n  i s  g e n e r a l l y  
unknam, t h e  d e c i s i o n - d e r  can f i n d  t h e  p r e f e r r e d  s o l u t i o n  .if he knows 
the  p r e f e r r e d  marginal  r a t e s  of s u h s t i t u t i o n  betveen o b j e c t i v e s  from among 
those  on the  Pa re to -e f f i c i encv  f r o n t i e r .  
The marginal  r a t e  of s u b s t i t u t i o n  (KRS) f o r  t h e  p re fe rence  f u n c t i o n  
U is def ined  as fo l lows :  
where f  = {f l , .  . . , f, 11. 
For the prefered solution, the KRS m corresponds to the trade- ij 
off rate. T - -df '(x)/df P(x), on the Paretian frontier. The Paretian 
ij i 3 
frontier can be mathematically derived. 
(i) The weighting or parametric method formulates the W P  ( 4 )  as follows. 
Haximize W(f! - w f ( x )  + w f (x) +....+ wmfm(x) 1 1  2 2 (6) 
x E  X 
From the extremal condition, 
At optimal, 
Thus the weighting or parametric method finds the prefered solution with 
the weighting coefficient vi, i = 1. ..., m, for determining the preferred 
marginal rates of substitution. However this method has no device for 
finding if the Paretian trade-off rate T corresponds to the kfRS m. ij lj 
on the preference function. The weighting parameter wi should be set 
as given. For example, in the conventional multi-sectoral optimization 
problem for economic activity such as maximiratioc of a gross national 
income, market prices are used as the weighting coefficient for each 
sectoral income. Dorfman (1972) treated the weighting coefficient as 
the "political weight" in his net benefit maximization problem for 
regional water quality management. 
(11) The constraint method is a counterpart of the weighting method. 
The f-constraint method with parametric variation of the constraint values 
can derive the noninferior set without the requirement of convexity for 
preference and constraint functions. The f-constraint method formulates 
the KDP in the following form. 
PlaxFmize f r  (x) 
X E X  
s u b j e c t  t o  f k ( x )  2 Ck , k - 1.. . . . m, k + r  
- - 
vhere  E :  f k  + c '  k ,  5 > 0 and f k  is  m minimized va lue  of an 
obj e c t i v e  func t ion  f k '  
Zn this method, although t h e  v e i g h t i n g  parameters corresponding t o  
t h e  Pa re to  o p t i d i t y  a r e  given a n a l y t i c a l l y  as a result of mathematical 
op t imiza t ion ,  s process  of sea rch ing  f o r  t h e  p r e f e r e d  v e i g h t s  corresponding 
t o  t h e  p r e f e r r e d  s o l u t i o n  i s  not  provided. 
Harg l in  (1962. 1967) used t h i s  method f o r  his b i - c r i t e r i a  problem 
f o r  economic e f f i c i e n c y  and income r e d i s t r i b u t i o n .  I n  t h e  p lace  of 
market p r i c e s  and " p o l i t i c a l  ve igh t s , "  he rued t h e  pre--signed u r g l n a l  
oppor tun i ty  c o s t  o r  Lagrange m u l t i p l i e r  a s  t h e  v e i g h t i n g  parameter.  
( 2 )  P r i o r  a r t i c u l a t i o n  of p re fe rences  and i t s  ex tens ion  
Goal programing  techniques  have been long developed based on p r i o r  
a r t i c u l a t i o n  of p re fe rences ,  and recmntly i n t e r a c t i v e  v e r s i o n s  have been 
presented (Dyer 1972, 1973).  A device  f o r  combining goa l  programming 
t achn lques  wi th  m u l t i a t t r i b u t e  u t i l i t y  func t ions  f o r  pre-assigning t h e  
d e s i r a b l e  goa l  i s  a l s o  provided ( W e r  1977).  U s  s tudy  i s  based on 
assumption of t h e  a d d i t i v e l y  sepa rab le  u t i l i t y  func t ion .  Those devices  
a r e  in tended t o  a r t i c u l a t e  d i r e c t l y  t h e  d e s i r a b l e  goa l  v l t h  t h e  p re fe rence  
func t ion  wi thout  m y  regard t o  d e r i v i n g  t h e  n o n i n f e r i o r  s o l u t i o n  set, 
and t o  seek t h e  most e f f i c i e n t  path  t o  t h e  i d e a l  goal .  
(3) interactive d e r i v a t i o n  of t h e  p re fe rence  func t ion  
The methods f o r  de r iv ing  t h e  p re fe rence  func t ion  U i n  t h e  W P  (4) 
v l t h  i n t e r a c t i v e  processes  have t v o  d i r e c t i o n s .  One is  t o  o b t a i n  t h e  
non- in fe r io r  s o l u t i o n  s e t  and, based on eva lua t ion  of t h e  trade-off r a t e  
func t ions  corresponding t o  i t ,  t o  assess t h e  su r roga te  v o r t h  func t ions  
f o r  seeking t h e  most p r e f e r a b l e  s o l u t i o n  (iiaimes 1974, 1975). An i n t e r a c t i v e  
v e r s i o n  f o r  a s s e s s i n g  t h e  marginal r a t e s  of s u b s t i t u t i o n  has  a l s o  been 
p resen ted  (Chankong and Umes 1978).  Th i s  method i s  c a l l e d  Surrogate  
Worth Trade-Off (SkT) method. The main c h a r a c t e r i s t i c  of this method is  
composed of  tvo  s t e p s .  I n  s t e p  1, a scalar o p t h l z a t i o n  problem i s  
solved i n  t h e  forms of t h e  E-cons t r a in t  o r  L a g r a n g e t y p e  v e i g h t i n g  
afi  (x )  
method. The d u a l  opt imal  s o l u t i o n  A . (f  ( x ) )  - -- 
1, 5 
7 0 is used as 
a f j  (XI 
t h e  t rade-off  r a t e  f u n c t i o n  betveen o b j e c t i v e s  f i  and f  Ln s t e p  2 ,  5 .  
t h e  s u r r o g a t e  v o r t h  func t ion  w (A ) is  aasessed as an o r d i n a l  number i j  i j  
and t h e  p r e f e r r e d  s o l u t i o n  i s  chosen vh ich  corresponds  t o  t h e  p r e f e r a b l e  
t rade-off  r a t e  func t ion  t o  vh ich  t h e  d e c i s i o n  maker w i l l  be i n d i f f e r e n t .  
Thus,  i n  t h e  SkT method, t h e  a n a l y t i c a l  p rocess  of mathematical op t imiza t ion  
is  combbed wi th  a  judge.mental p rocess .  -ever any dev ice  f o r  manipula t ing 
t h e  "phase gap" has  no t  been provided. Evaluat ion of t h e  marginal  r a t e s  
o f  s u b s t i t u t i o n  is  s t r a i g h t f o r v a r d ,  and, even though it is  I n t e r a c t i v e ,  
v h o l l y  depends on t h e  s u b j e c t i v e  a p p r a i s a l  of t h e  DM. 
Another d i r e c t i o n  f o r  i n t e r a c t i v e  d e r i v a t i o n  of t h e  p re fe rence  
f u n c t i o n  i s  m u l t i o b j e c t i v e  dec i s ion  a n a l y s i s  (Keeney 1974, Ostrom and 
Gros 1975, Keeney and R a i f f a  1976).  Ln t h e  f o l l o v i n g  s e c t i o n ,  t h e  main 
i dea  of  m u l t i a t t r i b u t e  d e c i s i o n  a n a l y s i s  is d i scussed .  
3. Mult iobj  e c t i v e  dec i s ion  a n a l y s i s  
M u l t i o b j e c t i v e  d e c i s i o n  a n a l y s i s  proceeds i n  t h e  f o l l o v i n g  vay. 
F i r s t ,  t h e  o v e r a l l  m l t i o b j e c t i v e  op t imiza t ion  problem (MOP) (1)  is  




where xi is  an ni-dimensional d e c i s i o n  v e c t o r  i n  a  subsystem 1, i = 1, 
To d p u l a t e  the  n o n c o ~ n s u r a t e n e s s  and c o n f l i c t  i n  problem (11). 
consider  8 decomposed d t i o b j e c t i v e  decis ion problam i n  the  following 
Decision problem i n  each subsystem i i s  described i n  term6 of u t i l i t y  
fuuct ion u i ( f i (x i ) ) ,  and the arg-t fi(xi) is  defined as the  measure 
of e f fec t iveness  t h a t  ind ica tes  the degree t o  vhich the  ob jec t ive  f i  i s  
achieved. This measurable quant i ty  i s  ca l led  an a t t r i b u t e  and redefined 
a6 A*i - f i ( x i ) ,  ui(Xi) i s  an u n i a t t r i b u t e  u t i l i t y  fuuct ion.  In t h i s  
sec t ion  h e r e a f t e r ,  the notat ion xi i s  u e e d t o  express the  systems a t t r i b u t e  
fo r  convenience i n  place of x . .  
1 
Then t h e  DMDP (12) i s  converted t o  an o v e r a l l  m u l t i a t t r i b u t e  decis ion 
problem in t h e  f o U a r i n g  form, where X shows a f e a s i b l e  a t t r i b u t e  s e t .  
W P  
-
Maximize U ( x l . x  2 . . . . ,  xm) 
x .  € X 
The o v e r a l l  preference fuuct ion U : R ~  - R~ i s  ca l led  t h e  m u l t i a t t r i b u t e  
u t i l i t y  funct ion (m). Mguments f o r  t h e  HUF, xi, can a l s o  be the 
W. The procedure of sequent ial ly  embedding those component u t i l i t y  
funct ions i n t o  the  m u l t i a t t r i b u t e  u t i l i t y  funct ion is c a l l e d  nest ing.  
The o v e r a l l  preference function U expresses a preference o r  ob jec t ives  
hierarchy i n  t h e  following form (q < m): 
Expression (15) shows the nesting of the m-subsystems into q-subsystems 
where ui can also be a multiattribute utility function. The nesting 
procedures can be executed one after another Fn the objectives hierarchy 
of the stratified systems. 
Now the problem I6 to specify a functional form of formulation 
(13). Keeney and Raiffa,under the assumptions of preferential independence 
and utility independence, shov that function (13) is assessed in the 
following forms (Representation Theorems) . 
Additive utility function 
Multiplicative utility function 
1) L' and ui are utllity functions scaled from 0 to 1, 
rn 
iii) if 1 ki 4 1, k > -1 16 the non-zero solution to 
Parameters k. and K are called scaling constants, and xi is the 
attribute. Identification of the ui and ki is executed by the chance 
lottery technique and the indifference experiment. In the identification 
process of the HUF, value trade-offs among objectives are assessed and the 
systems coordination to cope with incompatibility among than is also 
performed. By reducing the overall decision problem ( 4 )  to the heuristic 
identification and maximization problem (13) of the MIF, noncommensurability 
in the original multiobjective optimization problem (1) is manipulated 
in commensurated terms. The preference structure of large-scale systems 
is elucidated in a hierarchical configuration with the nesting procedure. 
tlovever, vith this method the optimization process for tach subsyotan i 
included in problan (12) is disregarded. In other words, systems evaluation is 
wholly disjuncted from optimization of the fi(xi). In addition, 
diversification and ambiguity of the system6 evaluation are also neglected. 
4 .  Criteria for multiobjective optimization techniques 
Nov we enumerate the criteria which a desirable lnultiobjective 
optimization technique should m e t .  The HDP is concerned vith a Complex 
Problwtique whose characteristics are as follows: (1) largeness of scale, 
(11) noncoPmensurateneas, (iii) conflict and (iv) uncertainty. Systems 
to be optimized include many attributes related to various disciplines. 
Naturally the systems attributes are not ~ u ~ u r a b l e  quantitatively in o 
col~mensurated unit lad unually are incompatible with one mother. In 
addition, syet- evaluation is usually Under uncertainty or faces 
fuzziness. 
Because of those characteristics, a desirable technique should meet 
the f ollwing requirements. 
(i) For coping with the large scale, syetcps should be structured to 
correspond to the level of wmplerry for decision-making including 
modeling and evaluation. Sy~tems decomposition m d  coordirution in a 
hierarchid configuration have been well-developed (Mesarovic lad 
other 1970, tLPimcs 1977) lad are rew-ded for effective structuring. 
(ii) For manipulating the nonconmermurability, a scalar-valued criterion 
function which is transformed from the vector criteria function should 
be introduced, and an operational identification procedure for deriving 
such a preference function should be developed with the procedural rationality. 
(111) For coping vith the incompatibility of objectives, conflict ~rrugement 
processes should be embedded, and value trade-offs among the conflicting 
objectives should be articulated. 
( i v )  For t r e a t i n g  uncertain q u r a t i t i e s ,  probabFLietic o r  fussy .sseos-c 
techniquss ahould be included. 
In ahor t ,  the  HDP i s  constructed m d  solved f o r  supporting decisions 
th t  treat real problams i n  todag's  vorld.  Thus the method should be 
problem-finding and probl-solving, and i t  should be able t o  determine 
p r i o r i t y  among a l t e rn a t i v e  po l ic ies .  For r a i s i ng  the acceptab i l i ty  of 
the  preferred so lu t ions ,  i n t e r a c t i ve  or  learning .pd adaptat ion processes 
f o r  achieving t h e  "best compromised" solut ion should be implauntsd .  
- - r A l .  Hult iobject ive Decision nPkFng md  U t h c p a t i c d  Optimization 
In t h e  preceding sec t ion ,  i t  has been pointed out that the  o r i g ina l  
d t i o b j e c t i v e  decision analysis  technique has disjuncted t he  optimization 
phase from the  j udg-tal ph.se of d t i o b j  ec t ive  decision-making. 
tlovever, i n  the  f i r s t  s tep  t w a r d  80lvfng the  DkDP(12). i t  is possible  
t o  optimize each subsystem f i ( x i )  independantly v i t h  m a t h a m s t i d  
progr-g techuiques, md  i n  t he  mecond s t ep ,  t he  coordFnation process 
is executed v i t h  judgeomtal  decisions.  Thus two-layer symtams a r e  
configured (Figure l ) ,  vhich correspond t o  eyetaus cha r ac t e r i s t i c s  such 
a s  incompleteness of Information ( i . e . ,  degree of uncer t r in ty) ,  m d e U g  
d i f f i c u l t y  ( i . e . ,  f e a s i b i l i t y  of q u r n t i f i u t i o n )  md complaxty of decision 
making ( i . e . .  l e v e l  of abs t rac t ion) .  N w  the  problem is  t o  bridge those 
tvo phases in this system. In other  w r d 6 ,  ve a r e  concerned v i t h  hov t o  
coordinate the  sy6tems and, baaed on t h i s  coordination, how t o  construct 
m overa l l  systems evaluation preserving m a l y t i c a l  r e s u l t s  from 
t he  independently executed optimization process. For t h i s  purpose, 
ve have proposed d i r e c t  u t i l i z a t i o n  of dual optimal so lu t ions  
a s  t h e  basic  systems evaluation fac tor  (Seo 1977, 1980, Seo m d  SaAuva 
1979k., 1979B). This device i s  based on m i n t e r p r e t a t i on  of mathaantical 
ProgramAng formulated in a mult i level  svstem. 
7 
h l t i c r i t e r i a  rux U m u ! f l ( y ) ,  f 2 ( x 2 )  ,..., f m ( x m ) )  2od l ayer  decis ion Xi E X 
problem 1 
Scalar  




A c t d  processes 1 
Figure 1. Systems decomposition m d  w o r d i n a t i o a  Fn tvo-layers optimization 
Consider t h e  following mthematid progr- problau. 
oubject t o  hij (xi) 5 dl, , j - l,.. . , p i  (20) 
1 1 
e r e  xi E R', f i : l n - R  , h .  :ln -11, g U : P - l  . Constraints a r e  
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par r i t ioned  i n t o  policy constrrFnts  m d  technica l  c o P r t r r i n t s .  The problem 
(PI i s  conntructed independently fo r  aach subsystam, but r l s o  considered 
in a h i e r a r c h i c a l  rystmns configurat ion.  The ob jec t ive  funct ion f i (xi)  
is regarded as t h e  lower-level ob jec t ive  m d  t h e  pol icy cons t ra in t  d 
i j  
is t h e  upper-level ob jec t ive  indicated by t h e  upper-level decis ion unit .  
The decis ion vector  xi i s  the  lowest l e v e l  ob jac t iv r .  The problem (P) 
i s  rolved i n  the  lover- level  decis ion un i t .  The dual  optimal so lu t ion  
)* i s  used a s  t h e  b a s i c  eva lua t ion  f a c t o r  and informat ion on i t  i s  sen t  
i j 
up t o  t h e  upper-level dec i s ion  u n i t .  The pr imal  opt imal  s o l u t i o n  x t  
i s  s e n t  down t o  a c t u a l  a c t i v i t y  process .  The o v e r a l l  dec i s ion  problem 
(DPIDP) (12) is so lved ,  v i a  t h e  n e s t i n g  procedure (14) - (15) i n t o  t h e  q  
subsystems, i n  t h e  fo l lov ing  form (q < m), where t h e  dua l  opt- s o l u t i o n  
is used an inverme image of t h e  u t i l i t y  f  uuct ion.  We call this t h e  nested 
Lagrangian m u l t i p l i e r  problem. 
NLMP (NDMDP) 
1 1 1 1  Maximize UIu ( A  (x  Id ) ),. . . , uq ( ~ . ~ ( x ' / d ~ )  ) ]  (22) 
x r €  X 
where ur, x ~ .  xr and d r  a r e  dl v e c t o r s  included i n  t h e  nes ted  
subsystem r ,  r  - 1, ..., q. With t h i s  dev ice ,  t h e  h i e r a r c h i c a l  conf igura t ion  
of t h e  two-layer op t imiza t ion  system shown i n  Figure  1 is  converted t o  
t h e  tvo-layer dec i s ion  system shown i n  Figure  2.  
1 1 1  U - U ~ U  (1 (d 1) ,..., u q ( h q ( d q ) <  
Mul t i a t  t r i b u t e  Regional-level 
u t i l i t y  assessment planning 
Decision 
a n a l y s i s  
T 




Primal 6 dual  Local- level  Hathematical 
s o l u t i o n  planning ( A ~ ,  x r )  programming L 
1 
Actual process  
I I 
Figure  2. S t r u c t u r e  of two l a v e r  dec i s ion  system. 
For example. t h e  problem (P) i s  formed a s  a  l o c a l  mvi ronwrn t  
manag-t p lan  v i t h i n  a  comprehensive r a g i d  p lu rn ing .  The problem i s  
independent ly  conetructed wi thout  m y  rega rd  t o  o t h e r  euboymtem. The 
o b j e c t i v e  f u n c t i o n  f i  (x i )  is  a  l o c a l  i n d u s t r i a l  product ion f u n c t i o n  
and t h e  po l i cy  c o n s t r a i n t  d  is  m environmental  r e q u i r o o l n t  much as COD or 
i j  
SO2 e f f l u e n t  d ischarge .  The d e c i s i o n  v a r i a b l e s  xi - {  xil. ..., xin) a r e  
e e c t o r a l  c a p i t a l  format ion and e t c .  The problem (P) i s  eolved i n  each 
l o c a l  a d m i n i s t r a t i o n  agency. information on t h e  dua l  e o l u t i o n  A t j  i s  
Bent up t o  t h e  r e g i o n a l  a u t h o r i t y  a s  an e v a l u a t i o n  medium f o r  l o c a l -  
l e v e l  p l ann ing  urd l o c a l  i n d u s t r i a l  a c t i v i t y  u n i t s  ( f i rms  e t c . )  a r e  informed 
of  t h e  pr imal  s o l u t i o n  x:. Evaluat ion (22) f o r  o v e r a l l  r e g i o n a l  p lanning 
i s  used f o r  a e s e s s i n g  a l t e r n n t i v e  environmental  r r rugement  p l m s  and 
e e l e c t i n g  t h e  "bent compromined" po l i cy  (F igure  3 ) .  Ln t h e  next  e e c t i o n ,  
nome t h e o r e t i c a l  p o i n t s  r ega rd ing  u s i n g  t h e  dua l  opt- s o l u t i o n  as t h e  
b a s i c  eyntems e v a l u a t i o n  f a c t o r  a r e  examined. 
IV. Optimal i ty  and t h e  Kuhn-Tucker M u l t i p l i e r  
Consider a genera l  mathematical programdng problem. 
s u b j e c t  t o  pi, (xi) 2 d i j  j - 1.. .., n i ' 
where x i €  S =  { x i j a i ( x i ( b i ,  x i s  a i ,  b i e  R ~ I .  
Now, fo rmula te  the  fo l lowing Lagrangian f u n c t i o n :  
Suppose the  0)  has  t h e  opt imal  s o l u t i o n  x* . Then t h e  Kuhn- Tucker theorem 
1 g u r a n t e e s ,  under t h e  cond i t ion  f i e  C , gi,€cl and holding t h e  c o n s t r a i n t  
* Lj q ~ a l i f i c a t i o n ~ t h e  exs i e t ence  of t h e  Lagrangian m u l t i p l i e r  v e c t o r s < . z a ,  h i t R ,  
* * * * 
hi, v i  20, /$, ui 6 Rn, s a t i s f  i s i n g  the  Kuhn-Tucker c o n d i t i o n s  (26)-(27) . 

Kuhn-Tucker conditions 
The theorem shovs that the existence of the Kuhn-Tucker multiplier is the 
* 
first-order necessary condition for the xi to be locally optimal in the (P) and 
* 
only differentiability is assumed. Thus exsistence of the Kuhn-Tucker vctor X . .  
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* 
corresponding to the x is guranteed as the necessary condition of optimality in 
non-convex as well as convex problem. 
Under the approapriate conditions, we can perform meaningful differenciation 
1 i 




Especially when A: r 0, from (26) and (27). &- 1; - -  . 
3% 3% 
Now the A; > 0 has an interpretation 96 an evaluator. Firet, the 
* 
component of A; - afi/adi shows a ratio of a marginal variation of the 
criterion function fi (nystem output) expreened in terms of value to 
marginal variation of the constraint constant di (system input) expressed 
in terms of quantity. In other words, the inverse of A; is Imputed 
prices or s h d w  prices of the constraints ~osured in terms of the 
value of criterion function (Luenberger 1973). Second, A; is the dual optimal 
solution. Consider the following minimax dual problem (Laadon 1970). 
Pi - 
vhere D ={Ailii 2 0, Ai E R , max L(xi, Ai) exists}. 
x. e S 
- 
h(Ai) - max L(xi.li) 
x € S  i 
i s  t h e  dua l  f u n c t i o n .  Domain D does not  have t o  be convex. When f i  
and g .  a r e  d i f f e r e n t i a b l e  6nd convex, t h e  (P)* corresponds  t o  Bal inski-  
1 I 
Baumol's d u d  problem (1968) which i s  a  v a r i a t i o n  of U o l f e ' s  d u d  problem 
(1961). Thus t h e  Kuhn-Tucker m u l t i p l i e r  v e c t o r  A: is  t h e  s o l u t i o n  of 
t h e  d u a l  problem (P)* combined v i t h  t h e  p r ima l  problem (P). When the  
s o l u t i o n s  (x* , A*) a r e  t h e  sadd le  p o i n t  of t h e  ( , f  (q) - h(A;). 
Even i n  t h e  case  of a non-convex problem, t h e  s a d d l e  po in t  can be achieved 
l o c a l l y  wi th  an h e u r i s t i c  a lgo r i thm i f  proper  initial va lues  a r e  s e l e c t e d .  
Nw t h e  above d i scuss ion  i s  app l i ed  t o  t h e  o r i g i n a l  problem (19) - 
(21) .  Form t h e  Lagrangian f u n c t i o n :  
When t h e  Kuhn-Tucker m u l t i p l i e r  A* > 0, t hen  A* = af;/ad I n  t h e  
lj i j  iII ' 
h i e r a r c h i c a l  system, t h e  A * .  i n v e r s e l y  shows a marginal  v a r i a t i o n  of 
13 
t h e  upper- level  o b j e c t i v e  eva lua ted  i n  terms of a marginal  v a r i a t i o n  of 
t h e  l a v e r - l e v e l  o b j e c t i v e .  The l a r g e r  t h e  A* 1 6 ,  t h e  smaller t h e  
i j  
oppor tun i ty  cos t  of t h e  d  measured i n  terms of  t h e  marginal  v a r i a t i o n  
i j 
of t h e  f i  i s .  This  mans t h a t  t h e  degree  of s a t i s f a c t i o n  of t h e  d . .  
13 
( q u a n t i t y )  measured i n  terms of t h e  f i  (va lue )  i s  a l r e a d y  high. The 
A* i s  t h e  oppor tun i ty  c o s t  o r  shadow p r i c e .  The A* r e p r e s e n t s  iII i j  
p r o p o r t i o n a l l y  t h e  degree  of s a t i s f a c t i o n  v i t h  t h e  love r - l eve l  o b j e c t i v e  
i n  t h e  p r e s e n t a t i o n  of t h e  upper- level  o b j e c t i v e .  Note t h a t  t h e  market 
p r i c e  expresses t h e  degree  of s a t i s f a c t i o n  v i t h  t h e  co-dity Inve r se ly .  
* 
I n  c o n t r a s t ,  t h e  ). can expres s  p r o p o r t i o n a l l y  t h e  degree  of s a t i s f a c t i o n  
i j  
* 
v i t h  t h e  d .  because t h e  i n v e r s e  1 / A  i s  t h e  oppor tun i ty  coa t  o r  t h e  
11 iII 
shadow p r i c e .  
I n  t h e  case of our  l o c a l - l e v e l  p l rnn ing  (Sect ion 111),the A* i s  i j  
used as t h e  b a s i c  eva lua t ion  f a c t o r  f o r  t h e  e n v i r o ~ r m n t d  c o n s t r a i n t  
imposed by t h e  r e g i o d  a u t h c r i t y ,  vhich is  eurmined from t h e  p o i n t  of 
view of -maximizing l o c a l  i n d u s t r i a l  output  in subregion 1. 
v .  Conversion of t h e  Kuhn-Tucker M u l t i p U e r  t o  a Quasi-ut i l i ty  Function 
and i t s  Nesting 
1. Der iva t ion  of t h e  component u t i l i t y  f u n c t i o n  
Now t h e  b r s i c  u t i l i t y  func t ion  uij (Aij (ai Idij ) ) ,  j - 1,. . . , p i *  
should be der ived from t h e  above d i scuss ions .  The problem is t o  conver t  
t h e  Kuhn-Tucker m u l t i p l i e r  i n t o  a u t i l i t y  index func t ion .  Along t h e  
l i n e  of von N e u m a ~  and Morgenstern's theorem, it con be shown that 
p o s i t i v e  l i n e a r  t r a n s f o n r r i o n  of t h e  A* t o  uij i s  admissible. 
1j 
Define a r e l a t i o n  A - ( G, R) and cPLl i t  pre fe rence  r e l a t i o n  A. 
&re Cl is a Donempty Bet and R i s  a b ianry  r e l a t i o n  de f ined  on 
elements of C1 
D e f i n i t i o n  1 ( pre fe rence  r e l a t i o n  A). I f  R is a b ina ry  r e l a t i o n  
on t h e  s e t  Ci and i f  2, 3 / ,  ff E R, then p re fe rence  r e l a t i o n  A on 
I n d i v i d u a l  cho ice  s a t i s f i e s  t h e  f o l l o v i n g  axioms: 
(1) T r a n s i t i v i t y :  i f  e R 3 / ,  y~'5E. then $RE. 
(11) Weak connec t iv i ty :  Z R Y ,  o r  $ R 2 ,  
( i i i )  Nonsat ie ty:  i f  Z I ?  , t hen  z ' p ~  f o r  2' = + A%, AZ> 0 . 
( i v )  Cont inui ty:  i f  2 R 5  and yRE, then t h e r e  is  a real number 
a such t h a t  0 ( a  ( 1  and ( 5 2 +  (1  - a ) % )  113, . 
Here R shows "p re fe r  to"  (P) o r  " i n d i f f e r e n t  to"  ( I ) .  
The von Nelrma~-Horgenstern theorem i s  r e s t a t e d  as fo l lows  (Luce and 
Suppe 1965) .  
Theorem 1. Under preference r e l a t i o n  A,  the re  e x i s t s  a rea l -  
valued funct ion S defined on R such t h a t  f o r  every 2, and '$ i n  L 
and a parameter o i n  [0 ,  1 1  
( i )  Z R V  i f a n d o p l y i f  S ( Z ) ) S ( y )  
( i i )  S(a 2 + ( l  - a) ) - a s (  Z ) + (1 - a )  S( 3( ) 
Moreover, i f  St i s  any other  funct ion s a t i s f y i n g  (i) and (ii), then 
t h e  S' is  r e l a t e d  t o  S by a p o s i t i v e  l i n e a r  transformation. 
According t o  t h e  i n t e r p r e t a t i o n  of the  Kuhn-Tucker m u l t i p l i e r  a s  
t h e  shadov p r i c e ,  the  can replace t h e  S in theorem 1. Consider 
r e a l  valued funct ions X ( Z  ) and S(  % )  defined on t h e  decis ion s e t  i 
D ( 2 ,  3 6 D). From nov on, * i s  omitted. 
Proposi t ion.  Two real valued funct ions X i  ( Z ) and S( a! ) 
defined on the s e t  D a r e  i n  an equivalence c lass .  Namely 
( i )  A binary r e l a t i o n  R f o r  numerical magnitudes of X i  and S 
on t h e  s e t  D i s  re f lex ive ,  o r  Aimi f o r  every A i  E D . 
( i i )  The binary r e l a t i o n  R f o r  t h e  A i  and S i s  s p m e t r i c ,  o r  
i f  AIRS then S U .  f o r  every S, A i  E D . 
Thus t h e  above S i n  theorem 1 i s  replaced v i t h  the A i .  
Theorem 2. For every 2 and QJ i n  the  s e t  D defined under t h e  
preference r e l a t i o n  A ,  the  following proper t i es  a r e  preserved f o r  t h e  
funct ion ). I '  
( i )  2 Rg i f  and only i f  Xi( % )  2 i.i( 3 ) ,  
( i i )  ).iio 2?+ ( 1  - a ) y  = a). ( g )  + ( 1  - a )  Xi( y ) i 
The Z and 
'7~ are  regarded as some impl ic i t  evaluat ions f o r  t h e  system's 
c o n s t r a i n t s  d i r  and dis respect ively.  We can v r i t e  Ai(dir) = iir 
and Ai(dis) = Xis  where s ,  r E I = [ l ,  ..., j ...., pi] .  
The funct ion A can be l i n e a r l y  transformed t o  t h e  funct ion ui i 
which s a t i s f i e s  ( i )  and ( i i ) .  We can describe t h i s  i n  the  fo l lov ing  
vay . 
Theorem 3. ( d e r i v a t i o n  of q u a i - u t i l i t y  f u n c t i o n )  A Kuhn-Tucker 
m u l t i p l i e r  A cau be p o s i t i v e - l i n e a r l y  trausformed t o  a n m r i c a l  
i j  
u t i l i t y  u de f ined  on a va lue  betveen 0 and 1. il 
Thus we d e r i v e  t h e  q u a s i - u t i l i t y  f u n c t i o n  i n  a l t e r n a t i v e  
forms. 
- - ai  + bi Ai(xi Idi) , 
vhere  A i m  iA l A i j  > 0 . j - l...., pi)  . 
The ba6ic  i d e a  f o r  d e r i v i n g  t h e  q u a s i - u t i l i t y  f u n c t i o n  is  shown i n  
a more g e n e r a l  veccor  form Fn Figure  4 .  The procedure of conver t ing  t h e  
A i n t o  t h e  u i s  shovn Fn Figure  5. Zn p r a c t i c e ,  v e  choose lwer 
i, i j  
- 
and upper bounds. 4, and A . o f  t h e  A. s u c h a s  O <  A < A  
i j  1j -ij  i jmin  
a t u  (A ) = O a n d  7 > A  > 0 at 
i j  - I j  il ij- 
Figure  4 .  Deviation o f  a b a s i c  u t i l i t y  func t ion .  
EQLTVALENCT: ) ( c i s  
For  t h e  numerical  u t i l i t y ,  a l though d i f f e r e n c e s  between t h e  u t i l i t i e s  
a r e  numerical ly  measurable, t h e  p o s i t i o n  of o r i g i n  and t h e  uuit of a 
n u a w r i c d  s c P l e  f o r  t h e  u t i l i t i e s  can be  a r b i t r a r i l y  decided. Th i s  
type  of s c a l e  i s  c a l l e d  au i n t e r v a l  scale. Thus, t h e  c a r d i n a l  u t i l i t y  
f u n c t i o n s  a r e  de r ived .  
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Figure 5. Conversion of the shadow prices into quasi-utility functions 
In our local-level planning, the u (Aij (xiid ) is used as a i j ij 
component utility function which is related to the enviro~mental restriction 
(target constraint) d. indicated for subregion i. 
1j 
2. Nesting into the multiattribute utility functions 
Now, using the component utility function, the multiattribute 
utility functions ( W F )  are constructed and nested. The procedure for 
deriving the W F s  is similar to the technique of multiattribute utility 
analysis by Keeney and Raiffa, except that here the aseessment of trade- 
offs between attributes is executed on normalized utility values. 
In local-level planning for each subsystem i, multiattribute 
utility functions are constructed in the following forms. 
Additive 
or multiplicative 
When constructing an overall MUF via nesting into the q-subsystem, 
additive 
u - eel, u,, . . . , Uq) - f kiUi (y . u2.. . . , u ) 
1-1 Pi 
or multiplicative 
The NDWP (22) is expressed, using formulations (34) - (37). in the 
f olloving f o m .  
The nesting procedures can be carried out one after another in more 
complex forms of an objectives hierarchy. 
In the procees of asseasing the HUFs, a coordination procedure in the 
judgemental phase of decision mnking is explicitly introduced vith the 
trade-off experiments. The component utility functions are weighted by 
the DM and compromised vith each other. 
A dravback of t h e  HUF method l i e s  i n  t h e  s t r o n g  assumption of 
p re fe rence  independence and u t i l i t y  independence among t h e  a t t r i b u t e s .  
tlavever in our  method t h e  m i a t t r i b u t e  u t i l i t y  f u n c t i o n  u i s  based 
i j  
only  on t h e  A and slmply transformed from it. Thus, i t  is  n o t  necessary  
i j  
f o r  t h e  a s s e s s o r  t o  be bothered w i t h  an  independence check. 
VI. Swmaly of t h e  technique 
The technique f o r  m u l t i o b j e c t i v e  decision-maklng desc r ibed  in 
Sec t ions  111 t o  V is  a-rized i n  t h e  fo l lowing.  
(1)  Problems vh ich  a pu rpore fu l  sys tem i n c l u d e s  a r e  s t r u c t u r e d  in 
a h i e r a r c h i c a l  modeling of mul t i - l eve l  sys tems,  mainly according t o  the  
l e v e l s  of a b s t r a c t i o n  of o b j e c t i v e s .  It i s  c a l l e d  an o b j e c t i v e s  h i e ra rchy .  
Th i s  system is  composed of two-layer d e c i s i o n  systems corresponding t o  
t h e  complexity of t h e  d e c i s i o n  making. 
(2 )  Mathematical modeling i s  cons t ruc ted  f o r  each subsystem i n  t h e  
f i r s t  l a y e r ,  and mathematical progrannning i s  solved independent ly  a s  
s ing le -ob jec t ive  op t imiza t ion  problems. 
( 3 )  Using t h e  --Tucker m u l t i p l i e r ,  t h e  o p o r t u n i t y  c o s t  o r  t h e  
shadow p r i c e  f o r  t h e  systems c o n s t r a i n t  i s  asses sed .  The --Tucker 
m u l t i p l i e r  is  d i r e c t l y  tranafonmed t o  t h e  q u a s i - u t i l i t y  f u n c t i o n ,  vh ich  
i s  uoed a s  t h e  b a s i c  u n i a t t r i b u t e  u t i l i t y  func t ion .  
( 4 )  The b a s i c  u t i l i t y  f u n c t i o n s  a r e  nes t ed  i n t o  t h e  HUFs. Th i s  
n e s t i n g  procedure  is  executed s e q u e n t i a l l y  wi th  i n t e r a c t i v e  p rocesses .  
In  t h i s  n e s t i n g  p r o c e s s ,  systems coord inn t ion  of t h e  decomposed m u l t i l e v e l  
systems i s  c a r r i e d  o u t .  
( 5 )  F i n a l l y  an o v e r a l l  HUF f o r  the  o v e r a l l  d e c i s i o n  system is  
der ived .  Using this v a l u e ,  a l t e r n a t i v e  p o l i c y  programs a r e  examined and 
compared. P r i o r i t y  f o r  s e l e c t i n g  t h e  most d e s i r a b l e  programs (a  s e t  of 
normative va lues  of d e c i s i o n  v a r i a b l e s )  i s  determined. 
We c a l l  t h i s  procedure the Nested Lagrangion Mult ipl ier  ( N U )  method. 
Using this procedure, the  mult iobject ive o p t m a t i o n  problem (HOP) is 
reduced t o  a met of mcalar optimization problems (p) in the  f i r r t  mtep, and 
then t h e e  a r e  coordinated i n to  on ove ra l l  decision problem (HDP) In the 
mecond mtep. Thic procedure is primnrily based on the dua l i ty  of mathematical 
progr-g and the  m i t t i a t t r i b u t e  decimion analysis .  
Nov the s trong and we& cha rac t e r i s t i c s  of the NIA method mhould be 
examined. 
(1) The method configures a h ie ra rch ica l  s t r uc tu r e  of object ives.  
Thus a problem mtructure cm be c lear ly  rpecif ied according t o  the  
propert ies  of the  myrtspc object ives.  
(2) Due t o  u t i l i z a t i o n  of the dua l i ty  of m~themat ica l  p r o g r a a b g .  
The evaluat ion problem and the optimal remource r l l oca t i on  problem 
combined with i t  are s inul t6nwusely molved. 
(3)  The method d i r ec t l y  u t i l i z e s  the  Kuhn-Tucker mu l t i p l i e r s  f o r  
basic  systems evaluation. By t h i s  device, ambiguity included in decision 
analysis  Is excluded in the f i r s t  s tep  of t he  evaluation. 
( 4 )  The n o n c m s u r a b l e  object ives a re  -urated with the 
quas i -u t i l i ty  fuuction a s  a medium converted f r w  the Kuhn-Tucker mul t ip l ie r .  
The quas i -u t i l i ty  function i s  used as the  p r e f e r a c e  function(cardina1 
u t i l i t y  function) without ray loss  of general i ty .  
(5) The funct ion of the DM f o r  systa116 coordination i s  exp l i c i t l y  
introduced by using decicion analysis .  Thus the  analytical and judgemental 
phases of the  decision Pinking process a r e  combined. 
(6) Quantitative evaluation of a l t e rna t i ve  systems designs o r  
prograas i s  car r ied  out v i t h  a s ing le  evaluat ion mtandard. Thus the  
ordering of p r i o r i t i e s  f o r  se lec t ing  the a l te rna t ives  i s  determined. 
( 7 )  For applying t h i s  method t o  empirical problems, unit meamures 
selected f o r  data  bases should be reasonable and p r ac t i c a l l y  umaningful, 
namely, numerical  r e s u l t s  a r e  not  f r e e  from t h e  magnitude o r  dimensions 
of  t h e  uni t  measures of d a t a  bases.  t bveve r  b e c a w e  of this prope r ty  of 
t h e  method, d i f f e r e n c e s  i n  r e l a t i v e  s d e  betveen system6 a r e  r e f l e c t e d  
in t h e  e v a l u a t i o n  results. 
(8)  This  method c a r r i e s  out op t imiza t ion  of systenrs and e v a l u a t i o n  
o f  p re fe rences  wi th  h e u r i s t i c  procedures ,  depending only  on l o c a l  informat ion 
f o r  t h e  sys tems '  func t ions .  Thus d e v i c e s  t o  c o r r e c t  p o s s i b l e  b i a s e s  in 
info-tion a r e  r equ i red  even i f  t h i s  c h a r a c t e r i s t i c  may avoid r i s k y  u -va lues .  
(9 )  The systems coord ina t ion  ul tFmptely  depends on t h e  a i n g l e  DM 
vho i s  assumed t o  be  a k n w l e d g e a b l e  person. Th i s  P l a t o n i c  rssumption 
should  be mi t iga t ed  and uethods  f o r  i n t roduc ing  v a r i e t y  of e v a l u a t i o n  
and f o r  forming consensum should be  developed. 
VII. Example 
In t h i s  s e c t i o n ,  t h i s  method i s  a p p l i e d  i n  a case  s tudy  of r e g i o n a l  
p lanning.  
F igure  6 i s  t he  h i e r a r c h i c a l  systems conf igu ra t ion ,  where r e g i o n a l  
decomposition has  been performed on t h r e e  l e v e l s  in t h e  second l a y e r  and 
f u n c t i o n a l  decomposition has been done on t v o  l e v e l s  in t h e  f i r s t  l a y e r .  
Mathematical p r o g r d g  fo rmula t ions  a r e  as f o l l w s .  
Local  r e s i d e n t i a l  problem (Seo 1977) 
s u b j e c t  t o  
W. , 5 k' , , j - 1 ~ - . - 9  n ,  
and 
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j denotes an indus t ry ,  
n i s  the  number of i n d u s t r i e s ,  
W denotes the  vages and s a l a r i e s  per employee per year in industry j 5 
(decis ion var iab le )  , 
W is  t h e  vec tor  (MI,.. . , W,), 
- 
W denotes the  a c t 4  value of wages end s a l a r i e s  i n  1974 in industry j ,  
- 
5 
W i s  t h e  a c t 4  me- value of the  un i t  payment i n  all i n d u e t r i e s ,  
v i s  the  sum of t h e  deviat ions from the  a c t u a l  mean value of wages 
and s a l a r i e s ,  and A, B,  C a r e  parameters. 
Constraint (40) represents  t h e  minimum requirements f o r  wages end s a l a r i e s  
i n  each indus t ry ,  and cons t ra in t  (41) i s  UI equity requirezent  among dl 
the i n d u s t r i e s .  For t h e  ob jec t ive  funct ion,  a modified exponential 
curve has been est imated:  
Both p r h l  and dual optimal so lu t ions  have been obtained, and t h e  
Lagrangien m u l t i p l i e r s  have been converted i n t o  s i n g l e - a t t r i b u t e  u t i l i r y  
funct ions.  
A6 an example of der iving the  q w i - u t F l i t y  func t ion ,  u t F l i t y  
values f o r  the equi ty r e q u i r e ~ e n t  a r e  s h m  i n  Table 1. 
Table 1. Assessment of the equi ty requirement 
Region (i) 0sak.a Y ao Daito Higshi-Osaka 
Here o is a s t anda rd  d e r i v a t i o n  of average vages  and s a l a r i e s  awng 
i n d u s t r i e s  and i s  ueed f o r  checking t h e  results of t h e  u-value rssessment .  
Order ing of t h e  u-values f o r  e q u i t y  corresponds  v e l l  t o  t h a t  of t h e  
a-values . 
Local  HLTFs f o r  t h e  r e s i d e n t i a l  problem 
Osaka C i ty  
East  Osaka: 
m 
vhere  u and ue a r e  t h e  u t i l i t y  f m c t i -  f o r  t h e  m i n ~ v a g e s  
requirement and t h e  e q u i t y  r equ i renen t  r e s p e c t i v e l y ,  and t h e  s u b s c r i p t s  
0, Y ,  D ,  and H denote  Oeaka, YAO, Dai to ,  and IligashI-Osrlra r e r p e c t i v e l y .  
Local  i n d u s t r i a l  p o l l u t i o n  c o n t r o l  problem (Seo and SPkRJa 1979A) 
s u b j e c t  t o  
where 
j  denotes  an environmental f a c t o r  [chemical  oxygen demand (COD), 
su lphur  d iox ide  (SOq), l and ,  o r  wa te r ]  ( j  = 1, ..., 4 )  
K i s  t h e  c a p i t a l  va lue  (book va lue  of t a n g i b l e  f i x e d  a s s e t s )  of 
r  
in dust^ r  (dec i s ion  v a r i a b l e ) ,  
K r  i s  t h e  a c t u a l  c a p i t a l  value  of i n d u s t n  r ,  
L r  i s  t h e  number of employees i n  i n d u s t r y  r  (decision v a r i a b l e ) ,  
- 
L r  i s  t h e  a c t u a l  number of employees i n  i n d u s t r y  r, 
b j r  
i s  t h e  requirement o r  d i scha rge  of environmental  f a c t o r  j p e r  
u n i t  of shipments i n  i n d u s t r y  r, 
r r  
i s  t h e  c a p i t a l  c o e f f i c i e n t ,  namely c a p i t a l  va lue  p e r  unit of shipments 
I n  i n d u s t r y  r .  
T~ 
i s  t h e  r e s t r i c t i o n  o r  t a r g e t  l e v e l  f o r  t h e  environmental  f a c t o r  j, 
y i s  t h e  a c t u a l  o v e r a l l  c a p i t a l  i n t e n s i t y  ( r a t i o  of t o t a l  c a p i t a l  
va lue  t o  t o t a l  number of employees),  
a,, b r, c  a r e  parameters  of t h e  product ion f u n c t i o n  f o r  each i n d u s t r y  r, 
and 
a ,  6, o ' ,  E' a r e  parameters  which r ep resen t  f r i c t i o n  i n  ( r e s i s t a n c e  t o )  
t h e  t r a n s f e r  of c a p i t a l  and l a b o r  (0 < o, a '  < 1 ;  1 < 6 ,  6 ' ) .  
The o b j e c t i v e  f u n c t i o n  (47) i s  a Cobb-Douglcs type of product ion 
f u n c t i o n  which i s  homogeneous of degree  one ( a ,  + b r  = 1 ) .  m d  t h u s  i f  
each f a c t o r  i s  paid i t s  marginal  p roduc t ,  t o t a l  output  i s  d i s t r i b u t e d  
betveen i a b o r  and c a p i t a l  i n  t h e  r e s p e c t i v e  p ropor t ions  a and b  ,. 
Cons t ra in t  (48) i s  t h e  t a r g e t  c o n s t r a i n t  which shows t h a t  t h e  t o t a l  
amount of any environmental  f a c t o r  r equ i red  o r  d ischarged by each i n d u s t r y  
must no t  exceed a  liml: imposed by t h e  decision-maker. Cons t r a in t  ( 4 9 )  
i s  a t e c h n i c a l  c o n s t r a i n t  which shows c a p i t a l  i n t e n s i t y  a s  a whole. 
C o n s t r a i n t s  (50) and (51) a r e  f r i c t i o n a l  c o n s t r a i n t s  f o r  avoiding d r a s t i c  
changes i n  t h e  i n d u s t r i a l  s t r u c t u r e .  
The problem i s  t o  f i n d  t h e  opt- a l l o c a t i o n  of product ion f a c t o r s  
( c a p i t a l  and l a b o r )  t o  each i ndus t ry  under c o m t r a i n t s  (48) t o  (51) .  
The augmented Lograngian method proposed by P i e r r e  and Love (1975) has been 
u t i l i z e d  in s o l v i n g  t h e  nonlinear o p t h i z a t i o n  problems. 
The aeseesment v i t h  t h e  u-value i s  shown in Table 2. 
Table  2. Aesesoment of t h e  u-values f o r  environmental c o n t r o l .  
Area (j) COD SO Land Water 
(1)  A u A u A U A U 
Osaka 
case  1 2.1642 0.0323 0.9474 0.0012 0.0000 -0.0230 37.5866 0.9383 
case  2 0.2275 0.0008 14,4730 0.4101 4.7484 0.1307 30.3245 0.8656 
Yao 0.0000 0.0000 11.5712 0.7714 8.1213 0.5414 6.1050 0.4070 
Dai to  10.9544 0.7121 0.9618 0.0008 7.2767 0.4503 0.0000 -0.0676 
&re  a nega t ive  s i g n  of t h e  u-value i s  used t o  i n d i c a t e  rrlackncss 
of i n a c t i v e  c o n s t r a i n t s .  
Local MUFs f o r  t h e  i n d u s t r i a l  p o l l u t i o n  c o n t r o l  problem 
O s h  C i t y  
East Osaka 
Regional HUFs a r e  composed of t h e  above l o c a l  UUFs. 
Regional HUFs 
06.b Ci ty  :to 
1 [ ( l t O . O 2 8 5 6 # ) ( 1 + 0 . 7 1 4 ~ F ) - l ]  uo -  0.1020 
East Osaka :U E 
1 IPC UD -- [ ( l  + 0.0265 $)(I + 0.l765 UD ) - 11, 
1 R IPC ) 
U H  0.1481 [ ( l  + 0.0333 UH)( l  + 0 .1U1 UH - 11 
with t h e  numerical u-values and rn va lues ,  d iagnos i s  f o r  t h e  i n d u s r r i a l  
p o l l u t i o n  con t ro l  program is provided in  Table 3. 
Table 3. Diagnosis 
Region S a t i s f a c t i o n  l e v e l  Slackness Technological change 
minimum maximum (capi ta l -saving)  
- 
Osaka 
case  1 S02 water l and  d r a e t  i c  
case  2 COD water none d r a s t i c  
COD S02 
Dai to  SC2 COD 
none medium 
v a t  e r  medium 
tligashi-Osaka SC2 COD none medium 
Vm. Concluding remarks: extension f o r  uncer ta in ty  
The mul t iob jec t ive  opt imizat ion method thus  f o r  presented s t i l l  depends 
on d e t e r m i n i s t i c  procedures ,  even though s u b j e c t i v e  decision-making processes  
a r e  included.  De te rmin i s t i c  eva lua t ion  based  on mathematical programming 
and t h e  MTF method needs t o  be modified v i t h  e x p l i c i t  cons ide ra t ion  given t o  
u n c e r t a i n t y  and d i v e r s i f i c a t i o n  of informot ion.  Bere a r e  s e v e r a l  approaches 
f o r  -aging t h e s e  in t h e  j u d g w n t a l  phase of decision-making. 
(1) P r o b a b i l i t y  asses.l.nt and d e r i v a t i o n  of expected u t i l i t y  f u n c t i o n s  
For i n c l u d i n g  r andomess  i n  t h e  u-value assessment ,  t h e  va lues  of t h e  
u t i l i t y  f u n c t i o n s  a r e  t r e a t e d  as u n c e r t a i n  q u m t i t i e s .  Expected va lues  of t h e  
component u t i l i t y  f u n c t i o n s  a r e  a s s e s s e d  w i t h  judgemental o r  h y p o t h e t i c a l  
p r o b a b i l i t y  d i s t r i b u t i o n s .  The p r o b a b i l i t y  d i s t r i b u t i o n  is  asses sed  accord ing  
t o  t h e  method developed by S c h l a l f e r  (1969). The v a l u e  us f o r  t h e  i j  
cumulat ive  d i s t r i b u t i o n  f u n c t i o n  
i s  a ~ s e s s e d  f o r  s e v e r a l  f r a c t l l e s  of t h e  d i s t r i b u t i o n .  Computer programs con 
e f f e c t i v e l y  conver t  t h e  c d a t i v e  f u n c t i o n  t o  t h e  d e n s i t y  func t ion  f s  (us ) 11 i j  
and c a l c u l a t e  t h e  expected va lues  of t h e  component u t i l i t y  f u n c t i o n ,  
Based on t h e  M C O N  c o l l e c t i o n  by S c h l a i f e r  (19711, t h e  XCOPSS computer 
paclrage ( I n t e r a c t i v e  Computer Progrum f o r  Sub jec t ive  Systems) developed by 
t h e  a u t h o r s  (Sakaua and Seo 1979C, 1980) is used i n  this process .  P r o b a b i l i t y  
c h a r a c t e r i s t i c s  and diagramic r e p r e s e n t a t i o n s  a r e  a l s o  provided i n  t h i s  
package. Using t h e  expected u-values,  t h e  WF-values a r e  de r ived  i n  a d d i t i v e  
and m u l t i p l i c a t i v e  forms, 
vhere  i s  t h e  expected va lue  of t h e  component u t i l i t y  f ~ m c t i o n .  Th i s  
ij 
t echn ique  has been preeented by t h e  au thor s  (Seo m d  Sakawa 1980).  
(2) Entropy m d e l i n g  f o r  a l t e m t i v e  policy-mnking 
The s e l e c t e d  a t t r i b u t e s  whoee va lues  a r e  included i n  the  a l t e r n a t i v e  p o l i c y  
program a r e  regarded as random v a r i a b l e s .  The v-values, uil, ..., u , a r e  
i p  
euppoeed t o  occur  independent ly  i n  an a l t e r n a t i v e  e e n a r i o  wi th  p r o b a b i l i t y  
p i  . p .  . The fol lowing b i c r i t e r i a  problem i s  solved.  
'Pi 
(A) bottom-up po l i cy  
To minimize t h e  average c u r r e n t  U-value t o  be included i n  t h e  p o s s i b l e  
h a t t r i b u t e  s e t  X f o r  t he  a l t e r n a t i v e  p o l i c y  program h :  
(B) maximization of d i v e r s i f i c a t i o n  
To maximize t h e  ent ropy:  
The entropy problem is t o  f i n d  t h e  p r o b a b i l i t y  d i s t r i b u t i o n  {pil, pi2, ..., 
p i  
< 1, which s a t i d f i e s  t h e  c r i t e r i a  (A) and 
1-1 
A f t e r  r ea r rang ing  t h e  u-values,  ul, u2,  ..., ur. a s  a r e l a t i v e l y  prime 
* .A i n t e g e r  r a t i o ,  uil. ui2, ..., u , t he  f o l l o v i n g  equa t ion  is  eolved and 
I P i  
a p o s i t i v e  root  v* i s  ob ta ined .  
The en t ropy  problem (A)  (B) i s  eolved by o b t a i n i n g  t h e  p i n  t h e  fo l lowing 
i j  
form: 
Th i s  technique has  been used t e n t a t i v e l y  by t h e  a u t h o r s  (1981).  
(3) Fuzz i f i ca t ion  procedure f o r  t h e  u-value assessment 
(1) Operat ions  on fuzzy numbers ex t rapo la ted  from fuzzy set theory have 
been recen t ly  developed (Dubois and Prade 1978, 1979).  Let z. .  be t h e  
13 
fuzzy number, and cons ide r  t h e  L-R fuzzy numbers wi th  t h e  mean va lue  5 1, 
and the  l e f t  and r i g h t  spreads  ai, and tii, : 
The L-R type fuzzy number i s  def ined i n  terms of a mumberehip func t ion  




y.." and c a l l e d  numbership func t ion .  Now, i c  t h e  p rocess  of de r iv ing  t h e  
1J 
PNF-value, t h e  k  i s  aesessed as t h e  fuzzy number: 
i j  
Actua l ly ,  i n  t h e  i n d i f f e r e n c e  experiment wi th  a canonical  l o t t e r y  ( " a l l  bes t  
o r  all worst") f o r  d e r i v i n g  t h e  ( s t andard )  k  -value, t h e  p r o b a b i l i t y  
i, 
f o r  t h e  chance fo rk  i s  regarded a s  t h e  fuzzy number. I n  t h e  case  of 1 ri, - 1, 
-1 
t h e  a d d i t i v e  form i s  app l i ed ;  o t h e r v i s e  the  m u l t i p l i c a t i v e  form i s  used. 
Using t h e  a d d i t i o n  and product ion c a l c u l u s ,  t h e  fuzzy PNF-value i s  der ived 
s e q u e n t i a l l y .  
( i i )  Ln a d d i t i o n ,  f u z z i f i c a t i o n  of maa-m5.n opera t ions  i s  a l s o  used f o r  
determining vhat i s  t he  va lue  of t h e  sma l l e r  o r  g r a t e r  of two fuzzy numbers, 
C - LU 
k .  and k .  . The fuzzy max and fuzzy min of the  k . . - v a l u e  i s  determined 1 s  l r  1 3  
respectively in terms of d e r s h i p  func t ionS  a (z  . .)and 9 (z  . .)  . 
1 3  1 3  
where giS'yis '  - 4 ( ~ 1 s )  and r i r  r i r  i r  are 
membership f u n c t i o n s .  
Ln o p e r a t i o n ,  t h e  c a l c u l a t i o n  procedures  f o r  a c t u a l  a p p l i c a t i o n  of  
d e f i n i t i o n  (75)-(76) is  troublesome and t e d i o u s  work, s o  e m p i r i c a l  s t u d i e s  a long  
t h i s  l i n e  should be c a r r i e d  out v i t h  c o n s i d e r a t i o n  t o  t h e  e f f e c t i v e n e s s  of 
t h i s  method of augumenting in fo rma t ion  r e l a t i v e  t o  t h e  burden of c a l c u l a t i o n  
procedures  necessa ry .  
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INTRODUCTION 
It has recently been shown that most ordlnary differential 
equations can be transformed into Volterra equations, which have 
become well known because of their importance in mathematical 
ecology [ l  I .  This means that we can obtain a one-to-one corre- 
spondence between the trajectories of the original ordinary 
differential equations and a higher-dimensional Volterra repre- 
sentation in the form 
with constant parameters G .  . .  The way in which this transforma- 
1 3  
tion may be performed is described in [ 2 , 3 ] .  The main idea is 
to apply the operator F = (d/dt)l?n consecutively to the state 
variables of the original ordinary differential equations. 
It is very important to ensure that the Volterra represen- 
tation obtained is regular, i.e., to guarantee that the Volterra 
trajectory is restricted to the positive cone xi 2 0. Under this 
assumption, equivalence transformations can be found between dif- 
ferent Volterra representations for a given system of ordinary 
differential equations; this is described in more detail in 
the next section [ U l .  
The r e p l i c a t i o n  e q u a t i o n  [ 5 ]  i s  v e r y  c o n v e n i e n t  f o r  simu- 
l a t i n g  and d i s c u s s i n g  t h e  q u a l i t a t i v e  p r o p e r t i e s  of V o l t e r r a  
r e p r e s e n t a t i o n s ,  and i s  used h e r e  t o  s o l v e  h i e r a r c h i c a l  c l u s t e r i n g  
o r  a ss ignment  problems. The r e p l i c a t i o n  e q u a t i o n  of  a  V o l t e r r a  
r e p r e s e n t a t i o n  h a s  t h e  f o l l o w i n g  form: 
With V o l t e r r a  e q u a t i o n s ,  it  may be  p o s s i b l e  t o  u n i f y  t h e  d i f f e r e n t  
c o n c e p t s  used t o  d e s c r i b e  growth f u n c t i o n s .  A v e r y  impor tan t  
concep t  h e r e  i s  t h a t  of t h e  g e n e r a l i z e d  l o g i s t i c  growth g i v e n  
by a  power-product d r i v e n  d i f f e r e n t i a l  e q u a t i o n  
The s i g n i f i c a n c e  of  t h i s  e q u a t i o n  f o r  modeling growth p r o c e s s e s  
i s  c o n s i d e r e d  i n  d e t a i l  i n  [6] and [ 7 1 .  
Every o p t i m i z a t i o n  t a s k  i s  c h a r a c t e r i z e d  by t h e  growth of 
t h e  b e n e f i t ,  and t h i s  i s  e s p e c i a l l y  t r u e  i n  m u l t i o b j e c t i v e  de- 
c is ion-making.  T h e r e f o r e  t h e  s e a r c h i n g  p r o c e s s e s  used t o  f i n d  
o p t i m a l  s o l u t i o n s  can be c o n s i d e r e d  a s  growth f u n c t i o n s ,  where 
t h e  growth ( o r  d e c l i n e )  i s  i n  t h e  v a l u e  of  t h e  o b j e c t i v e  f u n c t i o n .  
A n a t u r a l  e x t e n s i o n  of t h i s  approach  i s  t o  assume t h a t  t h e  known 
p r o p e r t i e s  of n a t u r a l  growth p r o c e s s e s  a r e  a l s o  r e f l e c t e d  i n  t h e  
growth p r o c e s s e s  l e a d i n g  t o  o p t i m a l  s o l u t i o n s .  
T h i s  paper  does  n o t  p r e s e n t  any r e s u l t s  d e r i v e d  from t h e  
c o n n e c t i o n  between growth dynamics and m u l t i o b j e c t i v e  d e c i s i o n -  
making ( M O D ) ;  it  s imply p o i n t s  o u t ,  on t h e  one hand, t h e  p o s s i -  
b i l i t y  of  f i n d i n g  MOD problems i n  t h e  f i e l d  of  V o l t e r r a  a n a l y s i s ,  
and ,  on t h e  o t h e r ,  t h e  p o s s i b l e  a p p l i c a t i o n  of  t h e  V o l t e r r a  
approach t o  MOD problems. 
VOLTERRA REPRESENTATION OF THE TRLECTORIES OF ORDINARY 
DIFFERFNTIAL EQUATIONS 
Consecu t ive  a p p l i c a t i o n  of  t h e  o p e r a t o r  ( d / d t ) L n  t o  t h e  
s o l u t i o n  of an o r d i n a r y  d i f f e r e n t i a l  e q u a t i o n  y i e l d s  e x p r e s s i o n s  
consisting of signals that have already been constructed and new 
signals. All new signals perform in the same way as the signals 
given originally [2,3]. To demonstrate this procedure we shall 
apply it to the power-product driven differential equation 
This is a regular representation with the unified initial con- 
dition x .  (0) = 1. We cannot find the equivalence transformations 
1 
for the Volterra equations directly -- we have to generalize 
them slightly to the multinomial differential equations 
with arbitrary real matrices a and A ,  and a finite number of 
power-product terms. We consider these equations only in the 
positive cone x. > 0. 
1 - 
The following term-consistent equivalence transformations 
are now introduced: 
with a regular transformation matrix T = (tjr). 
It can easily be shown that multinomial differential equa- 
tions preserve their form under a transformation of this type. 
This means that the class of matrix pairs (T-'A,~T) defines a 
huge set of equivalent multinomial-differential equations. Every 
multinomial differential equation can be transformed into a 
Volterra representation if we introduce new variables for all 
terms. We have therefore also implicitly found a broad class 
of equivalence transformations for Volterra representations. 
MOD PROBLEMS IN THE VOLTERRA APPROACH 
First we must introduce some new notation. Let B = (b. . )  1 3  
be any m xn matrix. Then we denote the row vectors by bi. and 
the column vectors by b . .  The product of the matrix B and the 
. I  
vector b is then Bb = ( (bi , b) ) , using the scalar product ( a ,  b) 
for vectors a and b. The product of two matrices B and C can 
then be written in the form 
Using this notation, the class of equivalent matrix pairs 
(T-'A,~T) can be written as follows: 
Let e. = t . be any vector base in the n-dimensional state space 
I . I  
of a Volterra system. The corresponding dual base fi is then 
given by the condition of biorthogonality 
1 for i = j 
i (f ,e.) I = 6 1  I = 
0 for i j 
- 1 In this case obviously fi = ti.. The class of equivalent matrix 
pairs can then be characterized in the following way: 
The ambigu i ty  i s  given  by t h e  c h o i c e  of any b a s e  ( e i )  i n  t h e  n- 
d imens iona l  space .  
When deve lop ing  a normal form t h e o r y  of mul t inomia l  d i f f e r -  
e n t i a l  e q u a t i o n s  we have a  number o f  n a t u r a l  o b j e c t i v e s :  
1 .  The number o f  v a r i a b l e s  o c c u r r i n g  i n  t h e  m u l t i n o m i a l  d i f f e r -  
e n t i a l  e q u a t i o n  should be  a s  smal l  a s  p o s s i b l e ,  i . e . ,  ( a J . , e i )  
should c o n t a i n  a s  many z e r o s  a s  p o s s i b l e .  
2 .  The number of t e rms  o c c u r r i n g  i n  t h e  mul t inomia l  d i f f e r e n t i a l  
e a u a t i o n  shou ld  be a s  smal l  a s  p o s s i b l e ,  i. e .  , ( f  j , A  J 1  should 
c o n t a i n  a s  many z e r o s  a s  p o s s i b l e .  
3.  We shou ld  t r a n s f o r m  i n  such a  way t h a t  t h e  number of s t a t e  
v a r i a b l e s  w i t h  c o n s t a n t  v a l u e s  ( f i r s t  i n t e g r a l s )  should be 
a s  l a r g e  a s  p o s s i b l e ,  i . e .  , t h e  nunber o f  z e r o  rows ( f i  , A .  J) 
f o r  a l l  J should be a s  l a r g e  a s  p o s s i b l e .  
4 .  We should t r a n s f o r m  i n  such a  way t h a t  t h e  number of redun- 
d a n t  v a r i a b l e s  ( t h o s e  found on t h e  l e f t - h a n d  s i d e  b u t  n o t  
on t h e  r igh t -hand  s i d e  of t h e  m u l t i n o m i a l  d i f f e r e n t i a l  
e q u a t i o n s )  i s  a s  l a r g e  a s  p o s s i b l e ,  i . e . ,  t h e  number of 
z e r o  columns ( a J  , e i )  f o r  a l l  J should be a s  l a r g e  a s  pos- 
s i b l e .  
To a c h l e v e  t h e s e  a ims u s i n g  t h e  common r e s o u r c e  ( e i )  we have t o  
s o l v e  a  p o l y o p t i m i z a t i o n  problem. T h i s  kind o f  problem i s  ob- 
v i o u s l y  s t r o n g l y  connec ted  w i t h  s p a r s e  m a t r i x  t e c h n i q u e s ,  s i n c e  
t o  s t o r e  (A,a)  it i s  n e c e s s a r y  t o  f i n d  a  representation which 
c o n t a i n s  a s  many z e r o s  a s  p o s s i b l e .  
Another i m p o r t a n t  problem i s  t h e  development of s t r u c t u r e  
th rough  h i e r a r c h i c a l  c l u s t e r i n g .  Th i s  i s  a  p o l y o p t i m i z a t i o n  
s i t u a t i o n  because r h e  g r e a t e r  t h e  a g g r e g a t i o n  o f  p a r t i c l e s  i n t o  
c l u s t e r s  on t h e  f i r s t  i e v e l  of a  h i e r a r c h y ,  t h e  lower t h e  b i n d i n g  
f o r c e s  between t h e  c l u s t e r s  f o r  combining them i n t o  s u p e r c l u s t e r s  
on t h e  n e x t  l e v e l  of t h e  h i e r a r c h y .  To d e a l  w i t h  t h e  problem of 
h i e r a r c h i c a l  c l u s t e r i n g ,  we u s e  t h e  V o l t e r r a  approach i n  t h e  form 
of r e p l i c a t i o n  e q u a t i o n s .  Le t  u s  examine such a  p r o c e s s  from an 
e c o l o g i c a l  v i e w p o i n t .  
W e  c o n s i d e r  an e c o l o g i c a l  s y s t e m  c o n t a i n i n g  a  f i n i t e  number 
of s p e c i e s  w i t h  r e l a t i v e  w e i g h t s  x i  s u c h  t h a t  l x i  = 1  ( b a r y c e n t r i c  
c o o r d i n a t e s  o f  t h e  s p e c i e s  i n  t h e  e c o s y s t e m ) .  The i n t e r a c t i o n  
m a t r i x  G i j  m u s t  p l a y  a n  i m p o r t a n t  r o l e  i n  t h e  d e t e r m i n a t i o n  o f  
t h e  w e i g h t s  x i ;  i n  t h i s  " b a t t l e  o f  l i f e "  we u s e  t h e  r e p l i c a t i o n  
form b e c a u s e  it p r e s e r v e s  t h e  n o r m a l i z a t i o n  c o n d i t i o n  l x i  = 1 .  
T h i s  means t h a t  we model t h e  b a t t l e  be tween t h e  s p e c i e s  by t h e  
f o l l o w i n g  e q u a t i o n :  
I f  a n  e q u i l i b r i u m  e x i s t s ,  it can  be d e t e r m i n e d  by 
x  = ~ - l e / ( e , ~ - ' e )  w i t h  e = 1 1 ,  . 1  . 
T h i s  i s  someth ing  l i k e  a f a i r  d i s t r i b u t i o n  between t h e  d i f f e r e n t  
s p e c i e s  o f  t h e  e c o s y s t e m .  
To a c h i e v e  g r e a t e r  s t a b i l i t y  and t o  a v o i d  t h e  d a n g e r  o f  
e x t i n c t i o n ,  it i s  u s e f u l  f o r  t h e  s p e c i e s  t o  g a t h e r  i n t o  e c o l o -  
g i c a l  s u b s y s t e m s ,  i n t o  c l u s t e r s .  The b u i l d i n g  o f  such  c l u s t e r s  
i s  a  dynamic 'p rocess  f o r  which  we a g a i n  u s e  t h e  r e p l i c a t i o n  
e q u a t i o n  a s  a  mode l ing  t o o l .  When c l u s t e r i n g  h a s  t a k e n  p l a c e  
we s a y  t h a t  p a r t  xir o f  s p e c i e s  x i  b e l o n g s  t o  c l u s t e r  r. The 
n o r m a l i z a t i o n  c o n d i t i o n  i s  now xi = l x i r .  
r 
Because  of t h e  r e a l  i n t e r a c t i o n  between t h e  s p e c i e s  g i v e n  
by t h e  m a t r i x  G i j ,  species i now h a s  t h e  f o l l o w i n g  a f f i n i t y  w i t h  
c l u s t e r  r: 
J 
The i n t e r a c t i o n  m a t r i x  Ers between t h e  c l u s t e r s  r , s  i s  n a t u r a l l y  
d e f i n e d  by:  
We can now see t h e  po lyop t imal  c h a r a c t e r  o f  t h e  c l u s t e r - b u i l d i n g  
p r o c e s s .  I f  we have c o n s t r u c t e d  w e l l - e s t a b l i s h e d  c l u s t e r s  t a k i n g  
i n t o  a c c o u n t  t h e  i n t e r a c t i o n  m a t r i x  G i j l  we may e x p e c t  h i g h  con- 
c e n t r a t i o n  v a l u e s  err and s m a l l  c l u s t e r  i n t e r a c t i o n s  cr6 f o r  
r s. Such s m a l l  v a l u e s  of zr6 a r e  n o t  conducive t o  h i g h e r  
a g g r e g a t i o n  t o  s u p e r c l u s t e r s .  
To form t h e  c l u s t e r s  on t h e  f i r s t  l e v e l  we once a g a i n  u s e  
t h e  V o l t e r r a  approach th rough  t h e  r e p l i c a t i o n  e q u a t i o n .  We have 
t h e  f o l l o w i n g  c o n d i t i o n s :  
r 
JXir = 'r (mass of c l u s t e r  r )  
1 
I n  t h e  same way we can proceed t o  b u i l d  up s u p e r c l u s t e r s ,  f i x i n g  
t h e  c l u s t e r  mass X r  when p a r t i t i o n i n g  each  c l u s t e r  and recombining 
t h e  p a r t s  t o  form s u p e r c l u s t e r s  K I ~ .  We now have t h e  f o l l o w i n g  
c o n d i t i o n s :  
The i n t e r a c t i o n  m a t r i x  f o r  t h e  s u p e r c l u s t e r s  i s  t h e n  
K I  X 
and t h e  b u i l d i n g  of t h e  s u p e r c l u s t e r s  i s  modeled by 
To s o l v e  t h i s  p o l y o p t i m i z a t i o n  problem we have t o  f i n d  t h e  o p t i m a l  
way of c o o r d i n a t i n g  t h e  fo rmat ion  o f  c l u s t e r s  on t h e  d i f f e r e n t  
levels, either by stopping the process on one level and starting 
it on the next (higher) level or by parallel processing and 
control of the interaction matrices on all levels without G . .  13' 
THE VOLTERRA APPROACH TO POLYOPTIMIZATION PROBLEMS 
To find efficient solutions to polyoptimization problems we 
suggest the following ecological. idea: 
T h e  competition between different objectives in muitiobjective 
decision-making is similar t o  the competition between species 
in ar ecosystem. The seeking o f  efficient points resembles 
the aim-oricnted behavior of populations. 
The consequence of this idea is: 
Growth dynanics should be applied to multiobjective decision- 
ma king. 
This idea can be systematized in a number of ways: 
1 .  The searching process is very often organized in the 
control space X of a polyoptimization problem Q = f(x). 
A continuous seeking process, for example a gradient- 
like method, can be described by an ordinary differential 
equation Dx. This equation can be transformed into a 
Volterra representation Vx and vice versa. In other 
words, we can start wlth an interaction in control space 
(using local utilities) and arrive at a description Vx. 
2. We can start with a searching process in objective space 
which can be modeled by a differential equation DQ taking 
into account the global preference rule (for example, 
Pareto optimality). This can be transformed into a dif- 
ferential equation Dx in control space using the trans- 
formation Q = f ( x ) .  We can also transform D into a Q 
Volterra representation VQ in objective space. 
3 .  We could begin with a Volterra representation VQ in ob- 
jective space which reflects the global preference rule 
and maybe also utilities; this could be transformed into 
a differential equation D by backward integration, or Q 
into a Volterra representation Gx in control space by 
making use of the transformation Q = f ( x )  , possibly 
through an intermediate step 6,. 
Certain properties of ecological searching processes, for 
example initial hyperbclic growth and parabolic saturation in 
the neighborhood of an equilibrium, may also be useful in the 
search for efficient points in multiobjective decision-making 
[ 6 1 .  
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GOALS AND CONSTRAINTS IN FINANCIAL PLANNING 
J .  Spronk 
Erasmus University, Rotterdam, The Netherlands 
1. Introduct ion 
In t h i s  paper ve vill discuss  f i n a n c i a l  planning i n  the p r iva te  
sec tor .  In s p i t e  of the f a c t  that  f inanc ia l  theory i s  s t i l l  one of the  
strongholds of s ing le  c r i t e r i o n  decis ion making, ve vill argue tha t  
f i n a n c i a l  planning i n  the pr ivate  firm should be considered a s  a  multi- 
ple c r i t e r i a  decis ion problem, the so lu t ion  of which can be brought 
closer  by employing multiple c r i t e r i a  decis ion methods. 
Financial theory e x p l i c i t l y  s t a t e s  t h a t  the firm i s  and should be 
maximizing the veal th of i t s  current  stockholders. Since, fo r  quoted 
companies, t h i s  vea l th  i s  being determined on the c a p i t a l  m a r k t  through 
supply and demand for the f inn ' s  s tock,  much a t t e n t i o n  has been and i s  
being devoted t o  the  development of models describing the  c a p i t a l  
market. ln  summary, these models intend t o  describe the determination of 
stock pr ices  or - i n  other  words - the determination of p r ices  of claims 
on fu ture  and uncertain income streams. 
l n  our opinion, the determination of p r ices  on the  c a p i t a l  market 
does not ( a t  l e a s t  not d i r e c t l y )  depend on the g o a l ( s )  of the firm. What 
matters  to  the c a p i t a l  market i s  the qua l i ty  of the income stream t h a t  
can be expected from the firm. As such, the empirical evidence on the 
f a c t  tha t  the  firm takes account of mult iple  goals (see f o r  a discussion 
Spronk, 1981) should not be dis turbing t o  f inanc ia l  t h e o r i s t s .  Indeed, 
there  seems t o  be a  growing awareness among f i n a n c i a l  t h e o r i s t s  t h a t  the 
c l a s s i c a l  assumption of stockholders'  wealth maximization as the f i rm 's  
one and only goal should be re jec ted  ( s e e  a.o. Amihud and Lev, 1981, and 
Jensen and heckling, 1976). Unfortunately, i t  i s  general ly  assumed tha t  
goals  o ther  than shareholders'  wealth maximization can e i t h e r  be 
t r ans la ted  in to  ' cos t '  f ac tors  which can be adopted in the s tockholders '  
wealth formula, t h i s  re-establ ishing a s ing le  c r i t e r i o n  decis ion problem 
or i n t o  hard cons t ra in t s ,  subject t o  which the shareholders'  wealth can 
be maximized again. Serious object ions can be made t o  both approaches. 
These w i l l  be discussed in more d e t a i l  i n  the next sec t ion .  
2. Coals and c o n s t r a i n t s  i n  f i n a n c i a l  p l ann ing  
In  t h e  r e m i n d e r  of t h i s  paper ve assume t h e r e  i s  a  s i n g l e  deci -  
sion-maker, vho has t o  choose from among a  s e t  of i m p l i c i t l y  desc r ibed  
f i n a n c i a l  p l ans .  Thus we have a  s e r i e s  of i n s t r u m e n t a l  v a r i a b l e s  and a  
number of c o n s t r a i n t s  l i m i t i n g  the  admissable  va lues  of t he  i n s t rumen t s .  
Together ,  t he  i n s t rumen t s  and t h e  c o n s t r a i n t s  de termine  t h e  s e t  of 
admissable p lans .  Within the  Set  of admissable  p l ans ,  t he  most p r e f e r r e d  
s o l u t i o n  should be chosen. Which a l t e r n a t i v e  i s  most p r e f e r r e d ,  depends 
on the  goa l s  s t r i v e d  f o r  by the  decis ion-maker  and on h i s  pe rcep t ion  of 
t h e  goa l s  of o t h e r s .  By using t h e  term ' g o a l '  we assume t h e  e x i s t e n c e  of 
a  'goal  v a r i a b l e '  depending on the  in s t rumen t s ,  t oge the r  wi th  a  s p e c i f i -  
c a t i o n  of what i s  vanted  wi th  r e spec t  t o  t h i s  g o a l  v a r i a b l e  (e.g.  maxi- 
n i z a t i o n ,  a t t a inmen t  of some minimum v a l u e ,  e t c . ) .  
Although f i n a n c i a l  p lanning problems a r e  u s u a l l y  formula ted  a s  
s i n g l e  c r i t e r i o n  op t imiza t ion  problems, t he  corresponding planning 
models g e n e r a l l y  c o n t a i n  - a p a r t  from t h e  a l r e a d y  mentioned c o s t  
f a c t o r s  - a  s e r i e s  of ' p o l i c y  c o n s t r a i n t s '  1) which a r e  in tended t o  t a k e  
account of po l i cy  c o n s i d e r a t i o n s  o t h e r  than v e a l t h  maximization.  I n  our 
op in ion ,  t hese  po l i cy  c o n s t r a i n t s  should be e x p l i c i t l y  considered  a s  
goa l s  r a t h e r  than a s  c o n s t r a i n t s .  To c l a r i f y  t h i s  p o i n t ,  we w i l l  
d i s t i n g u i s h  between t h r e e  d i f f e r e n t  k inds  of po l i cy  c o n s t r a i n t s :  
I. c o n s t r a i n t s  vhich  a r e  se l f - imposed,  i . e .  t h e  decis ion-maker  can 
determine  t h e  exact  p o s i t i o n  of t h e  c o n s t r a i n t .  For i n s t a n c e ,  
t h e  decis ion-maker  may have s e v e r a l  g o a l s ,  of vh ich  a l l  but one 
a r e  formulated a s  c o n s t r a i n t s  s u b j e c t  t o  which the  remaining 
goa l  v a r i a b l e  i s  t o  be maximized. The main o b j e c t i o n  a g a i n s t  
such an approach i s  t h a t  t he  goa l s  formulated a s  c o n s t r a i n t s  
have pre-emptive p r i o r i t y  over t h e  one which i s  t o  be mximized .  
A b e t t e r  approach i s  t o  d e a l  with a l l  goal  v a r i a b l e s  s imul ta-  
neous ly ,  because then t h e  t r ade -o f f s  betveen a l l  goa l  v a r i a b l e s  
can be considered  e x p l i c i t l y ,  v h i l e  the  p o s i t i o n i n g  of the  con- 
s t r a i n t s  becomes a  r e s u l t  r a t h e r  t han  a n  i n p u t  of t h e  p lanning 
p roces s .  
---- 
1 )  Apart  from po l i cy  c o n s t r a i n t s ,  a  p lanning model may inc lude  
d e f i n i t i o n a l  c o n s t r a i n t s  and l o g i c a l  c o n s t r a i n t s .  The p r e s e n t  
d i s c u s s i o n  i s  l i m i t e d  t o  po l i cy  c o n s t r a i n t s .  
11. c o n s t r a i n t s  which a r e  e x t e r n a l l y  lmposed, which m a n s  t h a t  the  
decision-maker himself cannot choose the  p o s i t i o n  of the con- 
s t r a i n t .  I n  t h a t  s i t u a t i o n ,  t h e  decision-maker may o r  ray  not  
know the  pos i t ion  of the  c o n s t r a i n t .  Examples of the  f i r s t  c a s e  
a r e  e x i s t i n g  governmental r e g u l a t i o n s ,  e x i s t i n g  product ion 
capac i ty ,  e t c .  Of course ,  t hese  a r e  a l l e  examples of hard con- 
s t r a i n t s .  A l t e r n a t i v e l y ,  t h e  p o s i t i o n  of the  c o n s t r a i n t  may be 
unce r t a in  t o  the  decision-maker,  f o r  i n s t a n c e ,  because t h i s  
p o s i t i o n  has  not yet been chosen. An example i s  a  goveromental 
r e g u l a t i o n ,  of which the  p rec i se  in f luence  i s  ye t  unknown, but 
which i s  known t o  be announced i n  e f u t u r e  p lanning pe r iod :  A 
fishermen who wants t o  buy a  nev s h i p ,  may have t o  t ake  account 
of f u t u r e  ca tch l i m i t s  s e t  by t h e  government. A more o r  l e s s  
t r a d i t i o n a l  way of dea l ing  with such c o n s t r a i n t s  i s  t o  formulate  
them a s  chance c o n s t r a i n t s .  Never theless ,  s i t u a t i o n s  might a r i s e  
i n  which i t  ~ a k e s  sense t o  r ep lace  such a  c o n s t r a i n t  by e goal  
v a r i a b l e .  In  our example, t he  fisherman might formulate  ' t h e  
ca tch l i m i t  t o  be s e t  by the  government' a s  e goal  v a r i a b l e  - 
t hus  being a b l e  t o  in f luence  t h e  r i s k  t h a t  t h e  p l an  chosen w i l l  
be ( 1 n ) f e a s i b l e  i n  the  f u t u r e .  
111. c o n s t r a i n t s  vhich r e s u l t  from a  game s i t u a t i o n ,  where the  posi-  
t i on ing  of the  c o n s t r a i n t  i s  determined both by the  a c t i o n s  of 
t h e  decision-aulker and by t h e  a c t i o n s  of o t h e r  p a r t i c i p a n t s ,  and 
where n e i t h e r  the  decision-maker nor any of the o the r  p a r t i c i -  
pan t s  have complete c o n t r o l  over  t h e  game. In  h i s  p lanning 
model, the decision-maker may i n s e r t  e s t i m a t e s  of the  u l t i m a t e  
p o s i t i o n  of the  c o n s t r a i n t ,  a l though game theory l e a r n s  t h a t  
t h i s  e s t ima t ion  i s  a hazardous i f  not impossible  t a s k  1). For 
example, t h e  decision-.maker may s e t  c e r t a i n  l i m i t s  on t h e  f i r m ' s  
market sha re  or  on the magnitude of the f i r m ' s  l a b o r  fo rce .  Hov- 
e v e r ,  compet i tors  of the  f i rm w i l l  a n t i c i p a t e  and r e a c t  on the  
f i r m ' s  a c t i o n s ,  thus in f luenc ing  the  market sha re  t h a t  w i l l  be 
r e a l i z e d .  S i m i l a r l y ,  trade-unions may a n t i c i p a t e  and r e a c t  on 
1) See f o r  a  more d e t a i l e d  d i s c u s s i o n  Spronk, 1981, p.26. 
t h e  f i r m ' s  a c t i o n s  vhich i n f l u e n c e  i t s  employment l e v e l .  I n s t ead  
of t r y i n g  t o  p r e d i c t  t he  outcome of t hese  games a  p r i o r i ,  
wi thout  cons ide r ing  t h e  complete p r o f i l e  of t h e  f i r m ' s  p l ans ,  i t  
i s  b e t t e r  t o  t r a n s l a t e  t he  v a r i a b l e s ,  which a r e  t h e  s u b j e c t  of 
t h e  game, a s  goa l  v a r i a b l e s .  l n  p r i n c i p l e ,  every  p l an  can then 
be desc r ibed  by means of a coherent  v e c t o r  ( p r o f i l e )  of v a l u e s  
a t t a i n e d  f o r  each of t h e  goa l  v a r i a b l e s  r e s p e c t i v e l y ,  a f t e r  
which i t  i s  the  decis ion-maker ' s  t a sk  t o  judge whether a  p a r t i -  
c u l a r  p r o f i l e  i s  d e s i r a b l e  and whether i t  has  a  r ea sonab le  
chance of r e a l i z a t i o n .  
I n  smmary ,  mst of the  above types  of p o l i c y  c o n s t r a i n t s  should be 
viewed a s  goa l  v a r i a b l e s  r a t h e r  than a s  r i g i d  c o n s t r a i n t s .  Of cou r se ,  on 
b a s i s  of t h e  above c l a s s i f i c a t i o n  of po l i cy  c o n s t r a i n t s ,  a  corresponding 
c l a s s i f i c a t i o n  of goal  v a r i a b l e s  can be made. I n  a  p a r t i c u l a r  f i n a n c i a l  
p lanning problem, any of t h e s e  d i f f e r e n t  t ypes  of goa l  v a r i a b l e s  can be 
p r e s e n t ,  s e p a r a t e l y  o r  i n  combination wi th  o t h e r  t y p e s .  
S i m i l a r l y ,  i t  i s  g e n e r a l l y  very  hard - i f  not  imposs ib l e  - t o  
t r a n s l a t e  po l i cy  cons ide ra t ion  by means of c o s t  f a c t o r s ,  vhich  should b e  
inc luded i n  t h e  formula of t h e  f i r m ' s  s i n g l e  g o a l  v a r i a b l e .  I f  
c a l c u l a t e d  on an ex post  b a s i s ,  t he  d i f f e r e n c e  between the  s t o c k h o l d e r s '  
weal th  i n  ca se  t h a t  t h e  g o a l  has  been adopted  and i n  c a s e  ' i t  would not 
have been adopted '  should be c a l c u l a t e d .  On an  ex a n t e  b a s i s  t he  problem 
becomes even more d i f f  i c u l t ,  because t h e n  t h e  ' c o s t  f a c t o r '  may depend 
on the  d e c i s i o n  t o  be taken. Unfo r tuna te ly ,  i t  i s  i n  the  very  n a t u r e  of 
( f i n a n c i a l )  p lanning t o  d e a l  ex a n t e  w i t h  t h e s e  d i f f e r e n t  g o a l s l c o s t  
f a c t o r s .  In  more t e c h n i c a l  te rms,  t he  l a t t e r  compl ica t ion  a r i s e s  vhen 
t h e  f u n c t i o n a l  form of one g o a l  v a r i a b l e  depends on t h e  va lue  of o t h e r  
goal  v a r i a b l e s .  Unfo r tuna te ly ,  t h i s  i s  a  s i t u a t i o n  which i s  n o t  
i r r e l e v a n t .  For i n s t a n c e ,  t h e  goa l  v a r i a b l e  'wea l th  maximization'  may 
depend on such e n t i t i e s  a s  the  q u a l i t y  of t he  products  of t he  f i r m ,  t h e  
job s e c u r i t y  of t h e  management, t he  well-being of t h e  workers ,  t he  
f i r m ' s  p u b l i c  r e l a t i o n s ,  e t c .  Sometimes i t  i s  p o s s i b l e  t o  s p e c i f y  mare 
o r  l e s s  exact l? .  how one g o a l  v a r i a b l e  depends on anocher.  For i n s t a n c e ,  
one might t r y  t o  exp res s  the  s tockho lde r s '  weal th  a s  a  f u n c t i o n  of t h e  
q u a l i t y  of t h e  f i r m ' s  products .  More o f t e n  however, i t  i s  p r a c t i c a l l y  
imposs ib le  t o  d e s c r i b e  h w  one goa l  v a r i a b l e  depends on the  o t h e r .  l n  
our opinion t h i s  i s  among o t h e r s  t h e  ca se  f o r  t he  dependence of the  
s t o c k h o l d e r s '  wealth on p r i v a t e  goa l s  of managers (and o the r  workers) 
such a s  t h e i r  ovn job s e c u r i t y  (Amihud and Lev, 1981, provide e m p i r i c a l  
evidence  t h a t  t h i s  goa l  indeed plays  a  r o l e  i n  p r a c t i c e ) ,  a l t hough  
f i n a n c i a l  theory  a lmost  s i l e n t l y  assumes t h a t  t h e s e  p r i v a t e  g o a l s  can  be 
t r a n s l a t e d  ex  an t e  i n t o  so -ca l l ed  agency-costs I ) ,  independent of t h e  
d e c i s i o n s  t o  be mede and thus  a l s o  independent  of t h e  p r o f i l e  of the  
f i n a n c i a l  p lan  t o  be chosen. 
I n  p r a c t i c a l  p lanning problems, one should  of cou r se  be aware of 
t he  f a c t  t h a t  t he  va lue  of one goal  v a r i a b l e  may i n f l u e n c e  t h e  func- 
t i o n a l  £om. of o t h e r  goa l  v a r i a b l e s .  However, i t  w i l l  s e l d d y  be pos- 
s i b l e  - and i f  so ,  probably be too  c o s t l y  - t o  f i nd  out a  p r i o r i  how t h e  
f u n c t i o n a l  form of each of t h e  goa l  v a r i a b l e s  concerned p r e c i s e l y  de- 
pends on the va lues  of the  o t h e r  goal v a r i a b l e s .  I n s t e a d ,  one may pro- 
ceed by s e l e c t i n g  f i n a n c i a l  p l ans  on b a s i s  of p r o f i l e s  vh ich  do no t  com- 
p l e t e l y  r e f l e c t  a l l  pos s ib l e  i n t e rdependenc ie s  between the  goa l  v a r i a -  
b l e s .  Then, once a  p lan  seems a t t r a c t i v e  enough t o  be adopted .  a more 
d e t a i l e d  s tudy of t hese  i n t e rdependenc ie s  can be mede. Within the  i n t e r -  
a c t i v e  framework t o  be d i scussed  i n  t h e  fo l lowing  s e c t i o n ,  much an 
approach ccln be i n t e g r a t e d  i n  a  s t r a i g h t f o r w a r d  manner. 
3. F i n a n c i a l  p lanning a s  a  m u l t i p l e  c r i t e r i a  d e c i s i o n  problem 
In  t h e  preceding s e c t i o n  we showed n o t  only  t h a t  i n  f i n a n c i a l  
p lanning t h e r e  i s  g e n e r a l l y  a  m u l t i p l i c i t y  of goal  v a r i a b l e s ,  but a l s o  
t h a t  t h e s e  goa l  v a r i a b l e s  may be of d i f f e r e n t  k inds .  The f i r s t  po in t  i s  
an i n v i t a t i o n  t o  use m u l t i p l e  c r i t e r i a  d e c i s i o n  methods i n  f i n a n c i a l  
p lanning.  The second po in t  l eads  us  t o  a s s m e  t h a t  i t  i s  p r a c t i c a l l y  
imposs ib le  t o  f i n d  an o v e r a l l  p r e fe rence  func t ion  de f ined  over t he  s e t  
of admissabie  combinations of goal  v e r i a b l e s .  Among o t h e r s  t o  avoid the  
need of c o n s t r u c t i n g  such an o v e r a l l  p r e fe rence  f u n c t i o n ,  i t  i s  b e s t  t o  
choose f o r  one of t h e  i n t e r a c t i v e  m u l t i p l e  c r i t e r i a  d e c i s i o n  methods. To 
s e l e c t  from among t h e  s e t  of i n t e r a c t i v e  methods, s e v e r a l  r a t h e r  common 
c h a r a c t e r i s t i c s  of f i n a n c i a l  p lanning models may be h e l p f u l  ( c f .  Spronk, 
1981) : 
1 )  The c o s t s  t h e  s tockho lde r s  have t o  make t o  ' pe r suade '  menagement t o  
work i n  t he  bes t  i n t e r e s t  of the  s tockho lde r s .  
- f i n a n c i a l  p lanning models g e n e r a l l y  i n c l u d e  s e v e r a l  po l i cy  con- 
s t r a i n t s .  
- i n  f i n a n c i a l  p lanning i t  i s  no t  unusual  t o  use  g o a l  v a r i a b l e s  t h a t  
a r e  de f ined  a s  r a t i o s .  
- sometimes, f i n a n c i a l  p lanning models i n c l u d e  chance c o n s t r a i n t s  
- i n  many f i n a n c i a l  planning models, goa l  v a r i a b l e s  occur  vhich  a r e  
n e i t h e r  t o  be maximized nor minimized ( e - g .  'growth of ea rn ings  over 
t ime '  and 'amount of cash t o  be h e l d ' ) .  I n s t e a d ,  the  va lues  of t hese  
goa l  v a r i a b l e s  vil l  have t o  meet c e r t a i n  upper and lower l i m i t s  o r  
w i l l  have t o  be a s  c l o s e  a s  p o s s i b l e  t o  a given t a r g e t  va lue .  
- f i n a n c i a l  p lanning models very o f t e n  inc lude  d l s c r e t e  (U.1) v a r i a b l e s  
t o  r e p r e s e n t  t he  yes-no op t ions  i n h e r e n t  i n  t he  s e l e c t i o n  of c a p i t a l  
inves tment  p r o j e c t s .  
Given t h e s e  c h a r a c t e r i s t i c s ,  i t  i s  not  s u r p r i s i n g  t h a t  i n  l i t e r a t u r e ,  
very o f t e n  goal  programming models have been proposed t o  d e a l  v i t h  t h e  
f i n a n c i a l  p lanning problem. Because goa l  programming r e q u i r e s  t h e  spec i -  
f i c a t i o n  of a  d e t a i l e d  ( d i s ) p r e f e r e n c e  f u n c t i o n  by the  decision-maker,  
we have developed an  i n t e r a c t i v e  procedure  vh ich  can hand le  t h e  same 
c l a s s  of problems a s  goa l  programming does ,  c a l l e d  I X P  ( I n t e r a c t i v e  
Mul t ip l e  Goal Programming). 
IHGP needs no more a  p r i o r i  i n fo rma t ion  on t h e  d e c i s i o n  maker 's  
p re fe rences  than o the r  m u l t i p l e  o b j e c t i v e  programming methods. Neverthe- 
l e s s ,  i f  a v a i l a b l e ,  such a p r i o r i  i n fo rma t ion  can be used i n  a f r u i t f u l  
manner, whi le  g iv ing  the  oppor tun i ty  t o  t he  decision-maker t o  r e c o n s i a e r  
h i s  a p r i o r 1  in fo rma t ion .  S ince  IMGP has been d e s c r i b e d  i n  d e t a i l  e l s e -  
where ( s e e  Nijkamp en Spronk, 1980, and Spronk, 1981) - g ive  only a 
b r i e f  ske t cn  of t he  procedure.  
I n  IHGP, t h e  dec i s ion -ma le r  nas t c  provide  in fo rma t ion  about  h i s  
p re fe rences  on the  bas i s  of a  p e s s i m i s t i c  s o l u t i o n  and an i d e a l  so lu -  
t i o n l )  p re sen ted  t o  him. A p e s s i m i s t i c  s o i u t i o n  i s  a v e c t o r  of lower 
l i m i t s  ( f o r  the  goal  v a r i a b l e s  t o  be maximized and upper l i m i t s  ( f o r  t h e  
g o a l  v a r i a b l e s  t o  be m i n h i z e d )  f o r  t h e  r e s p e c t i v e  g o a l  v a r i a b l e s .  These 
l i m i t s  a r e  e i t h e r  de f ined  d i r e c r l y  by t h e  decision-maker o r ,  i n  ca ses  i n  
which t h i s  i s  p o s s i b l e  and u s e f u l ,  de r ived  mathemat ica l ly  from known 
p r o p e r t i e s  of h i s  p re fe rence  s t r u c t u r e  and t h e  s e t  of a l t e r n a t i v e s .  The 
1) Poss ib ly  accompanied by o rhe r  i n fo rma t ion  on t h e  s t a t e  of t h e  c u r r e n t  
s o l u t i o n ,  t h a t  may be r equ i r ed  by the  decision-maker.  
i d e a l  s o l u t i o n  shows t h e  o p t i m a l  v a l u e ,  f o r  each  of t h e  g o a l  v a r i a b l e s  
s e p a r a t e l y ,  g i v e n  t'w g o a l  v a l u e s  of t h e  p e s s i m i s t i c  s o l u t i o n  concerned .  
The d e c i s i o n - m a k e r  mere ly  has t o  i n d i c a t e  whether  o r  n o t  a  s o l u t i o n  i s  
s a t i s f a c t o r y ,  and i f  n o t ,  which of t h e  p e s s i m i s t i c  g o a l  v a l u e s  s h o u l d  be 
changed.  He d o e s  have t o  s p e c i f y  how much t h e s e  g o a l  v a l u e s  s h o u l d  
be changed.  Nor i s  t h e r e  any need t o  s p e c i f y  w e i g h t i n g  f a c t o r s  (however ,  
i f  a v a i l a b l e ,  t h e s e  k i n d s  of i n f o r m a t i o n  can  be used f r u i t f u l l y  v l c h i n  
t h e  p r o c e d u r e ) .  On b a s i s  of t h e  above i n f o r m a t i o n ,  a  new p e s s i m i s t i c  
s o l u t i o n  t o g e t h e r  v l t h  t h e  c o r r e s p o n d i n g  i d e a l  s o l u t i o n  i s  c a l c u l a t e d  
and p r e s e n t e d  t o  t h e  dec is ion-maker .  Then,  t h e  dec is ion-maker  has  t o  
i n d i c a t e  whether  t h e  s h i f t s  i n  t h e  p e s s i m i s t i c  s o l u t i o n  a r e  outweighed 
by t h e  s h i f t s  i n  t h e  i d e a l  s o l u t i o n  (and i n  p o s s i b l e  o t h e r  i n d i c a t o r s ) .  
I f  n o t ,  t h e  g o a l  v a l u e s  i n  t h e  c u r r e n t  p e s s i m i s t i c  s o i u t i o n  a r e  imposed 
a s  c o n s t r a i n t s  on t h e  s e t  of a d m i s s a b l e  a l t e r n a t i v e s .  Wi th in  t h e  t h u s l y  
r e d u c e d  s e t  of a d m l e s a b l e  a l t e r n a t i v e s ,  t h e  p e s s i m i s t i c  s o l u t i o n  can  
f u r t h e r  be improved upon, and s o  on,  u n t i l  t h e  dec is ion-maker  i s  s a c i s -  
f i e d  v l t h  t h e  r e m a i n i n g  s e t  of a l t e r n a t i v e s .  T h i s  r e m a i n i n g  set may be 
an  c - reg ion  around an  o p t i m a l  o r  Pare to-opt imal  s o l u t ~ o n ,  bu t  may a l s o  - 
depending  on  t h e  d e c i s i o n - m a k e r ' s  p r e f e r e n c e s  - be a  much l a r g e r  s e t  of 
a l t e r n a t i v e s ,  which f o r  i n s t a n c e  can be i n v e s t i g a t e d  f u r t h e r  on b a s i s  of 
p o l i c y  c o n s i d e r a t i o n s  that could  n o t  be a c c o u n t e d  f o r  w i t h i n  t h e  model. 
4 .  A F i n a n c i a l  P l a n n i n g  Model w i t h  M u l t i p l e  Goals :  an Example 
I n  t h i s  s e c t i o n  w g i v e  a n  example of a  f i n a n c i a l  p l a n n i n g  model 
w i t h  m u l t i p l e  g o a l s ,  and w show h w  a  f i n a n c i a l  p l a n n i n g  model might  be 
s e l e c t e d  by u s i n &  IMGPl). The d e s c r i b e d  model i n c l u d e s  some f e a t u r e s  of 
f i n a n c i a l  p l a n n i n g ,  which a r e  i n  p r a c t i c e  r a t h e r  u s u a l .  N e v e r t h e l e s s ,  
e v e r y  f i n a n c i a l  p l a n n i n g  in r e a l i t y  h a s  i t s  own peculiarities. Tne pur-  
pose of t h e  p r e s e n t  s e c t i o n  i s  merely t o  show how IMGP might  h e l p  t o  
c o w  w i t h  some of t h o s e  p e c u l i a r i t i e s  o c c u r r i n g  f r e q u e n t l y .  
1) A more d e t a i l e d  d e s c r i p t i o n  of t h e  example h a s  been g i v e n  i n  Sprozu ,  
1981. 
Assumptions 
Lie ass- t h a t  management has t o  choose a  combinacion of c a p r t a l  
investment p r o j e c t s .  Furthermore,  i t  has t o  cons ide r  a  s e r i e s  of f i n a n -  
c i n g  d e c i s i o n s ,  vhich - assuming no e q u i r y  i s s u e s  and no d iv idend pay- 
ments du r ing  t h e  p lanning period - c o n s i s t  of a  s e r i e s  of debt  i s s u e s .  
Nex: t o  t h e s e  d e c i s i o n s ,  management has  t o  decide  upon t h e  amount of 
cash t o  be held i n  each pe r iod .  
One of t h e  m0SK impor tant  goa l  v a r i a b l e s  i s  a s s w d  t o  be t h e  
f i m ' s  t o t a l  market va lue ,  def lned a s  t he  s m  of t he  unlevered p re sen t  
v a l u e s  of che p r o j e c t s  adopted p lus  t h e  market va lue  of t he  t a x  savings  
implied by debt f i nanc ing  p lus  a c o r r e c t i o n  term f o r  the  opportunity 
c o s t s  of cash  holdings  ( c f .  a l s o  Myers, 1974, and Myers and Pogue, 
1974).  Among o t h e r s ,  the  c o s t s  of a p o s s i b l e  bankruptcy h a w  been 
ignored .  The unlevered p re sen t  va lues  a r e  assume6 t o  be determined by 
the  c a p i t a l  market vhich a l s o  taLes account of the  r i s k s  a s s o c i a t e d  v i t h  
t h e  p r o j e c t s .  ladependent ly  of p o s s i b l e  o t h e r  g o a l  v a r i a b l e s ,  however. 
Of c o u r s e ,  t he  negl igence  of c e r t a i n  goal  v a r i a b l e s  mignt have a  nega- 
t i v e  e f f e c t  on t h e  f i r m ' s  t o t a l  market va lue .  l n scead  of accoun t ing  f o r  
such goal  v a r i a b l e s  e i t h e r  by t r a n s l a t i n g  them i n t o  c o r r e c t i o n  terms of 
t h e  market va lue  formula o r  by imposing hard c o n s t r a i n t s  on t h e  goa l  
v a l u e s ,  we dea l  wi th  these  goal  v a r i a b l e s  e x p l i c i t l y  and s e p a r a t e l y .  As 
such we have chosen goa l  v a r i a b l e s  . r e l a t i n g  t o  t he  s t a b i l i t y  of t he  
ea rn ings  over t ime,  the  amount of debt ou t s t and ing ,  the  minimm and t h e  
maximum cash l e v e l ,  and t h e  f i m ' s  employment l e v e l .  
The model 
The d e f i n i t i o n a l  equa t ions  of che modei a r e  g iven by 
20 n n ( 4 . 1 )  E 1 E .x f o r  t - 1, ..., 10; 
n-0 ' 
f o r  t  = l , . . . , lO;  
f o r  t  = 1, . . . ,10;  and 
f o r  t  - 0, ..., 10; where 
xn, n  - 0, ..., 20; a re  ( 0 , l )  decision var iab les  representing the possibl- 
l i t ?  of adopting or re jec t ing  each of the twenty ava i lab le  p ro jec t s  
(xO-1 represents  the ex i s t ing  f i rm).  
Et stands fo r  the f i rm's  t o t a l  accounting earn ing ' s  before i n t e r e s t  and 
taxes i n  period t and En i s  the part  of the period t  earnings, con t r i -  
t  
buted by project  n. C t  represents  the f i rm 's  t o t a l  a f t e r  tax cash flow 
i n  period t  and cn i s  the period t cash f l w  associated with project n. 
t  
wt  i s  the f i rm 's  average number of employees i n  period t and Ufl i s  the 
average number of employees demanded by project n  i n  period t. The 
sources and uses of funds con t ra in t s  a r e  given by (4.4) ,  where D t  repre- 
sen ts  a  one-period loan (borrowed a t  the beginning and repaid a t  the end 
of period t ) ,  r  is  the i n t e r e s t  r a t e ,  T i s  the tax r a t e ,  Lt i s  the 
amount of cash hold during period t and Zt are the f i rm 's  lending6 
during period t .  
One of the f i rm 's  most important goal var iab les  i s  i t s  t o t a l  market 
value, defined as  
where An i s  the unlevered present value of project  n. Clearly,  t h i s  goal 
var iab le  i s  to  be maximized. 
A second des i re  of the firm i s  t o  smoothen the time path of i t s  
t o t a l  accounting earnings before i n t e r e s t s  and taxes. To t h i s  end, the 
following time path has been defined: 
* 
(4.6) f t  - Eo.( l tgE) t  for  t  - l , . . . , lO;  
where E* i s  the t a rge t  f o r  earnings i n  period t and gE i s  the t a rge t  
t  
growth r a t e .  The second goal var iab le  i s  defined as  the maximum devia- 
t ion  from t h i s  grovth path, whicn i s  to  be minimized. Thus ve have: 
- (L.7) Kin! emax , s.t .  
f o r  t = 1 ,  ..., 10 ;  
f o r  t = 1,...,10. 
In  o r d e r  t o  l i m i t  t h e  r i s k  of being unable  t o  pay i n t e r e s t s  on debt  
out of c u r r e n t  ea rn ings ,  the  f i rm i n  our example employs a  r a t i o  which 
i s  o f t e n  used i n  p r a c t i c e :  t he  i n t e r e s t  cover  ( o r  t imes  i n t e r e s t  
e a r n e d ) ,  de f ined  as the  r a t i o  of ea rn ings  before  i n t e r e s t  and t a x e s  t o  
t he  i n t e r e s t  charges .  This  r a t i o  can be de f ined  f o r  each pe r iod  of t he  
p lanning ho r i zon .  However, i n  o rde r  t o  avoid  a too l a r g e  number of goa l  
v a r i a b l e s ,  we assume t h a t  t h e  f i rm  wants t o  maximize t h e  s m a l l e s t  va lue  
of the  r a t i o  dur ing t h e  planning hor izon.  O r ,  i n  o t h e r  words: 
u < E t  / ( r .Dt)  f o r  t = 1,. . . ,10.  
To so lve  t h i s  non- l inear  problem, w adopted an approach sugges ted  by 
Charnes and Cooper, 1977. Assuming r.D > 0 f o r  t = 1 , .  . . , l o ;  the v a r i a -  
t 
b l e  u i s  f i x e d  a t  a value  u = i. Then ve so lve  
(L.9) Max! v , 6 . t .  
- 
v < E t  - u . r . D  f o r  t = l , . . . , l O ;  t  
and v  u n r e s t r i c t e d  i n  s i g n .  
I f  t he  uaximum v* i s  nega t ive ,  i s  i n f e a s i b l e  and should  be lowered. A 
p o s i t i v e  va lue  of v* means t h a t  i f  f e a s i b l e  and can be r a i s e d .  A ze ro  
va lue  of v* corresponds  wi th  t h e  opt imal  va lue  = u*. Notwi ths tanding 
i t s  h e u r i s t i c  n a t u r e ,  t h i s  procedure worked q u i t e  we l l  i n  our computa- 
t i o n s .  Bes ides  (L .9 ) ,  a s e c  of lower l i m i t s  
(4.10) E / r . L  3 1.0 f o r  t = l , . . . , lO ;  
t t 
vas  de f ined .  These lower l i m i t s  have been changed systematically dur ing 
the i n t e r a c t i v e  process .  
The f o u r t h  goa l  v a r i a b l e  concerns  t he  minimum cash  l e v e l ,  which i s  
d e s i r e d  t o  approximace 5 per cen t  of the  per period cash f l w  p lus  5 pe r  
c e n t  of t h e  pe r  per iod  i n t e r e s t  charges .  ks v i t h  t h e  preceding goa l  
v a r i a b l e .  t h i s  was formal ized a s  
L I ( C  + r.D ) + A > 0.05 f o r  t = 1,...,10. 
t t  t 
Using t h e  same h e u r i s t i c  a s  above, A can be f i x e d  a t  X - 1, a f t e r  which 
Lt + (7  - 0.05).(C + r .Dt) + E > 0 f o r  t - 1 ,.... 10; t  
g ives  e i t h e r  a  p o s i t i v e  o r  a  z e r o  va lue  f o r  E. I f  > 0 ,  t he  
- 
' t o l e r a n c e '  X i n  meeting the  t a r g e t  r a t i o  va lue  0.05 i s  too t i g h t  and 
should be r e l axed .  I f  E - 0, 5; can be t i gh t ened .  The b e s t  va lue  
of 1 t h a t  can be tought  of i s  1 - 0, which occu r s  i n  t h e  ca se  
t h a t  L  > 0.05 . (C + r . D  ) f o r  a l l  t. Together v i t h  (4.12). t h e  s e t  of 
t  t t 
lid t s  
(4.13) L~ > amin . ( C  + r . ~ ~ )  f o r  t  - 1,....10; 
t  
i s  formula ted ,  where Amin can be r a i s e d  s y s t e m a t i c a l l y .  
The f i f t h  goal  va lue  i s  def ined a s  
Lt - 0.15 . (C + r.D ) + nt  = 0 f o r  t  - 1 ,..., 10; 
t  t  
i n  order  t o  keep the  amount of cash  a s  lm a s  p o s s i b l e ,  whi le  a s s u r i n g  
t h a t  t h e  amount of ca sh  i n  each per iod i s  l e s s  than o r  equa l  t o  15 pe r  
cen t  of the  cash  flow plus  i n t e r e s t  charges .  
The l a s t  goal  v a r i a b l e  has  been in t roduced  t o  minimize the  maximum 
number of d i s m i s s a l s  cf workers per  p e r i o d ,  i n  o rde r  t o  promote the  con- 
d i t i o n s  of employment and t o  avoid  work disputes. 
This d e s i r e  can be formalized a s :  
- 
(4.15) Kin! Wmax , s . t .  
w- > w; 
max 
u - w; + w; = 
t 
f o r  t - l , . . . , lO;  
f o r  t = 1, . . . ,10;  
Resu l t s  
We have done s e v e r a l  experiments v i t h  the  above model, which a r e  
desc r ibed  i n  d e t a i l  i n  Spronk, 1981. Here, i t  s u f f i c e s  to  give a  b r i e f  
o u t l i n e .  We did tvo kinds  of experiments.  F i r s t ,  we assumed the  v a r i a -  
b l e s  xn,  n  - 0 ,  ... ,20; t o  be continuous ( 0 , l ) - v a r i a b l e s .  In the next 
s t a g e ,  we assured these  v a r i a b l e s  t o  be d i s c r e t e  ( 0 , l ) - v a r i a b l e s .  In  
both cases  we made the  d e c i s i o n s ,  necessary  t o  reach a f i n a l  s o l u t i o n ,  
by ou r se lves .  I n  Figure 1 ,  i t  i s  shovn how t h i s  f i n a l  s o l u t i o n  was 
reached i n  the continuous case .  F i r s t ,  minimal values  f o r  the  amount of 
cash ho ld ,  t he  i n t e r e s t  cover and the  market va lue  a r e  r e q u i r e d ,  
r e s p e c t i v e l y .  Then, the ea rn ings  goal  i s  formulated a s  e c o n s t r a i n t  i n  
i t e r a t i o n  5 ,  a f t e r  which the  maximum number of d i s m i s s a l s  i s  l i m i t e d  and 
the  c o n s t r a i n t  on the  i n t e r e s t  cover i s  f u r t h e r  t i gh tened .  In  i t e r a t i o n s  
8 and 9 ,  t h e  minimally d e s i r e d  market va lue  i s  r a i s e d .  However, g iven 
the s o l u t i o n s  i n  i t e r a t i o n  9 ,  the  minimally des i r ed  value  i s  pushed back 
i n  i t e r a t i o n  10. F i n a l l y ,  i n  i t e r a t i o n  11, t he  i n t e r e s t  cover i s  r a i s e d  
f u r t h e r .  
I n  t h e  d i s c r c t e  case ,  we s t a r t e d  v i t h  the  p e s s i m i s t i c  s o l u t i o n  
values  of t he  f i f t h  i t e r a t i o n  i n  the  continuous case .  Of course ,  t he  
choice  of t h i s  s t a r t i n g  point  i s  somewhat a r b i t r a r y .  Therefore ,  i n  
p r a c t i c a l  problems, t h i s  star:ing po in t  should be s e l e c t e d  with more 
ca re .  Furthermore,  i n  t h e  d i s c r e t e  case ,  w dropped t h e  goa l  t o  keep the  
amount of cash a s  low a s  p o s s i b l e ,  s i n c e  the  experiments ir, the con t i -  
nuous case  had shown t h a t  t h i s  goa l  v a r i a b l e  was l e s s  r e l e v a n t l ) .  
1) Because t h e  maxi mu^ cash l e v e l  i s  de f ined  a s  a  percentage of cash 
f l w  p lus  i n t e r e s t  charges ( see  (4 .14)) ,  t he  underattairtment of t h i s  
mximum cash l e v e l  can be enlarged by simply r a i s i n g  t h e  
' a n t a g o n i s t i c  ' v a r i a b l e s  Dt and Zt  s imul taneously  by equal amounts. 
underattarnmcnt 





FIGURE 1 .  Development of the aoal  values  from I t e r a t i o n  r c  l u r a r i o r .  
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Hovever, t h e  c o n s t r a i n t  l i m i t i n g  the  amount of cash t o  15 per cent  of, 
t he  cash flow p lus  i n t e r e s t  charges remained i n  the  model. The r e s u l t s  
of the  d i s c r e t e  experiments a r e  not very  d i f f e r e n t  from those  i n  t h e  
continuous case .  Pess imis t i c  goal v a l u e s ,  d i f f e r i n g  only s l i g h t l y  from 
those  i n  t h e  f i n a l  i t e r a t i o n  of the  cont inuous  case ,  could be found. 
There a r e  fou r  d i f f e r e n t  s o l u t i o n s  s a t i s f y i n g  these  minimally r equ i red  
goa l  va lues .  
Ue can be q u i t e  p o s s i t i v e  about  t h e  computat ional  a s p e c t s  of MGP 
i n  t h i s  i n t e g e r  case .  The s tandard package fo r  mixed i n t e g e r  programming 
o f f e r e d  by I B M ,  MIP, was used. The branch and bound procedure used i n  
HIP o f f e r s  s e v e r a l  op t ions  which appear t o  be q u i t e  u s e f u l .  For 
i n s t a n c e ,  if bounds on the  goal  v a r i a b l e  t o  be optimized a r e  knovn 
(which i s  one of the f e a t u r e s  of IUGP), t hese  bound can be i n s e r t e d  - 
g e n e r a l l y  s impl i fy ing  the  branching process .  Another p o s s i b i l i t y  t h a t  
was used t o  l i g h t e n  the computat ional  burden i s  t o  s t a r t  each i t e r a t i o n  
of MGP with  an  i n t e g e r  s o l u t i o n  which i s  knowx t o  be f e a s i b l e ,  s u b j e c t  
t o  the  nevly added c o n s t r a i n t .  As such, t h e  preceding optimal s o l u r i o n  
of t h e  goa l  v a r i a b l e ,  of which t h e  minimum value  i s  r a i s e d  i n  t h e  new 
i t e r a t i o n ,  can be used. Using an IBl1 370/'158 computer, the  CPU-time 
needed f o r  each i t e r a t i o n  was on average l e s s  than one minute,  notwith- 
s t and ing  an i n c i d e n t a l l y  l imi t ed  amount of r e a l  s to rage .  F i n a l l y ,  t h e  
s i d l a r i t y  of t h e  o p t i d e a t i o n  problems, both w i t h i n  and between each 
i t e r a t i o n ,  might o f f e r  a d d i t i o n a l  o p p o r t i n u t i e s  t o  s impl i fy  the  compu- 
t a t i o n a l  process .  
5. Concluding Remarks 
The main purpose of t h i s  paper i s  t o  s t r e s s  t h e  i d e a  of cons ide r ing  
f i n a n c i a l  p lanning a s  a  dec i s ion  problem involving mul t ip l e  goa l s .  Fur- 
thermore,  ve want t o  show t h a t  MGP can e u s e f u l  t o o l  i n  dea l ing  wi th  
t h i s  kind of problems, because ( a )  i t  can be handle many of t h e  pecu- 
l i a r i t i e s  i nhe ren t  i n  f i n a n c i a l  p lanning,  (b )  i t  i s  a  s imple  m t h o d  and 
( c )  i t  does not r e q u i r e  v e q  soph i s t i caced  informat ion on the  dec i s ion -  
maker ' s  p re fe rences .  The f a c t  t h a t  MGP uses  t a r g e t  g o a l  va lues  i s ,  i n  
our op in ion ,  a t t r a c t i v e  from both a t e c h n i c a l  point  of view and - s i n c e  
t h e  u s e  of t a r g e t s  i s  r a t h e r  common i n  p r a c t i c e  - a l s o  from t h e  u s e r s '  
p o i n t  of view. 
For a s u c c e s s f u l  implementa t ion  i t  i s  n e c e s s a r y  t o  v e r i f y  n o t  on ly  
whether  t h e  propoaed procedure  i s  no t  i n  c o n f l i c t  w i t h  t h e  o r g a n i z a -  
t i o n a l  framework of t h e  f i n a n c i a l  p l a n n i n g  p r o c e s s ,  b u t  a l s o  v h e t h e r  i t s  
i m p l e m e n t a t i o n  is  r e a l l y  d e s i r e d  and a t  least not  c o u n t e r a c t e d  by t h e  
p a r t i c i p a n t s  i n v o l v e d  i n  t h e  p l a n n i n g  p r o c e s s .  For i n s t a n c e ,  managers 
may be q u i t e  r e l u c t a n t  t o  even ment ion  t h e i r  g o a l s ,  l e t  a l o n e  s p e c i f y  
them i n  such  a  way t h a t  t h e s e  g o a l s  can  be i n c o r p o r a t e d  w i t h i n  t h e  
model. To overcome t h i s  type  of r e s i s t e n c e ,  i t  i s  n e c e s s a r y  t o :  
- i n f o m  a l l  p a r t i c i p a n t s  concerned  a b o u t  t h e  a im,  t h e  a s s m p t i o n s ,  and 
t h e  o p e r a t i o n  of t h e  method. 
- b u i l d  t h e  f i n a n c i a l  p l a n n i n g  model i n  c l o s e  c o - o p e r a t i o n  v l t h  t h e  
p a r t i c i p a n t s .  
- pay very much a t t e n t i o n  t o  t h e  f o r m u l a t i o n  of t h e  g o a l s .  
- g i v e  s u f f i c i e n t  o p p o r t u n i t y  t o  change and rechange  t h e  model and t h e  
g o a l  v a r i a b l e s ,  and t o  r e v i s e  e a r l i e r  c h o i c e s  made d u r i n g  t h e  i n t e r -  
a c t i v e  p r o c e s s .  
S w e  p r a c t i c a l  consequences  of t h e s e  d e s i r a t a  a r e  a.0.  t h a t  t h e  
n e c e s s a r y  computer  s o f t w a r e  should  be a s  u s e r - f r i e n d l y  a s  p o s s i b l e ,  and 
t h a t  a t t e n t i o n  s h o u l d  be pa id  t o  t h e  development of an a d e q u a t e  in forme-  
t i o n  sys tem.  
Once i t  i s  r e c o g n i z e d ,  c h a t  f i n a n c i a l  p l a n n i n g  s h o u l d  be viewed a s  
a m u l t i p l e  c r i t e r i a  d e c i s i o n  problem, many a r e a s  f o r  f u r t h e r  r e s e a r c h  
c a n  be f o r m u l a t e d .  We menfion t h e  problem of hov t o  d e a l  v l t h  l a r g e  
numbers of g o a l  v a r i a b l e s ,  t h e  problem of t h e  ( 0 , l )  i n s t r u m e n t a l  v a r i a -  
b l e s ,  t h e  problem of u n c e r t a i n t y  and f u z z i n e s s ,  and t h e  problem of 
i n t e r d e p e n d e n c i e s  between g o a l  v a r i a b e l s  ( c f .  a l s o  Spronk,  1981, Chapter  
9 ) .  Anorher i n t e r e s t i n g  a r e a  f o r  f u r t h e r  s t u d v  c o n c e r n s  t h e  phenamenon 
t h a t  i n  p r a c t i c e ,  not  a l l  p o t e n t i a l  c a p i t a l  inves tment  p r o j e c t s  a r e  
known a t  t h e  b e g i n n i n g  of t h e  p l a n n i n g  p e r i o d ,  but  a r e  o f t e n  proposed  i n  
t h e  c o u r s e  of t h e  p e r i o d .  Fur thermore ,  i f  one i s  v i l l i n g  t o  a c c e p t  t h e  
f a c t  t h a t  t h e  s e t  of a v a i l a b l e  i n v e s t m e n t  p r o j e c t s  i s  n o t  c o m p l e t e l y  
g iven  and f i x e d ,  a n e x t  s t e p  might be t o  i n c l u d e  t h e  d e s i g n  of new pro- 
j e c t s  v i t h i n  t h e  p l a n n i n g  procedure  ( c f .  Z e l e n y ,  1981) .  F i n a l l y ,  w 
would l i k e  t o  ment ion  t h e  problem of f i n a n c i a l  p l a n n i n g  i n  d e c e n t r a l i z e d  
o r g a n i z a t i o n s .  The procedure  proposed  i n  t h i s  p a p e r  o f f e r s  i n t e r e s t i n g  
o p p o r t u n i t i e s  t o  dea l  wi th  t h e  d e c e n t r a l i z a t i o n  problem, because i t  uses  
l ove r  and upper l i m i t s  on the  goal v a r i a b l e s ,  which pan be used a s  
g u i d e l i n e s  o r  budgets  f o r  d i f f e r e n t  d e c i s i o n  l e v e l s .  Although i t  may not  
be expected t h a t  a l l  of t hese  problems can e a s i l y  be so lved ,  we b e l i e v e  
t h a t  t h e  use  of m u l t i p l e  c r i t e r i a  d e c i s i o n  methods i n  g e n e r a l ,  and of 
the desc r ibed  i n t e r a c t i v e  procedure i n  p a r t i c u l a r ,  can a l r eady  be bene- 
f i c i a l  t o  f i n a n c i a l  planning i n  p r a c t i c e .  
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Abs t rac t  
C a p i t a l  market theory holds  t h a t  a l l  i n v e s t o r s  w i l l  hold a l i n e a r  
combination of t h e  market p o r t f o l i o  and t h e  r i s k - f r e e  a s s e t ,  depending on 
t h e i r  r i s k  p re fe rences .  I n  f a c t ,  many p o r t f o l i o s  a r e  not  s o  c o n s t r u c t e d .  
Due t o  an  i n a b i l i t v  t o  hold a l l  t he  s e c u r i t i e s  i n  the  market p o r f o l i o ,  a 
sma l l e r  number of r i s k y  a s s e t s  a r e  chosen. Current  f i n a n c i a l  theory counsels  
t h e  i n v e s t o r  t o  maximize h i s  r e t u r n  whi le  minimizing h i s  r i s k .  That r i s k  is 
measured by "beta" ,  a r e g r e s s i o n  c o e f f i c i e n t  vh ich  r e l a t e s  each s e c u r i t y ' s  
v o l a t i l i t y  t o  t h a t  of t h e  whole market.  
Computed b e t a s  s u f f e r  from sampling e r r o r  and t h e  presence of 
t h e  unique r i s k  vh ich  is  n o t  expla ined by t h e  r e g r e s s i o n  l i n e .  Since  i n d i v i -  
dua l  b e t a s  have v a r i a n c e ,  s o  vill t h e  p o r t f o l i o  be ta .  The i n v e s t o r  who wishes 
t o  maximize r e t u r n  given a r i s k  l e v e l  a n t e  m y  p i c k  a set of s e c u r i t i e s  
whose p o r t f o l i o  beta  is  f a r  from t h e  t a r g e t ,  ex post  f a c t o .  This  paper 
a t t empts  t o  reduce t h e  p r o b a b i l i t y  t h a t  t h i s  vill occur by c o n s t r u c t i n g  por t -  
f o l i o s  t h a t  minimize t h e  v a r i a n c e  of t h e  p o r t f o l i o  be ta .  
This problem i s  formulated a s  a mixed i n t e g e r  progranning problem 
v i t h  a q u a d r a t i c  o b j e c t i v e  f u n c t i o n .  Such a problem cannot be solved by 
us ing  e x i s t i n g  op t imiza t ion  methods, no easy  s o l u t i o n  method has been found. 
The problem was t r a n s f o r w d  t o  a s e r i e s  of l i nked  Lagrangion m u l t i p l i e r  
problems. Coding of t h e  a lgo r i thm i s  complete.  Resu l t s  s h w  t h a t  the  v a r i a n c e  
of the  p o r t f o l i o  be ta  approaches zero  s h o r t l y  a f t e r  s i x  s e c u r i t i e s  a r e  included 
i n  t h e  p o r t f o l i o .  This r e s u l t  i s  ve ry  i n t e r e s t i n .  because previous  r e sea rch  
has  found t h a t  a g r e a t e r  number of s e c u r i t i e s  v e r e  necessary  t o  o b t a i n  tne  
maximal b e n e f i t s  of d i v e r s i f i c a t i o n .  
The Legrangian approach s u f f e r s  from the  c u r s e  of d imens iona l i ty .  
Because we a c t u a l l y  enumerate t h e  pover s e t  of a list of r i s k y  s e c u r i t i e s ,  
t h e  e x a c t  s o l u t i o n  technique becomes unwieldy. To g e n e r a t e  s o l u t i o n s  of 
r e a l i s t i c  problems, vh ich  involve  l a r g e  number of s e c u r i t i e s ,  we propose a 
scheme t o  c a l c u l a t e  p o r t f o l i o  weights  d i r e c t l y  from the  r a v  s e c u r i t y  a t t r i -  
b u t e s .  Th i s  c losed form equa t ion  i s  s t a t e d  wi tnout  p roof ;  no computat ional  
expe r i ence  is  a v a i l a b l e  a t  t h i s  t ime.  
This  paper i s  p a r t  of a c o l l a b o r a t i v e  r e s e a r c h  e f f o r t .  The f i n a n c i a l  
t h r u s t  of Sec t ions  I1 and 111 was developed v i t h  E. Saniga and T. McInish 
of the  Un ive r s i ty  of Delaware. The proof ( for thcoming)  of t he  c o n j e c t u r e  
i n  Sec t ion  I V  was a c o l l a b o r a t i o n  v i t h  A. Ben-Israel ,  A.  Ben-Tal, both 
of t he  Un ive r s i ty  of Delaware, and Dennis Karney, of Georgia l n s t i t u t e  of 
Technology. 
F u r t h e r  r e s e a r c h  w i l l  a t t e m p t  t o  i d e n t i f y ,  a p r i o r l ,  t h e  c h a r a c t e r -  
i s t i c s  of s e c u r i t i e s  which a r e  most u s e f u l  f o r  a c h i e v i n g  a p o r t f o l i o  " t a r g e t "  
b e t a .  For example,  do t h e  i n d i v i d u a l  b e t a s  (of  a s s e t s  which a r e  i nc luded  i n  
t h e  f i n a l  p o r t f o l i o )  tend t o  s t r a d d l e  t h e  t a r g e t  b e t a ?  Do they  l i e  near  o r  
f a r  from t h e  t a r g e t ?  Ue a l s o  i n t end  t o  examine t h e  conditions under  which 
s h o r t - s e l l i n g  ( i . e .  n e g a t i v e  p o r t f o l i o  w e i g h t s )  i s  recommended. 
I .  Statemen: of  t he  P r o b l e e  
A .  I n t r o d u c t i o n  t o  t h e  P o r t f o l i o  S e l e c t i o n  P rob l en  
Modern P o r t f o l i o  Theory (MAT) i s  a q u a n t i t a t i v e  v e r s i o n  of t h e  
p r o v e r b ,  "Nothing v e n t u r e d ,  n o t h i n g  g a i n e d . "  The p a r t i c u l a r s  of MAT a r e  a r t i c -  
u l a t e d  by t h e  C a p i t a l  Asse t  P r i c i n g  Model (CAPM). Developed by Sharpe  i1964j 
and  L i n t n e r  [1965]  t h e  CAPM h o l d s  t h a t  
r .  = rf + t?. ( r m -  r f )  ( 1 )  
where r i  is  t h e  ho ld ing  p e r i o d  r e t u r n  (HPR) on t h e  ith s e c u r i t y ,  r f  i s  t h e  
r i s k - f r e e  r a t e ,  r i s  t h e  WR on t h e  m a r k e t ,  and E .  is  an  i n d i c a n t  of t h e  
c o v a r i a n c e  between r .  and ( r m  - r f ) .  
As exp l a ined  i n  s t a n d a r d  f i n a n c e  t e x t s  ( f o r  example,  Myers and 
Brea l ey  [1981,  Chs. 8 - 9 1 ) ,  
T h i s  is  c a l l e d  s y s t e m a t i c ,  o r  market  r i s k .  Whatever v a r i a t i o n  i n  r .  t h a t  
remains  unexp l a ined  by ( 1 )  is  c a l l e d  unique  r i s k .  
T h i s  paper  i s  concerned p r i m a r i l y  w i th  s v s t e m a t i c  r i s k .  I n  
p r a c t i c e  E .  i s  e s t i m a t e d  u s ing  o r d i n a r y  l e a s t  s q u a r e  methods .  Because we a r e  
sampl ing  from a  p o p u l a t i o n ,  and because  r e g r e s s i o n  c o e f f i c i e n t s  such  a s  E .  
may be n o n - s t a t i o n a ~  (one of t h e  e a r l i e s t  a r t i c l e s  on t h i s  t o p i c  was Sharpe  
and Cooper [ 1 9 7 2 ] ) ,  t h e  i n v e s t o r  shou ld  be  cau t i oned  t h a t  t h e  s y s t e m a t i c  r i s k  
of h i s  p o r t f o l i o  is  no t  s imp le  t o  a s s e s s .  That  r i s k ,  6 h a s  a  p o s i t i v e  
P' 
s t a n d a r d  d e v i a t i o n .  I f  t h e  i n v e s t o r s  p ropose  a  t a r g e t  b e t a  ( 3  ) of 1 . 5  f o r  
P 
example,  t h e  r e a i i z e d  6 might  be 1 o r  2.  S i n c e  s p e c u l a t i v e  m a r k e t s  a r e  v o l a t i l e ,  
F 
t h i s  o b s e r v a t i o n  w a r r a n t s  a  more d e t a i l e d  t r e a t m e n r .  
B. Managing Systematic Risk 
Assume t h a t  the p o r t f o l i o  manager (PH) i s  a  modern p o r t f o l i o  theory 
type (1.e .  he be l ieves ,  a s  promulgated i n  the c i t a t i o n s  above, that  he vill only 
be compensated f o r  bearing systematic r i s k ) .  A good procedure is t o  d i v e r s i f y  
away unsystematic (unique) r i s k ,  and t o  musure  systematic r i s k  by s e t t i n g  a  
t a r g e t  f o r  the  beta  of the  p o r t f o l i o .  This w i l l  be notated as B where 
P' 
Bp = a1bl + a2B2 + . . . + anEn ( 3 )  
i n  which al, a 2 ,  ..., a a r e  the  p o r t f o l i o  weights ( i . e .  the  percentage of the  
funds t h a t  a r e  invested i n  the ith s e c u r i t y )  and bl, B2, . . . , B a r e  the  
individual  s e c u r i t y  betas .  6  ind ica tes  the PH's r i s k  tolerance;  the assess-  
P 
ment of t h a t  quant i ty  is not included In t h i s  paper. The present  motivation 
i s  the observat ion t h a t  the  naive choice of s e c u r i t i e s  t o  reach a  t a r g e t  0 
P 
f a i l s  t o  recognize t h a t  the  variance of the rea l ized  (or  ex post  fac to)  E 
P 
can be control led by a  judicious s e l e c t i o n  of the p o r t f o l i o ' s  component 
s e c u r i t i e s .  
The ob jec t ive  is t o  choose a  s e t  of p o r t f o l i o  weight. a j 9  j = 1.2, 
..., n wnich minimize the  variance of E ex an te .  Note t h a t  i n  the  sec t ions  
P - -  
which follow 
This variance e x i s t s  because (1)  is estimated by regression analy- 
s i s ,  a s  
r i  = rf + Bi ( r m - r f )  + vi ( 5 )  
wnere r i ,  r f ,  E i  and r a r e  as above, and p. i s  the e r r o r  term of the  regression.  
m 
Note t h a t  the approach taken here i s  not t o  so lve  the c l a s s i c a l  
Markovitz [I9521 p o r t f o l i o  problem 
Mnimize a ~ a ~  - AaE(r)
sub jec t  t o  
: ' j - '  
a j  2 0, j = 1 ,2 ,  ..., n 
i n  which t h e  h e r e t o f o r e  undefined terms a r e  Q ,  a ma t r ix  of t he  covar iances  
between s e c u r i t i e s ,  1 i s  t he  market-determined t rade-off  r a t i o  between r i s k  
and reward, and E ( r )  i s  t he  expected r e t u r n .  Th i s  s o r t  of p o r t f o l i o  s e l e c t i o n  
g e n e r a t e s  a s e t  of e f f i c i e n t  (nondominated) p o r t f o l i o ;  by s p e c i f y i n g  a r i s k  
l e v e l  o r  a r e t u r n  l e v e l ,  a f i n a l  p o r t f o l i o  is  s e l e c t e d .  The fo rmula t ion  of t h i s  
paper  assumes t h a t  a l l  t he  r e l e v a n t  (market)  r i s k  of a s e c u r i t y  is  expressed 
by s t a t i n g  i t s  be t a  ( t h i s  i s  t h e  essence of Sha rpe ' s  [1971] "diagonal"  model).  
I t  i s  f u r t h e r  assumed t n a t  t he  PM d e f i n e s  h i s  r i s k  p re fe rence  in terms of a be ta  
( E  ) f o r  t h e  e n t i r e  p o r t f o l i o .  
P 
To mot iva te  t h e  d e t a i l e d  p r e s e n t a t i o n  of t h e  model i n  s e c t i o n  11 ,  
l e t  us s i m u l a t e  t h e  r e s u l t s  of t he  na ive  PH, t h a t  i s  one who does  n o t  use  t h e  
proposed o p t i m i z a t i o n  method. The PH wishes  t o  choose a p o r t f o l i o  of two se- 
c u r i t i e s  from a l ist  of f o u r t e e n  cand ida te  s e c u r i t i e s .  Leaving the  exact  
d e s c r i p t i o n  of those  s e c u r i t i e s  u n t i l  l a t e r  i n  t h e  paper ,  91  combinations of 
two s e c u r i t i e s  must be screened.  I f  t h e  PM s e t s  a t a r g e t  b e t a  of 1, he can 
achieve t h a t  g o a l  on an expected b a s i s  w i th  any one of 49 p o r t f o l i o s .  
2 
Due t o  r e g r e s s i o n  fo rmula t ion  (51,  o , taken ex post  f a c t o  f o r  t h e s e  po r t -  
B~ 
f o l i o s ,  has  a s t a r t l i n g  e f f e c t .  
Suppose t h a t  t h e  p o r t f o l i o  chosen cons i s t ed  of OX i n  s e c u r i t y  1 
2 
(from Appendlx I )  and l O O X  i n  s e c u r i t y  7. Tne q u a n t i t y  o ( o E  ) would equal  
P 
1 ( 1 ~ ) ! . 4 1 3 ~ ) 1 '  = . L I Z .  The E c o u l d e n d u p a s l o w a s - . 2 3 6 o r a s h i g h a s 2 . 2 3 6 .  
P 
Perhaps I have exaggerated my case  by i l l u s t r a t i n g  a degene ra t e  s o l u t i o n .  By 
p a r a m e t r i c a l l y  varying t h e  weights  a .  f o r  a l l  91 p a i r s  of s e c u r i t i e s  i n  o rde r  
3 
t o  ach ieve  t h e  minimum c :  p o r t f o l i o  ( h e r e a f t e r  r e f  e&ed t o  simply a s  t h e  
C 
P 2 
minimum v a r i a n c e  p o r t f o l i o ) ,  i t  can be shovn t n a t  c has  a minimum of .015, 
P 
a maximum of .139, and a s t anda rd  d e v i a t i o n  of .023. What t h i s  means is  t h a t  
t he  a c t u a l  E might t u r n  o u t  t o  be more than 1.069 o r  l e s s  than , 9 3 1  about 
P 
17; of t h e  t ime,  u s ing  the  normalty assumptions of o rd ina ry  l e a s t  squa res  
2 
t h e o r y .  For  t h e  minimum v a r i a n c e  p o r t f o l i o  v i t h  a (a ) = .015 ,  t h e  ~ 3 c  % 
c o n f i d e n c e  i n t e r v a l  vould  be  , 9 5 5  < E < 1.045 .  
P  
S e c t i o n  I1 e x p l a i n s  t h e  o p t i m i z a t i o n  model which a c h i e v e s  t h i s  
t i g h t e r  d i s t r i b u t i o n  of  6 a  t a s k  v h o s e  p u r p o s e  is  t o  r e d u c e  t h e  i n v e s t o r ' s  
P '  
v u l n e r a b i l i t y .  
X I .  The Mixed I n t e g e r  Q u a d r a t i c  Progranuning Problem 
To g a i n  t h e  b e n e f i t s  d e s c r i b e d  above  v e  e x p l o i t  t h e  p o r t f o l i o  v e i g n t s  
, - 2  - 
a j ,  and t h e  e s t i m a t e s  E c ( @ . ) .  A f t e r  t h i s  p o i n t  t h e  n o t a t i o n  is s i m p l i f i e d  1 '  J 
by o m i t t i n g  t h e  " h a t s . "  The m a s t e r  p roblem is 
n 
S u b j e c t  t o  t a = 1 
j-1 j 
v i t h  u n s u b s c r i p t e d  E a s  t h e  t a r g e t  b e t a ,  and x .  a c t i n g  a s  a  b i n a r y  ( o r  
3 
s w i t c h i n g )  v a r i a b l e  t h a t  f a c i l i t a t e s  t h e  compleze e n u m e r a t i o n  of t h e  k-s ized ,  
k c  n, p o r t f o l i o s  which can be  c o n s t r u c t e d  from n  c a n d i d a t e  s e c u r i t i e s .  
T h i s  is r e a l l y  a  s e t  of n e s t e d  sub-problems; t h e r e f o r e  t h e  v h o l e  
a p p r o a c h  can  be  u n d e r s t o o d  more r e a d i l y  by f o r m u l a t i n g  t h a t  " t y p i c a l "  sub- 
problem s u c c e s s i v e l y  f o r  s u b s e t s  k  = 2 . 3 ,  ...., n of t h e  n s e c u r i t i e s :  
Minimize 
Subject  t o  n  
Z a .  = l  
j-1 
For the  k - 2 case  I v i l l  be even more conc re t e :  
Subject  t o  
a l , a 2  0  
The master  p r o b l w  ( 7 )  i s  not r e a d i l y  s o l v a b l e  by s t anda rd  a lgo r i thms .  
An approach is  t o  r e fo rmula te  ( 9 ) ,  f o r  a l l  k up t o  a s i z e  t h a t  becomes t o o  b i g  
t o o  s o l v e .  The t a c t i c  is  t o  form a  s e r i e s  of Lagrangian m u l t i p l i e r  problems. 
The k = 2 c a s e ,  f o r  example, i s  
2 2 2 2 
Minimize a ,  a + a2 a - Xi(ai  + a2 - 1 )  
6 1 6 2  (10) 
Next d i f f e r e n t i a t e  t o  o b t a i n  the  system of equa t ions  
Then we can add t h e  c o n s t a n t s  1 and B t o  t h e  l a s t  t vo  equa t ions  and r e v r i t e  
(11) i n  detached c o e f f i c i e n t  form a s  a product  of a v e c t o r  and a mat r ix  each 
of vnich has s t r u c t u r e .  Again i l l u s t r a t i n g  v i t h  the  case  of k = 2 ,  l e t  
Perform t h e  m a t r i x  ope ra t ions  
A i s  t h e  d e s i r e d  s e t  of p o r t f o l i o  weights ;  when (12) - (15) i s  solved f o r  a l l  
d e s i r e d  s u b s e t s  k, t he  minimum va r i ance  p o r t f o l i o  has  been discovered.  
111. The R e s u l t s  of t he  Analys is  
A. The Data Base 
Candidate  s e c u r i t i e s  f o r  t h e  p o r t f o l i o s  were f r w  a  l i s t  of Fama 
[1976 ,p .  1231. Of h i s  30 s e c u r i t i e s ,  each desc r ibed  by a  0 .  and a 0 6 , ,  
3 3 
14 were chosen by d rav ing  random numbers f r w  a  uniform d i s t r i b u f i o n .  The 
a lgo r i thm was coded i n  APL on a  DEC-10 computer; machine l i m i t s  d i c t a t e d  t h e  
sample s i z e .  Three p e r t u r b a t i o n s  of t h e  o r i g i n a i  d a t a  helped t o  t e s t  t h e  
i m p l i c a t i o n s  of our a lgo r i thm.  F i r s t ,  t he  f o u r t e e n t h  s e c u r i t y  v a s  changed 
t o  the  r i s k - f r e e ,  o r  zero-beta a s s e t .  Th i s  was done because p o r t f o l i o  theory 
ho lds  t h a t  i n v e s t o r s  should hold a  mlx tu re ,  depending on t h e i r  r i s k  p re fe rence ,  
of t h e  market p o r t f o l i o  and fhe  r i s k l e s s  a s s e t  ( t h i s  is t h e  e e p a r a t i o n  theorem 
desc r ibed  i n  Fame [op. c i t . ]  and Myers and Brealey lop. c i t . ] ) .  Ue wiehed t o  
s e e  i f  t h e  c a l c u l a t e d  p o r t f o l i o s  conf inned t h i s  r e e u l t .  Next, t o  test t h e  
a lgo r i thm on a  wider range of d a t a ,  t he  f i r s t  fou r  b e t a s  v e r e  f i r s t  doubled,  
and subsequent ly  halved. To e s t i m s t e  v h a t  t h e  r e l a t e d  o m u l d  be ,  a  r eg res -  
6, J 
s i o n  a n a l y s i s  was performed on t h e  o r i g i n a l  14 s e c u r i t i e s ,  u s ing  o a s  t h e  e, 
independent v a r i a b l e .  These manipula t ions  of t he  d a t a  base  a r e  descr ibed i n  
Appendix I ,  along wi th  t h e  r e l e v a n t  d e s c r i p t i o n s  of t h e  s e c u r i t i e s .  The 
a lgo r i thm vas  run on the  f o u r  da ta  s e t s ,  us ing i n  each c a s e ,  t a r g e t  be t a s  
of . 4 ,  1 ,  and 1 .6 .  
B .  Empir ica l  Resu l t s  
F i r s t  I found t h a t  each minimum va r i ance  p o r t f o l i o  of s i z e  k  i s  a  
s u b s e t  of t h e  p o r t f o l i o  of s i z e  k + v ,  v > 1. Probably t h i s  n e s t i n g  phenomenon 
i s  not  s u r p r i s i n g ,  g iven  t h e  h i e r a r c h i c a l  n a t u r e  of t h e  fo rmula t ion  i n  s e c t i o n  11.  
The second obse rva t ion  i s  b e s t  in t roduced by remembering t h a t  t he  
o r i g i n a l  p r o b l e ~  can be viewed a s  f i n d i n g  ou t  how many s e c u r i t i e s  a r e  needed 
t o  achieve most of t h e  b e n e f i t s  of d i v e r s i f i c a t i o n ,  g iven t h i s  p a r t i c u l a r  
op t imiz ing  paradigm. To d a t e ,  r e s e a r c h  had i n d i c a t e d ,  u s ing  a  na ive  approach 
t o  c o n s t r u c t i n g  p o r t f o l i o s ,  t h a t  d i v e r s i f i c a t i o n  b e n e f i t s  l e v e l e d  off  a s  the  
number of s e c u r i t i e s  in t h e  p o r t f o l i o  reached t e n  t o  twelve ( s e e  Wagner and 
Lau [ 1 9 7 1 ] ) .  The p resen t  r e s u l t s  a r e  n o t  d i r e c t l y  comparable because wh i l e  
Wagner and Lau looked a t  t o t a l  r i s k ,  we only  looked a t  sys t ema t i c  r i s k .  
Never the le s s ,  a  g r a t i f y i n g  s e t  of r e s u l t s  su r faced .  Appendix I1 
demonstra tes  conc lus ive ly  t h a t  a  r ap id  r e d u c t i o n  of our  r a t h e r  narrowly de f ined  
r i s k  measure c2  This  appendix shovs t h a t  t he  r a t e  of change (nega t ive )  i n  e: 
3 
both  t h e  minimum and the  mean approaches ze ro  wi th  about s i x  ( o p t i o n a l l y  chosen) 
s e c u r i t i e s  inc luded .  Appendix 111 s t r e n g t h e n s  t h e s e  f i n d i n g s  by documenting 
a  s i m i l a r  d e c l i n e  i n  the  range and t h e  s t anda rd  d e v i a t i o n .  
Also included i n  Appendix 111 a r e  measures of t h e  skewness and t h e  
7 
k u r t o s i s  of c -  . I n  a l l  but  t h r e e  c a s e s  ( s e e  Appendix 111, Data Base 14 f o r  
EP 
t h e  e x c e p t i o n s ) ,  t h e  d i s t r i b u t i o n s  of our  f i g u r e s  of i n t e r e s t  were f a t - t a i l e d  
wi th  p o s i t i v e  skevness .  The r e s u l t s  were no t  monotone, o r  even unimodal; 
t h i s  might be due t o  the  f e a s i b i l i t y  c o n s t r a i n t s  implied by s e t t i n g  a  t a r g e t  
b e t a  wi th  a v e p  l i m i t e d  s e t  of cand ida te  s e c u r i t i e s .  The k u r t o s i s  f i g u r e s  
a r e  r epor t ed  f o r  completeness on ly .  As y e t  no i n t e r p r e t a t i o n  i s  a v a i l a b l e .  
IV. A Conjecture  f o r  H e u r i s t i c  P o r t f o l i o  Analys is  
Because of t h e  combinator ia l  n a t u r e  of  t h e  proposed a lgo r i thm,  an 
extremely long l i s t  of i n d i c e s  and r e l a t e d  ma t r ix  i n v e r s e s  must be processed.  
Of course  more e f f i c i e n t  coding, swi tching from APL t o  For t r an .  o r  
mig ra t ing  t o  a  b igger  machine would be f r u i t f u l .  But,  even t h e s e  e f f o r t s ,  
when app l i ed  t o  problems of p r a c t i c a l  s i z e ,  w i l l  be plagued by t h e  cu r se  of 
d imens iona l i ty .  For problems v i t h  many more cand ida te  s e c u r i t i e s  we have a 
c o n j e c t u r e ;  a c losed  f o m  s o l u t i o n  vh ich  bypasses  t h e  c w p l e t e  enumeration 
which has  been desc r ibed  in e a r l i e r  s e c t i o n s  of t h i s  paper .  
To t h e  problem i n d i c a t e d  by t h e  equa t ions  ( l o ) ,  add tm more 
c o n s t r a i n t s  : 
and 
mfn t B . 1  max { ~ ~ l  
J j 
Natura l ly  t h e s e  cond i t ions  v e r e  i m p l i c i t  above. But they v e r e  no t  s t a t e d  
because t h e  coding included c o n t r o l s  t h a t  allowed only  f e a s i b l e  s o l u t i o n s ,  
i n  t h e  s e n s e  of (16) .  t o  be p r i n t e d .  The o p t i o n a l  s o l u t i o n  a*, t he  analog 
where 
= ' l n  f 2  n E . 2  
A - (1 $ ( r  - 4 - ( r  2) 
j-I 1 1-1 d j  j-1 j 
n ( B : - B S ~ !  
a -  r 




and d .  is  def ined  a s  o . 
3 @ 4 
* 
The non-negat iv i ty  of t he  p o r t f o l i o  weights  a .  i s  i nd ica t ed  by observing 
J 
t h a t  t h e  Cauchy - Schwartz I n e q u a l i t y  f o r c e s  A > 0. Since each d  > 0 by 1 
d e f i n i t i o n  ( o r  o b s e r v a t i o n ) ,  
a *  1 0 i f f  -5 2 0, 
3 Y 
and 
a*  > 0 i f f  -e' 6 .  
3 Y 3 
Suppose, t o  f u r t h e r  our unders tanding of t h i s  c o n j e c t u r e ,  t h a t  a  
d e t e m i n i s t i c  analog of our  problem were cons t ruc ted ,  such t h a t  
6 .  - md + c  , m > o  J j 
then 
Ue observe  t h a t  i f  a + Yc 0, then t h e  l a r g e r  d .  i s ,  t h e  l a r g e r  a* is. 
3 j 
I n  o t h e r  words they a r e  p o s i t i v e l y  c o r r e l a t e d .  A d d i t i o n a l l y ,  i f  o + r c  > 0 ,  
then a s  d .  becomes ema l l e r ,  a* becomes l a r g e r .  
3 3 
Computational exper imenta t ion and a proof of t h e  c o n j e c t u r e  w i l l  
be r epor t ed  i n  the  f u t u r e .  
P. Summary and D i r e c t i o n s  f o r  Future  Research 
We hope t o  u t i l i z e  the  skevness  and k u r t o s i s  d a t a  t o  e s t a b l i s h  
e s t a t e s  of t h e  cond i t ions  under which t h e  naive  PN w i l l  do poor ly ,  o r  do w e l l ,  
i n  t h e  sense  of t h i s  paper .  
Using both the  op t imiza t ion  a lgo r i thm and t h e  c o n j e c t u r a l  h e u r i s t i c ,  
we would l i k e  t o  i d e n t i f y  t h e  types  of s e c u r i t i e s  t h a t  a r e  most u s e f u l  f o r  
ach iev ing  p o r t f o l i o  goa l s .  Are they ,  f o r  example, ones w i t h  8 over o r  under 1 
8 ,  or  s t r a d d l i n g  i t  "nearby,"  or  s t r a d d l i n g  i t  " f a r  away?" Another s tudy 
r o u t e  begins bv d e t e m i n i n g  t h e  o p t i o n a l  s o l u t i o n  f o r  a  list of cand ida te  
e e c u r i t i e s ,  and the  a s s o c i a t e d  va lue  of a 2  f o r  t he  minimum v a r i a n c e  p o r t f o l i o .  
EP 
Next p ick s e v e r a l  s e c u r i t i e s  with t h e  lowest  02 (Se t  I ) .  P ick s e v e r a l  s e c u r i -  8 .  
- J  
t i e s  w i th  t h e  h i g h e s t  o 2  (Set  2 ) .  So lve  f o r  t h e  a s s o c i a t e d  weights  a* f o r  
' j 1 
S e t  1 and S e t  2. It is p o s s i b l e  t h a t  one of t h e  two s o l u t i o n s  vi l l  be very  
c l o s e  t o  t h e  o p t i o n a l  e o l u t i o n .  
Shor t  e e l l i n g  ( i . e .  nega t ive  weights)  i s  a f a c t  of l i f e  i n  s e c u r i t i e s  
markets .  Under what cond i t ions  would t h i s  be o p t i o n a l ?  A d d i t i o n a l l y ,  what 
s y n t h e t i c  e e c u r i t i e s ,  such a s  can be cons t ruc ted  wi th  p u t s  and c a l l s ,  vould 
improve p o r t f o l i o  performance? 
Th i s  paper has  def ined a p a r t i c u l a r  p o r t f o l i o  s e l e c t i o n  approach 
in which t h e  o b j e c t i v e  is t o  minimize t h e  chance that t h e  t a r g e t  be t a  (chosen 
ex a n t e )  w i l l  be mireed (ex p o s t )  by e w e  margin.  Data requirements  a r e  minimal. 
-- 
P r o c e d i n g  f r w  each s e c u r i t y ' s  b e t a ,  and t h e  v a r i a n c e  of t h a t  q u a n t i t y ,  a  
mixed i n t e g e r  q u a d r a t i c  programming problmn was formulated.  Th i s  was then 
solved by an  extended series of r e l a t e d  Lagrangbn  m u l t i p l i e r  problems. 
P re l imina ry  r e s u l t s  show t h a t  thFs o p t i o n a l  d i v e r s i f i c a t i o n  does 
reduce t h e  v a r i a b i l i t g  of t h e  p o r t f o l i o s  be ta .  This may be a  promising approach 
t o  p o r t f o l i o  s e l e c t i o n  m d  r e v i s i o n ,  e e p e c i a l l y  where f i d u c i a r y  r e s p o n s i b i l i t y  
is a t r e s e e d .  
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APPENDIX I 
SECURITY I smm C 
t-ucn TN'S LIST 6i ' 8 i  USED TN =IS PAPER 
Thr Four Darr Srrr 
1. Tnr o r i & i n a l  Ic macmrrias ,  ranoomiy choman fruu T a m  
'ci - 0 
3 .  D a u  h m r  4 1 ,  v i c h  E doubled tor  macurlria6 l - A *  
L .  D a u  hu t i .  v l c h  t i  h.lvaC for aecuricrc6 l - L *  
C61 - .0961 . I 307  ( a i ) ,  for  i - 1.2.3,L. a s  c a p u r a e  by r r m m a i o n  analpala of  
Daca h a *  81 
r of cmblnar ions  o i  k - 2.3.L.5.6 aecur ic i rr  
9 i  p o r t f o l i o s  
36L p o r t t o l i o s  
1001 portfolios 
2002 porcf o l i o s  
3003 p o r t f o l i o r  
Cnaracrrrlarics  of  Daca h r c s  
Dart kame A s u a p e  e i  Averant "i 
I .985 .128 
2 .89 . I 91  
3 1.288 .275 
L  .83L .215 
* 
The subscript i i s  equivalent co j above. 
APPENDIX I1 
2 
ANALYSIS OF '6- FOR THE FOUR DATA BASES* 
8 . .4 
DATA BASE 
1 




i .0015926 .0012498 .0010617 
1 .0009549 
I 
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*In each c e l l ,  the 5 numbers refer to the k port fo l ios ,  
k = 2,3,4.5,6 
APPENDIX I11 - continued 





UNCERTAINTY AND MULTIPLE OBJECTIVES IN 
STORAGE CONTROL PROBLEMS 
S. Orlovski' , S. Rhaldi2, and R. Soncini-Sessa2 
InternarionalInstitute forAppliedSystems Analysis, Laenburg, A u s h  and 
Computing Center o f  the USSR Academy of  Sciences, Moscow, USSR 
Cenrro Teoria dei Sistemi, CNR, Politecnico di M i h o .  Milan, Italy 
The problem under analysis is to  construct a multistage decision-mahng 
procedure for controll~rg releases of water from a reservoir. Two goals 
are considered: nool protection a n d  satisfaction of known agricultural 
demands. The approach ant! its apphcation t o  flood protection in a mul- 
tireservoir hydrosystem were developed a t  the Computing Center of the 
USSR Academy of Sciences. Moscos. ' I b s  paper describes the approach 
in detatl and illustrates its validity by various computational experiments 
performed a t  IlASA using the model of Lake Como (Italy). 
We cons~der  a storage system designed for  covermg shortages of an uncon- 
trolled supply o! a commodity with respect to  demands by releaslng necessary 
amounts of the commodity previously stored m the system durlng perlods when 
the supply was abundant A problem of controll~ng t h s  type of a system conslsts 
m determlrung rational policles for releaslng the commodity from the system In 
order to satisfy the demand under conditions of h ~ t e d  storage capacity and 
also of uncertamty wlth regard to future supplles 
As a n  example of such a system w e  consider a lake with regulated releases 
Research carried o x  at I'.'.A (Laxenburg, Austria) when the authors pafiicipated in the 
summer bLudy "Re&-Time Fozecast versus Red-hme U q e m e n r  o! HydTapsums". 1881. 
of water from ~t Regulat~on of the lake should prov~de for rational degrees of 
satlsfact~on of demands for water from mul t~ple  downstream users and also for 
a v o l d q  too h g h  Roods a t  the lake s ~ t e ,  and must be based on h ~ t e d  ~nforma- 
tlon with regard to  uncertam Lneows of water into the lake. 
Storage control problems of t h s  type have long smce been analyzed (see 
for instance Moran [3]) and many apphcat~ons  can be found in the fields of 
economics natural resources management and mdust r~al  engtneering One 
essent~al  feature of the approach suggested In t h s  paper hes m that  the Infor- 
rna t~on w ~ t h  regard to future suppl~es  or Lneows 1s modeled not In te rms of pro- 
babll~ty dlstr~butlons but m the form of exphcitly described sets  of sequences of 
all poss~ble future inflows Another feature 1s tha t  the r a t ~ o n a l ~ t y  of the control 
p o l ~ c ~ e s  IS based upon the trade-offs not among the actual values of the mul t~ple  
oblectlves whlch are In fact uncertain due to the uncertmn nature of the 
inflows, but among t h e ~ r  values whch  can be In some sense guaranteed The 
problems analyzed In t h s  paper are essent~ally based on the explicit descr~ption 
of a dynarn~c mformation structure whch enables to glve precise and practically 
slgn~ficant mterpretation to  solut~ons of those problems Although t h s  approach 
IS orlgmal, some simlarities can be found in the early work due to  R~ppl  [5] and 
m the extens~ons c a r r ~ e d  out by other authors (for a remew, see Klemes [Z]) 
whch nevertheless deal only w t h  single-oblectlve problems o! demand satisfac- 
tion 
The baslc idea of the approach suggested In t h s  paper has been developed 
a t  the Comput~ng Center of the USSR Academy of Sciences and implemented 
there for flood protection problems in the multireservo~r Volga Rlver System 
More recently the method has been successfully appl~ed to the multioblect~ve 
control problem for the lake Como In Northern Italy (see Guar~so e t  a1 [I] and 
Orlovskl e t  a1 [4]) Some computational results of thls analys~s are  illustrated in 
Appendx to t b s  paper 
2. General description of lake r egda t ion  proMeme 
Let us conslder a water resewou and denote by 2, water storage (state 
varlable) m the reservolr a t  the b e g m  of t-th time-interval with t bemg an 
mteger valued tune variable We also denote by 4 (supply) the ~ d o w  of water 
mto the resewolr durmg the t-th tlme-mtewal, and as r, (control varlable) - 
release of water from the reservolr dunng the same Interval We assume that an 
mltlal Instant of tlme 1s Axed and is equal to 0 so the Ume-horuon tor con t ro lhg  
the system IS [O.=] 
Usmg thls notatlon the state equation of the reservoir can be written in the 
form. 
z l + )  = z l  * Q  -sl,  t r o  
Cbnstraids on the control vo&bles r, have the form. 
O < r t  s N ( z l ) ,  t rO (2.2) 
w i t h  N(z) being a glven function of the state variable. In the follourlng we 
assume that  t h s  functlon possesses the  properties 
Note that these properties imply N(x)sz  for all 2 2 3  and t h s  In turn together 
with the nonnegativeness of the inflows and the initla1 storage guarantees that  
2, 2 0, for any t > 0 
lnlormation structure. We consider a rnultlstage declslon-makmg process of 
controlhng the system In question durmg whch the deculon-maker (DK) a t  a n y  
curreni  Instant of hme  t chooses a value of the corresponhng control varlable 
r, baslng on the lnformatlon avmlable to h m  a t  that instant We assume that  In 
the course of the control process a t  any current Instant of tune t ( b e g m g  of 
t-th u m e  interval) the DM knows the  value z t  of the state variable and also the 
value cq of the lnflow durlng t-th interval 
We also assume that at  any current instant t the DM models tus knowledge 
with regard to possible future values of the ~ o w s  from lustant t + l  up to rndnity 
in the form of a set of indrute sequences of mows and thus considers only the 
elements of t h s  set as possible future patterns or scenarios of the mows We 
shall denote t b s  set by and its elements by GI =(cq .). In the sequel 
we shall use a similar notation ( p r o )  for a set of h t e  sequences 
I$=(% ,...,% ). 
The basic element of the structure of the sets A; is a "reference set" A*$-' 
used for "generatmg" elements of the sets 4-. Th~s et consists of sequences of 
inflows, each of length T, where T 1s a tune period correspond~ng to "seasonal" 
fluctua~ons of the mtlows. In water management problems for example, the time 
period T 1s usually one year and the set A*:-' may contain past observations of 
the mtlows for a number of years together with sequences generated uslng sta- 
tistical techmques, and also possibly hypothetic sequences added into t b s  set 
by the DM to make it more representat~ve from h s / he r  mewpoint. 
We denote by k (k=1.2 ,...) the number of the periods (years) counted from 
the initial instant t=O. Using t h s  notation the struc-ture of the sets A; can be 
described as follows. For any mstant t of the form t=(k-l)T, (k=1,2 ,...) (begin- 
nmg of a year) the correspondmg set Ai;-1)7 consists of all m t e  concatena- 
tions of the sequences from the "reference" set ~ ~ 6 - l .  ThlS means essentially 
that at  the beginning of any new year the DK does not use any new idormation 
to model the future inflows except the a priori mformaUon that has been 
described in the form of the "reference" set. Note that as it follows from t h s  
assumption we have 
for any k=1.2. . . .  . 
On the other hand we assume that the observations made by the DM trom 
the beginmng of a year up to a current instant t can reduce h s / h e r  ambiguity 
with regard to the future lnAows fo r  the remaining part of the  same yem. To 
account for that we assume that for any current k k 0  and t E [ ( k  -1 )T .kT-1)  the 
set may contaln only some of the subsequences corresponding to the set 
A*:-'. 
In conclusion, for any b 1 . 2  .... and t  ~ [ ( k - 1 ) T . k T - 1 )  the set  A;,, consists of 
all concatenatlons each beginning with a sequence from the set &'I;' and fol- 
lowed by some sequence from the set G. 
Havlng in rnind t h s  structure and assumlug that the set A$-' is known t o  
the DM from the b e g l u n g  of the control process, we can denote by the tuple 
( t  , z , ,  a , ,  *'-I) ( 2 . 4 )  
the information available to the DM at a current instant t where k is related to t 
as follows 
( k - i ) T ~ t  S k T - 1  
A con t ro l  law IS a rule for calculat~ng a value of the control vanable for any 
mstant of time t  E [ (k -1)T .kT-11 ,  k k !  for any tuple of d o r m a h o n  of the form 
(2  4) We shall descrlbe t b  rule by a functlon 
r ,  = r ( t . z , . n ,  .A('?ilj. 
In the sequel we shall also use the notat~on 
d t  .p ,z ,r .at'-') 
for the state of the system a t  lustant p with x bang the state at  instant t ,  r 
bang the control law and I$-' sequence of lnfiows from t up to p-1. We assume 
that p(t .p . z  ,r .a?-')=z for p = t  
77ro goals  of controll~ng the reservou consist in preventmg floods a t  the 
reservolr slte and also in satlsfylng agricultural demands as to the releases of 
water from the reservolr Formally these goals can be expressed m terms of 
mequalitles whch are to be observed when choosing an appropriate control of 
the system. In our case these inequalities have the lollonnng l o r n .  
r, r a r  *, , t E [D,-). (2.6a) 
2, s @z*~, t E [Dam) (2.6b) 
with rel .z *1, t E [D,-) belng prespeclfied reference values. Coefficients a (as!) 
and @ ( e l )  are mtroduced to make these constraints more fiexible. Clearly, the 
ldeal case would be to find a control of the system lor whch the mequalltles 
(2.6) hold with a = l  and @=1 But if such a control does not exist then the con- 
straints (2.6) can be somewhat relaxed by introducmg some values a < l  and/or 
@>I.  In these cases the problem of controhng the system IS of the two objectlve 
nature and conslsts in providmg greater possible values of a and lower possible 
values of @. We assume that both r 5 and z*, are periodlc in the sense that 
r? = r*t+r,  zet = zet+7 
lor any trD, with T bemg the tune period mtroduced above. 
The problems considered m t h s  paper consist m determimng couples (z, . r )  
(2, - inibal state, r - control law) whch provide for the satisfaction 01 con- 
straints (2.6) for given values of a .  @. To be more precise we shall mtroduce the 
1 ollowlng 
Definition 1 (fsrud#llty of (2, . r)) .  Chven system (2. I) a pair ( r , , r )  is called 
(a,@)-IeasibLe iff the storuge p(t ,p  .zl .r , Q - I )  and the cowespondvrg uducrs of the 
control vahbLe 
r,, = r ( p  , ~ ( t  .p ,z, .r .a?-'),+ .Ap'+l) 
satisfy constraints of the type (2.2) and (2.6) for all p 20 and all fl-' E @ -' 
S~rnilarly a pair (2, , r )  will be called a-feasible [p-feasible] if the control con- 
straints (2.2) and goal construnts (2.6a) [(2.6b)] are satisfied for all pro. Thus a 
pair (2. . r )  is (a,@)-leasible 16 it 1s both a- and @-feasible. 
In the lollowmg we shall be usmg notations e, Fp and vd lor the sets of all 
a - ,  /?- and (a,/?)-feasible p a r s  respect~vely, and consider three respective prob- 
lems of determlmng reasonably large subsets of the sets Fz (problem of satlsfac- 
tlon of demands). Pf (problem of flood protection) and CeP (correspondmg two- 
objective problem) 
3. Problem of aahtaction of demands (probIem D) 
In t h s  sectlon we suggest a means for determmmng a subset Pet of the set  
P,O of solutions to problem D of the follomng form 
Pet =&a x RO 
where the  set  ]60 1s described as follows 
Xp = ti, Ithorn s z i s t s  r such tM (z, . r )  E Plpj 
and the se t  RO 1s defined later In t h s  sectlon Therefore, to de te rm~ne  the se t  
we can separately deterrnlne the sets 16' and RO. 
DeacripUon of nets x. In what follows we shall be using notation rmm for the 
control law whch  specifies the value o r  5 for the control variable a t  any current 
mstant of time p It can be shown that  any se t= ,  ( t  E /(k-1)T.kT-11, k 2 i )  can 
be described as follows 
To obtaln an  expllclt description of the set X,O ( t  , a - fixed) ~t s u l c e s  to find 
the  vdue 
Then the  se t  can be described as 
xp = 11 12 E R1, 2 2 $1 
To obtam 2," the follow~ng problems mey be solved 
c -, min 
N(p(0.p .c .rmn.d-'1) a ur $ 
pt0. T.Z , r " * , ~ ~ - ' )  a z 
m v p  E [O,T-11. a$ E hp 
The solu t~on to thls problem will be denoted as  t,O. 
Pr0blm-t. ( t  E ( ( k  -1)T.kT-11) 
2 dmin 
N ( 4 t  .p.z.r-#Op-l)) 2 m> 
p(t .k T . r  .r'-.~kr-') 2 r:, 
any p E [ t  .kT-11, t$ E AP, 
We denote by zp the solution to t h s  problem. 
Dwcripbon of the c h  RO The description of the class RO is given by the fol- 
Detlnibon 2. A control 1au 
7, = r ( t  .Z# .u, .&k:l-') 
b e l a g s  t o  the class RO if if possesses the  property 
m i n l N ( ~ ~ ) . w * ~  1 s rt 4 
4 min~m&zt +at -tt+] .ur *t ] , N ( t t  )j, 
t r O ,  r0 EX,' 
The following theorem can be proved. 
Theorsrn 1. If a control Law r E RO then the  couple (2, . r )  is a-feasible for any 
2 0  E %  
As follows from Theorem 2 the multistage control process prov1dm.g the 
eatisfactlon of the ~nequalities ( 2  6a) for some Bxed a ,  for all t z 0  and all 
sequences of ~nflows from the se t  Ad conslsts m the followmg. At any ~ n s t a n t  of 
tune  t E [ ( k - l ) k ~ , k T - 1 1 ,  k a !  in the course of the process the DM uses the 
lnformat~on available: 
( t  .zt .at .&kIi') 
to calculate the value z?+, and then chooses any value of rt (release durmg 
tune-lnterval t )  satlstylng the lnequalltles of the type ( 3  3) The mt la l  s tate of 
the  system a t  ~ m t l a l  nstant t=O must  belong to  the s e t  obtamed by solv~ng 
Problem-0 
We can  grve another useful lnterpretatron of t h s  behanor  of the DM Let us 
mtroduce tor any z E R' and a nonempty se t  X S R' a dlstance d from r to the 
s e t  X as  follows 
@t.X) = minlr y 1 
v E x  
Now for any fixed t > 0 we formulate the problem 
s . t  minlN(rl).ar*l jc rl r N(rl).  
with rl .al .s .a belng b e d  values of the respectlve variables 
It can  easdy be seen that  the se t  of all solutions st t o  t h s  problem IS 
described by the  lnequahtles (3 3) From here lt follows that  a t  any current  
instant t the behanor  of the DN conslstlng m choosing a value rl satrsfylng the 
lnequalltles (3 3) 1s equvalent  to the tendency of brmgmg the  s ta te  c l + ,  Into the 
"target" s e t  X,',, d e t e r m n e d  on the b a s s  of t he  current  lnformatlon avdab le  to 
the DM 
4. Problem of flood protection (problem F) 
The analysls of problem F IS qulte slmdar to the analysls of problem D m 
sec 3 and we shall use t b s  slrmlarlty here to make the presentation more com- 
pact  In t h s  sectlon we determine a se t  ~ * , 8  E Ff of 8-ieas~ble couples (c, . s )  
t ha t  has the form srmllar t o  t ha t  of FwDP (sect  3) 
F*! =Kg x Rb 
The de6n1tlons oI the sets are slrnilar to those of and F w ~ t h  the difference 
tha t  here  we c o n s ~ d e r  the mequall t~es of the form ( 2  6b) for some b e d  8 and 
replace r"'" w t h  the marimal re lease  poltcy sm" given by 
rtm' = r ( t  .zt .a, .A(~:,-') = N(z0 
Slrn~larly to  whnt we hscussed m sec 3 ~t can  be shown tha t  to  obtam an 
ex6lclt  d e s c r ~ p t ~ o n  f the set  @ ( t  ,9 - fixed) ~t sufflces to  find the value 
Z? = max z 
= =v 
Then the  se t  X$ can be described as 
*=)z z E R ' ,  z 4 z t j .  
To o b t u  z? the follovnng problems may be solved 
z 4 rnax 
s.t. (p(O,p,z .r- ,G-')~@z.p 
(p(0, T.Z  ,r"-,d-') z 
any p E [ O . T - I ] ,  kp E hP, 
Solution to t h s  problem will be denoted as z,b 
Pmbl8~11 t, ( t  E ( (k  -1)T.kT-I], k Z : )  
z, 4 max 
s.t.  (p(t,p,z.r-.aP-I) S @ Z ?  
(p(t .kT.z ,r'".I.a,"-') S z,b, 
anyp E [ t  .kT-11, t$ E @ 
The solution to t h ~ s  problem 1s denoted as z t  
Derrcriwon of t h e  c h s  Ft" Usmg the defimt~on of the &stance d(z .X) from sec. 
3 we formulate the following problem for any t ~ 0 :  
s t Osr ,  s N ( z , )  
w ~ t h  z, ,a, ,/3 bemg fixed values of the respectwe var~ables We denote by U ( z ,  .a,) 
a set  of all solut~ons rt to  t h s  problem It can be shown that  any se t  lP(z,.et) 
can be descr~bed by the ~ n e q u a h t ~ e s  
0 4 r, 4 minjmaAzl +.al -z?+, .Oj,N(z,)] ( 4 . 1 )  
Usmg t h s  notation we can now d e h e  the class as follows: 
Dellnibon 3. The c la s s  cons i s t s  0.f all  control  l a w s  
s, = r ( t  .zl .a, .4kI,-1) 
possess ing the  p r o p e r t y  
rl ~ r P ( z ~ . a i ) ,  t r 0 
The followmg theorem can be proved whch is slmilar to Theorem 2: 
Theorem 3. 1.f a control  l a w  r E Rp t h e n  the couple (z. .r) is B-jeprrble l o r  ang 
2 0  KF 
Theorem 3 lmplles that the multistage control process provldlng the satls- 
factlon of the meqwhtles (2  6b) (flood protection) for some fixed @, for all t2O 
and all posslble future ~ntlows cons~sts  m the followng At any mstant of tune 
t E [(k-1)T.kT-I] ,  k r i  m the course of the contsol process the DM uses the 
mformat~on available 
( t  .zt ,at .&kT~') 
to  calculate the value zt+, and chooses any value rt (release during t m e -  
mterval t) satlsfylng the inequality of the type ( 4 . : ) .  The mitlal state at  ~rutlal 
Instant t=O must belong to the set  obtained by solvlng Problem-0 formulated 
earlier In this sectlon 
6. Twmbjective problem. CLasses of semiefficient zontrol lam 
In this sectlon we conslder problems D and F jointly or In other words we 
cons~der  a problem of sat~sfactlon of both the goal constramts (2.6) for some 
fixed values of a and @ In sec 2 we have denoted the set of all solutions to t h s  
problem by F':.p Smllarly to what we &d m sec 3 and 4 we determme here a 
subset F*$P C F'FP, havlng the following form 
pra.P = z . 6  rd 
where 
and sets z. ]g, IP. @ b v e  been defined m the prevlous sections 
As can be seen from (5 .1 )  and ( 5 . 2 )  the se t  ~ * t . ~ m a p  be determmed by solr- 
mg separately problems D and F for the respectwe values of a and @ as it has 
been suggested In sec 3 and 4. Combmng the results from s e c  3, 4 we ob tan  
the following 
Theomm 3. A control law 
r ,  = 7 ( t  .zl .al .AikJi') 
belongs to  the class FD i f l  it possesses the property  
Another problem of mterest  In t h s  context consists In obtainmg m some 
sense "the best" values of a and @ whch can be guaranteed usmg control laws 
from the classes of the type W.$. To discuss t h s  problem we introduce the fol- 
lowmg 
Deanition 4. A pair (ao .$) is c d e d  semi-efficient i f l  the  set  ~ * f . ~  is not 
e m p t y  m d  for a n y  other  pm7 (a,@) s u c h  tha t  a>aO and @<$ the corresponhng  
se t  F*t.b is e m p t y  F m  a n y  semi-efficient pair (ao .$ ) w e  r e j m  t o  control laws  
from the class I?'OoP" as semi-effzcrent control Laws. 
The problem we consider now consists In determirung a class of semi- 
efficient control laws and the corresponding set  of initial states for the system in 
queshon. The procedure for solv~ng t h s  problem suggested here includes the  
following stages. 
a) o b t u n g  a semi-efficient paw ( a o . p )  of the values of the indicators con- 
sidered, 
b) obtaimng the se t  Y$D.k and the class Rf.B of ( a o  ,$)- feasible control laws 
To obtam a sem-eff~cient pair ( a o  ,$) we use the followmg procedure: first 
we fh some value ao of a and then obtain the m n m a l  value $ of p such that the 
r, > an r *t ( 5 . 3 )  
21 s $Z*I ( 5  4) 
can be satisfied for all t a 0  and all sequences %' E Since t h s  analysis should 
be performed prlor to the s t a r t  of the control process the only lnformat~on with 
regard to the poss~ble future d o w s  whch is available a t  this stage is the set  
Let us fLX some value a ' .  Then by solvmg problem D we can obtam the se t  
xu' and the class of control laws of the type R"' provldlng for the satisfaction of 
the inequallt~es ( 5 . 3 )  for all taO and all sequences h- E Let us Introduce the 
notat lor .  
r,- = min)max)z,  wag -z,fl .ao r *, { . N ( z l )  1 
for the control law corresponding to the right-hand side of the inequalit~es of the 
type ( 3 . 3 )  describing the class of control laws obtamed a t  t b s  stage Then the 
value may be obtmned as the solution to the followng problem 
p -+ min 
= re 
(p(0,p .2 .rrw,qj-l) 5 82 .p 
z t O  4 (p (0 .T . z  ,rw.a,r-') S z 
any p E [ O ,  T - I ] ,  qT-I E A*:-' 
Havlng thus obtamed BD we come to the second stage to find the class R"D,@o 
of semi-effic~ent control laws together wlth the set  of Initla1 states &''.pO The 
procedure for that  consists In solving a problem of the type D for a=ao as  m sec 
3 and  a problem of the type F for p = $ as in sec 4 Dslng ( 5  1) and ( 5  2) 
and Theorem 3 we can obtmn the desired se t  and the class R O ' . ~  
6 .  Concludmg r e m a r k s  
The formulation of the problem and its analys~s here are  strongly based 
upon the formal assumptions as to the structure of the lnformat~on avadable to 
the DM m tne course of the control process The successful lmplementatlon of 
t b s  approach depends upon hoa adequate 1s that  structure to  the  lnformatlon 
available In real sltuatlons In other words, the rehablllty of the results obtamed 
u s ~ n g  the approach suggested In t h s  paper depends on how complete from DM'S 
vlewpomt 1s the description of all posslble future lnAows m the form of the refer- 
ence se ts  A*:-' used to perform the analysls If the DM conslders the  glven set  
A*:-' not to be sufflclently representatwe (and therefore the results obtalned 
uslng t h s  se t  not sufflclently reliable) then he may apply some means to  collect 
more information, and thus to  enlarge the se t  A*:-', for example uslng statlstl- 
cal techmques (provided of course, tha t  he conslders those techrzlques capable 
of enchanclng the rehablllty of the analysls) 
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Appenchx : Computational experience 
The approach outllned In t h s  paper has been unplemented for the analys~s 
of the water management problem for the lake Como system, Northern Italy 
The rnformat~on on the lnflows had the form of a i5-year-long sequence of duly 
observations of the lnflows to the lake For the analysls January ; was chosen as 
the ~rutlal Instant and a pear (365 days) was chosen as the length o! the tlme 
perlod T Thus the 15-years-10% sequence was "cut" Into 15 one-year-long 
sequences each startlng from January 1, and all those sequences were assumed 
to  form the reference set A*:-' introduced m t h s  paper Thts par t~cular  cholce 
of the lnltlal mstant of tlme and of the value of T was justified by the fact that 
the one-year-long sequences obtamed by the "cutting" procedure could ade- 
quately be cons~dered as equally probable samples of the same stochastic 365- 
dlmens~onal vector 
1. Graphcal representation of the ~ n e q u a l ~ t ~ e s  d crib~ng the class R$.bO, 
see sec 5) 
The shadowed reglon on the graph together w t h  the sol~d line correspond to 




2 Using the procedure outllned In thls paper a set of semi-efficient pair? 
1 :  : .  
J F M A M J  J A S O N D T ~ ~ C  
3 .  The graphs in  Fig. 3 i l lus tra te  2 s e t s  of constraints of the values 
of the control variable corresponding t o  the following semi-efficient 
0 pairs: (al = 0.847; c 0 El = 8.5281,  io; = .746; B2 - 1.836) .  
OPTLMIZATION UNDER UNCERTAINTY VIEWED AS 
A MULTICRITERIA PROBLEM 
S.K. Stoyanov 
Department of Automation, Higher Institute of Chemical Technology, 
So fu, Bulgaria 
I .  INTRODUCTION 
The n u m e r i c a l  s o l u t i o n  of o p t i m i z a t i o n  p rob lems  of t e c h n o l o -  
g i c a l  o b j e c t s  statics and t h e  p r a c t i c a l  r e a l i z a t i o n  of o p t i m a l  
v a l u e s  o f  c o n t r o l  p a r a m e t e r s  p r e s u p p o s e s  t h e  a v a i l a b i l i t y  of an  
a d e q u a t e  m a t h e m a t i c a l  model f o r  t h e  o b j e c t .  
Very o f t e n ,  t h e  o b j e c t s  are c h a r a c t e r i z e d  by s e v e r a l  parame- 
te rs  which are s u b j e c t  t o  s i g n i f i c a n t  u n c e r t a i n t y .  The main g r o u p s  
of u n c e r t a i n t i e s  are r e l a t e d  t o  p a r a m e t e r s  of  t h e  i n l e t  f l o w  (com- 
p o s i t i o n s ,  c o n c e n t r a t i o n s ,  e t c . ) ,  t o  some n o t  w e l l  known c o n s t a n t s  
( t e c h n o l o g i c a l  o r  commerc ia l )  o r  t o  o p e r a t i n g  c o n d i t i o n s  which are 
somet imes  unknown p r i o r  t o  t h e  o b j e c t  d e s i g n .  The e x i s t a n c e  of 
s u c h  u n c e r t a i n t i e s  f o r  t h e  o b j e c t  makes t h e  o p t L m i z a t i o n  problem 
more c o m p l i c a t e d  s i n c e  t h e  m a t h e m a t i c a l  model becomes t h e n  f u z z i e r  
and t h e  o p t i m i z a t i o n  s o l u t i o n  u n s t a b l e .  
The need f o r  a  s o l u t i o n  t o  t h e  o p t i m i z a t i o n  p rob lem u n d e r  un- 
c e r t a i n t i e s  h a s  l e d  t o  c o n s i d e r a b l e  development  i n  r e c e n t  y e a r s  
[ I  + 121. The main o p t i m i z a t i o n  s t r a t e g i e s  are based  on  t h e  s e n s i -  
t i v i t y  t h e o r y  o r  on  t h e  t h e o r y  o f  s t a t i s t i c a l  d e c i s i o n s .  F o r  d i f -  
f e r e n t  problem f o r m u l a t i o n s  d i f f e r e n t  methods  are recommended[ l ,  141. 
The main aim of t h e s e  p rob lems  is t o  f i n d  t h r o p t i m i z a t i o n  s o l u t i o n  
which  is least s e n s i t i v e  t o  changes  i n  t h e  unknown p a r a m e t e r s .  A l -  
s o  t h e  c r i t e r i o n  u s e d  f o r  o p t i m i z a t i o n  s h o u l d  be  maximum ( o r  rni- 
nimum) i n  a n  i n t e g r a l  s e n s e .  
The optimization problem becomes more complicated in real 
time. Many of the technological parameters cannot be measured at 
a given instant of time or information on them is essentially 
delayed (due to the need for analysis of raw materials, composi- 
tions, concentrations, etc.) and cannot therefore be used directly 
for optimal control purposes. However, this information can be 
accumulated, analyzed and used for subsequent optimization, parti- 
cularly by using an on-line computer. 
In the present paper a new algorithm is proposed where the 
optimization problem under uncertainties is solved as a double 
criteria problem. 
11. FORMULATION OF THE OPTIMIZATION PROBLEM UNDER 
UNCERTAINTIES 
The optimization of objects under uncertainties at steady 
state conditions can be represented by the general formulation 
of the problem of nonlinear programming: 




- UEU, EED (2)  
&(E, F, 3 so, (3) 
~(i, F, 5) = 0, ( 4 )  
For an already constructed object the design parameters will 
be constants. 
The parameter uncertainty (F) is usualy in: 
i) the input parameters. Sometimes material, technological 
or economical parameters, which must be initially defined deviate 
from the normal values. Such parameters as kinetic constants, heat- 
and mass-transfer coefficients etc. experimentally defined are 
approximate. Other parameters deviate during exploitation (pheno- 
mena of aging, the raw marerials, environment). In the problems 
of design of technological objects a great number of the const- 
ructive parameters take part in the mathematical model as uncer- 
tain parameters if taking into account the necessity for optimal 
reservation. 
ii) the output parameters. Some parameters being arguments 
of the objective functions of participating in constraint inequa- 
lities (such as prices, exploitation costs etc.) are not exactly 
known. This brings to the admittance of some tolerance about the 
functional constraints of the optimization problem. 
Usually the search for the optimal control 7 and for the 
maximum of (1) is carried out for given nominal values of uncer- 
tainty parameters. But this solution will only be the correct one 
i f P = P  
N '  
111. REVIEW OF THE OPTIMIZATION STRATEGIES UNDER 
UNCERTAINTIES 
Optimization problems under uncertainty formulated in con- 
cern with operating objects as well as objects in design stage 
may be stated in various forms and consequently different stra- 
tegies may be utilized for their solving. 
Still a unique universal strategy does not exist, which 
may surve well in all cases. The different strategies proposed 
in literature need to be tested on real technological problems 
and the results obtained must be compared in order to make a 
correct decision about their fitness. 
The strategies based on the sensitivity theory give a solu- 
tion which is a compromise between the optimum of the objective 
function and its uncertain parametrical sensitivity. 
They are used mainly in the following cases: 
- the variations of the uncertain parameters are small; 
- l i n e a r i z a t i o n  of t h e  o b j e c t i v e  f u n c t i o n  i s  supposed i n  
t h e  v a r i a t i o n  range  of t h e  u n c e r t a i n  p a r a m e t e r s ;  
- an e x a c t  i n f o r m a t i o n  about  t h e  boundary v a l u e s  of v a r y i n g  
p a r a m e t e r s  i s  r e q u e s t e d ;  
- a f a s t  go ing  o p t i m i z a t i o n  s u b r o u t i n e  i s  r e q u e s t e d ;  
- t h e  number of u n c e r t a i n  p a r a m e t e r s  i s  n o t  v e r y  l a r g e .  
The s t a r a t e g i e s  based on t h e  s ta t is t ica l  d e c i s i o n s  t h e o r y  
g i v e  t h e  most p r o b a b l e  s o l u t i o n ,  which i s  most i n v a r i a n t  t o  t h e  
c r i t i c a l  v a r i a t i o n s  of t h e  u n c e r t a i n  p a r a m e t e r s .  
These s t r a t e g i e s  a r e  used i n  t h e  c a s e s  o f :  
- b i g  d e v i a t i o n s  of t h e  u n c e r t a i n  p a r a m e t e r s ;  
- known d i s t r i b u t i o n  f u n c t i o n ;  
- unnecessa ry  l i n e a r i z a t i o n  of t h e  o b j e c t i v e  f u n c t i o n  i n  
t h e  a r e a  of u n c e r t a i n  p a r a m e t e r s ;  
- r e q u i r e m e n t s  f o r  h igh  accuracy  and reliability of t h e  
s o l u t i o n .  
111.1. S t r a t e g i e s  based on t h e  s e n s i t i v i t y  t h e o r y :  
* i n c l u d i n g  s e n s i t i v i t y  f u n c t i o n  i n  t h e  o b j e c t i v e  f u n c t i o n  [2> 
r MAX F (c, P, E) 2 a F ( c l  P 5) PI' 
CEU -% PI IT-^! 
Ed, 
The u s e  of t h i s  s t r a t e g y  i s  e f f e c t i v e  i n  cases when t h e  
weight  c o e f f i c i e n t s  Jp, of t h e  u n c e r t a i n  p a r a m e t e r s  Pi a r e  known 
by which t h e  o b j e c t i v e  f u n c t i o n  is m o d i f i e d .  
The main d i f f i c u l t y  i n  u s i n g  t h i s  method i s  t h e  de te rmina-  
t i o n  on t h e  base  of e x p e r t  e s t i m a t e s  t e s t  of s t a t i s t i c a l l y  
s i g n i f i c a n t  c o e f f i c i e n t s  Ap which i n d i c a t e  t h e  importance of I 
u n c e r t a i n  p a r a m e t e r s .  
The method s u i t s  w e l l  t h e  o p t i m i z a t i o n  of o p e r a t i n g  techno-  
l o g i c a l  o b j e c t s  . 
* i n c l u d i n g  s e n s i t i v i t y  c o n s t r a i n t s I 2 ]  
MAX F(UJ FJ 5) 
- UEU 
EED 
s u b j e c t  t o  
I t  is used i n  c a s e s  when a range  f o r  t h e  s e n s i t i v i t y  of 
t h e  o b j e c t i v e  f u n c t i o n  t o  v a r i a t i o n s  of t h e  u n c e r t a i n  paramete rs  
can be s t a t e d  a p p r i o r y .  
The s o l u t i o n  of t h e  problem is r a t h e r  d i f f i c u l t  i n  c a s e s  
when i n  t h e  o b j e c t i v e  f u n c t i o n t h e r e  e x i s t  a p p r i o r y  some o t h e r  
range  c o n s t r a i n t s .  I t  map t u r n  o u t  t h a t  p a r t  of t h e s e  c o n s t r a i n t s  
e x c l u d e  each  o t h e r .  
The u t i l i z a t i o n  of t h i s  s t r a t e g y  i s  a l s o  recaamrended f o r  
o p e r a t i n g  o b j e c t s .  
* c a l c u l a t i o n  of o ~ t i m a l  d e s i g n  margin 13, 6 ,  71 
- a~ D M G  JF 
11$ A 5 1% T p l  + $F X A ~ J ]  
s u b j e c t  t o  
AIS A Y I  (p iJ  AE, AF) 5 B I J  I - lJ 21 n e #,DIM y (9) 
The method is a p p l i c a b l e  i n  d e s i g n  problems wi th  known ap- 
p r i o r y  d e v i a t i o n s  of c o n s t r u c t i v e  p a r a m e t e r s  bD from t h e i r  no- 
mina l  v a l u e s  and ranges  of v a r i a t i o n s  of  t h e  o b j e c t i v e  parame- 
ters ( ~ ~ 8  P Y  (aUJ AD, AP) s B~ ) . 
In  t h e  l a s t  c a s e  t h e  modi f ied  o b j e c t i v e  f u n c t i o n  i n c l u d e s  
t h e  s e n s i t i v i t i e s  of F t o  t h e  c o n s t r u c t i v e  p a r a m e t e r s .  
I f  an o p t i m a l  c o n t r o l  is demanded then  t h e  s e n s i t i v i t i e s  
wi th  r e s p e c t  t o  t h e  c o n t r o l  p a r a m e t e r s  a r e  added 
*mean v a l u e  o p t i m i z a t i o n  t a k i n g  i n  a c c o u n t  t h e  s e n s i t i v i t y  
a n d  t h e  d i s t r i b u t i o n  f u n c t i o n  o f  t h e  u n c e r t a i n  p a r a m e t e r s .  
I t  c a n  b e  a p p l i e d  f o r  o p e r a t i n g  o b j e c t s ,  i n  cases when t h e  
o b j e c t i v e  f u n c t i o n  may b e  r e p r e s e n t e d  as  a  T a y l o r  series i n  t h e  
a r e a  o f  n o m i n a l  v a l u e s  o f  t h e  u n c e r t a i n  p a r a m e t e r s  [s]. The mul-  
t i p l i e r s  i n  s u c h  a r e p r e s e n t a t i o n  a r e  t h e  d e r i v a t i v e s  o f  t h e  s e n -  
s i t i v i t y  c o e f f i c i e n t s .  T h i s  s t r a t e g y  i s  a m i x e d  o n e  s i n c e  i t  i s  
n e c e s s a r y  t o  know a p p r i o r y  t h e  s e n s i t i v i t i e s  o n  o n e  hand  a n d  t h e  
d i s t r i b u t i o n  f u n c t i o n s  o f  t h e  u n c e r t a i n  p a r a m e t e r s  o n  t h e  o t h e r .  
111 .2 .  S t r a t e g i e s  b a s e d  on t h e  s t a t i s t i c a l  d e c i s i o n s  t h e o r r  
* m i n i m i z a t i o n  o f  t h e  s o l u t i o n  r i s k  [I] 
- UEU PEP UEU 
rr ED DED 
The  m e t h o d  i s  u s e d  i n  c a s e  when t h e  p r o b a b i l i t y  d e n s i t y  
f u n c t i o n  o f  t h e  u n c e r t a i n  p a r a m e t e r s  \P(p) i s  known as w e l l  as 
r e q u i r e m e n t s  a r e  s t a t e d  f o r  a  minimum d e v i a t i o n  f r o m  t h e  m a i n  
o p t i m a l  s o l u t i o n ,  g e n e r a t e d  f o r  t h e  n o m i n a l  v a l u e s  o f  t h e  un-  
c e r t a i n  p a r a m e t e r s  
The m e t h o d  is recomanded  f o r  o p e r a t i n g  o b j e c t  o p t i m i z a t i o n  
a n d  a  s m a l l  number o f  u n c e r t a i n  p a r a m e t e r s  s i n c e  t h e  amrnount o f  
c o m p u t a t i o n s  g r e a t l y  i n c r e a s e s  
*mean v a l u e  o p t i m i z a t i o n  t a k i n g  i n  a c c o u n t  t h e  d i s t r i b u -  
t i o n  o f  t h e  u n c e r t a i n  p a r a m e t e r s  [I, 81 . 
Ed) 
It is used in design problems, when a second order poly- 
nomial approximation of the objective function is possible in 
the variation area of the uncertain parameters and the distrl- 
bution functions of the last are known. 
For the approximation of the mean value of the objective 
function a numerical experiment is proposed realized according 
to an orthogonal central compositional design. This gives an 
independance of the estimates of influence of the uncertain 
parameters on the objective function. 
*minimax strategy [8, 91 
The minimax strategy is applied if the number of uncertain 
parameters pl does not exceed 4 and their probability density 
functions are known. 
The strategy is recommended in desigcing of technological 
objects. Since all the design boundary states are analysed 
they must be appriory known. 
*relative sensitivity optimization [lo] . 
TMAX F(G, F, 5)-F(V, F, 5) 
FEU, 6ED MAX 1 M I N I  
- - MAX UEU PEPI  
~ d )  1 1 EEU, 66) 
This method can be applied when more strict requirements 
about the accuracy of derived optimal solution are stated. That 
is why a relative sensitivity SR is introduced instead of the 
o b j e c t i v e  f u n c t i o n  F(cJ  F, 6). 
Having i n  mind t h e  n e c e s s i t y  o f  m u l t i p l e  c a l c u l a t i o n  o f  
SR t h i s  s t r a t e g y  c a n  be  e f f e c t i v e l y  used  when t h e  number of 
u n c e r t a i n  p a r a m e t e r s  is s m a l l  and t h e  o b j e c t i v e  f u n c t i o n  is  s i m p l e .  
I t  can  be u s e d  f o r  o p t i m i z a t i o n  of o p e r a t i n g  o b j e c t s  and 
o b j e c t s  i n  t h e  d e s i g n  s t a g e .  
* o p t i m a l  d e s i g n  w i t h  s t o c h a s t i c  m o d e l l i n g  [ll.] . 
T h i s  s t r a t e g y  is a p p l i e d  when t h e  v a l u e s  o f  t h e  o u t p u t  
p a r a m e t e r s  YK.  of  t h e  o b j e c t  which i s  b e i n g  d e s i g n e d  a r e  know 
a p p r i o r y ,  and a  minimum d e v i a t i o n  from them c a u s e d  by t h e  un- 
c e r t a i n  p a r a m e t e r s  i s  r e q u e s t e d .  
The o f t e n  u s e d  method f o r  o p e r a t i n g  o b j e c t s  i s  t o  o p t i m i z e  
t h e  o b j e c t i v e  f u n c t i o n ,  s u b j e c t e d  t o  r e g i o n a l  c o n s t r a i n t s  ( 7 )  
on t h e  s e n s i t i v i t y  o f  t h e  o b j e c t i v e  f u n c t i o n  t o  c h a n g e s  i n  t h e  
unknown p a r a m e t e r s .  The b a s i c  d i f f i c u l t y  however is i n  t h e  p r o p e r  
c h o i c e  o f  t h e  s e n s i t i v i t y  l i m i t s  TI .  
IV. FORMULATION OF THE NEW STRATEGY 
I n  f a c t  t h e  o p t i m i z a t i o n  problem u n d e r  u n c e r t a i n t i e s  i s  a 
d o u b l e  c r i t e r i a  p r o b l e m ,  t h a t  i s ,  f i n d i n g  t h e  c o n t r o l  p a r a m e t r s  
which  maximize  t h e  o b j e c t i v e  f u n c t i o n  and s i m u l t a n e o u s l y  m i n i -  
mize  t h e  s e n s i t i v i t y  f u n c t i o n .  
F o r  t h e  o p e r a t i n g  o b j e c t s  (D I - c o n s t )  , t h e  o p t i m i z a t i o n  
p rob lem ( l j  t o  ( 4 )  can  b e  r e f o r m u l a t e d  as f o l l o w s  
MAX F (c, P) P 
- UEU 
M I N  - S(D;,&, FIN) 
UEU 
s u b j e c t  t o  ( 3 )  and ( 4 ) ,  where 
- 1, = F(AP,  B ~ ~ G ~ ~ ~  Dp>-  (19 > 
For t h e  modif ied o p t i m i z a t i o n  problem i t  is necessa ry  t o  
b u i l d  a  new o b j e c t i v e  f u n c t i o n  
'?=Y(F(E, PI) s(UJ PI, WF, w S > .  (20 > 
f o r  which a  maximum o r  minimum must be found,  depending on i t s  
f o r m u l a t i o n ,  w h i l e  a l s o  s a t i s f y i n g  c o n d i t i o n s  ( 2 ) ,  ( 3 )  and ( 4 ) .  
V. ALCORITIDd OF TBE METHOD 
1. Formulat ion of t h e  b a s i c  o b j e c t i v e  f u n c t i o n  
F(Uj F> 
s u b j e c t  t o  ( 2 1 ,  ( 3 )  and ( 4 ) .  
2 .  Formulat ion f o  t h e  new o b j e c t i v e  f u n c t i o n  
The s e n s i t i v i t y  f u n c t i o n  ( 2 2 )  can be b u i l t  i n  d i f f e r e n t  ways: 
L . L .  
1=1 
We recamand usage  of ( 2 3 )  o r  ( 2 4 ) .  I t  is g e n e r a l l y  more convenient  
t o  use  normal ized s e n s i t i v i t i e s  such a s  ( 2 5 )  but  when pNI=O o r  
F(FN) % 0 t h e  s o l u t i o n  becomes u n s t a b i l e .  
3. F o r m u l a t i o n  o f  t h e  we igh ted  c o e f f i c i e n t s  aPI f o r  F .  
4 .  F i n d i n g  t h e  f o r  which 
5. F i n d i n g  t h e  [; f o r  which 
6. F o r m u l a t i o n  o f  t h e  new o b j e c t i v e  f u n c t i o n  
7. F i n d i n g  t h e  optimum of (28) o r  (29) 
I n  t h i s  a l g o r i t h m  t h e  f u n c t i o n  o f  l o s s e s  o f  o p t i m a l  s o l u -  
t i o n s  (26) and (27) can  b e  used  when SMIN 7 0 .  When S M I N ~ O  t h e  
s o l u t i o n  ( 3 0 )  becomes u n s t a b i l  and t h e  f u n c t i o n  (28) l o s e s  i t s  
meaning.  Fo r  t h e s e  cases u s e  o f  u s e f u l  f u n c t i o n  (29) c a n  b e  re- 
commended. I t s  main d i s a d v a n t a g e  is t h e  need a f o u r - f o l d  o p t i m i -  
z a t i o n  problem s o l u t i o n  i n  o r d e r  t o  f i n d  maximum and minimum f o r  
b o t h  F (UJ P) and S'(UJ P) . 
One o f  t h e  main d i f f i c u l t i e s  i n  u s i n g  a l g o r i t h m  i s  t o  o b t a i n  
t h e  w e i f h t e d  c o e f f i c i e n t s  WF and wS f o r  t h e  two o b j e c t s  f u n c -  
t i o n s .  Excep t  f o r  cases where  W F = W~ , t h e  w e i g h t e d  c o e f f i c i e n t s  
c a n  be  t a k e n  t o  c o n f i r m  t o  d i f f e r e n c e s  be tween S and o r  
MAX J~~~ 
F,, and F w i t h i n  t h e  f e a s i b l e  r e g i o n .  When t h e  r e l a t i v e  d i f -  MIN 
f e r e n c e s  i n  F o r  S are l a r g e  i t  i s  a d v i s a b l e  t o  i n c r e a s e  t h e  c o r -  
responding weighted coefficient. 
For different practical problems, the sensitivity function 
(17) can be of different complexity. Thus, in the simplest cases 
it is possible for this function to be conctant; otherwise it can 
be a linear or non-linear function of the control parameters. 
The proposed algorithm is recommended for use with non-linear 
sensitivity function. 
VI. ALGORITHM FOR THE DEFINITION OF THE WEIGETED 
COEFFICIENTS OF TEE UNCERTAIN PARAXETERS 
The weighted coefficients Jpl in (17) can be defined ac- 
cording to the available information about the uncertain para- 
meters pl or according to the opinion of specialists (expert 
evaluation). 
The available information about some of the uncertain para 
meters might be: 
- variations range 
AR = g-I - P!,,, 
2 
- dispersionG~ and rated value P 
- sensitivity of the objective function to the variations 
of the uncertain parameters with regard to their rated value: 
When the variations range or the dispersion of the uncertain 
parameters are large, or when the objective function reveals 
high sensitivity, the weighted coefficients 2pl must be increased, 
Jpl can be calculated by the formulae (34) s ( 3 e ) ,  the proper 
choice depending on the available information about pI: 
where 
AP. , 
- 2 AP, 




A ~ 3  A ~ 2  " A~~ "' % 
If there 
is not the above mentioned characteristics, the weighted coef- 
f icients JP1 might be defined by the experts' evaluations, rela- 
ted to the degree of the influence of a given parameter p l  upon 
the problem under consideration and the optimal solution. 
Applying some of the assumptions of the rank correlation 
approach [16], we would like to propose the following algorithm: 
1."RU specialists were asked to present their opinion about 
the influence of "Mt' uncertain parameters, ranking them by their 
importance from 1 to M. 
2. The derived results are formed in a weighted matrix, 
where each element AJI defines the weight(position), which was 
prescribed to the uncertain parameter Pi by the expert J , ( T ~ ~ ~ ~  l). 
The calculations of the weighted coefficients 3 p I  can be 
performed only in case the experts' opinions coincide. The coin- 
cidence is defined by the concordance coefficient W K .  
3 .  W, is calculated as 
where 
and 
4. The adequacy of the concordance coefficient W K  is 
evaluated. 
4.1. ~f M L 7, calculate X:.LC 
The concordance coeffecient is adequate if 
where the degrees of freedom are defined as 
4.2. If M < 7, calculate 
In order W K  to possess sufficient adequacy, it is 
necessary: 
5. If the experrs' evaluations exibit expressed concor- 
dance, i.e., if WK is adequate, the weighted coefficients are 
calculated as follows 
where 
For the derived weighted coefficients stands the condition 
M 
The described algorithm provides the possibility to define 
reliable weighted coefficients, granted that the inquired experts 
are pretty well acquainted with the object in question and the 
contents of the formulated objective function F(C, F) . 
V 1 1 .  CONCLUSION 
The o p t i m i z a t i o n  a l g o r i t h m  u n d e r  u n c e r t a i n t i e s  e x p r e s s e s  
a s  a  d o u b l e  c r i t e r i a  p rob lem can  be  u s e d  i n  two b a s i c  c a s e s :  
1. I n  o f f - l i n e ,  w i t h  a  g i v e n  o b j e c t i v e  f u n c t i o n  (1) unde r  
c o n s t r a i n t s  ( 2 ) ,  43) and (4), and f o r  g i v e n  p r i m a r y  i n f o r m a t i o n  
f o r  u n c e r t a i n t y  p a r a m e t e r s :  nomina l  v a l u e s ,  d i s p e r s i o n  o r  l i m i t s .  
A v a i l a b i l i t y  of  e v e r y  of  t h o s e  p a r a m e t e r s  is  n o t  r e q u i r e d .  I t  
s h o u l d  b e  k e p t  i n  mind t h a t ,  f o r  m u l t i c r i t e r i a  o p t i m i z a t i o n  p rob -  
l e m s ,  n o t  o n l y  g e n e r a l i z e d  f u n c t i o n  (28)  and ( 2 9 )  c a n  b e  u s e d  
a l s o  o t h e r  schemes  f o r  compromise ,  f o l l o w i n g  t h e  a n a l y s i s  o f  
compromis ing  s o l u t i o n s  113, 151. 
2 .  I n  o n - l i n e  a p p l i c a t i o n ,  it is p o s s i b l e  t o  a c c u m u l a t e  
i n f o r m a t i o n  f o r  u n c e r t a i n t y  t e c h n o l o g i c a l  p a r a m e t e r s ,  u s i n g  real 
t i m e  c o m p u t e r ,  and t o  employ t h i s  a l g o r i t h m  w i t h  e i t h e r  a  s t a -  
t i s t i c a l  model  o r  a n  a n a l y t i c a l  model  w i t h  e x p e r i m e n t a l l y  ad- 
j u s t a b l e  c o n s t a n t s .  
The a l f o r i t h m  has been r e a l i z e d  i n  FORTRAN 4 and R e a l  Time 
FORTRAN f o r  b o t h  c a s e s ,  and  s u c c e s s f u l l y  a p p l i e d  i n  o f f - l i n e  
f o r  t h e  s o l u t i o n  of  o p t i m i z a t i o n  p r o b l e m s  i n  t h e  c o n t r o l  of  a n  
ammonia - w a t e r  d e s o r p t i o n  colomn as w e l l  as h e a t  e x c h a n g e s  f o r  













2 P  
- v e c t o r  of  c o n t r o l  p a r a m e t e r s  
- v e c t o r  o f  o p t i m a l  v a l u e s  o f  c o n t r o l  p a r a m e t e r s  
- v e c t o r  of  o u t p u t  p a r a m e t e r s  
- v e c t o r  of  p a r a m e t e r s  u n d e r  u n c e r t i a n t i e s  
- number of  p a r a m e t e r s  u n d e r  u n c e r t a i n t i e s  
- v e c t o r  o f  nomina l  v a l u e s  o f  u n c e r t a i n t y  
p a r a m e t e r s  
- v e c t o r  o f  d e s i g n  p a r a m e t e r s  
- v e c t o r  o f  w e i g h t e d  c o e f f i c i e n t s  f o r  u n c e r -  
t a i n t y  p a r a m e t e r s  
F ( i j  P) - basic objective function for technological 
object 
s(iJ F) - sensitivity function 
- dispersion for uncertainty parameters 
' M I N J  'MAX - limits for incertainty parameters 
- weighted coefficient for basic objective 
function 
- weighted coefficient for sensitivity function 
SMXJ S M I N  - maximum and minimum values of sensitivity function 
Fmxd - maximum and minimum values for basic objective function Y1(fiJ F) - generalized function of losses 
Y 2 ( i J  F) - generalized useful fvnction 
R - number of experts 
sc  - mean weighted sum 
- deviation of the sum of the weights for each 
uncertain parameter from the mean sum 
- concordance coefficient 
- tabulated value of Fisher's criterion 
d - probability level 
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PvZzr MULTIOBJECTIVE PROGRAMMING WITH 
COMPOSITE COMPROMISES 
C .  Carlsson 
Qpflgrtrnept of Business Administration. Abo Academy, Abo, Finland 
Abstract 
.- 
Thp 1 inpar mu1 t iobjective programing technique developed by Zel.eny i s  based 
q e  cesul t s  on cone convexity and nondominated solutions derived by Yu. 
TgJrgda and Nishida developed fuzzy counterparts of Yu's resul ts ,  and several 
a u t b ~ r s  h v p  developed various forms fo r  fuzzy programing. Here we will draw 
ypgp jheqe results  t o  develop a method fo r  fuzzy mu1 t iobjective programing 
# b ) ~ h  off!rf means fo r  canposite canpranises. The method i s  intended for  tack- 
ljpg 1j$!c5slon problems in which we have a hierarchical structure of expl ic i t ly  
jpterqe~gpdent aspi rat ions,  and the decision maker i s  ini  ti81 ly uncertain about 
his prgfprence structure . The FMOP-C model i s  evolved fran a fuzzy domination 
"rycfurg and appligs s e e  resul ts  on cone convexity, re la t ive  distances and 
hjgrprchical structures t o  obtain a fuzzy subset of the fuzzy s e t  of nondomina- 
fed ..- $elutions. This subset represents both feasible,  "almost optimal" and rele- 
yept qppr .p ises  in re3ption t o  a l l  the aspirations of the decision maker. 
T& &?;btkgd i s  i 1 lustrated with a f a i r l y  simple example. 
T ~ j r t  _ prg .. n o m l l y  a f , ~  prerequisites we take as given when working with 
p@&qa!jcpl p rogr ,p ipg  models - both when we develop algori thms and when 
89 f~p ly  g p  gpdels in support of planning and/or decision making. These pre- 
q 4 u j s j t p s  #re ( i )  the model covers essential aspects of the planning and/or 
@t hand, as i t  i s  perceived by sane interested party; ( i i )  
t h e  c o n t e x t  covered by t he  model i s  reasonab ly  w e l l  c o n t r o l  l e d  by the .  i n t e r e s -  
t e d  p a r t y ;  ( i i i )  t h e  r e l a t i o n s h i p s  which can be i d e n t i f i e d  w i t h i n  t h e  c o n t e x t  
a r e  adequate1 y enough represented i n  a  mathematical  p r o g r a m i n g  model ; ( i v )  t h e  
i n t e r e s t e d  p a r t y  recogn izes  a c t i v e  c o n s t r a i n t s  and i s  a b l e  t o  f o rmu la te  a s p i  r a -  
t i o n s  t o  be met i n  t h e  c o n t e x t ,  and ( v )  i t  i s  p o s s i b l e  t o  t r a n s l a t e  r e l a t i o n -  
sh ips ,  c o n s t r a i n t s  and a s p i r a t i o n s  i n t o  t h e  elements o f  a  mathemat ica l  program- 
ming model. I f  these p r e r e q u i s i t e s  a r e  met t h e  model may be used f o r  g u i d i n g  
the  i n t e r e s t e d  p a r t y  i n  how t o  meet b o t h  a s p i r a t i o n s  and c o n s t r a i n t s  i n  t he  
c o n t e x t  a t  hand. Th i s  process i s  r e f e r r e d  t o  as a  prob lem-so lv ing  process,  and 
i t s  outcane i s  n o t  seldom regarded as normat ive  f o r  t he  i n t e r e s t e d  p a r t y ,  as 
t h e  mathemat ica l  p r o g r a m i n g  techn ique i s  aimed a t  f i n d i n g  sane " b e s t "  o r  "op- 
t i m a l  " s o l u t i o n .  
B u t  shou ld  we r e a l l y  t ake  these p r e r e q u i s i t e s  as g i ven?  Pe te rs  [ID] p o i n t s  t o  t h e  
f a c t  t h a t  a  CEO (whom we s h a l l  t a k e  t o  be our  " i n t e r e s t e d  p a r t y " )  i n  r e a l i t y  
canno t  s o l v e  problems, because ( i )  h i s  a t t e n t i o n  i s  t o o  fragmented; ( i i i )  t h e  
i ssues  cane t o o  l a t e  t o  him, and ( i i i )  t h e  in format ion  on which he shou ld  r e a c t  
has become t o o  imprec i se  due t o  excess ive  f i l t e r i n g  and aggregat ion .  Peters  
( c f   ID^, p  170 ) f i n d s  t h a t  t he  o n l y  o p t i o n s  f o r  a  CEO i s  t o  " g e n e r a l l y  shape 
bus iness va lues "  i n  h i s  o r g a n i z a t i o n  and t o  "educate by  example". T h i s  k i n d  o f  
r e a l i t y  i s ,  however, a  f a r  c r y  fram t he  c o n t e x t  of a  mathemat ica l  p r o g r a m i n g  
model, and seems t o  i n d i c a t e  t h a t  t h e  methodology and t h e  t h i n k i n g  beh ind the  
mathematical  programming techn ique does n o t  address t h e  r e l e v a n t  issues ( c f  
a l s o  Zeleny [Zl]). 
That  i s  p robab l y  t r u e  if we take  t h e  no rma t i ve  aspect  of t h e  mathematical  p ro-  
gramming model t o o  l i t e r a l l y  - which 1s t oo  o f t en  done by t h e  c r l t i c s  of O.R.. 
If we, on t h e  o t h e r  hand, emphasize the  p lann ing  and d e c i s i o n  s u p p o r t i n g  aspects 
06 t he  model-aiming more a t  a  t o o l  f o r  d e s c r i p t i o n  and exuer lments  - 
t he  techn ique i s  n o t  so i r r e l e v a n t .  The reasons f o r  t h a t  a r e  ( i )  t h e  techn ique 
can be developed and adapta ted t o  t h e  r e l e v a n t  concext ;  ( i i )  i f  some elements 
i n  a  d e c i s i o n  and /o r  p lann ing  c o n t e x t  can be t r e a t e d  w i t h  sane techn iques,  i t  
i s  e a s i e r  t o  handle t h e  r e s t  by "shaping bus iness va lues "  and "educat ing  by 
example" ( p r o v i d i n g  t h a t  t he  techn iques do n o t  reduce t h e  degrees of freedom 
t o o  much), and ( i i i  ) t h e  CEO cannot  hand le  t o  much d e t a i l ,  b u t  h i s  s t a f f  shou ld  
c a r r y  o u t  some e v a l u a t i o n ,  screen ing,  f i l t e r i n g  and aggregat ion ,  f o r  which 
e f f i c i e n t  and o p e r a t i o n a l  techn iques a r e  needed. 
Here we w i l l  n o t  deal  w i t h  a l l  t h e  i n d i c a t e d  aspects  of r e a l i t y ,  b u t  emphasize 
two aspects,  wh ich  seem t o  b e  c r u c i a l  b o t h  f o r  e f f i c i e n t  and r e l e v a n t  mode l l i ng ,  
and f o r  c a r r y i n g  o u t  d e c i s i o n  and p lann ing  tasks  i n  a manager ia l  c o n t e x t :  (i ) 
i m p r e c i s i o n  and ( i  i )  m u l t i p l e ,  i n te rdependen t  a s p i r a t i o n s .  If these two aspects  
a r e  p resen t  a manager ia l  c o n t e x t  i s  d e s c r i b e d  as  "complex" o r  "messy" ( c f  [23, 
[51,[6]), which acco rd ing  t o  Peters  [ l o ]  would be a f a i r l y  accu ra te  d e s c r i p t i o n  
of r e a l i t y .  Here we w i l l  now adapt  t he  mathematical  p r o g r a m i n g  techn ique t o  
i m p r e c i s i o n  and m u l t i p l e ,  i n te rdependen t  a s p i r a t i o n s .  
The methodo log ica l  t o o l s  f o r  hand l i ng  m u l t i p l e ,  in terdependent  a s p i r a t i o n s  a r e  
t o  be found i n  t h e  f i e l d  o f  research c a l l e d  MCDM. T h i s  f i e l d  has i n  recen t  yea rs  
matured i n t o  a s c i e n t i f i c  endeavour i n  i t s  own r i g h t  ( c f  [4], [ 7 J ,  [Ill, [122, 
1221) as i t  has been p o s s i b l e  t o  show t h a t  many o f  t h e  s tanda rd  dec ison and 
p lann ing  models a r e  spec ia l  cases o f  some more developed MCDM-models ( c f  [22]). 
Here we w i l l  app l y  sane r e s u l t s  on dominat ion  s t r u c t u r e s  among m u l t i p l e  c r i t e r i a  
wh ich  have been presented by  Yu 1181 and Zeleny [zD]; we w i l l  a l s o  app l y  some 
elements o f  t h e  i d e a l  p o i n t  ( c f  Zeleny 1191) and re fe rence  p o i n t  techn iques 
( c f  W i e r z b i c k i  [14]); t h e  framework i n  wh ich  these elements a r e  p u t  t o g e t h e r  i s  
one of fuzzy,  m u l t i o b j e c t i v e  p r o g r a m i n g  ( c f  Car lsson L4] , [67. Or lovsky  191. 
Yager 1151, [17]). 
The reason f o r  u s i n g  f u z z y  programning i s  t h a t  we wanted t o  deal  w i t h  i m p r e c i s i o r ~ .  
The t r a d i t i o n a l  way t o  deal  q u a n t i t a t i v e l y  w i t h  i m p r e c i s i o n  i s  t o  employ t he  
concepts and techn iques o f  p r o b a b i l i t y  t heo ry .  But  Be1 lman and Zadeh [I 1 
emphasize t h a t  i m p r e t i s i o n  i s  n o t  t he  same as randunness; t h i s  i s  even more 
t h e  case i n  a p lann ing  and d e c i s i o n  making c o n t e x t  i n  which i m p r e c i s i o n  may 
come f r a n  know !edge composed o f  qua1 i t a t i v e  elements, aggregated data ,  uncer -  
t a i n t y ,  e t c  ( c f  [ID]). The methodology f o r  d e a l i n g  w i t h  i m p r e c i s i o n  i s  developed 
w i t h i n  t h e  theo ry  o f  f uzzy  s e t s  ( c f  L l ]  f o r  an  i n t r o d u c t i o n ) ;  a f uzzy  s e t  
i s  one f o r  wh ich  t h e r e  i s  no sharp t r a n s i t i o n  f rom non-membership t o  member- 
s h i p  o f  i t s  elements - t h e r e  i s  even a membership f u n c t i o n  ( d e f i n e d  f o r  t h e  
[ 0 .1 ] - i n te rva l  ) i n d i c a t i n g  f o r  each element i t s  degree o f  membership i n  t h e  
s e t .  The concepts and methods developed i n  t h e  t h e o r y  o f  f uzzy  s e t s  have a l s o  
been i n t roduced  i n  t h e  mathematical  p r o g r a m i n g  techn ique,  by - among o the rs  - 
Car lsson [ 4 I ,  O r l ovsky  [9], Widey - Zimermann [15], Yager [16], 1173. Takeda 
and N ish ida  L133 developed a conceptua l  framework f o r  fuzzy  dominat ion  s t r u c -  
t u r e s ,  which gene ra l i zes  t h e  r e s u l t s  ob ta ined  by  Yu L131. We w i l l  app l y  these 
r e s u l t s  t o  f o r m u l a t e  a method f o r  f uzzy ,  mu1 t i o b j e c t i v e  p r o g r a m i n g  i n  which 
we propose t o  hand le  in terdependent  a s p i  r a t i o n s  th rough compromises which - 
i n  sane op t ima l  f a s h i o n  - a r e  composed o f  e lements f rom seve ra l  a s p i r a t i o n s .  
Hence t h e  method i s  c a l l e d  t h e  FMOP-C method: f o r  f u z z y  mu1 t i o b j e c t i v e  program- 
ming w i t h  canposi  t e  canprani  ses. 
2. AN ILL-STRUCTURED PRODUCTION PLANNING PROBLEM. 
Consider g i ven  t h e  f o l l o w i n g  p roduc t i on  p lann ing  problem: t o  deve lop t a c t i c a l  
( =  one-year)  p r o d u c t i o n  p lans f o r  t h r e e  d i v i s i o n s  o f  a d i v i s i o n a l  i s e d  company, 
l a t e r  t o  be s p e c i f i e d  i n t o  two-week o p e r a t i o n a l  p l ans ,  and a c o o r d i n a t i v e  p l a n  
f o r  t h e  CEO, wh ich would enab le  him t o  eva lua te  t h e  d i v i s i o n a l  p lans  i n  an 
o b j e c t i v e  and sys tema t i c  fashion. He wants. f u r t he rmore ,  t o  exper iment  w i t h  a 
k o p t i o n s  f o r  an o v e r a l l  p o l i c y ,  and r e q u i r e s  t h a t ,  
2 . 1  ) i t h e  k t ,  k2 and k3  goa ls  ( r e p r e s e n t i n g  severa l  in terdependent  a s p i -  
r a t i o n s )  d e f i n e d  f o r  d i v i s i o n s  1-3 can be a t t a i n e d  w i t h i n  t h e  scope 
o f  t h e  t a c t i c a l  p l ans  ( k t ,  k2,  kg a l l  > 2 ) ,  
ii. a l l  t h e  p = k, + k2 + k3 goa ls  can be eva lua ted  a g a i n s t  h i s  p o s s i b l e  
o p t i o n s  f o r  an o v e r a l l  p o l i c y ,  
iii. an o p e r a t i o n a l  scheme f o r  assess ing t h e  re levance  and r e l a t i v e  im- 
por tance o f  t h e  goa ls  i s  developed. 
i v .  c o n f l i c t i n g  a s p i r a t i o n s  a r e  r e s o l v e d  o r  absorbed, and " p o s i t i v e "  
interdependences among t h e  a s p i  r a t i o n s  a r e  exp lo red  and u t i  1 i r e d ,  
v. degrees of gca: a t t a i nmen t ,  o r  s a t i s f a c t i o n  o f  a s p i r a t i o n s ,  can 
be eva lua ted  a g a i n s t  d i f f e r e n t  o p t i o n s  f o r  an o v e r a l l  p o l i c y .  
A prev ious s tudy [3] i n d i c a t e d  t h a t  a  c m p o s i  t i on /decompos i t i on  scheme f o r  1  i n e a r  
and goal p r o g r a m i n g  models i n  a  systems framework was s u f f i c i e n t  f o r  meet ing 
a t  l e a s t  two o f  these requi-ements) ( (2 .1 )  i and i i ) .  I t  was even poss ib le  t o  
establish t h e  c o n d i t i o n s  f o r  t he  ex i s tence  o f  a  composite opt imal  s o l u t i o n  i n  
t h e  scheme ( c f  MPO - MP3 i n  f i g .  I ) ,  i n  t he  sense t h a t  an opt imal  s o l u t i o n  i n  
MPO ( J l i c h  i s  a  mu1 t i - o b j e c t i v e ,  l i n e a r -  and goal programning model)  cou ld  be 
decomposed 
F i g .  1 Linking of Me-models. 
t o  l o c a l l y  optima1 s o l u t i o n s  i n  MP1 - MP3. But  i t  t u rned  o u t  t h a t  t he  r e q u i r e -  
ments (2 .1)  iii - v were n o t  d e a l t  w i t h  i n  any e f f i c i e n t  way, and some o t h e r  
approach i s  needed; t h i s  i s  t he  case f o r  mu1 t i p l e ,  in terdependent  asp i  r a t i o n s  
we in t roduced  i n  t h e  prev ious sec t i on .  
Th i s  f a r  we have i n t roduced  the  p roduc t i on  p lann ing  problem i n  a  t i d y ,  tex tbook 
mmner.  The r e a l i t y  f a c i n g  the  CEO was sanewhat d i f f e r e n t ;  i t  may be descr ibed 
i n  r a t h e r  a  s i m i l a r  manner as the  r e a l i t y  descr ibed by Peters  ( c f  [ l o ]  p 165):  
1. "Sen ior  managers w i l l  u s u a l l y  r e c e i v e  f o r  rev iew what amounts t o  a  s i n g l e  
o p t i o n  .. . r a t h e r  than a  s e t  o f  f u l l y  developed cho ices . "  
2. " I t  i s  unusual f o r  s e n i o r  management t o  g e t  a  l ook  a t  proposa ls  when 
the op t i ons  a re  s t i l l  wide open! 
3. "Senior  managers w i l l  be sh ie lded  f rom most bad news" - i . e .  most o f  t h e  
i n f o r m a t i o n  they g e t  i s  f i l t r a t e d  and aggregated. 
4 .  "Most r e a l l y  impor tan t  dec i s ions  emerge o n l y  a f t e r  t op  managers have 
v a c i l l a t e d  f o r  months o r  years ,  apparen t l y  o r  a c t u a l l y ;  and the  s o l u t i o n  
they  choose a t  t h e  end may w e l l  be i n d i s t i n g k h a b l e  f rom t h a t  proposed 
a t  t h e  beginmng o f  t h e  search. " - i .e. the manager wi 11 probably  n o t  on 
t h e  spo t  t u r n  an opt imal  s o l u t i o n  f r a n  a  model i n t o  a r e a l  l i f e  p o l i c y .  
Th i s  d e s c r i p t i o n  means t h a t  the elemenr o f  imprec i s ion  i s  i n t roduced  i n t o  the  
produc t i on  p lann ing  problem. 1mprecis i .on can be i n t roduced  f rom a wide v a r i e t y  
o f  sources:  ( i  ) f i l t e r i n g  and/or  agg rega t i on  o f  da ta ;  ( i i  ) b i a s ,  d i sc repanc ies  
and s t o c h a s t i c  i n f l u e n c e s  on t h e  data ;  ( i  i i )  t h e  use o f  "knowledge" based on 
i n t u i t i o n ,  guesses and exper ience;  ( i v )  u n c e r t a i n t y ;  ( v )  i ncompa t i b l e  asp i  r a -  
t i o n s  and ( v i  ) c o n f l i c t i n g  i n t e r e s t s  - t o  ment ion  a  few. 
Then what i s  needed i s  a  s e t  o f  techn iques which cou ld  h e l p  t h e  CEO, o r  h i s  
s t a f f  of t r u s t e d  a s s i s t a n t s ,  i n  a  l e a r n i n g  process,  i . e .  t h e  process of f o rm ing  
h i s  own a s p i r a t i o n s  i n  i n t e r a c t i o n  w i t h  o t h e r  a s p i r a t i o n s ,  d e f i n i n g  a  comnon 
course f o r  g rcwth  and development, and e v a l u a t i n g  and assess ing t h e  c o n s t r a i n t s  
imposed on him ( o r  them) and t h e  process. Such a  s e t  o f  techn iques shou ld  be 
a b l e  t o  hand le  imprec i s i on ,  shou ld  be more s u p p o r t i n g  than no rma t i ve ,  and 
shou ld  a l l o w  t h e  user  t o  t a c k l e  complex and d i f f i c u l t  s i t u a t i o n s  q u i c k l y  and 
e f f i c i e n t l y ,  i . e .  w i t h  computer suppor t .  
I n  t h e  nex t  s e c t i o n  we w i l l  f i n d  ou t  what t h e  proposed FMOP-C method has t o  
o f f e r  on these requ i rements .  
3. THE FMW-C MODEL 
We w i l l  f i r s t  o u t l i n e  t h e  p r i n c i p l e s  on which a  m u l t i o b j e t t i v e  programming 
model i s  b u i l t ,  f i n d  o u t  t h e  p r i n c i p l e s  o f  non don inated extreme p o i n t s  and 
then t u r n  t o  t he  fuzzy  m u l t i o b j e c t i v e  p r o g r a m i n g  model. 
Consider a  s e t  o f  a l t e r n t i v e  a c t i v i t i e s  X E E~ which a  d e c i s i o n  maker (DM) 
has found t o  be r e l e v a n t  t o  cons ide r  f o r  some p lann ing  h o r i z o n  t and l e t  us P '  
assume t h a t  t h e r e  e x i s t  p c r i t e r i a  C(X) = { c ,  ( x ) ,  c 2 ( X )  ,... ,, c p ( x ) )  which a r e  
acceptab le  r e p r e s e n t a t i o n s  o f  DM'S a s p i r a t i o n s  - desc r i bed  by a  s e t  A r En - 
i n  a  s p e c i f i c  p lann ing  s i t u a t i o n  <X,  A, t >. L e t  us,  f u r t he rmore ,  assume t h a t  
D 
(3 .1 )  X = X 1 u X  2, where, 
(3.2) X 2  ' z y u Y , 
n. n  
and x l  r E n  , X 2 r E  I ,  Z r E n 2 ,  Y E E  3, W c E n 4 ,  where n i  nl = nZ  + n3 + n4 
and n, 2 n2 2 n3 2 I t  i s  necessary t h a t  these s e t s ,  p a i r w i s e ,  have a t  l e a s t  
one d imens ion i n  carmon, as we a r e  d e a l i n g  w i t h  mu l t i d imens iona l  d e s c r i p t i o n s  
o f  the  a c t i v i t i e s ;  ana logous ly  we have p  c r i t e r i a  dimensions, which we - f o r  
t he  t ime  be ing  - w i l l  assume t o  be t h e o r e t i c a l l y  independent and a p p r o p r i a t e  
f o r  l i n k i n g  DM'S a s p i r a t i o n s  t o  t h e  s e t  X o f  a c t i v i t i e s .  
A c r i t e r i o n  c . ( X ) ,  j E [l.p], may be l i n k e d  t o  more than lone a s p i r a t i o n ,  
J 
but ,  f o r  s i m p l i c i t y ,  we w i l l  assume t h a t  c  . (X )  i s  r e l a t e d  t o  o n l y  one, i d e n t i -  
J 
f i a b l e  a s p i r a t i o n :  A A, k r [l ,g], which i s  desc r i bed  i n  up t o  n  dimen- 
s i ons .  Then we propose t h a t  t h e  c r i t e r i o n  c . ( X )  shou ld  be a  vec to r - rep resen ta -  
J 
t i o n ,  wh ich  c o n s t i t u t e s  a  r e l e v a n t  d e s c r i p t i o n  o f  t h e  a s p i r a t i o n ,  and t h a t  a l l  
t h e  c r i t e r i a ,  i n t i a l l y ,  a r e  t h e o r e t i c a l l y  independent.  
The t r a d i t i o n a l  way o f  s o l v i n g  t h i s  t ype  o f  m u l t i c r i t e r i a  problems ( c f  [20] ) 
i s  t o  f o r m u l a t e  them as a  v e c t o r  maximum problem: l e t  z ( x )  = ( c l ( x ) ,  c 2 ( x )  ,..., 
c  ( x ) )  be a  s e t  o f  p  o b j e c t i v e  f u n c t i o n s ,  which now a r e  r e p r e s e n t a t i o n s  o f  
P  
the  p  c r i t e r i a ,  and z ( x )  thus  a  vec to r - va lued  f u n c t i o n ;  l e t  X t E~ be the  
s e t  o f  a l l  f e a s i b l e  s o l u t i o n s ;  then t h e  vector-maximum problem i s ,  
(3.3) v-max z ( x )  s u b j e c t  t o  x  r X 
which i s  t he  problem o f  f i n d i n g  a l l  t h e  p o i n t s  1 a X which produce nondominated 
c r i t e r i a  values, i .e .  t h e r e  i s  no o t h e r  x  a X such t h a t  z ( x )  2 z ( X )  and x  / x. 
We w i l l  r e f e r  t o  t he  p o i n t s  x  as nondominated; l e t  t he  s e t  o f  nondominated p o i n t s  
( o r  s o l u t i o n s )  be N. Then i t  can be shown ( c f  [20]) t h a t ,  
where ( L )  and L  may be c a l l e d  "approx imat ing  s e t s " .  These s e t s  a r e  d e f i n e d  as 
f 01 1  ows: 
( 3 . 5 )  L = { x I  x e X ,  x s o l v e s P ( f ) f o r s a n e  t r  r 
( L )  = [ x  I x  c X, x  so lves  ~ ( 8 )  f o r  some r r I n t  r ]  
where r i s  a  s e t  o f  v e c t o r s  d e f i n e d  as, 
and the  problem P ( f )  i s  t o  f i n d  a p o i n t  2 € X such t h a t  # z ( 2 )  2 z ( x )  f o r  a l l  
x E X. I t  has been proved seve ra l  t imes ( c f  [20]) t h a t ,  
(3 .7 )  .i ( L )  E N  
.ii i f z [ ~ ] i s c o n v e x , t h e n N L L  
.iii f o r a c l o s e d  andconvex  X; if z ( x )  i s  c o n c a v e f o r a l l  x E  X 
and one component of z ( x )  s t r i c t l y  concave f o r  x E X ,  then 
N C L .  
We w i l l  use these r e s u l t s ,  b u t  app l y  them t o  a f o r m u l a t i o n  wh ich i n v o l v e s  a 
f u z z y  dominat ion  s t r u c t u r e  ( c f  a l s o  [6]). 
3.1. Fuzzy dominat ion  s t r u c t u r e s .  
L e t  us now r e c a l l  t h e  c r i t e r i a  s e t  C(X); l e t  D(C) C EP be a f a m i l y  o f  fuzzy 
se ts ,  where each fuzzy  s e t  D ( c . ) ,  j E [I, p] , i s  genera ted w i t h  a membership 3 
f u n c t i o n  ,U_ ( d ) ;  where d = d ( c ' , c )  i s  t h e  grade f o r  c '  e C(X) t o  be dominated 
by c c C(X):JC' # c .  We w i l l  r e f e r  t o  t h e  f a m i l y  D(C) of fuzzy  se t s  as a fuzzy 
dominat ion  s t r u c t u r e  ( c f  [ l o ] ) ;  Yu [18] has a s i m i l a r  f o r m u l a t i o n ,  b u t  h i s  "domi- 
n a t i o n  s e t "  r e f e r s  t o  sane g i ven  p r e f e r e r n e  s t r u c t u r e .  
'The fuzzy  s e t  M, which i s  d e f i n e d  by t h e  f o l l o w i n g  membership f u n c t i o n ,  
(3 .8)  /U,,,(cl) = 1 - sup Y D ( d ) ,  f o r  d = d ( c l , c )  
i s  t he  fuzzy  s e t  of a l l  nondominated p o i n t s  i n  C(X) ( c f  [ lo]) .  M i s  d e r i v e d  f rom 
a f u z z y  dominat ion  s t r u c t u r e ,  and i t s  elements a r e  c h a r a c t e r i z e d  through member- 
s h i p  va lues i n  t h e  [0,1] - i n t e r v a l ,  wh ich  i n d i c a t e  how "dominant"  va r i ous  grades 
of dominance are .  
For s o l v i n g  a m u l t i c r i  t e r i a  problem we need i d e n t i f i a b l e  extreme p o i n t s .  Fo r  
t h a t  purpose i t  i s  conven ient  t o  assume t h a t  D(C) can be desc r i bed  as  a f u z z y  
convex cone. We have t h e  f o l l o w i n g  d e f i n i t i o n :  l e t  A K EP be a f uzzy  s e t ;  i t  i s  
a convex cone i f  i t s  u - 1 e v t l  s e t s  I\,: a r e  convex cones f o r  any of i L O , l ] ;  
an ol - l e v e l  s e t  i s  d e f i n e d  by = i d  e EP ( PA ( d )  L a c )  ; A, c E' i s  a cone 
i f f  fi,(d) = ( r e  d ) ,  v >  0 . V d  # O a n d  d c  E ~ ,  and y A q ( d )  = 1 
f o r  d  = 0 ( i  .e. c '  and c  are both nondominated). L e t  us assume t h a t  = hw] 
and t h a t  each A, i s  a  convex cone. Then I D ( c )  1 A 3 i s  c a l l e d  a fuzzy domina- 
t i o n  s t r u c t u r e  A , and the corresponding s e t  o f  nondminated po in ts  i s  
M [ c ( x )  1 A ]  . which now replaces M ( c f  (3 .8) )  . 
Then i t  i s  known ( c f  1181) t h a t  a domination s t r u c t u r e  based on an ord inary convex 
cone, which can be def ined by a membership f u n c t i o n  o f  the  fo l low ing  type, 
(3.9) PAL ( d )  = i f  d - < 0, f o r  a l l  d  c E~ 
< produces an o rd inary  se t  M [ C ( X )  I A -1 ; t h i s  s e t  conta ins t h e  Pareto-optimal 
o r  e f f i c i e n t  po ints ,  i.e. the i n d i v i d u a l ,  opt imal values o f  each o f  the p objec- 
t i v e  funct ions z ( x )  = ( c l ( x ) .  c 2 ( x )  ,..., c p ( x ) ) .  
Ue cou ld  a l s o  apply  another domination s t r u c t u r e  def ined by the  f o l l o w i n g  member- 
s h i p  func t ion ,  
(3.10) i f  d = 0 o r  d < 0. f o r  a11 d~ E' 
where h0 = { A ~ . A ; ,  ..., A; are t rade-o f f s  between the  p c r i t e r i a ;  the  corres-  
ponding o rd inary  s e t  of nondaninated po in ts  i s  denoted by M L c ( x )  I A'] . cf 
C131. I l 8 l .  [201. 
A fuzzy domination s t r u c t u r e  establ ishes sane grade of dominance between any two 
po in ts  ( c ' ,  c )  i n  t h e  c r i t e r i a  space, which i s  der ived from DM'S asser t ion  o f  
t o  what ex ten t  the  two po in ts  s a t i s f y  h i s  asp i ra t ions .  Then the  two domination 
< s t ruc tu res  A 5 and no represent extreme cases i n  r e l a t i o n  t o  ; f o r  A - 
there are no t rade  o f f s  establ ished between the  p c r i t e r i a  , b u t  f o r  h0 the 
t rade  o f f s  a re  assumed t o  be completely known, and a problem i n  m u l t i p l e  c r i t e r i a  
i s  solved s imply  by maximizing some l i n e a r  combinarion h z ( x )  = hl . c l ( x )  + 
A2 . c 2 ( x )  + ... + A p  . c p ( x )  over C(X), where the  t rade o f f s  a re  determined re -  
l a t i v e  to, f o r  instance sane reference p o i n t  ( c f  [143), o r  sane idea l  p o i n t  
( c f  [19J), e tc .  Then A , which i s  "between" I\ 5 and A', should a l low f o r  fuzzy 
trade-offs through the  membership funct ions.  
From these obse rva t i ons  f o l l o w s  t h a t  t he  f uzzy  dominat ion  s t r u c t u r e  /\ shou ld  
be found from, 
where H i s  an open h a l f  space i n  E' ( c f  [13]; a  s i m i l a r  r e s u l t  i s  g iven by 
Zeleny [203). T h i s  r e l a t i o n s h i p  i s  i n t u i t i v e l y  obv ious,  and from i t  f o l l o w s  
t h a t ,  
which g i ves  an i n i t i a l  d e l i m i t a t i o n  o f  t h e  f uzzy  s e t  o f  nondominated p o i n t s .  
Then t h e  n e x t  s tep  i s  aimed a t  a  more p r e c i s e  c h a r a c t e r i z a t i o n  of M [ c ( x )  I /\] 
which i s  ach ieved by determining g r a d u a l l y  more p r e c i s e  i n n e r  and o u t e r  app rox i -  
mat ions  o f  t h e  s e t  ( c f  [13], [ Z O ]  ) .  The o u t e r  app rox ima t i on  shou ld  obv ious l y  
be d e r i v e d  f rom M [c (x ' ,  I /\ (1 : i t  i s  shown by Takeda and N ish ida  [133 t h a t  i f  
< t h e  c r i t e r i a  imp ly  max imizat ion  and C(X) i s  /\ - -convex, then we have f o r  any 
fuzzy a m i n a t i o n  s t r u c t u r e  I\ , 
where A *  i s  t h e  f uzzy  p o l a r  cone of  /\ , and t h e  fuzzy s e t  o [C (X )  I 1\ *] compri-  
ses t h e  s o l u t i o n s w h i c h  maximize t h e  we ighted sum o f  c r i t e r i a ,  when each w e i g h t i n g  
v e c t o r  c o n s t i t u t e s  t h e  fuzzy  p o l a r  cone A * .  The r e l a t i o n s h i p  i n  (3.13) can be 
proved, and t n e  fuzzy  s e t  OLC(X) I /\ *] can be shown t o  be a  good approx imat ion  
o f  M [ c ( x )  I / \ ]  ; f o r  d e t a i l s  c f  [13]. 
I n  much t h e  sa.me way i t  i s  a l s o  p o s s i b l e  t o  f i n d  an i n n e r  app rox ima t i on  o f  t h e  
f uzzy  s e t  o f  nondaninated p o i n t s ,  which shou ld  be de r i ved  f rom M [ c ( x )  1 AO] .  
T h i s  i n n e r  approx imat ion  i s  g iEn by o ~ ( x )  1 A +I, where A +  f o r  a  g i ven  /\ i s  
de f i ned  by, 
(3.14) A +  = U d I n t  f o r  o < 5 1 ,  
and t h e  fuzzy  s e t  O [ C ( X )  1 /\+I by, 
(3.15) / V 0 ( c )  = sup fA+(A), i f  S* ( c )  l l  S # 0 
, i f  S* ( c )  n s = 0 
f o r  A r S*(c)  n S and c E C(X). Here S i s  t h e  s implex  i n  EP, i . e .  
N w ,  f o r  an o r d i n a r y  convex cone I n t / \ &  (A* i s  t h e  p o l a r  cone o f  A , b u t  b o t h  
* and I n t  A* can be shown t o  be o r d i n a r y  convex cones),  
3 . 1 7  O[C(X) I Int&,l = { CO(M I A 6 I n t  A& 
where c'(A) = i c 0  c C(X) I . ci = max A . c, c € c ( x ) ) ,  so t h a t  cO(AO) = 
M[C(X)  ( /\'I, where /\O i s  t h e  dominat ion  s t r u c t u r e  based on t h e  known t r a d e  
o f f s  between c r i t e r i a .  Then. as f o r  a dominat ion  s t r u c t u r e  /\ . 
we have ( f o r  d e t a i l s  and p roo fs ,  c f  1133). 
If we combine (3 .13)  and (3.20) we ge t  t h e  f o l l o w i n g  i n n e r  and o u t e r  fuzzy app rox i -  
mates o f  t h e  f uzzy  s e t  o f  nondominated p o i n t s ,  
The f i n a l  s t e p  i s  t o  dec ide  t h e  fo rm o f  A ; t h i s  i s  done by t r ans fo rm ing  t h e  
fuzzy s e t s  of  (3.21) f r om t h e  C(X)-space t o  t h e  a c t i v i t y  space X. The r e s u l t s  
a r e  t h e  fuzzy  s e t s  o[X I A+], U[X l A ]  and OD 1 A *I. Takeda and N ish ida  [13] 
g i v e  a theorem t o  t h e  e f f e c t  t h a t  t h e  grade o f  membership i n  0 [ c ( x )  I A * ]  of a 
g i v e n  x0 E X, f o r  a f u z z y  dominat ion  s t r u c t u r e  , i s  equal  t o  t h e  o b j e c t i v e  
v a l u e  of an optimum s o l u t i o n  t o  t h e  problem. 
(3.22) max ? * * ( A ) ,  s u b j e c t  t o  normal Kuhn-Tucker c o n s t r a i n t s  
A 
Th is  +s t h e  way i n  which we w i l l  f i n d  o u t  which X 0  C X i s  going t o  produce 
s o l u t i o n s  wh ich a r e  nondominat-A i n  a fuzzy  sense. and rep resen t  f e a s i b l e  compro- 
mises i n  r e l a t i o n  t o  a l l  t he  c r i t e r i a ,  i . e .  t ne  a s p i r a t i o n s  o f  DM. 
L e t  us t ake  a  c l o s e r  l o o k  a t  these r e s u l t s :  an i n t u i t i v e  and s i m p l i f i e d  g raph i ca l  
r e p r e s e n t a t i o n  i s  g i ven  i n  f i g .  2 ( a twodimensional  p ro jec t j l on  o f  a  p a r t  o f  an 
n-dimensional  space):  
F i g .  2 MIC(X) 1 A 1  and fuzzy approx imates .  
There i s ,  however, no easy way t o  u t i l i z e  t hese  r e s u l t s  f o r  a l g o r i t h m i c  purposes, 
i n  t he  sense t h a t  we do n o t  have any r e a d i l y  a v a i l a b l e  a l g o r i t h m  f o r  f i n d i n g  any 
of t h e  t h r e e  s e t s .  We w i l l ,  i n  o t h e r  words, have t o  deve lop t h e  p r i n c i p l e  o f  a  
f u z z y  dominat ion  s t r u c t u r e  a  b i  t more, i n  o r d e r  t o  f i n d  sane c o n s t r u c t i o n  which 
can be l i n k e d  t o  o t h e r  e x i s t i n g  algor i thmic dev ices  - o r  t o  m o d i f i c a t i o n s  of such. 
Then, we w i l l  use t h e  desc r i bed  "squeezing" of M [ C ( X ) ~  h ]  between the  fuzzy  
approx imate  s e t s  as a  way t o  ge t  anchora l  p o i n t s  f o r  f i n d i n g  and e v a l u a t i n g  comp- 
romises among t h e  c r i t e r i a ,  wh ich  then can be c h a r a c t e r i z e d  b o t h  i n  terms o f  d i s -  
tance f rom the anchora l  p o i n t s  and i n  terms of grade o f  dominance. 
3.2 Fuzzy compromises 
The fuzzy s e t  O[C(X)  I A * ]  desc r i bes  c o n f l i c t i n g  a s p i r a t i o n s :  t h e  extreme 
p o i n t s  i n d i c a t e d  i n  f i g .  2  a r e  maximum p o i n t s  f o r  a  few o f  t h e  p  c r i t e r i a  o f  C(X) .  
Ze leny [22] r e f e r s  t o  these as compet ive c r i t e r i a ,  i .e. t h e  u n d e r l y i n g  asp i  r a -  
t i o n s  have t o  be f u l f i l l e d  p e r  se, and have t o  "ba rga in "  w i t h  each o t h e r  ove r  t h e  
s e t  of a l t e r n a t i v e  a c t i v i t i e s .  Ze leny recarmends t h a t  t h e  compromises - which 
a r e  necessary,  as no extreme p o i n t  c o u l d  f u l f i l l  a l l  t h e  c o n f l i c t i n g  a s p i r a t i o n s  - 
a r e  fo rmu la ted  on t h e  b a s i s  o f  d i s tance  f rom an ideal b u t  i n f e a s i b l e  polnt, i . e .  
t h e  one which r e s u l t s  i n  a  s imultaneous maximum f o r  a l l  t h e  c r i t e r i a .  
L e t  ; C(X) E E' be t h e  i n f e a s i b l e  i d e a l  s o l u t i o n ,  and t h e  cor respond ing i d e a l  
k p o i n t  i n  X space; l e t  f u r t h e r  be t h e  d i s t a n c e  o f  a  p o i n t  x! f r om ;. , i .e .  
k -  1 
t h e  ' d i s t a n c e  i s  measured i n  r e l a t i o n  t o  c r i t e r i o n  i. The d i s t a n c e  3 i s  p r e f e -  
r a b l y  g i v e n  a  f uzzy  i n t e r p r e t a t i o n  ( c f  [22] ) as ii i s  a  f uzzy  p o i n t .  
k 
where)!  = 1 i f  x! = ;i and o the rw ise  0 (ai  < 1 .  Then i t  i s  p o s s i b l e  t o  d e f i n e  
a  fami  1  y  o f  d i s t a n c e  membership f u n c t i o n s  ( c f  [22]), 
(3.24) k ,q(p, k )  = L C  pq ( I  - 4 ;  1 9 1  ' , f o r  x 6 X ,  
i = l  
where 13 = ( P I  .... , P p )  i s  a  v e c t o r  wh ich  a l l o w s  a  DM t o  g i v e  d i f f e r e n t  
impor tance t o  t he  v a r i o u s  c r i t e r i a  ( C i  pi = 1 ) .  and q i s  t he  d i s t a n c e  parameter,  
1 ( q (  oo . Zeleny 1221 d iscusses t h e  e f f e c t s  o f  a l t e r n a t i v e  va lues of q on 
k .  t h e  t o m  o f  t h e  membership f u n c t i o n .  Fo r  some s e l e c t e d  eve ry  p o i n t  x  i s  
ff t hen  assoc ia ted  w i t h  a  membership va lue  (p, k )  r e p r e s e n t i n g  i t s  " d i s t a n c e "  
t k f r a n  an i d e a l  p o i n t  x  i n  r e l a t i o n  t o  a l l  t h e  c r i t e r i a .  Cover ing  a l l  x  6 X we 
g e t  a  s e t  o f  membership va lues A' which then c h a r a c t e r i z e s  a l l  t h e  p o s s i b l e  
c m p r o m i  ses. 
P 
The f u z z y  s e t  o ~ ( x )  1 A+] c o n t a i n s  t h e  p o i n t s  wh ich  a r e  r e p r e s e n t a t i o n s  o f  
m u t u a l l y  and u n i l a t e r a l l y  s u p p o r t i v e  asp i  r a t i o n s :  t h e  extreme p o i n t s  a r e  es tab-  
1  i shed  th rough  known t r a d e  of f - func; ions d e f i n e d  f o r  t h e  c r i t e r i a .  Zeleny ( c f  [22]) 
r e f e r s  t o  these as compensatory c r i t e r i a ,  i . e .  t h e r e  i s  an e s t a b l i s h e d  s t r u c t u r e  
o f  t r a d e  o f f s  c o v e r i n g  t h e  compensations o f  low f u l f i l l m e n t  o f  c e r t a i n  a s p i r a -  
t i o n s  w i t h  a  h i g h  f u l f i l l m e n t  o f  o t h e r  a s p i r a t i o n s .  
L e t  c0  € C(X) r E~ be t h e  i d e a l  s o l u t i o n  w i t h  s u p p o r t i v e  o r  compensatory so lu -  
t i o n s ,  and x0 the  cor respond ing (p robab l y  e x i s t i n g )  i d e a l  p o i n t :  l e t  f u r t h e r  
k  Ci be t h e  d i s t a n c e  o f  a  p o i n t  x l  f r a n  x?  , a  d i s t a n c e  which i s  de f i ned  by t h e  
1 
a p p r o p r i a t e  t r a d e  o f f - f u n c t i o n s  f o r  c r i t e r i o n  i i n  r e l a t i o n  t o  t h e  o t h e r  p-1 
k  c r i t e r i a .  Ana logous ly  w i t h  8 t h e r e  i s  a  f a m i l y  o f  d i s t a n c e  membership f unc -  
t i o n s  ( c f  ( 3 .24 ) )  
P  
( 3 . 2 5 )  pq(@, k )  = [ &  0: (1  - L 2)q  1 ' jq , ?k f o r  x  k  r x 
i = l  
where t h e  v e c t o r  8 = ,.. . , 8 ) ind ica tes  t h e  impor tance o f  t h e  va r i ous  c r i t e r i a  
P  
( Ci 0 = l ) ,  and q  i s  t he  d i s t a n c e  parameter.  As these t r a d e  o f f s  p robab l y  
do n o t  e x i s t  f o r  a l l  c r i t e r i a ,  we w i l l  g e t  assoc ia ted  membership va lues p q ( ~ ,  k )  
o n l y  f o r  some xk ,  b u t  wh ich  then w i l l  i n d i c a t e  t h e  grade of suppo r t  o r  compensa- 
t i o n  r e l a t i v e  t o  each c r i t e r i o n  ( w i t h  t r a d e  o f f s )  assoc ia ted  w i t h  ea5h compro- 
k 
mise p o i n t .  Cover ing  a l l  x  r X we g e t  a  s e t  of membership va lues e q  which 8 
t hen  c a r a c t e r i z e s  a l l  t h e  c m p r a n i s e s  wh ich a r e  p o s s i b l e  on t h e  bas i s  o f  t he  
t r a d e  o f f s .  
Then, f i n a l l y ,  t h e  canp le te  model w i t n  t h e   fuzz^ dominat ion  s t r u c t u r e  A , 
and t h e  two canpran ise  s t r u c t u r e s  A and 8 - which we w i l l  c a l l  t h e  f u z z y  P 
m u l t i o b j e c t i v e  p r o g r a m i n g  model w i t h  c m p o s i t e  cmpromises  - o r  t h e  FMOP- C 
model - can be w r i t t e n  i n  t h e  f o l l o w i n g  form:  
(3 .22)  V-max [ c ( x )  1 A , A $ , 6 1 
s u b j e c t  t o  x  6 X 
Th i s  i s ,  of course, s t i l l  f a r  f r om be ing  an o p e r a t i o n a l  model, as we shou ld  
deve lop an a l g o r i t h m  whicn cou ld  accomodate a l l  t h e  v a r i o u s  prob1,em-solving 
elements i n t roduced  above. I n  t he  n e x t  s e c t i o n  we w i l l  i n d i c a t e  how a t  l e a s t  
p a r t  of t h e  model can be handled w i t h  e x i s t i n g  techn iques.  
4. A  SIMPLE EXAMPLE 
I n  order  t o  be able t o  handle the FMOP-C model w i t h  e x i s t i n g  techniques we w i l l  
have t o  g ive up the idea o f  a  vector-maximum and r e s o r t  t o  a  sca la r  formulat ion.  
L e t  X be constra ined by, 
and the problem t o  be solved, 
(4.2) m x  [ c ( x )  I/\] = max [ c l ( x ) .  c2(x). . . .  Cp(x) 1111 
where ( 3 )  denotes a  fuzzy c o n s t r a i n t  and (c l ( x ) .  c 2 ( x )  ...., c p ( x ) )  are the 
appropr ia te o b j e c t i v e  funct ions f o r  the p  c r i t e r i a .  A fuzzy c a s t r a i n t  i n d i -  
cates t h a t  there a re  degrees o f  a l l owab le  v i o l a t i o n s  o f  the cons t ra in ts ;  the 
corresponding membership funct ions are, 
where (Ax), re fers  t o  the i t h  row o f  the m a t r i x  of cons t ra in ts .  L e t  pb 
denote the combi na t ion  /Jb = p b  
o lJb o . . . o/Ub , where k  = the number o f  
rows i n  the mat r i x  o f  const ra i r l ts ;  th2 cambinatiok i s  usua l l y  obtained w i t h  the 
min-operator ( c f  11 ] . [16]  ), and represents the fuzzy set  of f e a s i b l e  
a1 t e r n a t i v e  a c t i v i t i e s .  
I n  t h i s  formulat ion i t  i s  f a i r l y  cumbersome t o  implement the fuzzy domination 
s t r u c t u r e  A ; i t  i s  perhaps poss ib le  t o  "open up" the model a t  each i t e r a t i o n ,  
work out  the s t r u c t u r e  o f  fuzzy dominances and " r e d i r e c t "  the next  i t e r a t i o n  
through mod i f i ca t ions  of the o b j e c t i v e  funct ions ( i f  the parameters a re  fuzzy 
numbers (c f  L l 3 ) .  I n  t h i s  way we could ge t  a  set  o f  po in ts ,  which when ree- 
k  
valuated through m e  scheme. would g i v e  us the distances 4 2 and L (Vk, 
(+k, Y i  6 [I, and the se ts  o f  compromise p o i n t s .  Th i s  i s ,  neve r the less ,  
n o t  a  sys tema t i c  process and d e f i n i t e l y  n o t  one which would r e s u l t  i n  any d e f i -  
nab le ,  op t ima l  s o l u t i o n .  
cons ide r  t he  f o l l o w i n g  s i m p l i f i e d  f o n n u l a t i o n  of a  p r o d u c t i o n  p lann ing  problem 
(based on a  plywood p roduc t i on  p lann ing  problem; adapted frm [ 4  3, which i s  an 
a p p l i c a t i o n  o f  t h e  f uzzy  p r o g r a m i n g  f o n n u l a t i o n  presented i n  [15] , [16] and 
[17]. We have a  p r o b k m  i n  3  p lann ing  pe r i ods ,  7  p roduc ts ,  24 c o n s t r a i n t s  and 
3  o b j e c t i v e s :  
(4 .4)  max h 
S . t .  ( 1 )  ( 2 )  ( 3 )  
.022x1 + .030x2 + .028xg + .015x5 + .045x7 - el ( 80. 30 , 110 
.039x1 + .041x3 + .043x4 + .W5x6 + .052x7 - e2  5 160, 150 , 140 
.041x1 + .044x2 + .036x3 + .042x5 + .062x7 - e 3 (  160. 160 , 180 
.062x1 + .059x3 + .070x4 + .082x6 + .095x7 - e4 ( 280. 300 , 300 
which a r e  c a p a c i t y  c o n s t r a i n t s  f o r  4  p r o d u c t i o n  l i n e s  f o r  t h e  3  p lann ing  pe r i ods ;  
xi i s  the  number o f  u n i t s  o f  p roduc t  i produced per  p lann ing  p e r i o d ;  ek i s  
an o v e r u t i l i z a t i o n  o f  c a p a c i t y  on l i n e  k ;  the  parameters g i v e  t h e  c a p a c i t y  
r e q u i r e d  on l i n e  k t o  produce one u n i t  o f  p r o d u c t  i; t h e  rhs -vec to rs  g i v e  a v a i -  
l a b l e  c a p a c i t i e s  o f  l i n e  k  pe r  p l a n n i n g  pe r i od .  The f o l l o w i n g  p roduc t i on  cons t -  
r a i n t s  a r e  d i c t a t e d  by demand/planning p e r i o d  ( a l l  3  p e r i o d s )  and a  t r i m n i n g  
problem, 
where xim denotes the number o f  u n i t s  o f  product  i t o  be c u t  f ra  standard sheet 
m ( =  1, 2) ;  the rhs-vector gives the number o f  standard sheets a v a i l a b l e  f o r  
the 3 periods. 
We have 3  o b j e c t i v e  funct ions.  which are given as fuzzy cons t ra in ts ,  
which i s  a  p r o f i t  funct ion,  and shows t h a t  p r o f i t  should exceed 270000 and 
be ra ised  by as much as 15000. The c u t t i n g  should be done i n  such a  way t h a t  
waste i s  less  than 3000, and dacreased by up t o  200, 
and overt ime should n o t  exceed 5, 10 and 20, respec t i ve ly ,  and should even be 
decreased by 5  i f  possible: 
This problem was solved w i t h  IFPOS ( I n t e r a c t i v e  F inancia l  Planning Opt imizat ion 
System). a  h igh- leve l  p rograming  language, on a  DEC System 20. IFPOS inc ludes 
f a c i l i t i e s  f o r  both l i n e a r  and non l inear  p rograming  - the caning Version 2  wi 11 
a l s o  o f f e r  mixed in teger  programning - i n  an i n t e r a c t i v e ,  h i g h l y  u s e r - f r i e n d l y  
form, and i s  very we l l  su i ted  f o r  the t r i a l  and e r r o r  mode we have used f o r  s o l -  
v ing  the mu1 t i o b j e c t i v e  problem (IFPOS was developed by Execucan Inc.  i n  Aust in, 
Texas; the actual  model i s  given i n  Appendix I ) .  
We obtained the f o l l o w i n g  5  a l t e r n a t i v e  programs f o r  the 3  planning periods: 

A A c lose  t o  1.0000 ind ica tes  t h a t  the re  i s  l i t t l e  c o n f l i c t  between the goals; 
a  A c lose  t o  0.0000 t h a t  c o n f l i c t s  p r e v a i l  between the goals. DM'S membership 
func t ions  should be def ined f o r  ( i )  t h e  p r o f i t ,  ( i i )  the  amount of waste, ( i i i )  
the  use o f  overt ime and, perhaps, ( i v )  the number o f  u n i t s  produced of products 
1 - 7. These membership func t ions  would then form the bas is  f o r  canpromises. 
which w i l l  be necessary f o r  the choice o f  a  program; t h a t  i s  n o t  a  t r i v i a l  task 
as can be seen from the r e s u l t s  above ( t h e  reader i s  i n v i t e d  t o  t e s t  a  few member- 
sh ip  f u n c t i o n s ) .  
5. S W R Y  AND CONCLUSION 
MCDM i s  becaning a f i e l d  o f  research i n  i t s  own r i g h t ,  due t o  the f a c t  t h a t  i t  
addresses one o f  the fundamental problems i n  management research: the systematic 
a p p l i c a t i o n  of mu1 t i p l e  c r i t e r i a  i n  managerial planning and dec is ion  making. 
Here we have discussed a special  case o f  m u l t i p l e  c r i t e r i a :  the  s i t u a t i o n  i n  
which DM has several interdependent asp i ra t ions ,  and i t  i s  n o t  c l e a r  how some 
a1 t e r n a t i v e  a c t i v i t i e s  w i l l  he lp  him i n  the f u l l f i l l m e n t  o f  these asp i ra t ions .  
We developed a fuzzy mu1 t i o b j e c t i v e  p rograming  model w i t h  composi t e  canpromi ses 
- the  FMOP-C model - and found t h a t  t h i s  approach may be use fu l  f o r  t a c k l i n g  
problems w i t h  interdependent asp i ra t ions .  We a l s o  found t h a t  we s t i l l  do n o t  
have any simple a lgor i thm f o r  s o l v i n g  the  FMOP-C model, b u t  t h a t  s i m p l i f i e d  ver- 
s ions cou ld  be hand1 ed w i t h  a standard, fuzzy LP-technique; t h i s  l a s t  statement 
w i t h  the  reserva t ion  t h a t  a  fuzzy domination s t r u c t u r e  i s  f a i r l y  complex t o  imp- 
lement. Nevertheless, the FMOP-C model seems t o  ho ld  sane promises f o r  f u r t h e r  
devel opnent. 
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1. Introduction 
In 1976 v e  published an a r t i c l e  i n  t h i s  journal (Zionts 
and Wallenius [IS]) describing a method tha t  f inds an optimal 
solution t o  a multiple c r i t e r i a  l inear  prograrmning problem 
which assumes an unknown unaet1yi.q l inear  u t i l i t y  function. 
In that paper we devoted a paragraph t o  haw the method 
can be generalized t o  handle a larger  c lass  of u t i l i t y  functions. 
That method has since wolved and been used i n  several decision 
making s i tua t ions .  Nrnnerous requests f o r  a f orma1 description 
of i t  have been received. Since i t  has never been f u l l y  
described i n  the l i t e r a t u r e ,  and has evolved from the or iginal  
method outlined, i t  seems appropriate t o  describe i t  together 
with relevant theory. 
The problem under consideration involves a s e t  of n non- 
negative decision variables represented by the vector x con- 
strained by m l inear  inequality constraints .  We, therefore,  
represent the constraints a lgebraical ly  as  in l inear  programming 
where A i s  an m x n matrix, and b i s  in m-vector. 
Our decis ion s i t u a t i o n  involves a s i n g l e  dec i s ion  maker who 
has p l i n e a r  ob jec t ives .  We may w r i t e  these  ob jec t ives  a s  
u = Cx . Without l o s s  of g e n e r a l i t y ,  we assume t h a t  the 
objec t ives  a r e  a l l  t o  be maximized. Fur the r ,  we assume t h a t  t h e  
ob jec t ives  a r e  nonsat iable  (more of each o b j e c t i v e  i s  p re fe r red  
t o  less). Concave ob jec t ives  may be considered by using piece- 
wise l i n e a r i z a t i o n s .  The u t i l i t y  funct ion is  assumed t o  be an 
unknown underlying pseudo concave funct ion of the  ob jec t ives .  
Denote t h i s  funct ion a s  g(Cx) . We assume t h a t  g i s  d i f f e r -  
e n t i a b l e  and t h a t  t h e  f i r s t  d e r i v a t i v e s  of g a r e  continuous. 
Our problem, theref  o re ,  i s  t o  
Maximize g ( u )  = g (Cx) 
sub jec t  t o  Ax 2 b 
x , o  
with g unknown. Were g known, the  problem would be a non- 
l i n e a r  programming problem w i t h  l i n e a r  c o n s t r a i n t s .  W i t h  g 
unknown, we use decis ion maker responses t o  ques t ions  regarding 
pairwise comparisons between a l t e r n a t i v e s  and t r a d e o f f s  t o  con- 
s t r u c t  l o c a l  l i n e a r  approximations t o  the  u t i l i t y  func t ion .  I n  
t h a t  way we generate a sequence of improved extreme po in t  solu- 
t i o n s  t o  problem ( 2 )  . The method terminates wi th  a l o c a l l y  
optimal extreme po in t  so lu t ion  which i s  i n  sane circumstances 
g loba l iy  optimal. In t h a t  case ,  t h e  method dec la res  the  s o l u t i o n  
t o  be a g loba l  optimum. Otherwise f u r t h e r  work i s  required t o  
determine a globa l ly  optimal s o l u t i o n .  Several  search methods 
a r e  poss ib le .  Deshpande [2] proposes one poss ib le  approach 
t h a t  i nvo lves  s e a r c f i n g  on f a c e t s  of  t h e  polyhedron correspond- 
i ng  t o  the c o n s t r a i n t  set. 
I n  this s e c t i o n  we have p re sen ted  t h e  problem t o  be addressed ,  
and have o u t l i n e d  the method t o  be used. I n  Sec t ion  2 we p r e s e n t  
an a lgor i thm.  I n  S e c t h n  3 we p r e s e n t  t h e  necessary  theory  and 
some remaining problems and p o s s i b l e  ways of r e s o l v i n g  them, and 
i n  Sec t ion  4 we d i s c u s s  c e r t a i n  computat ional  a s p e c t s  of ou r  
method. Sec t ion  5 c o n t a i n s  a d i s c u s s i o n  of t h e  p r a c t i c a l  exper i -  
ence  w i t h  t h e  method. The appendix p r e s e n t s  an example i l l u s -  
t r a t i n g  that t h e  method need no t  f i n d  an  op t ima l  extreme p o i n t  
s o l u t i o n  p r i o r  t o  f i n d i n g  a g l o b a l  optimum. 
2. An Algorithm and I t s  Rat iona l e  
W e  now p r e s e n t  t h e  a lgo r i t hm in a s t e p  by s t e p  manner, i n t e r -  
s p e r s i n g  comments and exp lana t ions  between t h e  steps. The 
a lgo r i t hm c o n s i s t s  of s e q u e n t i a l  s o l u t i o n s  t o  a l i n e a r  program- 
ming problem, each  involv ing  maximizing a weighted sw of o b j e c t i v e s .  
We deno te  t h e  weights  a s  a vec to r  A > 0 .  
Step  1. Choose a s t a r t i n g  s e t  of weights  A > 0 . r i n d  a 
s o l u t i o n  maximizing A'Cx . Denote t h i s  s o l u t i o n  a s  t h e  maximiz- 
i ng  s o l u t i o n  x* . 
I n  our  exper ience  w i t h  t h e  method and i t s  v a r i a t i o n s ,  we have 
n o t  found it u s e f u l  t o  a sk  t h e  d e c i s i o n  maker f o r  his weights .  
We can e n v i s i o n  s i t u a t i o n s  where it wodld be u e e f u l  t o  start 
wi th  a set of weights  supp l i ed  by a use r  o r  found in a p r e v i o u s  
s t u d y ,  b u t  we have n o t  had any expe r i ence  w i t h  . this idea. To 
s t a r t ,  we normally s c a l e  the o b j e c t i v e s  s o  that t h e  ave rage  
a b s o l u t e  va lue  of nonzero c o e f f i c i e n t s  i s  one. Then we use  
equal weights t o  combine t h e  ob jec t ives  i n t o  a composite objec- 
t i v e  which we maximize sub jec t  t o  t h e  c o n s t r a i n t s .  The r e s u l t i n g  
cur ren t  maximizing so lu t ion  i s  e f f i c i e n t  o r  nondominated with 
respec t  t o  t h e  s e t  of f e a s i b l e  so lu t ions .  
Step 2. Iden t i fy  a l l  adjacent  e f f i c i e n t  edges from x* 
and t h e  corresponding adjacent  e f f i c i e n t  extreme po in t  so lu t ions .  
To f ind  a l l  adjacent  e f f i c i e n t  edges, we use t h e  procedure 
described i n  Zionts and Wallenius [18,19] . Explained i n t u i t i v e l y ,  
we use a v a r i a t i o n  of l i n e a r  programming t o  determine whether, 
given the so lu t ion  x*  , a vector  of weights )r > 0 can be 
found so  t h a t  one nonbasic v a r i a b l e  i s  a t t r a c t i v e  f o r  e n t r y  i n t o  
the  b a s i s ,  whereas none of t h e  o t h e r  nonbasic v a r i a b l e s  a r e  
a t t r a c t i v e  f o r  entry. I f  such a vector  can be found, t h e  associ-  
a t ed  edge i s  e f f i c i e n t ,  and o t h e w i s e  not .  To f i n d  t h e  ad jacen t  
extreme p o i n t ,  we need only determine t h e  l e v e l  a t  w b c h  a v a r i a b l e  
corresponding t o  an e f f i c i e n t  edge e n t e r s  t h e  b a s i s .  Some edges 
may poss ibly  be unbounded. 
Step 3. Determine which of t h e  e f f i c i e n t  edges a r e  a l s o  
e f f i c i e n t  wit?, r e spec t  t o  the  s e t  of ( a c t i v e )  previous responses 
of t h e  dec i s ion  maker. C a l l  t h e  set of such edges set A .  Call 
i t s  complement with respec t  t o  the  s e t  of e f f i c i e n t  edges s e t  B .  
Let I equal A . 
For t h e  case of a l i n e a r  u t i l i t y  funct ion and a c o n s i s t e n t  
decis ion maker, we a r e  concerned only wi th  set A .  For a pseudo 
concave u t i l i t y  funct ion,  we a l s o  need s e t  B because t h e  weights 
provide only a l i n e a r  approximation. We w i l l  have t o  d i sca rd  
responses i n  a l a t e r  s t ep .  I i s  an i n d i c a t o r  wl-ich w i l l  e i t h e r  
be A or  B ,  depending upon uhich s e t  i s  under considera t ion.  
Step 4 .  With respect  t o  s e t  I , ask the  decis ion maker t o  
choose between xf (object ive  funct ion values  Cxf and a d i s -  
t i n c t l y  d i f f e r e n t  adjacent e f f i c i e n t  extreme po in t  s o l u t i o n .  Be 
may express a preference f o r  one 'of t h e  two p o i n t s ,  o r  t h e  ina- 
b i l i t y  t o  express a preference.  I f  he p r e f e r s  c t  l e a s t  one 
a l t e r n a t i v e  t o  xf , save one such a l t e r n a t i v e ,  denote it as  xL , 
and go t o  s t e p  8 . 
The purpose of t h i s  s t e p  i s  t o  ask f o r  pai rwise  ccsrtparisons 
between d i s t i n c t  a l t e r n a t i v e s  expressed a s  scenar ios  i n  terms 
of t h e i r  ob jec t ive  function values  Cxf where poss ib le .  (Any 
e f f i c i e n t  edges w ~ c h  a r e  i n f i n i t e  should be l e f t  f o r  s t e p  5 . )  
The use of scenar ios  was based on our p r a c t i c a l  experience w i t h  
t h e  e a r l i e r  method. Managers seem t o  p r e f e r  choosing between 
a l t e r n a t i v e s  t o  evaluat ing t r adeof f s .  I n  order  t o  have them 
choose between a l t e r n a t i v e s ,  some threshhold must e x i s t  between 
two so lu t ions .  In  our computer programs we use an a r b i t r a r y  
threshhold.  For example, given two s o l u t i o n s  t h e r e  must be a t  
l e a s t  a t en  percent d i  f f e rcnce  in one o b j e c t i v e  funct ion value.  
I f  t h e  dec i s ion  maker l i k e s  one o r  more a l tezn:s t ives ,  ve te rminate  
t h e  questioning process ,  and r e v i s e  t h e  weights. Note t h a t  
ind i f fe rence  i s  an ins tance  of not  being ab le  t o  express a 
preference.  
Step 5. With respec t  t o  s e t  I ,  ask the  decis ion maker 
whether beginning a t  point  xf he l i k e s  any e f f i c i e n t  t radeoff  
not  leading t o  a point  asked about i n  s t e p  4 .  He may respond 
t h a t  he l i k e s  a t r a d e o f f ,  t h a t  he does not  l i k e  the  t r a d e o f f ,  
or  t h a t  he i s  unable t o  decide.  I f  he l i k e s  a t  l e a s t  one such 
t r a d e o f f ,  go t o  s t e p  8.  I f  he l i k e s  any unbounded t r a d e o f f s ,  
terminate with an unbounded so lu t ion .  
The purpose of this step is to ask the decision maker to 
evaluate as tradeoffs efficient edges not considered in step 4. 
Because the objective function values of the adjacent points 
are too close or even identical (as, for example, in the case 
of degeneracy), questions must be put to the decision maker in 
the form of tradeoffs. Care must be taken in presenting trade- 
offs to be sure that the concept is correctly understood. Here 
too, if the decision maker likes one or more tradeoffs, we 
terminate the questioning process. 
Step 6. With respect to set I ,  ask the decision maker 
whether beginning at x* he likes any tradeoffs leading to 
adjacent efficient points which he did not prefer to x*  in 
the most recent step 4. If he likes at least one such trade- 
off, go to step 8. 
This step involves asking as a tradeoff every paired com- 
parison for which the decision maker preferred x*  in the most 
recent step 4. This helps establish our stopping criterion. 
Step 7. If I is equal to A ,  let I equal B and go to 
step 4. Otherwise stop; the solution x *  is optimal. 
Set A consists of efficient tradeoffs which may be attrac- 
tive and consistent with active previous responses. We first 
check to see whether any of these are attractive to the decision 
maker (in steps 4 through 6). Only if none of them are do we 
consider set B , that is the set of efficient tradeoffs which 
are not consistent with active previous responses. We must con- 
sider these as part of our check for optimality. 
For an extreme point solution to be optimal, no adjacent 
efficient extreme point solution should be preferred to it, and 
no t radeoff  corresponding t o  an e f f i c i e n t  edge should be l iked.  
We s h a l l  explore  t h i s  condi t ion more i n  t h e  next sec t ion .  
Step 8. Write i n e q u a l i t i e s  on the  weights based on t h e  
decis ion maker responmes, and add them t o  t h e  set. 
I f  t h e  decis ion maker p r e f e r s  x' t o  an adjacent so lu t ion  
xO , we w r i t e  a cons t ra in t  AICx* - X'cxO 2 1.  I f  t h e  decis ion 
maker l i k e s  a t radeoff  vector  w , we wr i t e  t h e  c o n s t r a i n t  
A ' w  2 1 .  (The vector  X i s  assumed t o  be bounded from above 
and below.) I f  k 0  i s  p re fe r red  t o  x' , we w r i t e  a similar 
inequa l i ty .  We cur ren t ly  do not use t h e  respc,nees of I don ' t  
know, although it meems reasonable t o  try t o  set up e q u a l i t i e s  
analogous t o  t h e  above inequa l i ty .  Early experience led  us t o  
abandon t h i s  s t r a t e g y ,  but  it may be worth f u r t h e r  considera t ion.  
Step 9.  Find a s e t  of p o s i t i v e  weights A cons i s t en t  
with a l l  previous responses. I f  no s e t  of cons i s t en t  weights 
e x i s t ,  drop t h e  o l d e s t  set of a c t i v e  c o n s t r a i n t s  and repeat  
s t e p  9 .  
This s t e p  involves solving t h e  c o n s t r a i n t s  added i n  s t e p  8 
and e a r l i e r  together  w i t h  t h e  c o n s t r a i n t s  X i  2 1 ( see ,  f o r  
example, Ecker, Hegner and Kouada [3 j .  ) E a r l i e r  we had used 
s u f f i c i e n t l y  small numbers i n  a l l  c o n s t r a i n t s  r a t h e r  than ones, 
and required t h a t  t h e  sum of t h e  X's be one. The use of ones 
overcomes t h e  problem of determining a s u f f i c i e n t l y  small  . 
eps i lon ,  though the  problem i s  transformed i n t o  f ind ing  a s u f f i -  
c i e n t l y  l a r g e  bound on the X vector .  
In  t h e  event t h a t  no cons i s t en t  vector  of weights can be 
found, t h e  o l d e s t  a e t  of c o n s t r a i n t s ,  o r  one of t h e  o ldes t  con- 
s t r a i n t s  (we have not  y e t  decided which) ,  i s  dropped. The s t e p  
i s  repeated u n t i l  a cons i s t en t  f e a s i b l e  s e t  of weights i s  found. 
Step 10. Using t h e  new weighting vector  X , solve  t h e  
l i n e a r  programming problem. Maximize X'Cx sub jec t  t o  con- 
s t r a i n t s  (1). Denote t h e  so lu t ion  a s  x '  . 
This s t e p  determines t h e  optimal so lu t ion  f o r  the new 
l i n e a r  approximation. 
Step 11. I f  so lu t ion  xL i s  not  n u l l ,  go t o  s t e p  13. 
Otherwise have t h e  decis ion maker choose between so lu t ions  x* 
and x1 . I f  t h e  decis ion maker chooses x1 , add a c o n s t r a i n t  
based on t h e  choice of x1 over x* , designate  t h e  so lu t ion  
x1 a s  X* and go t o  s t e p  2. 
This s t e p  asks i f  t h e  new s o l u t i o n  i s  preferred t o  the  o ld .  
I f  s o ,  it must have a higher u t i l i t y  and t h e  procedure repea t s  
using t h e  new so lu t ion .  
Step 12. So lu t ioc  x* i s  a l o c a l  optimum, but t h e r e  
e x i s t  b e t t e r  s o l u t i o n s ,  some of which a r e  not  extreme po in t s .  
A search procedure (not  Dart of t h e  method) should be used t o  
f ind  t h e  optimm. The method terminates  a t  t h e  l o c a l  optimum 
x* . 
Though x* i s  a l o c a l  optimum, we know t h a t  t h e r e  a r e  one 
o re  more e f f i c i e n t  edges emanating from x* which a r e  d e s i r a b l e  
t o  the  dec i s ion  maker, but t h e  corresponding ad jacen t  e f f i c i e n t  
extreme po in t  i s  not  p re fe r red  t o  x * .  Therefore,  t h e r e  e x i s t s  
a s o l u t i o n  po in t  along each such edge t h a t  i s  p re fe r red  t o  x* . 
A search method may then be used t o  f i n d  an optimal so lu t ion .  
Step 13. Ask t h e  decis ion maker t o  choose between x1 and 
I f  he choomes x1 o r  x2 , add a c o n s t r a i n t  based on t h e  X 
preference ,  denote t h e  preferred so lu t ion  a s  x' , make x  2  
n u l l ,  and go t o  s t e p  2. I f  he i s  unable t o  choose, denote x 1 
a s  x' . make x 2  n u l l  and s o  t o  s t e p  2. 
This s t e p  makes use of the i n f o m a t i o n  tha t  x2 i s  pre- 
f e r r e d  t o  x ' .  Therefore,  we have t h e  dec i s ion  maker compare 
x2 wi th  x '  . I f  x2 is  pre fe r red ,  then i t  becomes t h e  new 
reference  so lu t ion .  Otherwise x '  becomes t h e  new re fe rence  
so lu t ion .  
3.  Theory 
The method i s  constructed in such a  way t h a t  it generates  
a sequence of improved so lu t ions .  Each s o l u t i o n  i s  p re fe r red  
t o i t s  predecessor.  This w i l l  occur u n t i l  t h e  procedure s tops  
i n  s t e p s  7 o r  12. A t  t h a t  p o i n t ,  s o l u t i o n  x' i s  a t  l e a s t  a s  
p re fe r red  a s  every adjacent  e f f i c i e n t  so lu t ion .  It may be that 
some of t h e  adjacent  e f f i c i e n t  s o l u t i o n s  a r e  v i r t u a l l y  ind i s -  
t ingu i shab le  f r m  x' . Ln any event ,  x' must be regarded a s  
a l o c a l l y  optimal extreme po in t .  I f ,  i n  add i t ion ,  t h e  decis ion 
maker does no t  l i k e  any e f f i c i e n t  edge emanating fropp X' , we 
may s t a t e  and prove t h a t  x' i s  a  g lobal  optimum. 
Theorem: An extreme poin t  s o l u t i o n  x' is  optimal i f  
t h e  dec i s ion  maker does not  l i k e  any e f f i c i e n t  edge emanating 
f r ~ m  xC . 
Proof: Let t h e  t r u e  u t i l i t y  funct ion be f (xl , .  . . ,xn) , 
which i s  psuedo concave by assumption. Let the e f f i c i e n t  edges 
a t  x' be given by { x .  1 , j E where E is  t h e  s e t  of i n d i c e s  3 
of the  va r i ab les  corresponding t o  e f f i c i e n t  edges. By assumption 
a r 
we have 5 O ( j  EE) . Consider an a r b i t r a r y  e f f i c i e n t  
f e a s i b l e  d i r e c t i o n  y . By convexity,  we may w r i t e  
y =  0 . x  a > 0 .  From elementary ca lcu lus  using t h e  
j € E  I I j -  
con t inu i ty  of the  p a r t i a l  d e r i v a t i v e s  - , w e  may w r i t e  ax, 
ar 
, a > 0 . Since - < 0 ,  ~ E E ,  wemay, j - ax - j  
0 thereby proving t h e  theorem. 
The algorithm does not j u s t  check t r a d e o f f s  exclus ively .  
I t  f i r s t  asks t h e  dec i s ion  maker t o  compare a so lu t ion  x*  w i t h  
each of i t s  adjacent  e f f ~ c i e n t  extreme po in t s .  I f  t h e  decis ion 
maker p r e f e r s  an adjacent so lu t ion  t o  x* , then t h e  method w i l l  
not  terminate a t  x* . I f  the  decis ion maker p r e f e r s  x* t o  an 
adjacent  s o l u t i o n ,  he i s  then asked about the  corresponding 
tradeof f  , and the  r e s u l t s  of the  above theorem hold. 
The above theorem says t h a t  s o  long a s  t h e  dec i s ion  maker 
does not  l i k e  any of t h e  e f f i c i e n t  t r a d e o f f s  from a so lu t ion  
x* , then s o l u t i o n  x* is  optimal.  We would l i k e  t o  r e l a x  
the  condi t ion i n  p r a c t i c e  t o  t h e  dec i s ion  maker not  l i k i n g ,  o r  
being uncer ta in  about any of t h e  e f f i c i e n t  t r a d e o f f s ,  b u t  
s t r i c t l y  speaking, we cannot. ln that case ,  we can,  however, 
argue that some p a r t  of t h e  corresponding edge fram x* i s  con- 
ta ined i n  a half-space defined by a supporting hyperplane tangent  
t o  t h e  underlying u t i l i t y  funct ion a t  x* . 
Allowing t h a t  t h e  "1  don ' t  know" o r  "uncer ta inm response 
i s  a fuzzy response of ind i f fe rence ,  t h e  supporting hyperplane 
i s  approximately tangent t o  t h e  u t i l i t y  funct ion a t  x* . 
Allowing f o r  inaccurr .cies o r  e r r o r s  i n  responses,  the hyper- 
p lane  tangent  t o  t h e  u t i l i t y  funct ion a t  x* may i n t e r s e c t  the 
f e a s i b l e  region.  Moreover, t h e  so lu t ions  which a r e  preferred 
t o  x* a r e  contained i n  the  i n t e r s e c t i o n  of the  f e a s i b l e  
region and the  cons t ra in t  u(x) 2 u(x*) . This s e t  i s  a 
convex s e t  which i s  a subset  of the  set defined by the  f e a s i b l e  
region and the  hyperplane tangent t o  u(x) u(x*) a t  x* . 
(Note t h a t  the  worst case i s  i f  the  u t i l i t y  funct ion i s  l i n e a r  
and the  m o  s e t s  coincide . )  This l a t t e r  s e t  should general ly  
not be l a r g e  f o r  two reasons:  
1. The so lu t ion  x* i s  an extreme point  s o l u t i o n ,  and 
therefore  t h e r e  i s  an i n f i n i t e  number of supporting 
hyperplanes containing x * .  
2 .  Any t radeoff  responses which a r e  answered negat ively  
(none a r e  answered a f f i rmat ive ly  i f  t h e  method tenn- 
i n a t e s  a t  x* I ) a r e  edges containing x* which 
cannot be included i n  t h e  constructed convcx 
s e t .  
We cannot be more p rec i se  about t h e  s i z e  of t h e  region of 
b e t t e r  so lu t ions  than x*.  We a r e  planning some computer 
simulation experiments t o  i n v e s t i g a t e  quest ions  r e l a t e d  t o  how 
l a rge  t h e  region i s  i n  p rac t i ce .  A t  any r a t e ,  our contention 
i s  t h a t  t h e  region w i l l  normally be q u i t e  a m a l l .  Therefore,  w e  
bel ieve t h a t  choosing x*  a s  optimal w i l l  genera l ly  r e s u l t  in 
l i t t l e  o r  no e r r o r .  
An a l t e r n a t i v e  procedure which w i l l  not leave the indeter-  
minacy out l ined above i s  t o  do as follows: 
1. Assume that +he cur ren t  so lu t ion  x*  i s  such t h a t  t h e  
dec i s ion  maker does no t  l i k e  any of t h e  t r adeof f s  obtained along 
e f f i c i e n t  edges moving from x *  , and i s  uncer ta in  about one o r  
more t r a d e o f f s .  (Given t h e  method, tkLs IS t h e  only way we can 
have t h e  u n c e r t a i n t y . )  
2 .  For each e f f i c i e n t  edge about  which t h e  dec i s ion  maker 
i s  u n c e r t a i n ,  c o n s t r u c t  t h e  a d j a c e n t  e f f i c i e n t  extreme po in t .  
1 Denote it a6 x  . Then we should cons ider  e f f i c i e n t  edges 
emanating from x1 (except  t h e  one t o  x*  1 .  Using convexity 
c o n s i d e r a t i o n s  w e  may argue t h a t  t h e  d e c i s i o n  maker should n o t  
1 l i k e  any of t h e  edges emanating from x  . However, i f  he i s  
u n c e r t a i n  about  any of t h e s e ,  we should c o n s t r u c t  t h e  co r re s -  
ponding a d j a c e n t  e f f i c i e n t  s o l u t i o n s  and r e p e a t  t h e  above 
procedure. 
Unfor tunate ly ,  t h i s  procedure sounds cumbersome. t o  say 
t h e  l e a s t .  
A procedure such a s  t h e  above need be used only i f  an 
answer of unce r t a in  o r  I d o n ' t  know i s  given w i t h  r e s p e c t  t o  
t r adeof f  5 o f f e r e d  a t  t h e  last extreme p o i n t  s o l u t i o n .  I f  t h e  
dec i s ion  maker does n o t  l i k e  any of t h e  t r a d e o f f s  o f f e r e d  a t  
t h e  l a s t  extreme po i= t  s o l u t i o n ,  such a procedure ,  of cou r se ,  
need n o t  be u t i l i z e d .  
Now, i f  t h e  procedure t e rmina te s  i n  s t e p  1 2 ,  a l l  we know 
i s  that x*  i s  a l o c a l  optimum, and t h a t  t h e r e  e x i s t  supe r io r  
s o l u t i o n s .  Another extreme p o i n t  s o l u t i o n  may even be optimal! 
Deshpande [2] has developed a method f o r  using s e a r c h  techniques 
on f a c e t s  of t h e  polyhedra l  s e t ,  thereby f i n d h g  an optimum i n  
such cases .  However, his method i s  s u f f i c i e n z l y  cumbersome that 
it does n o t  appear  t o  be of p r a c t i c a l  va lue  a t  this t ime.  We 
a r e  c u r r e n t l y  conducting experiments  on randomly gene ra t ed  
problems t o  s e e  how c l o s e  our procedure s topping  a t  an extreme 
p o l n t  comes t o  t h e  t r u e  optimum of a concave u t i l i t y  f u n c t i o n .  
By v i r t u e  of t h e  l a r g e  number of e f f i c i e n t  extreme p o i n t s  of 
l a rge  mul t ip le  c r i t e r i a  l i n e a r  programming problems ( s e e ,  f o r  
example, Evans and Steuer [4] and Yu and Zeleny [15] 1 and the  
r e l a t i v e  proximity t h a t  t h e i r  l a r g e  number impl ies ,  we a n t i c i -  
pa te  t h a t  the  d i f fe rence  between t h e  u t i l i t y  of t h e  l a s t  extreme 
p o i n t  so lu t ion  found and the  t r u e  optimum w i l l  genera l ly  be 
r e l a t i v e l y  small .  I f  t h i s  t u r n s  o u t  no t  t o  be t h e  case ,  we shall 
i n v e s t i g a t e  Deshpande's search procedure f u r t h e r .  
4 .  Some Comparisons with Other Methods 
In  order t o  put  our method i n  pe r spec t ive ,  it may be use fu l  
t o  compare it w i t h  s evera l  of t h e  o the r  methods which a r e  r e la -  
t i v e l y  prominent. The method of Geoffrion,  Dyer, and Feinberg [5] 
i n  i t s  var ious  forms begins with a f e a s i b l e  s o l u t i o n  x1 , and 
has the  decis ion maker provide information from which t h e  p a r t i c l  
d e r i v a t i v e s  (using our no ta t ion)  aG/aui , i = 1 . p  can 
be estimated.  Then using the  vector  of p a r t i a l s  as weights,  a 
composite ob jec t ive  i s  optimized over t h e  f e a s i b l e  s o l u t i o n  space 
2 t o  ob ta in  a s o l u t i o n  x . A s i n g l e  dimensional search is  car-  
r i e d  o u t  by t h e  dec i s ion  maker t o  determine t h e  best s o l u t i o n  
2 
on t h e  s t r a i g h t  l i n e  segment connecting x1 and x . The new 
so lu t ion  becomes so lu t ion  x1 and the process is  repeated u n t i l  
s o l u t i o n  x1 does not  change from one i t e ra t l -on  t o  t h e  next.  
The method of White [13] is r e l a t e d  t o  that of Steuer 
al though it was derived in p a r t  from our e a r l i e r  me-d. It 
allows f o r  p r i o r  r e s t r i c t i o n s  on t h e  weights a s  w e l l  a s  an 
unspeci f ied  form of u t i l i t y  function.  I n  the  same uay t h a t  
Steuer  genera tes  s e t s  of s o l u t i o n s ,  a s  method generates  sets, 
except  t h a t  t h e  number of s o l u t i o n s  pe r  set i n c r e a s e s  as t h e  
procedure i s  used. Sequen t i a l  p a i r s  of s o l u t i o n s  are presen ted  
t o  t h e  d e c i s i o n  maker f o r  his choice  and t h e  r e s u l t s  of t h e  com- 
pa r i sons  l e a d  t o  t h e  shr inking  of t h e  convex cone. Though t h e  
method looks r a t h e r  i n t e r e s t i n g ,  no empi r i ca l  t e s t i n g  of t h e  
method i s  c i t e d ,  and t h e  i n c r e a s i n g  number of s o l u t i o n s  pre-  
sented  could be a problem. 
Two o t h e r  methods t h a t  should be d i scussed  are t h e  method 
of goal  programming ( s e e ,  f o r  example, Charnes and Cooper [l] 
and t h e  s c a l a r i z i n g  method of Wierzbicki  [ 1 4 ] .  Both invo lve  the  
choice  of an i d e a l  p o i n t  s o l u t i o n  and u s e  l i n e a r  programming 
methods t o  f i n d  a s u i t a b l y  def ined  "cloeest p o i n t m .  Wierzbicki  
uses  t h e  i d e a l  p o i n t  s o l u t i o n  as a  t r i a l - a n d - e r r o r  mechanism by 
which p o i n t s  i n  t h e  neighborhood of the opt imel  s o l u t i o n  t o  t h e  
problem may be  gene ra t ee ,  whereas the t r a d i t i o n a l  g o a l  program- 
ming approach r e q u i r e s  t h a t  t h e  use r  s p e c i f y  weights  t o  use i n  
t h e  f i n d i n g  of t h e  c l o s e s t  p o i n t .  Goal programming has  beea 
r a t h e r  widely used;  t h e  s c a l a r i z i n g  technique  i s  rather r e c e n t  
in o r i g i n  and has r e l a t i v e l y  few a p p l i c a t i o n s  t o  d a t e .  
Our method a sks  ?a i rwise  a l t e r n a t i v a  comparisons of t h e  
d e c i s i o n  makers. It avoids  t h e  problem of 1ir.e s e a r c h  and does 
n o t  l ead  t o  l a r g e  numbers of s o l u t i o n  po in t s .  W e  nex t  c o n s i d e r  
c e r t a i n  computat ional  a s p e c t s  of our  method. 
5. Computational Aspects  of t h e  Method 
I n  t h e  process  of developing and applying ou r  method, v e  
have w r i t t e n  s e v e r a l  computer codes of it. Thus f a r ,  ou r  prime 
i n t e r e s t  w a s  i n  t a c k l i n g  s p e c i f i c  app l i ed  problems. I n  t h e  
e a r l y  dtvelopmental  phases ,  we used s imple  l i n e a r  progrglnning 
codes t o  so lve  appropr i a t e  subproblems. We were, t h e r e f o r e ,  
a b l e  t o  s o l v e  mall problems i n  a piecemeal f a sh ion  us ing  t h e  
method. So that we could draw upon programming s k i l l s  of  o t h e r s  
a l l  of our  subsequent programming work b u i l t  upon e x i s t i n g  
l i n e a r  programming packages. Our f i r s t  program, w r i t t e n  s t r i c t l y  
as an  experiment ,  was w r i t t e n  i n  FORTRAN f o r  an IBM 370/158 and 
b u i l t  upon t h e  IBM Mathematical Programming package MPSX. W e  
used it i n  s e v e r a l  p r o j e c t s .  Even thcugh we had never i n t ended  
it as an end-user program, we have s e n t  l i s t i n g s  of o u r  code and 
a t e r s e  set of i n s t r u c t i o n s  t o  about  t h i r t y  o r g a n i z a t i o n s .  
Seve ra l  of t h e s e  o rgan iza t ions  are now us ing  t h e  program--tame 
w i t h  our h e l p ,  some wi thout .  One l a r g e  Dutch campany g o t  t h e  
program running by themselves,  and i s  now involved in a mul t i -  
m i l l i o n  d o l l a r  s t r a t e g i c  planning prohlem us ing  the method. h r o  
programs based on t h e  f i r s t  were w r i t t e n  f o r  the Brookhaven 
Nat ional  Laboratory.  The f i r s t  was of t h e  o r i g i n a l  method. The 
second approxima!:es what we have desc r ibed  here. They were a l s o  
wr i t t en  i n  FORTRAN, bu t  were designed and implemented on the  
CDC 6600-7600 computer a t  Brookhaven. The codes i n t e r a c t  with 
t h e  CDC APEX system, with t h e  6600 opera t ing  i n t e r a c t i v e l y  and 
t h e  7600 being used t o  so lve  l a r g e  l i n e a r  prograuaning problems 
with APEX. A t h i r d  program was w r i t t e n  i n  Finland on the  Univac 
1108 a t  t h e  Hels inki  School of Economics. I t  t oo  i s  an i n t e r -  
a c t i v e  progrm., bu t  was no t  used t o  so lve  problems a s  l a r g e  a s  
t he  o the r  systems. See Wallenius, Wallenius, and Var t i a  [I01 
f o r  more information.  
A f o u r t h  computer program t h a t  i s  now running experimental ly 
has been w r i t t e n  f o r  t h e  SUNYAB CDC Cyber 173 i n  FORTRAN and it 
utilizes Roy Marsten's XMP [6], which is a high technology user- 
oriented linear programming FORTRAN computer package. We plan 
to fully document this program, and to make it available to who- 
ever wants it. Users will, of course, have to obtain X M P  from 
Marsten. Since Marsten's code is available for several different 
computers and does not require a special computer configuration 
nor an expensive linear programming package such as MPSX or APEX, 
it should be a worthwhile code available to almost anyone. 
We are currently experimenting with this last code. There 
are two changes in particular which seem worthy of testing and 
implementation. Both are based on our experience with integer 
multiple criteria linear programming (Villareal, Karwan, and 
Zionts [91), and are changes which seem to reduce computation 
time. Though that may not be as great a concern in linear pro- 
gramming as in integer programming, the results seem sufficiently 
worthwhile as to make them worth incorporating. The first 
involves testing the set of previous responses, and eliminating 
redundant constraints from that set. This had a remarkable 
effect in accelerating the problem solution times and has 
enabled us to solve much larger integer problems than we were 
able to solve otherwise in a given amount of t h e .  The second 
change is one that seems to reduce the number of questions asked 
of the decision maker. The current step 9 says to find any 
feasible set of weights consistent with all previous responses. 
Instead, in our integer programming methoa we find what we call 
a "middle-most" set of weights. That is, we use an objective 
function which satisfies the response constraints as well as the 
bound constraints on the weights "as much as possible" in that 
t h e  s l a c k  of the  l e a s t  s a t i s f i e d  c o n s t r a i n t  i s  maximized. As 
pointed ou t  by Jack Elz inga ,  Department of I n d u s t r i a l  and 
S y s t ~ p s  Engineering,  Univers i ty  of F l o r i d a ,  t h i s  i s  equivalent  
t o  f ind ing  t h e  c e n t e r  of t h e  l a r g e s t  hypersphere which may be 
i n sc r ibed  wi th in  t h e  f e a s i b l e  s o l u t i o n  space. I n  our i n t e g e r  
programming work, t h i s  handsomely acce le ra ted  t h e  determination 
of t h e  opt imal  so lu t ions .  
6 .  P r a c t i c a l  Experience wi th  t h e  Method 
Numerous problems have been solved wi th  v a r i a t i o n s  of t h e  
method. Af ter  so lv ing numerous small problemd which assumed a 
linear u t i l i t y  func t ion ,  we worked on a s u b s t a n t i a l  long-range 
planning problem f o r  S. A. Cockexi l l ,  a l a r g e  ~ e l g i a n  in teg ra tad  
steel campany. The problem was a time-phased investment model 
c o n s i s t i n g  of four  o b j e c t i v e s ,  143 c o n s t r a i n t s ,  and 248 va r i a -  
b l e s .  See Wallenius and Zionts [ll] f o r  f u r t h e r  information.  
Our method i s  a l s o  being used by t h e  P h i l i p s  Company i n  Eindhoven, 
The Netherlands t o  solve  a s t r a t e g i c  management problem involving 
seven ob jec t ives .  A form of t h e  genera l  concave method has been 
used f o r  n a t i o n a l  economic planning i n  Finland.  Four o b j e c t i v e s  
were used ( f o r  more informat ion,  nee Wallenius, Wallenius,  and 
Var t i a  [ l o ] ) .  I n  add i t ion ,  another  r a t h e r  l a r g e  problem has  
been solved i n  var ious  fonns by s e v e r a l  dec i s ion  makers a t  t h e  
Brookhaven National  Laboratory and a t  t h e  Department of Energy 
in t h e  U.S. That  model i s  an energy planning model c o n s i s t i n g  
of siX o b j e c t i v e s  and seve ra l  hundred c o n s t r a i n t s  ( f o r  more 
information,  see Zionts and Deshpande [17J 1 . 
The computational requirements a r e  on t h e  o rde r  of one 
l i n e a r  program s o l u t i o n  f o r  each s e t t i n g  o r  r e v i s i o n  of weights 
( s t e p s  1 and 1 0 ) .  The maximum number of s e t t i n g  o r  r e v i s i o n  of 
weights  has  always been less than  t e n .  The t o t a l  number of Wee- 
t i o n s  asked of t h e  dec i s ion  maker has always been less t han  100,  
and g e n e r a l l y  less than  5 0 .  We have ways of reducing  t h e  number 
of q u e s t i o n s ,  i f  t h a t  s h ~ u l d  eve r  be a problem. Our u s e r s  have 
gene ra l ly  been q u i t e  s a t i s f i e d  wi th  t h e  model. 
Though used i n  s e v e r a l  s i t u a t i o n s ,  the method may s u f f e r  from 
slow convergence p r o p e r t i e s  of non l inea r  programming methods. 
See a l s o  Wehrung [12J. 
The approach of Oppenheimer [7] i s  an a d a p t a t i o n  of t h a t  of 
Geof f r i o n ,  Dyer, and Feinberg CGDF) . Whereas t h e  GDF method uses  
a l i n e a r  approximation,  Oppenheimer's approach uses  a non l inea r  
proxy func t ion  which may be  one of s e v e r a l  types .  The procedure 
works i n  t h e  fo l lowing g e n e r a l  manner: The proxy f u n c t i o n  i s  
maximized over t h e  f e a s i b l e  s o l u t i o n  space.  I f  t h e  r e s u l t i n g  
s o l u t i o n  i s  an improvement over  t h e  previous  s o l u t i o n ,  it becomes 
t h e  s t a r t i n g  p o i n t  f o r  t h e  next  i t e r a t i o n .  I f  n o t ,  a p o i n t  on 
t h e  s t r a i g h t  l i n e  segment between t h e  o t h e r  two s o l u t i o n s  which 
i s  p r e f e r r e d  t o  t h e  s t a r t i n g  s o l u t i o n  i s  used a s  the s t a r t i n g  
p o i n t  f o r  t h e  next  i t e r a t i o n .  The procedure con t inues  u n t i l  
two success ive  s o l u t i o n s  a r e  i d e n t i c a l .  Even though t h e  proxy 
f u n c t i o n  need n o t  be a c l o s e  approximation t o  t h e  under ly ing  
unknown u t i l i t y  f u n c t i o n ,  t h e  method g e n e r a l l y  p rov ides  e 
s u p e r i o r  convergence t o  t h e  GDF method. 
The method of S t eue r  181 i s  somewhat d i f f e r e n t  from t h e  
o t h e r  methods. It assumes a l i n e a r  u t i l i t y  f u n c t i o n ;  t h e  methods 
desc r ibed  s o  f a r  assume non l inea r  u t i l i t y  f u n c t i o n s .  I t  gener- 
a t e s  a sequence of sets of e f f i c i e n t  s o l u t i o n s  and a s k s  t h e  
d e c i s i o n  maker t o  choose t h e  most-preferred s o l u t i o n  of each set. 
The s e t  of vec to r s  of weights used t o  genera te  t h e  s o l u t i o n s  a r e  
genera tors  of a convex cone. The method then sh r inks  the cone 
about t h e  most-preferred s o l u t i o n  and t h e  process is  repeated.  
Though t h e  procedure AS not  guaranteed t o  f i n d  the optimal solu- 
t i o n  (see  Zionts [l6] f o r  a counterexample), it genera tes  good 
s o l u t i o n s ,  and has been applied t o  s e v e r a l  p r a c t i c a l  problems. 
APPENDIX 
In this appendix we preoant two examples t o  i l l u s t r a t e  
what we perceive  t o  be anomalies t h a t  can occur.  Problaus 
from these anamalies can fo r tuna te ly  be overcome. We wish t o  
thank Pekka Korhonen, H e l s i n k i  School of E c o n d c s ,  and Tim 
Lowe of Purdue Universi ty f o r  suggest ions  leading t o  t h e  con- 
s t r u c t i o n  of these  examples. We i n d i c a t e  t h e  s t e p  numbers of 
t h e  algori thm where appropr ia te .  
The f i r s t  example is: 
The ob jec t ive  funct ions  a r e  ul = x l ,  u2 = x 2 ,  u3 = x 3 .  A l l  
a r e  t o  be maximized. A (concave) u t i l i t y  func t ion  t o  be m a x i -  
mized i s  Maximize u = Minimum 13xl, 5x2, 3x31 . This  func t ion  
X 
does no t  have continuous d e r i v a t i v e s ,  but  a func t ion  
l / k  
u = - ( ( 2 5 - 3 u l l k +  ( 2 5 - 5 u 2 1 k +  (25-3u31k) wi th  k s u f f i -  
c i e n t l y  l a r g e  i s  a n  a lmost  e q u i v a l e n t  concave u t i l i t y  f u n c t i o n  
having cont inuous  d e r i v a t i v e s .  Ln our  example we s h a l l  assume 
t h e  second u t i l i t y  fmlc t ion .  A11 e f f i c i e n t  extreme p o i n t  so lu-  
t i o n s  t o  t 2 ~  problem a r e  A(0, 4.8, 01, B 4  1 C(4,  31 0)  1 
D ( O , 3 , 4 ) ,  E ( O , 0 , 6 ) ,  and F ( 6 , 0 , 0 ) .  ( S t e p 1 1  Using t h e  
method beginning w i t h  e q u a l  we igh t s  y i e l d s  either s o l u t i o n  C 
o r  D .  (The problem i s  symmetric w i th  r e s p e c t  t o  xl and 
x3 . )  (S tep  2 )  Assuming t h a t  C is  t h e  f i r s t  s o l u t i o n ,  
s o l u t i o n s  A ,  B ,  D ,  and F w i l l  be o f f e r e d  t o  t he  d e c i s i o n  
maker a s  a l t e r n a t i v e s .  (S teps  3 ,  4) The d e c i s i o n  maker should 
p r e f e r  B on ly ,  b u t  should no t  like s o l u t i o n s  A ,  D ,  o r  F  
compared t o  C . (S t ep  8 )  C o n s t r a i n t s  r e f l e c t i n g  t h e  p re fe rences  
a r e  added. (S t ep  9 )  A new c o n s i s t e n t  set of weights  
(1/8 7/16 7/16) i s  found. (S t ep  1 0 )  The new s o l u t i o n  i s  
s o l u t i o n  D . (S t eps  11, 13)  The manager chooses between so lu -  
t i o n s  D and B .  H e  p r e f e r s  B .  W e  then add a  c o n s t r a i n t  
r e f l e c t i n g  t h i s  p r e fe rence .  (S t ep  2)  The s o l u t i o n s  a d j a c e n t  
t o  B a r e  A ,  C ,  and D . (S tep  3  ) The sets a r e  5 = {A') 
and B = { C  ,Dl . (S tep  4 )  For t h e  f i r s t  set t h e  d e c i s i o n  maker 
- 
i s  asked t o  choose between a l t e r n a t i v e s  A and B .  H e  p r e f e r s  
B . (S tep  5 )  No q u e s t i o n s  a r e  asked.  (S t ep  6) The manager 
i s  asked about  t h e  t r a d e o f f  l ead ing  t o  A .  He does  n o t  l i k e  
it. ( S t e p 7 1  Let  I - e q u a l  B ( { C , D ) ) .  ( S t e p 4 1  Themanager  
- 
i s  asked t o  compare B w i t h  C ,  and B wi th  D .  He p r e f e r s  
B i n  each ca se .  (S t ep  5) No q u e s t i o n s  a r e  asked.  (S tep  6) T ~ E  
manager i s  asked t o  cons ide r  t h e  ques t ions  asked as t r a d e o f f s .  
He l i k e s  both .  (S tep  8 )  C o n s t r a i n t s  a r e  added. (S tep  9 )  
C o n s t r a i n t s  a r e  dropped. (S t ep  10 )  The new s o l u t i o n  i s  so lu-  
t i o n  C . (S tep  11) The d e c i s i o n  maker chooses B . (Step 12)  
We must t e r m i n a t e  and proceed w i t h  a sea rch  procedure.  
FIGURE 1 
A plot of the example. 
The sea rch  procedure y i e l d s  t h e  t r u e  opt imal  s o l u t i o n  n o t  
on t h e  f i r s t  f a c e t  B C D  bu t  on an a d j a c e n t  f a c e t  CDEF . 
The opt imal  s o l u t i o n  i s  the  p o i n t  2.5, 1 .5 ,  2.5 . were we t o  
have used t h e  f i r s t  u t i l i t y  f u n c t i o n ,  w e  would have te rmina ted  
( i n c o r r e c t l y )  wi th  s o l u t i o n  B in s t e p  7.  
Suppose we r e p l a c e  t h e  f i r s t  c o n s t r a i n t  above by t h e  
fo l lowing  c o n s t r a i n t s :  
Then assuming t h a t  we te rmina ted  as above a t  p o i n t  B us ing  
t h e  second u t i l i t y  f u n c t i o n ,  t h e  s ea rch  proceeds a s  above, b u t  
i t  t e rmina t e s  a t  an extreme p o i n t  (2 .5 ,  2 ,  2.5) which ex tends  
approximately from t h e  c e n t e r  of t h e  f a c e t  C D E F i n  F igure  1. 
I n  t h i s  ca se  t h e  t r u e  o p t h a l  i s  a t  an  extreme p o i n t  which i s  
n o t  i n  a f a c e t  con ta in ing  t h e  l o c a l l y  opt imal  s o l u t i o n ,  s o l u t i o n  B. 
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Athens, Georgia, USA 
Abstract 
An i n t e r a c t i v e  procedure f o r  solving a multiple object ive program i s  
described. The procedure operates  by f i r s t  computing an ideal  c r i t e r i o n  
vector  and then sampling the s e t  of m n d d n a t e d  c r i t e r i o n  vectors using 
variously weighted Tchebycheff metrics. To geometrically explore the  pro- 
a d u r e  i n  a l l  i t s  nuances, a s e r i e s  of graphical examples i s  presented t o  
kttu understand the  camputational behavior of the  method. One advan- 
tage of the  Tchebycheff procedure is  that it can converge to non-extreme 
optimal ~ o l u t i o n s .  In  addi t ion to the l i n e a r  case,  the  procedure i s  
appl icable  to  in teger  and nonlinear mult iple  ob jec t ive  problems. 
1. Introduct ion 
Let us consider the mult iple  ob jec t ive  program 
where the f may be nonlinear and S may be nonconvex. Also, l e t  us assume 
tha t  S 1 s  bounded. 
In Steuer and Choo [6] an in te rac t ive  weighted Tchehycheff algorithm i s  
d e s c r i b d  f o r  solving the above nu l t i p l e  object ive proqrm. The purpose of 
t h . ~ S  paper i s  to provide, through a aer ies  of gtaphlcal examples, a basis  
for  a thorough geometrical understanding of the welshted Tchebycheff approach. 
The paper 1s organized as  follows. Section 2 introduces notation and 
Section 3 specifzes t he  in te rac t ive  algorithm. Section 4 discusses welghted 
Tchebycheff metrics along with the augmented and lexicographic weighted 
hhebycheff program formulations. Guidelines for  ca l ib ra t ing  the algorithm 
are  provided i n  Section 5. Six graphical examples comprise Section 6 .  Sec- 
t ion  7 ends the paper with concluding remarks. 
I t  1s necessary t o  es tab l i sh  notdtion: 
k 1. L e t  Z C  R be the s e t  of a l l  feas ib le  c r i t e r i on  vectors  where 
Z 1s  the s e t  of images of a l l  x E S under the f . .  
2.  Then ; E Z i s  a ~ n d a n r i ~ t e d  c r i t e r i on  vector i f  and only i f  there 
- 
does not e x i s t  another z E Z such t ha t  z > 2 .  f o r  a l l  i and 
1 -  1 
z .  > ;. for  a t  l e a s t  one i .  
1 1  
3. Let N C Z denote the s e t  of a l l  nondominatea c r i t e r i o n  vectors. 
4 .  Then x c S i s  an e f f i c i e n t  po in t  i f  and only i f  x 1s a preimage 
5. Let E C  s denote the s e t  of a l l  e f f i c i e n t  points. 
6. zO E Z i s  a n  optimal c r i t e r i on  vector i f  and only i f  z0 maximizes 
the decision-maker 's (math-tically u-wn) u t i l i t y  function 
U: z + R. Clearly r0 E N. 
7. Then, i f  x0 E S i s  preimage of an optimal c r i t e r i on  vector zO, 
0 
x 1s an optimal solution of the multiple objeccdve proarm. 
c lear ly  x0 c E. 
Note t ha t  the tam "nondaminated" is  only applied t o  vectors i n  cri ter ior .  
space and the term "ef f ic ien t"  i s  only applied to points i n  decision space. 
3. Interactrve Procedure 
The s t ra tegy  of the rnteract lve Tchebycheff procedure r s  t o  i n r t l a l l y  
sanple N ( the  s e t  of a l l  nondomu~ated c r i t e r ron  vectors)  and then s-le 
successively amaller neighborhoods in  N. A t  each i t e r a t i on  the decision- 
maker is asked t o  s e l e c t  h i s  most preferred of the c r i t e r i on  vectors presented 
to him. The i t a r a t i v e  process continues un t i l  a c r i t e r i on  vector ; c N close 
enough to being optimal ( i f  not ac tua l ly  optimal) i s  obtained t o  terminate 
the decision process. Then by taking the preimage of ; (or  aearchrng among 
the p r e h g e s  of E i f  there are more than one) ,  ve have the f i n a l  solutron 
achiewd by the  algorithm. 
Within a more advanced version of the in te rac t ive  f r awro rk  used i n  
Steuer and Schuler [9], the  veighted Tchebycheff approach synthesizes ideas 
gleaned from 
( a )  the veighted Tchebycheff r e s u l t s  of Bowman [l], Choo and 
Atkins [3], and Choc 121; 
(b) the compromise programing work of Zeleny [ l l ] ;  
(c) the ncalar izing function methods of Uierzbicki [lo]; and 
(d)  the " f i l t e r i n g "  techniques of Steuer and Harris [7]. 
Other recently completed research u t i l i z i n g  the  Tchebycheff (minimax) phi l-  
osophy i s  found in Ecker and ShoaPaker [4]. 
Let 
p ?. t h e  sample s i z e  ( the s i z e  of the  sample of c r i t e r i on  vectors 
t ha t  i s  presented t o  the decision-maker a t  each i t e r a t i on )  
t ?. the  number of i t a r a t i ons  the in te rac t ive  procedure i s  to run 
r ?. the  convergence factor  whose purpose is to sequential ly reduce 
k k 
weighting vector space I; = {A c A I A i  2 0, L Ai = 11.  
i=l 
With values fo r  p ,  t and r ca l ib ra ted  a s  i n  Sectron 5 ,  the in te rac t ive  
procedure i s  as follows: 
Step 1: Solve f o r  the idea l  c r i t e r i o n  vector z* c R~ such t h a t  
z? = lmx { f i ( x )  ( X  C sl + C i  
where a given c ;  = 0 unless 
( i l  there is uore than one nondoadnated c r i t e r i o n  
vector t h a t  max.inuzes the ith objec t ive ,  or 
(ii) the only n o n d o m i ~ t e d  criterion vcctor  that 
Baximites the ith objective a l s o  Paximizes one 
of t h e  o t h e r  ob jec t ives  
i n  which case c ,  is  s e t  to a pos i t ive  s c a l a r .  
1 
k k 
s t e p  2: Let ji ' l)  = {a c R l a i  c 10, 11,  L a i  = 1 )  
i s 1  
Step 3: Let h = 0 
Step 4: Let h = h + 1 
Step 5 :  Randomly generate ,  f o r  instance,  50 x k weighting vectors  
- (h) f r m A  . 
Step 6: F i l t e r  the randomly generated A-vectors of Step 5 to obta in ,  
f o r  instance,  2 x p u e x h d l y  dispersed represen ta t ives .  
Step 7: For each of the  2p A-vectors of Step 6 ,  solve the  augmented 
(or  lexicographic) weiqhtrd Tchabycheff program (8-  Sectlon 4)  
Step 0 :  F i l t e r  the r e s d t i n g  c r i t e r i o n  vectors to obtain a sample of 
p n o n d d n a t e d .  c r i t e r i o n  vectors .  
Step 5:  Let z C h J  desi-te the c r i t e r i o n  vector selected by the 
decision-maker a s  the mst preferred from the  sample of Step 6. 
Step 10: I f  the decision-naker wishes t o  prematurely s top i t e r a t i n g ,  
go to Step 15. Otherwise, proceed t o  Step 11. 
Step 11: Let daeiqnate the A-vector whose components a r e  given by 
.................................. ( D i f  z i h )  + z: but 
3, 3 z ( h '  = z* 
3 3 
S t e p  1 2 :  With being the  A-vector computed i n  S tep  11 ,  d e f ~ n e  
k 
i'"') - { A  . R *  ii [ti ,  Y i ] ,  i ii = 1 )  
ill 
where 
h .  th i n  which r 1s r r a i n e d  to t h e  h power 
S t e p  13:  I f  h c t, go to Step 4. ~f h 2 t ,  go to S t e p  14. 
Step 14: I f  t h e  decision-maker wishes to keep i t e r a t i n g ,  qo t o  S tep  4. 
S t e p  15:  Colnpute a p r e h a q e  of t h e  decis ion-maker ' s  f i n a l  criterion vec to r  
ne lec t ion .  Stop.  
4. Weighted Tchebycheff Programs 
As s p e c i f i e d  i n  Sect ion 3, t h e  i n t e r a c t i v e  procedure f i r s t  computes an 
i d e a l  c r i t e r i o n  vec to r  z*. By romputing t h e  z c Z c l o s e s t  to z* (us ing 
d i f f e r e n t l y  weiqhted Tchebycheff r t r i c a ) ,  t h e  a lqor i thm samples t h e  s e t  o f  
all no&mirurtetd c r i t e x i o n  v e c t o r s  i n  m ever  =re  concentra ted  f a sh ion  un- 
til te rminat ion.  
de f ine  t h e  augmented weighted Tchabycheff m e t r i c  f o r  measuring the  d i s t a n c e  
between m y  z c 2 and t h e  i d e a l  c r i t e r i o n  vec to r  z*. The term "augwnted"  i s  
k 
app l i ed  because of t h e  presence of  t h e  tarm p Z 1 z; - zil where c i s  a non- 
ill 
negat ive  scalar. 
For A - (2/5, 3 /5 ) ,  i l l u s t r a t e d  in Figure  1 i s  
( a )  the point  ; c Z c l o s e s t  to z* according to the  augmented weighted 
Tchabycheff metric, and 
(b)  the lowest valued 1 1 1  z* - z isoquant t h a t  i n t e r s e c t s  2 
where 
d The corner po in t  of the I /  z* - z / I g  isoquant in the  negative or thant  
- 
t r ans la ted  to z* (e.g., z i n  Figure 1) i s  ca l led  t h e  vertex of the isoquant. 
For any ver tex ,  the d i r e c t i o n  of the l i n e  t m m  t h e  vertex to z* i s  giver, by 
Flgure 1 
Kinmizing 1 ) )  z* - z ))t lsoquant In te rsec t ing  Z 
Note t h a t  the Only relevant  port ion of the I / /  z* - z isoquant 1s  i n  
the  nonposltive o r than t  t rans la ted  to z* (became in te rsec t ions  with 2 cannot 
occur anyplace e l s e ) .  
Ut i l i z ing  the  au-nted weighted Tchebycheff metr lc  t o  compute the 
; E 2 c loses t  to z*, we solve the augmented welghted ~chebychef f  program 
s.t. a 2 Ai(tf - z . )  1 ~ i ~ k  
f i ( x )  - zi l ~ i ~ k  
x t s  
T .  i n  which e 1 6  the sum vector  of  ones. Por use with d i s c r e t e  and polyhedral 
f e a s i b l e  regions S, p is  to be s S u f f i c i e n t l y  .mall p o s i t i v e  s c a l a r  f o r  which 
t h e o r e t i c a l  upper bounds a r e  provided i n  [6]. In p r a c t i c e ,  however, a cosnpu- 
t a t i o n a l l y  s i g n i f i c a n t  value of p = .001 should s u f f i c e  zn most cases. When 
usmg the augmented welghtee Tchebycheff metr ic ,  (4.1) i s  the proqram t h a t  
i s  solved 2p tunes l n  Step 7 of the  algorithm. 
A s  demonstrated i n  [ 6 ] ,  the usefulness of (4.1) i s  t h a t  ; f N o  there 
e x i s t s  a ). E such t h a t  ; uniquely minimizes t h e  augmented weighted Tcheby- 
chef f program. 
In  place of the augmented weighted Tchebycheff metr ic ,  we can compute 
the 2 ' s  i n  Z c l o s e s t  t o  z *  using h f f e r e n t l y  weighted lexicographic Tcheby- 
cheff metr ics  
where i E and P > > >  P2 (as i n  goal progranming) . 1 
Beinq a non-Archimedian measure, it i s  not  possible  t o  draw an isoquant 
of a l e x i m g r a p h i c  weighted Tchebycheff metric. However, the z  f 2 c loses t  
to 2' according to the lexicographic weighted Tchebycheff met r ic  i s  the po in t  
L 
on the c = 0 I l i z *  - z11/, isoquant (dashed rectangle i n  Figure 1) c l o s e s t  t o  
2' according t o  L1-metric. Note t h a t  the P2 term of the  metr ic  i s  only in -  
voke6 when there  a r e  t l e s  wlth respec t  to the P term. 
U t i l i z i n g  t h e  lexicographic weighted Tchebycheff met r ic  t o  compute the 
- 
z E Z c l o s e s t  to z * ,  we solve the  lexicographic weighted Tchebycheff program 
T , min { p l a + P e  2 ( 2 . - z ) j  
As shown i n  [6],  f o r  any S ( d r s c r e t e ,  polyhedral ,  nonpolyhedral-continuous), 
; r N 0 s  the re  e x i s t s  a X E such t h a t  ; unlquely minimrzes the lexicographic 
weighted Tchebycheff program. When using the  lexicographic weighted Tchebycneff 
met r ic ,  (4.2) i s  the proqram t h a t  i s  solved 2p times i n  Step 7 of the  algorithm. 
Cal ibrat inq the Algorithm 
Based upon the  m t i v a t i o n  &arm from the u n i t  hypercube i n  [6] i n  
conjunction with peraonal ccaputational experience, i t  i s  rec-nded t h a t  
p ,  t and r be ca l ib ra ted  i n  accordance with the followina re la t ionsh ips  
where w i s  the estimated [L ui] i n t e r v a l  width of the i t e r a t i o n  i n  which i' 
the  decision-maker w i l l  h a m e  s a t i s f i e d  with his f i n a l  solut ion.  
From the above re la t ionsh ip6  r e  have, f o r  inetance,  (a )  the l a rger  p ,  
the fewer ~ t e r a t l o n s  t h a t  a m  rmquired, (b) the smaller r, the f a s t e r  the  
algorithm w i l l  converge, and ( c )  the nanovar  u, the longer i t  i s  a n t i c l p a t e c  
that it  w i l l  be before we f ind  and remgnize  the  f i n a l  solut ion.  
A surpr i s ing  r e s u l t  t h a t  the author cannot f u l l y  explain i s  that the  
i n t e r a c t i v e  hhebycheff  algorithm tends to converge to a f i n a l  so lu t ion  
f a s t e r  than expected ( t h a t  is. in fewer than the t i t e r a t i o n s  a s  ca l ib ra ted  
from ( 5 . 1 ) ) .  This  has bean the  author 's  experience on the  f3 object ive prob- 
lem l n  [8 ]  and the 11 objec t ive  problem i n  [5]. Because of t h i s ,  Step 10 i r  
included An the algorithm. 
6. Graphical Examples 
1 2  
I n  t h i s  s e c t i o n  i s  u e d  the  y n o t a t i o n  where y (x , x , . .. , xq) denotes  
t h e  a e t  of a11 convex -inations of t h e  xi 1 2 i 2 q. 
Exsmple 6.1: Consider t h e  mul t ip le  ob jec t ive  program whose Z i s  ind ica ted  
by t h e  shaded a rea .  What is t he  l e a s t  upper bound 3 such 
t h a t  f o r  0 < c < r each mnmber of  H i s  uniquely conputable 
by the augmented weighted hhebychef f  program? 
Pigure 2 
Graph of Example 6.1 
1 2 3  So lu t ion  6.1: I n  this problem. N = y ( r  , e , z ) .  Tc determine p ,  we note  
that  f o r  each member of N t o  uniquely minimize t h e  augmented 
weighted Tchebycheff propram, both of t h e  r e l a t i o n s h i p s  
0 - tan-' ( 1 - A 1 + p  P 
and 
must hold. Othervise  m e r s  of N i n  t h e  r e l a t i v e  i n t e r i o r  
1 2  2 3 
of y ( z  , z ) and/or Y ( z  , z ) could n o t  be generated by the  
A .  
vertnx o f  the  minimizing 1 1 1  z *  - 2111, isoquant t h a t  i n t e r s e c t s  
z for any A E J I .  
-le 6 .2 :  Let  z *  = (10 ,  10 ,  1 0 ) .  Draw the  l ( / z *  - 2111; = 1 isoquants where 
D = 0 f o r  
( a )  A = ( - 4 ,  - 2 ,  - 4 )  
(b) A - (112,  0 ,  112) 
( c )  A = (116,  3/4, 1/12] 
A 
So lu t ion  6 . 2 :  With vertlces a t  i, the  ( 1 1  z* - z l l !=  = 1 isoquants are  portrayed 
i n  Figure 3. 
Figure 3 
Graphs o f  Example 6 .2  
Whereas the imoqumts of ( a )  and ( c )  have verticos, the  
i ~ o q u a n t  of (b) i s  unbounded from above and below (because 
X 2  = 0) with the edge clonest t o  the or ig in  being given by 
3 t z  c R 1 z = (8, 6, 81, 6 c R]. I f  fo r  instance we had case 
X (dl where A - (0,  1, 01, the  ( ( ( z *  - ~ 1 1 1 ,  = 1 isoquant would 
be the ho r i wn t a l  plane in te rsec t ing  the z 2  d s  a t  (0 ,  9 ,  0 ) .  
With D > 0, the faces of the  Il l z* - ZJ((; isoquant would have 
s l i g h t  slopes. 
W p l e  6.3: With D = -01, z* = (10, 10, 10) and X = ( . 4 ,  .2, . 4 ) ,  draw the 
X Ill z* - z(llo = 1 isoquant of the  auqnented weighted .Tchebychcff metric. 
Solution 6.3: 
Figure 4 
Graph Of -le 6.3 
i. Note t h a t  i n  t h i s  axample the vertex of the  I l Iz* - z~~~~ = 1 
isoquant occurs a t  ; = (85/11, 60/11, 85/11) insmad of 
(7.5,5,7.5). W ~ M  D = 0. 
Example 6.4:  What might be the c o n s ~ c c  of s e t t i n g  an c = 0 when, by 
t h e  conh i t ions  i n  S m p  1 of  the  a l g o r i t h ,  t h e  c i  should be 
set tn 8 p o s i t i v e  s c a l a r ?  
Solut ion 6.4:  Consider t h e  PDLP (mul t ip le  o b j e c t i v e  lrnsar program) whose 
2 i s  t he  shaded area i n  Figure 5. 
Figure 5 
Graph of Example 6 . 4  
1 2 3  In this prablam, N * y ( z  , z , z ) . By t h e  cond i t ions  i n  
S tep  1, all c . ' s  mhould be s e t  t o  p o s i t i v e  scalars. Suppose, 
however, c .  = 0 f o r  al l  i , i n  which case  z* = ( 3 ,  3 ,  3 ) .  Con- 
sidrr z4 c N. The only weighting vec+or f o r  which z4 minimizes 
t h e  augmentad wcightad Tchbychef f  program is  X - (0, 1, 0) . 
1 2  Since a l l  c r i t e r i o n  v e c m r s  i n  y (z , r ) minimize t h e  augmented 
4 
weigh- Tchebycheff program f o r  A = (0, 1, 01, z vould never 
be generatad bscauee it is not extrame i n  t h e  augmnted  program. 
4 Thus, i f  s were optimal i n  the MOW, t h e  Tchebycheff a lgor i thm 
could never mnverge tc it. However, i f  t h e  c i  were met to  
p o s i t i v e  s c a l a r s  a s  s t i p u l a t e d  in Step  1, t h e r e  would e x i s t  a 
4 X c A f o r  which z uniquely minimizes t he  augmented weighted 
Tchebycheff program. Hence, t h e  Tchebycheff a lgor i thm could 
convarge to it. When an c .  is to be p o s i t i v e ,  it i c  not necessary 
to s e t  i t  to a 1lLiniscule value. A value of 1 to 5b of its optima& 
fi (x) value should work very nicely.  
Example 6.5: What might be the consequence of using the  augmanted metr ic  with 
P - 07 
Solution 6.5: Consider the mult iple  ob jec t ive  in teger  program whose Z = 
1 2  3 I z , z , z , z 4 ]  a 6 s h o ~ n i n F i g u r e 6 .  
Figure 6 
Graph of Exuuple 6.5 
1 3 4  In  this problem N = iz , z , z 1.  With p - 0 and A = (3/8, 5 / 8 ) ,  
a .  
the  minimizing (Ilz* - zlll,  rmqumt i n a r r e c t i n g  z i s  a s  drawn. 
2 3 .  
Thus, both z and z rmnimize t h e  augacnted weightld Tchebycheff 
program, but only z3 is mndominated. Therefore, the  
undesirable conmequence of D k i n g  s e t  to 0 is  t h a t  the aug- 
mented program may generate dominated c r i t e r i o n  vectors. 
3 Note, hareoar, that with a s u f f i c i e n t l y  .Pall D > 0, E would 
be the  only c r i t e r i o n  vector minimizing the au-nted weighted 
Tchebycheff program. Note that z3 is  an unsupported nondomi- 
~ t e d  c r i t a r i o n  vector. Thus we see t h a t  t h e  Tchebycheff 
approach can generate unsupported nondomtnated c r i t e r i o n  vec- 
tors such as z' as eas i ly  as  i t  can generate supported non- 
4 dominated criterion v o c t o r ~  such as z1 and z . 
Example 6 . 6 :  I s  it possible for the augmented weighted Tchebycheff program 
( w i t h  D > 0) to generate the same nondauna+ed criterion vector 
for different X '67 
Solution 6 .6 :  Yes. Consider the IQLP 
whose Z i s  as indicated i n  Figure 7 .  
Figure 7 
Graph of Example 6 . 6  
2 In  t h i s  problem N = y(z1,z2)  U 7 ( z 2 , z 3 )  U 7 ( Z 2 , z 4 )  and z LS 
a rmndominated c r i t e r i o n  vector that can be generated by the  
auqmentad program f o r  many we igh tmg  vec to r s .  Althrough A = 
(1/3, 1/3 ,  1/91 i s  the weight ing v e c t o r  f o r  which t h e  
2 .  Ill Z* - zlll: i aoquan t  i n t e r m e c a  z a t  z wath i t s  v a t u ,  
o t h e r  weight ing v e c m r s  such a s  
A - (317, 317, 1/71 
A - (1/7,  317, 317) 
a - (1/2,  G ,  1/2) 
a i s o  cause  zZ to minimize t h e  augnented program. Such car. 
happen whenever t h e  nodomina tad  c r i t e r i o r ,  w c w r  in quest ior .  
a 
a n t e r a a c t 6  the W z i n g  1 1 1  z* - zllj- aaoquant at p l a c e s  o t h e r  
than i t s  v e r t e x .  l t~us,  the n- of  d i f f e r e n t  c r i t e r i o n  
vec to r s  to be f i l t a r e d  i n  S tep  8 of t h e  a lgo r i thm m y  be 
less than t h e  nrrmkr of weighted Tchebycheff programs 
solved i n  S tep  7 .  U s = ,  i f  the mniuzing I I lz* - rill: i.60- 
quant i n t e r s e c t s  Z wath one of it6 s i d e s ,  t h e  weight ing 
v e c t o r  i n  S tep  11 may be d i f f e r e n t  f r a n  t h e  weight ino 
v e c t o r  that produced z ( ~ '  i n  S t e p  7 .  
7.  Concludinq m r k s  
The f o l l w i n q  are remaari.in~ c-nts about t h e  weighted Tchebycheff 
mte rac -ve  procedure:  
1. 50 x k weaghtlnq vec to r s  a r e  generated in S t e p  5 i n  o r d e r  to c r e a t e  
e l a r g e  enough pool tc ob-n s good coverang of ich' l n  S tep  6.  
2.  J u s t  because t h e  >-vectors  of  S t e p  6 m y  be nmunmlly  d r s p r s e d  
docs  n o t  man t h e r e  w l l l  n o t  be any d i s t a r t l o n  rr. t h e  c r i t e r a o n  n c -  
wrs produced an S tep  7. Thus, e x t r a  welghtad Tchabycheff programs 
a r e  oolved f o r  the  purpose of  mwwr+tzing ou t  the  most redundant of 
the r e s u l t i n g  c r i t e r i o n  vvctors to assure t h a t  t h e  p c r i t e r i o n  vec- 
tors presented to the deci~ion-maker in Step 9 a r e  indeed represen- 
t a t i v e  of the neighborhood of N bcing smirchad. 
3. In Step 15 we m y  find t h a t  there  is more than one preimage of the 
f i n a l  c r i t e r i o n  vector. I f  auch turns out  to be t h e  came, it w i l l  
be n e c e s s a q  to search the region of  proimages before t h e  f i n a l  
solut ion to t h e  problem can be obtained. 
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THE REFERENCE POINT OPTIMIZATION 
APPROACH - METHODS OF EFFICIENT IMPLEMENTATION 
A. L.ewandowskil and M. GrauerZ 
Intemational~nstitute for  li lied Systems Analysis, Laxenburg, A u s t ~  and 
Technical University of Warsaw, Poland 
International Institute for Applied Systems Analysis, k e n b u r g ,  Austria and 
Technical University o f  Leuna-Merseburg, GDR 
T h s  paper hrst outllnes the reference polnt optlrnlzat~on approach 
Introduced by W~erzblcki A software package called DIDASS (Dynamlc 
Interactwe Declslon Analysls and Support System) wbch  1s based on this 
approach has been developed a t  IlASA to deal m t h  h e a r  and nonlinear 
multiple-crlterla programmmg problems - the structure and ~mplementa- 
t ~ o n  of DIDASS are &scussed 
The reference point approach Introduced by W~erzb~cki  [I] has already been 
described m a serles of papers and reports T h ~ s  method 1s a gene ra t~za t~on  of 
the well-known goal programming method [2 ]  and of the method of displaced 
Ideals developed by Zeleny [3] The baslc Idea of t h s  method IS as  follows 
(I) The deczsronmaker (DM) thinks m te rms of asplratwn levels ,  l.e.,  he 
specL6es acceptable values for glven objectives 
(11) He works with the computer m an znteractive w a y  so that  he can change h s  
aspiration levels d u r ~ n g  the course of the analysis. 
Practical experience wlth the Dh! has shown that  these requrements  are 
both r e a k s t ~ c ,  whch  makes the approach very useful m p r a c t ~ c e  Other 
methods requlre the  DM to provlde ra ther  unnatural mformatlon, e g , the 
methods based on the Morgenstern uti l~ty theory requtre the DM to compare the 
lotteries and to  express h s  preferences m terms of probabil~tles [4] It is also 
unreasonable to expect the DM to carry out a pairnrlse comparison of several 
a l ternat~ves  The reference poznt approach, In contrast, has proven ~ t s  applica- 
bllity in a number of pract~cal  problems [5,6] Thls approach has also been used 
m a study of the optlmal structure of the  chem~cal  industry [7] and In a work 
deallng with the genera t~on of effic~ent energy supply strategies [ B ]  
In the authors' opmlon, work on the reference pomt approach ha- c now 
reached a stage at  whch efflclent software based on t h s  method can be 
developed T h s  paper will concentrate on the software package DIDASS 
(Dynamlc lnteractlve Declslon Analysls and Silpport System ) belng developed a t  
IlASA to  deal with hnear and nonlinear multiple-criteria programrmng problems 
There a re  several ways of mcreaslng the efiiclency of the software, m te rms of 
both computing power and lnteractlon between the user and the computer 
Some of these unprovements will also be discussed In thls paper 
2. REPEfEENCE POINT O r n Z A T I O N  
The use of the  refwence pmnf approach in the linear case has been d3- 
cussed in an earlier paper [5] 
Let A be in Rnm , C in Rpm, m d  b in Rm and consider the  multicriteria 
hnear program : 
where the decision problem is to determine an  n-vector z of decision variables 
satlsfylng r 2 0 whle  taklng into account the p-vector of objectives d e h e d  by 
& =g . We will assume that  each component of q should be as large as possible. 
An objectlve vector value q = g is at taznable  i f  there is a feasible z for 
whch  Cz = A pomt p is s t n c t l y  Pare to  a n f e n o r  i f  there is a n  attainable point 
q for which q >Q If there is an attainable q for whch  q s  Y and the  inequality 
is str ict  m a t  least one component, then q is Pareto  z n f e n o r  An attainable point 
@ is w e a k l y  P m e t o  opt imal  if it IS not strictly Pareto ~nferlor and IL is Pureto 
o p h m a f  ~f there IS no attamable point q such that  q s i j  \nth a str ict  inequal~ty 
for at  least one component Thus a Pareto optimal pomt 1s also weakly Pareto 
optimal and a weakly Pareto optimal point may be Pareto inferior For brevlty 
we shall sometimes refer to a Pareto optlmal polnt as a Pare to  p o m t  and to the 
set of all such points as the Pare to  s e t  
A r e f e r e n c e  poant or r e f e r e n c e  objectave is a suggestion (? b) the  Dk! wbch 
reflects in some sense the "desired level" of the objectlve According to 
Wlerzblcki ! 9 ]  an achievement scalarizing functlon s ( q  - i j )  defined over the set  
of objectlve vectors q may be associated wnth reference polnt The general 
forms of functlon s whch result m Pareto optimal (or  weakly Pareto optimal ) 
mlmmlzers of s over the  attamable pomts q 1s glven by Wlerzblckl !ID] 
If we regard the functlon s (q 7-) as the  "distance" between the points q and 
p then, mtultively, the problem of fin- such a m m m u m  may be mterpreted 
as the problem of find- from m t h  the Pareto set  the polnt g^  "nearest" to the  
reference pomt tj (However, as will be made clear later ,  the  functlon s is not 
necessarily related to the usual notlon of distance ) Wlth t h s  mterpretatlon m 
mlnd, reference polnt opt~rnuatlon may be vlewed as a way of gulding a 
sequence [ j of Pareto polnts generated from a sequence I @ j of reference 
ob)ectives These sequences are  generated m an interactwe procedure and this 
should result In an interesting set  of attamable points . If t he  sequence [ 
converges, the h i t  may be seen as the solution to the declsion problem 
The decision maker  may be provided with initial ~nformation by maximizing 
all objectlves separately A matrlx Ds whch  ylelds information on the r a m e  of 
numerical values of the objectlves IS then constructed We shall call t h s  the  
d e c h n  support ma* 
Row i corresponds to the solutlon vector z, whch  maxunizes objective q, The 
vector wlth elements q: = q:, i e , the diagonal of Ds, represents the utopla 
(ideal) pomt T h s  p o ~ n t  1s not attalnable ( d  ~t were, ~t would be the solution 01 
the proposed declslon problem ) ,  but ~t can be used and presented to the decl- 
slon maker as an upper h i t  to the sequence p k j  of reference objectlves Let 
us conslder column I of the matrlx Ds The maxlmum value m the column 1s 
q; Let q,?, be the m w u m  value, where 
We shall call t h s  the  n d a r  value The vector w t h  elements qd,q$,  , , q z  
represents the nada p d ,  and can be seen as a lower llrmt to the values of the 
decls~on maker s objectlves 
In the followmg analysis we shall use the  notation w = ( q - p )  A pract~cal  
form of the acbevement scalarizlng tunctlon s ( w ) ,  where minimization results 
m a hnear programming formulation, is then given by, 
Here p is an arbitrary coefl~cient whch  is greater than or equal to p and 
E = . % )  is a nonnegative vector of parameters In the special case 
p = p ,  (i) reduces t c  
In our experience, eqn (1 )  has proven to be the most suitable form of acheve- 
ment scalarizing function Other practical forms are  glven in Wierzbicki ! 9 ]  
For any scalar 2 ,  the set S;(q) = q I s(u;) 2 i .u ;=(q-P)  1s called a level I I 
se t  Some level sets for function ( 1 )  are  illustrated m Figure 1 for the cases 
p = p ,  p  > p and p  >> 0 with E = 0 In each case, d w # 0, then s ( u )  1s given by 
(2), 1 e , the functional value is pr.oportlonal to the worst component of u If 
p = p ,  the same is also true for UI a 0 If w > 0, then for large enough p  (see the 
case p  >> p )  s (w ) 1s given by xu, In the general case when p > p the situa- 
tion is as shown In the central part of F ~ g u r e  1  When w a 0 and its components 
are  sufficiently close together ( tha t  is. (p - l ) w ,  a uz and ( p  - l )w2 2 u,  for 
p =2) then s ( w )  is given by xw, All other cases are  represented by eqn (2) 
For E = 0, scedar1zmg function ( 1 )  guarmtees  only weak Pareto optlmallty 
for ~ t s  minimizer However, as will be shown m Lemma 1 below. if E > 0, Pareto 
optunality is guaranteed 
The problem of rnmlzmng s ( q ~ - )  as defined by (1) over the a t tanable  
p o ~ n t s  q can be formulated as a hnear programming problem, as mentioned 
above In particular, m&ng the substitution w =(q --p) = ( Q  -ij) and lntroduc- 
mg an awillary decision vanable y ,  t h s  mlnirmzatlon problem may be restated 
a s  follows (P) 
min ( y  - E U ;  ) 
Plgure 1 Level sets for achevement scalarlzing functions (1) and (2) for 
c= 0 
where D and E are  appropriate vectors and matrices. Furthermore , D 5 0, and 
if w = w and y = y are optimal for (P), then s = y - c w is the minunurn value 
attamed for the achevement scalarizlng function s 
In the detailed formulation of (P) let PY = w 1 w + C h  =g . Az =b , 2% 0 I 
denote the feasible set for vector w Then, us~ng the achevement scalar~zlng 
function ( I ) ,  the reference point opt~rmzation problem (P) becomes: 
=min  z ( z ~ - p l ~ ~ - c w ; f o r d l i ; z > - ~ w , - ~ w  
W E .  ( 
.ER 1 
where we have substituted y = z + rn 
The optimal solution of t b s  problem is characterized by the  following 
result: 
LEMMA 1. Let ( y  ,w .z) = (6 ,; .z^) be a n  ophmal solution and let 6 ,  p, and n 
be the corresponding &ul vectors related to constraints  (P-2) .  (P-3), a n d  (P-4). 
respectively. Denote by = & the coweqondmng objective vector,  by 
= - the optimal value o j  the achievement scalarizing junc t ion ,  and by Q 
the attainable se t  o j  objective v e c t w s  q .  Then E Q n S;(q) a n d  the h y p e ~ l a n e  
I H = I q  l r ( 6 - q )  = O  separutes Q a n d  S;(P) f i r t h m o r e  . p a r  and q = 
m h i z e s  wq over q E 8; i . e . ,  6 is h r e t o  optimal aj E > 0 a n d  8 is is* Pareto 
optimal aj c t 0. 
Remrrrk : As illustrated in Plgure 2 , the hyperplane H approximates the  
Pareto se t  m the neighborhood of c .  Thus the dual vector p  may be mewed as a 
vector of tradeoff coefbcients whch  tells us roughly how much we have to  give 
up in one objective in order to  gain a given small amount in another objective 
Ttus Lemma is proved in [5] 
PIgure 2 An illustration of Lemma : 
3.1 The Basic LP Version 
The basic computer LP implementation of DIDASS consists of three parts 
These are 
- The interactwe "editor" for marupulatmg the reference point and the objec- 
tlves (Ipmod) 
- The preprocessor, whch converts the input model file c o n t a u  the model 
description tn standard MPSX format into its single-criter~on equivalent 
(Ipmulti) 
- The postprocessor. whch extracts the mformation from the LP system out- 
put file, computes the values of the objectives, and dlsplays the necessary 
information (lpsol) 
Ths  pre- and postprocessing of the LP problems makes the LP (DIDASS) 
system both flexlble and portable The only mach~ne-dependent po~nt  is  the for- 
mat of the output file, whch d~ffers between LP packages 
All of the programs work In the lnteractlve mode, however, the efficiency of 
interact~on depends on the slze of the LP model Currently, one session of a 
150x100 model on the VAX wth the MINOS LP system (see[l  I] ) takes about five 
to ten mnutes  CPI; tlme Ths makes the interactive analys~s of quite nontrivial 
d e c ~ s ~ o n  problems posslble The structure of the system and the information 
flow between components are presented m F~gure 3 
3.2 The Extended Version - Agprorimation of the Pareto Set 
Exper~ence with this basic verslon of the software has shown that it 1s 
effic~ent enough to solve qrute complex practical problems However, t h s  ver- 
slon has one disadvantage - ~f the DM changes the reference pornt components it 
IB necessary to solve the LP problem agam For medium-s~zed LP models t h s  
usually takes at  leas? 10 mnutes  of CPU tune After a brief analysis of the solu- 
tion, the DM may conclude that the proposed reference polnt was emdently 
unacceptable, return to the premous solut~on and make a new tr~al There 1s a 
slrnple way of avoldlng such losses of tlme - ~nstead of calcdatlng a new solut~on 
correspondmg to the new reference pomt, t h ~ s  solution could be es t~mated 
a p p r o m a t e l y  If t h s  approximate solutlon is acceptable to the DM the exact 
solubon can then be calculated 
The procedure for calculatmg the a p p r o m a t e  solutlon (m the objective 
space) can be formulated on the basls of Lemma 1 In essence, the hyperplane 
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Figure 3 The structure of the  multiple-critena LP package DIDASS 
Let us assume that  after the sequence of sessions we have collected the 
hyperplanes correspondLng to each relerence point 
The approximate soluhon can be computed as  follows (AP problem): 
m y  S (s -P 
Repeating the MCLP procedure, we can reformulate the problem described 
above as a standard LP problem It should be noted that this problem is much 
s ~ m p l e r  than the orlglnal one - the dimensionality of the declslon space ln this 
case is equal to the dimenslonallty of the objective space Moreover. in vlew of 
the special structure o! t h s  problem, a simple computational procedure can be 
formulated, use o! the LP algorithm is not necessary 
The simplest version of thls algorithm has been implemented by extendirq 
the lpmod program of the package so that the DM can obtain approximate 
values for the objectives immediately after specifying the new reference point 
Thls version of the program has been used in [ 7 ] ,  experience shows that even 
such a simplified approach reduces the computational effort slgmficantly 
The procedure for calcuiatmg the approximate solut~on for p = p (1 e , the 
scalarlzing func t~on  takes the form of eqn.(2)) is simple - it is suUiclent to pro- 
ject the  vector 
(where q~ is the new reference point and ij0 is the old reference point ) onto the 
hyperplane 
( see Figure 4) .  
The result of this projecbon 1s 
where *> < denotes the outer product and w = ijO - Go 
The solubon for p > p  1s more comphcated; in t h s  case the standard LP 
algorithm must be used. 
Rgure 4 Estimation of the solution correspondmg to a new reference point 
q,, starbng from an "old" one qo 
Some other useful lnformat~on can be obtmned from the above formula, 
e.g.. It is possible to calcdate the sensitivity coefficients 
It is also possible to use t b s  equation to solve the A .  problem. Tbs may be 
done In the follovnng steps: 
- apply eqn.(7) and calculate q 
- caicdate the vector = GN - 
- fLnd the smallest nonnegative number k such that 
satisfies the set of inequalities (AP.2) 
However t h s  approximat~on procedure can sometimes give results that are obvl- 
ously wrong (see Flgure 5) 
Rgure 5 A case in wbch the hyperplane H gives an  inaccurate estimate of 
the new eolution q~ . 
To avoid t h s  situahon, it is possible to use the convex hull of 1 ii j to approx- 
lmate the set of attamable objectives. We could propose algorithms based on 
t h s  techmque, but as yet we do not have much numerical experience with t h s  
approach. 
The above method is very simple to implement. It is only necessary to 
extend the lpsol program in order to generate the Ble contcullmg the history of 
the sesslon ( ?j . q  , and p) and to modify the lpmod program In order to  calculate 
the approldmate solution (see Flgure 6) 
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Rgure 6 The structure of the extended multiple-criteria LP package with 
approxlmat~on of the Pareto set. 
3.3 Parametric Pm~71unmhg Approaeh 
Another useful approach is based on the parametric programmmg tech- 
nique. It is easy to see that the reference polnt appears on the right-hand side 
of the constrwned set in the equivalent LP problem (P) The transit~on from old 
to new reference point can therefore be parameterized as follows 
Let us assume that we have computed the solut~on $0 correspondmg to a 
glven point ijo The followng procedure is c a r r ~ e d  out 
- Starting from the basis corresponding to the obtained solut~on adjust the 
parameter [ In the direction of [, - the value for wbch the perturbed prob- 
lem becomes ~nfeasible 
- Calculate the values of the objectives wthout changing the basls 
- Ask the DM whether the di rect~on of change 1s acceptable. If the answer is 
yes, calculate the new b a s s  and contmue; if no, return to i jo and ask the Dh! 
to generate a new ijH 
The basic advantage of thls method lies m the fact that if the value of qhv is 
obviously wrong we can interrupt the calculations as soon as possible. 
The parametric approach also has another advantage - by changing the 
parameter ( from one basis to the other we can simultaneously collect informa- 
tion about approximation hyperplanes In t h s  way we can obtmn a much more 
detailed approximation of the Pareto set with vutually no additional computa- 
tional effort. 
The basic disadvantage of the method ~s that  it is necessary to have a spe- 
cially adapted LP system (Figure 7). In many cases when the source code of the 
exlstlng system 1s not available it will be impossible to  make the necessary 
changes. However, even in t h s  case the parametric LP algorithm could be used 
to  improve the quality of the local approximation of the Pareto set .  
3.4 hcorpomting Constmints for Objectives 
Some other programs based on the rno&fled reference point approach are  
being developed and tested. h e  of these approaches allows the DM to force or 
"amplify" h s  preferences uslng the penalty tunct~on techmque. In t h s  
MPSX File 
(Multiple Criteria) 
8 MPSX File Modified LP 
OUTPUT File 
(Single Criterion) Package (Single Criterion) 
Decision Maker 




Qpwe 7 The structure of the multiple-criteria LP package based on the 
parametric approach 
approach, U the DM wlshes to prevent the value of the objective changing m the 
wrong dvection (becormng too large in a case of mhmizatlon or too small in a 
case ol maximization), he can add a penalty function to the achevement scalar- 
iz~ng function. 
Let J  be a set of objectives for whch the penalty term has been added The 
modified (or nonsymmetrlc) scalarlzlng function has the followmg form ( u s q  
(2) for slmplrcity) 
Ths problem can be transformed to the equvalent LP problem 
y - t w  + p ( y z - p ~ , p z - p , u ,  , p z O , j E J  I 
The coefficients p, in the formula express the "power" of the DM to keep the con- 
stralnts 
unvlolated. In other cases. ~t 1s necessary to introduce two-sided constra~nts for 
the selected objectives Ths type of problem arlses frequently In cases of trajec- 
tory opt~mlzation when we want to ensure that a certam (relerence) trajectory 
will be traced. In t h s  case the achevement scalarizlng funct~on has the follon- 
mg form 
s ( w )  = -p min y - nu + max (0,-pi%) + max ( O , - p i q )  + max ( 0 ,  AW,) ,(15) 
t s €J try 1u 
where M is the set  of objectives for whch two-sided constraints have been ~n t ro-  
duced Transformation of t h s  functlon into the equivalent LP problem is 
strughtforward 
Programs based on these concepts have been written and testlng has 
begun; further work on development and testing will be necessary. 
3.5 Reference Point  Approach W i t h  a Partly Nonlinear Objective Function 
The LP approach presented ffi previous sections can be extended to the 
nonllnear case 11 we cons~der  the performance vector as an extesion of (MCLP- 
l(z) + = q  (16) 
the equvalent  nonllnear programming problem can be formulated as follows 
where 
lmplementa t~on In t h ~ s  case 1s q u t e  straightforward - the standard verslon 
of the package can be used, the only difference belng the need to w r ~ t e  a FOR- 
TRAK procedure to calculate f ( z )  The r e s u l t w  nonllnear programming prob- 
lem can be solved uslng the MINDS system or a similar package without any 
changes in the system 
3.6 The General Nonlinear Yereion 
The baslc nonhnear version of DIDASS also uses the ldea of pre- and post- 
processing d e s c r ~ b e d  m Section 3 1 (see F ~ g u r e  8) In the n o n h e a r  version of 
DIDASS, the decls~on support m a t n x  Ds 1s calculated LII the  &st s tep  (Utopla) 
and the lnformatlon about the  utopia p o ~ n t  and the n a h r  polnr 1s used to help 
the DM to  choose the  reference polnts The lnteractlve editor (NLPmod), the  
preprocessor(NLPmultl) and the postprocessor (NLPsol) operate simllar a s  In 
the h e a r  case 
The nonlinear constrained rnultlple-cr~teria problem to be solved must  be 
expressed m the lollomng standard form 
Multiple Criteria Problem Files Formulation of the 
(Linear Pan) N LP Problem Pan in 
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Flgwe 8 The structure of the nodnear multiple-criteria package DIDASS 
subject tC 
T 
where g (h) = [g l ( ~ n ) , ~ ~ ( ~ d )  ,gn (z,)] IS the vector of nonlmear con- 
s t run t s  The ~ndependent varlables are d~vlded Into two subsets (z,,~ ) - a vector 
of "nonlmear" varlables and : z, ) - a vector of "hnear" variables 
The follow~ng two achievement scalarlzmg functlons have undergone prel~m- 
mary testlng wlth pos~tlve results 
where w, =((I, -tji) /iji and is not attamable and further 
where ~~=($,-~,) / (q",- i j , ) ,  and g", is an upper hmlt for the sequence of reference 
pomts. 
However further t e s t q  of the numerical features of srutable achevemen' 
~calarulng functlons for the nonlmear case is necessary 
The nonlinear and h e a r  verslons of DIDASS differ m that the user must 
write FORITAN statements for the nonhnear parts of the performance criteria 
l ( a ) , J ~ ( z d )  . j p ( % )  m (19) and the nonlmear parts of the constraints 
g ( w )  m (20) m the nonLLaear case The resultmg s~ngle-cr~ter~on n lmear pro- 
grammlng problem obtamed using (23) or (24 )  is solved using the 
MINOS/AUGMEhTED system [ : :] 
One of the cruclal po~n t s  In des~gnlng interactive multiple-criteria optimiza- 
tlon systems is that the interaction between the Dh! and the computer should be 
as simple as possible 
A number of important points should be taken lnto account 
- The DK is usually not a computer speclalist, and for thls reason the dialogue 
should be as slmple as possible, free of t e c h c a l  details and easy to inter- 
pre t  In particular, error messages should be self-explanatory The com- 
mand language should be as close to the natural language as possible An 
~nterestlng outline of t h s  problem can be found ~n j 121, and a more general 
dlscusslon IS glven m [ 131 
- A special effort  should be made to.present the information m a slmple form. 
preferably graphcally.  In the simplest case,  two-dimensional projections 
of the Pareto point in the objective space can be very useful [7], the cuts 
(or  slices) of the Pareto set can give valuable mformation that  is easy to 
understand 
- Spec~al  software must be deslgned to o b t a ~ n  results from the LP system 
output file qulckly and easily If the DM is obllged to go through hundreds of 
pages of computer pnntout to 6nd the reqmred mformation, the mterac- 
tion is not efflclent enough Software systems such as PERUSE [14] can help 
to overcome t h s  problem 
- Experience with DMs shows that  they can usually remember only the results 
obtained durlng the last 5 - 10 ~tera t lons .  In many cases the DM specifies a 
reference point whch  has already been specified or which is very close to 
Define the 
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Figure 8 Structure of the DM-computer interface. 
one specified In the past, In other cases the DM is not self-cons~stent and 
the preferred drectlons of change contradict those expressed in prevlous 
sessions. These situations should be detected and the  DM mformed. 
The general structure of the DM-computer interface is displayed in Flgure 9 
It should be polnted out that  a number of multiple-crlterla packages vnth a 
reasonably good interface already exist [I51 Thls paper represents only an  in)- 
tlal stage of development of a Declsion Support System from an exlst~ng Multlple 
Crlterla Optunizatlon package - much work st111 remalns to be done 
References 
1 A Wlerzblcki. "A mathematical basls for satisficing d e c ~ s ~ o n  r aklng " WP- 
80-90, IlASA ( 1980) 
2 JP &ruzlo . " A  remew of goal programmlnp a tool for mdtlobjectlve 
analysls " J Opl Res  Soc 29:: : )  pp 1109-:;I9 (1978) 
3. M Zeleny , Lima7  mul t iob jec t i ve  programming  , Sprmger-Verlag. Heldel- 
berg, Berlln, New York (1974) 
4.  R.L. Keeney and A.  Slcherman, "An lnteractlve computer program for 
assessing and analyzing preferences concernrng rnultlple objectlves." RM- 
75- 12. I IASA (1 975). 
5 M Kalllo. A Lewandowski . and W Orchard-Hays . "An lmplementatlon of the 
reference polnt approach for multlobjectlve optlmlzatlon , "  WP-80-35, IlASA 
( 1980) 
6 J.P. Kndler,  P. Ziehnskl, and L. de Mare, "An interactme procedure for mul- 
tiobjective analysis of water resources allocatlon," WP-80-35. 11.4SA (1980). 
G Dobrowobh, J Kopytowskl. A Lewandowskl, and K, Zebrowsk~, "Generat- 
lng the eff~clent alternatives for the development process of the chem~cal  
mdustry." CP-82. IlASA (1982) 
K,. Grauer . L. Schrattenholzer, and A Lewandowsk~, "Use of the reference 
level approach for the genera t~on of effic~ent energy supply strategies." 
WP-82- 19, I lAsA ( 1902) 
A.P. W~erzblck~, Cm the Use o j  Pendty h n c h o n s  in Mulhob jechve  @hmr 
sa t ion ,  lnstltute of Automat~cs,  T e c h c a l  Umversity of Warsaw. (1978). 
A Wlerzblcki, "The use of reference 06)ectives m rnultlobject~ve optlmlza- 
tlon Theoretical ~mpl ica t~ons  and practical experiences.," WP-79-66. IlASA 
( 1878) 
B.A Murtagh and h!.A Saunders. "Mmos/Augmented." Techmcal Report 
SOL-80-14. Systems Optlmizatlon Laboratory. Stanford University (1980) 
B Melichar "Nonprocedural cornrnurucation between users and application 
software." RR-81-22, llASA (198 1) 
R A Guedj. "Methodology of Interactlon," Aoceedzngs o j  the I F I P .  Workshop 
o n  Methodology o j  I n t e r a c t w n  North-Holland Pub1 Comp . (1980) 
W G Kurator and I? P O'Ejelll. "PERUSE Interactive system for 
mathematical programs." ACM Tram M a t h  So f t u  6(4) pp 409-509 ( 1980) 
b! Sakawa and F Seo. "An Interactive Computer Program for Subjective 
Systems and Its Applications,' MT-80-64, IlASA (:9BO ) 
A FLEXIBLE DECISION AID METHOD FOR LINEAR 
MULTICRITERIA SYSTEMS 
H.-M. Winkels 
Institut fir Untemehmensfirhrung und Unternehmensforschung, 
Ruhr-Universitat Bochum, FRC 
A b s t r a c t  
T h i s  paper p r e s e n t s  t h e  MULTIPAR method (MLTLTIPAflametric method ) f o r  
man-machine d i a logue  i n  t h e  c o n t e x t  of e v o l u t i v e  d e c i s i o n  a i d  based 
on l i n e a r  models. The problem c o n s i s t s  i n  determrninq a s a t i s f i c i n c ;  + 
s g l u t i z n  o r & - o r d e r e d  f i n i t e  subse t  of s o l u t i o n s  of a  system d ZD-zzd , 
e ;z<e . There in  each subse t  of v a r i a b l e s  and/or  row va lues  can be 
consfdered  a s  a  s e t  of c r i t e r i a  such t h a t  t h e r e  i s  no d i f f e r e n c e  be t -  
ween c o n s t r a i n t s  and o b j e c t i v e s .  
The method i s  based on a m u l t i c r i t e r i a  simplex a lgo r i t hm which i n -  
c o r p o r a t e s  t h e  upper bounding technique .  Seve ra l  m u l t i c r i t e r i a  approa- 
ches  can now be i n t e g r a t e d :  Improvement by indication of d e s i r e d  a s -  
p i r a t i o n  l e v e l s ,  g o a l s ,  o r  s u b s t i t u t i o n  r a t e s  (w i th  an i n t e g r a t i o n  
of e f f i c i e n c y  p r o j e c t i o n s ) ,  r e s t r i c t i o n  of t h e  s e t  of a l t e r n a t i v e s  by 
g l o b a l  a s p i r a t i o n  l e v e l s ,  a n a l y s i s  of t h e  neighbourhood of a  g o a l  b y  
v ~ s u a l i z a t i o n  o r  discretization, and i m ~ l i c i t  de t e rmina t ion  of c r i -  
t e r i a  weights  (by an au tomat ic  a d a p t a t i o n  t o  t h e  answersof t h e  u s e r ) .  
I n  t h e  c a s e  of half-baked models M3LTIPAR can be used f o r  e v o l u t i v e  
modelling : There a r e  determined e f f i c i e n t  modif i c a t i o n s  of t he  model 
i n  t h e  c a s e  of i n f e a s i b i l i t y  and t h e  s e t  of un l imi t ed  c r i t e r i a  i s  91- 
ven i n  t h e  ca se  of f e a s i b i l i t y  wi thout  e f f i c i e n t  s o l u t i o n s .  For analy-  
s lng  t h e  i n f l u c e n c e  of  d a t a  inaccuracy  f r e e  ranginq s e n s i t i v i t y  analy-  
sis i s  a v a i l a b l e .  
The enormous f l e x i b i l i t y  of MULTIPAR makes i t  easy f o r  a  u s e r  t o  adapt  
himself bo th  t o  t h e  development of a  model and t o  t h e  manner how ae-  
c i s i o n  makers a r e  used t o  formula te  t h e i r  p r e fe rences .  To appea l  t o  
man ' s  v i s u a l  pe rcep t ion ,  t h e  d a t a  ou tpu t  i s  given  by means of one-, 
two-, o r  th ree-d imens ional  computer g r a p h i c s .  
1. Introduction 
During the past years numerous methods have been suggested for fin- 
ding a satisficing solutlon of a linear multicriteria system (see, 
e.g., [9], [12], [ 1 9 ] ) .  The trend of these methods was to assume 
some decision maker willing to answer (simple) questions on his 
preference structure and to determine a solution by an evolutive and 
a heuristically or analytically convergent process. There do, how- 
ever, exist many decision situations where such an assumption is 
illusive. In fact, we do not know of non-academic decision processes 
where this assumption happens to be reasonable. According to our 
experience, managers or decision makers of large companies do not 
have the time or the willingness to be troubled by the questions of 
some scientific analyst. They generally do not believe in such al- 
gorithms because they simply presume that it is the analyst who would 
be making the decision instead of themselves. All they are really in- 
terested in is to obtain a set of reasonable and well-illustrated de- 
cision proposals so that they can make their own choice (according to 
their own way of reasoning and to their own intuition). 
But if this is the sole purpose of decision aid, any suitable method 
should satisfy two conditions 
o the incorporation of interpretations of the decision maker's re- 
quirements should be easy 
o the method should provide a multitude of information. 
On the other hand, such a method does not need to be extremely simple, 
since only the analyst (and not the decision maker) will be working 
with the method and he ought to be sufficiently qualified to handle 
the method by means of a computer. (Obviously by improved techniques 
of man-machine dialogue in the future such requirements can be redu- 
ce8. ) 
In this paper we present the MULTIPAR method (MULTIPARametric method) 
as a prototyp of such an approach. It is a method for a man-machine 
dialogue in the context of evolutive decision aid based on linezr mo- 
dels. In its underlying philosophy, MULTIPAR is closely related to the 
MIRACLE method [ 2 I , whose purpose, however, is decision aid for gene- 
ral multicriteria systems. Furthermore, it can even be integrated into 
the discretization module of NIRACLE. 
MULTIPAR can be used to determine 
o a satisficing solution or 
o an ordered set of "good" solutions 
as well as to answer 
o all structural questions 
to a linear model of the following type: 
( GLS ) 
Therein each subset of variables and/or row-values can be conside- 
red as a set of criteria such that there is no difference between 
constraints and objectives. The criteria may have the orientation of 
maximization or minimization or both (i.e. it is desired to get weil- 
balanced values with respect to those criteria). The compact fom. 
(GLS] of a linear model is used because the algorithmic part of MUL- 
TIPAR is based on a generalized upper-boundinq technique of the sim- 
plex algorithm in order to enable the implementation of MULTIPAR in- 
to advanced LP-packages. 
The special feature of the method is its construction as an integra- 
ted "drawer system" of different multicriterie approaches in conjunc- 
tion with visualization techniques. By each of the several options, 
information can be gained helping the user to explore the set of al- 
ternatives and to analyse preferences. The rich global structure of 
MULTIPAR enables a user to choose that particular multicriteria tech- 
nique which - in his opinion - is best suited to the special problem 
or allows him to maite various uses of the decision maker's informa- 
tion. Computer graphics are provided as far as possible since thls 
improves the human capacity for perceivinq information in complex 
situations. 
Besided this, MULTIPAR is an approach for man-machine dialoque which 
favours the interactivity with the decision system and takes into 
consideration the evolutive character both of a model and of the pre- 
ference structure. To see the differences between the notion of "in- 
teractivity" in thls paper and its meaning in other papers ( [  1 1 ,  
[ 3 1 ,  1 9 1 ,  1 1 2 1 ,  [ 1 3 1 ,  1 1 5 1 ,  ! 1 9 j ) ,  some explanations will be neces- 
sary. By the man-machine dialogue we understand the communication bet- 
ween a user and the computer, in which MLiLTIPAR is implemented. Thls 
MAN-COMPUTER-DIALOGUE 
INFORMATIONS 
MULT 1  PAR rn USER/ ANALYST 
I N T E R A C T I V I T Y  
OUTPUT OF 
I N T E R P R E T A T I O N S  OF 
INFORMATIONS 
I N P U T  OF 
I N T E R P R E T A T I O N S  OF 
l NFORMAT I O N S  G I V E N  
FROM THE DECISION-MAKER 
G I V E N  B Y  
MULT l PAR 
I NFORMAT I O N S  
D E C I S I O N  
MAKER 




AND I N T E R A C T I V I T Y  
MULT l PAR P OUTPUT - - l NPUT USER/ DEC l S l O N  MAKER 
F I G ,  2 : A P P L l C A T l O N  OF M U L T I P A R  FOR THE CASE THAT THE USER I S  THE D E C I S I O N  MAKER 
man-machlne relation should not be confused with the interactivity, 
established in the framework of a decision process, between the user 
of MULTIPAR (the analyst) on one side and the decision maker or the 
decision system on the other side. As we sald it above, MULTIPAR is 
conceived for a user who is accustomed to multicriteria approaches 
and linear models. In contrast to most other methods, it is princi- 
pally constructed for an analyst who acts in a decision process as 
some kind of "human compiler", i.e. who interprets or models the in- 
formations or the requirements given from a decision maker and who 
detennlnes decision proposals or provides information by means of 
the man-machine dialogue (see Figure 1). Hence this function corres- 
ponds exactly to the role operational research departments are piay- 
ing in most companies. 
Obviously, MULTIPAR could also be used by a decision maker himself 
after he has made himself familiar with the method, for example by 
means of a user's guide. But we judge such a case to be rather un- 
realistic (see Figure 2) . 
A further difference to other methods is the fact that by MULTIPAR 
the user is not strongly guided. On the contrary, MULTIPAR is a 
flexible metho2 which through the medium of the decision analyst 
gives answers to the various questions a decision maker may have in 
order to get a better understanding of his problem. By this flexibi- 
lity, the process of modelling can be integrated into the process of 
problem solving. Hence it is possible: 
o to treat complete, non-evolutive models 
o to treat a model which has voluntarily been left incomplete in 
order to allow an evolutive definition of criteria or to get e 
reduced solution set 
o to start wlth a provisional model which will be successively m- 
prove& during the interactive decision process. 
Summarizing, the function of MULTIPAR within a declsion process can 
be illustrated by means of Figure 3. The upper algorithmic plane sym- 
bolizes MULTIPAR. The method consists of the two parts: modelling 
and analysis of the solution set. The last part, however, allows al- 
ways feed-back for model modifications. Information on preferences 
is automatically analysed witt respect to criteria weishts. On the 
right side, there is a module callee HELP, which explains the sub- 
routines of the algorithm and which indicates the means of their ac- 

t i v a t l o n  on t h e  s c r e e n .  The use  of t h e  method l e a d s  t o  a  b e t t e r  
camprehension of t h e  l i n e a r  model, On t h e  o t h e r  hand ,  t h i s  u n d e r s t a n -  
d i n g  n a t u r a l l y  i n f l u e n c e s  t h e  way of u s i n g  t h e  method o r  pe rhaps  
l e a d s  t o  a m o d i f i c a t i o n  of t h e  model.  T h i s  e v o l u t i v e  p r o c e s s  i s  ter- 
mina ted  by a d e c i s i o n .  
N o t a t i o n  : 
Throughout  t h i s  paper  an  (MrN)-matrix A 1 s  d e n o t e d  by 
A (mAn) (m,n)  EMxh" where M and N s t a n d  f o r  f i n i t e ,  non-empty index  
sets.  The (1 . J ) - suhmat r ix  of P. LS denoted  by +J, iA := I$, , and 
AJ := dJ. The J - s u b t u p l e  of t h e  N-tuple x i s  d e n o t e e  by xJ. /I; i s  
t h e  c a r d i n a l i t y  of  t h e  set I .  
2 .  The L i n e a r  Model 
The basis f o r  t h e  a p p l i c a t i o n  of MULTIPAR i s  a  g e n e r a l  l i n e a r  model 
of  t h e  t y p e  
- - + 
where D d e n o t e s  an (RxS)-mat r ix ,  d i ,  ~ . E I R U ! - Q )  and d i ,  e + E l ~ u i - ?  3 3 
f o r  iER, jES. ( R  and S  a r e  non-empty f i n ~ t e  i n d e x  s e t s ,  f o r  s i m p l l -  
c i t y  suppose  RnS = 0. ) 
By Z := I Z E I R ~  : d- 2 D-z 2 d + ,  e -  2 z 5 e + )  we d e n o t e  t h e  s o l u t i o n  
s e t  of  (GLS) . 
To s i m p l ~ f y  t h e  a n a l y s i s  of 2 i t  i s  r e a s o n a b l e  t o  r e s t r i c t  t h e  con- 
s i d e r a t i o n  of s o l u t i o n s  t o  t h e  c o n s i d e r a t i o n  of c e r t a i n  components,  
which w i l l  be c a l l e d  c r i t e r i a :  
i D-z + s a t .  ! : i E R c  1 ( CGLS ) 
2 . -  s a t . !  : jES 3 3 C 
( w i t h  Rc 5 R an6 Sc S ) .  
T h e r e ~ n ,  each  of t h e s e  c r i t e r i a  h a s  an o r i e n t a t i o n  s a t i f i m a x , r m n , b a l l ,  
where "max" means t h a t  t h e  v a l u e s  of i D -  z  ( i - t h  row s f  D ' z )  and zi , 
r e s p e c t i v e l y ,  shou ld  be a s  l a r g e  a s  p o s s i b l e ,  "min" means t h e  o p p o s i t e ,  
and " b a l m  means w e l l  b a l a n c e d ,  i .e .  n o t  t o o  l a r g e  and n o t  t o o  s m a l l .  
(The c r i t e r i a  iD-z - b a l !  and z .  + b a l !  can be used  i n s t e a d  of  t h e  two 3 
c r l t e r i a  iD*z - max, iD*z - min and z .  - max!, z .  -c mln! ,  r e s p e c t i v e l y . )  3 3 ( U S )  combined w i t h  (CGLS) i s  a g e n e r a l  l i n e a x  m u l t i c r i t e r i a  s y s t e ~ . ,  
which e x t e n d s  t h e  cammon n o t i o n  of a v e c t o r  maxlmum system LS a n a t u -  I 
ral way. I 
S i n c e  it i s  i m p o r t a n t  t o  c o n s i d e r  t h e  row-values D-z as w e l l  as t h e  
s o l u t i o n s  z ,  we ex tend  t h e  s o l u t i o n  set Z t o  t h e  set 
A l i n e a r  r e s t r i c t i o n  system r e p r e s e n t i n g  i s  g i v e n  by 
( - E I D ) - ;  = o (ELS ) 
d- 2 ZR: d+ 
- - + 
e ; z s ; e  
(E : ( R x R )  - i d e n t i t y  m a t r i x )  - w i t h  t h e  t r a n s f o r m a t i o n  ZR := D.  z and 
- 
zS := Z. Then (CGLS) becones:  
- 
z .  - s a t .  V j E R  USc 3 3 C 
F l n a l l y ,  i n  o r a e r  t o  g e t  a normal ized  l i n e a r  model which f i t s  t h e  
s implex  a l g o r i t h m  b e s t ,  row- and column-scal ing a s  w e l l  a s  c o d i n g s  
of t h e  index  sets l e a d  t o  t h e  sys tem 
anc? t o  t h e  v e c t o r i a l  c r i t e r i a  o r i e n t a t i o n  
xL * S a t !  (CELS ) 
Here ,  M an2 N d e n o t e  f i n i t e  and d i s j o i n t  index  s e t s  o f  n a t u r a l  nun- 
b e r s ,  L 5 N, A is  an ( M a N )  -mat r ix  w i t h  rank  A = I M  ! , a€lRM ; 9 EE* , 
b € ~ ~  (5 := lRlJf--, - 1 )  , S a t  = ( s a t l )  lEL, and t h e  bound c o n d i t i o n s  
can be w r i t t e n  a s  
0 2 xi 2 bi>O V i E N l  : " t y p e  1 "  
-- 2 xi <r bi V i E N 2  : " t y p e  2 "  
0 2 x .  2 += V i E N 3  : " t y p e  3 "  1 
< + V i E N 4  : " t y p e  4 "  
-0 2 X i  
4 
w i t h N =  U N i .  
in0  
(NLS) i s  t h e  l i n e a r  sys tem,  a l l  t h e  c o m p u t a t i o n a l  o p e r a t i o n s  of MUL- 
TIPAR a r e  based  on.  The s o l u t i o n  set X of (NLS) i s  isomorph t o  Z 
w i t h  r e s p e c t  t o  g e o m e t r i c a l  and t o p o l o g i c a l  a s p e c t s .  We do n o t  want 
t o  d e s c r i b e  t h i s  isomorphism, h e r e  ( s e e  [251). But n o t e ,  t h a t  it i s  
a lways  n e c e s s a r y  t o  t r a n s l a t e  t h e  c o m p u t a t i o n a l  r e s u l t s  (o f  NLS) i n t o  
a  d a t a  l anguage  (of (GLS) ) (see F i g u r e  4 . 
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The use of (NLS) is due to the fact, that such a system is the stan- 
dard system of advanced LP-packages, and not a linear system of the 
classical type 
A - x  = a 
x ; o  
which has merely didactical advantages. Note that we do not use the 
classical variable types of Orchard-Hays i141, who has variabies 
of types 0, 1 ,  3, and 4, .only. Obviously, a type 2 variebie 
could be transformed into a type 3 variable. But the explicit treat- 
ment of such type 2 variables has considerable advantages if one is 
interested in reducing the model' in so far that redundant constraints 
have been discovered. (This generalized upper-bounding technique has 
been developed in [ 2 5 ] ) .  
The analysis of the whole solution set X (and thus of would be 
rather canplex if we do not restrict our consideration to the effi- 
cient solutions. In the context of qeneral multicriteria systems a 
feasible solution x of (h%S) is said to be efficient with respect to 
(CNLS) , if there is no solution x 'EX with x ' # x such that 
x1 5 x i  VIELmax := i lEL wi th  s a t l  = max:) 
x1 2 x i  VIELmin := {lEL wi th  s a t l  = min! 
x1 = x i  VIELbel := i1EL with s a t l  = b a l l .  
This  i s  no th ins  e l s e  but  t h e  n a t u r a l  ex t ens ion  of t h e  notLon of 
e f f i c i e n c y  wi th  r e s p e c t  t o  v e c t o r  maximum systems.  (xl - ba l !  
LS conr i ae re6  as t h e  double c r i t e z i o n  xl - max! and xl - min!) An 
analogous d e f i n i t i o n  could be g iven  f o r  s o l u t i o n s  of (GLS) wi th  
r e s p e c t  t o  (CGLS) . 
3 .  Tne Mul t lperametr lc  Auxihary  System 
The name of our method (MCZT1PA.R) was ln f luencea  by t h e  following 
mul t lpa rame t r l c  l ~ n e a r  model, w h ~ c h  c o n s t l t u e s  t h e  co re  of t h e  a l -  
gorl thm: 
where 
c  x denotes  a g l o b a l  o b ~ e c t i v e  v a r l a b l e  0 
o g € d '  denotes  a v e c t o r  parameter of g o a l s  
o WEIR' a eno te s  a vec to r  parameter  of welghts  : wl; 0 v l  E 
'max Lmln 
o uEnL denotes  a d l s t a n c e  v a r i a b l e  of su rp lus  
o V E ~  denotes  a &s tance  v a r i a b l e  of s h o r t  f a l l i n g .  
TSLS m u i t ~ p a r a m e t r i c  system has some s i g n i f i c a n t  p r o p e r t i e s .  Let  
w* 2 0 be same va lue  of t h e  w e i g h t ~ n g  parameter  w. 
(3.i) If (xo ,  x * ,  U, V )  mlnrmlzes xo wi th  r e s p e c t  t o  ( f i (g* ,  w 3 j )  f o r  
some goa l  c * ,  tner, x *  ~s a f e a s i b l e  s o l u t l o n  of (NLS) which minimizes 
t h e  " e i s t a n c e "  t o  c *  w ~ t h  r e s p e c t  t o :  d i s t  ( x , x l  := 1 w;. jxl - x! . 
1 EL 1 
Let (N,(g,w)) denote  t h e  mu l t i pa rame t r i c  l i n e a r  system which i s  de- 
r i v e d  from (z (g , w )  ) by f i x i n g  v  : = 0 ,  u1 : = 0  VIELbal and adding t h e  
o b j e c t i v e  xo + max!: 
Furthermore l e t  fl denote a f i x e d  va lue  of t h e  weighting parameter w 
with  w i  > 0  VIELmax ULmin. Then we have t h e  fo l lowing  s t a t emen t s  wi th  
r e s p e c t  t o  ( N o  (g ,w*) ) : 
(3.2) x* i s  an e f f i c i e n t  s o l u t i o n  (of (NLS) wi th  r e s p e c t  t o  (CNLS)) 
i f  and only  i f  t h e  s o l u t i o n  (xo ,x ,u ,v )  = (Olx*,O,O) i s  opt imal  wi th  
r e s p e c t  t o  (fro (x;, w* ) ) . 
(3.3) I f  ( x ~ , x * , u * , v * )  i s  an optimum of (io (g8,w*) ) f o r  some goa l  g * ,  
t hen  x* i s  e f f i c i e n t  with 
x; 2 gy VlEL- 
x; 2 g1 VIELmin 
x i  = g1 VIELbal. 
(G) x* is  e f f i c i e n t  i f  and only  i f  t h e r e  e x i s t s  some g o a l  g*EIR L  
such t h a t  ( x g r x 8  ,u* ,v* j  with 
x; = W* .u* 
u; - = xi-g; V1 ELmax 
u; = g i - x i  VIELmin 
u; = 0  'lELbal 
v; = 0  VlEL 
i s  an optimum of ( N o  (g*,w8) ) . 
(g I f  x0 i s  a f e a s i b l e  s o l u t i o n  such t h a t  xc has  no maximm ( i . e .  
xo i s  unbounaed from above) wi th  r e s p e c t  t o  (io (x:, W* ) ) , t hen  t h e r e  
a r e  no e f f i c i e n t  s o l u t i o n s  of (NLS) wi th  r e s p e c t  t o  (CNLS). 
The f i r s t  of t h e  p roper t i e s  above i s  well  known, t h e  o t h e r s  can be 
proven analogously t o  [ 201 . 
These statements c o n s t i t u t e  t h e  key t o  perform e f f i c i ency  a n a l y s i s  
of (NLS) with respec t  t o  (CNLS) by means of mono- and multiparame- 
t r i c  programming techniques.  (The most advanced t e x t  book of mult i-  
parametric programming i s  Gal [ 8 1 ,  f o r  extending h i s  methods t o  
upper-bounding technique see [ 25 1.) Sane important r e s u l t s  a r e  l i s t e d  
below, f o r  more d e t a i l s  and proofs,  t h e  reader  i s  r e f e r r e d  t o  [ 2 0 1 .  
(3.6) I f  a bas i s  of (Go ( g ,  w*) ) i s  given which i s  dual  f e a s i b l e  and 
primal f e a s i b l e  f o r  a t  l e a s t  one value  g* of t h e  goal  parameter g ,  
then f o r  each g of t h e  c r i t i c a l  parameter domain the  corresponding 
bas ic  f e a s i b l e  so lu t ion  i s  e f f i c i e n t .  It  maximizes x i . e .  the  0 ' 
weighted sum of t h e  surplus  v a r i a b l e s  with respec t  t o  t h e  a s p i r a t i o n  
l e v e l s  given by g ( s e e  (3.3)). 
(3.7) I f  a b a s i s  of ( N o  (g ,  w*) ) i s  given which i s  dual  f e a s i b l e  and 
primal f e a s i b l e  f o r  a t  l e a s t  one value g* of t h e  goal  parameter g ,  
then t h i s  b a s i s  induces an e f f i c i e n t  face  of (NLS). To g e t  t h i s  f ace ,  
f o r  each non-basic va r i ab le  x . of the  types  1 , 2 ,  or 3 do the  f  0110- 
3 
wing: "Fix x ,  i n  (NLS) on i t s  upper bound, i f  x .  i s  i n  the  b a s i s  on 3 3 
i t s  upper bound, otherwise on i t s  lower bound." 
By means of mult iparametric programming technique it i s  poss ib le  t o  
determine a covering of t h e  complete c r i t i c a l  parameter region.  Hence 
we can g e t  
Eff, ( X )  : {xL€IRL : x i s  an e f f i c i e n t  s o l u t i o n ) ,  
the  s e t  of e f f i c i e n t  c r i t e r i a  p r o f i l e s ,  and f o r  each of these  c r i t e r i a  
p r o f i l e s  a corresponding e f f i c i e n t  so lu t ion  by taking the  union of t h e  
maximal f a c e s ,  ca lcu la ted  a s  described above. Note t h a t  each of these  
faces  i s  completely determined by t h e  index s e t  of i t s  r e l evan t  bounds, 
which i s  given by t h e  b a s i s .  
(3.8) A f e a s i b l e  s o l u t i o ~  of ( N o  (g,w*) ) (i . e .  a so lu t ion  which i s  f  ea- 
s i b l e  w i t h  respec t  t o  some value g* of t h e  goal  parameter g )  can d i -  
r e c t l y  be derived from a f e a s i b l e  so lu t ion  of (NLS) (and v i c e  v e r s a ) .  
Hence, i f  we discover t h a t  (NLS) has no f e a s i b l e  so lu t ion  and i f  we 
see which of the  c o n s t r a i n t s  i s  t o o  strong we can re lax  same bounds i n  
(GLS) i n  oraer  t o  guarantee f e a s i b i l i t y .  By adding new c r i t e r i a  t o  
(CGLS) we can g e t  a model which i s  a s  "c lose"  a s  poss ib le  t o  t h e  o r i -  
g i n a l  one. I n  terms of [203,[211,  we change t o  an a n a l y s i s  of e f z i c i e n t  
modif ica t ions  of the  model. 
(Gj A further indicator of an ill-structured model would be the case 
of feasibility without efficient solutions, i.e. the values of some 
(unlimited) criteria can jointly be improved up to infinity with- 
out reducing Yhe values of the other criteria. The maximal set of 
such unlunited criteria can be determine? by means of (3.5). This 
would be a useful information for a necessary modification of the 
original model ([201, [211). 
4. Efficiency Projections 
A crucial subroutine of MULTIPAR consists in projecting the line 
segment between two feasible points xL, yLEXL := {xL : X E X ~  on the 
set Eff(X) of efficient solutions. This can be done by applying 
(3.63 to the one-parameter system (fro (X + A  - (yL-xL) ,wL3 ) with L 
0 2 A <_ 1. Figure 5 illustrates the function of this subroutine 
- 
PROJECT (with respect to a vector maxunum system). 
1 
FIG, 5 :  PRINCIPLE OF THE SUBROUTINE PROJECT, 
-
0 From xL t o  yL one p a s s e s  t h r o u g h  t h e  index  b a s e s  I , . . . , I 3 .  B a s i s  
changes  have t o  be performed f o r  t h e  p a r a m e t e r  v a l u e s  I . , ,  X 2  and 
A 3 .  The shaded r e g i o n s  i n d i c a t e  t h e  c r i t i c a l  r e g i o n s  be long ing  t o  
t h e  index  b a s e s .  To e a c h  p o i n t  of t h e s e  r e g i o n s  a  c o r r e s p o n d i n 5  
efficient s o l u t i o n  i s  a s s i g n e d  ( i n  t h e  s e n s e  of (3.6) 1 .  The d i f f e -  
r e n t  a r r o w s  r e p r e s e n t  t h e  d i f f e r e n t  d i r e c t i o n s  of t h e  p r o j e c t i o n s ,  
depend ing  on t h e  c r i t i c a l  r e g i o n .  Note t h a t  a l l  g o a l s  i n  t h e  r e g i o n  
1 b e l o n g i n g  t o  I a r e  p r o j e c t e d  on x  1 L' 
Uslng t h i s  t e c h n i q u e ,  we a e t  a mapping 
- 
p r o j  : 2 0 , 1  2 - 2 ,  
( 5  - 0,1 2 := i X E I R :  0  <= :.<_ - I ? )  s u c h  t h a t  p r o j ( i )  c o r r e s p o n d s  t o  t h e  
e f f i c i e n t  s o l u t i o n ,  t h e  p o i n t  xL + X .  (yL-xLi i s  p r o j e c t e d  o n .  T h i s  
mapping i s  c o n t i n u o u s  and p i e c e w i s e  l i n e a r .  A compact r e p r e s e n t a t i o n  
of t h i s  e f f i e n c y  p r o j e c t i o n  i s  g i v e n  by i t s  g r a p h  w i t h  r e s p e c t  t o  
interesting components,  i n d i c a t e d  by t h e  u s e r  ( u s u a l l y  t h e  c r i t e r i a ) .  
F i g u r e  6 i s  a n  example f o r  such  a  g r a p h i c a l  computer p r i n t o u t .  A 
r a t h e r  n i c e  r e p r e s e n t a t i o n  i s  o b t a i n e d  by u s l n g  d i f f e r e n t  c o l o u r s  i n  
a s l n g l e  f i g u r e .  For  some more d e t a i l s  on e f f i c i e n c y  p r o j e c t i o n s  t h e  
r e a d e r  i s  r e f e r r e d  t o  [221 and 1 2 6 1 .  
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FIG, 6: EXAMPLE OF AN EFFICIENCY PROJECTION 
5 .  D i s c r e t i z a t i o n  and V i s u a l i z a t i o n  
Two o t h e r  complex i m p o r t a n t  s u b r o u t i n e s  a r e  DISCRET and VISUAL, on 
which  s e n s i t i v i t y  a n a l y s i s  and l o c a l  e f f i c i e n c y  a n a l y s i s  of MULTIPAR 
a r e  b a s e d .  
(5.1) DISCRET i s  an  a l g o r i t h m  f o r  d e t e r m i n i n g  a  f i n i t e ,  w e l l  d i s t r i -  
bu ted  s u b s e t  o f  some p o l y h e d r o n ,  s a y  X ( t o  s i m p l y  t h e  i l l u s t r a t i o n  
we u s e  t h e  s o l u t i o n  s e t  o f  (NLS)) . The i d e a  of d i s c r e t i z i n g  a convex 
p o l y h e d r a l  set  i s  q u i t e  n a t u r a l :  We m e r e l y  have  t o  d e f i n e  a  l a t t i c e  
c o v e r i n g  X and t o  d e t e r m i n e  a l l  p o i n t s  o f  t h e  l a t t i c e  which meet 
X ( s e e  F i g u r e  7 )  . 
F I G .  7 :  THE NATURAL IDEA OF D I S C R E T I Z A T I O N  
However, i n  t h e  c a s e  of dependen t  v a r i a b l e s ,  t h i s  p r o c e d u r e  w i l l  n o t  
work, a s  we c a n  s e e  from F i g u r e  8 .  
F I E ,  8 :  D l F F l C U L T l E S  1N THE CASE OF 
DEPENDENT VARIABLES 
We flrst have to explore the "hidden dependencies" between the va- 
rrables and then to transfer the discretization to a "fuli-dimensio- 
nal" subpolyhedron. This can be done by determining the slackless 
constraints of (NLS), i.e. all bounds bi and 8 .  such that for all 
3 
xEX we have xi = bi and xi = 0 
3 ' respectively. Collecting all these 
equations we get a linear-system 
whose solution set is the aff ine hull of X ( [ 171 ,  [ 1 8 1  ) . 
Now, uslng the GAUSS-elmination procedure, we can derive a new 
system 
A (U 5 N ;  DA : ( (NxU) XU)-matrix, d :(N\U) -tuple) which is equivalent 
to (NLS=). This equation is called dependency equation (with respect 
to U) and xi : iEU is said to be a system of independent variables. 
/ I 
I 
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FIG, 9: PRINCIPLE OF THE RESOLUTION PROJECTION 
Let XE :=  {xu  : xEX) denote the projection of X on the independent 
variables. Then XU and X are isomorph with respect to the convex, 
conical, affine linear and topological structure. further, dim XU=!u/, 
and XU has interior points with respect to the natural euclidean topo- 
logy or I' . Hence Xu has the desired properties for the discretira- 
t i o n  procedure:  We e l i m i n a t e  t h e  dependent v a r i a b l e s  x .  : jENW 3 
(and perhaps same hidden redundancy) i n  (NLS) and g e t  a  l i n e a r  re- 
s t r i c t i o n  system 
of which t h e  s o l u t i o n  s e t  i s  XG. ( (NLSu) @ (NLS;) i s  equ iva l en t  
t o  (NLS).) Then we d e f i n e  f o r  each independent  v a r i a b l e  a  f i n i t e  
s u b s e t  of v a l u e s  ( u s u a l l y  i n t e g e r s  between t h e  maximum and t h e  
minimum of xi on XU) and t ake  t h e  c a r t e s i a n  product  of t h e s e  ccnnpo- 
nent  s e t s  a s  a l a t t i c e .  F i n a l l y ,  t h e  d i s c r e t i z a t i o n  of X i s  given 
A A by a l l  p o i n t s  ( x ~ ,  -D -xu  A d ) such t h a t  xu i s  an element of t h e  
l a t t i c e  which s a t i s f i e s  (NLSU) . 
Since  i t  can be r a t h e r  t ime consuming t o  check a l l  p o i n t s  of t h e  
l a t t i c e  wi th  r e s p e c t  t o  (NLSU) and s i n c e  such an a lgo r i t hm can pro- 
duce t o o  many p o i n t s ,  it  i s  reasonable  t o  apply t h e  "s imula t ion  t r i c k " :  
For each independent  v a r i a b l e  d e f i n e  a  ( u s u a l l y  uniform) d i s t r i b u t i o n  
on i t s  f i n i t e  va lue  s e t  and check a  c e r t a i n  number of l a t t i c e  p o i n t s  
xu ,  
de r ived  by a  s imu la t ion  on t h e  l a t t i c e  w i th  r e s p e c t  t o  t h e  pro- 
duc t  d i s t r i b u t i o n .  For more d e t a i l s  on d i s c r e t i z a t i o n s ,  s ee  [231 ,  
[251 .  
(5.2) VISUAL i s  an a lgor i thm f o r  de te rmining  I - ,  2-,  o r  3-dimensional 
f i g u r e s  of a  convex polyhedron ( s a y  X ,  a g a i n ) ,  i n  o r d e r  t o  unders tand  
i t s  high  dimensional  s t r u c t u r e .  I n  t h e  ca se  of dim X > 3 ,  we necessa-  
r i l y  have t o  use p r o j e c t i o n s  of X. Now, i f  we f i x  t h e  va lues  of a i l  
bu t  t h r e e  of t h e  v a r i a b l e s  on same f e a s i b l e  ve lue  and i f  we l e t  t h e  
t h r e e  v a r i a b l e s  vary ,  i n  t h e  ca se  of hidden dependencies  between t h e  
v a r i a b l e s  it can happen t h a t  t h e  s o  found p r o j e c t i o n  i s  merely a s i n g l e -  
t o n .  The next  probiem a r i s e s  wi th  "neighbouring" p r o j e c t i o n s :  Suppose 
t h a t  we have a  p r o j e c t i o n  i n  t h e  sense  mentioned above bu t  would l i k e  
t c  change t h e  p r o j e c t i o n  parameters  i l i t t l e  i n  o r d e r  t o  s ee  whar 
happens f o r  p r o j e c t i o n s  near  by. I f  we apply our  "usua l  sense  topology" ,  
i . e .  goin5 a  l i t t l e  b i t  t o  t h e  r i g h t  o r  t o  t h e  l e f t  i n  some components 
of our  f e a s i b l e  r e f e r e n c e  s o l u t i o n ,  t h e r e  i s  t h e  danger  of "dropping 
from t h e  mani fo ld" ,  genera ted  by X .  
A s  we see ,  f o r  visualizing X we f i r s t  have t o  de te rmine  a  system 
xi : i E U  of independent  v a r i a b l e s  and a corresponding r e s o i u t i o n  pro- 
j e c t i o n  XU. Then we can d e f i n e  pro j e c t i o n  parameters  by f i x i n g  t h e  

v a r i a b l e s  xi : iEWW f o r  some s u b s e t  W E U with  I W !  = 1 , 2 , 3  t o  t h e  
va lue  of same f e a s i b l e  s o l u t i o n  x;EXU. S u b s t i t u t i n g  xWW = X;,W i n  
(NLSU) we g e t  a  l i n e a r  r e s t r i c t i o n  system 
of which t h e  s o l u t i o n  set Y i s  t h e  p r o j e c t i o n  of X on IRK with  
r e s p e c t  t o  y,,W = xkw. But t h e  problem has  no t  been so lved  y e t .  
Y i s  stil l  a "ghos t" ,  f o r  which we have t o  c a l c u l a t e  t h e  "appearance".  
Note t h a t  F has ,  a t  most ,  t h r e e  columns but  u s u a l l y  many rows. Tc 
t a k e  advantage of t h i s  s p e c i a l  s t r u c t u r e ,  a  three-dimensional  geome- 
t r i c a l  v e r s i o n  of t h e  simplex a lgor i thm has been developed i n  [231 .  
Th i s  a lgo r i t hm de termines  e " s c a f f o l d "  f o r  Y, i . e .  i t  determines  a l l  
extreme p o i n t s  and a l l  extreme r a y s  of Y, and,  a s  w e l l ,  f o r  every  p a i r  
of t h e s e  v e c t o r s  i t  y i e l d s  t h e  i n fo rma t ion  whether t h e  p a i r  c o n s t i t u t e s  
an edge of Y o r  n o t .  I n  comparison t o  gene ra l  methods which y i e l d  t h e  
same r e s u l t ,  i t  can be seen t h a t  i n  t h e  geome t r i ca l  simplex a lgo r i t hm 
t h e  computa t iona l  and t h e  'bookkeeping" e f f o r t  a r e  reduced i n  an enor-  
mous way. Now, having a s c a f f o l d  of Y ,  we can u t i l i z e  t h e  t echn iques  
of camputer g r a p h i c s  ( s e e  e . g .  151, [61 ,  171, 1231) t o  gene ra t e  a f i -  
gure  of Y .  I n  t h e . i n t e r e s t i n g  t h r e e  dimensional  c a s e  t h e  p r i n c i p l e  of 
producing a p e r s p e c t i v e  f i g u r e  of Y i s  i l l u s t r a t e d  by Figure  10: The 
C p r o j e c t i o n  c e n t r e  y cor responds  t o  t h e  eyes  of t h e  u s e r ,  t h e  p ro j ec -  
t l o n  p lane  IP t o  t h e  s c r een  of t h e  computer;and 9 t o  t h e  p r o j e c t l o n  
of yEY on t h e  s c r een .  Hidden edges a r e  r ep re sen ted  by d o t t e d  l i n e s ,  
non-hidden edges by b r i g h t  l i n e s .  Some p o s s i b l e  g r a p h i c a l  camputer 
p r i n t o u t s  f o r  W /  = 1 , 2 , 3  a r e  given by F igu re s  1 1  - 13. 
A r a t h e r  n i ce  r e p r e s e n t a t i o n  i s  obta ined  i f  c o l o u r s  a r e  a v a i l a b l e .  
Then t h e  non-hidden edges can be drawn i n  red  and t h e  hidaen edges i n  
g reen .  I i  i s  even p o s s i b l e  t o  determine t h e  p o s i t i o n  of some ( b l u e  
p a i n t e d )  p o i n t  i n  t h e  i n t e r i o r  of Y o r  t o  "move" i t  through t h e  poly-  
hedron. Th i s  can be done by us ing  c ros s - cu t s  ( s e e  F igure  1 4 3  o r  b l i n -  
king t echn iques  ( i f  t h e  moving p o i n t  l e a v e s  Y ) .  A f u r t h e r  p e r f e c t i o -  
n i z i n g  i s  obta ined  by l e t t i n g  t h e  polyhedron " t u r n " ,  i n  o r d e r  t o  con- 
s i d e r  i t  from a l l  s i d e s .  
U n t i l  now we only  had a s i n = l e  f i g u r e  i n  . But,  u s ing  (NLS;) t h i s  
f i g u r e  can m e d i a t e l y  be t ransformed i n t o  o t h e r  coo rd ina t e  systems.  
Suppose now (and t h i s  i s  t h e  u sua l  ca se  i f  r h e  polyhedron t o  v isua-  
l i z e  i s  an e f f i c i e n t  f a c e )  t h a t  W and U\k' a r e  index s e t s  of c r i t e r i a  
0 ONE POINT 
- A SEGMENT 
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FIG, 1 1 :  SOME POSSIBLE COMPUTER PRINTOUTS IN THE 1-DIMENSIONAL CASE 
FIG, 12: SOME POSSIBLE COMPUTER PRINTOUTS IN THE 2-DIMENSIONAL CASE 
FIG, 13: SOME POSSIBLE COMPUTER PRINTOUTS IN THE 3-DIMENSIONAL CASE 
and t h a t  I U \ W ;  i s  3  o r  no t  t o o  much g r e a t e r .  Then we can use  a d i s -  
c r e t i z a t i o n  of XU,w and determine one o r  s e v e r a l  f i g u r e s  f o r  every 
p o i n t  x L W  of t h i s  d i s c r e t i z a t i o n .  Doing s o ,  it  i s  p o s s i b l e  t o  d i s -  
co= " q u a l i t a t i v e  changes" i n  t h e  f i g u r e s  and hence t o  unders tan?  
even t h e  s t r u c t u r e  of h igher  dimensional  convex polyhedra .  For more 
t e c h n i c a l  d e t a i l s  of v i s u a l i z a t i o n s  t h e  r e a d e r  i s  r e f e r r e d  t o  [ 2 3 1 ,  
1 2 5 1 ,  and more g e n e r a l l y  t o  [ 5 1 ,  [ 6 1 ,  [ 7 1 ,  [ 1 3 1 ,  1 1 6 1 .  
CROSS-CUTS: 
z1 = 2' 1 z 2  = 2 ;  
z  1  
. -C c. F 
z 2  z 1  z 2  
F I G ,  1 4 :  D E T E R M I N A T I O N  OF THE P O S I T I O N  OF A MOVING P O I N T  I N  A  
3 - D I M E N S I O N A L  POLYHEDRON 1 
6. General Organization of MULTIPAR 
The algorithmic aspect of MULTIPAR is summarized by Plow-Chart 1. 
Therein each module has to be considered as a special subroutine. 
The general organization of the method has been influenced by four 
basic principles: 
(6.1) Modellinq 
As input MULTIPAR needs a linear model like (GLSj in conjunction 
with (CGLS). Nowhere it is assumed that this multicriteria model 
remains stable. To the contrary, there is always the opportunity 
for modification. In the cases of ill-structured models (infeasibi- 
lity or feasibility without efficiency) information is even given 
which helps to modify the original model. Sensitivity analysis 
simplifies the estimation of the influence of data (in)accuracy 
on a selected solution. 
(6.2) Availability of information 
After the initalization phase the user can always call a multitude 
of basic information which summarizes the actual model and the ac- 
tual results of the preference analysis. Essentially, these data 
are: An ordered finite subset of g'ood alternatives, an actual best 
ccnnprmise, the efficiency projections, on the range of every criterion 
(between a minimizing and a maximizing solution with respect to this 
criterion), a vector of weights which fits best the given preference 
comparisons, an optimal solution with respect to those weights (the 
comparison of the actual best compromise and this particular optimal 
solution yields information on the preference structure and can be 
used as a convergence mechanism), and finally information on the geo- 
metrical structure of the actual set of relevanr solutions (slackless 
and redundant constraints, independent variables). 
(6.3) Active preference anaiysis 
On the basis of the available information the user has numerous op- 
tions to improve the actual compromise. Here, the most important stra- 
tegies are: indication of goals, hierarchical aspiration levels, or 
substitution rates. In a l l  of these cases an efficiency projection of 
the line segment between the actuai compromise and the calculated new 
compromise is obtained. Another option is the visualization or the 
discretization of the efficient faces in the neiqhbourhood of the 
actual compromise. 
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( 6 . 4 )  Pass ive  preference  a n a l y s i s  
During t h e  a c t i v e  p re fe rence  a n a l y s i s  t h e  use r  i s  asked t o  compare 
s o l u t i o n s .  A t  l e a s t  a  comparison of t h e  a c t u a l  comprmise  and t h e  
opt imal  s o l u t i o n  with r e s p e c t  t o  t he  approximated weights  should be 
g iven .  On t h e  b a s i s  of t hese  comparisons a  new family of weights  i s  
c a l c u l a t e d  and a new s o l u t i o n  which opt imizes  t h e  co r re spond~ng  
weighted sum of t h e  c r i t e r i a .  
7 .  A Brief  Descr ip t ion  of t h e  Modules 
I n  t h i s  s e c t i o n  we f i n a l l y  come t o  the  d i f f e r e n t  elements  of MULTI- 
PAR. Since t h i s  would n e c e s s i t a t e  t o  w r i t e  a  book, we can not  g i v e  
a  d e t a i l e d  d e s c r i p t i o n ,  here .  For more t e c h n i c a l  r e p r e s e n t a t i o n s ,  
t he  r eade r  i s  r e f e r r e d  t o  [ 201 - [ 261  and t o  a monograph i n  prepa- 
r a t i o n .  
(7.1) Input  of a l i n e c r  model 
The user  indicates a  l i n e a r  model (GLS) i n  conjunct ion  wi th  c r i t e r i a  
(CGLS) . These da t a  a r e  t ransformed t o  (NLS) and (CNLS) . Psychologica l  
i n v e s t i g a t i o n s  have shown t h a t  t h e  human c a p a c i t y  of compariing d a t a  
i s  r e s t r i c t e d  t o  a  number of l e s s  than  t e n  [Ill. Hence t h e  number of 
c r i t e r i a  should n o t  exceed t h e  maglcal  nuxnber seven.  
( 7 . 2 )  Determination of a f e a s i b l e  s o l u t i o n  
S t a r t i n q  with t h e  n a t u r a l  b a s i c  s o l u t i o n ,  one t r i e s  t o  g e t  a  f e a s i b l e  
s o l u t i o n  by applying t h e  gene ra l i zed  p i v o t  s t e p s  of [251: In  each p i -  
v o t  s t e p  one changes t o  a more f e a s i b l e  s o l u t i o n  i n  a  l ex i cograph ica l  
sense .  With r e s p e c t  t o  some c o n s t r a i n t  which i s  a c t u a l l y  not  s a t i s f i e d  
t h e  new s o l u t i o n  i s  more f e a s i b l e  o r  f e a s i b l e ,  and each f e a s i b l e  com- 
ponent remalns f e a s i b l e .  By doing s o ,  t h e  simplex a l g o r i t h n  adap t s  it- 
s e l f  t o  t h e  feasibility domain wi th  r e s p e c t  t o  s m e  l i n e a r  o rde r  on 
t h e  c o n s t r a i n t s  (which can be i n d i c a t e d  by t h e  u s e r ) .  Th i s  procedure 
has thxee  advantages i n  comparison t o  t h e  common approaches of i n t r o -  
ducing artificial v a r i a b l e s  : 
o the  bookkeeping e f f o r t  1s reduced 
o  an i n i t i a l  b a s i c  f e a s i b l e  s o l u t i o n  can be obta ined  which co r re s -  
ponds b e t t e r  t o  t he  importance of c o n s t r a i n t s  (Sometimes t h e r e  rs 
empi r i ca l  exper ience  of such impor tances . )  
o  i n  t h e  ca se  of i n f e a s i b i l i t y ,  a s e t  of  s a t i s f i e d  c o n s t r a i n t s  a s  
we l l  a s  a c r i t i c a l  c o n s t r a i n t  of (GLS) a r e  determined.  Th i s  i n f o r -  
mation can be used t o  r e l a x  t h e  corresponding bounds. If we extend 
t h e  c r i t e r i a  s e t  by t h e  r e l a x e d  c o n s t r a i n t s  (wi th  t h e  o r i e n t a t i o n  
"+ rain!" i f  an upper bound was r e l axed  and t h e  o r i e n t a t i o n  "+ max!" 
i f  a  lower bound was r e l a x e d )  we can manipulate  t o  g e t  a  new model 
whose s o l u t i o n s  a r e  a s  c l o s e  t o  t h e  o r i g i n a l  model a s  p o s s i b l e .  
( 7 .3 )  Determinatioi? of a c  e f f i c i e n t  s o l u t i o n  
S t a r t i n g  wi th  t h e  b a s i c  f e a s i b l e  s o l u t i o n  x0 of (7 .2 )  we next  t r y  t o  
g e t  an opt imal  s o l u t i o n  of ( ~ o ( g " , w * ) )  wi th  gy := - -  VIELm,, 
0 gy := +- VIELmin, gy := x VIELbal, and wi th  a weightinq w* 1 0 .  
A 1 1 
VIESmaxUL . (which can be i n d i c a t e d  by t h e  u s e r ,  o therwise  w; = 1 V l ) .  
mln 
I f  ( N o  (g", w* ) 1 has  an opt imal  s o l u t i o n ,  it i s  e f f i c i e n t .  I f  (fro (qm, W* ) ) 
has  an unbounded o b j e c t i v e  v a l u e ,  we t r y  t o  g e t  an opt imal  s o l u t i o n  of 
0 00 ( G o  (gO,w*) where g = xL (xoO i s  t h e  l a s t  f e a s i b l e  s o l u t i o n )  . An 
optimum of (c, (go ,  w*) ) i s  e f f i c i e n t  . I f  (so (go ,  W* ) ) has  an unbounded 
- - 
o b j e c t i v e  v a l u e ,  t h e  simplex t a b l e a u  of t h e  l a s t  f e a s i b l e  s o l u t i o n  in-  
d i c a t e s  an wtremal r ay  and hence a  s e t  H 5 LmaxULmin of un l imi t ed  c r i -  
t e r i a  (i . e .  i n  terms of (NLS) wi th  r e s p e c t  t o  (CNLS) : 
A maximal s e t  H* of such unl imi ted  c r i t e r i a  can be determined i f  we 
succes s ive ly  r e p l a c e  L  by L\H and r e p e a t  t h e  procedure desc r ibed  above 
u n t i l  t h e  reduced system a s  an e f f i c i e n t  s o l u t i o n  (which i s  s a i d  t o  be 
reduced e f f i c i e n t  wi th  r e s p e c t  t o  (CNLS)). I f  L* i s  t h e  l a s t  reduced 
c r i t e r i a  s e t ,  we have E* = L\L*. Obviously,  it i s  a  shortcoming of r e a l  
world modelsto have unl imi ted  c r i t e r i a .  Now, t h e  decocling of H* ( i . e .  
H* i n  te rms  of (CGLS)) i s  a  u s e f u l  in format ion  how t o  add new c o n s t r a i n t s  
o r  how t o  modify (GLS) . 
(7.4 ) Calcu la t i on  of b z s i c  i n f  ormatlon 
T h i s  sub rou t ine  i s  used t o  c a l c u l a t e  t h e  informat ion  which i s  necessary  
f o r  a  f i r s t  d a t a  d i s p l a y  ( s ee  ( 7 . 5 ) j . T h e  a c t u a l  compromise i s  an e f f i -  
c i e n t  s o l u t i o n  wi th  minimal d i s t a n c e  from t h e  i d e a l  p o i n t ,  t h e  weigh- 
t i n g  w* i s  t h e  o r i g i n a l  weighting of ( 7 . 3 ) ,  the s o l u t i o n  wi th  maximal 
u t i l i t y  i s  t h e  e f f i c i e n t  s o l u t i o n  of (7 .3  j , and '& s e t  of r e l e v a n t  so lu -  
t i o n s  i s  t h e  whole s o l u t i o n  s e t .  
(7.5) Data display 
At any time (after the initialization), the user can call this sub- 
routine. It is automatically presented after each iteration and pro- 
vides characteristic data for the actual state of the model and the 
preference analysis. The user has the following information concerning 
preference analysis to his disposal: 
o an efficiency projection for the line segment between 
the actual compromise zCom and the solution with 
max 
maximal utility z 
o the actual relative weighting al-wi 
- where ol is an appropriate normalization factor 
for the absolute weighting wi : 1EL. 
0 the reliability of the weighting: f *  
0 the number of stored solutions 
c a listing of the stored solutions 
(ordered with respect to the approximated utility function) 
(see (7.11)) 
o the bounds a - ,  a+, &-,  &+ which describe the set i of relevant 
alternatives 
(i.e. 2 = IZCIR~: a' 5 - D . Z  I_ a+, 6- 2 z 5 e') 
- 
with d- 2 2- 2 a' 2 d+ and e- 6 &- 2 6' 2 e+) (see ( 7 . 8 ) )  
o the ranges for each criterion: (;:ln, Zlmax) 
with ;:Pt = oPt{I1 : IE~), opt€Imin,max). 
- ( i  : Extension of 2 ,  analogous to section 2) 
o an efficiency projection for each criterion, i.e. an efficiency 
- 
projection of the llne segment betweer. two solutions z l  and z L 
- 1  -min 
with z l  = z .  and ;: = imaX , ifRcUSc. 
Concerning the geometrical structure of the set 2 of relevant alter- 
natives (and hence properties of the modelling), the user can get: 
o the discovered (or all) slackless constraints 
o the discovered (or all) redundant constraints 
o a system of independent variables (which fits best some indicated 
set of variables) 
o the corresponding dependency equation. 
Finally, with respect to an intended modification of the model, the 
user can request: 
o the data of (GLS) and (CGLS). 
( 7 . 6 )  S e n s i t i v i t y  a n a l y s i s  
By t h i s  module t h e  u se r  g e t s  a  means t o  e s t ima te  t h e  in f luence  of 
da t a  inaccuracy on zCom and/or zmaX ( o r  another  s t o r e d  so lu t i on  z * ) .  
Let x* be z* w i t h  r e spec t  t o  (NSL). F i r s t  an op t imal  b a s i c  s o l u t i o n  
- 
of (No(x;,wt)) i s  c a l c u l a t e d .  Then, f r e e  ranging s e n s i t i v i t y  a n a l y s i s  
i s  based on t h e  corresponding index b a s i s  ( s e e  [ 4 1  and [ 81 ) . 
The u s e r  ha s  t h e  fo l lowing  o p t i o n s :  
o  f r e e  ranging  of a  column of D 
o f r e e  ranging  of t h e  bounds and t h e  g o a l s  g  
o  f r e e  ranging  of  a  row of D 
o f r e e  ranging  of t h e  weights  w .  
Here, s e n s i t i v i t y  a n a l y s i s  i s  performed by v i s u a l i z i n g  t h e  d a t a  
r e g i o n s .  The sub rou t ine  t e r m i n a t e s  by choosing one of  t h e  fo l lowing  
s t r a t e g i e s  how t o  con t inue  t h e  procedure :  
( 1  ) STOP 
(i .e .  o u t p u t  of r e l e v a n t  d a t a  and end a f  t h e  p r o c e s s )  
( 2  j Modi f i ca t i on  of t h e  d a t a  
( i . e .  mod i f i ca t i on  of  (GLS) and/or  (CGLS)  
(3) Choice of a  s t r a t e g y  
( i . e .  continuation of p r e f e r ence  a n a l y s i s )  
( 7 . 7 )  Choice of a  s t r a t e g y  
The u s e r  ha s  t o  compare zCom and zma w i t h  r e s p e c t  t o  t h e  p r e f e r e n c e s  
(of  t h e  d e c i s i o n  maker ) .  
There a r e  t h e  fo l lowing  o p t i o n s  
i 1 j zCom i s  p r e f e r r e d  t o  zmaX ( z corn + p a x )  
( 2 )  zmax i s  p r e f e r r e d  t o  zCm ( p a x  ,corn ) 
corn (3) zmax and zCm a r e  i n d i f f e r e n t  (zmaX - z  j 
(4 j zmax an2 zcm a r e  incomparable (zmax ? zcom) . 
Then, t h e  b e s t  ( o r  one)  of them becomes t h e  new a c t u a l  compromise (it  
i s  a l s o  p o s s i b l e  t o  make one of t h e  s t o r e d  s o l u t i o n s  t o  t h e  new a c t u a l  
max 
comproxuise, z and zCm a r e  s t o r e d ,  a u t m a t l c a l l y  ) . The s u b r o u t i n e  
t e r m i n a t e s  by choosing one of  t h e  o p t i o n s  f o r  improving ( t h e  new) 
( 7 . 8 )  M o d i f i c a t i o n  of t h e  s e t  of r e l e v a n t  s o l u t i o n s  
T h i s  i s  t h e  most s imple  method f o r  p r e f e r e n c e  a n e l y s i s .  The u s e r  
r e s t r i c t s  t h e  whole s o l u t i o n  set Z t o  a non-empty s u b s e t  i of  rele- 
- + 
v a n t  s o l u t i o n s  by i n d i c a t i n g  new bounds a - ,  a + ,  6 , & ( w i t h  
ci- 2 a- 2 a+  2 d +  and e- 2 6- 2 &+ 2 e + j  f o r  (GLS) . The non-empty- 
n e s s  of 2 1s o b t a i n e d  by requiring z C m € i .  
Such a  m o d i f i c a t i o n  n a t u r a l l y  i n d u c e s  a  m o d i f i c a t i o n  of ( N L S ) ,  t o o  
I t  1s even p o s s i b l e  t h a t  t h e  s t r u c t u r e  of t h e  s e t  of e f f i c i e n t  so- 
l u t i o n s  changes .  B u t ,  u s u a l l y ,  s u c h  a  m o d i f i c a t i o n  c o n s i t s  i n  
s t r e n g h t e n i n g  a s p i r a t i o n  l e v e l s  of  c r i t e r i a .  Then t h e  new set of  
efficient s o l u t i o n s  i s  e s u b s e t  o f  t h e  o r i g i n a l  o n e .  I f  t h i s  i s  n o t  
t h e  c a s e ,  t h e  new a c t u a l  compromise w i l l  be de te rmined  by an  optimum 
of ( K O  (<Om,  w*) ) (where corn 
xL c o r r e s p o n d s  t o  t h e  o l d  a c t u a l  compromise 
com ) .  
( 7 . 9 )  Loca l  a n a l y s i s  of t h e  neighbourhood of zCm 
The u s e r  d e f i n e s  a  neighbourhood C o f  zCm by i n d i c a t i n g  a s p i r a t i o n  
l e v e l s  = o r  t h e  cr i t e r i a .  Then a l l  e f f i c i e n t  f a c e s  of EffL(X)flU a r e  
de te rmined  by means of ( 3 . 7 ) .  These f a c e s  w i l l  e i t h e r  be v i s u a l i z e d  o r  
d i s c r e t i z e d .  By do ing  s o ,  it i s  p o s s i b l e  t o  d i s c o v e r  new i n t e r e s c i n c  
s o l u t i o n s .  These can be s t o r e d  and one of them can even d e f i n e  t h e  
new a c t u a l  compromise. Durlng t h i s  p r o c e s s ,  s o l u t i o n s  can  be com- 
pared  w i t h  r e s p e c t  t o  t h e  p r e f e r e n c e s  ( o f  t h e  d e c i s i o n  maker)  i n  o r -  
a e r  t o  g e t  i n f o r m a t i o n  f o r  a  b e t t e r  approx imat ion  of t h e  w e i g h t s  
( s e e  ( 7 . 7 1 ) ) .  
( 7 . 1 0 )  Direct improvement of t h e  a c t u a l  compromise zCm 
T h l s  s u b r o u t i n e  o f f e r s  t h r e e  d i f f e r e n t  o p t i o n s  f o r  c a l c u l a t i n g  a new 
s o l u t i o n  z * ,  t r y i n g  t o  improve zCom. 
( 7 . 1 0 . 1 )  I n d i c a t i o n  of a  g o a l  
The u s e r  ~ n d i c a t e s  a  g o a l  zO.  T h i s  can be done e i t h e r  d i r e c t l y  o r  by 
mea.ns of a d i r e c t i o n  do and a  m u l t i p l i c a t i v e  f a c t o r  a > 0 such t h a t  
0 Com . z 0  = zCom + a - d  . (Because of  t h e  e f f i c i e n c y  of z ~t i s  r e a s o n a b l e  
t o  assume t h a t  zO should  n o t  dominate  z C m . )  Then a  s o l u t i o n  z* i s  
de te rmined  which min imizes  t h e  d i s t a n c e  f  rcnn zO (see ( 3 . 1  ) ) . 
( 7 . 1 0 . 2 )  I n d i c a t i o n  o f  h i e r a r c h i c a l  a s ~ i r a t i o n  l e v e l s  
The u s e r  i n d i c a t e s  a n  o r d e r e d  f a m i l y  o f  c o n s t r a i n t s :  
- - - 
2 .  0 I *  ,..., 
Z i  
0 .  Z *  
1 l 1  l 1  k  I k  I k  
where  D .  i s  2 f o r  a c r i t e r i o n  w i t h  o r l e n t a t i o n  *maxn, 2 f o r  a  cr i te-  
1 
r i o n  w i t h  o r i e n t a t ~ o n  *min" ,  and  D i  i s  2 a n d / o r  ui i s  f o r  a  cr i -  
t e r i o n  w i t h  o r i e n t a t i o n  " b a l m .  T h e s e  r e q u i r e m e n t s  c a n  b e  t r a n s l a t e e  
i n t o  a  v a l u e  g* of  t h e  g o a l  p a r a m t e r  g  o f  ( f i ( g , w * ) ) .  F o r  d o i n g  s o  
l t  i s  n e c e s s a r y  t o  mod i fy  ( E ( g * , w L ) )  by i n t r o a u c i n g  u p p e r  bounds  f o r  
u l ,  v1 : lELbal and f i x i n g  v  = 0  VIELmax ULmin. L e t  t h i s  m o d i f i c a t i o n  
1- 
of  ( E  ( g *  , w * ) ,  b e  d e n o t e d  by (Ii, (g* ,wL)  ) . The n e x t  s t e p  i s  t o  c a l c u l a t e  
a s o l u t i o n  x *  of ( E L  (g* ,w*)  ) which  f i t s  t h e  d e s i r e d  aspiration l e v e l s  
i n  t h e  g i v e n  h i e r a r c h i c a l  o r d e r  ( a n a l o g o u s  t o  ( 7 . 2 )  ) best. F i n a l l y ,  z* 
i s  t h e  t r a n s f o r m a t i o n  o f  x *  ( i n  t e r m s  o f  ( C i s  I ) . 
( 7 . 1 0 . 3 )  I n d i c a t i o n  o f  s u b s t i t u t i o n  r a t e s  
The u s e r  i n d i c a t e s  a  r e f e r e n c e  criterion iLERcUSc, a  r e a s o n a b l e  amount 
Ai,  P 0 f o r  improv ing  ;:? ( A i D  > 0  i f  s a t i D  = rnax, Lie < 0 i f  s a t , ,  = 
- - 
m l n ,  A i S  f 0 i f  s a t i ,  = b a l ) ,  and f o r  e a c h  iERcUSc a n  amount A .  + 0 
1 
f o r  r e l a x i n ?  ;:Om [ A i  < 0 i f  s a t .  = max, nl > 0 i f  s a t l  = rnic,  
1 
Ai # 0 'f s a t i  = b a l l ,  s u c h  t h a t  (;~m)iERc,,Sc and t h e  c r i t e r i o n  p r o f i l e  
z ( i )  are e q u i v a l e n t  ( w i t h  respect t o  t h e  p r e f e r e n c e s  o f  t h e  d e c i s i o n  
maker ) : 
- com 
zk + Ak f o r  k E { i , i L l  
- ( i )  := 
k  -corn , kERcUSc f o r  k $ { i , i * )  
0 The a b s o l u t e  amoun t s  i n d u c e  a  v a l u e  w o f  t h e  w e i g h t i n g  v e c t o r  
w i n  ( f i ( g , w ) ) .  Depending on t h e  s i g n  on A i  e i t h e r  a b a l a n c e d  c r i t e r i o n  
w l i l  now b e  c o n s i d e r e d  t o  have  t h e  o r i e n t a t i o n  max o r  t o  have  t h e  
o r i e n t a t i o n  mln .  T h ~ s  y i e l d s  a  m u l t i c r i t e r i a  s y s t e m  ( w i t h o u t  b a l a n c e d  
c r i t e r i a )  and  a  corresponding w e i g h t i n g .  (1: c o r r e s p o n d s  t o  (G ( g w , w O )  j 
w i t h  qw = 20, u1 = 0 VIELmaxULmin, u1 o r  v1 := 0 i o r  lELbal) . Maximi- 
z a t l o n  o f  xo f i n z l i y  y l e l d s  a  new s o l u t i o n  z * .  
S i n c e  z* o n l y  a p p r o x i m a t e s  t h e  p r e f e r e n c e s ,  ~t 1s r e a s o n a b l e  t o  s e e  
what h a p p e n s  be tween  zcom and z * .  T h a t  i s  why t h e  u s e r  g e t s  an e f f i -  
c i e n c y  p r o ) e c t i o n  o f  t h e  l i n e  segment  be tween  zCom and  z * .  
By u s i n c  t h i s  s u b r o u t i n e ,  t h e  u s e r  g e t s  t h e  o p p o r t u n i t y  t o  change  
some o f  t h e  i n d i c a t e d  d a t a  a n d  t o  r e p e a t  t h e  p r o c e d u r e .  By d o i n g  s o ,  
it is possible that he discovers interesting solutions (whrch will 
be stored) or even a better actual compromrse. Preference comparisons 
of solutions can be given in order to improve the approximation of 
the weights in (7.11 j . 
( 7 . 1  1 ) Automatic adaptation to the user's answers 
During the previous subroutines the user was asked to indicate com- 
parisons of solutions with respect to the preferences of the decision 
maker. Under the hypothesis that there is a linear utility function 
r. 
- 
t i  ( 2  , . . . , z = T w Vuti. [;i ) 
1 t. k-llk =k k 
f 
lk if sat. = max 1 k 
with utii (i ) if sat. = mrn 
k =k lk if sat. = bal 
lk 
and. w :  > 0 Vk = 1,. ..,n 
-k 
such that 
5 ) 5' - uti(;) > uti(i1) + E 
- - 
z - 2 '  - /uti(;) - uti(;'i i; E 
with a threshold E > 0. ( lk corresponds to ik with respect to (NSC) . )  
NOW every preference comparison can be transformed into a linear con- 
straint so that we can get a linear restriction system with variables 
w and c .  By means of the simplex algorithm it is possible to calculate 
a weightinq w* >>O and a threshold c * ,  such that w* and E *  solve this 
linear system with a minimal threshold value c .  
0 Next, consider (~(gO,w*) i , where gl = -- V1ELmU, gy = + = VlEL 
1 m ~ n  ' g y  = 7(x~u-x~in) VIELbal, vl = 0 VIELmaxULmin. Optimization of x 
0 
w ~ t h  respect to this system yields the new solution zmu, which maxi- 
mizes utilltg. (In this case -w; is used instead of w; VIELbal.) 
8. Conclusion 
MULTIPAR is an advanced technique for multicriteria decision aid in 
the context of linear decision models. The method has been constructed 
to satisfy requirements desired by sophisticated users, i.e. users 
who have experience in multicriteria philosophy and who nee6 a very 
f l e x i b l e  instrument f o r  immediate i n t e r a c t i o n  i n  t h e  p rog re s s  of a 
d e c i s i o n  p roces s .  I t  i s  not  easy  t o  unplement t h e  method becacse of 
~ t s  complex v i s u a l i z a t i o n  t echn iques .  Ourexper ience ,  however, has 
convinced u s  t h a t  geometr ic  f i g u r e s  ( r a t h e r  t han  i n f i n i t e  l i s t s  of 
da t a  p r i n t - o u t s )  a r e  s t r o n g l y  appea l ing  means f o r  l e t t i n p  t h e  d e c l -  
s i on  makers g r a s p  t h e  e s s e n t i a l s  and hence f o r  promoting t h e  accep- 
t ance  of o p e r a t i o n s  r e sea rch  by d e c i s i o n  makers i n  g e n e r a l .  The use  
of computer g raph ic s  i n  O . R .  i s  j u s t  a t  t h e  beginning ( [ l o ] ,  [ 1 6 ! ) .  
The powerful development of graphical systems even f o r  micro-compu- 
t e r s ,  however, w i l l  have inc reas ing  influence on t h e  application of 
a e c l s l o n  a i d  techniques .  MULTIPAR should s t r e n g t h e n  t h i s  promising 
new t r e n d .  I f  t h e  implementation of t h e  whole a lgor i thm should appear  
t o  be t o o  troublesome t o  a p o t e n t i a l  u s e r ,  t h e  technique  of e f f i c i e n c y  
p r o j e c t i o n s  a lone  i s  extremely v a l u a b l e  f o r  improvin9 s o l u t i o n s .  In 
a forthcoming paper we w i l l  r e p o r t  on some expe r i ences  with MULTIPAR 
f o r  r e a l  world problems. 
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SOME IMPROVEMENTS TO THE REFERENCE POINT 
APPROACH FOR DYNAMIC MULTICRITERIA 
LINEAR PROGRAMMING 
M. Kallio and M .  Soismaa 
Helsinki School o f  Economics. Finlclnd 
Amonq desired propertie8 of interactive approaches to multiple cr i ter ia linear 
programming /?I/ are the following: (i) applicable to  the size of problems which 
aopear in practice, ( i i )  ahility to  deal with a large number of objectives ( in 
par t icu lar  for handling trajectory abjectives IS/), (i i i) caw to implement on a 
cmputer (given en LP c d e  as a ntarting point). (iv) umr friendlinea, taking into 
account that decls~on makers w u k  at the terminal, and (v) urtisfactory m e r -  
gence in a reasonable number of interactive iterations (which docs not necessarily 
rnern convergence in a str ict  mathematical e n s e  under en assumd ut i l i ty  function 
but convergence to a satisfying solution 151). 
This paper deals with the reference point approach of Wierzbicki /4/ which di- 
r e c t l v  satisfies properties (i'i end (ii). Kal l io  e t  al /1/ discuss a user oriented 
epproach t o  im~lementat ion which is m l y  a minor modification to a standard LP 
d e .  They p rw ide  also a basic modification needed for emergence. The aim of 
this paper is to provide some imprwements to  user fr iendl inea end convergence. 
After reviewing the reference point approach in Section 2 we present in Section 
?I s mthcd for constructing a feasible in i t ia l  solution for a new reference point. 
The puroose of this method IS to  decrease the user's waiting t ime for salutions 
of the interactive iterations, Results from nurner~cal ex~er iments  are also presen- 
t ed .  In Sec t ion  L we deal with a problem of trajectory opt imizat ion  A general 
undes i red  property of dynamic LP is t h a t  t h e  t ra jec tor ies  of various quanti t ies 
tsnd t~ fluctuate.  In partrcular this phmomen may result in unsatisfactory abjec- 
tive t ra jec tor ies  when t h e  reference  point approach in appl ied  interactive i terati-  
m s  resultinq in a ~ c h  unacceptable t ra jec tor ies  ere  m fac t  useless, and if they are 
many t h e  method may fail. We present t w o  approaches t o  accomplish smooth 
trajectories. Results f rom numerical experiments ere presented as  well. 
2 The n f a n n e  point epprmch 
We h a l l  now briefly review the  reference  point approach for multicri teria linear 
prooramming (MCLP'I as  presented in Kellio e t  el 111. L e t  A be m Rmxn , C in 
Rpxn , m d  b in Rm and cmsider  a multicriteria linear program 
where t h e  decision problem is t o  determine a n-vector x of decision variables 
s a t i s f v i n g  (2 )  and (3 )  end taking into account t h e  p-vector q of objectives defi- 
ned by (1). We assume tha t  each c o n p m e n t  of q is desired t o  be  as  laroe as  
possible. 
What we call  a r e f e rence  point ur reference  objective is a suggestion q by the  
decision maker ref iec t ino  in some sense an aspiration level for t h e  objectives. 
Acccrdinq to Wierzbicki I & / ,  we cons~der  far a reference  point 4 a penalty scala- 
r izho function s'q-i) defined we: the  s e t  of objective vectors q. Characterization 
of functicns s, which result  in Pare to  optimal (or weakly P a r e t o  optimal) minim]- 
zers  of s w e r  attainable points q is given by Wierzbicki. 
If we regard the  fuction gq-$ as  t he  "distance" between the  points q and q. 
t hen .  i n tu i t~ve lv ,  t he  problem of finding such a m~n imum point means frnding 
among the  Pa re to  s e t  t he  nearest point 6 t o  t he  reference  point q. H o w ~ v e r ,  as 
rt will be clear later,  art function s is not necessarilv re la ted  t o  t h e  usual 
m t i o n  of distancc Having this intemretat ian in mind, the use of reference paints 
o p t i m i z a t i o n  may be vicwed as a way of guiding a sequence { E f k )  of  Pareto 
points  generated f rom the sequence {ek]  of reference objectives. These sequen- 
c e ~  will be generated in an interactive process end ciuch interference shwld result 
in m interestina set of attainable points Gk. I f  the sequence{ Bk ) converges, the 
l iml t  point may be seen as a solution to  the decision problem 
We shall apply a practical form of the penalty scalarizinq function s(w), where 
minimizat ion results in a linear proqramming farmulation. We denote w r q - 'q, 
for brevitv. Our function is given as follows: 
s ( w ) =  - m i n  {pm;in w i  , w i  1 - E W .  
H e r e  c is an erhitrarv penalty coefficient which is greater than ar equal t o  p 
end E = ( E 1.E 2 ,  .... E is a nonneaative vector of parametere I f  p= p, then 
(6) reduces t o  
i.e. the mintmum of s is attained accudinq to  the wmst case cr i ter ion max -wi 
cu rec ted  with a term - E. WIG (which i8 small i f  ~i is small for each i). 
The reference point optimization problem when the scalarizing function ( 4 )  is 
applied is the following linear proqramming problem Ill: 
find so. s. v. w. and x t o  
! 6 i  s u b j e c t  t o  so 
y - E W  
- y - y w  = 0 
T - c v 1  
- Y Y -  = 0 
- w +Cx = 6 
Ax = b 
s o ,  s a n t  x n o n n e g a t i v e .  
Here Y = (1, ? ,.... 1)  and s = !sl. 52, ..., s,,lT are p-vectors, and bo and y are 
sca l a r s .  One  may show 11.1 t ha t  i f  E > 0 then the  ootimal solution q = Cx is 
Pare to  op t ima l  
3 A feasible initial solution 
Consider an interactive iteration. After t he  new reference  point has been inser- 
t e d .  a natural idea for solvinq the  result in^ problem (5) - (10) is to  sta;t ( the  
s implex method) with the  ~ t i m a l  basrs obtained from a preceeding interactive 
Iteration. (Now 0nlv the  rloht hand slde has been chsnqed.) The drawback of thl: 
eooroach  is t ha t  this initial basis usually is infeasible. Therefore Phase I of  t he  
s implex method would be needed, at  t he  end of which the  resulting feaslble 
solutirm m v  be rather far from optimal. To avoid the  clifficulty caused by lnit la1 
infeasibility, several aoproaches may he considered. F ~ r s t .  i f  an (mt ima l )  feasible 
basis is available for reference  point $. and i f  G* is the  reference  ooint currently 
under consideration. then we mav parametrize the  reference  point 4 = 6l + 
@!c2 - 5') lettinq the  parameter 6 Increase from O to  1. Standard parametric 
promammino startinc, with 8=0 v~ould be applicable to  solve the  problem for 8=! 
( i e .  for 4 = q2). The tes ts  (with a model mentioned below) concerninq this appro- 
ach. however. showed sometimes unsatisfactorily slow convergence (i.e. a very 
l a r g e  number of basis chanoes were needed for parametrization). Second. the 
dual simolex m e t h d  coulc' hav? b ~ e n  aoplled for reootimizatlon. but scftware 
was  not  available. For these reasons an alternative approach was considered. In 
this cese a previouslv obtained (ootimal! feasible b a s ~ c  solution is emplovef for 
cmstruct~no for the  oresent problem a feasible (typically nonbasic) solutlon and a 
related basis. Standard procedures are  then applied to  find a feasible basic solution 
and then Phase 11 of the simplex method is executed. Vle shall now describe. 
how t h e  initial solution can be constructed, and thereafter.  we demonstrate the  
performance of this aporoacn by numerical experiments. 
3.1 Construction of an initial solution 
Let us assume tha t  vle have an ootimal basic solution ( s ~ ,  s*, y*, w*, x*) for 6 
reference ooint q* of oroblem (5' - !I@?, and consider the  new reference  point 6. 
Let ? = x* > I! so that A: = b. Define 5 to  satisfy (8) for x = so that w = 
- 
Ck - 6 . In order tc? satisfv the  constraints ( 6 )  and ( 7 ) ,  oiven w = 1 and VI = G. 
we deflne the  values for y. 5, and 5 as  follows: 
O n e  ma\, readilv check that io 2 O and i 2 0. In summarv, our construction 
has resulte? in a solution 'i,. 5. ;, c,. which is feasible for problerr ( 5 '  - '1.0) 
when the  current reference  point 6 is applied. 
Obv~ouslv  this solution ma\* not be a basic ~olutror. ,  and our next task is t o  
def ine  2 related initial basis. This of course may be done in several wavs. A 
n a t u r a l  choice is the  hasls whrch we obtained a t  the  optimum for reference  
oohlt q*. I f  the variables y ~ n d  w are in this basis (which 1s a cond~t ion easy to 
satisfv. because v end w are free variables! then t h e  onlv nonbasic v a r i ~ b l e s  
belno e t  a nonzero  level a t  the initial solution (Bo. i . 7. G;.. 3 are among the 
slacks so and 5. Thus onlv the  values of these  nonbasic slacks have to  be se t  t o  
s t a r t  solution. 
5.2 Numerical results 
Because we m e  waking interactively with t h e  decision maker a t  t he  terminal it 
IS verv impu ten t  t ha t  runs are completed as fast  as possible. The  purpose of 
t h e  numerical runs was to  mvest~gate  the savings in computing t ime (and in the  
decision maker's waiting time for solution a t  each interactive iteration) when the  
approach above was mplied and competed with the  naive approach where an 
initial basic solution is employed. 
T h e  model ueed for tests is e dvnamic linear proqramming model of a forest 
s e c t o r  (ie. a model of forestry end forest industries). There are approximately 
700 v a r ~ e b l e s  and 550 rows in the 8 period model which has two trajectory 
objectives: industrial profit and forestry profit. ' lo study the  efficiency of our 
approch  we performed experiments with five different reference  points. These 
reference  trajectories have been illustrated in Figure 1. An optimal basic solution 
cu respmdinq  to  trajectory qC (of Fiqure 1)  was employed to  cms t ruc t  t he  initial 
fe~sible mlution (and basis) for each of the  five trajectories. The same basis was 
used to  s tar t  t he  naive approach for comarison.  
. . 
i r e  1 The reference t r a j e c t o r i e s  ji = (i;, 6;) used i n  
experiments i = 1 , 2 . 3 . 4 , 5  and *. 
Table 1 shows the rsml ts  of the experiments. It reveeb both the to ta l  CPU 
t i m e  (on a VAX1780 computer when the MlNOS code 121 was umd) to  find an 
opt imal  solution. Also the number of simplex iterations is ind~cated. The CPU 
t i m e  includes a problem at up t ime which in eech case (end for both mproac- 
hes) was between 32 and 33 mcands. 
Table 1. Solution t ime ( in CPU-seconds\ and the number of i'terations 
for the naive approach (N) end the cmstruct ion approach (C). 
Re f e r  e n c e  0 seconds  l t e r a t  i o n s  
t r a j e c t o r y  N C N C 
q 1  38 l r 3  13 19 
T o t a l  597  373 6 9 5  405  
We may conclude from Table 1 that  the naive approach ta4es w e r  50 percent 
more CPU t i r i e  then does the approach of Section 2.1. I f  we consider only the 
time required for iterations then the naive approach more than dcubles the requl- 
r e d  CPU ttme. I n  only m e  case (the f i r r t  one' the naive approach was superior. 
In this c a e  (due to similarit ies in the reference trajectories between q* and ql) 
the ini t ial  3asis was ah0 feasible fur the naive epproach. 
4 Smoothing the trmjebaiss 
D u e  to  properties of extreme point solutiont, a drawback of dynamic LP is that 
the cptimal trajectories tend to fluctuate w e r  time. Because of the existence of 
mu l t ip le  optima the trajectories even can be randomly placed. This does not 
appear desirable to a decis~on maker who has chosen a reference point with 
smooth growth for instance. A standard way to  avoid this problem is to  restr ict  
the derivatives of the trajectories. This may be d m e  by e t t i n g  hounds either an 
reletivc a absolute change from m e  period to  the n e x t  I f  both lower end upper 
bounds me used then for a T-period d e l  2T additional constraints (which are 
not the type of simple rpper bounds) me meded for each trajectory to  be smoot- 
hed. 
Another approach for smoothing is to rest r ic t  a trajectory to a linear combination 
o f  a f ini te numher of predetermined smooth trajector ieg Such linear combinati- 
ons are supposedly smooth as well. The gmerat ing Wajectaries m y  be drawn 
individually for each application or some general approaches (e.q the one presen- 
ted h Section 4.1 below) may be used. The numher of additional constraints nee- 
ded fcr & trajectory * T; i.e. the increase is m l v  m e  half compared with the 
a l ternat ive ahwe. Furthamore, the loas in aptimelrty (due t o  additional const- 
raints imposed f a  smoothing~ can be neoligible given that  the number and shape 
of generating trajectories is properly chosen. On the other hand, bounds on deri- 
vat ives may lead to an undesired loss in optimality *en t h e e  bwnds are t ight 
enough to guarantee reasonable smoothness. 
I n  t h e  fol lowing we applv smoothing to the trajectories of objective& First, we 
applv an approach which in fact does not rest r ic t  but relaxes the u i g ~ n a l  prob- 
lem. Second, we present m e  way of applying generating trajectories for smoot- 
hing. Finally, we discus some numerical experiments with t h e  approaches. 
4.1 Adjustment approach 
When the trajectory represents income !as is the case for forestrv end for industrv 
profit) an eff ic ient approach f m  smoothing is to allow adjustment through saving 
and barowing. We c m  thu8 save part of the profit from m e  period to the next 
one u vice versa. Accudingly, equation (8) becomes 
Here the components of decision vector v refer  to  bmawing and mvestments 
wer cmsequmt period& The matrix D transforms the effects of t h e  activities 
into hcome trajectories simultanewsly a c c a ~ n t m g  for interest r a t e s  I f  the barro- 
wing and saving interest ra tes  are agumed equal (as we do m experiments below) 
thm a 8ingle non-sign-constrained compment of v may r e p n k n t  both saving and 
b p t o w i r ~  Otherwise, interest ra te  fo: barrowing has to be greater than than for 
saving (to avoid vnbwndedmss), end repmate nonnegative components of v are 
needed for these two activities 
4.2 Generatinq approach 
An alternative for representing an objective trajectory as a linear combination of 
smooth generating trapctories is an expansion similar to the Farrier mries. I f  
qk(t)  is the kth (mdoge-neous! objective trajectory we impose the following rest- 
riction for each t ( t  = 0, 1, ..., T-1) end k (arppretuing k): 
Here  d ,  a ,  and b, (for each j) are free variables to be determined by the w t i -  
ma1 solution, and T is the numbe: of time periods in the model Truncation of this 
expansion 'which may be dependent on trajectory k) determines the number of 
generating trajectories, for each Lc The larger this number is the leas restrictive 
is (151 end on the other hand, the less 8mooth may the (aptimal) trajectory qk(t) 
be. 
4.3 Numerical experiments 
The a~pmaches of Sections 4.1 and 4.2 were tested in six different cascs for the 
forest sector model of eight periods. In the generating approach we used five 
different  cases varying in the number of generating trajectories Case i, for i = 
1, 2, ..., 5 ,  involves the first i terms (includ~ng the time-independent term d) of 
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Figure 2.  The t r a j e c t o r i e s  o f  the adjustment approach and the 
generat ing approach (Cases 1, . . . . 5) comaored t o  
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Figure  2 .  (Continued) 
the expension (15). We also present the original (non-smwthed) trajectories as 
well as the results from the experiments w i th  the adjustment approach in Figure 
2. Table 2 s5ows the loas of optimalitv r e w l t n g  f rom the smoothing approach. 
F r o m  these fiovres we may conclude that  uwal ly  the a i q i n a l  optimal trajecto- 
ries are rather ummooth wi th  spikes. The trajectories f rom the adjustment appro- 
ech bcheve ideally and (due to relaxation) they ere wper im to  other t ra jector ier  
However, the generating approach yields variable r e w l t s  dependin? on the num- 
b~ of terms included in the truncation. The effects of the fluctuations in  sin end 
c o t  terms become unaatisfecuy when the number of terms b s c o m s  large. Such 
effects m y  be recoqnized in some of the Cases 6 end 5. Summarizing the re -  
sults, t h e e  terms seem to  be sufficient for the generating approach t o  smooth 
trajectories. 
Table 2. The maximum deviations max - w, for six runs 
and f m  three approaches: original nmsmoothed, generating (case 3) 
and ad j u s t m n t  mproach  
R u n  O r i g i n a l  G e n e r a t i n g  A d j u s t r r e n t  
a p p r o a c h  a p p r o a c h  
1 - 6 0 0  - 6 0 0  - 903 
5 S m r y  end  c o n c l u s i o n s  
Related to  the reference point approach ( in particular, for t ra~ec to ry  aptirnizati- 
on), we have explored two questions: (i) how t o  reduce ttg waiting t ime for a 
new P m t o  c p t ~ m a l  solution when the reference point is changed, end ( i i )  how to 
cbtain smooth objective trajectories w i t h a t  significant loas in  Pareto optimality. 
Our approach for the first question is t o  empiov Pareto solutions obtained in 
preceeding iterations for m s t r u c t i n g  feasible ini t ial  solutions to  the reference 
point q t ~ m i r ~ t i o n  problem. Compared with a naive approach starting with a pre- 
vious Pareto ap t~ma l  bes~c solution considerable cravings in computino t ime were 
ohtaiqed. 
For smoothing we applled two approaches: one, where adjustment on trajectories 
b d m  via borrowing and mving and another where the objective is restr icted to 
e linear combination of predetermined snooth trajectories. The latter approach is 
qeneral lv applicable, whereas the former m e  may be applied only when saving 
and burowing have a meaningful real l i f e  interpretation. 8 0 t h  approaches were 
succesrfully demonstrated with a number of numerical run& 
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INTRODUCTION 
The reference level approach :I] has been shown to be an appropriate too: 
for studying conl%cting 0b~ec:ives In p rac t~ca l  d e c ~ s ~ o n  situations ;2] A software 
package (Dpnam~c Interactive Decision Analysis and Support System or Dl3ASS) 
based on this approach has been developed a t  IlASA to  analyze linear and non- 
linear multiple-criteria optimization problems 
T h ~ s  paper describes another expermen1 w t h  the reference level approach, 
this tune *nth the energy supply model MESSAGE [3] In ~ t s  original form , MES- 
SAGE is a dynamic hnear programming model with the (smgle) objective of 
mimmizing the total discounted costs of meetlng a se t  of energy demands over a 
glven tune horizon The expe r~men t  described here shows tha t  lt 1s possible to  
take into account more than one objective and thus to  study the interplay 
between costs and other factors such as import dependence-the need to develop 
~nfras t ruc ture  and so on 
The rnaln purpose of t h s  paper is to  describe the use of a new methodology; 
the da ta  d e h n g  the MESSAGE rur. serve only to illustrate the method and their 
policy i m p l ~ c a t ~ o n s  are therefore not dscussed here 
To test  whether the reference level approact.. could be use6 to gecerate 
eff~clent energy policles we used the energy supp!? model YESSAGE to study 
energy supply pollcles for tne countries of :he Europear? Econornlc Community 
( E C )  [L] over the perlod 1980-2030 The m a r  alm of ? n ~  model is to mee: the 
predicted demand for secondary energy by mai-upuatlq the vector of annual 
consumpt~on of resources, the vector of energy productloc, and the annual 
lncrease In energy-producing capacltv The feastble se t  1s determined malnly by 
strategies for the supply of prunary energy resources vla a menu of possible 
technologies (see F~gure  I j 
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Figure 1. Schema of the energy supply model MESSAGE. 
The resultmg optlmlzat~on problem can be formulated a s  a standard 
dynamic linear program A detailed description of the formulation is glven In the  
Appendix. 
I .  State E q u d b n s :  
where 
y 1s a vector of state variables 
u 1.6 e vector of control variables 
2.B a re  metrices of input data,  
( n  . ,n, ) . (m,.  . . . .m,) are  sets of mtegers which characterize time 
lags m state and/or  control variables 
T 1s the  length of the pla- period 
2. Consbmnts: 
where 
t  =0.1. .T 
5. a re  matrices of input data,  
f 1s a vector of mput data 
3 Bounds 
Upper and lower bounds on the  control variables u ( t )  and on the  state vari- 
ables y ( t  ) a re  also specified 
where t=0 . : ,  . . . .  7 
4 .  Banning Period: 
The plannmng period is fixed ( T )  and the mtlal  state of the energy system is 
also glven 
The performance tunctlon for the scalar case has the general form 
where a and b are ~ n p u t  vectors 
The followmg scalar objective function, wtslch reflects the total &scounted 
costs of energy supply, was orlglnally used m MESSAGE [5] 
where. 
T = !i 
J ( u ( t  )) = J ( z ( t ) , z ( t ) . r ( t  1) 
z ( t )  IS the vector of energy production 
e ( t  ) 1s the vector of annual increase in energy-producmg capacity 
r ( t  ) IS the vector of annual consurnptlon of resources 
pi are d~scount factors 
a, are vectors of annual cost coeff~cients 
The soiution of eqc (6) under con&tlons (1) - (4) will be described as prob- 
lem S. 
To unprove our analys~s of the declsion sltuatlon we decided not s~mply to 
mmmlze a single aggregated function at  the end of the pl- perlod b u t  to 
mmrmze the trajectory of c e r t u n  mteresting criteria As a test we considered 
the problem of simultaneous rmnimization of the un&scounted costs J c o a r ( t ) ,  
the amount of coal extracted r C o a ( t ) ,  and the volume of oil imported r , u ( t )  for 
each tlme penod T h s  leads to the f o l l o w  vector of 33 criteria: 
where. 
rod ( t  ) and tau ( t ) a re  subvectors of the vector r ( t  ) 
The minimization of vector ( 7 )  under constraints (1 ) - (4 )  4 1  be described as  
problem K:. T h ~ s  represents a situation in w h c h  we wlsh to mmmize  both 
current costs and the  use of fossil fuels in the production of energy We also 
analyzed a shghtly different problem in w h c h  both the overall costs (6) and the  
amount of coal extracted and oil imported are  minimized. T h s  gives an objective 
vector with 23 components. 
The mlnlmizatlon of vector ( 8 )  under constraints ( 1 ) - ( 4 )  will be denoted a s  
problem K,2 
The general mathematical f o r m d a t ~ o n  of the h e a r  multiple-criteria prob- 
lems M I  and K,2 discussed above IS as follows: 
Let A be in Rmm , C In RPm, and b m R m .  If q 1s the vector of criteria (such 
as ( 7 )  or ( 8 )  ) and z t he  joint vector of states y and controls u 
Lk =q 4 min 
A r = b  
2 5 0  
The re fe rence  or  asprat lor!  !eve1 approa,:h IS t b e r  use<  to  a m i y z e  pro>leE 
(9)  
REFERFN CT LFVEL APPROACH 
The re fe rence  :or  aspiration ) level o r  t ra jec tory  1s a s q g e s t i o n  q m a d e  by 
t h e  d e c i s ~ o n  m a k e r  reflecting in some s e n s e  t h e  ou tcomes  deslred by h m .  In 
L h s  c a s e  the  Lrajectorv of 011 ~ r n p o r t e d ,  coai  e x t r a c t e d ,  a n 2  cosrs over t h e  plen- 
nlng period 1980-2036 Accora~ng  to W ~ e r z b ~ c k !  j L], we m u s t  first define a partla: 
ordering In the  ob lec t~ve  space  t h a t  corresponds LO the  n a t u r e  of t h e  probien: 
This m e a n s  t h a t  for two trajector ies  q, and  q~ we may say for example tna t  t r a -  
jectory q ~  1s not worse than  q~ 1:. q n ( t )  s q B ( t  j for all t E [ a .  T] When speclf!.- 
;ng t h e  re fe rence  t rajectory ij we Introduce a reiat!ve ordering In t h e  oblective 
s p a c e  - we c a n  de te rmine  which t rajector ies  a r e  bel:er o r  worse a s  thar, glven 
re fe rence  t rajectory ( see Flgure 2) There a r e .  of course ,  trajectories t h a t  a r e  
ne i ther  b e t t e r  nor  worse 
The re fe rence  t rajectory optlrnlzabon problem c a n  then  be formulated a s  
follows 
Orven the  r e f e r e n c e  tnz j ec to sy  Q ,  f ind  e Psre to -op t ima l  t r n j e c t a r y  $ w h i c h  
is a t t a m a b l e  a n d  m s o m e  s e n s e  r e l a t e d  t o  the  r e j e t e n c e  t r a j e c t o r y  ?j 
In prlnclple . two s ~ t u a t ~ o n s  can  arlse 
( a )  Reference  t r a j e c t o r y  g is attaznnble . i . e . .  the re  is a n  admls s zb l e  deczs ion q 
fo r  whzch q = Q ( i e ,  the re  a feas ib le  z for w h z c h  Cz = q  ) 
( b )  Re.ference  t t a j e c t o r y  q 7s n o :  a t t a i n a b l e ,  i , . e . ,  for  eve -  d m i s s i b l e  dec l -  
szon 9 is unequal t o  0 
F ~ g u r e  3 i l lustrates  t h e  two s l t u a t ~ o n s  ( a )  and  (b) for t h e  s ta t l c  two- 
dimensional case  In problems (7)  and  (8). t h e  drnenslonal i ty  of t h e  p rob lem 1s 
increased a c c o r d ~ n g  t o  the  number  of t lme s t e p s  
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Qure 2. Orderlng In the trajectory space 
Slnce the reference trajectory expresses the  outcomes that  a r e  des~rable  
for the declslon maker.  l t  IS reasonable to propose the following solu t~on.  
( I )  It u reusohable to r e g u l t e  that  the method  proposes d y  n o n z m p r w o b l e  
d e c u w n s  z e on ly  s u c h  objectzves that the set of a t tmnable  objectzves 
be t t er  t h a n  $ u e m p t y  ( o b j e c h v e s  sn the  F a r e t o s e t ,  dashed lsne sn Fzgure 
3) 
(11) I n  t h e  case (a)  it is reasonable to  i m p ~ o v o  all components  of the per- 
fomance  vector  crs m u c h  as possible but in a sense equi tnbly  , tha t  IS to  
m & m u e  a "utili ty" -s ( q  T-) of smproving q over ?j 
( I l l j  I n  the case ( b )  i t  is reasonable to find the attainable objechve I n  the  
Pare tose t  tha t  is in a sense "nearest"  t o  q ,  that  u to manamaze a " d i s t m c s "  
s ( q  - q )  for all q E np 
(a)  Objective Space 
92 1 
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F q p m  3. Interpretation of the reference level approach m the objective 
space ( p A  is an attamable reference point, i jB and pc a re  umttmnable refer- 
ence pomts). 
Attainable Objectives 
-" optimal " decision 
WORSE 
DECISIONS 
The basic technical problem is to determine whether the situation is 
represented by case (a) or case (b) for a specified q .  To avoid t h s  difficulty, the 
concept of an acbevement scalarizing function has been introduced by 
Wlerzbicki. The properties of the acbevement  scalarizing function are such that  
the  result of the minimization. 
sat~sfies ail the -equ-enen'..; :!?-:ill: specified above The general 3roper:ies c: 
such functions are d1sc;lssed hy W~erzb~clu elsewhere :I. :E l  and:7] 
3 e  following form of the achlevement scalarlzlng function s ( q  -P) has the 
advantage that  muumzatlon result5 In a hnea: programrmng fo rmula t lo~  121 
Here p IS an a r b ~ t r a r y  penalty coefllclent whch  1s greater than or  equal to 7 
and E = ( c ~ . E ~ . .  . cp ) 1s a nonnegative vector of parameters ( t h s  guarantees 
str lct  Pareto-opt~mahty if E > 0) 
We also dedne q=(q,  -g,)/y.. for s=:.2 ...., p where 7, a q, and y, (S17e;-ent 
from 0 )IS a scalmg factor, cnosen by the  user T h ~ s  caling factor 1s mtroiaced 
not In order to welgh; d~fferent object l~es ,  but to make thelr influence mdeper:- 
dent of t h e n  phys~cal umts and t h e u  scaie 
?he set Sr(g') I a \ q  . s c w ) i i  , w =(q +)y-' . for a given scalar s" 1s called I 
the ievel set  of the scalanzlng functlon, here 7 1s a d~agonal m a t r z  of scal~ng 
factors yi. The d u e n c e  of s c a h g  tactors is illustrated m Flgure 4 for functlon 
( 10) and the  case p-7, , c=O 
Usmg these d e h t ~ o n s ,  the problem of mmmuzmg of (10) over the attaln- 
able points q can be formulated as a h e a r  programrmng problem For t h ~ s  we 
denote v=(q-~)y- I=(&-q)y- '  and introduce an a h a r y  declslon varlabie 
y =z -m. The resultmg LP IS 
rmn s (w ) = rmn y -c v y - m 4 O  . for OLL t. y -Ewiro 
w c W  i 1 
V C R  
I :::) 
w I -pu -Cr=q . AZ = b .  x i 0  is the feas~ble set  for w .  T h s  problem 
can be solved us~ng any commercial LP system 
4. Level sets for achevement scalarizing function (10) for e=O, p- ,  
and various scahng factors. 
COKPUTW WLEMENTAfiON 
The software for the energy supply model MESSAGE [3] has been comblned 
m t h  the DIDASS package for  hnear rnult~ple-crlterla reference p o u t  opt~mlza- 
tlon to  produce a system capable of solvmg the problems o u t h e d  above The 
comblned structure of the energy model and the  m u l t ~ p l e - c r ~ t e r ~ a  software 1s 
glven In Flgure 5 
The rum of Plgure 5 1s to  explaln how a model ( e  g , the energy supply 
model) may be used In conjunct~on with an ~nteract ive  mul t~ple-cr~ter la  analysls 
procedure The left-hand s ~ d e  of Flgure 5 glves the usual stages In a computer 
Rgure 5. The combined structure of the  energy modei and the DIDASS 
package for the mteractlve gene ra t~on  of eff~cienl energy supply strategies 
run of KESSAGE In the combined case, however, the MPS lnput format file must 
be prepared accordmg to the formulat~on of the mulbple-criteria problem for 
large models such AS MESSAGE, the orlg~nal matru.  generator must be altered 
(Matrix Gener 11) to  modify the MPS input format file in t h s  way 
The r~ght-hand side of F ~ g u r e  5 ~llustra:es the mu1:lple-crl:erla o?t:rr~izatlor. 
procedure T h ~ s  beglns *nth an mteractive 'eCitor" whch  1s used to define the 
trajectories of various c r l t e r ~ a  and t c  marupdate the reference trajectories 2nd 
the sca l~ng factors (lpmod) 
In the next step,  the preprocessor (Iprnult, ~ r ,  Figure 5) converts the 
prepared KPS lnput format file Into a single-criterion equ~valent (11)  Ths  
sq le -c r i t e r ion  problem ls solved with the MINOS system :9] A postprocessor 
(Ips01 In Fqure  5 ) extracts  selected informat~on from the LP system output We, 
computes the values of the objectives and d~splays  the information to the dec:- 
sion maker Tine decision maker can then change the reference trajectories on 
the b a s ~ s  of t h s  information. and possibly on the basic of experience gamed in 
prevlsus sessions, i o  generate new efficient energy supply strategies which he 
can analyze In the next iterahon 
COMPUTATIONAL EXPERIENCE 
Vie tested the comb~ned software by applying it to one of several scenario 
runs for the EEC-countries [ 4 ]  for the planning period i9BG-2030 under the con- 
ditlons of problems M1 and M 2  
The hrst  m a n  result was that  it was necessary to scale the components of 
the objective vector so that the numerical values of the components are of the 
same order of magnitude (~ndependent  of their physical unit) I f  this 1s not done 
the solution of ( i i )  1s dominated by the trajectory whose components have the 
largest numerical values and the other trajectories are virtually lnsensltlve to 
changes in t h e u  reference trajectories 
In problem MI we experimented with different scaling factors for the cost 
te rms because the numerical values for coal ex t r ac t~on  and oil imports are of 
the same order of magnitude, whle the figures for costs are greater  by a factor 
of 10' We therefore usec ihree a d e r e ~ t  sets  of L;?&.LI (actors !CT ;kp Ts: 
eleven components of vector (7) 
The problem k;l IS salved for  the three se ts  of scelr& factors (1-111) and for 
given reference t r a ~ e c t o r ~ e s  for costs coal extraction, and oil Imports Figure 6 
illustrates the reference traJectorles and the correspondm.g efficient trajec- 
tcrieo [Ftesponse) obtalned m each of the t b e e  cases 
For case (!) the coal and oll trajectorleo : Flgure 6b 6c) are  afiectec o u y  
very sllgntly by the correspondmg reference trajectories, the coal response 
even reach~ng the upper bound (Figure 6b j T'ne solut~on IS fuhy dominated Sp 
the cost response and follows the cost reference trajectorv Increasmp Lne 
values 7) = ' )2  = = y l l  reduces the lnduence of the cost terms,  and for case 
{III) the coal and oll responses follow the correspondmg reference trajectories 
ewactlv w t h  a shght vertlcal dsplacement (see  F~gure  6b 6c) 
The trajectaries s in Flgure 6 ~ n d ~ c a t e  he solution of problem S m t h  the 
scalar objective funct~on (6) - ~t 1s mterestlng to  compare t h s  with the  mu1ticr:- 
Lena case 
The problem descnbed above conslsts of 71: rows and 761 colcmns. One 
run of the equivalent slngle LP problem on a \'.AX w~thou t  an old basis from a pre- 
vlous sesslon takes about 90 mm CPI; tlme, if an old basls is available the LP 
soluUon takes between 25 sec and :2 mm C?C tune L;s~ng tne current version of 
the preprocessor ( lpmul t~) ,  the m o u c a t i o n  of the MP3 Input format Ale takes 
from a7 sec to 5; sec CPU tune 
We also analyzed problem M2 ustng the  new software. Flgure 7 presents the 
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mure 6. Experunents vnth dlflerent scaling factors y, for the cost te rms 
(see set ( I ) - ( 1 1 1 ) )  in problem K: w ~ t h  p = p = 33 , E =  :04 Here s 1s the solu- 
tion of problem S m t h  the scalar objective function (6)  , given for comparls- 
on 
(a) Trajectories for the undiscounted costs JcOst ( t )  
(b )  Trajectories for the  use of coal re,, ( t )  
( c )  Trajectories of OII Enport policies rO, ( t )  
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results obkuned for M2 assurmng the same  reference trajectorles for coal 
ex t r ac t~on  and 011 Imports as  in problem M1 (see Frgure 6b. 6c) The scahng fac- 
tors corresponding to vector (8) are as follows 7, = 104 7~ = 7, = =72j = : 
The reference polnt for the cost function 1s the scalar solutlon ;s), whlch 1s also 
~l lus t ra ted  for the other objectives The reference trajectorles can be inter- 
preted as follows After a transition perlod endlng in 2015 the dec~slon maker 
wtshes otl lmports to a level ofT a t  350 mlll t / yea r  and coal extraction to remain 
approximately constant just below the upper bound. The reference pomt for the 
overall cost of supplying energy 1s assumed to  be given by the scalar solution 
At the scale used in Flgure 7 the responses of the efficient trajectorles for coal 
and oil appear to be identical wlth the reference trajectories they actually 
Com F u m ~ o n  (mi +r 
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Flgure 7. Effic~en: t rhjrctor les  for the  problem 512 
a ~ f f e r  b;' a constan! value o; a p p r o x ~ m a t e l \  1Z The resultlng over&! costs a r e  of 
course higher than In the  scalar  case After studying the solutlon on the  basls of 
plots and printouts the declslon maker  w11 e l ther  be satlsfied wlth t h s  s t ra tegy  
or  he ~ - 1 l 1  not. ~f he 1s no t  satlsfied he should change  the  re le rence  t rajector ies  
a n d / o r  the s c a l ~ u  factors  before starting t h e  next  sesslon 
SUMMARY AND CONCXE70KS 
Th~s appl~catio:. has once agam showr :.e -eferer,ce level approach to be a 
useful tool for analyzmg situations w t h  confic:ing o>ject:ves In a d d ~ t ~ o n  the 
program package DIDASS seems to 3-  flexlbie encugt: to i!lcnT gcod =on:roi of 
the behanor  of tt.? attamable tra!ec:ones 
Further work should be done to Improve the "user-friendl~ness" of the 
software There are three ways of achevlrg t h s :  
- speedmg up the modlAcat~on of the L!PS Input format N e  by Lmprovlng the 
preprocessor (Ipmulti) 
- speedmg up the solut~on of the equvalent LP problem 
- includxq the hsto-y of tne Lnteractive d e c ~ s ~ o n - m a v ~ n g  process by d~splay- 
~ n g  the  sequences of references and obtalned objec:lves vlsually 
The authors w s h  to thank Andrzej Wierzb~ch for the uutLalrzatLon of t h  
work and very helptul comments. 
For the e d ~ t u q  tor grammar and connstency we want to thank Helen Cask- 
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AWENDM 
T h s  appendlx g~ves  examples of equations of the type (1) and (2) taken 
from the energy supply mode; 
1 State Equation 
Capacitus of Technologzes 
c ( t )=c  ( t  -1)+5z ( t ) -5z ( t  -6) . t =  1.2 . . . . .  1; 
where 
z is the vector of annual additions to capaclty 
t -6 reflects a 30-year service life 
Resource Balances 
s ( t ) = s ( t - l ) - + ( t )  , tZ1.2 , . .  i: 
where 
s 1s a vector of reserves (stocks) of prlmary energy carriers or man-made 
fuels 
r 1s a vector o! annual consumpt~ons of primary energy 
I1 Constraints 
D e m a n d  /Supply Balance  
k : t ) > d ( t ) - H : t )  , t = : . 2 .  1: 
where 
D IS a mat r lx  descrlblng supply/dernand pa ths  
x IS a vec tor  of annual supply acUvitles 
d 1s a vector  of annual secondary energy demand (exogenous inputs) 
H 1s a mat r lx  of coefficients for secondary eRergy Inputs t o  technoiogles 
where 
B, a r e  m a t r l c e s  d e f i m q  load regions and t h e  availability of technologles in 
t h e  load regions, 71 = : .2  , . . ,  n3 (Input data)  
Buald- Up Const tazn!  
where 
6 IS a diagonal matr ix of growth p a r a m e t e r s  (Input) 
g IS a vector of s t a r t u p  values allowlng 2 to  r e a c h  positive values from zero  
Build- Up Constraint  
where 
G U B  ( t  ) IS a vector  of absolute upper  limrts ( Input  d a t a )  
1,  is a s u b s e t  of the s e t  of t echnolog~es  
Resource Consumptwn. 
where 
G 1s a blnary matr lx w h c h  aggregates  resource  c a t e g o r ~ e s  
Q,, Q2, Q3 a r e  mat r lces  of parameters  describing t h e  s p e c ~ f i c  consumption of 
resources  by conversion technologies ( input)  
Resource Eztractlon 
where 
GI is a matr lx  for aggregating lndlgenous resource  categories  {lnpo: data)  
p is  a vector  of annual p r o d u c t ~ o n  llmlts for each  type of resource  (exo. 
genous lnputs)  
DYNAMIC POLYOPTIMAL CONTROL OF 
MULTISTAGE PROCESSES 
J.  Gutenbaum and A. Codziriski 
Systems Research Institute, Polish Academy o f  Sciences, Warsaw, Poland 
1. In t roduc t ion  
Prom observa t ions  of l i v i n g  organiems a conclusion can be 
d r a m  t h a t  t h e i r  behaviour i s  determined by mutab i l i t y  and hierarchy 
of ob jec t ives .  A t  the  upper l w e l s  of this hierarchy the  ob jec t ives  
a r e  g e n e t i c a l l y  datermined by mechaniems l i k e  presexvation of spec i e s  
or  "preeerva t ion  of l l f e  of an i n d i v i d u a l n .  A t  lower l e v e l s  t he  
ob jec t ives  determine p a r t i c u l a r  modes of behaviour and e p e c i r i c  
dec is ions .  Those ob jec t ives  a r e  eubjected t o  cont inual  changes. 
The upper l w e l s  e x e r t  e f f e c t  on lower ones by imposing 
c o n s t r a i n t s  on the  freedom of t h e i r  opera t ion .  A c h a r a c t e r i s t i c  
phenomenon occurs:  t he  lower l e v e l  of t he  h ierarchy of o b j e c t i v e s  
is ,  t he  more f requent  t h e i r  changes a r e .  
Concepts fundamental f o r  t he  cons t ruc t ion  of adapt ive  a lgor i thms 
f o r  dec ie ion  making, though based on i m i t a t i o n  of a c t i v i t i e s  o r  
l i v i n g  organiems, do no t  take  i n t o a c c o u n t  t h a t  aspec t  of t h e i r  
behaviour. Those i d e a s  merely took i n t o  coneidera t ion  t h e  phenomenon 
of adap ta t ion  of dec is ion  making a lgor i thms t o  environment changes 
/changes of & mathematical modey while an ob jec t ive  /or  objec t ives /  
of performance w a s  considered inva r i an t .  There  a r e  numerous examples 
of con t ro l  prooeeees, whose ob jec t ives  /performance indices /  as well  
as d e s c r i p t i o n s  /mathematical models/ vary according t o  condi t ions ,  
a t  which these  processes occur. 
It  i s  obvious t h a t  changes of ob jec t ive  func t ions  should r e s u l t  
in changes of c o n t r o l  algori thms.  Systems m.king i t  poss ib le  t o  
r e a l i z e  such a r e l a t i o n s h i p  f  o m  the  c l a s s  of- 
-. Thei r  c o n t r o l  a lgor i thms should adapt  not  only t o  d i s t u r b  
ances having the impact upon the  process  desc r ip t ion  but  a l s o  t o  
t he  changes of ob jec t ives .  
Processes  of t h i s  type inc lude  c y c l i c  ones, cons i s t i ng  of some 
d i s t i ngu i shed  s t ages  e.g; s t a r t i n g  up and r egu la r  operat ion.  The 
process  of s t e e l  production i n  an a r c  furnace ,  with t h e  melt ing and 
r e f i n i n g  s t ages  p' d i s t ingu i shed ,  fu rn i shes  an example of such 
- 
a  process .  Another example i s  provided by the  process of economic 
growth, i n  which the  s t a g e s  of investment ,  production and consumption 
a r e  d is t inguished .  Other type of processee belonging t o  the c l a s s  
considered i s  represented by continuous processes f o r  which changes 
of s i t u a t i o n  t o  be followed by changes of ob jec t ive  func t ions  a r e  
of random nature .  Theee processes can be exemplified by con t ro l  of 
water  systems, i n  which the  occurrence of s i t u a t i o n s  such as f lood 
o r  drought i s  associa ted  with the i n t e n s i t y  of r a i n f a l l s ,  having of 
course t h e  random cha rac t e r  [3], [4]. 
Processes ,  f o r  which the  phenomenon of ob jec t ive  func t ion  
changes performed t o  suit v a r i a t i o n s  i n  s i t u a t i o n  a r e  taken i n t o  
account ,  a r e  ca l l ed  m- ones. P a r t i c u l a r  s t ages  d i f f e r  i n  
ob jec t ive  func t ion  and mathematical model used. Processes  under 
d i scuss ion  a r e  dynamic /processes wi th  memory/. Hence s t a g e s  cannot 
be inves t iga t ed  independently.  The g loba l  so lu t ion  r e l a t e d  t o  a l l  
t he  s t ages ,  has  t o  take  i n t o  account t h e  necess i ty  of t rade-of fs  
among l o c a l  problems defined f o r  i n d i v i d u a l  s tages .  Hence, a poly- 
opt imiza t ion  problem i s  coming i n t o  play.  However, problems considered 
involve dynamic changes of p a r t i c u l a r  ob jec t ive  func t ions ,  as opposed 
t o  conventional  polyoptimizat ion problems, f o r  which i t  i s  assumed 
t h a t  a l l  t he  ob jec t ive  func t ions  a r e  appl ied  simultaneously. It 
should be noted t h a t  t h e r e  a r e  cases  i n  which not  only one objec t ive  
func t ion  but a s e t  of them i s  t o  be used at  every s tage .  
2. Pormulation of t h e  problen: / the  d e t e r m i n i s t i c  case/ 
Assume t h a t  a given con t ro l  process  can be div+.ded i n t o  K 
s t a g e s  > 1 and the  i - t h  s tage ( i = 1 , 2 , .  . .X' ) i s  described by 
t he  fo l lowing s t a t e  equat ions  
x(To) = xo - t he  initial e t a t e  
i - t he  t a r g e t  Bet f o r  t he  i - t h  s t age  
u ( t )  E Ui - the  Bet of admiseible va lues  of t he  c o n t r o l  
v a r i a b l e s  at t he  i - t h  s tage  
I t  i s  aesumed t h a t  t he  camponente of t h e  v e c t o r  u a r e  L2 func t ions  
and the  components of t he  vec to r  x a r e  abeo lu t e ly  continuous funct ion  
2 
with d e r i v a t i v e s  of t he  L c l a e s  
For each s t age  i=1 , .  . . .N an ob jec t ive  func t ion  i s  fonned 
The problem considered cona ie t s  i n  determining t h e  optimal 
/polgoptimal/ con t ro l  f o r  a @ven tL Ie  i n t e r v a l  t E [ T ~ .  'I$] . 
The formulat ion of t h i s  optimizat ion problem i s  i l l u s t r a t e d  with 
Fig.  1 .  
Fig. 1 
3 .  Solution vrocedure 
To solve the problem the t w h l e v e l  structure a h m  i n  Fig. 2 
is used 
Fig .  2 
A t  t he  lower l e v e l  the fo l lowing dynamic problem i s  solved: 
- 
For given x  i-l < Si-l, f, E Si; i = l , .  . . ,B t h e  l o c a l l y  
optimal con t ro l  i s  t o  be determined 
sub jec t  t o  t he  s t a t e  equations given by ( 1  ) and  t < [ T ~ - ~ ~  Ti)  
A s  a r e s u l t  t h e  l o c a l l y  optimal con t ro l  i s  derived.  It i s  
- - 
given i n  terms of "ewitchlng poin ts"  x i - l ,  xi. More over,  t he  
va lues  of the ob jec t ive  funct ion  obtained f o r  theee  c o n t r o l s  a r e  
as fol lows 
A t  t he  upper l e v e l  the po lyop t imiza t im  problem i s  solved. 
- 
It i s  f onnulated n i t h  respec t  t o  t h e  v a r i a b l e s  
xi S. ; i = 1  , . . . ,E. L 
T h i s  problem can be reduced t o  determining of thoee ewi tchl  po in t s ,  
f o r  which- t h e  f  ollorring r e l a t i o n  ho lds  
41 
where d  '> 0 a r e  the  weight c o e f f i c i e n t e .  i 
3.1. The lower-level problem / the  dynamic opt imiza t ion  
It i s  assumed t h a t  t h e  switching t imes Ti = l ,  a m  
known and the  ob jec t ive  funct ion  i s  of the  form 
Under t he se  aseumptions t h e  l owerc l eve l  problem can be formulated 
as fo l lows:  f o r  g iven  xi-, < Si,l and xi< Si t h e  l o c a l l y  opt imal  
c o n t r o l  i s  t o  be determined i n  terms of t h e  Blritching p o i n t s  
Gi , xi t ) = a r g  min fiO(x9 U, t )  d t  
eub j ec t  t o  2 = f i ( x ,  u )  . i 
I t  i s  aeeumed t h a t  a e o l u t i o n  t o  this problem e x i s t s  a n d  i s  
unique. 
The a n a l y t i c  eo lu t i on  of such a problem can be obtained us ing  
t he  maximum p r i n c i p l e .  
For t h i s  purpoee t he  Hamiltonian H i s  formed 
where W a r e  the  a d j o i n t  variables. 
Thi s  Hamiltonian i s  t o  be maximized wi th  r eepec t  t o  u < Ui. 
The r e s u l t i n g  l o c a l l y  optimal c o n t r o l  i s  a f u n c t i o n  of t ime, s t a t e  
and ad j o i n t  v a r i a b l e s .  
The eo lu t i on  obtained i s  e u b e t i t a t e d  i n t o  t he  eyetem of canon ica l  
equa t ions  
4 
= f,[x, u ( x . Y  . f ) ,  q 
Y 
t 9 Ti) 
a Hi 'x, ujx.  wJ , Y = - - -  t), g 
' a x  
This  system c o n s i s t s  of 2n equa t ions ,  f o r  which 2n cond i t i ons  
de te rmin ing  t h e  s t a t e s  a t  t h e  t imes Ti,l and Ti a r e  given.  Hence, 
from t h e  t h e o r e t i c a l  po in t  of riew i t  i s  poss ib l e  t o  d e r i v e  an 
a n a l y t i c  eo lu t i on  t o  t h e  system i n  t h e  fortc 
. 
x = 9 xi, t )  
. E [Ti-1' T i )  
'4 = h(xi- l ,  X i ,  t )  
S u b s t i t u t i n g  Equation (1 4)  i n t o  ( 12), t he  l o c a l l y  opt-1 
c o n t r o l  i s  obtained i n  terms of time and sn i t ch ing  parameters  and 
the  l o c a l l y  optimal va lues  of the  o b j e c t i v e  func t ion  i n  t h e  
parametr ic  form 
3.2. The upper- level  problem / the  s t a t i c  op t imiza t ion  p r o b l e d  
To s impl i fy  t h e  cons idera t ion ,  i t  i s  aesumed t h a t  t he  poly- 
opt imiza t ion  problem (8 ) can be reduced t o  minimizat ion of t he  
g l o b a l  u t i l i t y  func t ion .  I n  o t h e r  words 
1 .  
E 
( x , ,  x-9 * - - ,  G )  = a r g  p i n  / X,€S, --• 
a r e  t o  be determined, where d > 0 a r e  the weight c o e f f i c i e n t s .  i 
The problem (1 6 ) can  be solved us ing  the  dynamic prograruming 
approach. However, from the  computat ional  po in t  of view the  
decomposition method proposed i n  L5]  seems t o  be more convenient.  
It re lie^ on the  f a c t  t h a t  t h e  first term of the  u t i l i t y  func t i an  
q (xl  , .. . '5) depends upon the  v a r i a b l e  x only,  /it i s  assumed 1 
t h a t  t h e  in i t ia l  cond i t i on  i s  given/ ,  t he  second onWupcm xl Pnd 
x the  third on- upon x2 and x and so  on 
'I 
2 '  3 
TO accomplish the  eepara t ion  of i n d i v i d u a l  terms of t he  func t ion  
q(x l  1 .  .. ,%), t h e  a u x i l i ~ z  v a r i a b l e s  vil and v a r e  introduced.  1 2  
S u b s t i t u t i o n  of t he  v a r i a b l e s  vil and v .  f o r  xi i n  t he  1 2  
right-hand s i d e  of Equation (17 ) r e s u l t s  i n  
q ( r ;  = dl l v l l  + d 2  92(v12? v21 ) % 'A pA-1,2' El > (19)  
where 
v 
= ( v l l .  V l 2 ;  v21' V22;  --• ; v l ,  B-l,2i - 
The problem of minimizing t h e  func t i on  q(xl , . . . '5) , xi € 8. 1 
i s  equ iva l en t  t o  minimizat ion of t h e  func t i on  q(v) under  t h e  
- 
e q u a l i t y  c o n s t r a i n t s  
and 
This  new minimizat ion problem can be solved us ing  t h e  Lagrange 
m u l t i p l i e r s  method. For this purpose, t he  Lagrangian L i s  formed 
IF- 1 
where X = ( yl ,..., E-l ) 
- 
i s  t h e  v e c t o r  of Lagrange m u l t i p l i e r s .  
The LBgrangian i s  separab le  /decomposable/ with r e s p e c t  t o  the  
v e r i a b l e s  v i j ,  because i t  can be repreeented  i n  t h e  form 
B- 1 
Assume t h a t  t he  LagrangIan (23) has a saddle point  and i t  can 
be aetezmined as a r e s u l t  of minimization of L with respec t  t o  v 
- 
and then i t s  maximization wlth r e spec t  t o  A .  If this i s  the  case ,  
- 
then a s o l u t i o n  t o  t h e  opt imiza t ion  problem i s  of t he  fo l lowing form 
v = arg max 
- 2 
V .  * r di%pi-~ , 2 ' v i ~ ' ) - A i - ~ v i - ~  , z + ~  i v i l  ] i = l  1-1,2€ 
Such an approach r e s u l t s  i n  t he  p a r t i t i o n  of t he  upper-level 
problem i n t o  l o c a l  and g loba l  ones. The l o c a l  problem c o n s i s t s  i n  
rccomplishing an constrained minimization of a func t ion  of one ( i = 1 )  
or  two ( i = 2 , .  .,E) var i ab le s .  The g loba l  one invo lves  unconstrained 
minimization with r e spec t  t o  the  If1 Lagrange m u l t i p l i e r s .  A genera l  
procedure f o r  so lv ing  the  problems mentioned i s  shown i n  Fig. 3. 
Fig. 3 
Owing  t o  the introduction of the  a u l l i a r y  va r i ab les ,  the problem 
of constrained min imiz~ t ion  of a function of B var iab les  ha8 been 
reduced t o  E-fold constrained minimization of a funct ion of one 
or  two va r ieb les  / the l o c a l  level /  and unconstrained minimization 
of a funct ion of 1O-1 var iable8 / the  g lobal  level/. 
For i l l u s t r a t i o n  purpoees a simple example [5], f o r  which an 
ana ly t i c  eolution can be obtained, i s  preeented. 
4. In example 
x = - x + u ;  F = 2  x(0) = 0 
-
f o r  i = I :  - 
91  r1 u2dt;  I ={ x(T1) : & 1) (25) 
2 
2 f o r  1 -2: q2 = \  2. d t ;  
1 
The s e t s  S1 and S2 a r e  e h m  in Pig. 4. 
Fig. 4 
t i o n  p r o b l e d ; i = l .  The problem c o n s i s t s  i n  minimizat ion of ql 
-= 
sub jec t  t o  the  condi t ions  (25)  and f o r  glven v 11 
To accomplish i t ,  t he  Bamiltonian B i s  formed 
It reaches i t s  marimurn at 
u = G = 9'/2 1 
L 
The canonica l  equat ions  f o r  u = u a r e  the  f o l l o d n g  
So lu t i ans  t o  these  equations are 
The l o c a l l y  optimal con t ro l  can be determining using 
Equation (28). Performing some c a l c u l a t i o n s ,  i t  i s  poss ib l e  t o  
de r ive  the  expression de f in ing  i a s  a funct ion  of vl 1 
Ll (t) = v1 p h  0 - 1  e I p  t 
where 
2 
e - 1  a = ----- 77 
2 (sh 1) 
For i = 2 and given v 
- 12 
a s i m i l a r  approach i s  applied. It y i e l d s  
The upper-level problem / the  e t a t i c  op t imizs t i an  problem/: 
-
The ~ a g r a & w  
To obta in  s o l u t i o n s  t o  l o a a l  t aaks  of the  upper-level problem, 
t h e  Lagrangian i s  m i t t e n  in t he  form 
where 
For  &l and given 1 the l o c a l  t a sk  of t h e  upper-level problem 
-
has the form 
. 
v = arg 11 L l ( r l 1 9 > \ )  ; s1 = { v l l :  1 - v l l <  0, 
v l l c  
' (37) 
It can be solved using the  Kuhn-Tucker condit ione.  A8 a r e s u l t  one 
ob ta ins  
I n  an a ~ a l o g o u s  manner t he  express ions  f o r  i = 2 a r e  derived 
The global taek of the uppezclevel problem consiets i n  
maximizaticm of L with reepect t o  X , where 
L (3 i s  a concave functicm as ahown in Fig. 5 For 
€ [-2a,4] 
i t s  m a r i n d  value i s  equal t o  -2. For that interval  of the values 
of > we have 
Fig. 5 
Substitution o i  ~ q u n t i o n  ( 43 )  i n t o  (30). (31) .PP (33) yie lds  
the solution t o  the problem Fig. 6 
Pig. 6 
5. Formulation of t he  s t o c h a s t i c  problem 
Given B ob jec t ive  func t ions ,  each of them corresponds t o  a 
p a r t i c u l a r  s i t u a t i o n .  Yoreover, i t  i s  aesumed that theee  func t ions  
a r e  randomly ass ieped  t o  s tages .  
Such a formulat ion can be app rop r i a t e  f o r  t he  problem of water  
eystem c o n t r o l .  I n  systems of this type  t h e  ob jec t ive  f u n c t i o n  
depends upon s i t u a t i o n  / f lood ,  drought, nonnal condi t i one /  and the re  
i s  no a  p r i o r i  lrnmledge on s i t u a t i o n s  t o  occur at p a r t i c u l a r  s t ages  
/d&ys, 10-day per iods ,  o r  o t h e r  time i n t e r o a l s /  i n  the  f u t u r e .  
l e e m e  that the p r o b a b i l i t i e s  p(ri ) of the occurrence of the 
l c t h  e i tua t ion  at the  i - th  stage a r e  hm, where ri i s  a reall- 
t i o n  of the randm process 9 ( i ) 
This problem, as in the detelmrinistic c a s t ,  oan be considered 
as a two-level m e .  A t  the lorer l e v e l  BA dynamic optimization 
t w k s  a r e  t o  be solved /in the deterministic case only B tasks have 
t o  be rolved at this level/.  The so lu t ion  i s  of the  form 
Ufi = arg min qfi r = lr...,R 
U € uri i = l,...*B 
where 
ri i s  the  object ive  funct ion correeponding t o  the 
occurrance of l c t h  s i t u a t i o n  at the  i - th  stage. 
The uppelclevel problem oan be reduced t o  minimi%ation of the  
expected value of the  global  object ive  function /summed over all 
the  st.gee/ 
where 
The effect iveness  of this method can be s i g n i f i c a n t l y  
increased by applying a moving optimization approach. It makes 
possible t o  take advantage of the current  information on present 
s i t u a t i o n  and the p robab i l i t i e s  of occurrence of s i t u a t i o n s  in the 
fu tu re .  I n  this case,  f o r  the  current  stage k (k=l , . . . ,B) we have 
This expression ham been derived tak3ng i n t o  account t h a t  a t  
the  current  stage k the  ac tua l  s i t u a t i o n  i e  known, (p(rk)  = 1) and 
in the  course of time the information on the probabi l i ty  of 
occurrence of the  r - th  s i tua t ion  at  the  i - th  stage (i > k) i s  more 
and more aocurate. P k(ri) denotes t h e  probability of occurrence of 
t h e  r t h  d t ~ l t i o n  at t h e  i - th  s tage  ( i  > k), w a l u a t e d  ut the  k-th 
s tage  . 
The method presented w e s  applied f o r  dmulatiozl of water eystem 
control  [ 3 , 4  . It was ahom that a moving optimization approach 
makes i t  posaible t o  reduoe s i g n i f i c a n t l y  the  number of s tages ,  at 
which flood o r  drought s i t u a t i o n s  occur. However, i t  i s  obtaFned at 
the  expense of increased camputational e f f o r t ,  becauee necesearg 
cornputstions a r e  t o  be repeated many times. 
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INTRODUCTION 
I n d u s t r i a l  development programming i s  a  management f i e l d  
which c o n t i n u e s  t o  s t i m u l a t e  t h e  development of  m u l t i o b j e c t i v e  
d e c i s i o n  t h e o r y .  T h i s  i s  l a r g e l y  because d e c i s i o n  problems i n  
t h i s  a r e a  canno t  be t r e a t e d  a s  s i n g l e - c r i t e r i o n  problems ( s u c h  
a s  t h e  maximiza t ion  of  p r o f i t  under g iven  c o n s t r a i n t s ) ;  one 
r e a s o n  f o r  t h i s  i s  t h a t  u n s t a b l e  economic r e l a t i o n s  undermine 
t h e  c r e d i b i l i t y  of  t h e  r e s o u r c e  e s t i m a t e s  (in f i n a n c i a l  terms) 
n e c e s s a r y  f o r  i nves tmen t .  Much r e s e a r c h  h a s  been c a r r i e d  o u t  
i n  an a t t e m p t  t o  f o r m u l a t e  g o a l s  i n  p h y s i c a l  a s  w e l l  a s  monetary 
u n i t s .  The r e s u l t i n g  problems can be so lved  o n l y  i n  mult idimen- 
s i o n a l  space :  each  dimension co r re sponds  t o  a  r e s o u r c e  and i s  
t r e a t e d  a s  a  c r i t e r i o n .  Th i s  n a t u r a l l y  l e a d s  t o  m u l t i o b j e c t i v e  
d e c i s i o n  problems.  I n  t h e  s i n g l e - o b j e c t i v e  " c l a s s i c a l "  case, 
t h e  r o l e  o f  t h e  d e c i s i o n  maker (DM) i n  t h e  d e c i s i o n  p r o c e s s  i s  
v e r y  i m p o r t a n t  and goes  f a r  beyond problem f o r m u l a t i o n ;  he supe r -  
v i s e s  t h e  g e n e r a t i o n  of a l t e r n a t i v e s  and chooses  which of  t h e  
many o p t i o n s  i s  t o  be implemented. I n  t h e  m u l t i o b j e c t i v e  env i ron -  
ment, however, t h e  DM has  t o  go much deepe r  i n t o  t h e  s o l u t i o n  of  
the decision problem; he must consider the potential conflict 
between his preferences and the technological attainability of 
his goals. 
There is a certain play among the resources which can be 
translated into constraints only after the multiobjective problem 
in which these relations took part as criteria has been solved. 
In short, this type of decision 5roblem can be described as a 
quest for a concordance between technologies and resources. 
Much research has been carried out in this field. One inter- 
esting way of dealing with the multiobjective decision problem 
is the reference point approach developed by Wierzbicki [ l  , 2 1  , 
and Kallio, Lewandowski, and Orchard-Hays [3], which has led to 
the creation of the computer decision support package DIDASS 
(Dynamic Interactive Decision Analysis and Support System) . 
This paper describes a method of solving multiobjective 
decision problems which arose from difficulties encountered in the 
design of production structure in the chemical industry [ 4 1 .  
The theoretical background was developed by G6recki [5]. We 
introduce the concept of the Admissible Demand Set (ADS), and a 
method of finding an admissible solution representing a compro- 
mise between the ADS (reflecting the expectations of the DM) and 
the Pareto-optimal state of the system. The result is a process- 
type model, described by Dobrowolski , iebrowski , and Kopytowski 
in [ 6,7] , which has been developed and -xed to solve problems 
in industrial development strategy as part of the Growth Strategy 
Optimization System (GSOS) ( 8 1 .  
One application of this model (which utilizes the reference 
point approach) to the generation of efficient development alter- 
natives for the chemical industry has been described by Dobro- 
wolski, Kopytowski, Lewandowski, and iebrowski 191 . To illustrate 
the method presented in this paper we have chosen the methanol 
problem; the results of model runs for various admissible demand 
sets and a given set of methanol technologies are given in a later 
section. 
CONCORDANCE AS A MULTIOBJECTIVE PROBLEM 
MuZtiobjective approach 
The problem of concordance mentioned above will now be de- 
scribed as a multiobjective decision process. The components 
involved in this process are as follows: 
- a decision maker who has to make a final choice from the 
alternatives under consideration 
- a set of available technologies described in terms of a 
model 
- available resources. 
In order to form a decision-making system, the components 
have to be related in a way that would enable the available tech- 
nologies and available resources to be combined harmoniously. 
The pursuit of profits (potential expansion) and the availability 
of resources form a core from which a set of criteria may be de- 
rived and introduced into the decision-making process. 
The availability of resources is determined by the avail- 
ability of information from various sources as well as resulting 
from the knowledge and experience of experts. This may lead only 
to an estimated or apparent value for the availability of re- 
sources. 
The model of technologies describes a technical system which 
transforms resources according to technological rules. 
The function of the system is to help the decision maker to 
learn how the estimated resources and the relevant states of the 
model are related in criteria space. Each state of the model 
represents a particular subset of available technologies and also 
a particular level of utilization; it is assumed that each state 
belongs to the Pareto-optimal set in criteria space, and that the 
resource estimate constitutes an area in this space. 
Thus, the quest for a satisfactory concordance between tech- 
nologies and resources becomes an analysis of geometrical relations 
in criteria space. 
This  approach provides  t h e  d e c i s i o n  maker wi th  t h e  freedom 
necessary  t o  a l t e r  both the  s e t  of t echnolog ies  and t h e  a v a i l a b l e  
( o r  assumed) q u a n t i t i e s  of r esources .  These a l t e r a t i o n s  can be 
prepared i n  t h e  form of wishes w i t h  t h e  he lp  of e x p e r t s ;  dur ing 
t h i s  p r o c e s s ,  some of t h e s e  wishes w i l l  be converted i n t o  g o a l s ,  
wi th  the  remainder being e i t h e r  e l imina ted  o r  postponed. 
I n  t h e  environment descr ibed above, t h e  d e c i s i o n  maker has  
t o  d e a l  wi th  an  'apparent" a v a i l a b i l i t y  of resources  and a model 
of t echnolog ies  which a l s o  g i v e s  him e s t i m a t e s  concerning t h e  
behavior  of a  hypothe t i ca l  p l a n t .  However, t h e  r e l i a b i l i t y  of 
t h e s e  two types  of informat ion i s  not  t h e  same. For example, a 
f o r e c a s t  concerning t h e  a v a i l a b i l i t y  of o i l  and i t s  p r i c e  is 
u s u a l l y '  less r e l i a b l e  than t echnolog ica l  informat ion on a  methanol 
p l a n t  based on a newly developed process .  Consequently,  it i s  
more r e a l i s t i c  t o  assume t h a t  t h e  technology i s  descr ibed  r e l a -  
t i v e l y  p r e c i s e l y ,  while resources  may be expressed a s  an a v a i l -  
a b i l i t y  range.  Moreover, t h e  procedure enab les  t h e  d e c i s i o n  maker 
t o  s e t  l e v e l s  of a c c e p t a b i l i t y  f o r  t h e  es t imated  v a l u e s .  Th i s  i s  
p a r t i c u l a r l y  important  s i n c e  it r e f l e c t s  a s u b j e c t i v e  f a c t o r  i n  
t h e  decision-making process .  From t h e  va r ious  e s t i m a t e s  t h e  
d e c i s i o n  maker can b u i l d  t h e  minimax union shown i n  t h e  two- 
dimensional case  i n  Figure  1 .  
Various estimates 
C r i t e r i o n  2 
Figure  1 .  The c o n s t r u c t i o n  of t h e  admiss ib le  demand s e t  ( A D S ) .  
We s h a l l  c a l l  t h i s  t h e  admiss ible  demand s e t  (ADS), s i n c e  
it inc ludes  t h e  c o n t r a d i c t i o n  between t h e  a c t u a l  demand ( o r  g o a l )  
and i t s  admiss ible  d e v i a t i o n s .  
The ex i s tence  of t h e  ADS c a l l s  f o r  a  method of s e l e c t i n g  
a  s o l u t i o n  which w i l l  be no t  only d e s i r a b l e  b u t  a l s o  " s a f e " .  
The s a f e t y  requirements may be f u l f i l l e d  by c o n s t r u c t i n g  t h e  
" ske le ton"  of t h e  ADS, which i s ,  roughly speaking,  t h e  s e t  of 
l i n e s  e q u i d i s t a n t  from t h e  boundary of t h e  ADS ( s e e  Figure  2 ) .  
C r i t e r i o n  1 4 
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Figure  2 .  The ske le ton  of t h e  admiss ible  demand s e t .  
I n  geometr ical  terms, t h e  s o l u t i o n  of t h e  m u l t i o b j e c t i v e  
problem i s  given by a  p o i n t  wi th in  t h e  ADS which belongs simul- 
taneously  t o  i t s  ske le ton  and t o  t h e  Pareto-optimal s e t  of t h e  
mode 1. 
Thus t h e  d e c i s i o n  maker has achieved a  concordance between 
h i s  g o a l s  (and resources )  and t h e  a v a i l a b l e  technologies .  Since 
t h e  ADS and hence t h e  decision-making p rocess  has t o  be based on 
u n r e l i a b l e  informat ion,  t h e  s k e l e t o n  provides  a  s a f e t y  margin 
based on t h e  assumption t h a t  t h e  c r i t e r i a  a r e  of equal  importance. 
Solution procedure 
We c o n s i d e r  t h e  s i t u a t i o n  d e s c r i b e d  above,  making t h e  f o l -  
lowing a d d i t i o n a l  assumpt ions :  
1 .  The l a r g e - s c a l e  system under  c o n s i d e r a t i o n  i s  l i n e a r .  T h i s  
means t h a t  t h e  model, c o n s t r a i n t s ,  and c r i t e r i a  may be de- 
s c r i b e d  by l i n e a r  e q u a t i o n s .  
2 .  The c r i t e r i a  a r e  of  e q u a l  impor tance .  
3. The P a r e t o  (comprom.ise) set i s  n o t  r i v e n  e x p l i c i t l y .  
4 .  I n  t h e  example it i s  assumed t h a t  t h e  a d m i s s i b l e  demand s e t  
h a s  r e c t a n g u l a r  form i n  R", w i t h  t h e  co r re spond ing  s k e l e t o n  set. 
There a r e  t h r e e  p o s s i b l e  s i t u a t i o n s  which may a r i s e  ( s e e  F i g u r e  3)  : 
1 .  The demand set  i s  f e a s i b l e .  I n  t h i s  c a s e  it i s  p o s s i b l e  t o  
choose  t h e  compromise ( P a r e t o )  p o i n t  most i n s e n s i t i v e  t o  change.  
2 .  The demand set i s  n o t  f e a s i b l e .  I n  t h i s  case it i s  p o s s i b l e  
t o  de t e rmine  what should  be done t o  o b t a i n  some i n t e r s e c t i o n  
between t h e  demand and P a r e t o  sets. 
3. The demand set i s  determined improper ly .  I n  t h i s  c a s e  it i s  
n e c e s s a r y  t o  make a c o r r e c t i o n  i n  t h e  e s t i m a t e  of  t h e  demand 
set. 
The approach adopted  h e r e  i s  based upon t h e  use  o f  a s c a l a r -  
i z i n g  f u n c t i o n  i n  c r i t e r i a  space  t o  de t e rmine  t h e  p o s i t i o n  of  any 
p o i n t  i n  t h i s  space  w i t h  r e s p e c t  t o  t h e  compromise set [ 2 ] .  
E s t a b l i s h i n g  t h e  s k e l e t o n  of  t h e  ADS makes it p o s s i b l e  t o  
s e a r c h  f o r  t h e  polyopt imal  s o l u t i o n  i n  a s y s t e m a t i c  way. A s  an 
example,  we s h a l l  c o n s i d e r  a t w o - c r i t e r i a  c a s e ,  assuming t h a t  bo th  
c r i t e r i a  shou ld  be minimized w i t h o u t  l o s s  of  g e n e r a l i t y .  
F i r s t ,  w e  choose  t h e  b e s t  p o i n t  (on t h e  b a s i s  of  o u r  c r i t e r i a )  
l y i n g  on t h e  s k e l e t o n .  I n  t h i s  c a s e  it i s  p o i n t  1 i n  F i g u r e  3. 
Using t h e  DIDASS p rocedure ,  we d e f i n e  t h e  p o s i t i o n  o f  t h i s  p o i n t  
w i t h  r e s p e c t  t o  t h e  compromise set.  We now have t h e  fo l lowing  
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F i g u r e  3. The r e l a t i o n s h i p  of  t h e  a d m i s s i b l e  demand s e t  t o  
v a r i o u s  P a r e t o  (compromise) sets ( a )  - ( d )  and t h e  
co r re spond ing  optimum p o i n t s .  
( a )  The demand set  i s  f e a s i b l e  ( c a s e  a ,  p o i n t  1 ' ) .  
( b )  The corresponding p o i n t  i n  t h e  compromise set lies on 
branch 1-2 of t h e  s k e l e t o n ,  and i s  determined immediately 
( c a s e  b ,  p o i n t  1 "' ) . 
( c )  The demand set i s  n o t  f e a s i b l e  ( c a s e  c ,  p o i n t  1 " )  . 
( d )  The demand set may be f e a s i b l e  b u t  l i e  i n  o t h e r  p o s i t i o n s ,  
and i n  t h i s  c a s e  t h e  procedure  i s  r e p e a t e d .  The n e x t  
p o i n t  2  is  t aken  a s  t h e  r e f e r e n c e  p o i n t ,  e n a b l i n g  us  t o  
f i n d  any p o i n t  i n  t h e  compromise set which l ies  on t h e  
branch 2 - 3 .  P o i n t  3  i s  t hen  taken as t h e  r e f e r e n c e  p o i n t ,  
t h u s  de te rmin ing  any p o i n t  i n  t h e  compromise s e t  which l ies  
on t h e  branch 3-U. 
Branches 2-5 and 3-6 a r e  n o t  taken i n t o  accoun t  because  they  
exc lude  t h e  c a s e  i n  which t h e  end p o i n t  ( c a s e  d ,  p o i n t  7 )  of t h e  
compromise s e t  l i e s  i n s i d e  t h e  demand s e t  ( t h i s  case  i s  monitored 
i n  a s p e c i a l  way and g ives  va luab le  i n f o r m a t i o n ) .  S a f e r  solu-  
t i o n s  a r e  found on t h e  o t h e r  branch,  due t o  t h e  known convexi ty  
of t h e  compromise s e t .  
A PRACTICAL EXAMPLE 
The case of methano2 
Methanol i s  one of t h e  most widely used raw m a t e r i a l s  i n  t h e  
chemical i n d u s t r y  -- it s e r v e s  a s  a f u e l  and a l s o  a s  a b a s i c  raw 
m a t e r i a l  i n  both  t h e  chemical and food i n d u s t r i e s .  The demand 
f o r  methanol i n  western Europe i s  expected t o  i n c r e a s e  r a p i d l y ,  
a s  shown by t h e  f o r e c a s t  below [lo]: 
1979 : 3259 thousand t o n s  
1985: 4345 thousand t o n s  
1990: 5625 thoustind t o n s  
It  i s  e s t ima ted  t h a t  i n  1990 307 of t h i s  demand w i l l  a r i s e  
from t h e  use of methanol i n  a p p l i c a t i o n s  t h a t  d i d  no t  e x i s t  i n  
1975. The f o r e c a s t  s t r u c t u r e  of t h e  demand f o r  methanol i n  
western  Europe is presen ted  i n  Table 1. 
TABLE 1 Forecas t  s t r u c t u r e  of demand f o r  methanol i n  western 
Europe: 1985 and 1990. 
Appl ica t ion  
Percentage o f  t o t a l  methanol demand 
der ived  f r a n  each a p p l i c a t i o n  
Tz-cdit i a a  Z a p p  Zicat ions 
Formaldehyde 4 8 . 8  4 2 . 3  3 7 . 0  
DMT 4 . 9  4 . 2  3 . 6  
MMA 3 . 4  3 . 1  2 . 6  
Methyl h a l i d e s  3 . 4  3 . 3  3 . 1  
Methyl amines 4 . 7  4 . 1  3 . 7  
Misce l laneous  24 .8  2 2 . 9  2 0 . 8  
Net, appzicatiuns 
HTBE 2 . 1  4 - 2  4 . 3  
MTBE (b lend ing  camponent) 0 . 9  1 . 7  1 . 8  
Gaso l ine  b lending  6 . 1  4 . 6  3 . 5  
A c e t i c  a c i d  0 . 8  6 . 0  9 .  E 
SCP 0 . 1  3 . 6  9 . 8  
Seven b a s i c  methanol p roduc t ion  t e c h n o l o g i e s  a r e  cons ide red  
i n  t h e  problem analyzed i n  t h i s  p a p e r ,  and a r e  used t o  fo rmula te  
a model. These seven t e c h n o l o g i e s  may be l i s t e d  a s  fo l lows :  
1 .  Produc t ion  of methanol  from n a t u r a l  g a s  
2.  Produc t ion  of  methanol  from n a t u r a l  g a s  and c a r b i d e  g a s  
3. Produc t ion  of methanol from g a s o l i n e  
4 .  Produc t ion  of  methanol from heavy r e s i d u a l s  
5 .  Produc t ion  of  methanol  from c o a l  (Koppers-Totzek p r o c e s s )  
6.  Lurg i  p r o c e s s  - c o a l  g a s i f i c a t i o n  and p a r t i a l  o x i d a t i o n  
of  t h e  r e s u l t i n g  methane 
7 .  Lurg i  p r o c e s s  - c o a l  g a s i f i c a t i o n  and subsequent  methan- 
a t i o n  t o  o b t a i n  S N G  and i t s  g a s  reforming 
A l l  of t h e s e  t e c h n o l o g i e s  have t h e  f o l l o w i n g  parameters :  
Capac i ty :  5 0 0 , 0 0 0  t o n s  p e r  y e a r  
Design t ime :  2 y e a r s  
C o n s t r u c t i o n  t ime:  3 y e a r s  
The t e c h n o l o g i e s  may a l s o  be d e s c r i b e d  i n  t e rms  of  s p e c i f i c  param- 
eters of t h r e e  d i s t i n c t  types. The f i r s t  r e f l e c t s  t h e  amount of  
r e s o u r c e s  n e c e s s a r y  t o  c o n s t r u c t  a p a r t i c u l a r  methanol  p l a n t .  
The r e s o u r c e 6  cons ide red  i n c l u d e  c o n c r e t e ,  s t e e l ,  p i p e s ,  and s o  
on.  The t e c h n o l o g i c a l  pa ramete r s  of  t h e  p r o c e s s  c o n s t i t u t e  t h e  
second g roup ,  and i n c l u d e  r a w  m a t e r i a l s ,  p r o d u c t s ,  p roduc t ion  
c a p a c i t y  and t h e  r e l e v a n t  c o e f f i c i e n t s .  
In fo rma t ion  on r e s o u r c e s  such a s  ene rgy ,  manpower, and t h e  
amount of  was te  produced co r re sponds  t o  t h e  t h i r d  t y p e  of pararn- 
eter .  These t h r e e  c l a s s e s  of  d a t a  were o r i g i n a l l y  p repa red  i n  
t h e  form d e f i n e d  i n  t h e  WELKM d a t a  base  [ I l l  i n  t h e  c o u r s e  of  
work i n i t i a t e d  as d e s c r i b e d  by Kopytowski [ 12  I . 
R e s u Z t s  o f  e x p e r i m e n t s  
The l i n e a r  model of t h e  s e t  of  methanol  t e c h n o l o g i e s  i s  of 
t h e  t y p e  mentioned i n  t h e  f i r s t  s e c t i o n  of t h i s  pape r .  The 
o r i g i n a l  model was extended i n  o r d e r  t o  e n l a r g e  t h e  s e t  of re- 
s o u r c e s .  
For the purpose of t h i s  example we s h a l l  l i m i t  t he  resource 
ana lys i s .  The computations have been performed fo r  t w o  types  of 
experiment. The f i r s t  i s  connected with t he  most general  re -  
source evaluat ion.  t h a t  of investment versus  f i n a n c i a l  ef  f  ic iency , 
while the second type i s  concerned with the  eva lua t ion  of methanol 
production technologies from the  po in t  of view of t h e i r  f i n a n c i a l  
e f f i c i ency  versus  t h e i r  u t i l i z a t i o n  of na tu ra l  gas (NG). The 
l a t t e r ,  being increas ing ly  scarce ,  has t o  be used with spec i a l  
care .  I t  i s  worth noting here t h a t  c a p i t a l  and NG simply repre- 
s e n t  resources ,  i r r e s p e c t i v e  of t h e i r  f u r t h e r  u t i l i z a t i o n  ( i n  
t h i s  case,  production of methanol).  The e f f i c i ency  of the  process 
r e f l e c t s  i t s  a b i l i t y  t o  transform c a p i t a l  under given cons t r a in t s .  
Thus, each range o r  es t imate  of t he  a v a i l a b i l i t y  of resources ,  
t r e a t e d  a s  a  c r i t e r i o n ,  represen ts  a  p a r t i c u l a r  s t r a t egy .  The 
problem t o  be solved i n  each experiment i s  t o  f i n d  the  r e l a t i o n  
between t h e  s t r a t e g i e s  and the  outcomes which can be expected 
from various methanol technologies i n  such circumstances. 
This means t h a t  t he  f i n a l  choice from a series of experiments 
i s  equivalent  t o  t he  choice of a  p a r t i c u l a r  s t r a t egy  and a con- 
cordant technological  s t r u c t u r e  of methanol production. 
Table 2 gives  t h e  r e s u l t s  of four  experiments deal ing with 
the  two-dimensional problem of t h e  simultaneous maximization of 
f i n a n c i a l  e f f i c i ency  and minimization of c a p i t a l  investment while 
maintaining methanol production a t  o r  above some assumed l eve l .  
Table 3 gives  t he  r e s u l t s  of experiments i n  which it was 
assumed t h a t  t he  a v a i l a b i l i t y  of na tu ra l  gas was l imi ted .  This 
means t h a t  we must minimize the  use of na tu ra l  gas while maxi- 
mizing e f f i c i ency .  A t  the  same time we should take  i n t o  account 
t h a t  c a p i t a l  investment i s  l imited and a given amount of methanol 
must be produced. 
The above example se rves  only t o  i l l u s t r a t e  t h e  ADS-based 
approach. A more de t a i l ed  examination of t h i s  problem, toge ther  
with a  f u l l e r  descr ip t ion  of t he  methodology, w i l l  be presented 
i n  a separa te  paper. This paper w i l l  be based on a broader s e t  
of da t a  and w i l l  consider t h e  s t r u c t u r e  of hydrocarbon production, 
of which methanol production is  an element [ l o ] .  
TABLE 2 The r e s u l t s  obtained i n  four experiments with d i f f e r e n t  
admissible demand s e t s .  
Experiment 
Admissib2e dm& set 
E f f i c i e n c y  ( b i l l i o n s  of  2 -4 2-6 6-10 1-2 
monetary u n i t s )  
Investment  ( b i l l i o n s  of  5-10 5-10 5-10 5-1 0 
monetary u n i t s )  
So 2ut ior; 
E f f i c i e n c y  ( b i l l i o n s  of 3.13 4.0 5.84 2.28 
monetary u n i t s )  
Investment  ( b i l l i o n s  of 5.87 ' 7.08 10.16 4.71 
monetary u n i t s )  
Technologiesd)  i n  o p e r a t i o n  1 ( 1 0 0 % )  1 ( 1 0 0 % )  1 ( 1 0 0 % )  1 ( 9 2 % )  
and o p e r a t i n g  l e v e l  2 (16%) 2 (38%) 2 (97%)  
Methanol p roduc t ion  575 690 98 5 460 
( thousands  of  t o n s )  
a ) ~ h e  s o l u t i o n s  l i e  on t h e  s k e l e t o n  of  t h e  ADS. b ) ~ h e  ADS i s  u n a t t a l n a b l e .  
')The l e v e l s  a t t a i n e d  a r e  b e t t e r  t h a n  t h o s e  proposed by t h e  ADS. d)The tech-  
n o l o g i e s  a r e  r e p r e s e n t e d  by t h e  numbers ass igned  t o  them i n  t h e  list on p. 9. 
TABLE 3 The r e s u l t s  obtained i n  four experiments, assuming 
that  the a v a i l a b i l i t y  of natural gas i s  l imi ted .  
a )  Experiment 
5 gb) 7b) 8) 
khissib2e demand set 
E f f i c i e n c y  ( b i l l i o n s  of 
monetary u n i t s )  
N a t u r a l  g a s  consumption 
( thousanas  of  t o n s )  
Soiutzon 
E f f i c i e n c y  ( b i l l i o n s  of 
monetary u n i t s )  
N a t u r a l  g a s  consumption 
( thousands  of  t o n s )  
Technologiesc)  i n  o p e r a t i o n  
and o p e r a t i n g  l e v e l  
Methanol p roduc t ion  
( thousands  of t o n s )  
a! I n  a l l  exper iments  investment  was l i m i t e d  t o  200 monetary u n i t s .  b ) ~ h e  
s o l u t i o n s  l i e  a t  an extreme p o i n t  of t h e  Pare to-op t imal  set. ')The techno- 
i o a i e s  a r e  r e p r e s e n t e d  by t h e  numbers ass igned  t o  them i n  t h e  l i s t  on p. 9. 
d ) ~ h e  produc t ion  of  methanol was forced  up t o  740 thousand t o n s .  
FUTURE EXTENSIONS 
Using this methodology, it would be desirable to analyze 
certain special degenerate cases which arise in problems with 
more than two criteria. 
The algorithm could be made more flexible, in particular 
by introducing an interactive element so that the user can change 
the ADS or criteria more easily. Additional subroutines may also 
be useful. 
So far, this approach has been applied only to static sys- 
tems. An obvious extension would be t3 develop a similar tech- 
nique for analyzing dynamic systems. 
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