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Abstract. Shape is the main information for leaf feature that most of the current literatures in leaf identification utilize 
the whole leaf for feature extraction and to be used in the leaf identification process. In this paper, study of half-leaf 
features extraction for leaf identification is carried out and the results are compared with the results obtained from the leaf 
identification based on a full-leaf features extraction. Identification and classification is based on shape features that are 
represented as cosines and sinus angles. Six single classifiers obtained from WEKA and seven ensemble methods are 
used to compare their performance accuracies over this data. The classifiers were trained using 65 leaves in order to 
classify 5 different species of preliminary collection of Malaysian medicinal plants. The result shows that half-leaf 
features extraction can be used for leaf identification without decreasing the predictive accuracy. 
INTRODUCTION 
Plants are among the most useful resources on earth and some of the plants are already at the risk of extinction 
[1]. It was reported that about 80% of the people in Asia and Africa rely on herbal medicine due to the facts that 
several of these resources are safe to human and affordable [2]. However the experts in plant was also degrade and 
slowly forgotten by the younger generation. Thus the efforts to conserve and protect these resources are at high 
stake. With the advancement of current technology, the identification and classification of plant become inexpensive 
(leaves sampling, photography and database).  
The Convention on Biological Diversity (CBD) which consists of 188 countries signed and adopted the 
documentation of Global Strategy for Plant Conservation (GSPC) for conserving plant diversity [3]. In order to 
successfully implement this plan, there are 16 targets grouped into five major headings for the target namely: (1) 
understanding and documenting plant diversity (UDPD); (2) conserving plant diversity (CPD); (3) using plant 
diversity sustainably (UPDS); (4) promoting education and awareness about plant diversity (EAPD); and (5) 
building capacity for the conservation of plant diversity (CCPD). 
Efforts to understand and document plant diversity continue to grow where there are a number of projects held in 
order to document the flora diversity around the globe. The documentation includes various data and images of all 
kinds of plants. Taking this as part of this paper’s motivations, plant image recognition and classification is very 
much required to further support the conservation efforts as specified in UPDS. 
Since in the early 1990s, the efforts to identify plant from images have attracted various studies on different 
techniques for image processing, feature extraction and identification. Most of the studies are concentrating on full-
scale leaf features and still open the research for partly visible leaf for identification. Prior to this study, leaf 
identification can be categorized into several feature extraction approaches such as color, shape-based, texture-
based, venation-based, geometrical-based and combination of the approaches [4].  
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The main feature descriptor for leaf recognition is texture and shape identification, because leaf shape and 
texture are promising identifier in a leaf [5]. Shape-based is the most popular approach for feature extraction as 
many of the literatures show that this approach provides not only speed-up image processing but low cost and its 
conveniency. Some of the recent studies in shape-based leaf identification and classification are found in [6-14]. 
LEAF SHAPE FEATURE EXTRACTION 
Among all of the above approaches especially in shape-based leaf recognition, full-scale leaf is the main source 
for feature extraction. Leaf in general has a near symmetrical shape geometry as shown in Figure 1. 
 
 
FIGURE 1. Leaf shapes as reference to symmetrical geometry characteristic. 
 
Feature extraction for half of the leaf’s shape can be used as reference to find similar leaf on either side of the 
leaf. Therefore, this paper proposes leaf recognition based on half-leaf shape to identify leaf species in order to 
reduce the number of features used for leaf classification.  
In this paper, a study is conducted to illustrate the effectiveness of a half-leaf shape identification technique to 
identify leaf species. Several machine learning algorithms is adopted in this study to compare the classification using 
full-scale leaf and half-leaf features.   
The dataset is obtained from preliminary data collection of Malaysian medicinal leaf [8] in which, 65 samples 
leaf are drawn. From these samples, 45 samples leaf are selected as training samples for 5 species and the remaining 
samples of the leaf (20) are used as test samples. The leaf sample size is selected in this study due to enormous time 
required to collect and process the images without specific automated image management and processing. Table 1 is 
the list of leaf species selected in this paper and Table 2 shows the description of the experimental data.  
TABLE 1. Selected leaf species for the experimental data. 
Class Example Name Train Test 
1 
 








Itik 11 4 
4 
 
Lakom 5 4 
5 
 
Mengkudu 6 4 
Total 45 20 
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Based on Table 2, #Examples is the number of leaf image, #Attribute in Description column shows the largest 
number of leaf features using full-leaf image processing, #Training and #Testing are number of leaf images as 
training and testing. The #Majority and #Minority represent the imbalance for the data. 
TABLE 2. Information of the experimental leaf data. 








Image preprocessing is done earlier, in which it involves basic image enhancement and conversion such as 
converting images into grayscale, binary image conversion, smoothing and removing unwanted noise. Prewitt Edge 
detection algorithm is applied to the image to define necessary leaf edges. The defined edge will be smoothed using 
thinning process to minimize the boundary of the leaf to one pixel only by comparing the actual pixel situation with 
specific patterns. Thinning is essential for the boundary of the leaf because edge detection specifies only the 
intensity of the gradient of the pixel based on preconfigured threshold. 
In this work, it is assumed that all leaf images point to the top of its apex (see Figure 2). Since that a leaf is near 
symmetrical shape, the use of the whole leaf for feature extraction can be eliminated. Half-leaf image can be 
obtained from the full-scale leaf reference by detecting the leaf’s apex and base as shown in Figure 2(B). The two 
points (apex and base) will be connected with a straight line and this line is set to a normal edge boundary as shown. 
The other side of the leaf will be removed from the processed image, where this study assume only left portion of 
the leaf is considered. 
  
 
FIGURE 2. The leaf apex point and base point. A is the original image of the leaf and B is the half-leaf edge detection with 
token boundary. 
 
There are two types of different morphology features which this study considers which are angle feature and 
centroid contour distance. Both types are utilizing the shape tokens specified by the image preprocessing phase. 
Tokens are assigned to the boundary line of the leaf image based on the predefined distance between tokens. The 
shorter the distance between the tokens are the more tokens will be assigned to the boundary of the leaf image as 
shown in Figure 3. 
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FIGURE 3. Token is indicated by square dot along the leaf boundary. Different distance effects on the number of tokens 
assigned to the boundary of the leaf image. (A) More tokens if distance is 1 and (B) less tokens if distance is 3. 
 
Angles of the tokens are the features where the values for cosines and sinus are computed according to the 
direction of the angle [15]. As shown in the portion of the processed leaf image in Figure 4, the two adjacent tokens 
(P1 and P2) are used to define angles based on the direction of hypotenuse from both tokens. According to Figure 4, 
P1 and P2 are tokens and θ is the hypotenuse and C is the leaf centroid. The necessary setting for angle for token P1 
to token P2 is depicted in Figure 5, where angle of A and B represent the direction of the hypotenuse from point P1 
to P2 as cosine and sinus. 
 
 
FIGURE 4. Portion of the processed leaf image and two representations of feature extraction, angle as hypotenuse angle for P1 
and P2 and distance from leaf point center, C to token T. 
 
 
FIGURE 5. Angle representation of the hypotenuse from P1 to P2. 
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Based on Figure 6, the hypotenuse (hyp) angle P1 to P2 are defined in Equation 1, while cosine and sinus in 












xx 21sin  (3) 
 
Several classifiers from WEKA [16] were used to compare their classification accuracy over the leaf shape data. 
The selected single classifiers obtained from WEKA includes SMO, Naïve Bayes (NB), k-Nearest Neighbor, 
Decision Tree (J48), Random Tree, and Random Forest (RF) using WEKA default settings. In addition to that, an 
ensemble based methods adapted from Weka (AdaboostM1, Bagging, Decorate, END, MultiBoostAB and 
MulticlassClassifier) and another method called Direct Ensemble Classifier for Imbalanced Multiclass Learning 
(DECIML). WEKA’s ensemble based methods were tested using five identified single classifiers (Naïve Bayes, J48, 
Random Forest, PART, and RBFNetwork (RBFN)). The DECIML was proposed in [17] to address the problem of 
multiclass classification with imbalance data. The researchers reported that the average accuracy using the DECIML 
on 16 imbalanced multiclass benchmark data was higher than the other tested single classifiers. The researchers 
were also applied the classifier for classifying the Malaysian medicinal leaf shape data with slightly higher accuracy 
than other tested single classifier from Weka [8]. Thus, the algorithm is experimented whether it can perform in the 
identification of full-leaf shape and half-leaf shape data. 
RESULTS 
There are six single classifiers from WEKA (Naïve Bayes, SMO, FT, J48, Random Forest, and Random Tree) 
were experimented and their accuracies are compared over the data. The performance of each classifier is measured 
based on precision and F-measure, where the percentage accuracy is the weighted average of overall class 
classification performance. Table 3 shows the accuracy (precision evaluation metric will be further discussed in 
future work) between full-leaf and half-leaf based shape extraction. 
TABLE 3. Classification accuracy (percentage) of the selected single classifiers. 
Classifier Full Half 
Naïve Bayes 50 65 
SMO 60 65 
FT 45 55 
J48 60 60 
Random Forest 55 50 
Random Tree 50 45 
Average 54.30 59.30 
 
Based on the result, it can be seen that by using the half-leaf feature extraction, the classification accuracy is 
almost similar or slightly higher than full-leaf feature extraction. Statistical evaluation on the difference between 
average classification accuracy of a full-leaf and a half-leaf features extraction using the paired t-test was performed. 
The observed difference between the sample means is not convincing enough to say that the average performance 
between full-leaf and half-leaf differ significantly. However, it can be seen that four of the algorithms produce 
slightly increased classification accuracy due to the reduced features.  
In other observation using ensemble based classifier method, seven approaches were investigated (using best 
WEKA settings) as shown in Table 4. The results show that ensemble method using one classifier almost performs 
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similar on both data. However, the performance on half-leaf data has slightly higher than the full-leaf data. 
Ensemble method based on MulticlassClassifier using RBFN produces better classification accuracy which also 
outperformed the DECIML on half-leaf data.      
TABLE 4. Classification accuracy (percentage) of the selected ensemble based classifiers. 
Ensemble method 
using 1 Classifier 
Classifier accuracy using full-leaf data  Classifier accuracy using half-leaf data 
NB J48 RF PART RBFN NB J48 RF PART RBFN 
AdaboostM1 50 70 70 65 60 65 55 60 65 75 
Bagging 50 60 65 55 50 65 60 50 65 75 
Decorate 50 55 60 50 - 70 65 50 55 70 
END 45 65 60 60 50 70 65 60 65 60 
MultiBoostAB 55 70 70 60 45 65 55 55 55 75 
MulticlassClassifier 45 60 50 60 55 65 55 60 55 85 
Average 49.17 63.33 62.50 58.33 43.33  66.67 59.17 55.83 60.00 73.33 
Ensemble Method 
using 2 classifiers  NB+KNN  NB+KNN 
DECIML 65  75 
CONCLUSION 
In this paper, half-leaf scheme for features extraction is implemented in order to identify the category of a leaf. 
The objective of this study is to investigate half-leaf shape features for leaf identification. The experiment shows 
that half-leaf shape feature extraction can be used to classify leaf without decreasing the predictive accuracy. Other 
parameter settings will be investigated further in order to improve the predictive accuracy of the classifier which 
includes discretization techniques and fusing machine learning algorithms for leaf classification tasks. Specifically, 
other feature extraction methods will be investigated to identify leaf using limited leaf image features. 
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