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Abstract
An (n, k, r) locally repairable code (LRC) is an [n, k, d] linear code where every code symbol can be repaired from at most r
other code symbols. An LRC is said to be optimal if the minimum distance attains the Singleton-like bound d ≤ n−k−⌈k/r⌉+2.
The generalized Hamming weights (GHWs) of linear codes are fundamental parameters which have many useful applications.
Generally it is difficult to determine the GHWs of linear codes. In this paper, we study the GHWs of LRCs. Firstly, we obtain a
generalized Singleton-like bound on the i-th (1 ≤ i ≤ k) GHWs of general (n, k, r) LRCs. Then, it is shown that for an optimal
(n, k, r) LRC with r | k, its weight hierarchy can be completely determined, and the i-th GHW of an optimal (n, k, r) LRC with
r | k attains the proposed generalized Singleton-like bound for all 1 ≤ i ≤ k. For an optimal (n, k, r) LRC with r ∤ k, we give
lower bounds on the GHWs of the LRC and its dual code. Finally, two general bounds on linear codes in terms of the GHWs are
presented. Moreover, it is also shown that some previous results on the bounds of minimum distances of linear codes can also be
explained or refined in terms of the GHWs.
I. INTRODUCTION
Locally repairable codes have attracted a lot of interest recently. An (n, k, r) LRC is an [n, k, d] linear code with locality
constraint on the code symbols, i.e., each of the n code symbols can be repaired by accessing at most r other code symbols.
The minimum distance of an LRC satisfies the well-known Singleton-like bound [1]
d ≤ n− k −
⌈
k
r
⌉
+ 2. (1)
When r = k, the above bound reduces to the classical Singleton bound d ≤ n − k + 1 [2]. Further studies on the bounds of
LRCs can be found in [3]-[5]. Many works have proposed optimal LRCs attaining the Singleton-like bound (1), e.g., [5]-[9],
among which codes with small field size are of particular interest. The elegant Reed-Solomon-like optimal LRCs proposed by
Tamo and Barg in [5] require the field size to be just slightly greater than the code length. The codes were further generalized
to optimal cyclic LRCs in [7] and LRCs on algebraic curves [8]. All the possible four classes of optimal binary LRCs attaining
the bound (1) were found in [9]. A bound of linear codes with a local-error-correction property were proposed in [10] which
could include the bound (1) as a special case.
The generalized Hamming weight (GHWs) [11][12] are fundamental parameters of linear codes and were first used by Wei
in cryptography to fully characterize the performance of linear codes in a wire-tap channel of type II [11]. Let C be a q-ary
[n, k, d] linear code and D be a subcode of C. Let dim(D) denote the dimension of D. The support of a vector is the set of
coordinates of its non-zero components. If a coordinate is in the support of a vector, it is said to be covered by the vector.
The support of D is defined to be
supp(D) = {i : ∃(c1, c2, · · · , cn) ∈ D, ci 6= 0}.
For 1 ≤ i ≤ k, the i-th GHW of C is defined to be
di = min{|supp(D)| : D ⊂ C and dim(D) = i},
where |supp(D)| denotes the cardinality of the set supp(D). Note that d1 is the minimum distance of C. The i-th (1 ≤ i ≤ k)
GHW of C satisfies the generalized Singleton bound
di ≤ n− k + i. (2)
MDS codes meet the generalized Singleton bound for all 1 ≤ i ≤ k. The weight hierarchy of C is the set of integers
{di | 1 ≤ i ≤ k}. For an [n, k] linear code C, 1 ≤ d1 < d2 < · · · < dk = n. The gap numbers of C is the complement of the
set of its weight hierarchy, denoted as {gi, 1 ≤ i ≤ n − k} = [n] \ {di | 1 ≤ i ≤ k}. Let C
⊥ be the dual code of C and its
weight hierarchy and gap numbers respectively be {d⊥i | 1 ≤ i ≤ n − k} and {g
⊥
i | 1 ≤ i ≤ k}. The weight hierarchy of C
and C⊥ satisfies the following property of duality.
{di | 1 ≤ i ≤ k} = {1, 2, · · · , n} \ {n+ 1− d
⊥
j | 1 ≤ j ≤ n− k}. (3)
In terms of the gap numbers of C⊥,
di = (n+ 1)− g
⊥
k−i+1, 1 ≤ i ≤ k. (4)
The minimum distance d = d1 = (n+ 1)− g
⊥
k , where
g⊥k = max{k + i : 1 ≤ i ≤ n− k, d
⊥
i < k + i}, (5)
= min{k + i : 1 ≤ i ≤ n− k, d⊥i = k + i} − 1. (6)
Many research works have been devoted to determine or estimate the GHWs of many series of linear codes, such as Hamming
codes [11], Reed-Muller codes [11], [13], BCH codes and their dual codes [14]-[16], etc.. Generally speaking, it is difficult to
determine the GHWs of linear codes, and the complete weight hierarchy is known for only a few cases. Recently some works
started to analyze the GHWs of particular LRCs. The GHWs of LRCs on algebraic curves were studied in [17]. Lalitha et al.
[18] studied the GHWs and weight distributions of maximally recoverable codes, which are variants of optimal LRCs [19].
In this paper, we study the GHWs of LRCs. Firstly, we obtain a generalized Singleton-like bound on the i-th (1 ≤ i ≤ k)
GHWs of general (n, k, r) LRCs. When i = 1, the proposed generalized Singleton-like bound gives the Singleton-like bound
(1). When r = k, i.e., there is no locality constraint, the proposed generalized Singleton-like bound reduces to the classical
generalized Singleton bound (2). Then, for optimal (n, k, r) LRCs attaining the Singleton-like bound (1), some lower bounds
on the GHWs of optimal LRCs and their dual codes are obtained. Surprisingly, it is shown that for an (n, k, r) optimal LRC
C meeting the Singleton-like bound (1) with r | k, its weight hierarchy can be completely determined as
di = n− k −
⌈
k − i+ 1
r
⌉
+ i+ 1, 1 ≤ i ≤ k.
Its dual code C⊥ has weight hierarchy
d⊥i =
{
i(r + 1), 1 ≤ i ≤ k/r,
k + i, k/r < i ≤ n− k.
Finally, we employ a parity-check matrix approach [3] to give general upper bounds of linear codes in terms of the GHWs
of their dual codes, which can include several known bounds of LRCs as special cases. It is also shown that some results
proposed in [6][21] on bounds of minimum distances of linear codes can be explained or refined in terms of the GHWs.
The rest of this paper is organized as follows. In Section II, upper bounds on the GHWs of general LRCs are presented.
Section III studies the GHWs of optimal LRCs. Section IV analyzes the bounds of the linear codes in terms of the GHWs of
the dual codes. Section V concludes the paper.
II. UPPER BOUNDS ON THE GHWS OF GENERAL LRCS
In this section, we give some upper bounds on the GHWs of LRCs and their dual codes. Specially a generalized Singleton-
like bound on the i-th (1 ≤ i ≤ k) GHWs of general (n, k, r) LRCs is obtianed. The proposed generalized Singleton-like
bound can give the Singleton-like bound (1) when i = 1 and reduce to the classical generalized Singleton bound (2) when
there is no locality constraint.
Lemma 1. Let C be an (n, k, r) LRC and C⊥ be its dual code. The i-th (1 ≤ i ≤ n− k) GHW of the dual code C⊥ satisfies
d⊥i ≤
{
i(r + 1), 1 ≤ i ≤ ⌊k/r⌋,
k + i, ⌊k/r⌋+ 1 ≤ i ≤ n− k.
(7)
Proof. Since every code symbol in an (n, k, r) LRC C has locality r, each coordinate is covered by at least one parity-check
equation with weight at most r + 1 from C⊥. By [3], ⌊k/r⌋ ≤ n− k. For 1 ≤ i ≤ ⌊k/r⌋, let us select a subcode D⊥ of C⊥
with dimension i. For the first coordinate, select a parity-check equation with weight at most r + 1 to cover it; then, for the
first uncovered coordinate, select another parity-check equation with weight at most r+1 to cover it; repeating the procedure
iteratively until we obtain i parity-check equations. Apparently, these i parity-check equations are linearly independent, which
implies that these i vectors are a basis of a subcode D⊥ with dimension i. Since each of these i vectors has weight ≤ r + 1,
|supp(D⊥)| ≤ i(r+1). The generalized Singleton bound says that d⊥i ≤ k+i. For 1 ≤ i ≤ ⌊k/r⌋, it holds that i(r+1) ≤ k+i.
Hence for 1 ≤ i ≤ ⌊k/r⌋, d⊥i ≤ |supp(D
⊥)| ≤ i(r + 1). For ⌊k/r⌋ + 1 ≤ i ≤ n − k, since i(r + 1) > k + i, we have
d⊥i ≤ k + i. Thus the conclusion follows.
Lemma 2. Let C be an (n, k, r) LRC and C⊥ be its dual code. For 1 ≤ i ≤ ⌊k/r⌋, the GHWs of the dual code C⊥ satisfies
d⊥i+1 ≤ d
⊥
i + (r + 1). (8)
Proof. Suppose D⊥i is a subcode of C
⊥ with dimension i and |supp(D⊥i )| = d
⊥
i . Let Hi = [(h
T
1 , · · ·h
T
i )
T ] be a basis of
D⊥i with i independent parity-check equations from D
⊥
i . Choose a coordinate j from the set [n] \ supp(D
⊥
i ). Then select a
parity-check equation h¯ with weight at most r+1 to cover the coordinate j. Apparently h¯ is independent with the vectors in Hi,
which indicates that Hi+1 = [H
T
i , h¯
T ]T is the basis of a subcode D⊥i+1 of C
⊥ with dimension i+1. Since |supp(h¯)| ≤ r+1,
we have |supp(D⊥i+1)| ≤ d
⊥
i + (r + 1). Thus it follows that d
⊥
i+1 ≤ |supp(D
⊥
i+1)| ≤ d
⊥
i + (r + 1).
Lemma 3. Let C be an (n, k, r) LRC and C⊥ be its dual code. If the i-th (1 < i ≤ ⌊k/r⌋) GHW of C⊥ satisfies that
d⊥i = i(r + 1). Then for any 1 ≤ j < i, the j-th GHW d
⊥
j = j(r + 1).
Proof. By Lemma 2, d⊥j ≥ d
⊥
j+1 − (r + 1), 1 ≤ j ≤ ⌊k/r⌋ − 1. Combining that d
⊥
i = i(r + 1), we obtain that for any
1 ≤ j < i, the j-th GHW d⊥j ≥ j(r + 1). According to Lemma 1, d
⊥
j ≤ j(r + 1). Thus the conclusion follows.
Lemma 4. Let C be an (n, k, r) LRC and C⊥ be its dual code. Then the gap numbers of the C⊥ satisfy
g⊥i ≥
⌈
i
r
⌉
+ i− 1, 1 ≤ i ≤ k. (9)
Proof. The lemma is proved by induction. For i = 1, it follows that g⊥1 = 1, since that if g
⊥
1 ≥ 2, then d
⊥
1 = 1, which implies
C contains a coordinate which is always zero for all the codewords of C. Suppose that for 1 ≤ i ≤ k − 1, g⊥i ≥
⌈
i
r
⌉
+ i − 1.
Then consider the gap number g⊥i+1,
1) If
⌈
i+1
r
⌉
=
⌈
i
r
⌉
, by g⊥i+1 ≥ g
⊥
i + 1, we have g
⊥
i+1 ≥ (
⌈
i
r
⌉
+ i− 1) + 1 =
⌈
i+1
r
⌉
+ (i+ 1)− 1.
2) If
⌈
i+1
r
⌉
=
⌈
i
r
⌉
+1, i.e., i = ar, i+1 = ar+1. By Lemma 1, d⊥a ≤ a(r+1). Hence the set {1, · · · , a(r+1)} contains
at least {d⊥1 , · · · , d
⊥
a }. In other words, the set {1, · · · , a(r+1)} contains at most these gap numbers {g
⊥
1 · · · g
⊥
ar}. Then
it follows that g⊥ar+1 ≥ a(r + 1) + 1, i.e., g
⊥
i+1 ≥
⌈
i+1
r
⌉
+ i.
Combining the above two cases, the conclusion follows.
Theorem 1. Let C be an (n, k, r) LRC, the i-th (1 ≤ i ≤ k) GHW of C satisfies the generalized Singleton-like bound
di ≤ n− k −
⌈
k − i+ 1
r
⌉
+ i+ 1. (10)
Proof. For 1 ≤ i ≤ k, the i-th GHW satisfies
di
(a)
= n+ 1− g⊥k−i+1
(b)
≤ n+ 1−
(⌈
k − i+ 1
r
⌉
+ k − i
)
= n− k −
⌈
k − i+ 1
r
⌉
+ i + 1,
where (a) follows from (4) and (b) follows from Lemma 4.
Remark 1. Note that when i = 1, the generalized Singleton-like bound (10) gives the Singleton-like bound (1).
Remark 2. When r = k, i.e., there is no locality constraint on the code symbols of C, the generalized Singleton-like bound
(10) reduces to the classical generalized Singleton bound di ≤ n− k + i.
III. THE GHWS OF OPTIMAL LRCS
In this section, we will focus on the GHWs of optimal LRCs meeting the Singleton-like bound (1). It is shown that for an
optimal (n, k, r) LRC C with r | k, the weight hierarchy of C and its dual code C⊥ can be completely determined. For the
other case that r ∤ k, we give some lower bounds on the GHWs.
A. The Weight Hierarchy of Optimal LRCs with r | k
Theorem 2. Let C be an optimal (n, k, r) LRC meeting the Singleton-like bound (1) with r | k and C⊥ be its dual code. The
weight hierarchy of C⊥ can be completely determined as
d⊥i =
{
i(r + 1), 1 ≤ i ≤ k/r,
k + i, k/r + 1 ≤ i ≤ n− k.
(11)
Proof. By the duality property (4),
d⊥i = (n+ 1)− gn−k−i+1, 1 ≤ i ≤ n− k. (12)
Since d1 = d = n− k − k/r + 2, C has gap numbers gs = s, where 1 ≤ s ≤ n− k − k/r + 1. Hence by (4), it follows that
for k/r ≤ i ≤ n − k, d⊥i = k + i. Since d
⊥
k/r = k + k/r =
k
r (r + 1), combining Lemma 3, it holds that for 1 ≤ i ≤ k/r,
d⊥i = i(r + 1). Hence the conclusion follows.
Since the duality properties (3) and (4), we can obtain the following theorem.
Theorem 3. Let C be an optimal (n, k, r) LRC meeting the Singleton-like bound (1) with r | k. The weight hierarchy of C
can be completely determined as
di = n− k −
⌈
k − i+ 1
r
⌉
+ i+ 1, 1 ≤ i ≤ k. (13)
Proof. By Theorem 2, it is not hard to verify that the gap numbers of the C⊥ are
g⊥i = i+
⌈
i
r
⌉
− 1, 1 ≤ i ≤ k. (14)
Then by the duality property (4), it follows that for 1 ≤ i ≤ k,
di = n+ 1− g
⊥
k−i+1 = n− k −
⌈
k − i+ 1
r
⌉
+ i+ 1,
which completes the proof.
Remark 3. For an (n, k, r) optimal LRC meeting the Singleton-like bound (1) with r | k, the i-th (1 ≤ i ≤ k) GHW attains
the generalized Singleton-like bound (10) with equality.
Example 1. For an (n = 12, k = 6, r = 3) optimal cyclic LRC [7] C with r | k, by Theorem 2, the weight hierarchy of its
dual code C⊥ can be completely determined as
d⊥1 = 4, d
⊥
2 = 8, d
⊥
3 = 9, d
⊥
4 = 10, d
⊥
5 = 11, d
⊥
6 = 12.
By Theorem 3, the complete weight hierarchy of C is
d1 = 6, d2 = 7, d3 = 8, d4 = 10, d5 = 11, d6 = 12.
B. Lower Bounds on the GHWs of Optimal LRCs
Lemma 5. Let C be an optimal (n, k, r) LRC meeting the Singleton-like bound (1) and C⊥ be its dual code. The i-th GHW
of the dual code C⊥ satisfies
d⊥i ≥ i(r + 1)− ⌈k/r⌉ r + k, 1 ≤ i ≤ ⌈k/r⌉ − 1, (15)
d⊥i = k + i, i ≥ ⌈k/r⌉. (16)
Proof. Since the 1st GHW of C is d1 = n− k − ⌈k/r⌉+ 2, gn−k−⌈k/r⌉+1 = n− k − ⌈k/r⌉+ 1. Then By (4),
d⊥⌈k/r⌉ = (n+ 1)− gn−k−⌈k/r⌉+1 = k + ⌈k/r⌉. (17)
Hence for ⌈k/r⌉ ≤ i ≤ n− k, d⊥i = k + i. In the meantime, By Lemma 2, It follows that for 1 ≤ i ≤ ⌊k/r⌋,
d⊥i ≥ d
⊥
i+1 − (r + 1). (18)
Combing (17) and (18), it follows that for 1 ≤ i ≤ ⌈k/r⌉ − 1,
d⊥i ≥ d
⊥
⌈k/r⌉ − (⌈k/r⌉ − i)(r + 1) = i(r + 1)− ⌈k/r⌉ r + k,
which completes the proof.
Remark 4. Combining Lemma 1, 5 with the condition r | k, we can also obtain the Theorem 2, which appears to be another
proof of the Theorem 2.
Lemma 6. Let C be an optimal (n, k, r) LRC meeting the Singleton-like bound (1) and C⊥ be its dual code. Then the gap
numbers of the C⊥ satisfy
g⊥i ≤
⌈
i+ (⌈kr ⌉r − k)
r
⌉
+ i− 1, 1 ≤ i ≤ k. (19)
Proof. The lemma is proved by induction. For i = k, it follows that g⊥k = (n + 1) − d1 = k + ⌈k/r⌉ − 1. Suppose that for
2 ≤ i ≤ k, g⊥i ≤
⌈
i+(⌈ k
r
⌉r−k)
r
⌉
+ i− 1. Then consider the gap number g⊥i−1,
1) If
⌈
i−1+(⌈ k
r
⌉r−k)
r
⌉
=
⌈
i+(⌈ k
r
⌉r−k)
r
⌉
, we have g⊥i−1 ≤ g
⊥
i − 1 =
⌈
i−1+(⌈ k
r
⌉r−k)
r
⌉
+ (i − 1)− 1.
2) If
⌈
i−1+(⌈ k
r
⌉r−k)
r
⌉
=
⌈
i+(⌈ k
r
⌉r−k)
r
⌉
− 1, i.e., (i − 1) + (⌈kr ⌉r − k) = ar, i + (⌈
k
r ⌉r − k) = ar + 1. By Lemma 5,
d⊥
⌈ k
r
⌉
= k+ ⌈kr ⌉ and for 1 ≤ i ≤ ⌈
k
r ⌉− 1, d
⊥
i ≥ i(r+1)−
⌈
k
r
⌉
r+ k. Hence the set {1, · · · , a(r+1)− (
⌈
k
r
⌉
r− k)− 1}
contains at most {d⊥1 , · · · , d
⊥
a−1}. In other words, the set {1, · · · , a(r + 1) − (
⌈
k
r
⌉
r − k) − 1} contains at least these
gap numbers {g⊥1 · · · g
⊥
ar−(⌈kr ⌉r−k)
}. Then it follows that g⊥
ar−(⌈kr ⌉r−k)
≤ a(r + 1) − (
⌈
k
r
⌉
r − k) − 1, i.e., g⊥i−1 ≤⌈
i−1+(⌈ k
r
⌉r−k)
r
⌉
+ (i− 1)− 1.
Combining the above two cases, the conclusion follows.
Theorem 4. Let C be an optimal (n, k, r) LRC meeting the Singleton-like bound (1), its i-th (1 ≤ i ≤ k) GHW
di ≥ n− k −
⌈
⌈kr ⌉r − i+ 1
r
⌉
+ i+ 1. (20)
Proof. For 1 ≤ i ≤ k, the i-th GHW satisfies
di
(a)
= n+ 1− g⊥k−i+1
(b)
≥ n+ 1−
(⌈
k − i+ 1 + ⌈kr ⌉r − k
r
⌉
+ k − i
)
= n− k −
⌈
⌈kr ⌉r − i+ 1
r
⌉
+ i+ 1,
where (a) follows from (4) and (b) follows from Lemma 6.
Remark 5. Combining Theorem 1, 4 with the condition r | k, Theorem 3 can also be obtained.
IV. BOUNDS OF LINEAR CODES IN TERMS OF THE GHWS
In this section, we employ a parity-check matrix approach [3] to present two general bounds of linear codes in terms of the
GHWs. The general bounds take the field size into account and can be used to derive several known bounds of LRCs. It is
also shown that the result on the bounds of LRCs in [6] can be explained in terms of the GHWs. Some result in [21] can be
further refined by using the GHWs.
Proposition 1. Let C be an [n, k, d] linear code and C⊥ be its dual code. The minimum distance of C satisfies
d ≤ min
1≤i≤g⊥
k
−k
d
(q)
opt(n− d
⊥
i , k + i− d
⊥
i ), (21)
where d
(q)
opt (n
∗, k∗) is the largest possible minimum distance of a q-ary linear code with length n∗ and dimension k∗, and d⊥i
is the i-h GHW of C⊥.
Proof. By (5), we obtain that
g⊥k − k = max{i : 1 ≤ i ≤ n− k, d
⊥
i < k + i}. (22)
In other words, for any 1 ≤ i ≤ g⊥k − k, it follows that k + i− d
⊥
i > 0. Now consider a subcode D
⊥
i of C
⊥ with the support
|supp(D⊥i )| = d
⊥
i . Let H1 = [(h
T
1 , · · ·h
T
i )
T ] be a basis of the subcode D⊥i with i independent parity-check equations from
D⊥i .
Now let us select n− k independent parity-check equations from C⊥ to construct a parity-check matrix H = (HT1 , H
T
2 )
T
of C, where the first i parity-check equations are the vectors from H1. The lower part H2 consists of other n − k − i
independent parity-check equations form C⊥. The first i rows in H1 cover |supp(D
⊥
i )| columns of H . By deleting the first
i rows and the corresponding |supp(D⊥i )| columns of H , we have an m
∗ × n∗ sub-matrix H∗, where m∗ = n − k − i
and n∗ = n − |supp(D⊥i )| = n − d
⊥
i . Let C
∗ be the [n∗, k∗, d∗] linear code with parity-check matrix H∗. Among the n∗
columns of H , since the elements lies above H∗ are all zero, d ≤ d∗. Moreover, by rank(H∗) ≤ n − k − i, we have
k∗ = n∗ − rank(H∗) ≥ k + i− d⊥i > 0. Hence,
d ≤ d∗ ≤ d
(q)
opt(n
∗, k∗) ≤ d
(q)
opt(n− d
⊥
i , k + i − d
⊥
i ). (23)
Since 1 ≤ i ≤ g⊥k − k, the conclusion follows.
In the proof of Proposition 1, the next result follows by substituting (23) by
k ≤ k∗ − i+ d⊥i ≤ k
(q)
opt(n
∗, d∗)− i+ d⊥i
≤ k
(q)
opt(n− d
⊥
i , d)− i+ d
⊥
i . (24)
Proposition 2. Let C be an [n, k, d] linear code and C⊥ be its dual code. The dimension of C satisfies
k ≤ min
1≤j≤g⊥
k
−k
[
k
(q)
opt(n− d
⊥
i , d)− i+ d
⊥
i
]
,
where k
(q)
opt (n
∗, d∗) is the largest possible dimension of a q-ary linear code with length n∗ and minimum distance d∗ and d⊥i
is the i-h GHW of C⊥.
Remark 6. As for (n, k, r) LRCs, By Lemma 4, g⊥k ≥ ⌈k/r⌉ + k − 1. Hence g
⊥
k − k ≥ ⌈k/r⌉ − 1. By Lemma 1, for
1 ≤ i ≤ ⌊k/r⌋, d⊥i ≤ i(r + 1). In the above proof, for 1 ≤ i ≤ ⌈k/r⌉ − 1, if we delete i(r + 1)− |supp(D
⊥
i )| columns more,
then n∗ = n− i(r + 1). In this case Proposition 1 gives the following bound [3]
d ≤ min
1≤i≤⌈ k
r
⌉−1
d
(q)
opt(n− i(r + 1), k − ir). (25)
where d
(q)
opt (n
∗, k∗) is the largest possible minimum distance of a q-ary linear code with length n∗ and dimension k∗. Similarly,
Proposition 2 gives the Cadambe-Mazumdar bound [4]
k ≤ min
1≤i≤⌈ k
r
⌉−1
[
ir + k
(q)
opt(n− i(r + 1), d)
]
, (26)
where k
(q)
opt (n
∗, d∗) is the largest possible dimension of an n∗-length code given the alphabet size q and distance d∗,
For a linear code C, by (5)(6), the k-th gap number of C⊥
g⊥k = k +max{i : 1 ≤ i ≤ n− k, d
⊥
i < k + i}, (27)
= k +min{i : 1 ≤ i ≤ n− k, d⊥i = k + i} − 1. (28)
Hence
d = n+ 1− g⊥k
= n− k −max{i : 1 ≤ i ≤ n− k, d⊥i < k + i}+ 1, (29)
= n− k −min{i : 1 ≤ i ≤ n− k, d⊥i = k + i}+ 2. (30)
In the following, we will show that the results on the minimum distances of linear codes in [6][21] can be explained or refined
by using the properties (29)(30) of the gap number g⊥k .
Tamo et al. introduced a matroid approach to study the optimality of the minimum distance for a linear code in [6]. Let
G be the k × n generator matrix of a linear code C. Define the matroid M([n], rank(.)), the rank of a set A ⊆ [n] is
rank(A) = rank(GA), where GA is the submatrix of G indexed by A and rank is the normal operator on linear vectors. A
set B ⊆ [n] is said to be a circuit if rank(B) = |B|− 1 and all its proper subsets are independent. Tamo et al. introduced the
notion of nontrivial union of circuits and proposed the following result on the minimum distance of linear codes.
Proposition 3. [6, Theorem 2] Let G, M and µ be defined as above, then C has the minimum distance
d = n− k − µ+ 2, (31)
where µ is the minimum positive integer such that the size of every nontrivial union of µ circuits in M is at least k + µ.
According to the definition of the circuits, the columns of G indexed by the coordinates in a circuit must be linearly
dependent. Hence it is not hard to see that a circuit corresponds to a parity-check equation in C⊥. A nontrivial union [6]
of ν circuits corresponds to ν linearly independent parity-check equations, which corresponds to a subcode D⊥ in C⊥ with
dimension ν. By the definition, the size of every nontrivial union of ν circuits in M is at least k + ν, hence it follows that
d⊥ν ≥ k + ν. On the other hand, by the generalized Singleton bound, d
⊥
ν ≤ k + ν. Thus d
⊥
ν = k + ν. Then combining the
definition that µ is the minimal value of ν, we have
µ = min{ν : 1 ≤ ν ≤ n− k, d⊥ν = k + ν}. (32)
Hence by (30), Proposition 3 follows.
Wang et al. proposed a framework of regenerating sets [20], [21] which extends the matroid approach in [6] to include the
vector case and nonlinear case. For the linear case of this framework, Wang et al. obtain the following result.
Proposition 4. [21, Theorem 2] For an [n, k, d] linear code,
d ≤ n− k − ρ+ 1, (33)
where ρ = max{x : Φ(x) − x < k}, Φ(x) = min{| ∪xj=1 Rj | : R1, · · · , Rx has a nontirvial union}.
Similarly, according to the definition of the regenerating set and the nontrivial union [21], we can see that a regenerating
set corresponds to a parity-check equation in C⊥ and a nontrivial union of x regenerating sets corresponds to a subcode D⊥
in C⊥ with dimension x. Hence in terms of GHWs, Φ(x) = d⊥x . Then by (5),
ρ = max{x : d⊥x − x < k, 1 ≤ x ≤ n− k} = g
⊥
k − k. (34)
Thus by (29) we can obtain that
d = n− k − ρ+ 1, (35)
which gives a refined explanation of the Proposition 4 in terms of the GHWs where (33) holds with equality.
V. CONCLUSIONS
In this paper, we studied the GHWs of LRCs. A generalized Singleton-like bound on the GHWs of LRCs were given. For an
optimal (n, k, r) LRC C meeting the Singleton-like bound (1) with r | k, the weight hierarchy of C and its dual code C⊥ was
completely determined. Moreover, the i-th GHW of an optimal (n, k, r) LRC with r | k attains the generalized Singleton-like
bound for all 1 ≤ i ≤ k. For an optimal (n, k, r) LRC with r ∤ k, we gave lower bounds on the GHWs of the optimal LRC
and its dual code. At last, two general bounds on linear codes in terms of the GHWs were presented. It was also shown that
the result on the bounds of minimum distances of linear codes [6] can also be explained by using the k-th gap number of the
dual codes, and the result in [21] can be further refined by using the k-th gap number of the dual codes.
REFERENCES
[1] P. Gopalan, C. Huang, H. Simitci, and S. Yekhanin, “On the locality of codeword symbols,” IEEE Trans. Inf. Theory, vol. 58, no. 11, pp. 6925-6934,
Nov. 2012.
[2] F. J. MacWilliams and N. J. A. Sloane, The Theory of Error-Correcting Codes. Amsterdam, The Netherlands: North-Holland, 1981 (3rd printing).
[3] J. Hao and S.-T. Xia, “Bounds and constructions of locally repairable codes: parity-check matrix approach,” [Online]. Available:
http://arxiv.org/abs/1601.05595.
[4] V. Cadambe and A. Mazumdar, “Bounds on the size of locally recoverable codes,” IEEE Trans. Inf. Theory, vol. 61, no. 11, pp. 5787-5794, Nov. 2015.
[5] I. Tamo and A. Barg, “A family of optimal locally recoverable codes,” IEEE Trans. Inf. Theory, vol. 60, no. 8, pp. 4661-4676, Aug. 2014.
[6] I. Tamo, D. S. Papailiopoulos, and A. G. Dimakis, “Optimal locally repairable codes and connections to matroid theory,” in Proc. Int. Symp. Inf. Theory
(ISIT), Turkey, Istanbul, Jul. 2013, pp. 1814-1818.
[7] I. Tamo, A. Barg, S. Goparaju, and R. Calderbank, “Cyclic LRC codes and their subfield subcodes,” in Proc. Int. Symp. Inf. Theory (ISIT), Hong Kong,
China, Jun. 2015, pp. 1262 - 1266.
[8] A. Barg, I. Tamo, and S. Vladut, “Locally recoverable codes on algebraic curves,” in Proc. Int. Symp. Inf. Theory (ISIT), Hong Kong, China, Jun. 2015,
pp. 1252 - 1256.
[9] J. Hao, S.-T. Xia and Bin Chen, “Some results on optimal locally repairable codes,” in Proc. Int. Symp. Inf. Theory (ISIT), Barcelona, Spain, Jul. 2016,
pp 440-444.
[10] N. Prakash, G. M. Kamath, V. Lalitha and P. V. Kumar, “Optimal linear codes with a local-error-correction property”, in Proc. Int. Symp. Inf. Theory
(ISIT), Cambridge, MA, USA, Jul. 2012, pp. 2776-2780.
[11] V. K. Wei, T. Kløve, and O. Ytrehus, “Generalized Hamming weights for linear codes,” IEEE Trans. Inf. Theory, vol. 37, no. 5, pp. 1412-1418, Sep.
1991.
[12] T. Helleseth, T. Kløve, and O. Ytrehus, “Generalized Hamming weights of linear codes,” IEEE Trans. Inf. Theory, vol. 38, no. 3, pp. 1133-1140, May.
1992.
[13] P. Heijnen and R. Pellikaan, “Generalized Hamming weights of q-ary Reed-Muller codes,” IEEE Trans. Inf. Theory, vol. 44, no. 1, pp. 181-196, Jan.
1998.
[14] G. Van der Geer and M. Van der Vlugt, “On generalized Hamming weights of BCH codes,” IEEE Trans. Inf. Theory, vol. 40, no. 2, pp. 543-546, Mar.
1994.
[15] C. Shim and H. Chung, “On the second generalized Hamming weight of the dual code of a double-error-correcting binary BCH code,” IEEE Trans. Inf.
Theory, vol. 41, no. 3, pp. 805-808, May 1995.
[16] M. Van der Vlugt, “A note on generalized Hamming weights of BCH(2),” IEEE Trans. Inf. Theory, vol. 42, no. 1, pp. 254-256, Jan. 1996.
[17] E. Ballico, C. Marcolla, “Higher Hamming weights for locally recoverable codes on algebraic curves,” Finite Fields and Their Applications, vol. 40, pp.
61 - 72, Jul. 2016.
[18] V. Lalitha and S. V. Lokamv, “Weight enumerators and higher support weights of maximally recoverable codes,” in Proc. 48th Annu. Allerton Conf.
Commun., Control, Comput. (Allerton), Sep./Oct. 2015, pp. 835-842.
[19] P. Gopalan, C. Huang, B. Jenkins, and S. Yekhanin, “Explicit maximally recoverable codes with locality,” IEEE Trans. Inf. Theory, vol. 60, no. 9, pp.
5245-5256, Sep. 2014.
[20] A. Wang and Z. Zhang, “Repair locality from a combinatorial perspective,” in Proc. Int. Symp. Inf. Theory (ISIT), Honolulu, HI, USA, Jul. 2014, pp.
1972-1976.
[21] A. Wang and Z. Zhang, “An Integer programming-based bound for locally repairable codes,” IEEE Trans. Inf. Theory, vol. 61, no. 10, pp. 5280-5294,
Oct. 2015.
