A moving object database is a database that tracks the movements of objects. As 
INTRODUCTION
Through the use of location-sensing devices, very large moving object datasets can be collected. These datasets make it possible to issue spatio-temporal queries with which users can gather real-time information about the characteristics of the movements of objects involved in these datasets, derive patterns from that information, and then make decisions based on these patterns. Examples of these large datasets are Geolife (Zheng, Xie, & Ma, 2010) and T-drive (Yuan et al., 2010) .
Geolife consists of trajectories (i.e., the time-ordered sequence of positions that an object occupies in time) collected with the use of GPS phones by researchers of Microsoft Research Asia as they went through their daily lives. T-drive contains the GPS logs of the positions occupied by taxis in Beijing. Both datasets are large: Geolife contains 17,000+ trajectories whose lengths add up to 1,200,000+ kilometers, and span an interval of 48,000+ hours. T-drive, on the other hand, contains the trajectories of 10,000+ taxis, whose lengths span 9,000,000 Km. Datasets like these can be used to support decisions in the transportation domain, such as: helping taxis find the fastest routes by mining taxi trajectories (Yuan et al., 2010) , finding driving directions, and for urban planning (Wang, Zheng, & Xue, 2014) .
Other uses of moving object datasets are the following: in epidemiology, to help centers for disease control and prevention make decisions on how to avoid the spread of the avian influenza, by tracking and studying the movements of mallards (Hill et al., 2017) ; in meteorology, to help predict the path of a developing hurricane, which can be done by exploiting the tendency of hurricanes to follow similar trajectories, thereby aiding meteorologists issue more accurate recommendations on which areas must be evacuated (Li et al., 2010) ; in law enforcement, to automatically detect drunk drivers, and then help police departments make decisions on how to better allocate their police force by area (Ge et al., 2010) ; in best of our knowledge, there is no survey that focuses on the design dimensions, and the research issues that need to be addressed in order to design moving object indexes that work on parallel architectures such as multicore chips and GPUs; nor is there a survey that presents a more up-to-date discussion of issues for the design of moving object indexes than (Wolfson, Xu, Chamberlain, & Jiang, 1998) , that reflects the research done in the area in the last decade. The aim of this chapter is to fill this gap by presenting a discussion of such issues and design dimensions, a taxonomy based on these design dimensions, along with a survey of the known parallel indexes for moving object data and identification of possible future research directions.
The remainder of this chapter is organized as follows. The first section introduces moving object indexes and their applications to business intelligence. Then follows a section containing a discussion of the main issues that arise when designing parallel moving object indexes. Next comes a section that discusses the design dimensions of this type of indexes, and introduces a taxonomy to classify the existing work. The following four sections present the different design dimensions of parallel moving object indexes, and discuss existing techniques in each design dimension. Finally, the last section provides concluding remarks and future research directions.
BACKGROUND
This section discusses moving objects indexes and presents a discussion about their business intelligence applications.
Moving Object Indexes
Location-sensing devices have made it possible to collect large datasets, like Geolife and T-drive, of locations of moving objects. Then, thanks to data analytics techniques, it is possible to extract knowledge from these datasets, and then use this knowledge when making business decisions (Ghose, 2017) . Nonetheless, the techniques to extract knowledge from moving object datasets can be expensive both in terms of time and space, and this, added to the fact that location-sensing data will continue to grow, makes this problem of knowledge extraction from moving object datasets quite challenging. Therefore, there is a need for efficiently retrieving data from moving object datasets in order to support the expensive algorithms used in business intelligence.
In database systems, and in particular in moving object databases, it is often the case that queries have result sets that are much smaller than the tables in the database; therefore, these queries do not require a scan through all the data in order to be answered. For example, the query "find all delivery trucks that were within 200m of the shopping mall at 1 p.m." does not concern vehicles that were not close enough to the mall at that time, which we assume were the majority of the trucks. In this query it would be advantageous, from a performance perspective, to only consider as initial candidate set the one composed by those trucks that were within 200m of the mall, instead of just testing that spatio-temporal predicate on every single truck in the dataset. Moving Object Databases take advantage of this fact through the use of special data structures, called moving object indexes, that help guide the execution of the query by reducing the number of data entries that need to be explored. By doing this, indexes reduce the number of memory accesses, whose times dominate the total query execution time; thereby providing better query performance. Now follows an example that makes use of a spatial index called the R-tree, and that illustrates how moving object indexes work. The right-hand side of Figure 1 presents trajectories that are contained within rectangles, while the left-hand side shows an R-tree that indexes the trajectories in the right. To find the closest trajectory to the query trajectory Q, the tree is traversed from top to bottom, starting at the node Rec 1 . Since Q intersects only Rec 2 , there is no need to check if the trajectories in Rec 3 and Rec 4 are closest to Q, because these rectangles do not intersect Q. This is one example of how spatial indexes can speed up queries: by eliminating from the candidate result set those elements in the dataset that for sure cannot form part of the result set. 
Using Moving Object Indexes for Business Intelligence
This section provides additional details on two applications of moving object indexes and datasets, and highlights the role that these indexes play in supporting business intelligence.
Moving object indexes and datasets can be used for trajectory-based mobile advertising where, by using the WiFi services provided to shoppers, malls can keep track of the trajectories (i.e., the sequence of positions that a moving object occupies as time goes by) of consumers as they wander between stores. These trajectories can be used to identify, in real-time, groups of shoppers that move similarly within the mall, and then to instantly send to these people, through their phones' WiFi, targeted advertising that takes into account the stores that consumers have visited, how much time they spent in each shop, the crowdedness in the mall, etc. One way to solve the problem of grouping consumer paths is by doing trajectory clustering (Lee, Han, & Whang, 2007) , which consists in forming clusters or groups such that trajectories in each cluster are very similar to each other, but very different from those in other groups. Once these trajectory clusters have been found, malls can deduce that individuals whose trajectories belong to any given group are candidates for being sent similar advertising material. Figure 2 illustrates this application. In this figure it is possible to see that several trajectories, shown with dashed lines, have been grouped into trajectory clusters. These clusters capture the movement patterns of shoppers in a mall.
A second problem that can be tackled with this strategy of trajectory clustering is real time drunk-driver detection (Ge et al., 2010) . By using traffic cameras, streams of trajectory points can be collected. Then, by finding outliers in these streams, it is possible to find trajectories that deviate from the normal driving behavior, which could correspond to drunk drivers, speeding drivers, or drivers whose cars have malfunctions. This knowledge can then be used by police departments to identify efficient ways of allocating their police forces in a city.
In both these problems there are potentially large amounts of data involved. This is because, in the case of mobile advertising, large malls receive tens of millions of visitors each year, visitors whose movements need to be tracked at a relatively high frequency. In the case of drunk-driver detection, there are also large volumes of data involved because police departments need to install many cameras on the streets, each tracking the movement of every vehicle on those roads. Added to this challenge of the large data volume are two others: first, applications like these require that a decision be made as quickly as possible using the latest data sensed, and second, the moving object mining algorithms on which the solutions to these applications rest can have high computational costs.
In this panorama, there is a need for efficient moving object mining algorithms, which implies that there is also a need for moving object indexes that can efficiently feed data into these algorithms. Moreover, it has been proved that moving object indexes can greatly reduce the time complexity of trajectory clustering algorithms like TRACLUS, where the use of a spatial index brings down the worst-case time complexity from # to ( log ), where is approximately the number of points recorded in the dataset (Lee, Han, & Whang, 2007) .
Therein lies the importance of moving object indexes: they are an essential algorithmic tool to help moving object mining algorithms, and business intelligence, quickly access the data they need in order to generate knowledge and make decisions. 
ISSUES OF PARALLEL MOVING OBJECT INDEXES
The following are the issues that a parallel indexing technique designed to support spatio-temporal queries on moving objects should address:
Measurement Uncertainty
As a consequence of the limitations of the devices (GPS, RFID, Bluetooth, etc.) used to retrieve and communicate the positions and velocities, there is uncertainty about the physical states of the moving objects (Chen, & Lian, 2012) . If a moving object index is oblivious to measurement uncertainty, then the moving objects could be indexed with incorrect data, thus leading to incorrect query results. For example, it can be the case that because of a failing battery, the location sensor of an object reports incorrect positional data that get stored in an index that is oblivious to data uncertainty. Then, a query such as "find the average speed of taxi number 3," will use the distorted data to produce an incorrect answer.
Works like (Ma, & Lu, 2013) , (Emrich, Kriegel, Mamoulis, Renz, & Züfle, 2012a) and (Emrich, Kriegel, Mamoulis, Renz, & Züfle, 2012b) proposed serial algorithms that address the issue of measurement uncertainty in moving object indexes. However, to the extent of our knowledge there does not exist any parallel technique that addresses this issue.
Missing and/or Inconsistent Movement Updates
As objects move through space, they report their physical states to the database. However, it is not possible to guarantee that the position and velocity of a moving object will be known at every instant, nor is it realistic to assume that the updates of a given object will always be emitted at regular intervals. A moving 
Consistency in a Scenario of Parallel Updates and Queries
Parallel moving object indexes need to concurrently process several updates and queries. Nonetheless, this poses a consistency issue because of two reasons: the first is that multiple updates to the same set of objects S may lead to missed writes, and the second is that even though all objects in S may have produced updates at the same time, the results of any query may only reflect the updates of a subset of S. This is because updates usually take longer to process than queries, so some queries may have seen some updates but not others. This problem has greater significance with parallel indexing techniques since these seek to expose all available parallelism in order to maximize the utilization of the computational resources; therefore, concurrent updates and queries are more likely in these techniques. Faced with such scenario, parallel indexing techniques should address this issue of guaranteeing consistency with multiple parallel updates and queries, while at the same time exploiting all available parallelism.
Load Balancing
Load balancing refers to evenly dividing the computational tasks among computing units in a way that each processor performs a similar amount of work. This issue impacts the performance of indexing because the time spent by the computational unit that receives the most time-consuming subtask dominates the overall cost of the algorithm. This issue has special significance in the context of moving object indexes because the movements of objects tend to be skewed. For example, during the day in New York City, more cars will move around downtown than anywhere else (Ma, Yang, Qian, & Zhou, 2009 ). To achieve adequate load balancing, the indexing techniques should take advantage of the characteristics of the data to achieve good load balancing (Trajcevski, Yaagoub, & Scheuermann, 2011) . Therefore, a parallel indexing technique for moving object indexes should address the load balancing issue.
Computer Architecture and Data Access Pattern
The data access pattern refers to the manner and timing of the accesses to data on memory. For example, a processor can access data elements located consecutively in memory or it can perform random access to memory by following pointer structures; it may also be the case that two separate processors access consecutive elements in a round-robin fashion. Modern computer architectures are equipped with a variety of mechanisms to reduce memory access time, such as caches. The efficiency of these mechanisms relies on the way that data are accessed. So, if data access does not respect temporal and spatial locality, and if data access works against cache coherence mechanisms, then the benefit of caches is mostly discarded. With regard to moving object indexes, ensuring the preservation of temporal and spatial locality of the data accesses depends on the queries that they are designed to support. In the case of indexes designed for efficiently querying trajectories, it is desirable that consecutive segments of the same trajectory are stored in nearby memory addresses. In the case of an index designed to efficiently support range queries, it is desirable that the data concerning moving objects that are close together in space be kept in adjacent memory addresses. Hence, a parallel indexing technique should be aware of the underlying computer architecture and adopt data access patterns that exploit the benefits of such architecture.
Indoor or Outdoor Movement
Indexing indoor trajectories poses different challenges than indexing outdoor trajectories. This is because in an indoor environment, the movement is constrained by furniture, walls, doors, etc., so the moving object may consecutively report two positions such that the line that connects them intersects with a wall, which will be an incorrect approximation to the movement of the object. Therefore, the linear interpolation model, which lies at the very essence of a trajectory, may either fail in indoor spaces (Jensen, Lu, & Yang, 2009) or force the objects to report their movement updates very frequently. Additionally, indoor trajectories are not sampled through GPS but through Bluetooth, RFID, or WIFI devices (Gu, Lo, & Niemegeers, 2009 ) that do not report the velocity or an exact position of the object. Instead, these devices generate records containing the identifier of the moving object and the period during which the object stayed within the activation range (Jensen et al., 2009) (Yang, Lu, & Jensen, 2010) . Therefore, a technique oblivious to the fact that its objects describe indoor trajectories may not be able to work correctly if it requires data that is not readily available, or if it makes the assumption that the movement of the object is not constrained by elements in the environment.
Number of Manually-Tuned Index Parameters
Database indexes sometimes have an associated set of parameters that govern its behavior. For example, most database indexes, such as the B-tree (Bayer, & McCreight, 1970) , have as parameter the number of entries that fit within a node. In general, the index parameters pose a difficulty for the incorporation of the index into a database system because the database administrator may need to periodically and manually tune those parameters to ensure the best performance. This tuning job becomes increasingly difficult as the number of index parameters increases, and even more so if the parameters influence one another.
TAXONOMY OF PARALLEL MOVING OBJECT INDEXES
In the following sections we discuss the design dimensions (i.e., characteristics) concerning the design of parallel moving object indexes, and then use these design dimensions to categorize existing work. These design dimensions are the targeted computer architecture, the types of queries supported, the temporal nature of the queries, the assumptions for load balancing, and the possibility of stale query results. Figure 3 depicts this chapter's proposed taxonomy.
Targeted Computer Architecture
The targeted computer architecture refers to the programming models for which the index is specifically designed. We classify existing parallel moving object indexes based on the targeted computer architectures as follows: • Multicore. This model assumes that there is a given number of latency-oriented processors that have shared access to main memory and collaborate to accomplish a common task. Examples of techniques designed for multicore processors are MPB-tree (He, Kraak, Huisman, Ma, & Xiao, 2013) , Sim-tree (Xu, & Tan, 2014) , TwinGrid (Šidlauskas, Ross, Jensen, & Šaltenis, 2011) , PGrid (Šidlauskas, Šaltenis, & Jensen, 2012) , Toss-it (Akdogan, Shahabi, & Demiryurek, 2014) , and MOVIES (Dittrich, Blunschi, & Vaz Salles, 2009 ).
• GPU. This model assumes that there is a GPU composed of a given number of throughput-oriented streaming processors designed to exploit hardware multithreading and vector-like instructions (Garland, & Kirk, 2010) . GPU devices have several advantages: they are relatively inexpensive; on tasks that offer sufficient parallelism, they perform up to an order of magnitude better than a multicore chip ; and they are already available in many desktops and workstations. These benefits, combined with the fact that moving object indexing offers ample parallelism opportunities, make GPUs another important architectural target for the design of these indexes. There are, however several issues concerning GPUs. First, GPUs have a relatively small global memory, so algorithms should be space efficient. Second, global memory access should be coalesced by having threads with consecutive indexes access adjacent memory locations. Third, due to the low throughput of the PCIe bus, indexes should avoid unnecessary communications from the host computer to the GPU. Examples of techniques designed for GPUs are U 2 STRA (Zhang, You, & Gruenwald, 2012) , GPUTemporal (Gowanlock, & Casanova, 2014) , R2GridGPU (Silvestri, Lettich, Orlando, & Jensen, 2014) and MLG-join index (Ward, He, Zhang, & Qi, 2014) .
• MapReduce. This model assumes that there is a cluster of machines with a shared and redundant file system. Data are partitioned in different files that can be processed in parallel by applying a mapping function. Later these results are sorted and reduced into a single value (Dean, & Ghemawat, 2004) . Examples of techniques designed for MapReduce are CloST (Tan, Luo, & Ni, 2012) and Pradase (Ma, Yang, Qian, & Zhou, 2009 ).
Types of Queries
In this section we present several spatio-temporal queries following the work of (Pfoser, Jensen, & Theodoridis, 2000) , which classifies these into coordinate-based and trajectory-based queries. The main difference between these two kinds of query categories is that coordinate-based queries do not require the full knowledge of the path that a moving object has taken in order to be answered, while trajectory-based queries do.
Coordinate-based queries
Among the most common coordinate-based queries are the following: (Sun, Tao, Papadias, & Kollios, 2006) . Given two sets of moving objects A and B, a tolerance distance d > 0, and a time interval [ 2 , # ], find all the object pairs 5 , 6 ∈ × such that the distance between 5 and 6 is less than d during the interval [ 2 , # ]. An example of this type of query is "find all the container ships in Newark Bay that will be within 100 meters of a whale in the next 5 minutes." • Continuous-intersection join (CI-join) (Zhang, Lin, Ramamohanarao, & Bertino, 2008) . Given two sets of moving objects A and B, find the pairs 5 , 6 ∈ × such that the extents of 5 and 6 intersect at some point in [ ; , ∞), where ; is the time where the query is issued. An example of this type of query is "find all whale pods feeding on krill swarms in the next 30 minutes."
Trajectory-based queries
Trajectory-based queries are those that in order to be processed require the whole trajectory. Among the most common types of similarity queries there are:
• Near-join similarity query (Gowanlock, & Casanova, 2014) . Given two sets P and Q of trajectories, a real number ε > 0, find for every trajectory ∈ a trajectory ∈ that is most similar to p, such that the similarity between p and q is not smaller than ε. For example "find the bird species whose migration patterns have a similarity not greater than 1.25 with that of the ruby-throated hummingbird." • Top-K similarity query (Ding, Trajcevski, & Sheuermann, 2008) . Given a set S of moving object trajectories, a similarity measure : × → ℝ, a set of query trajectories ⊆ (the query set), a set of trajectories ⊆ (the database), and a positive integer K, retrieve for every trajectory p∈P the set G ⊆ such that G = , and for every ∈ G and JKLMN ∈ − G it is the case that ( JKLMN , ) ≤ ( , ). For example, "find two other bird species whose migration patterns are the most similar to that of the ruby-throated hummingbird."
Temporal Nature of the Supported Queries
The temporal nature of a query refers to whether we wish to obtain the status of a moving object in the past, present, or future. Therefore, we classify the existing parallel moving object indexes based on the temporal nature of the queries they support as follows:
• Historical query. A moving object query is historical if it finds out where the objects were in the past. This class of queries has applications in finding out patterns in the movement of animals (Güting, Behr, & Xu, 2010) , vehicles, etc. Because of this query's nature, techniques supporting this type of query must store all the previous locations of each object. In the case where the queries are historical and concern trajectories, the past locations of an object may need to be stored consecutively in memory to maximize the performance of the caches. If the historical queries supported do not involve trajectories, then techniques could choose to place the objects in memory in such a way so as to respect the spatial proximity of their locations. Pradase, MOIST, CloST, U 2 STRA, MPB-tree and GPUTemporal are examples of techniques supporting historical queries.
• Present-time query. A moving object query is present-time if it seeks to find out where the objects are at the time of the query. This class of queries is essential in applications such as airplane surveillance, emergency services, car tracking (Jensen, & Pakalnis, 2007) , etc. Since this type of query requires only one location for each object, then indexes should store objects in memory such that spatially close objects are close in memory. MOVIES, Pradase, TwinGrid, PGrid, MOIST, CloST, MPB-tree, ToSS-it, R2GridGPU and SimTree are examples of techniques that support present-time queries.
• Predictive query. A moving object query is predictive if it seeks to find out where the moving objects will be in the near future. This class of queries is essential in applications such as airplane surveillance, emergency services, car tracking, etc.
Assumptions for Load Balancing
Load balancing refers to whether every processor is assigned the same amount of work. Some techniques, like R2GridGPU, only ensure load balancing if the input data is uniformly distributed. Other techniques, like Toss-it, ensure load balancing without making any assumptions on the distribution of the data.
Possibility of Stale Query Results
A query result is stale if it does not reflect the last-known location of every object. Some techniques, like PGrid, do not allow stale query results, but need expensive serialization steps to ensure that the indexes used to report the query results are always up-to-date. On the other hand, indexes like MOVIES allow stale query results to maximize the availability of the index. Table 1 presents a comparison of the surveyed moving object indexing techniques in terms of their features (i.e., the challenges they address and their design dimensions). This table marks for each technique its respective design dimensions along with the issues it addresses. For example, R2GridGPU (Silvestri et al., 2014 ) is a GPU technique that supports both range and kNN present-time queries, makes assumptions in order to ensure load balancing, may produce stale query results, is for outdoor moving objects, does not address the issue of uncertainty, and does not support compression. Regarding the issue of stale query results, the techniques U 2 STRA, GPUTemporal, and TKSimGPU are checkmarked to denote that they address this isssue. However, these are techniques designed for processing historical queries and they assume that all the data is already available in memory. Therefore, queries results cannot be stale, not by explicitly making provisions to address the issue, but by the very definition of historical queries.
Impact of the Design Dimensions on Parallel Moving Object Indexing Techniques
In Table 1 we observe that none of the parallel techniques surveyed addresses any of the issues of uncertainty, or support for indoor movement. We have left the columns corresponding to these features/issues empty in order to stress this point, and to also emphasize that these are avenues for possible future research. 
We now justify our taxonomy by giving examples of how the design dimensions can impact parallel moving object indexing techniques:
• Impact of the targeted computer architecture. The targeted computer architecture/model greatly impacts the underlying technique. For example, a GPU moving object index must efficiently use the very limited global memory of the device, as opposed to a multicore or a MapReduce index, where this issue is of a slightly lesser concern because of the larger memory space of these models. Another example is that MapReduce indexes, by their own nature, are structured in terms of a map and a reduce stages, which is not necessarily the case of GPU or multicore indexes. Programming models like MapReduce are primarily designed for batch processing instead of real-time processing. This means that MapReduce indexes receive as input a set of spatial queries, and then process these queries with no hard time constraints. However, in some applications, like real-time drunk-driver detection, there are stricter time constraints because lives are at stake. In these cases, indexes that can handle real-time queries are preferred, which usually implies that the index must be for a model other than MapReduce.
• Impact of the type of queries supported. This impacts the design of parallel moving object indexes because it determines the nature of the query processing algorithm and the type of data that needs to be stored and retrieved. For example, near-join similarity queries require finding trajectories with a similarity at least greater than a certain value, and the algorithm to process this query is completely different than that to process a CI-join algorithm.
• Impact of the temporal nature of the queries. The temporal nature of the queries has an impact on how much data the index must store. This is because, for example, historical queries need to store a large portion of the past states of the moving objects, while present-time queries need to store only the most recent positions.
• Impact of the assumptions for load balancing. By making additional assumptions about the distribution of the objects, the algorithm can be made simpler while at the same time ensuring load balancing. For example, a technique that assumes that objects are uniformly distributed in space may, for example, assign a processor to process the objects contained in each cell in a grid (e.g. R2GridGPU). However, if the distribution is not uniform, the computational load will be unbalanced.
• Impact of the possibility of stale query results. This impacts parallel moving object indexes because in order to avoid stale query results, indexes must answer queries using the last-known information about the moving objects, and for this, parallel indexes may need to ensure correct synchronization between different processors.
TARGETED COMPUTER ARCHITECTURE DIMENSION
In this section we discuss techniques based on the computer architecture that they target. These architectures can be GPUs, multicore CPUs and MapReduce.
Multicore
This section presents moving object indexes designed for multicore architectures. Examples of techniques in this category are the MPB-tree (He et al., 2013) and the Sim-tree (Xu, & Tan, 2014) .
The key idea of MPB-tree consists in decomposing the moving object data, which lives in d-dimensional time-space, into its projections over each of the d dimensions of the time-space. Each dimension is indexed separately using special binary trees. These d dimensions can then be searched independently and in parallel using different CPU threads. For example, to process a two-dimensional query window with the bottom-left corner having coordinates (l,b), and the top-right corner with coordinates (r,t), the window is split into 2 intervals: the one in the x axis is [l,r] , and the one in the y axis is [b,t]. These two intervals are then searched independently and in parallel, producing two separate candidate sets. Then the algorithm proceeds to intersect these two sets, so that it can find the objects that were located exactly inside the window during time ; .
Another example of a moving object index for multicore architectures is Sim-tree, which is designed to support traffic simulations on road networks. Its key idea consists in using the average number of objects per unit of area to build a nearly-balanced binary tree whose leaves contain the moving objects. Each step of the simulation consists of an initial stage where the range queries of all objects are processed, and a second stage that cannot start until all objects have finished their initial stage for that simulation step; during this second stage all objects send their movement updates. This means that Sim-tree has the disadvantage that updates and queries are not processed concurrently. Moreover, Sim-tree only parallelizes range queries by assigning separate threads to separate queries.
Both the MPB-tree and the Sim-tree make special assumptions about the distribution of moving objects in order to guarantee load balancing. MPB-tree assumes that the objects follow a uniform distribution, while Sim-tree assumes that the density of objects is constant at each step.
GPU
In this section we will discuss techniques for indexing moving objects on GPUs. R2GridGPU (Silvestri et al., 2014) and MLG-join index (Ward et al., 2014) are examples of techniques in this category.
R2GridGPU's fundamental idea consists in dividing the time domain into equal-length periods, called ticks, and then batch processing all the queries and movement updates that take place within each of these ticks. The purpose of this is to accumulate the tasks that need to be performed, and then submit this set of tasks to the GPU. By doing this, the GPU can better utilize its simultaneous multi-threading-focused design. To help ensure that the computational load can be distributed among the processing units, this technique relies on a uniform grid of cells that is rebuilt at the start of the processing stage of each tick. Each object is then assigned to the unique grid cell that contains them, and every window query is assigned to the grid cell that contains its lower left corner.
To process a set U of updates and a set Q of queries, both corresponding to the same tick, R2GridGPU does as follows. A regular grid is placed over the MBRs of all objects and updates. After this, it builds for each cell c a corresponding two-dimensional array Q (called a bitmap) that satisfies Q = 1 if and only if object o's last location belongs to c, query q's primary cell is c, and o belongs to the query result set of q. To calculate these bitmaps Q , a single GPU thread block is assigned to every c. Each GPU thread T within a GPU thread block T is in charge of a query q that has T as primary cell. T tests for all objects o in T whether ∈ or not.
The MLG-join index computes CI-joins between two sets of objects A and B on GPUs. Its key idea consists in placing the objects in A in an array, and then partitioning that array into multiple consecutive chunks of objects (partitions). Then each of these partitions is independently indexed by a uniform grid, called layer. This allows threads with consecutive thread indexes to access objects located in adjacent memory locations, which is an efficient memory access pattern for GPUs.
To build the index, this technique takes as inputs two arrays of objects A and B, and such that every entry of the arrays contains the state of an object. Then the array corresponding to A is partitioned into n consecutive equi-sized subarrays (partitions) 2 , # , ⋯ , W . Each thread block is assigned a partition T to work on, so that cell c of the layer corresponding to T has value 1 if there exists an object in T whose extent intersects with c. To this end, threads with consecutive indexes access consecutive object data.
To process a CI-join, this technique first builds the index. After this, the algorithm constructs a matrix M with |B| rows and n columns satisfying that [ ][ ] = 1 if the extent of object b intersects with the extent of some object in partition i during the interval [ , + Δ], where Δ > 0 is a user-defined parameter. To construct this matrix, a thread is assigned to each ∈ and these threads read the data associated with the movement of b. Again, threads with consecutive indexes access consecutive elements of B in the array. Finally, during the intersection step every thread block tests, for every object a in its corresponding partition T , whether the extent of a intersects with the extents of those objects ∈ such that = 1 at some point during the interval [ , + Δ].
TKSimGPU (Leal, Gruenwald, Zhang, & You, 2015 ) is a top-K trajectory similarity query processing algorithm for GPUs. Its key idea consists in estimating a parameter ε of a near-join similarity query, and then performing successive near-join similarity queries with increasingly larger ε until every trajectory has at least K most similar trajectories. All this is done, while ensuring efficient memory accesses by storing the points of trajectories consecutively in memory.
R2GridGPU, MLG-join index and TKSimGPU exploit the issue of global memory coalescing on GPUs by having threads with consecutive indexes access consecutive memory locations. However, the issue of the limited size of GPUs is not addressed by either technique because if the input datasets are larger than the limited memory space, then they cannot be processed on the GPU.
MapReduce
An example of a technique designed for MapReduce (Dean, & Ghemawat, 2004 ) is PRADASE ), designed to answer trajectory and range queries. This technique keeps two data structures: the partition-based multilevel index (PMI), to answer range queries, and the object inverted index (OII), to answer trajectory queries.
To create the PMI, during the map phase, the space is recursively partitioned just like with quadtrees (Samet, 1984) . Then, each trajectory segment s is split into multiple trajectory segments 2 , # , … to ensure that each of the T is wholly contained inside a single grid cell (Chakka, Everspaugh, & Patel, 2003) . The computing nodes then generate pairs of the form ( , ), where pid is the grid cell identifier, and is the segment. During the reduce phase, each reduce node receives a pair (pid,{s}), where {s} denotes the set of all indexed trajectory segments that are wholly contained inside the grid cell with identifier pid. The set of pairs {(pid,{s})} constitutes the PMI index. PRADASE creates the OII as follows. During the map phase, the compute nodes generate pairs of the form ( , ), with the same meaning as above. Then, during the reduce phase, each object with identifier oid has a single pair of the form (oid,{s}). After this, PRADASE builds a hash index that maps oid to its corresponding trajectory segments.
To answer range queries, during the map phase, each computing node n is assigned a grid cell c of the PMI. Then, node n checks if the grid cell T intersects with the window W, and if it does, it uses the PMI to generate a set of pairs of the form ( , , T ), where oid is the object identifier and , T denotes the trajectory segments described by the object with identifier oid that lie completely inside the grid cell T . During the reduce phase, each reduce node receives tuples of the form ( ,
Q e ∈fNTg , where , T Q e ∈fNTg denotes the set of all segments corresponding to the object with identifier oid that lie inside the query window.
Another example of a moving object index for MapReduce is CloST (Tan, Luo, & Ni, 2012) , which is a technique to answer spatio-temporal range queries. Its key idea consists in using a mixed hierarchical partitioning that combines temporal and spatial criteria to divide the data into chunks that can later be exploited to process queries in parallel.
TEMPORAL NATURE OF SUPPORTED QUERIES DIMENSION
In this section we discuss different parallel moving object indexes based on the temporal nature of the queries that they support. The temporal nature of the supported queries can be either historical queries, present-time queries, or predictive queries, depending on whether they seek to find the location of a moving object in the past, in the present or in the future, respectively. We categorize parallel moving object indexes, according to the temporal nature of the queries supported, into three groups described in the following sections.
Historical Queries
This section presents techniques designed to support historical queries, i.e., queries that retrieve the past locations of objects. U 2 STRA (Zhang, You, & Gruenwald, 2012) and GPUTemporal (Gowanlock, & Casanova, 2014) are two examples of techniques in this category.
The U 2 STRA index was proposed to process trajectory similarity queries on GPUs. Its key ideas consist in adapting the filter-and-refine strategy (Jacox, & Samet, 2007) for the case of trajectory data, and then arranging trajectory data in contiguous locations in memory, so that accesses to the GPU's global memory can be easily coalesced.
To store trajectories, U 2 STRA uses two arrays: the trajectory index array (TRI) and the array of points. Points in a trajectory are stored consecutively in memory such that the ith entry in TRI is the index of the first point (in the array of points) of the ith trajectory.
To process a near-join trajectory similarity query, U 2 STRA places a uniform grid on the space of the trajectories. Then, this technique associates with every trajectory p in P its ε -expanded minimum bounding rectangle (eMBR), where ε is the range parameter of the near-join similarity query. An ε-expanded eMBR is an MBR that has been expanded by ε in all directions. The idea behind this is that if the eMBR of a trajectory p does not intersect with the MBR of another trajectory q, then the distance between p and q is greater than ε. U 2 STRA then generates candidate trajectory pairs (p,q) if the eMBR of p and the MBR of q both intersect the same grid cell. During the refine phase, every thread block b is in charge of finding the Hausdorff distance between a pair (p,q) of trajectories.
GPUTemporal (Gowanlock, & Casanova, 2014 ) is another historical query index for answering near-join similarity queries. This index works using CPUs and GPUs. Its key idea consists in partitioning trajectories into disjoint sub-trajectories, then dividing the temporal dimension into uniformly-sized bins, and then placing the segments that make up the trajectories of the database into these bins. Every segment will belong to exactly one bin. The advantage of this index is that, to answer near-join similarity queries, if a trajectory segment s does not intersect with bin b, then there is no need to compare trajectory segment s against the trajectory segments in b, thus pruning away all segments in b.
GPUTemporal has the disadvantage that it uses a single CPU thread to perform certain critical tasks within the construction of the index and the processing of queries, and this, according to Amdahl's law, can limit the speedup attained by this GPU algorithm when compared against a serial algorithm.
Present-time Queries
This section discusses techniques that support present-time queries, i.e., queries that find the current positions of objects. MOVIES (Dittrich et al., 2009) (Dittrich et al., 2011) is an example of an algorithm in this category.
MOVIES uses the snapshot idea, consisting in servicing updates and queries at time i with two separate indexes. Both indexes consist of two elements: an update buffer T and an index T , to serve queries. Then, to ensure consistency, it periodically suspends updates and copies the update buffer onto the index. The update buffer contains for each object a tuple with the object identifier, the position and velocity of its last update. The index, on the other hand, consists of entries with the structure (zCode,v,oid) , where zCode is the location code that indicates in which cell the object is located, v is the velocity vector and oid is the object identifier.
To process range queries, MOVIES receives the window and the time parameter. Then it finds the corresponding z-order values (following the Z-curve that was imposed over the space domain) for the cells that contain A and B, which we call kJl and LTfL , respectively. Then it performs a search with kJl over the zCode field of the index to locate the first object o such that . ≥ kJl . Once o is found, the algorithm linearly scans forward over the index table testing if each object it finds belongs to the window range defined by A and B, until it finds the first object o' such that o . > LTfL . MOVIES takes advantage of shared-memory processing by dedicating some threads to query processing, one to update processing, and others to prepare the indexes at each time frame i. Since query processing is done on the update buffers, and update processing is done on the indexes, no contention arises for the same data, so there are no locks necessary for parallel update and query processing. Regarding parallel preparation of the indexes, this is done by partitioning both the indexes and the update buffers into equally-sized domains or partitions (to ensure load balancing) such that, at time frame T , multiple threads can work on separate data by copying the updates of its own partition from T to Tp2 .
Two disadvantages of MOVIES are: first, that during the periods when the update buffer is copied to the index, it is not available to process any other queries, and second, that it its query results can be stale, i.e., they may not reflect the true location of the object at the time of the query.
Predictive Queries
To the extent of our knowledge, there do not exist parallel moving object indexes for predicting the future locations of objects.
ASSUMPTIONS TO ENSURE LOAD BALANCING
This section presents techniques based on the assumptions that they make in order to ensure load balancing. To this end, some techniques assume that the spatial distribution of the objects is uniform, while others do not assume anything about the distribution of the objects.
Make Assumptions to Ensure Load Balancing
R2GridGPU (Silvestri et al., 2014) achieves load balancing when answering range queries by placing a uniform grid in the space where objects move, and then assigning a processing unit (GPU thread block in this case) to process each cell c. Then, each processing unit checks if the objects intersecting cell c are contained in each of the range queries intersecting c. The disadvantage of this approach is that it only works if the moving objects are distributed uniformly in space, an assumption that may not always hold .
No Assumptions to Ensure Load Balancing
Parallel moving object indexes in this category guarantee load balancing under all kinds of distributions. An example technique in this category is ToSS-it (Akdogan et al., 2014) , which is a multicore index that to answer present-time queries. Its key idea consists in periodically re-building from scratch an index structure composed of a hierarchy of Voronoi diagrams, and combining this with strategies to ensure load balancing under all distributions, and to minimize the communication overhead between different processors.
The key idea behind ToSS-it is to first select a set of objects, called Pivots, such that = t e , o J,J u ∈t e . Then, it partitions, in parallel, the set of objects O into equally-sized subsets (partitions), T , by different subsets to different processors. Each T has a pivot object T , and all objects in T satisfy that they are closest to T ′s pivot than to other pivots.
To answer a range query q, one of the computational nodes of ToSS-it, called TWTK , receives the query parameters. This node then finds the node ; whose associated partition contains p, and then TWTK forwards the query to ; .
STALE QUERY RESULTS DIMENSION
In this section we discuss techniques based on whether their query results could have stale data. We classify techniques into those that allow stale query results, and those that do not.
Stale Query Results Allowed
This section presents techniques that may return stale query results. An example of these techniques is TwinGrid (Šidlauskas et al., 2009) (Šidlauskas et al., 2011) . TwinGrid is a moving object index for present-time queries. This technique uses multiple threads of execution to process movement updates and queries in parallel. TwinGrid follows the snapshot idea (Dittrich et al., 2009) consisting in servicing updates with the writer-store, and queries with the reader-store.
TwinGrid statically partitions the space into uniform cells. Each cell has an associated list of buckets. Each bucket is composed of adjacent entries, which ensures data locality when processing range queries because objects that are near each other in space are more likely to be loaded into the same cache line. Each entry has the format (oid,x,y) where oid is the identifier of the object and x and y are its coordinates. Additionally, TwinGrid has a dictionary (secondary index) that, given the identifier of an object, returns the bucket and the grid cell where the object is located. The reason for this is to efficiently support updates: once an object reports an update it can be determined in constant time whether the new update is located in the same cell, and then, the entry of the object is found to make modifications.
To deal with concurrent updates to the writer-store, each time a worker thread updates an object o to position WMl it first needs to fetch the old position Jkg of o using the secondary index. Then it checks whether WMl belongs to the same cell as Jkg . If it does (i.e, the update is local), the thread acquires a lock on o in the secondary index to avoid other conflicting updates to o from other threads. Then the thread updates the bucket entry for o. If the update is not local, the thread needs to try to acquire a lock on the cells
Jkg and
WMl (the order of lock acquisition is fixed among all threads to avoid deadlock). The purpose of this is to avoid missing writes to the lists of buckets associated to both cells in the case when two threads perform non-local updates to the same cells. Once the thread locks Jkg and WMl , it tries to acquire the lock on o in order to remove the old entry for o from the buckets of Jkg and insert the new entry in the list of buckets for
WMl . To process range queries, the reader-store is used. First, it finds all the cells that are completely contained within the window, and then adds all the entries associated with the bucket lists of these cells to the result set. After doing this, it finds all the cells that partially overlap (but are not wholly contained) with the window and explores all the object entries associated with these cells one by one, testing them against the query predicate to decide whether they will form part of the result set or not.
Stale Query Results Not Allowed
This section presents techniques that do not allow stale query results. An example of such techniques is PGrid (Šidlauskas et al., 2012) , which is designed to answer present queries. Just like TwinGrid, it processes movement updates and queries on multicore CPUs. Unlike TwinGrid, PGrid keeps only a single version of the spatial grid and avoids the need to copy from the writer-store to the read-store, which impacts database availability and is responsible for wasted CPU cycles when copying objects that did not change their positions. Now, since queries and updates are performed concurrently over the same reader/writer-store, it can be the case that while a query is in the process of execution there are objects within the query region that are being updated. Hence, to ensure a well-defined behavior, PGrid introduces freshness semantics which guarantees that all the updates to moving objects that occurred before the time at which the query began processing will be reflected in the query result, and that for those objects whose last updates occurred during the execution of the query either their last updates or their second-to-last updates will be reflected in the result.
This technique uses almost identical structures as those of TwinGrid. The grid is also uniform and statically partitioned, and each cell points to a list of buckets containing the objects located within that cell, such that the first bucket of each cell is not full, just as it does in TwinGrid in order to ensure that updates do not need to scan through the whole list of buckets of a cell. Each entry in the bucket has the structure (oid,x,y,tu), where oid is the identifier of the object, x and y are its coordinates and tu is the update timestamp. The secondary index consists of a dictionary indexed by object identifiers. Each entry in the secondary index has the structure (oid,cell,bckt,idx,ldCell,ldBckt,ldIdx,lock) , where oid corresponds to the identifier of the object, cell is a pointer to the cell within the grid, bckt is the pointer to the bucket, idx is the offset within the bucket of the entry that corresponds to the object, ldCell is the logically deleted cell, ldBckt is the logically deleted pointer to the bucket and offsets, and lock is the associated lock. The purpose of these logically deleted entries is to store the second-to-last updates, which are necessary in order to guarantee freshness semantics.
To perform an update to a moving object o, PGrid (just like TwinGrid) acquires a lock for the object to avoid missing writes with other updater threads. After this it uses the secondary index to find the cell and bucket entries associated with o. Once this is done, it verifies whether there are any logical deletions performed on o. Then it verifies if the update to o is local (the new position falls in the same cell as the previous one); if it is, it just modifies the entry for o with the new data; otherwise, it inserts the new position of o into the new cell and then performs a logical deletion of the old entry. To perform this insertion, the updater thread needs to acquire a lock on the new cell to avoid that other threads modify the list of buckets and leave it in an inconsistent state. Then it writes the object in the first block and frees the cell lock. PGrid processes range queries like TwinGrid.
CONCLUSION AND FUTURE RESEARCH DIRECTIONS
This work identified design dimensions and research issues concerning parallel moving object indexes, and surveyed existing techniques in this area. As shown in Table 1 , none of the surveyed parallel techniques addresses all the issues. In particular, none of them is a parallel indexing technique that supports queries with uncertain data, and none of them is a parallel indexing technique supporting indoor movement. Hence, developing an indexing technique that addresses these issues would be another important research avenue. The idea of such technique would be to cope with volume and velocity of Big Data by exploiting parallelism, and to cope with veracity by considering probabilistic models to quantify uncertainty.
From Table 1 we can see that among the surveyed techniques, only MOVIES (Dittrich et al., 2009 ) and CloST (Tan et al., 2012) are designed to support data compression. We believe that this issue deserves to be addressed by future techniques because of two reasons. The first one is that in the context of Big Data there is a very high volume of data that needs to be shared. In this scenario, compression algorithms can help reduce communication costs. The second reason is that the memory space is usually much smaller than the data; this in turn may lead to wasting time performing I/O. By using compression algorithms, it is possible to increase the size of the working set of the algorithm, thereby decreasing the I/O cost.
After examining Table 1 , we observe that a substantial number of the surveyed techniques do not explicitly address the issue of ensuring computational load balancing for arbitrarily distributed sets of moving objects. On the other hand, techniques such as R2GridGPU make the explicit assumption that the objects distribute themselves uniformly in time and space, and then distribute the loads to the computational resources accordingly. However, the movement of many objects, such as people walking at noon around the downtown area of any major city in the USA, tends to exhibit a non-uniform behavior in time and space, which may cause a situation in which some processing units stay idle while others are working. Ideally, one would like a technique that achieves adequate load balancing with diverse spatio-temporal distributions of moving objects. Addressing this issue may, of course, lead to higher complexity in the maintenance of the index, which may negatively impact other performance measures. In this regard, it would be an interesting topic for future research to find indexes that achieve acceptable load balancing without sacrificing altogether simplicity and performance.
From Table 1 we can conclude that, with the exception of Sim-tree, almost all non-MapReduce-based multicore indexes focus exclusively on addressing only present-time queries, and do not strive to provide support for historical and trajectory queries. We consider that, given the importance of these types of queries and the prevalence of multicore machines, another future research topic could be to design non MapReduce-based multicore indexes that support these queries.
