Quantile regression has been successfully used to study heterogeneous and heavy tailed data. In this work, we study high-dimensional varying-coefficient quantile regression model that allows us to capture non-stationary effects of the input variables across time. We develop new tools for statistical inference that allow us to construct valid confidence intervals and honest tests for nonparametric coefficient at fixed time and quantile. Our focus is on inference in a high-dimensional setting where the number of input variables exceeds the sample size. Performing statistical inference in this regime is challenging due to usage of model selection techniques in estimation. Never the less, we are able to develop valid inferential tools that are applicable to a wide range of data generating processes and do not suffer from biases introduced by model selection. The statistical framework allows us to construct a confidence interval at a fixed point in time and a fixed quantile based on a Normal approximation. We performed numerical simulations to demonstrate the finite sample performance of our method and we also illustrated the application with a real data example.
specified quantile) of Y given the observed feature vector X. In particular, in applications where we are interested in extreme events-for instance, modeling changes in stock prices, or modeling birth weight for infants-modeling e.g. the 90% quantile may be far more informative than modeling the mean. In other settings, the mean is overly sensitive to outliers, while the median or some other quantile does not have this disadvantage. Fixing τ to be the desired quantile (e.g. τ = 0.5 for the median), we write q(x; τ ) to be the τ th quantile for the variable Y conditional on observing X = x, that is, q(x; τ ) is the function that satisfies P {Y ≤ q(X; τ ) | X} = τ in the case where Y is continuously distributed (with the appropriate modifications if Y has a discrete distribution).
In this work, we are interested in a high-dimensional setting, where the vector X includes an extremely large number of measured features-perhaps larger than the sample size itself. A linear model, q(x; τ ) = x β(τ ), may be considered to be a reasonable approximation in many settings, but if the measurements are gathered across different points in time, the effect of the features on the response Y may not be stationary. To achieve broader applicability of our model, we are furthermore interested in models with time-varying coefficients, q(x; τ, u) = x β (τ, u) , where x ∈ R p is the feature vector as before, τ ∈ (0, 1) is the desired quantile, and u ∈ U represents the time of the measurement or any other index variable that captures non-stationary effects of the features-for example, u may be used to encode spatial location.
Fixing a quantile τ and a time (or index value) u, we are interested in performing inference on the coefficients for a low-dimensional set of features of interests, β A (τ, u) for some fixed A ⊂ {1, . . . , p}, providing confidence intervals for these parameters or testing null hypotheses such as H 0 : β j (τ, u) = 0, j ∈ A. In practice, we may have in mind some particular features of interest, and the other features are confounding variables that we need to control for; or, we may be interested in testing each of the p features individually, cycling through them in turn and treating the others as confounders.
Many related works in the literature have addressed problems that overlap with those posed in this paper.
Here we summarize some of the main results in the related literature. There exist many recent works in the literature on uncertainty assessment for regularized estimators in high dimensional models. For example, the inference for the l 1 regularized linear regression model (LASSO) Tibshirani (1996) has been extensively studied. There are three lines of research. Zhang and Zhang (2013) ; van de Geer and Bühlmann (2013); Javanmard and Montanari (2013) ; proposed a method based on debiasing the estimator. Belloni and Chernozhukov (2013) proposed a double LASSO selection procedure. Lee et al. (2013) studied conditional inference after model selection via LASSO. Hastie and Tibshirani (1993) first introduced varying-coefficient models in a general framework that tied together generalized additive models and dynamic generalized linear models. Estimation and inference for varying coefficient models in the mean were widely studied ( (Fan and Zhang, 2000) , (Hoover et al., 1998) , Zhang et al. (2002) , Huang et al. (2004) and more). Quantile regression in the presence of outliers and non-normal errors Koenker (1984) was proposed for estimation of varying-time coefficient models (Kim (2007) , Kai et al. (2011) and more). Tang et al. (2013) studies the estimation of quantile varying-coefficient models in high dimensional settings. However, inference is still an open problem. Our work combines challenges from the non-differential loss from quantile regression, the bias from the penalized regression to handle the high dimensionality and the bias from linear approximation to handle the nonparametric component, requiring a novel analysis that generalizes the existing techniques.
Preliminaries
We first give a brief overview of estimation in the varying-coefficient quantile regression model. We then describe the decorrelated score method for performing inference on a low-dimensional parameter of interest while controlling for a high-dimensional nuisance parameter. Finally, combining the two, we modify the decorrelated score method to suit the nondifferentiable setting of varying-coefficient quantile regression, and sketch the main steps of the analysis.
Varying-coefficient quantile regression
For any random variable Y , its τ -quantile, i.e. the value q such that P {Y ≤ q} = τ , can equivalently be described as the value q that minimizes E [τ · (Y − q) + + (1 − τ ) · (Y − q) − ] (for any t ∈ R, we write t + = max{t, 0} and t − = max{−t, 0}). For a linear quantile regression problem, at a particular value of the index variable, u ∈ U, we are therefore interested in estimating
where the expectation is taken over a draw of the random pair (X, Y ) when the index variable is equal to U = u (in other words, we can think of drawing the triple (X, Y, U ) and conditioning on the event U = u).
Of course, we cannot compute this expected value or even obtain an unbiased estimate, unless by some chance our training data contains many data points
Instead, by assuming that β(τ, u) is reasonably smooth with respect to the index variable u ∈ U, we can use a kernel method, and approximate the expected value in (1) over the index variable space U with
where the weights are given as
, K is our choice of the kernel function, and h is the bandwidth. This approximation can be interpreted as assuming that β(τ, u) is locally constant for values U i ≈ u, and thus defines a loss function on the sampled data that would hopefully be minimized at some b ≈ β(τ, u), but would suffer bias from the error in this approximation. We can reduce the bias by instead treating β(τ, u) as locally linear for values U i ≈ u, that is, τ, u) .
for each observation i = 1, . . . , n, this yields a new loss function,
where ρ τ (u) = u(τ − 1 {u < 0}). We are now interested in minimizing over a larger parameter vector, b = (b 0 , b 1 ) ∈ R 2p , and we would expect the minimum to be attained at some b = (b 0 , b 1 ) ≈ (β(τ, u), ∇ u β(τ, u)) if the local linear approximation is sufficiently accurate. Here as we have fixed our indices (τ, u), we omit them in our notation for simplicity.
In a high dimensional setting where the dimension of the covariates X, p, is growing faster than the sample size n, we use a group 1 -penalty to estimate b under the assumption that the coefficient functions are approximately sparse. In particular, we minimize the following optimization program
where b 1,2 = p j=1 b 2 j + b 2 j+p . The consistency results for b have not been established yet. It is challenging to deal with both the non-differentiability and nonparametric element of the loss function. Analysis for this model is more challenging compared to the partially linear varying-coefficient model (see Wang et al. (2009) ), where the nonparametric part is low-dimensional. Furthermore, the model in (1) is strictly more general than the partially linear varying-coefficient model.
High dimensional inference
Suppose first that we are interested in performing inference on a low-dimensional parameter b ∈ R p , where the dimension p is fixed as the sample size n tends to infinity. After observing data, we can estimate b by minimizing some loss function L(b) = L(b; data). For instance, in a regression problem with features X i and response Y i for each data point i = 1, . . . , n, typically we would have
is the negative log-likelihood under some assumed model.
In this type of classical setting, we can derive the well-known asymptotically normal distribution of the estimator b around the true parameter value b , by considering the score ∇L(b). Namely, assuming that the loss is twice differentiable, by taking a Taylor expansion we can see that the estimator b satisfies
where ∆ Taylor is the error in the Taylor expansion, equal to
We then solve for b:
Asymptotic normality of the error b−b then follows from two required properties: first, that the score at the true parameter, ∇L(b ), should be asymptotically normal via a central limit theorem argument, and second, that the term ∇ 2 L(b ) should converge in probability to some fixed and invertible matrix (specifically, to its expectation) while the Taylor expansion error ∆ Taylor is vanishing at some appropriately fast rate.
In high dimensions, however, the above analysis fails. If b ∈ R p where the dimension p grows faster than the sample size n, then ∇ 2 L(b ) will likely not converge in probability, and in general will not even be invertible. We can instead frame the argument in terms of a low-dimensional parameter of interest combined with a high-dimensional nuisance parameter. the first k coordinates of the feature vectors X i ) and the remaining p − k features, which we think of as potential confounders that need to be controlled for in the regression.
Suppose that our estimate of the low-dimensional parameter vector of interest, a, is obtained by solving
where c is some preliminary estimator of c. For example, in a high-dimensional regression problem, we may run an 1 -penalized regression first in order to obtain an initial sparse estimate of the parameters, then refit the low-dimensional vector a without a penalty to remove shrinkage bias. In this setting, we can rewrite (4) as
For later convenience, we define notation for the score S = (S a , S c ) = (∇ a L, ∇ c L) and the Hessian
Then the above calculation can be rewritten as
In this updated expression, then, we would need to handle four terms in order to assure asymptotic normality of the error a − a :
• Asymptotic normality of S a (a , c ), which will hold by a central limit theorem argument as before;
• Convergence in probability of H aa (a , c ), which will hold since a ∈ R k is low-dimensional;
• Some control on the distribution of the term H ac (a , c ) · ( c − c );
• Sufficiently small bound on ∆ Taylor , which will hold as long as we assume that ( a, c) is sufficiently close to (a , c ).
The third term, H ac (a , c ) · ( c − c ), is the main challenge -since c is high-dimensional, in general it will not be possible to explicitly characterize the distribution of the error c − c in its estimate.
An alternate approach is to modify the score method so that the term H ac (a , c ) · ( c − c ) is vanishing at a sufficiently fast rate, so that it is smaller than the asymptotically normal term S a (a , c ). The decorrelated score method, described next, provides such a result.
The decorrelated score method
When a is defined as the minimizer of the objective function at some fixed estimator c for the nuisance parameter, a = arg min a L(a, c), we can equivalently obtain a as the solution to the score equation 0 = ∇ a L(a, c). In order to decorrelate the score equations, we will instead define a as the solution to 0 =
×k is any matrix (to be discussed shortly). The Taylor expansion (5) is then replaced with the calculation
Solving for a, we then obtain
+Rem . (7) We then would like to show that Term 1 converges in probability to a fixed (and invertible) matrix; Term 2 converges to a normal distribution via a central limit theorem argument; and Term 3 is vanishing (relative to Term 2). The role of the matrix V is precisely this last piece -the matrix V is chosen so that
, enabling us to show that Term 3 is vanishing without obtaining a limiting distribution for the high-dimensional estimator c. In general, the matrix V cannot be known in advance and is therefore data-dependent rather than fixed, but if we can show that V itself converges to some fixed matrix sufficiently fast, then all the statements above will still hold.
Finding the roots of the score equation may be numerically difficult. We present two methods that can be used in order to obtain a that approximately satisfy the score equation next.
The first method is the one step correction method. Define
Our starting point is the expansion (6), which can be rewritten as Similar to the earlier discussion, the normality ofǎ OS will follow if we choose the matrix W so that W H ·c ≈ 0 k,p−k and W itself converges to some fixed matrix sufficiently fast.
The second method for constructing a relies on reparametrization of the loss function. In the method sketched above, a is defined as the minimizer of the objective function at some fixed preliminary estimate c of the nuisance parameter, i.e. a = arg min a L(a, c). We saw above that the bottleneck in this analysis is the nonzero off-diagonal block of the Hessian matrix, H ac (a , c ). In order to avoid this problem, we can reparametrize the loss in such a way that the new off-diagonal block will become close to zero. Specifically, consider defining a as the solution to a different optimization problem,
where V ∈ R (p−k)×k is any matrix (to be discussed shortly), and now we work with preliminary estimates a, c of both a and c.
To motivate the approach in (8), consider again a regression setting where the distribution of each response variable y i is modeled as some function of 
where V ∈ R (p−k)×k is the matrix with columns v j . Note that, in this rearranged expression, the features of interest have been modified to be approximately orthogonal to, or approximately independent from, the nuisance features. Suppose we take c + V a as the preliminary estimate of the coefficients c + V a on the confounding features in this new model. If we then re-estimate the parameter vector of interest a, obtaining a new estimate a, then the final fitted regression is given by
thus motivating the form of the optimization problem given above in (8).
Defining a as the solution to this decorrelated optimization problem (8), the Taylor expansion (5) is then replaced with the calculation
where ∆ Taylor is redefined appropriately as the error term in this new Taylor expansion. Solving for a, we then obtain
+Rem . (9) We then would like to show that:
• Term 1 converges in probability to a fixed (and invertible) matrix;
• Term 2 converges to a mean-zero normal distribution via a central limit theorem argument; and
• Term 3 and the remaining error Rem are vanishing (relative to Term 2).
The role of the matrix V is precisely in bounding Term 3-the matrix V is chosen so that H ac (a , c ) ≈ V H cc (a , c ), enabling us to show that Term 3 is vanishing without obtaining a limiting distribution for the high-dimensional initial estimates a, c. In general, the matrix V cannot be known in advance and is therefore data-dependent rather than fixed, but in our analysis we will see that as long as V itself converges to some fixed matrix sufficiently fast, all the statements above will still hold.
Non-differential loss in quantile regression
In settings where the loss L is nondifferentiable, including quantile regression, the score-based methods above cannot be applied exactly as written, but a simple modification allows us to proceed as before. Working in the setting of a convex loss, we let S(a, c) denote the subdifferential of the loss, rather than the gradient as for the differentiable case. In many settings, while S might be highly nondifferentiable, its expected value is much more smooth, and so we take the Hessian to be the gradient of its expected value. First the gradient of the expected score.
We specialize the discussion in the previous section to our problem at hand. To effectively communicate our ideas, we introduce convenient notations. The inference procedures developed in this work will be based on the local linear formulation of the estimation problem for the varying-coefficient quantile regression model
(3). Suppose A = {1, . . . , k} is the index set for the parameters of interest. From this point on, we will change notation-Let Y ∈ R n be the response and U ∈ R n be the varying time. We will redefine the covariate matrix as (Z, X) ∈ R n×p , where Z ∈ R n×k represents the features of interest and X ∈ R n×(p−k)
We suppress the dependence of Γ i (u) on u and we also remind the reader that the last coordinate of X i is equal to 1 and corresponds to the intercept term. The score function for quantile regression is given as
1 It is important to note that, for a random parameter vector ( a, c), the expected score function ES( a, c) is not equal to E [S( a, c)], since this second quantity would evaluate its expectation with respect to the random values of a and c.
where Ψ τ (u) = τ − 1I(u < 0). Let a = (a 0 , a 1 ) ∈ R 2k , c = (c 0 , c 1 ) ∈ R 2(p−k) , b = (a, c) ∈ R 2p . Then the above score function can be written as
and q i (τ ) = q i for simplicity. Define the approximation error as
An approximate Hessian corresponding to the expected score function is given as
,(j,j+p) F , and λ is some constant we will specify in section 4.
With these preliminaries, we define the one step correction estimatorǎ 
Algorithm
Here we provide the details on how to compute the proposed estimator and obtain inference results.
Step 1 Obtain initial estimator b ini from (3).
where the kernel weights w i = (nh) −1 1 {|U i − u|/h < 0.5}, h = c h n −1/3 , and λ b is defined data 
The thresholding step is not necessary in practice, since b ini can also be shown to be sparse. We have the thresholding step for technical simplicity.
Step 2 Obtain V by
where λ V is defined as λ
kernel weights as defined in step 1 andf i is computed with a data adaptive procedure following Koenker (2005) 3.4.2. To be more specific, Koenker (2005) 3.4.2, i.e., h p =
Remark 2. We choose c v = 3, based on our numerical studies, the results are not very sensitive to the choice of c v .
Similar to step 1, we can also do a post regularized low dimensional regression to obtain V post , but it is optional.
Step 3 Obtain our final estimatorǎ by solving for
Because S(a) is not continues, we can approximately solve the equation by
To simplify computation, we have the following two strategies to computeǎ, as discussed in section 2.2.1.
-One step correctionǎ
and -Reparameterizationǎ
To make inference, we compute the covariance matrix as
4 Main results
Assumptions
We state the assumptions needed to establish our results.
Assumption 1. (Kernel assumption) The kernel weights are defined as
satisfies K(t) ≤ 1 for all t. The weights satisfy w i ∞ = B w and i w i ≤ B K and i w i
The kernel is chosen by statistician, so the above assumption does not put restriction on the data generating process. A number of standard kernels satisfy the above assumption.
Assumption 2. (Assumptions on the distribution of Y ) Let f i (y) be the conditional density of Y i given X = x i , U = u i . We assume that there exist constantsf ,f such that f ≤ f i (y) ≤f , and |f i (y)| ≤f .
The assumption on the conditional distribution of Y is commonly used in the literature on quantile regression.
Assumption 3. (Approximate sparsity and smoothness of β(u)) The quantile function can be well approximated by a linear function as
We assume that s = |S| n and s 1 := |S | = c 1 s for some constant c 1 .
For the case when u and τ are fixed, we will write β = β (τ, u).
and writeq i = Γ i b as a local linear approximation to Assumption 5. (Assumptions on X) We assume that there exist constant B X such that max i X i ∞ ≤ B X .
Let B wX = max j∈[p] i w 2 i X 2 ij . We assume that there exist constant C 1 , C2, such that C 1 nh ≤ B wX ≤ C 2 nh .
Restricted eigen values: ∀θ such that θ 2 = 1 and θ 0 ≤ s 1 ∨ s 2 , κ 2 − ≤ S n w i (Γ i θ) 2 ≤ κ 2 + . Consider the cone C(S 2 ) = {Θ ∈ R 2k×2p : Θ S c 1,F ≤ 6 Θ S 1,F }, where S is the support of V , by assumption 4, |S| ≤ s 2 . We assume
Restricted nonlinearity: for some constant κ q > 0,
Consistency and sparsity results of the initial estimators
Here we provide the asymptotic properties of the initial estimators in Steps 1 and 2 from section 3.
Theorem 1. Under assumptions 1,2, 3 and 5, the estimator b from Step 1 in section 3 satisfies
Theorem 1 gives us the convergence rate of the 1,2-norm and prediction 2-norm, as well as the sparsity of b in Step 1 of section 3. Both Theorem 2 and Theorem 3 relies on these conditions. The sparsity here is achieved by truncating the small components in b ini to zero while maintaining the same rate of convergence.
Theorem 2. Suppose the first step estimator b satisfies (14), (15), and (16). Furthermore, suppose that λ V ≥ 2λ , and assumption 4 holds for λ . Then
Theorem 2 gives the convergence rate of the 1,2-norm and prediction 2-norm of V in Step 3 of section 3.
Because the H in the objective function relies on the estimator b, both the convergence and sparsity results from Theorem 1 are needed.
Normality result of the final estimators
Now we state the asymptotic normality result for the one step estimator.
Theorem 3. (Normality for the one-step estimator) Assume that assumption 2 and (14), (15), (16), (17), (18) hold. Then the one step estimator defined in (13) satisfy
Theorem 3 tells us that the one step estimator is √ nh-consistent. The covariance (19) is estimated using CLT, and (20) is the expected version of (19). The estimators from the decorelated score (ǎ DS ) and
reparameterization (ǎ RP ) are both asymptotically equivalent toǎ OS ; the detailed proof is in the appendix.
Numerical studies
We empirically study the finite sample performance of our confidence interval construction approach. Our goal is to demonstrate the coverage rate of our confidence rate under different simulation settings. We would like to show that our approach works under high dimensional settings and is robust to different error distributions.
Specially, we consider the model where we are interested in the inference for β 1 (1) ∈ R 1 :
The data is generated as follow. For each individual, the data is generated independently and identically distributed sampling from the following distribution of (U, X 1 ,
. When a 1 = b 1 = 0, this represents a model where X −1 |U are homogeneous.
We then generate X 1 and Y . Let ν ∈ R p−1 ν j−1 = 1 j 2 , j = 2, · · · , p. X
where σ e (U ) = σ e (1 + d 0 (U d 1 − 1)) and F e is either Gaussian or t distribution with degree of freedom 3 (t(3)). The coefficients c x and c y are used to control the
. We consider the setting (a 0 , a 1 , b 0 , b 1 , c 0 , c 1 , d 0 , d 1 , ρ, σ e ) = (1, 0.1, 1, 0.1, 1, 0.5, 1, 0.2, 0.2, 1) and chose c y , c x to form different combinations of (R 2 y , R 2 x ).
We evaluate the performance of our algorithms described in section 3 with the Oracle and the Naive methods.
For the Oracle method, we assume that the true (low dimensional) set of predictors is known in advance and our inference is based on the kernel weighted quantile regression on the true set of variables. For the Naive method, we fit the kernel weighted penalized regression as in Step 1. Then we fit the postregularized regression and do the inference treating the setβ j = 0 as fixed. We compare their performance from M simulations in terms of the bias (M −1 M m=1 a (m) 1 − β 1 (1)), empirical standard deviation (SD Figure 1 . Regarding the widths of the confidence intervals, the naive method under estimates the standard error in some data settings, resulting in low coverage rates. The OS, DS and PR methods provide correct estimations of the standard errors but the widths of the CI's are a little wider than the oracle. Among the three methods we proposed, the OS method has the best finite sample performance in terms of stability and computational cost.
The simulation results for the setting with t(3)-distributed error showed that the OS method is still robust while the Naive method still suffer from bias and has CI's with larger width. Figure 3 : Inference for fiber. Left: fixing scaled dietary beta-carotene level at 0, 95% confidence intervals for different τ . Right: fixing τ = 0.5, 95% confidence intervals for different beta-carotene levels.
Real data example
As an illustration of our method, we apply our methods to analyze the plasma beta-carotene level data set collected by a cross-sectional study Nierenberg et al. (1989) . This dataset is consists of 315 observations on 14 variables. Our interest is to study the relationship between the plasma beta-carotene level and the following variables: age, sex, smoking status, quetelet (BMI), vitamin use, numbers of calories consumed per day, grams of fibers consumed per day, number of alcoholic drinks consumed per week, cholesterol consumed per day, dietary beta-carotene consumed per day and dietary retinol consumed per day.
We fit our varying coeficient model by using dietary beta-carotene consumption as U . We replaced all categorical variables as dummy variables and standardized all vairables. Then we included all the two way interactions in our model, so we have 116 confounding variables in total. We take the plasma beta-carotene level as our Y , the fat intake (in grams) or the fiber intake (in grams) as the treatment effect Z respectively, and the remaining variables as the confounding variables. We use our model to make inference on β u,τ at different beta-carotene consumption level u and different quantiles τ .
Our results are show in figures 2 and 3. The naive method is shown in red and we compare it with the one-step correction (OS) method. From figure 1 , the result of the naive method suggests that the fat intake is negatively correlated with the plasma beta-carotene level; however, the one-step method suggests that this negative effect is not significant. Whereas for fiber, the naive method underestimated the possitive effect of fiber intake on the plasma beta-carotene level, whereas the one-step method showed this possitive relationship is significant. Furthermore, from figure 3 right figure, we can see an increase trend of the effect of fiber intake with the increasing level of dietary beta-carotene.
Discussion
In this paper, we studied high-dimensional quantile regression model with varying coefficients that allows us to capture non-stationary effects of the input variables across time. Despite importance in practical applications, no valid statistical inferential tools were available for this problem. We addressed this issue by developing new tools for statistical inference that allow us to construct valid intervals and honest tests for nonparametric coefficients at a fixed time and a fixed quantile. Performing statistical inference in this regime is challenging due to usage of model selection techniques in estimation. Our inferential results do not rely on correct model selection and are valid for a range of data generating procedures, where one cannot expect for perfect model recovery. The statistical framework allows us to construct a confidence interval at a fixed point in time and a fixed quantile based on a Normal approximation. We performed numerical simulations to demonstrate the finite sample performance of our method. In addition, we also illustrated through an application on a real data example.
