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Gracias a la combinacio´n u´nica de propiedades electro´nicas, meca´nicas y o´pticas, el grafeno, un
material bidimensional compuesto por una sola la´mina de carbonos sp2, ha surgido reciente-
mente como un material prometedor para ser empleado en la pro´xima generacio´n de disposit´ıvos
tecnolo´gicos. Sin embargo, hay varios puntos importantes que todav´ıa no se han abordado. En
particular, se debe conseguir abrir un gap energe´tico suficientemente grande en su estructura
electro´nica, sin alterar sus peculiares propiedades electro´nicas. Por otra parte, se deben elaborar
rutas no invasivas para lograr un dopaje estable. Esto hace que el estudio de la interaccio´n de
grafeno con otras interfaces sea de fundamental importancia.
El dopaje por medio de mole´culas tecnolo´gicamente relevantes se ha propuesto como uno de los
me´todos mas eficaces para sintonizar las propiedades electro´nicas del grafeno de manera eficaz.
Sin embargo, los detalles precisos de la interaccio´n mole´cula-grafeno quedan todav´ıa en gran parte
sin explorar. En este sentido, las monocapas de grafeno epitaxial sobre superficies de metales
de transicio´n son sistemas ideales para aclarar las propiedades de estas interfaces. Hoy en d´ıa,
muestras de grafeno pueden ser crecidas sobre metales en dominios grandes y uniformes. Esto
hace que estos sistemas sean sustratos ideales para la deposicio´n de las monocapas moleculares.
Por u´ltimo, pero no menos importante, su cara´cter extendido permite explorar sus propiedades a
escala nanome´trica, por medio de te´cnicas de sonda como la microscop´ıa de efecto tu´nel (STM)
y la microscop´ıa de fuerza ato´mica (AFM).
Esta tesis esta´ dedicada a la caracterizacio´n de la interfase formada por el aceptor de electrones
7,7′,8,8′-tetracianoquinodimetano (TCNQ) y una monocapa de grafeno epitaxial crecida sobre
una superficie de Ru(0001) (gr./Ru). Por medio de ca´lculos precisos de estructura electro´nica
de gran escala, basados en la teor´ıa del funcional de la densidad (DFT), se han estudiado las
propiedades estructurales, electro´nicas y meca´nicas de gr./Ru. Despue´s de la caracterizacio´n de
la superficie, se han investigado las propiedades electro´nicas de los mono´meros moleculares, de
los d´ımeros y de las monocapas completas.
El grafeno epitaxial sobre Ru(0001) da lugar a una superestructura fuertemente ondulada, debido
a la falta de correspondencia entre la constante reticular del grafeno, y la del sustrato meta´lico.
A traves del uso combinado de modelos simplificados para esta superficie, y otros ma´s sofisticados
que consideran la formacio´n de la superestructura de grafeno corrugado de manera realista, se
ha demonstrado que las interacciones de van der Waals alteran considerablemente la geometr´ıa
de la monocapa de grafeno, y reducen en un cuarto su corrugacio´n. Tal reduccio´n mejora
considerablemente el acuerdo entre los perfiles de la superestructura obtenidos a partir de las
imagenes STM simuladas y los perfiles medidos experimentalmente.
Se ha encontrado que la naturaleza ondulada de la superestructura de grafeno induce un confi-
namiento en dos dimensiones de los estados electro´nicos localizados en la superficie. En parti-
cular, las caracter´ısticas espectrales observadas en los experimentos de espectroscop´ıa de efecto
tu´nel (STS) cerca del nivel de Fermi se han asociado con la presencia de estados electro´nicos
fuertemente localizados por debajo de las regiones altas de la superestructura corrugada. Por
otra parte, se ha confirmado que un estado vac´ıo de intercara esta´ fuertemente localizado en las
regiones bajas de gr./Ru, y se ha demonstrado que este estado es el que da lugar a la inversio´n de
contraste observada experimentalmente en las ima´genes STM medidas a voltajes muy positivos.
Las propiedades meca´nicas de gr./Ru se han investigado mediante la simulacio´n de la indentacio´n,
por medio de una sonda, de las regiones altas de la superestructura. Se ha encontrado que
estas regiones responden de manera perfectamente reversible a grandes deformaciones, lo que
confirma la sugerencia de medidas de AFM que las regiones altas de gr./Ru pueden deformarse
reversiblemente bajo compresio´n.
Los resultados obtenidos para una mole´cula de TCNQ aislada adsorbida en gr./Ru indican que
el sustrato transfiere un electro´n a la mole´cula, y que este electro´n desapareado permanece lo-
calizado en la mole´cula gracias a la presencia del grafeno, que desacopla de manera eficiente los
estados moleculares de los del metal. Esta prediccio´n ha sido confirmada por medidas STS, que
muestran la presencia de una resonancia Kondo cuando la punta se coloca por encima de la mol-
cula. El cara´cter magne´tico de las mole´culas se conserva en el d´ımero y en la monocapa, debido a
la formacio´n de estados electro´nicos intermoleculares deslocalizados. Los ca´lculos realizados en la
monocapa molecular sin sustrato indican que estas bandas son casi planas, lo que es un requisito
para el desarollo de estados fundamentales magne´ticamente ordenados. En efecto, la presencia
de orden magne´tico en la monocapa de TCNQ se ha confirmado por medidas experimentales de





Thanks to the unique combination of extraordinary electronic, mechanical and optical proper-
ties, graphene, a two-dimensional material formed by a single sheet of sp2 carbon atoms, has
recently emerged as a promising material to be employed in the next generation of technologi-
cal devices. Nevertheless, several important points still remain to be addressed. In particular,
a sufficiently large energy gap must be opened in its electronic structure, without altering its
peculiar electronic properties. Moreover, non-invasive routes to achieve stable doping must be
devised, as well as methods to add new functionalities which are not intrinsically present in the
pristine material. This makes the study of the interaction of graphene with other interfaces of
fundamental importance.
Doping by technologically relevant molecules has been proposed as one of the methods to tune the
electronic properties of graphene in an effective way. However, the precise details of the molecule-
graphene interaction are still largely unexplored. In this sense, epitaxial graphene monolayers on
transition metal surfaces are ideal systems to shed light on such interfaces. Nowadays, graphene
samples can be grown on metals in large and uniform domains, which makes them ideal substrates
for the deposition of molecular monolayers. Last but not least, their extended nature allows to
address their properties at the nanoscale, by means of scanning probe techniques such as scanning
tunnelling microscopy (STM) and atomic force microscopy (AFM).
This thesis is devoted to the characterization of the interface formed by the molecular electron ac-
ceptor 7,7′,8,8′-tetracyanoquinodimethane (TCNQ) and an epitaxial graphene monolayer grown
on Ru(0001) surfaces (gr./Ru). By means of accurate large scale electronic structure calculations
based on density functional theory (DFT), the structural, electronic and mechanical properties of
gr./Ru have been studied. Following the characterization of the surface, the electronic properties
of the molecular monomers, the dimers and the complete monolayers have been investigated.
Epitaxial monolayer graphene on Ru(0001) forms a strongly corrugated superstructure due to the
mismatch between the lattice constant of graphene and that of the metallic substrate. Through
the combined used of simplified models for this surface, and large models that account realis-
tically for the formation of the corrugated graphene superstructure, it is shown that van der
Waals interactions alter considerably the geometry of the graphene monolayer, and reduce its
corrugation by one fourth. Such a reduction improves considerably the agreement between the
perfiles of the superstructure obtained from the simulated STM images and the experimentally
measured ones.
The corrugated nature of the graphene superstructure is found to induce a two-dimensional
confinement of the electronic states localized at the surface. In particular, the spectral features
observed in scanning tunnelling spectroscopy (STS) experiments close to the Fermi level are
associated with the presence of electronic states strongly localized below the high regions of the
corrugated superstructure. Moreover, an unoccupied interface state is confirmed to be strongly
localized in the low regions of gr./Ru, and it is demonstrated that this state is at the origin of
the inversion of contrast observed in the experimental STM images measured at high positive
bias voltages.
The mechanical properties of gr./Ru are investigated by simulating the indentation of the high
regions of the superstructure by a probing tip. Such regions are found to respond in a perfectly
reversible way to heavy deformations, confirming the suggestion made by AFM measurements
that the high regions gr./Ru can be reversibly deformed under compression.
Results for an isolated TCNQ molecule adsorbed on gr./Ru indicates that the substrate transfer
one entire electron to the molecule, and that this unpaired electron remains localized on the
molecule thanks to the presence of graphene, that decouples efficiently the molecular states from
those of the metal. This prediction is confirmed by STS, which shows the presence of a Kondo
resonance when the tip is positioned above the molecule. The magnetic character of the molecules
is found to be preserved in the dimer and the monolayer, due to the formation of delocalized
intermolecular electronic states. Calculations performed on the free-standing monolayer indicate
that such bands are almost flat, which is a prerequisite to develop magnetically ordered ground
states. Indeed, the presence of magnetic order in the TCNQ monolayer is confirmed by spin-
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Technological revolutions in modern society have always been associated with the human capa-
bilities to shape new materials. As a matter of facts, present advances in digital technology,
inconceivable only few decades ago, would have been impossible without the efforts of silicon
manufacturing industry. After silicon, graphene is strongly believed to be the material that will
mark the following step in this process. First isolated in 2004, it has introduced the completely
new field of two-dimensional crystals. In only ten years, research on graphene has received enor-
mous worldwide attention [1], as certified by the recently fast-growing number of patents related
to graphene [2, 3], dedicated research center and large pan-european funding programs [4], which
culminated in 2010 in the awarding of the Nobel prize by graphene discoveres, A. Geim [5] and
K. Novoselov [6].1
This thesis deals with the theoretical simulation of molecular adsorption on epitaxial mono-
layer graphene grown on transition metal surfaces. The primary aim is to understand and char-
acterize those factors governing molecular auto-organization on these surfaces, by means of accu-
rate realistic electronic structure calculations. Because of the presence of the graphene layer, new
electronic phenomena arise at these interfaces after the deposition of molecular electron accep-
tors. Therefore, the entire study encompasses different topics, which are briefly reviewed in this
introduction. In Section 1.1, the basic properties of graphene are outlined. Molecular functional-
ization of graphene is introduced in Section 1.2 as an effective method to tune the characteristics
of the graphene sheet and add new functionalities. Section 1.3 describes the very different sur-
faces that can be obtained by growing graphene on different transition metal surfaces. Finally,
Section 1.4 gives a very brief overview of the widely explored field of molecular self-assembly
on single crystal metal surfaces, focussing on the influence on the charge redistribution at the
surface, and describes the very first attempts that have been made to characterize of molecular
self-assembly on epitaxial graphene on metals.
1.1 Graphene: a material with new and exciting properties
Graphene [8, 9, 10] is nothing more than a 2D honeycomb lattice of sp2 hybridized carbon
atoms. Although is was thought to be thermodynamically unstable, and therefore impossible
to exist [11, 12], the unique characteristics of its electronic structure, such as the presence of
singularities and its semi-metallic nature, have been recognized for about sixty years. This
intensive theoretical research has been due to the fact that many properties of other carbon
allotropes can be described in terms a perturbation of the graphene original electronic structure
[13]. For graphite, this perturbation results by piling several graphene layers on top of the other.
Fullerenes [14] can be created from graphene with the introduction of pentagons, which create a
positive curvature. Finally, nanotubes [15] can be formed by rolling-up a single graphene ribbons
along a given direction.
The extraordinary properties of graphene [16] are a direct consequence of its peculiar elec-
1... as well as by the “subtle” commentaries that Geim received when trying to approach big multinationals
companies to patent the discovery [7].
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Figure 1.1: (a) structure of graphene. Different colors are used for sublattice A (blue)
and B (red). The black dashed lines indicate the graphene unit cell. (b) pi electronic bands
of graphene obtained with a tight-binding model of graphene, setting t = 2.7eV and t′ =
0. (c) Band structure (left panel) along the high symmetry directions of the Brillouin zone
(see inset) and corresponding density of states (right panel).
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tronic structure. The sp2 hybridization of each carbon atom leads to a trigonal planar structure,
in which the sp2 orbitals lying in the plane form strong σ bonds (a ≈ 1.42 A˚), while the 2pz
orbitals form an aromatic network that extends above and below the graphene plane. The
σ bands have a filled shell, and, hence, form a deep valence band. The presence of such σ
network gives to graphene an exceptional mechanical strength. Nevertheless, because it ex-
tends only along the xy-plane, the 2D sheet is still extremely flexible in the normal direction.
This conferees to graphene a combination of robustness and flexibility that cannot be encoun-
tered in any other material. Indeed, the Young modulus of suspended graphene membranes,
with linear sizes of hundreds of nanometers, has been estimated to be of the order of 1.0 TPa
[17]. Nevertheless, its most peculiar characteristics are probably due to the extended aromatic
network formed by the 2pz orbitals. The most simple description of this pi network can be
made by considering a tight-binding Hamiltonian for the pi electrons in the honeycomb lat-
tice formed by the carbon atoms [18]. This honeycomb lattice is better described by dividing
it in two compenetrated hexagonal sub-lattices, defined as A and B (see Fig. 1.1 (a)). Each

























1,−√3)1. Given this lattice, one can construct a tight-binding Hamilto-















i,σ) are annihilation and creation operators for the electron with spin
σ on the site of the sublattice A (B), and t and t′ are the nearest neighbour and next-nearest
neighbour hopping energies. The solution of this tight-binding Hamiltonian gives energy bands
of the form [18]:
E±(k) = ±t
√
3 + f(k)− t′f(k)















where k = kx + ky is a 2D wavevector, and the plus and minus sign are for the bonding pi
and anti-bonding pi∗ bands. t is approximatively 2.7 eV. For t′ = 0, electron-hole symmetry is
preserved, and therefore the electronic spectrum is symmetric with respect the Fermi energy. Fig.
1.1 (b-c) shows the electronic bands of graphene obtained using this approximated Hamiltonian.
The most striking property is certainly the presence of singularities at the Fermi energy, where
the pi and pi∗ electronic bands touch only at well defined points in space. These points lie at
the corners of the 1st Brillouin zone in the reciprocal space, and are called K and K ′ points,
depending on wether they are associated with the A or B hexagonal lattices describing the
1For the definition of lattice parameters and reciprocal lattice vectors see Chapter 2
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Figure 1.2: Band structure of graphene obtained with DFT/PBE and a plane-waves
basis set. The pi and pi∗ electronic bands are indicated with red circles, whereas the σ and
σ∗ electronic bands are indicated with green squares.
full honeycomb lattice of graphene. Thus, the common distinction made for all other materials
between metal and insulators does not apply in graphene. In fact, in the latter, the number of
electronic states at the Fermi level is zero, but there is not a finite gap between the occupied
and unoccupied electronic bands. A second, even more astonishing, consequence of this peculiar
electronic structure becomes evident if one considers how the electronic bands disperse, i.e., how
their energy (E) change with the momentum k, moving away from the Fermi level. In the region
around ±1 eV with respect to the Fermi level, the dispersion is linear. Thus, the E(k) relation
around the K, or K ′, may be described trough the relation [18]:
E±(k) = ±~vFk (1.3)
where vF ≈ 1× 106m/s is called the Fermi velocity, which is about 1/300 of the speed of light.
Thus, low lying excited electrons in graphene move extremely fast. This result is in striking
contrast with the usual description of the free electron gas in terms of the Schro¨dinger equation,
where E(k) = k
2
2me
. This means that electrons in graphene in the close vicinity of the Fermi
level are not described appropriately by the non-relativistic Schro¨dinger equation. lnstead, they
are relativistic particles, described more correctly by Dirac-like equations such as that of Eq. 1.3
[19, 20]. For this reason, the K and K ′ points are also called Dirac points, and the regions of
the pi and pi∗ close to them the Dirac cones.
These electronic structure imparts a number of exceptional properties to the monolayer
[21, 22]. Due to its zero-band gap character, graphene exhibits a strong ambipolar effect, so
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that charge carriers can be either electrons or holes with concentrations as high as 103 cm−2.
Experiments have also reported charge carrier mobilities as high as 200,000 cm2 V−1 s−1 on
suspended graphene samples [23] and of even 500,000 cm2 V−1 s−1 for supported graphene
on boron-nitride samples [24]. In addition, due to its strictly 2D character, graphene has high
transparency [25] (up to 97.4% optical transmittance [26]), and exceptional thermal conductivity
(∼5000 W m K−1) [27].
A more realistic description of graphene, based on the use of more advanced electronic struc-
ture methods [28] (see Chapter 3), reveals further peculiar characteristic features. For example,
it can be seen that, as a consequence of the sp2 hybridization, the σ and pi electronic bands do
not interfere with each other, even if they cross in energy at E − EF ≈ - 6 eV. Moreover, at
difference with the results presented in Fig. 1.1, electron-hole symmetry is broken. Finally, well
defined electronic states can be distinguished in the unoccupied region of the electronic spectrum
above ∼3 eV. These are weakly bound Rydberg-like image potential states [29], that graphene
exhibits similarly to metals [30, 31].
1.2 Molecular functionalization of graphene
The peculiar electronic properties of graphene, such as the combination of very high electronic
mobilities and extraordinary strength, has boosted the efforts to explore the potential of graphene
for electronics application [32, 33, 34, 35, 36]. Thus, in only few years, several prototypes of
graphene-based electronic devices have already been developed, including ultra-fast nanoscale
transistors [37, 38], resonators [39, 40] and optically transparent electrodes [26, 25, 41].
However, in order to fully exploit the potential of graphene for electronics, several funda-
mental limitations must be overcome. The absence of a gap, for example, constitute a problem
for the development of graphene transistors, in which stable on/off conditions must be achieved.
For efficient electronic performance, the possibility to achieve a precise control of the number of
carriers in the monolayer is also important. Moreover, it would be desirable to add new function-
alities that are not intrinsically present in the graphene layer, such as magnetism. Consequently,
considerable efforts are being made in understanding how it could be possible to modify the
structure of graphene to tailor the properties of interest.
The functionalization of graphene with molecules [42, 43, 44], in this sense, looks like a
promising alternative. Band gap opening can be achieved by hydrogenation [45], and magnetic
properties have been observed in graphene after partial hydrogenation [46]. In addition, covalent
functionalization of graphene with organic molecules has been also explored [47, 48, 49], em-
ploying, e.g., diazonium salts [50]. However, although the electronic and chemical properties of
graphene can be effectively tailored by covalent functionalization, the native electronic structure
and physical properties of the monolayer are unavoidably disrupted, which directly leads to a
severe decrease in the charge carrier mobility [51, 52].
An alternative way that has been pursued to overcome these limitations has been that of
exploiting the aromatic character of the graphene monolayer, and functionalize it by molecular
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Figure 1.3: Schematic diagram of graphene doping by electron acceptors and donors.
(a) If the EA of the acceptor (A) is higher than the Fermi energy of graphene, electron
transfer of 1 electron occurs from graphene to the acceptor. Graphene becomes p-doped
and the electron acceptor becomes a radical anion. (b) If the IP of the donor (D) is higher
than the Fermi energy of graphene, electron transfer of 1 electron occurs from the donor
to graphene. Graphene becomes n-doped and the electron donor becomes a radical cation.
physisorption. Indeed, the electronic properties of graphene have been found to be largely af-
fected by the presence of even weakly adsorbed molecular species. The early attempts showed
that the number of charge carriers in graphene can be modified by the adsorption of various
gases, including NH3, H2O and NO2 [53]. Those gases have been detected at remarkably low
concentrations, and NO2 has even been detected in the extreme limit of single molecules [53, 54].
This extreme sensitivity is a direct consequence of the vanishing density of electronic levels at
the Fermi level of graphene, which makes them extremely sensible to even small variations of the
carrier concentration. For this reasons, the first examples of molecular doping of graphene have
pointed out the fact that this materials could be used as a sensor for chemical detection at the
single molecule level [55, 56, 53].
Organic molecular acceptors and donors have been also widely used to achieve stable doped
graphene [57]. In this respect, the presence of aromatic electronic clouds in such molecules al-
low them to interact only weakly on the graphene surface, via pi-pi staking interactions. In this
case, graphene doping is achieved via surface transfer doping, i.e., through the charge trans-
fer at the interface between the surface adsorbate and the substrate [58]. By using molecules
with either electron donating, or electron withdrawing functional groups, graphene has been
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successfully doped with holes (p-type doping) and electrons (n-type doping). Electron acceptor
(donor) molecules induce an electron transfer from (to) graphene, thus effectively doping it with
holes (electrons). In this process, the most important parameters that determine the extent
of the charge transfer are the 1st electron affinity (EA) and the 1st ionization potential (IP)
of the molecule. If the molecule has a high EA, higher than that of the graphene Fermi level,
electrons are transferred from graphene to the lowest unoccupied molecular orbitals (LUMO) of
the molecule. Thus, hole doping of graphene also implies a negative charging of the molecule.
Conversely, the opposite process occurs if the IP is higher than the graphene Fermi level. In that
case, electron doping of graphene occurs and the molecule is charged positively (see Fig. 1.3).
The feasibility of such charge transfer doping has been demonstrated theoretically for the most
common electron acceptors and electron donors molecules (TTF, TCNQ, F4-TCNQ, PTCDA,
TCNE)1 [59, 60, 61, 62, 63]. In this case, charge transfer smaller than 0.5 electrons / molecules
have been reported2. Experimentally, synchrotron based photoemission spectroscopy (PES), have
provided direct evidence for the surface transfer p-type doping of epitaxial graphene on SiC3 [64].
Similarly, it has also been shown that by carefully tuning the number of electron acceptors on the
same surface, the slight p-type doping induced in the epitaxial graphene layer can be fully com-
pensated, thus effectively obtaining a perfectly neutral epitaxial graphene layer [65]. By employ-
ing switchable molecules, light driven doping has been also achieved [66]. Moreover, theoretical
proposals have addressed the possibility of modifying the characteristics of the molecule-graphene
interaction simply by means of the molecular orientation [60].
In summary, this by no means complete introduction on the possiblity of adding new function-
alities to graphene through molecular adsorption, shows that the characterization and engineering
of the processes that govern the charge transfer at the graphene-metal interface is an effective way
to add new functionalities to graphene, by exploiting the well-established and flexible methods
of organic and supramolecular chemistry [67, 68].
1.3 Epitaxial graphene on single crystal metal surfaces
Graphene has been known to be present on the surface of metals long before the isolation of the
free-standing membrane in 2004 [69, 70]. In fact, the formation of carbon overlayers has been
observed on the surfaces of, e.g., Pt(111) [71, 72] and Ru(0001) [73], where characteristic low
energy electron diffraction (LEED) patterns have been observed after annealing to high temper-
atures. The origin of these LEED patterns has been associated with the formation of graphitic
layers on the surface, due to the segregation of carbon impurities from the bulk. In the context
of heterogeneous catalysis, the formation of such overlayer is particularly important, because, for
1TTF: tetrathiofulvalene; TCNQ: 7,7′,8,8′-tetracyanoquinodimethane, F4-TCNQ: tetrafluoro-7,7′,8,8′-
tetracyanoquinodimethane; PTCDA: perylene-3,4,9,10-tetracarboxylic dianhydride; TCNE: tetracyanoethilene
2For TCNQ, the molecule investigated in this work, the charge trasnfer is calculated to be 0.34 electrons /
molecule [62].
3Note that, contrary to what occurs in the substrate that will be discussed in this thesis, graphene on SiC is
practically decoupled from the substrate, and hence can be considered as almost free-standing graphene.
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reactions involving hydrocarbons, the formation of a carbon overlayer on the catalyst surface is
one of the primary reasons for the catalyst deactivation. However, the actual verification that
such overlayers are formed by one single carbon sheet has been possible only with the advent of
the Scanning Tunnelling Microscope (STM)1 [74, 75].
Graphene has been first isolated by mechanical cleavage (i.e., exfoliation) of graphite samples
[76]. This technique results in high quality graphene, but it is very unlikely to produce samples
large enough for scalable production and device fabrication. Thus, the growth of graphene
on metallic substrate has regained attention, as a feasible way to produce large and uniform
graphene samples. At present, there are two well-established methods to prepare graphene on
metallic substrates [77]. In the first one, the monolayer is created directly from the segregation
of the bulk material at high temperatures. In the second one, graphene is created directly on
the surface using chemical vapour deposition (CVD), i.e., via thermal decomposition of small
hydrocarbons. Using this method, large and uniform graphene domains have be achieved, and
graphene samples of even ∼1 inch sizes have been obtained [26]. Efficient transfer methods have
allowed the so-grown graphene to be transferred efficiently to arbitrary substrates [78].
Similarly to molecules, transition metal contacts have been proposed as a possibile way to
tune the electronic properties of graphene and introduce new functionalities [79, 80]. The initial
interest in investigating the contact with graphene have been due to the fact that the electronic
transport measurements through a graphene sheet require contacts to metal electrodes. Conse-
quently, the detailed understanding of the characteristics of the interface between graphene and
metals is of primary importance for the development of graphene-based electronics. Depending
on the characteristics of the metal, the graphene-metal interaction, and the properties of the re-
sulting epitaxial graphene layer, have been found to vary dramatically. Thus, depending on the
nature of the underlying metal, the properties of an epitaxial graphene surface can be dramati-
cally different. In particular, graphene-metal interfaces substrates can be divided principally in
two types, depending on the strength of the graphene-metal interaction. In a first approximation,
this depends on the position of center of the metal d-band with respect to the Fermi level [81]:
• Weakly interacting graphene-metal interfaces
For metals in which the center of the d-band is ∼2 eV below the Fermi level, the interaction
with graphene is relatively weak. This is the case of Cu(111) [82], Pt(111)[83, 84], Ir(111)
[85, 86, 87, 88]. On these substrates, the characteristic features of the graphene electronic
bands are essentially preserved. The graphene-metal distance is usually ∼3 A˚, very similar
to the interplanar distance in graphite (∼3.35 A˚). However, the presence of a metallic
surface induces shift of the Dirac point, thus effectively doping the supported graphene
sheet. Indeed, this prediction has also been experimentally verified by e.g., angle resolved
photoemission (ARPES) experiments performed on epitaxial graphene monolayers grown,
e.g., on Ir(111) [45, 87] surfaces. This shift is a direct consequence of the different work
function between the graphene monolayer (4.5 eV) and the metal. Thus by varying the
1See Appendix A.1 for a description of the method
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metal substrate, it is possible to control the amount of hole or electrons in excess in the
monolayer. In addition, the weak interaction between the graphene monolayer and the
metal makes that multiple rotational domains on the same surface are easily formed by
varying the experimental growth conditions [83, 84, 86].
• Strongly interacting graphene-metal interfaces
For metals in which the center of the d-band is less than ∼2 eV below the Fermi level,
the interaction with the graphene is much stronger, and the electronic structure of the
monolayer is strongly perturbed. This is the case, for example, for Ru(0001) [74, 75, 89],
Re(0001) [90], Co(0001) [91], Rh(111) [92], Ni(111) [93, 94]. On these metals, the graphene
pi electrons interact directly with the dz2 orbitals of the topmost layer of the underlying
metal surface, forming strong directional bonds [89]. As a consequence of this covalent
bonding, the average graphene-metal distance lowers to ∼2 A˚, much less than that present
in weakly interacting metals. Due to this interaction, large electronic gaps, of ∼1-3 eV
[95, 96, 97], open around the K-point. These modifications in the electronic structure
of graphene are usually accompanied by strong charge redistribution at the graphene-
metal interface, indicating the formation of new states in which the contribution from the
substrate and the graphene is important. Therefore, the electronic structure of graphene
on strongly interacting transition metals is considerably modified, so that the graphene
and the substrate cannot be strictly considered as two separated entities. At difference
with weakly bound graphene-metal interface, the strongest interaction between graphene
and the underlying metal in most of the cases results in single orientational domains.
The structure of graphene on metallic substrates is further complicated when a considerable
lattice mismatch (larger than ∼1 A˚) is present between graphene and the underlying metal.
This is the case, for example, of graphene grown on Ru(0001) [98, 75, 89, 99, 100], Rh(111)
[92], Re(0001) [90], or Ir(111) [88]. On these metals, superstructures with larger periodicities
are formed, which can be described in terms of moire´ patterns [101]. The presence of a moire´
necessarily implies that the positions of the graphene atoms, with respect to those of the metallic
surface, vary periodically within the moire´ unit cell [89]. Thus, in some regions the interaction is
going to be more favourable, leading to stronger bonding, whereas in other regions the interaction
is going to be less favourable, leading to weaker bonding. The difference in the strenght of
the interaction between the weakly interacting regions and the strongly interacting regions is
fundamental to determine the characteristics of the resulting moire´ [89]. On weakly interacting
metals, the presence of the moire´ pattern can be seen as only a weak periodic perturbation to
the graphene. This is the case, for example of graphene grown on Ir(111), where the moire´ arises
as a result of a very weak modulation in the bonding strength across the periodic superstructure
[88]. Consequently, on such surfaces the periodic potential induced by the presence of the moire´
has only reduced effects on the characteristics of the adsorbed graphene sheet, and the basic
characteristics of the graphene electronic structure remain practically unaltered [45, 87]. On
the other hand, on strongly interacting metal surfaces, the difference in the interaction between
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the strongly interacting regions and the weakly interacting regions is usually much larger. This
induces strong periodic perturbations on both the geometry and the electronic structure of the
graphene layer, as evidenced, e.g., by the strongly corrugated topographical images observed in
STM, and by the appearance of different peaks relative to the 1s core-level of carbon in X-ray
photoemission spectroscopy (XPS) [102]. Graphene grown on Ru(0001) (gr./Ru), which is the
surface considered in this work, falls under this second category. As it has been the first structure
of this type to be observed [98], and it is by far the most widely studied and characterized
[98, 75, 89, 99, 100, 103, 100, 104], it is usually considered as the prototype of all graphene moire´
superstructures on strongly interacting substrates. However, as it will be discussed in Chapter
6 and Chapter 7, several of the precise details of its structure were poorly understood when we
started this thesis, since there were several controversies in the interpretation of the experimental
results. Thus, a significant part of this work has been devoted to build a reliable model for this
surface, which is capable to reproduce at best the experimental observations.
1.4 Molecular self-assembled monolayers on epitaxial graphene on metal surfaces
Molecular self-assembly at single crystal metal surfaces has been extensively investigated [105,
106, 107, 108, 109], due to the fundamental interest in organic-metal interfaces for electronic and
optoelectronic applications [110, 111]. When molecules are deposited on a surface, they may
tend to form globally ordered structures, similarly to what happens in living organisms [68]. The
possibility to self-assembly is strictly dictated by the competition among all the local interactions
occurring between the molecules, and between the molecules and the surface [105]. Spontaneous
organization results only in the case in which one, or only few, interactions, prevail over the
others, thus becoming the driving force for the molecules to order in a particular pattern.
In real devices, the precise structure of the molecule-metal interface ultimately determines
its properties, and therefore its functionality [114]. Thus, achieving control over the effects re-
sponsible for molecular auto-organization at surfaces is fundamental to exploit such a technology
in functional devices. However, at present, very little is known about the factors that govern
such phenomena, and the predictive synthesis of self-assembled monolayer at surfaces is still
unachievable. Therefore, present research today aims at selecting case studies for self-assembly,
and elucidating the role of the mechanisms that drive the formation of a particular structure.
Taking advantage of the know-how accumulated in the last decades concerning the role of
non-covalent interactions in supramolecular chemistry [68]1, research has principally focussed on
how intermolecular interactions determine the observed molecular structures [106]. Nowadays,
it is generally accepted that, in those cases in which the interaction with the surface is rather
weak, molecule-surface interactions only determine the adsorption geometry of the individual
molecules, whereas auto-organized patterns are formed only when the molecules are able to form
directional bonds [115, 116, 117, 118]. Conversely, there is much less physical understanding on
those forces that determine the self-assembly process when the substrate plays a major role [119].
1Non-covalent interactions may include electrostatic, dispersive and H-bonding.
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(a) (b)
Figure 1.4: (a) On Cu(100) surfaces, the self assembly of TCNQ on can be understood
only by considering a very distorted geometry for the molecule and the substrate, which
results from the charge redistribution at the interface due to the strong molecule-surface in-
teraction. Images adapted from Ref. [112]. (b) On Au(111) surfaces, the interaction of the
molecule is much weaker, and the self-assembly is dictated by intermolecular interactions.
Images adapted from Ref. [113].
One of the main complications is the fact that on reactive surfaces, molecules with heteroatoms,
such as oxygen, nitrogen or sulfur, tend to form strong covalent bonds with the surface, in a
process that involves usually a strong charge redistribution at the molecule-substrate interface
[120]. Thus, the structure of the adsorbed molecular species differ completely from that of the
same molecule in the gas-phase [112, 121, 120]. Moreover, the strong molecule-surface bonding
may also mediate a surface reconstruction, that also influences the ordering process [122, 112].
Of particular interest to this work is the fact that the first clear example of the dominant
role of substrate-molecule interaction on molecular self-assembly has been observed for TCNQ
molecules self-assembled on Cu(100) [112] (see Fig. 1.4 (a)). In that case, observed self-assembled
pattern could only be explained by considering the cooperative effects of the charge transfer at
the interface, and of the complex reconstruction at both sides of the molecule-surface interface
mediated by this charge transfer, which involved significant distortions both in the molecular
geometry, and in the surface atoms. On the other hand, a completely different behaviour has
been observed for TCNQ monolayers on Au(111) [113] (see Fig. 1.4 (b)). In the latter case, the
interaction with the substrate is rather weak, and consequently the intermolecular interactions
govern molecular organization.
The growth of ordered molecular monolayers on epitaxial graphene has been observed exper-
imentally for the first time for PTCDA1 aromatic molecules adsorbed on graphene on SiC(0001)
[125]. On such semiconductor, the graphene electronic structure is almost unperturbed by
the presence of the underlying substrate. Thus molecular ordering has been found to be dic-
tated mainly by molecule-molecule interactions. Nevertheless, successful functionalization of the
1PTCDA: perylene-3,4,9,10-tetracarboxylic dianhydride.
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(b)(a)
Figure 1.5: The two first examples of molecular self-assembly on strongly interacting
graphene-metal interfaces. (a) Iron-phtalocyanine on epitaxial graphene on Ru(0001).
Image adapted from Ref. [123]. PTCDI on epitaxial graphene on Rh(111). Image adapted
form Ref. [124].
graphene monolayer was claimed, because of the appearance of characteristic features in the
measured scanning tunnelling spectroscopy spectra (see Appendix A.2) clearly different form
those of pristine graphene on SiC(0001) [125].
Thus, the next step towards the characterization of self-assembled monolayers on epitaxial
graphene structure has been that of considering how a modification of the graphene morphology
and of its electronic structure influences the molecular structures. By introducing a substrate
which modify substantially the graphene monolayer, one introduces a new degree of freedom in
the list of factors that determine the property of the interface. Through the careful combination
of the properties of the molecule and those of the underlying metal, new phenomena may occur
with respect to molecular layers on free-standing, or almost free-standing graphene.
The studies addressing molecular self-assembly on graphene grown on strongly interacting
metal surfaces are still extremely scarce. In the first-ever report of molecular adsorption on
graphene-metal surfaces, phtalocyanines and metal-phtalocyanines have been adsorbed on gr./Ru
[123] (see Fig. 1.5 (a)). In these case, it has been observed that the graphene monolayer has
a strong influence of the geometry of the self-assembled monolayer, because the molecules tend
to adsorb only on selected surface sites. This peculiar property has allowed the contruction of
a Kagome lattice1 formed by the metallic centers of the metal-phtalocyanines on the surface
of gr./Ru. Moreover, intramolecular resolution has been observed with STM. This latter fact
suggests that, very similar to the case of ultra-thin films of alkali-halides [126, 127], the graphene
acts as a buffer layer, and decouples the molecular states from those of the underlying metal.
Similarly, a strong influence of the moire´ structure has been reported for PTCDI2 molecule and its
derivatives adsorbed on the surface of epitaxial graphene on Rh(111) [124] (see Fig. 1.5 (b)). Also
in that case, it has been observed that the molecules tend to adsorb preferentially on some regions
of the graphene moire´. A commensurate match between the molecule and the moire´ structure
1A Kagome lattice is a two dimensional lattice composed of interlaced triangles whose lattice points have four
neighbouring points each, and it is considered the most geometrically frustrated magnetic system.
2PTCDI: perylene-3,4,9,10-tetracarboxylic diimide
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has been suggested to result in the alignment of the molecules into extended one-dimensional
chains, in striking difference with the packed structure obtained for the self-assembly of the very
similar PTCDI molecule on graphene on SiC(0001). In both cases, a weak interaction between
the molecule and the underlying substrate was assumed, and the possibility of charge transfer
between the surface and the molecule, and its influence on the self-assembly, was not considered.
Other subsequent similar studies lead to similar conclusions [128, 129, 130, 131, 132, 133, 134]:
(i) the graphene layer acts as a buffer layer, and therefore decouples the molecular states from
those of the metal; (ii) the graphene acts as a template, so that the molecules adsorb only on
selected regions of the graphene moire´.
1.5 Motivation and Objectives
Epitaxial graphene monolayers grown on metallic surfaces thus appear as ideal candidates to
characterize, at the nanometer scale, the effects of charge transfer at molecule-graphene inter-
faces, which have been briefly introduced in Section 1.2. As it has been mentioned in Section 1.3,
large and relatively defect-free monolayer graphene domains can be grown on the low-index sur-
faces of metals [70, 77]. Therefore, such domains can be effectively considered as clean surfaces
where molecules can be deposited and where they can self-assemble. Scanning probe techniques
[135] then allow to address the structure and the electronic properties of the resulting molecular
patterns at the atomic level, thanks to the conductive character of the substrate, as confirmed
by a number of already existing examples [123, 124, 128, 129, 130, 131, 132, 133, 134], reported
in Section 1.4.
The use of such interfaces thus makes it possible to explore with unprecedented details the
effects of metallic contacts on the properties of the graphene monolayers, and their consequences
on the adsorbed molecular layers. Indeed, the choice of the most appropriate substrate for this
particular purpose is crucial. In weakly interacting graphene-metal interfaces, the electronic
structure of the graphene remains almost unperturbed, so that the molecules will behave almost
as if they were adsorbed on a free-standing graphene sheet. On the other hand, in strongly inter-
acting graphene-metal interfaces, the properties of the graphene layer are considerably modified,
and the effects of such modifications on the properties of the molecular monolayer are likely
to be much larger than in the case of weakly interacting graphene-metal interfaces. Therefore,
strongly interacting graphene-metal interfaces appear to be the most promising ones to explore
the effects of graphene modifications on the properties of self-assembled monolayer on epitaxial
graphene on metals.
At present, experimental results addressing the molecular self-assembly on epitaxial graphene
on metallic surfaces are still extremely scarce. One reason for this is certainly the intrinsic
complexity of graphene-metal surfaces, which makes it difficult to characterize their details and
to develop a conceptually simple understanding of the molecule-surface interaction. Theoretical
calculations thus represent a unique tool to support and interpret new experimental results, and
provide guidance on how new experiments should be designed.
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1.5. MOTIVATION AND OBJECTIVES
In this respect, the main aim of this thesis is the characterization of the interface formed
by the electron acceptor molecule 7,7′,8,8′-tetracyanoquinodimethane (TCNQ) [136], and the
surface formed by an epitaxial graphene monolayer grown on Ru(0001) [74, 75]. The entire
work has been carried out in close collaboration with experimental groups specialized in the
use of scanning probe techniques. In this collaborative effort, the theoretical calculations have
been used to support and provide insight into the experimental results, as well as to predict the
appearance of new electronic phenomena, which existence has been subsequently verified by the
experiments.
The accurate description of the surface is a fundamental prerequisite for a reliable theoretical
modelling of any molecule-surface interface. Therefore, the first objective of this work has been
the construction and validation of a reliable model to describe the gr./Ru surface. This issue
is far from being trivial, mostly because the experimental data available that were available at
the beginning of the thesis lead to contradictory conclusions [100, 137, 138, 75, 139, 140, 141,
142, 143, 144, 145]. Consequently, at the beginning of this thesis the experimentally determined
geometry of the surface was unknown. In view of this, the model employed to describe gr./Ru
has been designed to describe, at least, all the essential features of the system. In particular,
the formation of the moire´ pattern [139, 89] has been accounted for realistically. Consequently,
this choice has involved the use of large unit cells, formed by hundreds of atoms, which has
imposed some serious limitations on the possible methods to describe the electronic structure. To
maintain a good compromise between accuracy and computational efficiency, density functional
theory (DFT) [28, 146] has been employed. For similar reasons, van der Waals interactions, that
generally are not described accurately by DFT, have been taken into account qualitatively by
using an efficient semi-empirical correction scheme [147]. Within this computational framework,
the calculations performed by using these large unit cells have been complemented by a qualitative
analysis performed on simpler models for the gr./Ru surface, in which the moire´ is not taken
into account.
The structural, electronic, and mechanical properties of the theoretical model describing the
gr./Ru moire´ have been validated against reliable experimental data. In particular, its electronic
properties have been compared with scanning tunnelling microscopy (STM) [148, 149, 149] and
scanning tunnelling spectroscopy (STS) measurements on gr./Ru, whereas the mechanical prop-
erties have been checked against atomic force microscopy (AFM) [150] experiments performed on
the same samples. All the STM, STS and AFM data have provided complementary informations
on the geometry of gr./Ru. The entire validation process has been accomplished by simulat-
ing the corresponding experiments, within the approximations imposed by the computational
methods employed [135].
This theoretical model has been then used to investigate the adsorption of TCNQ on gr./Ru.
TCNQ has been chosen because it is one of the most common molecular electron acceptors, which
has been extensively characterized both theoretically [151, 152] and experimentally [153, 154].
Due to its acceptor properties, it also exhibits a very rich chemistry, as demonstrated by its ca-
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pability to form charge-transfer salts that exhibits metallic [155] as well as magnetic properties
[156]. Moreover, as it has been shown in Section 1.4, its has been already demonstrated that
TCNQ monolayers can self-assemble on solid surfaces, with very different patterns that can be
formed depending on the precise characteristics of the underlying surface and on the charge re-
distribution at the organic-metal interface [112, 113]. These characteristics make TCNQ an ideal
molecule to address the effects of charge transfer on the molecular auto-organization on gr./Ru.
To describe the progressive formation of molecular monolayers on this surface, the adsorption of
an increasingly larger number of molecules has been studied. The isolated monomers, the dimers
and the full ordered monolayer have been considered, which are representative of the molecular
structures observed experimentally. Also in this case, the reliability of the calculated structures
has been assessed by simulating the corresponding STS and STM experiments. On the basis of
the results obtained for the molecular species, complementary calculations have been performed
for the molecular structures in the gas-phase and on simplified models for the gr./Ru surface,
in order to obtain a comprehensive understanding of the electronic interactions that drive the
formation of the ordered molecular layers.
1.6 Outline of the thesis
This dissertation is organized as follows: the second part of the manuscript presents the funda-
tions of the methodology organized in four chapters. Chapter 2 is devoted to expose the basic
concepts related to the solution of the electronic structure problem in periodic systems. Chapter
3 describes how such concepts are implemented in the DFT framework. In Chapter 4, the princi-
pal tools used for the analysis of the electronic structure of the system, obtained by using DFT,
are introduced. Finally, Chapter 5 explains how scanning probe experiments can be simulated
by using DFT.
The results obtained during this thesis are presented in the third part. The chapters are based
on articles published (or submitted) in international journals of chemistry and physics. Chapter
6, Chapter 7 and Chapter 8 deal with the characterization of the structural, electronic, and
mechanical properties of the gr./Ru, respectively. Chapter 9 consider the adsorption of TCNQ
on gr./Ru, and provides a detailed analysis of the electronic properties of the resulting adsorbed
molecular species. The most relevant conclusions are drowned in the fourth (Spanish) and fifth
(English) part of the Thesis. Some appendices are included to provide further informations on the
working principles of the experimental methods that have been simulated, as well as additional
results supporting those presented in the main text.
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CHAPTER 2. ELECTRONIC STRUCTURE OF PERIODIC SYSTEMS
2 Electronic Structure of periodic systems
In this Chapter, the basic concepts related to the application of electronic structure meth-
ods to periodic systems, such as the bulk and the surfaces of crystalline solids, are intro-
duced. In Section 2.1, the Shro¨dinger equation is presented, in its time-dependent and
time-independent formulations, as a general tool to compute the electronic structure of
many-body systems. Then, in Section 2.2, the Hellmann-Feynman theorem, which allows
to calculate the forces experienced by the nuclei for a given electronic configuration, is de-
rived starting from the time-independent Shro¨dinger equation. Section 2.3 deals with the
Born-Oppenheimer approximation, which further simplifies the treatment of the many-body
problem by considering the motion of the electrons and nuclei independently. In Section
2.4 and Section 2.5, the Bravais lattice and the reciprocal lattice are described, and used
to introduce, in Section 2.6, the Bloch’s theorem and the solution of the monoelectronic
Schro¨dinger equation in a periodic potential. The formal definitions of band structure and
density of states are given in Section 2.7. The last two sections deal with more technical
problems associated with practical electronic structure calculations: Section 2.8 defines the
most common scheme used to sample efficiently the electronic structure of a periodic solid,
while Section 2.9 describes how this can be achieved, without loss of accuracy, in the case
of metals.
2.1 Schro¨dinger equation
In the attempt to describe the physics of complex chemical systems, such as bulk solids and
surfaces, we have to confront with a complex many-body problem: matter consists of mutually
interacting atoms, and every atom, in turn, consist of electrons interacting with each other and
with the nuclei. The Schro¨dinger equation provides an elegant solution to this problem, because
it allows to describe, exactly, systems formed by all these interacting particles.
According to wave mechanics [157], any physical state of a system composed by electrons and
nuclei can be described, at any time t, by a wavefunction |Φ(r,R, t)〉, where r and R are vectors
representing the electronic and nuclear degrees of freedom, respectively. The general expression




|Φ(r,R, t)〉 = Hˆ|Φ(r,R, t)〉, (2.1)
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is known as the time-dependent Schro¨dinger equation (TDSE).
If we now assume that the non-relativistic Hamiltonian Hˆ in Eq. 2.1 does not depend on
time, for a given system formed by n electrons and N nuclei, Hˆ can be described as:









































∂z2 k, α and β refer to the N nuclei, and the indexes i and j to the
n electrons. In Eq. (2.2), TˆN (R) and Tˆe(r) represent the kinetic nuclear and kinetic electronic
operators, respectively. VˆNe is the potential operator which describes the attraction between
electrons and nuclei, with rαi being the distance between the nucleus α and the electron i. The
other two potential terms, VˆNN and Vˆee, represent the internuclear and interelectronic repulsion
operator, rαβ being the distance between the nuclei α and β, and rij being the distance between
the electrons i and j, respectively. Assuming that |Ψ(r,R)〉, the time-independent wave function,
is an eigenvalue of Hˆ, it is possible to make the following ansatz:
|Φ(r,R, t)〉 = |Ψ(r,R)〉|f(t)〉, (2.3)
where |f(t)〉 is a generic function, which describes the time evolution of |Φ(r,R, t)〉. Substituting








By making both sides of Eq. 2.4 equal to a constant, it is possible to separate it in a set of






Hˆ|Ψ(r,R)〉 = E|Ψ(r,R)〉. (2.6)
Eq. 2.5 is a time-dependent equation, while Eq. 2.6 is known as the time-independent
Schro¨edinger equation (TISE). Since Hˆ is hermitian, the constant E is a real number, that
correspond to the energy of the state represented by the eigenfunction |Ψ(r,R)〉.
Taking |f(t)〉 = e− i~Et, it follows that
|Φ(r,R, t)〉 = |Ψ(r,R)〉e− i~Et. (2.7)
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Eq. 2.7 represent the so-called stationary states, in which the system has a well-defined energy
and a probability density constant on time:
〈Φ(r,R, t)|Φ(r,R, t)〉 = |Ψ(r,R)|2. (2.8)
Similarly to the TDSE, also the TISE exhibits a dependence on time. However, in the latter
this dependence enters only as a wave phase, which makes the energy and the probability density
time-independent. The spectrum of solutions of the TISE depends on n and N, and it can vary
from a set of discrete states, such as in an isolated molecule or atom, to a continuum of states,
such as in an infinite periodic solid. Among the different solutions, the lowest-energy one plays
a key role in chemistry and physics, and is commonly referred to as the ground state.
2.2 Hellmann-Feynman theorem
In principle, the evaluation of the force acting on the nucleus α, Fα, in a system formed by
N atoms, involves the numerical computation of the gradient of the energy with respect to the
displacement of each nucleus α in the three cartesian directions:
Fα = − dE
dRα
= −∇αE. (2.9)
For systems where N is large, this could turn in a cumbersome problem. In this respect, the
Hellmann-Feynman theorem provides a straightforward way to obtain the force Fα.
The theorem can be demonstrated by considering the TISE in its mean value form:
E = 〈Ψ(r,R)|Hˆ|Ψ(r,R)〉. (2.10)
By computing the gradient ∇α of Eq. 2.10, it can be seen that the expectation value of Hˆ
can be connected with the variation of the system’s energy with respect to an arbitrary variation





In addition, since the wave function |Ψ(r,R)〉 is normalized:
〈Ψ(r,R)|Ψ(r,R)〉 = 1, (2.12)
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the following two expressions are verified,
∇α〈Ψ(r,R)|Ψ(r,R)〉 = 0, (2.13)
〈∇αΨ(r,R)|Ψ(r,R)〉 = −〈Ψ(r,R)|∇αΨ(r,R)〉, (2.14)
and Eq. 2.11 is reduced to
∇αE =〈Ψ(r,R)|∇αHˆ|Ψ(r,R)〉. (2.15)
Eq. 2.15 represents the Hellmann-Feynman theorem for a time-independent wave function
[158, 159]. One of the peculiarities of the Hellmann-Feynman theorem, is that its accuracy
depends critically on the functions which are used to represent the variational wave function1.
In fact, whenever a variational wavefunction of the form
E〈Ψ(r,R)|Ψ(r,R)〉 = 〈Ψ(r,R)|Hˆ|Ψ(r,R)〉, (2.16)
is used, with E and |Ψ(r,R)〉 representing the variational energy and the unnormalized wave-
function, Eq. 2.11 becomes
∇αE〈Ψ(r,R)|Ψ(r,R)〉 =〈Ψ(r,R)|∇αHˆ|Ψ(r,R)〉
+〈∇αΨ(r,R)|Hˆ − E|Ψ(r,R)〉
+〈Ψ(r,R)|Hˆ − E|〈∇αΨ(r,R)〉. (2.17)
When the variational wavefunction is exact, Eq. (2.17) is reduced to Eq. 2.15 only in the
case in which the set of functions representing |Ψ(r,R)〉 does not depend on the atomic positions
[160]. On the other hand, for functions that do depend on the atomic positions, the last two
terms in Eq. 2.17, known as Pulay forces [161], have to be evaluated explicitly.
2.3 Born-Oppenheimer approximation
The presence, in the Hamiltonian operator (Eq. 2.2), of the cross term VˆeN , that depends both
on ri and Rα, makes the solution TISE practically unfeasible for systems of formed by more than
just few particles. Fortunately, due to the large mass mismatch between electrons and nuclei,
me
Mα
∼ 11000 , the latter can be considered almost frozen, compared to the former. This fact allows
us to factorize the total wavefunction into a nuclear wavefunction, |χ(R)〉, and an electronic
wavefunction, |ψ(r; R)〉, the latter depending only parametrically on the nuclear positions:
|Ψ(r,R)〉 = |ψ(r; R)〉|χ(R)〉, (2.18)
1The functions used to represent the variational wave functions are usually referred to as the basis set, see
Section 3.5.1 and Section 3.5.2
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where the semicolon in |ψ(r; R)〉 expresses the parametric dependence of the electronic wave-
function on R.
Indeed, Eq. 2.18 is still a solution of the TISE (Eq. 2.6):
Hˆ|Ψ(r,R)〉 =
[
TˆN (R) + Tˆe(r) + VˆeN (r; R)




However, it has to be noted that the nuclear kinetic energy operator TˆN (R) still couples
indirectly the nuclear and electronic degrees of freedoms, due to the parametric dependence of



















The Born-Oppenheimer approximation (BOA) [162] consists in imposing that ∇α|ψ(r; R)〉 =
0. This is justified whenever the transition energies between different electronic states are much
larger than the transition energies between different rotational and vibrational states associated
with a single electronic state. Hence, under this approximation, the last two terms of Eq. 2.20
can be neglected.
From a physical point of view, the BOA assumes that the electronic wavefunction adjusts
instantaneously to the nuclear one. Therefore, within the BOA, the TISE (Eq. (2.6)) can be
re-written as [
TˆN (R) + VˆNN (R) + Hˆel|ψ(r; R)〉
]
|χ(R)〉 ≈ E|χ(R)〉, (2.21)
where Hˆel is the electronic Hamiltonian:
Hˆel = Tˆe(r) + VˆeN (r; R) + Vˆee(r). (2.22)
In this context, the term VˆeN (r; R), which describes the parametric dependence of Hˆe on the
nuclear positions, is referred to as the external potential. The expectation value of the electronic
Hamiltonian defined in Eq. 2.22 represent the electronic energy:
Eel = 〈ψ(r; R)|Hˆel|ψ(r; R)〉, (2.23)
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Therefore, when the nuclei are fixed in space, the potential energy of the system will be
determined by adding to Eq. 2.23 the internuclear repulsion term:
EPES = Eel + VNN (R), (2.24)
This function, which also depends parametrically on the nuclear positions, provides a potential
for the nuclear motions, and therefore takes the name of potential energy surface (PES). Once the
PES has been determined, the motion of the nuclei can be computed under the same assumption
used for the electronic problem, by considering a nuclear Hamiltonian for the motion of the nuclei






∇α + EPES . (2.25)
The solutions of this nuclear Schro¨dinger equation:
Hnuclear|Ψ(r,R)〉 = Etot|Ψ(r,R)〉, (2.26)
describe the vibrations, rotations and translations of the system. In the rest of the manuscript,
we will deal exclusively with the electronic Hamiltonian, and therefore we will use Hˆ and Hˆel as
synonyms.
2.3.1 Born-Oppenheimer molecular dynamics
Within the simplified electron-nuclear problem resulting from the BOA, the dynamics of the
system can be described using semiclassical dynamics, thereby considering electrons and nuclei
as quantum and classical objects, respectively. In fact, classical mechanics can be obtained from
quantum mechanics by imposing the classical limit, i.e., ~→ 0 [163].
Considering explicitly the index for each k-th electronic state |ψk(r; R)〉 with energy Eel,k,
the following expression for electronic equation is obtained:
Hˆel|ψk(r; R)〉 = Eel,k|ψk(r; R)〉. (2.27)
Accordingly, the PES of this state will be determined by:
EPES,k = Eel,k + VNN (R). (2.28)
Assuming that the solutions of Eq. 2.27 are known, if the eigenfunctions |ψk(r; R)〉 are
orthonormal, and the set of eigenvalues associated with Hˆe is finite, it is possible to apply
the Born-Oppenheimer ansatz [164, 165] by expanding the total time-dependent wave function
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|ψk(r; R)〉|χk(R, t)〉. (2.29)













Ck,k′ |χk(R, t)〉, k = 1, 2, 3, ...,∞. (2.30)
In Eq. 2.30, Ck,k′ are the coupling operators determining the coupling between the states
|χk(R, t)〉 and |χk′(R, t)〉. Retaining only the diagonal terms Ck,k leads to the adiabatic ap-
proximation, in which is assumed that the motion of the nuclei proceeds without changing the
electronic k-th state. If the diagonal terms Ck,k, which constitute a correction to the adiabatic
eigenvalue Ek of Eq. 2.30, are also removed, the Born-Oppenheimer approximation is retrieved:[
TˆN + EPES,k
]
|χk(R, t)〉 = i~δ|χk(R, t)〉
δt
. (2.31)
At this point, to derive the classical equations for the nuclear motion from the quantum
mechanical ones, the time-dependent nuclear wavefunction has to be rewritten in terms of an
amplitude A(R, t) and a phase factor S(R, t) [164, 166]:
|χ(R, t)〉 = A(R, t)e i~S(R,t). (2.32)
In Eq. 2.32, A(R, t) and S(R, t) are always real and A(R, t) > 0. Transforming the nuclear
wavefunction, and separating the real and imaginary parts, Eq. 2.31 can be rewritten in terms




























A(R, t)(∇2αS(R, t)) = 0. (2.34)
In the classical limit, Eq. 2.33 becomes very similar to the Hamilton-Jacobi formulation of








(∇αS(R, t))2 + EPES,k = 0. (2.35)
Therefore, considering the transformation Pα = ∇αS(R, t) it is possible to derive the corre-
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In Eq. 2.36, EPES,k represent the PES of the k-th electronic state. Thus, the nuclei move
according to classical mechanics in the instantaneous PES generated by the electrons. As a
result, within this approximation, the forces on the nuclei can be obtained straightforwardly by
solving the TISE for the given k-th electronic state at the instantaneous configuration of the N
nuclei, and then propagating the nuclei classically:




= −∇αEPES,k N = 1, 2, 3, ..., N. (2.38)
This approach is referred to as Born-Oppenheimer molecular dynamics (BOMD).
2.4 Bravais lattice
In a three-dimensional periodic system, the atomic positions are repeated at regular intervals in
space. The set of translation operations that specify how these periodically repeated units are
arranged, is called the Bravais lattice [168]. A Bravais lattice may be also conveniently described




niai n = 1, 2, 3, ...,∞. (2.39)
In Eq. 2.39, the vectors ai are known as primitive vectors. The three vectors cannot lie in
the same plane, and two vectors lying in the same plane cannot be parallel. It is important to
note that not all the three-dimensional periodic lattices can be defined as Bravais lattices. In
fact, in order to identify a periodic lattice as a Bravais lattice, the arrangement as well as the
orientation of the lattice must appear the same at every point of the lattice. This is not the case,
e.g. for the graphene honeycomb lattice.
Given a Bravais lattice, the minimal repeat unit, containing precisely one lattice point, from
which the infinite periodic system can be constructed by means of the translations, is called the
primitive unit cell. Once the primitive unit cell and the underlying Bravais lattice are known,
a physical periodic system, i.e., a crystal, can be described by considering the arrangement of
atoms within the former, i.e, its basis, and repeating this arrangement in space according to the
latter. In addition to translations, which form a group by their self 1, point group symmetry
1A group is defined by the condition that a sum of two or more symmetry operations leads to another operation
belonging to the same group
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operations, such as rotations, reflections and inversions, may exist in the primitive unit cell, so
that the final, periodic, structure of a crystal can be classified by considering its space group,
which describes the crystal in terms of the full set of translation and point symmetry operations
[169, 170]. Alternatively, it is also possible to define conventional unit cells (or, more generally,
unit cells), which are not primitive, but still describe the full periodic solid when translated
through some subset of the vectors of the Bravais lattice. For any of the possible choices of cells,
their volume in three dimensional space is given by
Ω = |a1 · (a2 × a3)|. (2.40)
In practice, it is common to express the primitive vectors in three dimensional space using a
square matrix:
ai,j =
a1,1 a1,2 a1,3a2,1 a2,2 a2,3
a3,1 a3,2 a3,3
 , (2.41)
where i and j denote the components of the cartesian vectors and the unit cell parameters,
respectively.
One last important concept associated with the Bravais lattice is that of lattice plane, which
is that plane containing at least three non collinear lattice points. The two-dimensional set of
points spanned by the lattice plane also constitutes a Bravais lattice, since it is a subset of the
initial three-dimensional one. A family of lattice planes will be formed by a set of equally spaced,
parallel lattice planes.
2.5 Reciprocal lattice
The periodicity of a crystal does not only implies periodic variations in its geometrical structure,
but also in its electronic structure. Two important concepts to describe the latter are those
of reciprocal lattice, and Brillouin zone. The former can be described by considering that, for
a given Bravais lattice with periodicity R, it is possible to consider a periodic function, which
remains unaltered for any allowed value of R :
f(r) = f(r + R). (2.42)
Such as a periodic function can be represented in Fourier space by a plane wave, f(r) = eikr.




f(r) = f(r + n1a1),
f(r) = f(r + n2a2), (2.43)
f(r) = f(r + n3a3),
which leads to the condition:
eik(n1a1) = eik(n2a2) = eik(n3a3) = 1. (2.44)
For an infinite periodic crystal, Eq. 2.44 is verified only for those values of k satisfying
k · ai = 2piN , where N is any integer number. For this well defined set of values of the wave
vector k, f(r) will have the same periodicity of the Bravais lattice, i.e., f(r) = f(r + R). The
full set of such wave vectors k satisfying this condition constitutes the reciprocal lattice of the
associated Bravais lattice - the latter, in this case, may also be referred to as the direct lattice.
The lattice parameters bi of this new lattice are reciprocal with respect to those of the direct
lattice:
bi · aj = 2piδij . (2.45)
Therefore, the reciprocal lattice constitutes a Bravais lattice by itself. In the 3D space, the
reciprocal lattice vectors can be obtained in terms of the direct lattice ones (see Eq. 2.39) by
means of the following transformations (see Fig. 2.1):
b1 = 2pi
a2 · a3
a1 · (a2 × a3) ,
b2 = 2pi
a3 · a1
a3 · (a1 × a2) ,
b3 = 2pi
a1 · a2
a2 · (a3 × a1) . (2.46)




xibi x = 1, 2, 3, ...,∞. (2.47)
Just as in the case of the direct lattice, a primitive cell can be defined for the reciprocal
lattice. In particular, the Wigner-Seitz cell1 of the reciprocal lattice is know as the first Brillouin
Zone (BZ) (see Fig. 2.1). In different terms, the BZ is that region of reciprocal space enclosed
by the planes that are the perpendicular bisectors of the vectors from the origin to the reciprocal
lattice points [28]. On these planes, the Bragg condition is satisfied for elastic scattering [171].
1The Wigner-Seitz cell is defined as that primitive cell around one point which is closer to that point than to
any other point of the lattice.
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Figure 2.1: Two examples of two-dimensional rectangular Bravais lattices (green dots),
and the associated reciprocal lattices (red dots). Notice that, for a two dimensional rect-
angular lattice, the three terms of Eq.2.46 are reduced to bi =
2pi
ai
, i = 1, 2, 3. The
black arrows indicate the lattice vectors. In (a) the dimensions of the direct lattice are
a1 = 2× a2, while in (b) the dimensions are a1 = 0.5× a2. a1 has the same lenght in (a)
and (b). The light-blue rectangles indicate the 1stBZ in the two reciprocal lattices.
By geometrical considerations, it can be derived that the volume of the BZ associated with a
n- dimensional unit cell having volume Ω is ΩBZ =
(2pi)n
Ω . Therefore, small unit cell will be
associated with large 1st BZ and vice versa (see Fig. 2.1).
The definition of the wave vector k in Eq. 2.47 provides a simple way to classify all the
possible families of lattice planes that can be defined in a crystal, by means of the following
theorem [171]:
For any family of lattice planes separated by a distance d, there are reciprocal lattice vectors
perpendicular to the planes, the shortest of which have a lenght of 2pi/d. Conversely, for any
reciprocal lattice vector k, there is a family of lattice planes normal to k and separated by a
distance d, where 2pi/d is the length of the shortest reciprocal lattice vector.
Therefore, it is possible to define the orientation of a plane - or a family of lattice planes -
in the direct lattice, by considering a set of integer numbers (h, k, l), known as Miller indices,
which define the shortest reciprocal lattice vector k = hb1 +kb2 +lb3 normal to the direct lattice
plane. While the Miller indices are usually given in parentheses, a similar convention can be also





The Bloch’s theorem describes the behaviour of electrons in crystalline solids. In a crystal,
the negatively charged electrons are subjected to the periodic potential created by the positively
charged nuclei. This periodic potential, here denoted by V (r), has the periodicity of its underlying
Bravais lattice with position vector R:
V (r) = V (r + R). (2.48)
Since the scale of the periodicity of V (r) is of the order of Angstrom, which is similar to
the size of the typical de Broglie wavelength for a free electron, λ = 2pik , quantum effects are
important, and quantum mechanics must be used to describe properly the electronic problem
[171]. If a single electron is considered, the electronic TISE for this electrons in the periodic





∇2 + V (r)
]
|ψ(r)〉 = E|ψ(r)〉. (2.49)
In the case of more than one electron, such equation can be solved by considering the indepen-
dent electron model, therefore replacing V (r) by an effective potential V (r)eff , which describes
the potential felt by the electron in the field of the nuclei plus the remaining electrons. Such
kind of electrons are known as Bloch electrons. Conversely, for V (r) = 0, the electrons behave
as free electrons.
To obtain a proper expression for the eigenstates |ψ(r)〉 in Eq. 2.49, we recall Eq. 2.42, and
consider a translation operator TˆR applied to the function f(r), so that:
TˆRf(r) = f(r + R). (2.50)
Because the Hamiltonian in Eq. 2.49 is invariant to any choice of successive translations, it
follows that Hˆel commutes with the translation operator TˆR. Moreover, since the translation
operators associated with all the possible translations within the Bravais lattice form a simple
group, they obey to the relation:
TˆRTˆR′ = TˆR+R′ . (2.51)
Under these conditions, the eigenstates of Hˆel can be chosen to be simultaneous eigenstates
of all the TˆR, i.e.,
Hˆ|ψ(r)〉 = E|ψ(r)〉,
TˆR|ψ(r)〉 = c(R)|ψ(r)〉, (2.52)
where c(R) is the eigenvalue associated with the translation operator TˆR. Since Eq. 2.51 holds,
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it follows that
c(R + R′) = c(R)c(R′). (2.53)
Within the Born - Von Karman periodic boundary conditions, any c(R) can be written as a
periodic function of the form
c(R) = e2piixi xi = 1, 2, 3, ...,∞. (2.54)
Therefore, recalling the orthonormality relation between the reciprocal and direct lattice
vectors Eq. 2.45, we can express Eq. 2.54 in the form
c(R) = eikR, (2.55)
where k and R are the wave and position vectors in the reciprocal and direct space, respectively.
This means that it is possible to choose eigenstates of |ψ(r)〉 so that, for every Bravais lattice
vector R, the following relation holds:
TˆR|ψ(r)〉 = |ψ(r + R)〉 = c(R)|ψ(r)〉 = eikR|ψ(r)〉. (2.56)
Eq. 2.56 implies that, for each value of k, the eigenstate |ψ(r)〉 of the one-electron Hamiltonian
in a periodic potential (Eq. 2.48) can be chosen to have the form of a plane wave times a function
having the periodicity of the underlying Bravais lattice:
|ψ(r)〉 = eikru(r),
u(r) = u(r + R). (2.57)
The most important consequence of the Bloch theorem is that, in a periodic system, |ψ(r)〉
depends on the wave vector k. Indeed, due to the Born - Von Karman boundary conditions, Eq.
2.56 will have the same solution for two wave vectors k′ and k′′, lying inside and outside of the
1st BZ, respectively, and connected by a reciprocal lattice vector k. As a result, for any value of
k within the 1st BZ, there will be a discrete set of solutions, due to the finite volume of the unit
cell. The corresponding one-electron Scho¨dinger equation is obtained by inserting the expression





(∇+ ik)2 + V (r)
]
u(r) = Eu(r). (2.58)
Once the solution of Eq. 2.58 is known, the ground state of a system of N electrons can be
constructed by occupying each set of the resulting one-electron levels, for those values of k lying
within the 1st BZ, according to the aufbau principle.
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Figure 2.2: (a) Band structure along the high symmetry path Γ → K → M → K →
H → A → Γ (see Ref. [172]) of the 1st BZ, and (b) total density of states of ruthenium,
calculated using density functional theory (see Chapter 3). In (a) each different colour
correspond to a different band, according to the definition in Eq. 2.59 and Eq. 2.60. The
energy on the y-axis has been scaled with respect to the Fermi energy EF.
2.7 Band structure and density of states
As already mentioned, due to the boundary conditions, the solutions of Eq. 2.58 for a value k′′
of the wave vector lying outside the 1st BZ will be identical with those associated with a wave
vector k′ lying within its boundaries, and connected to k′ by a reciprocal lattice vector k. Due
to this periodic character of the solutions of the Schro¨dinger equation, it is possible to categorize
the eigenstates and eigenvalues in terms of their energy, so that they represent periodic functions
of k in the reciprocal lattice. Every different band will be associated with a set of eigenstates
and eigenvalues for which the following relations hold:
|ψ(r; k′)〉 = |ψ(r; k′′)〉, (2.59)
E(k′) = E(k′′). (2.60)
The complete set of such functions is referred to as the band structure (see Fig. 2.2). This
definition permits to distinguish between two different situations. The first one is that in which
the bands will be either completely filled or completely empty. This leads to the appearance
of a band-gap, defined as the energy difference between the ”top” of the last occupied and
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(a) (b)
Figure 2.3: Grids of k-points (blue points) generated using the Monkhorst-Pack scheme,
sampling the 1stBZ (light-blue rectangle) associated with the Bravais lattice shown in Fig.
2.1(a). An even 4 × 4 grid is shown in (a), while an odd 5 × 5 grid is shown in (b). The
red dot in (a) and (b) indicates the center of the 1st BZ, i.e., the Γ-point.
the ”bottom” of the first unoccupied one. This situation is characteristic of materials with
semiconducting and insulating properties. In the second situation a certain number of bands will
remain only partially filled, leading to the presence of a surface in the reciprocal space, called
the Fermi surface, separating the occupied electronic levels, the energy of the highest one being
referred to as the Fermi energy, from the unoccupied ones. The presence of this second situation
defines a metallic system.
For a single electronic band, the integration of the energy level across the whole range of







Accordingly, the total DOS of the system will correspond to the sum of the DOS contributed
by each band (see Fig. 2.2).
2.8 Brillouin zone integration
The calculation of many quantities, such as the total energy or the electronic density, requires
the integration of functions of the band structure over the 1st BZ. For a general quantity Q(E)









where the integral over the BZ volume spans all bands and all values of the wave vector. In
practical calculations, the integration is carried out by considering the sum over a discrete set
of k-points, and this approximation is justified as long as the integrand varies smoothly with k.
In insulators, the number of filled bands is unambiguously defined, and the integration can be
done using sets of well-chosen k-points [173, 174]. Conversely, metals require careful integration,
due to the presence of bands crossing the Fermi level. Concerning the choice of the k-points, the
most general method, applicable to both kinds of systems, is the one proposed by Monkhorst
and Pack [175], which provides a uniform set of points, distributed homogeneously across the 1st
BZ, with rows or columns of uniformly spaced points running parallel to the reciprocal lattice
vectors. For a Bravais lattice such as that defined in Eq. 2.39, the wave vector associated with
each of these points in the reciprocal space is:
kui,uk,uk = uib1 + ujb2 + ukb3, (2.63)
where the coefficients ui,j,k are determined by the expressions:
ui =
2i− qi − 1
2qi
, (i = 1, 2, 3, ..., qi)
uj =
2j − qj − 1
2qj
, (j = 1, 2, 3, ..., qj)
uk =
2k − qk − 1
2qk
, (k = 1, 2, 3, ..., qk) (2.64)
with the qi,j,k being integers that determine the number of points in each direction of the recip-
rocal lattice.
It is worth noticing that the convergence of the 1st BZ sampling with respect to the density
of points provided by the Monkhorst-Pack method is not systematic. Therefore, the convergence
of the sampling with respect to a desired property must be always verified by appropriate con-
vergence tests. In this respect, one major distinction concerns the cases in which the values that
the numbers qi,j,k assume are even or odd. In particular, it can be seen from Fig. 2.3, that the
center of the 1st BZ, i.e., the Γ-point, is sampled only when qi,j,k take odd values
1.
2.9 Smearing methods
In the case of insulators and semiconductors, the functions F(E) to be integrated, in order to
obtain a given property Q(E) (see Eq. 2.62), are infinitely many times differentiable, due to the
bands gap separation between occupied and empty bands. In this case, the integrals converge
exponentially with respect to the values of qi,j,k in Eq. 2.64. On the other hand, in the case of a
metal, the bands crossing the Fermi level are only partially occupied, and a discontinuity exists
1However, it is also possible to use shifted grids, where the points generated by the MonkhorstPack scheme
are displaced by value of
qi+1,j+1,k+1−qi,j,k
2
. This makes the Γ-point, to include in the sampling the Γ-point, as
well as the high symmetry points at the BZ boundaries
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at the Fermi surface, where the occupancies suddenly jump from unity to zero. This constitutes
a serious problem for the numerical integration of the bands structure over the 1st BZ, since the
functions defined in this way are not even once differentiable. In this case, a prohibitively large
number of k-points should be used in order to obtain properly converged results.
Several approaches have been proposed to overcome this problem. The most accurate one
is the so-called tetrahedron method [176, 177], in which the discrete set of k-points used for the
1st BZ integration is used to define a set of tetrahedra that fill the reciprocal space, and the
value of the integrand in Eq. 2.62 is approximated at every points of the tetrahedron using an
interpolation scheme. The main problem of this method is that the number of k-points used
must be large enough to define the tetrahedra, which hinders its applicability to very large unit
cells, where only very few k-points - e.g. one to three - are used. In this case, it is possible to
resort on different solutions, like the one provided by the smearing methods. Within this class of
methods, the δ function in Eq. 2.62 is replaced by a smoothly varying function, thus eliminating
the discontinuity problem at the Fermi level. Concerning the choice of the function, one of the




























In Eq. 2.65 and Eq. 2.66, the width of the distribution is controlled by the parameter σ.
In the limit σ → 0, the correct step function should be recovered for an infinitely large grid of
k-points. On the other hand, the method proposed by Methfessel and Paxton [181] converges to
the exact result in the limit σ → 0, independently on the density of k-points. In this method, the
Dirac step function is expanded in a complete orthonormal set of functions, leading to successive





































It should be noted that the expansion of the delta function in terms of Hermite polynomials
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introduces a numerical artefact, due to the non-monotonous decay of the step function. This
results in the presence of unphysical negative occupancies of the electronic states, which can lead
to problems in the analysis of some properties, such as the DOS. This anomaly can be avoided
by increasing the order N of the expansion.
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3 Density functional theory
This Chapter is dedicated to density functional theory, which is the electronic structure method
used to describe the molecule/surface systems studied in this work. Section 3.1 defines the mean-
ing of electronic density and recall the Thomas-Fermi model, which has been the first electronic
structure method that use the electronic density as the basic variable. Section 3.2 deals with the
Hohenberg-Kohn theorems, which have posed the theoretical foundations of modern density func-
tional theory, and the extensions made by Levy and Lieb, that generalize to arbitrary densities
the concepts introduced by these theorems. Section 3.3 presents the Kohn-Sham method, which is
the most successful and widely used practical implementation of density functional theory, while
section 3.4 is dedicated to the exchange correlation functional, the central quantity over which the
Kohn-Sham approach is built. Section 3.5 describes how the Kohn-Sham equations are practi-
cally solved in modern computer programs, such as those employed in this work. Finally, Section
3.6 deals with the complex problem of modelling dispersion interactions in Kohn-Sham density
functional theory, and present the details of one of the recent semi-empirical approaches, that
has been proposed to take them into account in a pragmatic and efficient way.
3.1 Electronic density and energy functional
The fundamental idea behind density functional theory (DFT) is that the electronic properties of
a system can be viewed as a functional of the ground state probability density function ρ(r), which,
in this context, is also referred to as the eletronic density. In a system formed by n electrons
with an electronic ground state determined by the wavefunction |ψ(r)〉, ρ(r) determines the
probability of finding any of the n electrons within an infinitesimal volume element, while the






|ψ(r1, r2, r3, ..., rn)|2dr2...drn. (3.1)
In Eq. 3.1, r1,2,...,n are the positions of the n electrons, and dr2,...,n the infinitesimal volumes
associated with the n-1 electrons. By definition, ρ(r) is a scalar function, that depends only
on the position r, which vanishes in the limit r → ∞, and integrates to the total number of
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electrons: ∫
ρ(r)dr1 = n. (3.2)
The advantages of constructing an electronic structure theory based solely on ρ(r) appear
clear if one considers that this quantity depends only on the three cartesian components of the
vector r, while the wavefunction |ψ(r)〉 depends on 3n variables, i.e., the positions of the n
electrons. In this respect, the first attempt to use the ρ(r) to describe a quantum system is due
to Thomas [182] and Fermi [183], who considered the functional dependence of the total energy
with respect to the electronic density. Their scheme assumes that the interelectronic repulsion









|r− r′| , (3.3)













Therefore, the energy functional ETF[ρ(r)], for n electrons moving in an external potential
Vext, can be written as a sum of the terms in Eq. 3.3 and Eq. 3.4, plus a third term describing
the interaction of the electronic cloud with the external potential:
ETF[ρ(r)] = Te[ρ(r)] + EHartree[ρ(r)] +
∫
Vext(r)ρ(r)dr. (3.5)
The ground state density and energy can be obtained my minimizing this functional for all
the possible ρ(r), subject to the constrain on the total number of electrons.
Despite being the first model to use the density as a basic variable, the Thomas-Fermi model
has found only limited applicability, mainly due to the drastic approximation it involves, which
make it incapable of describing some very basic features of matter, such as the atomic shell
structure, and the formation of molecules and solids starting form their constituent atoms. [184,
185, 186, 187].
3.2 Hohenberg-Kohn theorems and the Levy-Lieb extension
Hohenberg and Kohn have improved further the ideas of Thomas and Fermi, by demonstrating
that the properties of a many-body ground state can be related in a rigorous way to its probability
density function [188, 189]. This is particularly important, since it provides the basis for an
exact description of the electronic structure in terms of ρ(r). Their formulation applies to the
non-degenerate ground state of any system of interacting particles described by the electronic
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Hamiltonan Hˆe presented in Eq. 2.22, and to all those densities that are “V -representable”, that
is, to all those electronic densities that are associated to a ground state wave function of some
electronic Hamiltonian with local external potential Vext. These initial restriction have been
lifted by the reformulation presented by Lieb and Levy, which is also discussed.
3.2.1 First theorem
The first 1st Hohenberg-Kohn theorem states that for any system of interacting particles, having
a non-degenerate ground state determined by the wavefunction |ψ(r)〉, and moving under the
influence of an external potential Vext(r), the potential Vext(r) is a unique functional of its
ground state density, ρ(r) = 〈ψ(r)|ψ(r)〉, apart form trivial additive constants. Consequently,
the ground state |ψ(r)〉 is a unique functional of ρ(r) as well, and the properties of the many-body
system, such as its total energy E, can be determined not only as the expectation value of Hˆel,
but also as the functional of the density of the system:
E = 〈ψ(r)|Hˆel|ψ(r)〉 = E[ρ(r)]. (3.6)
3.2.2 Second theorem
The 2nd Hohenberg-Kohn theorem establish a general variational principle, by introducing the
concept of an exact total energy functional of the electronic density, E[ρ(r)], which is valid
for any external potential Vext(r). For any possible value of Vext(r), the exact ground state
energy is determined by the minimum value of this functional, and the corresponding density
that minimizes this functional is that of the exact ground state. Therefore, once Vext is known,
the problem of determining the ground state energy, and its density, is trivial, as it requires the
minimization of the energy functional E[ρ(r)], starting from an arbitrary trial initial probability
density function. E[ρ(r)] can, in turn, be constructed as a sum of a functional term representing












|r −Rα| , (3.7)
where Zα and Rα are the nuclear charge and position of nucleus α, and a universal functional
F [ρ(r)], accounting for the kinetic and potential energy of the interacting electron system:
E[ρ(r)] = F [ρ(r)] + EeN [ρ(r)]. (3.8)
It follows that, if the exact analytical form of the functional F [ρ(r)] is known, the exact




An alternative derivation, made by Levy and Lieb [190, 191, 192], overcomes some of the limita-
tions of the Hohenberg-Kohn approach to the total energy functional. In particular, it provides
a formal definition for a functional which is valid for any “N-representable” density, i.e., for
any generic density that can be constructed from a given wavefunction |ψ(r)〉 - we will call this
generic density n(r). Starting from the initial representation of the energy as the expectation
value of the electronic Hamiltonian shown in Eq. 2.22, the Levy-Lieb approach constrains the
search of the minimum of E[ρ(r)] to that subset of wavefunctions having a certain density. In
this case, the minimization of the energy functional for all these wavefunctions, results in a
unique lowest energy, thus eliminating the restriction of the original Hohenberg-Kohn theorem
to non-degenerate ground states:
E[n(r)] = min
ψ→n(r)
[〈ψ(r)|Tˆe|ψ(r)〉+ 〈ψ(r)|Vˆee|ψ(r)〉] + EeN [n(r)],
= min
ψ→n(r)
[〈ψ(r)|Tˆe + Vˆee|ψ(r)〉] + EeN [n(r)]
= F [n(r)] + EeN [n(r)]. (3.9)
Since Eq. 3.9 is valid for any generic n(r), it is possible to generalize the Hohenberg-Kohn
arguments to consider functionals that depend not only on the electronic density ρ(r), but also
on the spin density s(r). However, similarly to the case of the Hohenberg-Khon theorem, no
indications are given on how to construct analytically the functional F [n(r)], apart from the
original definition in terms of the many body wavefunctions.
3.3 Kohn-Sham approach
The approach developed by Kohn and Sham [193, 189] to construct F [ρ(r)] allows for a practical
implementation of density functional theory into an analytically tractable scheme. The entire
method relies on an ansatz, which is that of assuming that the ground state density of a many-
body quantum system of n interacting electrons can be mapped into that of an auxiliary fictitious
system of n non-interacting electrons, described by reference single particle orbitals |ϕα,β1,2,...,n(r)〉,
and interacting with an effective potential, called VKS(r), which describes the interaction of each
single electron with the nuclei and with the remaining electrons. The wave-function is assumed
to have a closed-shell electronic configuration, i.e., the relationship between the number of α
electrons and the number of β electrons is nα = nβ =
n
2 . Since electrons are fermionic particles,




|ϕα1 (r)ϕβ1 (r)ϕα2 (r)ϕβ2 (r)...ϕαn/2(r)ϕβn/2(r)|, (3.10)
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In the auxiliary system, the electronic kinetic energy functional Te[ρ(r)] can be expressed in
terms of the kinetic energies of the single particle orbitals:






Consequently, the Hohenberg-Kohn functional in Eq. 3.7 can be rewritten as a sum of
individual functional terms associated with the auxiliary, non-interacting, system:
E[ρ(r)] = Te[ρ(r)] + EHartree[ρ(r)] + EeN [ρ(r)] + EXC [ρ(r)]. (3.13)
In Eq. 3.13, Te[ρ(r)] has the form of Eq. 3.12, EHartree[ρ(r)] and EeN [ρ(r)] are analogue
of Eq. 3.3 and Eq. 3.7, respectively, and the last term EXC [ρ(r)] is the exchange-correlation
(XC) energy term, which accounts for the many-body effects due to electronic exchange and
electronic correlation, that are missing in the terms Te[ρ(r)] and EHartree[ρ(r)]. Notice that,
in this functional, only the kinetic energy term is an explicit functional of the single-particle
orbitals, while the remaining terms are explicit functionals of the density. In principle, such an
expression of the energy functional would be capable of providing the exact energy and density
of the many-body ground state. However, the exact functional form of the XC energy term is
unknown, and approximations have to be used - see Section 3.4 -, limiting somehow the reliability
of the whole method on the ability of these approximated functional forms to account for the
many-body effects in the system. In any case, compared to the Hohenberg-Kohn functional, Eq.
3.8, this method constitutes a significant advance, since the contribution of this approximated
term to the total energy is much smaller than that of the Hohenberg-Kohn universal functional
F [ρ(r)].
Once the functional in Eq. 3.13 has been defined, the corresponding Kohn-Sham (KS) equa-
tions for the n electrons can be obtained by exploiting the fact that only Te[ρ(r)] is expressed in
terms on the single-particle orbitals, while the other terms are functionals of the electronic den-
sity only. Therefore, by minimizing the total energy functional with respect to the single-particle
orbitals |ϕi(r)〉, subject to the orthonormality constrain 〈ϕαi (r)|ϕβj (r)〉 = δαβi,j , the following
single-particle equations are obtained:
HˆKS |ϕi(r)〉 = Ei|ϕi(r)〉, (3.14)
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where the KS effective hamiltonian has the form
HˆKS = − ~
2
2me
∇2 + VKS(r), (3.15)
VKS(r) = VeN (r) + VHartree(r) + VXC(r). (3.16)
3.4 Exchange-correlation functional
As already mentioned, the approximations made in the functional form of the XC energy term
in Eq. 3.13, and the associated potential term VXC(r) in Eq. 3.16, determine the quality of
the results obtained by solving Eq. 3.14. In general, the dependence of the XC energy term on
the electronic density is expressed by the interaction between the density ρ(r), and the energy
density functional, XC [ρ(r)]:
EXC [ρ(r)] =
∫
dr ρ(r)XC [ρ(r)]. (3.17)
Therefore, the different approximations of EXC [ρ(r)] can also be discriminated in terms of
the way in which XC [ρ(r)] is described.
3.4.1 Local density approximation
The simplest approximation of XC [ρ(r)] is the local density approximation (LDA) , in which the
exchange and correlation energy at each point in space are assumed to be those of an homogeneous
electron gas of density ρ(r):
LDAXC [ρ(r)] = 
LDA
X [ρ(r)] + 
LDA
C [ρ(r)]. (3.18)
In Eq. 3.18, the exchange term, LDAX [ρ(r)], has the analytic form obtained for the homoge-
neous electron gas [194],











whereas, for the correlation term, LDAC [ρ(r)], various parametrizations have been proposed [195,
196], on the basis of the data for the correlation energy of the homogeneous electron gas obtained
by accurate quantum Monte Carlo simulations [197]. These accurate calculations are mandatory,
because the exact analytic expressions for the correlation energy are known only for the high-
density and low-density limits [198].
Due to the nature of the underlying approximations, the LDA favours the homogeneous
electronic densities, and therefore works better for systems having an electronic structure close
to that of the homogeneous electron gas - e.g., noble metals -, than for systems with strongly
inhomogeneous densities - e.g., heteroatomic molecules - [199].
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3.4.2 Generalized gradient approximation
An important improvement with respect to the LDA, in terms of accuracy in the description
of electronically inhomogeneous systems, has been the introduction of XC functionals which
depend also on the magnitude of the gradient of the density, |∇ρ(r)|. Calculations performed
with the so-called generalized gradient approximation (GGA) [200] functionals, lead to improved
structures, energy barriers and energy differences [201], thus broadening the applicability of DFT
with respect to problems of interest in chemistry. In a typical GGA functional, the dependency
on |∇ρ(r)| is included in Eq. 3.18 by means of dimensionless enhancement factors for exchange
and correlation, FXC [ρ(r), |∇ρ(r)|]:
GGAXC [ρ(r)] = 
LDA
XC [ρ(r)]FXC [ρ(r), |∇ρ(r)|]. (3.20)
Numerous forms of FXC [ρ(r), |∇ρ(r)|] have been proposed, which have the common property
to differ from the exact first-order Taylor expansion around a constant density - this latter
approach, defined as the gradient expansion approximation [202], does not lead to any substantial
improvement over the LDA [28]. In particular, it is worth remembering the BP86 [203, 204],
which has been one of the first GGA functionals to be proposed, and the PW91 [196] and PBE
[205], which are among the most widely used in theoretical surface science. Indeed, the PBE












where s = |∇ρ(r)|2kF ρ(r) is a dimensionless density gradient, k = 0.804 is chosen to satisfy the Lieb-
Oxford bound for the exchange energy,





and µ = 0.21951 is chosen to recover the linear response form of the local approximation. It has
also been suggested that choosing a larger value for k leads to improved energetics for molecules
on surfaces [206]. The form for the correlation is expressed as the local correlation plus an
additive term, chosen to satisfy several conditions [205] - in principle, the term depends also on
57
3.4. EXCHANGE-CORRELATION FUNCTIONAL



































where rs is the local value of the density parameter, and t =
|∇ρ(r)|
2φkTF ρ(r)
is a dimensionless gradient,
kTF is the screening wave vector, qe is the electronic charge, a0 the Bohr radius, Γ =
1ln2
pi2 ,
β = 0.066725 comes from the generalized gradient expansion for the correlation [207], and φ = 32
for the spin-unpolarized case.
3.4.3 Spin-polarized density functional theory
The Kohn-Sham formalism has been also generalized to include the dependency on the spin vari-
able [208]. In the most general implementation of spin-polarized DFT, each orbitals is represented





where ϕα(r) and ϕβ(r) are complex orbitals. Accordingly, the scalar quantity ρ(r) is reformulated




〈ϕαi (r)|ϕβi (r)〉, (3.28)
Therefore, the relationships between the electronic density ρ(r), the vectorial quantity spin


















ρ(r) + sz(r) sx(r)− isy(r)
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In the Kohn-Sham equations expressed in this two-component spinor basis, the kinetic en-
ergy operator, the electron-nuclear potential and the Hartree potential are diagonal in the two
dimensional spin space, but the exchange correlation potential VXC(r) is a non-diagonal 2×2
matrix that couples the two spinor components ϕα(r) and ϕβ(r) (notice that, in a relativistic
Hamiltonian, the spin-orbit operator also couples the two spinor components, so that also the
Hartree term is non-diagonal [209]). The scalar part of VXC(r) depends on the choice of the
exchange correlation energy functional, XC [n
αβ(r)], and therefore, the coupling between ϕα(r)
and ϕβ(r) depends exclusively on XC [n
αβ(r)]. This formulation of spin-polarized Kohn-Sham
DFT can describe any magnetic configuration, but is computationally extremely demanding, due
to the representation of the wavefunction in terms of spinors. However, the computational cost
can be greatly reduced by simplifying the spin-polarized problem, and considering the direction
of the quantization axis to be the same at every point in space - normally, the direction is chosen
to be aligned along the z cartesian axis. In this case, VXC(r) also becomes diagonal, so that
the energy and all other physical observables are again functionals of the two scalar quantities
ρ(r) and |s(r)| only. Therefore, two sets of Kohn-Sham equations can be obtained, which have a
similar form, and a similar computational cost, to the expressions shown in Eq. 3.14:
HˆαKS |ϕαi (r)〉 = Eαi |ϕαi (r)〉, (3.33)
HˆβKS |ϕβi (r)〉 = Eβi |ϕβi (r)〉. (3.34)


















If Eq. 3.35 is verified, the ground state density of the α electrons, nα(r), differs from that of






nα(r)− nβ(r)) . (3.38)
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3.5 Solutions of the Kohn-Sham equations
The single-particle Kohn-Sham equations presented in Eq. 3.14 represent a complicated system
of coupled integro-differential equations (the kinetic energy operator is differential, while the
Hartree term is expressed through an integral operator). Even if, in principle, the numerical
solution of these equations is possible, more efficient alternatives have been devised. In particular,
recalling the second Hohenberg-Kohn theorem it is possible to extract the condition for an
electronic density to minimize the functional of Eq. 3.13:
δE[ρ(r)] = 0. (3.39)
Eq. 3.39 leads to the condition:
VKS(r) = VeN (r) + VHartree(r) + VXC(r). (3.40)
This means that the problem of finding the minimum of E[ρ(r)] can be translated into that
of finding the potential VKS(r) which satisfies Eq. 3.40.
Usually, the procedure to find the ground state involves an iterative cycle with the following
basic steps:
1. The initial effective potential V inKS(r) is constructed starting from an input density ρ
in(r).






∇2 + V inKS(r)
]
|ϕi(r)〉 = Ei|ϕi(r)〉. (3.41)
The general equations which are used to solve Eq. 3.41 might be slightly different depending
on the functions which are used to construct the single particle orbitals Ei|ϕi(r)〉. In
particular, in Section 3.5.1 we will describe the use of localized gaussian function in real
space, with no boundary conditions, and in Section 3.5.2, the use of plane-wave functions
with three-dimensional periodic boundary conditions. While these are the approaches
that have been used in this work, it must be noted that several other possibilities exists
[210, 211, 212, 213, 214].
3. A new output density, ρout(r), is built from the solutions of Eq. 3.41. If ρin(r) and ρout(r)
are equal within a given convergence threshold, the procedure is stopped. Conversely,
ρout(r) is used to contruct a new density ρin(r), and the procedure is repeated again.
Therefore, the procedure of this self-consistent field (SCF) cycle can be summarized into the
iterative progression:
ρini (r)→ V inKS(r)→ ρini+1(r)→ V inKS(r)→ ... (3.42)
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Modern DFT codes, instead of solving exactly Eq. 3.41, at every i-th step of Eq. 3.42 -
which would be computationally very expensive even for systems composed by few atoms -,
obtain a good approximation to its exact solution by means of iterative algorithms [215]. The
idea of using algorithms not relying on exact matrix diagonalization has been introduces in the
80’s by Car and Parrinello [216], who unified molecular dynamics (MD) techniques with the
DFT for the electronic structure problem. A different approach has been also considered later in
direct minimization algorithms [217, 218, 219], which apply conjugate gradient techniques to the
electronic structure problem. On the other hand, it has been shown how, based on the ideas of
of Wood and Zunger [220], traditional diagonalization algorithms can be exploited to construct
robust yet powerful iterative schemes for matrix diagonalization [221, 222, 223]. The latter
scheme has the advantage of not begin affected by the adiabaticity problem of the Car-Parrinello
method [224, 225] - this is particularly important in the case of metals - and of having a much
simpler mathematical formulation than both Car-Parrinello and direct minimization algorithms.
The basic idea of iterative methods is to iterate an equation of the form
(Hˆ − Eni )|ϕni (r)〉 = |R[ϕni (r)], 〉 (3.43)
where n is the iteration step, |ϕni (r)〉 and Eni are approximate eigenvectors and eigenvalues, and
|R[ϕni (r)]〉 is the residual vector. This iterative cycle is continued until the residual vector falls
below some predefined tolerance. Eq. 3.43 can be rewritten as:
|ϕni (r)〉 = K(Hˆ − Eni )|ϕni (r)〉+ |ϕni (r), 〉 (3.44)





δ|ϕn+1i (r)〉 = K(Hˆ − Eni )|ϕni (r)〉) = K|R[ϕni (r)]〉, (3.46)
|ϕn+1i (r)〉 = |ϕni (r)〉,+δ|ϕn+1i (r)〉
= |ϕni (r)〉+K|R[ϕni (r)]〉, (3.47)
where the product K|R[ϕni (r)]〉 can be evaluated efficiently by using one of the several different
strategies existing in the literature [226, 227, 222, 223, 228].
A second key step in iterative algorithms is that the density is not updated according to
ρin(r) = ρout(r). Indeed, to improve the numerical stability during the SCF cycle, a weighted
mix of the input and output densities is used. This smoothen the variation between two successive
solutions of Eq. 3.41. The most simple type of mixing is indeed a linear one, in which a certain
fraction α of the charge density residual vector, R[ρini (r)] = ρ
out
i (r) − ρini (r), is added to the
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current input charge density:
ρini+1(r) = ρ
in
i (r) + αR[ρ
in
i (r)]. (3.48)
In alternative to simple linear mixing, it is possible to use more elaborate schemes such as
that proposed by Pulay [227], in which the input charge density at the i-th step is obtained as







where cj are the linear combination coefficients. The optimal density constructed in this way
must minimize the norm of the residual vector, 〈R[ρin,opti (r)]|R[ρin,opti (r)]〉, under the constraint∑x
i=1 ci = 1, which makes that the number of electrons is conserved. Apart from the aforemen-
tioned two ones, a number of other mixing schemes have been also proposed in the literature
[229, 230, 231, 232, 233].
Another important remark must be done concerning the use of smearing methods - see Chap-
ter 2.9, which are fundamental to obtain a fast convergence of the SCF cycle in metallic systems.
In this case, due to the effects of the smearing function, the single-particle orbitals occupancies
fi can assume fractional values, i.e., 0 ≤ fi ≤ 1, so that the number of occupied orbitals m is
larger than the number of electrons n. For such a situation, the total energy functional of Eq.
3.13 assumes the general form [234]:
E˜[fi, ϕi(r)] = T˜e[fi, ϕi(r)] + EHartree[ρ(r)] + EeN [ρ(r)] + EXC [ρ(r)], (3.50)






In this case, the functional depends on the single particle orbitals ϕi(r), as well as on occu-
pancies fi. By considering the unconstrained variation of E˜[fi, ϕi(r)] with respect to a single
occupation fi of the orbital ϕi(r), while allowing the orbitals to relax, it can be proved that,




Eq. (3.52) is usually referred to as the Janak’s theorem [235].
The actual values of the fractional occupations fi, can be obtained by convoluting the original
density of states with a suitable smearing function, such as those presented in Section 2.9. In
this case, similarly to what happens in the extension of the Hohenberg-Kohn functional to finite
temperature proposed by Mermin [236], it turns out that the total energy is no more variational
with respect to the partial occupancies at the electronic ground state. A proper variational
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function can, indeed, be obtained by replacing the total energy by a functional form equivalent
to a generalized free energy. Hence, the variational function becomes [237, 238],





σS (fband,k) , (3.53)
where S (fband,k) is the equivalent to an entropy term, which functional form depends on the
particular choice of the smearing function, and σ is the parameter which determines the width
of the smearing - see Eq. 2.65 and Eq. 2.66. It should be noted that, in conjunction with
a Fermi-Dirac statistic for the occupancies, the entropy term might be interpreted as the free
energy of the electrons at some finite temperature σ = kBT , but for all the other methods, its
physical significance remains undefined. Once the free energy functional has been minimized,
the energy at T → 0K, Eσ=0, can be obtained by an appropriate extrapolation of the free energy
at σ → 0 [219, 239]. A functional such as that of Eq. 3.53 offers the great advantage of begin
a variational one even in the case of fractional occupancies, so that the nuclear forces can be
calculated exactly by virtue of the Hellmann-Feynmann theorem (see Chapter 2.2):
Fα = − ∂A
∂Rα
= −∇αA. (3.54)
However, in this case, the forces are defined as the derivative of the generalized free energy.
As a consequence, when they are used to relax the atoms towards their equilibrium positions,
the obtained geometry is likely to be different from that of the equilibrium at T = 0K. For
the typical values of σ that are used in practical calculations, ∼100 meV, the deviations of A
from Eσ=0 in the Fermi-Dirac Eq. 2.65 and Gaussian methods Eq. 2.66 tend to be large - they
are quadratic with σ -, and careful checks of the convergence of σ are required to ensure the
reliability of the results. On the other hand, in the Methfessel-Paxton method (Eq. 2.67), these
deviations tend to be much smaller, making it the method of choice when very accurate forces
are required [240, 241].
3.5.1 Localized basis sets
For systems with electronic states that are relatively localized (e.g., molecules in the gas-phase),
it is convenient, from a computational point of view, to apply the linear combination of atomic
orbitals (LCAO) ansatz to solve the Kohn-Sham equations [146]. This approach relies on the
traditional view that molecular bonds are associated with an increased probability of finding
electrons between two nuclei, due to the overlap between atomic orbitals. Therefore, the one
particle Kohn-Sham orbitals can be expressed as a linear expansion of a set of L localized basis
functions centered at the atomic positions, which describe at best the atomic orbitals of the
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If the basis set was complete, which would require L =∞, each Kohn-Sham orbital would be
described exactly using Eq. 3.55. In practical calculations, L is always finite, and it is therefore of
primary importance to choose the most appropriate set of basis functions to represent accurately








By multiplying Eq. 3.56 by an arbitrary basis function 〈ην(r)|, we obtain a set of L equations,
which in compact notation reads:
FKSC = SCE, (3.57)
where FKS is the L× L dimensional Kohn-Sham matrix, with elements:
FKSν,µ = 〈ην(r)|Hˆ|ηµ(r)〉, (3.58)
which is the counterpart of the Fock matrix in the Hartree-Fock method [242]. S is the L × L
overlap matrix with elements:
Sν,µ = 〈ην(r)|ηµ(r)〉, (3.59)
C is the L× L dimensional matrix of the expansion coefficients:
C =

c1,1 c1,2 · · · c1,L





aL,1 aL,2 · · · cL,L
 , (3.60)
and E is an L× L dimensional diagonal matrix of the orbital energies:
E =

E1 0 · · · 0





0 0 · · · EL
 . (3.61)
As it can be seen, the complex integro-differential problem of Eq. 3.14 has been translated
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in a much simpler linear one, which can be expressed using standard linear algebra.
Among the possible choices for the basis functions |ηµ(r)〉, Gaussian Type Orbitals (GTO)
[243] are the most used ones for applications in molecular gas-phase chemistry. In GTOs, the









whereN is a normalization coefficient. The advantages of using GTO is that any orbital expressed
in terms of the basis functions, and centred at any atomic site, can be expressed in terms of the
basis functions on neighbouring sites. This means that the multi-center integrals, i.e., all the
matrix elements in Eq. 3.58, can be evaluated analytically, greatly simplifying and speeding up
the calculations. However, gaussian function do not represent correctly important characteristics
of actual atomic wavefunction, such as its decay behaviour or the cusp at the nuclear positions.




For this reason, it is common practice to use linear combinations of GTOs, in order to try
to reproduce as close as possible the behaviour of STOs [245]. Hence, it is possible to construct
a whole hierarchy of basis sets with a desired balance between accuracy and computational
efficiency. The minimal basis set will correspond to 1 GTO per atomic orbital. In double-zeta
basis sets, the set of GTOs used for each orbital is doubled. If the doubled functions are limited
to the atomic valence shell, split-valence basis sets are defined. A particular basis set may also
be enhanced by adding polarization functions, i.e., functions of higher angular momentum than
those occupied in the atom, to ensure that the orbitals can distort from their original atomic
symmetry, and better adapt to the molecular environment. In the cases where electrons lying
very far from the nucleus have to be described, diffuse functions can also be defined in GTO as
functions in which the exponent ξ is taken to be very small.
3.5.2 Plane-waves basis sets
Plane waves are periodic functions and, as such, are suitable as u(r) - a function with the
periodicity of the unit cell - in Bloch’s equations (see Eq. 2.56 and Eq. 2.57). Indeed, they
represent one of the most straightforward ways to implement the Kohn-Sham equations within
periodic boundary conditions. Hence, in a plane-waves basis set, the Kohn-Sham i-th state at
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ci,k,G|k + G〉, (3.65)
where the set of G vectors is limited to those having the same periodicity of the unit cell, i.e,
G = ib1 + jb2 + kb3, (3.66)
where b1,b2,b3 are the reciprocal lattice vectors. Plane-wave basis sets have the useful property
to be orthonormal. Therefore, whenever a plane-wave basis set is used, the overlap matrix S
(Eq. 3.59) is diagonal.
Inserting Eq. 3.65 in the solution of the Schro¨dinger equation according to Bloch’s theorem,
Eq. 2.56, multiplying by 〈k + G′|, with G 6= G′, and using the Kohn-Sham Hamiltonian, leads
to the Kohn-Sham equations in Fourier space:∑
G
〈k + G′|HˆKS |k + G〉ci,k,G = Ei,k
∑
G
〈k + G′|k + G〉ci,k,G = Ei,kci,k,G′ . (3.67)
In a plane-waves basis, the kinetic energy term of Eq. 3.67 is assume a diagonal form:
〈k + G′|TˆKS |k + G〉 =

|k + G0|2 0 · · · 0





0 0 · · · |k + GNG |2
 , (3.68)
where NG is the total number of G vectors. The latter is usually defined in terms of the so-called
kinetic energy cutoff, which defines the longest G vector in the plane-wave expansion:
1
2
|k + G0|2 ≤ Ecut. (3.69)
Applying straightforwardly Eq. 3.67 does not lead to an efficient algorithm for a plane-waves
basis. This is due to the fact that the term 〈k + G′|HˆKS |k + G〉 still constitutes a dense matrix,
due to the fact that the potential part is, in general, non-null for all G,G′. However, this problem
can be circumvented by considering that the potential terms in Eq. 3.67 are diagonal in real
space. Thus, both kinetic and potential terms can be evaluated efficiently by making use of Fast
Fourier Transform (FFT) , leading to an efficient sparse algorithm for plane-waves.
Compared to localized basis sets, plane-wave basis sets offer the main advantages that (i) the
convergence of the basis set can be systematically checked by simply increasing the kinetic energy
cutoff and (ii) the basis functions fill the entire simulation box, and therefore describe correctly
those features of the electronic structure that are not centred at the nuclear positions. However,
pure plane waves basis sets have the strong disadvantage that an extremely large number of
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Fourier components is needed to describe the strong oscillation of the wavefunctions close to
the nuclei, which ensure orthogonality between the different single-particle states. This makes
calculations on real materials practically unfeasible using a pure plane waves basis set.
3.5.3 Projector augmented wave method
Several techniques have been developed to reduce the number of plane-waves needed in the
calculations, and to permit the application of this basis set to real materials. They rely on the
common observation that, far from the nucleus positions, core wavefunctions are zero, and valence
wave functions are smooth. Among the most recent methods is certainly the projector augmented
waves (PAW) method [246], a generalization of the much older linearly augmented plane waves
(LAPW) method [247]. In the latter, the space is divided into atom-centered augmentation
spheres inside which the wave functions are taken as some atom-like partial waves, and an
interstitial region outside the spheres, where some envelope functions are defined. The partial
waves and envelope functions are then matched at the boundaries of the spheres.
In the PAW method a pseudo single-particle wavefunction ϕ˜(r) is defined, which is identical
to the all-electron single particle wavefunction ϕ(r) beyond a arbitrary cutoff radius - usually
chosen between the ionic and covalent radius of each element. The region of space inside the cutoff
radius is defined as the augmentation sphere. Inside this region, ϕ˜(r) differs from ϕ(r) in being
nodeless, which allows it to be well represented by a much lower number of planewaves, compared
to the number of plane-waves used to represent all-electron single-particle wavefunction. This
definition of ϕ˜ is analogue to that done in the pseudopotential (PP) method [248, 249, 250]. This
explains why several of the first implementations of the PAW method have been done on original
PP-based codes [251] - in particular, the variant of the PP method defined as ultrasoft PP [252].
However, at difference with the PP method, in the PAW method the all-electron single-particle




(|φµ(r)〉 − |φ˜µ(r)〉)〈p˜µ(r)|ϕ˜i(r)〉, (3.70)
where the index µ runs over the ionic sites Rα, the angular momenta {lµ,mµ} of the atomic wave-
function and the multiple reference energies, which can be defined for each angular momentum.
Eq. 3.70 states that the all-electron single-particle wavefunction |ϕi(r)〉 associated to each i-th
pseudo wave function |ϕ˜µ(r)〉 can be reconstructed by adding a combination of one-center cor-
rections |φµ(r)〉−|φ˜µ(r)〉. The wavefunctions |φµ(r)〉 are the all-electron single-particle solutions




∇2 + Veff (r)
]
|φµ(r)〉 = Eµ|φµ(r)〉,
where Veff (r) is the spherical component of the all-electron potential. |φ˜µ(r)〉 are the correspond-
1we have dropped the index for the k-points k in the definition of |ϕi(r)〉
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ing pseudo wavefunctions, which are nodeless, and identical to |φµ(r)〉 outside the augmentation
sphere. The functions |p˜µ(r)〉 are projector functions, which are constructed in order to have
the important property of being dual, i.e., 〈p˜µ(r)|φ˜ν(r)〉 = δµ,ν and |p˜µ(r)〉 = 0 outside the
augmentation sphere.
The projection operator, which allows to map |ϕi(r)〉 into the corresponding |ϕ˜i(r)〉, is:
τ = 1 +
∑
µ
(|φµ(r)〉 − |φ˜µ(r)〉)〈p˜µ(r)|. (3.71)
Considering a generic operator A, using Eq. 3.71 it possible to define a pseudo operator A˜
acting on |ϕ˜i(r)〉:









∆A is a term which contains mixed one-center and plane-waves terms. It is expressed in terms
of the generic operator B:




and is used to remove the unwanted singularity in the Hartree term in the equation for the
pseudo wavefunctions, leaving a term which can be dealt with in the radial equations about each
nucleus.
The motivation behind the idea of transforming the operators rather than the wavefunction,
is that, by proceeding in this way, it is possible to treat the pseudo wavefunction |ϕ˜i(r)〉 and the
one-center all-electron orbitals |φµ(r)〉 as two separated problems. Accordingly, it can be shown


















where Qµ,ν are compensation charges having the form:
Qµ,ν = 〈φµ(r)|φν(r)〉 − 〈φ˜µ(r)|φ˜ν(r)〉, (3.75)
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and Dµ,ν are one-center correction terms defined as:
Dµ,ν = 〈φµ(r)| − ~
2
2me
∇2 + Veff (r)|φν(r)〉, (3.76)
+ 〈φµ(r)| − ~
2
2me
∇2 + V ′eff (r)|φν(r)〉, (3.77)
where V ′eff is the spherical potential obtained from the construction of |φ˜i(r)〉. Hence, the total
electronic density can be evaluated as:
ρ(r) = ρ˜(r)− ρ˜(r)′ + ρ(r)′, (3.78)

















The term ρ˜(r) is constructed from the self-consistent single-particle pseudo wavefunctions
|ϕ˜i(r)〉, while the terms ρ(r)′ and ρ˜(r)′ are one-center densities constructed from the pseudo and
all-electron atomic wavefunctions, respectively. ρ˜(r) is expanded in plane-waves, while ρ(r)′ and
ρ˜(r)′ can be stored on radial support grids, localized inside the augmentation sphere.
An analogous decomposition can be done for the rest of the quantum-mechanical operators.
In particular, the total energy can be written as
E[ρ(r)] = E˜[ρ(r)]− E˜′[ρ(r)] + E′[ρ(r)], (3.82)
where each term in Eq. 3.82 consists of a kinetic, Hartree and exchange-correlation contribution.
Eq. 3.74 is solved for a selected number of outer shell electrons, normally the valence and eventu-
ally the semi-core ones, while the wavefunctions of the inner core electrons are not optimized, i.e.,
their configuration is frozen to that of the isolated atoms. Therefore, the PAW method provides
access to the all-electron wavefunction, but only within the frozen core approximation. However,
this approximation is usually legitimate for most of chemistry-related problems. It should also be
noted that, in the PAW method, Pulay contributions to the forces must be evaluated explicitly,
since the one-center terms depend on the atomic coordinates.
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3.6 Dispersion interactions in density functional theory
It is a well recognized fact, that common XC functionals such as the LDA and GGA give an erro-
neous description of dispersion interactions. This failure can be easily understood by considering
a Møller-Plesset perturbational approach to the second order (MP2), which is the simplest way
to add rigorously the electronic correlation energy to an uncorrelated Hartree-Fock wavefunction.







Ei + Ej − Ek − El , (3.83)
where the sum is carried over occupied (vacant) single-particle states i and j (k and l), localized
on A and B, respectively, 〈ij|kl〉 − 〈ij|lk〉 is a bi-electronic integral of the form




|r − r′| drdr
′, (3.84)
and Ei,j,k,l are the corresponding orbital energies. It can be seen that the exact treatment
of correlation energy involves the explicit consideration of vacant single-particle orbitals. The
reason for this is that correlation effects arise due to excitations to higher energy electronic states
in the two fragments, produced by the electromagnetic fluctuations present in the system. These
excitations may also be explained in terms of the formation of fluctuating multipole moments due
to instantaneous variations in the charge distribution of the two fragments [254]. An exact XC
functional, which in principle should be able to capture these effects, should obey the requirement
of having a Coulomb-like decay [146]. This should cancel out the spurious self-interaction of each
electron with itself which arises in the Hartree term of Eq. 3.13. In a similar way to what happens
in Hartree-Fock, that is:
EHartree[ρ(r)] = −EXC [ρ(r)]. (3.85)
One of the conditions for Eq. 3.85 to hold is that the decay of XC term must be ∝ R,
i.e., equal to that of the Hartree term. However, in practical realisations of the Kohn-Sham
DFT scheme the approximations to the exchange-correlation energy employed are independent
of EHartree[ρ(r)], and this identity does not hold. In particular, the decay of the LDA and GGA
functionals is exponential, i.e., much faster than that of the Hartree term [146]. Therefore, when
two electrons are far apart, these functionals are not able to describe their interaction, thus
failing in describing correctly very weakly bound situations. This is the case of van der Waals
(vdW) forces, which are the main responsible for the interaction between the neutral fragments
which wavefunction have very small overlap. It also shall be noted that, in some cases, the
LDA functional has been found to provide good results for selected properties of vdW-bound
materials. This is the case, e.g., for the interlayer distance of graphite. However, this is due to
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a unphysical tendency of the exchange term in the XC functional to overestimate binding [255],
while vdW interactions should be described by the correlation term of the XC functional [256].
For this reason, the LDA functional cannot be considered as universally capable of describing
vdW interactions, and the use of this functional to describe vdW-bound materials has to be
treated with particular care.
3.6.1 Grimme’s DFT+D2 approach
Numerous schemes have been considered to remedy the poor description of vdW forces provided
by standard XC functionals. The most pragmatic one is certainly that of adding an empirical
potential term to the usual DFT energy:
EDFT+D = EDFT + ED. (3.86)
This concept has originally been developed to include correlation in pure Hartree-Fock cal-
culations [257]. However, modern approaches for vdW interactions based on DFT have evolved
considerably, so that the potential term ED included can assume a variety of different forms.












|Ra −Rb|6 fdamp(Ra,b), (3.87)
which corrects the exponential asymptotic behaviour of XC potential, leading to the correct
asymptotic behaviour of the energy for two closed-shell atoms:
E ∝ R−6, (3.88)
In Eq. 3.87, s6 is a scaling factor, which is used to adjust the correction of the repulsive
behaviour of the underlying XC functional, Ra and Rb are the positions of the atoms a and b,
and Ca,b6 is a material dependent coefficient which describes the isotropic dipole-dipole interaction
between the two atoms, which is linked to the frequency dependent polarizability by the integral







where ω is the frequency and α and β are the polarizabilities of atoms a and b, respectively.
fdamp(Ra,b) is a damping function, which is used to avoid double counting effects of correlation
at intermediate internuclear distances, and the singularities in the limit limRa,b→0R
−6
a,b = −∞,
thereby taking into account that at typical bonding distances the R−6 is not longer appropriate.
In the case of a periodic system, Eq. 3.87 must be computed for all possible L translations of
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|Ra,0 −Rb,L|6 fdamp(Ra,b,L). (3.90)
In principle, the sum over the L translations should be performed over an infinite number
of translations. In practice, L is a finite number, and interactions over distances larger than a
certain suitably chosen cutoff radius are ignored.
The formula shown in Eq. 3.87 looks very appealing because of its simplicity. In fact, being
a simple sum, it provides access to the vdW energy term basically at a negligible computational
cost, compared to that of a common DFT calculation, especially for systems of large dimensions.
However, the method has also the serious disadvantage that it is very difficult to define a set
of universal parameters to make it generally applicable. Indeed, several variants of the method
have been proposed [260, 255], but most of them never gained popularity due to lack of this
general character.
The first significant advance in this respect has been made by the method proposed by
Grimme [261], and in particular by its second variant, DFT+D2 [147]. In DFT+D2, fdamp(Ra,b)





where Rr is the sum of the scaled atomic van der Waals radii of the two atoms, and d = 20 is
a dimensionless empirical parameter which determines the steepness of the Fermi function [262].
The scaled atomic van der Waals radii are determined by Hartree-Fock atomic calculations and
taking the same electronic density contour for all the atoms (0.01 a30, a0 being the Bohr radius),
while the scheme for the calculation of the atomic C6 coefficients is derived from London’s
dispersion formula, and it is based on DFT calculation with hybrid functionals of the atomic





where N = 2, 10, 18, 36, 54 for the 1st,, 2nd, 3rd, 4th and 5th row atoms, and the proportionality
constant s6 is adjusted over a range of reference values [147, 262]. For a pair of atoms a and b,
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For transition metals, this approach has little physical meaning, since the difference between
the bound and the free atom are extremely large. Therefore, the corresponding values have been
taken as the average between the C6 coefficients of the preceding rare gas and the following group
III element.
Despite the significant degree of empiricism involved in the method, the popularity of DFT+D2
has been boosted by the fact that it provides a reasonable description of vdW effects at a mini-
mal computational effort. However, it should be remarked that, since its proposal, several new
methods have been developed, that are able to treat very large systems with considerably lower
degree of empiricism and much higher accuracy [263, 264]. In particular, many new schemes do
not treat the C6 coefficients as predetermined constant quantities, but consider the environmen-
tal dependency of the C6: two notorious examples are the last version of the Grimme’s method,
DFT+D3 [265], and the method by Tkatchenko and Scheﬄer, DFT+vdW [266]. Non-empirical
functionals such as the vdW-DF [267], despite being more computationally expensive of the
aforementioned ones, can now be applied to systems formed by hundreds of atoms thanks to
new and efficient algorithmic improvements [268]. In addition, many-body terms beyond the
simple pair-wise interactions are being considered actively [269, 270], resulting in very accurate
description of vdW bonding.
3.6.2 DFT+D2 applied to organic molecules on metallic surfaces
Due to its simplicity and computational efficiency, the DFT+D2 method has been applied to
large scale numerous problems. In particular, the description of organic molecules on metallic
surfaces [271, 272, 273, 88, 274] often involves unit cells formed by a large number of atoms,
which are necessary to describe realistically the surface of the metal.
However, the very crude approximations on which DFT+D2 relies seriously call into question
the applicability of the method in the case of extended metallic solids. In fact, in metals,
the presence of a delocalized Fermi sea makes that the response properties of the system [275]
are significantly different with respect to those of an insulating system, such as a molecule or an
insulating solid, which are the actual targets of Grimme’s method. One of the major consequences
of this, is that the asymptotic behaviour of the energy deviates form that of Eq. 3.88 [276, 277].
Therefore, in principle, DFT+D2 is not expected to be neither accurate nor reliable for metallic
systems.
In view of this, benchmarks against accurate experimental results have been particularly im-
portant to assess the quality and the limits of the applicability of DFT+D2 to describe organic
molecular systems on metals. In particular, Mercurio et al. [278] have shown how the inclusion
of vdW interactions using the DFT+D2 and the DFT+vdW methods can alter significantly
the characteristics of the adsorption geometry of organic molecules on metallic surfaces [279],
globally leading to a better agreement with the experimental data. Moreover, they have shown
that the adsorption energies predicted by these two methods are systematically too high. This
overestimation has been attributed to the neglect of screening of the metallic electrons, since
73
3.6. DISPERSION INTERACTIONS IN DENSITY FUNCTIONAL THEORY
considering only the topmost metallic layer in the PBE+vdW calculations lead to a considerable
improvement of the agreement between theory and experiment. Similarly Tonigold and Gro¨ß
[280] have compared the experimental adsorption geometries and energetics of small aromatic
molecules with calculations performed using PBE+D2, and an hybrid method [281], which com-
bines MP2 calculations on metallic clusters with DFT calculations to derive the C6 coefficients
of the metal. Also in this case, similar results to the aforementioned ones have been obtained,
with reasonable adsorption geometries but adsorption energies overestimated with respect to the
experimental ones. In this case, the “corrected” C6 coefficients of the metal obtained with the
hybrid methods have been found to be smaller by ∼50 % with respect to the DFT+D2 ones.
Indeed, the adsorption energies calculated with these new coefficients, have been found to be
in good agreement with experiments. The fact that overestimation of the adsorption energies
is essentially an artefact, which derives from the neglect of the screening effects, has been also
supported by recent calculations [282], in which the effect of screening has been incorporated in
the DFT+vdW method by combining it with the Lifshitz Zaremba-Kohn theory for the vdW
interaction between an atom and a solid surface [283, 284]. These calculations also lead to C6
coefficients for noble metals much smaller with respect to the original DFT+vdW ones.
In synthesis, the DFT+D2 must be always treated with care when applied to organic sys-
tems adsorbed on metallic surfaces. Normally, forces - and hence geometries - are in reasonable
agreement with the experimental data, as also confirmed recently by single-molecule mechanics
measurements [285] . However, for a description of the systems that goes beyond the simple qual-
itative description of vdW interactions, the errors deriving from the aforementioned limitations
must be always considered and evaluated.
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4 Analysis Tools
This Chapter provides a brief overview of the main methods that have been used for the analysis
of the density functional theory calculations presented in this work. First, two important tools
for the characterization of the electronic structure details are described, which are the projection
of the total density of states on selected atoms, and the definition of the density of states on an
arbitrary point in space. Then, the atoms in molecules theory is introduced as a tool to calculate
atomic charges, and the details of an efficient algorithm, which allows to perform such analysis
on very large systems, are presented.
4.1 Projected density of states
One of the limitations of plane-wave basis sets is that they not depend on the atomic positions
Rα, which prevents any analysis based on atomic properties. Therefore, to obtain this type of
informations from a plane-wave calculation, it is necessary to project the plane-wave basis set
onto an LCAO basis set [286]. As discussed in Section 3.5, the latter is much more useful for
this type of analysis, because of its dependence on the atomic positions. Hence, the projected
density of states (PDOS) at the energy Ei and over a specific atomic orbital ην centred at the





|〈ην(r)|ψi(r), 〉|2δ(E − Ei), (4.1)
where, if it is the case, the dirac delta can be substituted for one of the smearing functions








|〈ην(r)|ψβi (r)〉|2δ(E − Eβi ), (4.3)
It is clear that the choice of the LCAO basis determines the final quality of the projection
[287, 288]. For the PAW plane-wave calculations presented in this work, the LCAO basis set
used to calculated the PDOS is formed by orbitals which are solution of atomic all-electron
1we have dropped the dependency on the wave vector k for simplicity
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single-particle calculations used to generate the PAW projectors, and the overlap is calculated
only within the region of space spanned by the PAW augmentation sphere. Clearly, this basis
is by no means complete. This makes the calculated PDOS only qualitatively meaningful, and
their interpretation possible only in terms of relative quantities [289].
4.2 Local density of states
In some cases, one might not be interested in analyizing the DOS at some specific atomic po-
sitions, but rather in exploring its features at some arbitrary point r0 in the unit cell. The
corresponding quantity is then defined as the local density of states (LDOS) . The LDOS at r0




〈ψi(r0)|ψi(r0)〉δ(E − Ei). (4.4)
It should be noted that, since the LDOS is not the projection of the total DOS over some
specific atomic orbitals, its features, in principle, cannot be attributed to individual atomic
orbital features as in the case of the PDOS.
4.3 Charge Analysis in large systems using the theory of atoms in molecules
One of the possible ways to define atomic charges in molecular systems is to make explicit use
of the concept of PDOS defined in Section 4.1 [290, 291, 292]. However, for a plane wave basis
set, the non-orthogonality of the LCAO basis used for projection may result in some electronic
charge being left out from the integration, making it difficult to determine the actual atomic
charge state [293].
One less arbitrary fashion of approaching this problem is the decomposition of the charge
density on the basis of its topology, by using the atoms in molecules (AIM) theory [294, 295].
In AIM, the electronic density is decomposed into a series of disjoint regions Ω, which are called
basins. The surfaces that enclose these regions are defined as zero-flux surfaces, which share the
common property of being normal to the gradient vector field of the electronic density, ∇ρ(r),
i.e.,
∇ρ(r) · ~n(r) = 0, (4.5)
where ~n(r) is a vector normal to the surface S(Ω), and r is a point of space lying on the same
surface. This boundary condition leads to a partitioning of a molecular system in which each
region Ω contains a maximum that corresponds to an electron density attractor, i.e., a nucleus.
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As it can be seen, this analysis is based solely on the charge density, and therefore it is rather
insensitive to the basis set used in the electron wavefunction calculation. This makes it easily
applicable to plane wave based calculations. However, it comes natural that, since the method
is based on the gradient of the density, assigning one particular point of space to one region or
the other becomes increasingly difficult when the changes in the electronic density are smooth,
such as in metallic systems.
Early algorithms, which have been implemented with relatively small molecules in mind, used
to calculate the gradient of the charge density by finding the critical points of the charge density
where ∇ρ(r) = 0, followed by the construction of the zero-flux surfaces which intersect these
points, and the integration of the electronic density within each region [296]. For large systems,
this type of algorithm is highly impractical, since it requires a high density of trajectories to
accurately represent the surface away from the critical points.
For larger systems, more efficient algorithmic approaches, such as that developed by Henkel-
man et al. [297], are more suitable. In particular, Henkelman’s algorithm does not involve an
explicit representation of the zero-flux surfaces, and does not aim at locating the stationary
points. Indeed, it takes advantage of the fact that ρ(r) is usually represented in terms of a 3D
orthogonal grid defined over a volume of space V enclosing the system. Using this grid, the
regions Ω are identified using only the steepest ascent trajectories confined to the grid points.
This makes that the algorithm scales linearly with the number of grid points used to represent
the electronic density, which is particularly important in the case of very large systems. The
most recent version of the algorithm [298] makes use of a corrector step, which eliminates the
tendency to align the zero-flux surfaces along the grid directions [299]. The algorithm follows
these main steps:
1. An initial grid point r(r1, r2, r3) is chosen. A path of the steepest ascent is followed between
neighbouring grid points along the charge density gradient, determined by considering:
∆ρ(r)
|∆r| =
ρ(r1 + dr1, r2 + dr2, r3 + dr3)− ρ(r1, r2, r3)
r(r1 + dr1, r2 + dr2, r3 + dr3)− r(r1, r2, r3) , (4.7)
where the vector of integers (dr1, dr2, dr3) describing the step along the grid to the neigh-
bour can take the values {1, 0,−1}. The hop is then done to the neighbouring grid point
that maximizes Eq. 4.7.
2. At the grid point r(r1, r2, r3), ∇ρ(r) is calculated from the charge density of the neigh-
bouring points using a central finite difference scheme:
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∇ρx(r) = ρ(r1 + 1, r2, r3)− ρ(r1 − 1, r2, r3)|r(r1 + 1, r2, r3)− r(r1 + 1, r2, r3) |, (4.8)
∇ρy(r) = ρ(r1, r2 + 1, r3)− ρ(r1, r2 − 1, r3)|r(r1, r2 + 1, r3)− r(r1, r2 − 1, r3) |, (4.9)
∇ρz(r) = ρ(r1, r2, r3 + 1)− ρ(r1, r2, r3 − 1)|r(r1, r2, r3 + 1)− r(r1, r2, r3 − 1) |. (4.10)












where dx, dy and dz are the grid spacing along the three cartesian directions.
4. The deviation from the trajectory of the gradient is accounted for by calculating a correction
vector as rgrad − rgrid, where rgrid is the step between neighbouring grid points.
5. For each new point along the ascent trajectory, the vectors rgrad and rgrid are calculated,
and the correction vector is accumulated. When the length of any component of ∆r is larger
than half of the grid spacing, a correction step is taken in that direction. The correction
vector is then recalculated by subtracting the correction step.
6. The ascent trajectory is ended if a charge density maximum is reached or, at some point,
there is no non-assigned neighbours.
The procedure is repeated for all the grid points. Depending upon the order in which the
grid points are analyzed, the grid point adjacent to the zero-flux surface can be assigned to one
of the two volumes on either side of the dividing surface. This ambiguity is due to the fact that
the trajectory between grid points deviates from the true trajectory by up to half a grid step.
Thus, when all the points are assigned, a final refinement of the grid points is required to identify
all grid points on the boundary of a volume.
It should be noted that, accordingly with the original theory of atoms in molecules [294],
the algorithm presented works on the total electronic density. However, the PAW/plane-waves
calculations presented in this work provide only the self-consistently optimized valence electronic
density, i.e., the electronic density of those electrons which are explicitly considered in the self-
consistent field calculation. Thus, applying the algorithm presented in Ref. [297, 299, 298] to
valence electrons only may result, in some cases, in an incorrect assignment of the charges. The
reliability of the Bader charges calculated considering only the valence electronic density can be
checked by adding the electronic density of the frozen-core electrons to the valence electronic
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density. In the present case, this procedure did not lead to any variation in the calculated
electronic charges.
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5 Simulation of scanning probe techniques
Most of the results presented in this work have been conducted in parallel with experiments, based
on scanning probe techniques, such as scanning tunnelling microscopy, described in Sections
A.1 and A.2 of Appendix A, and non-contact atomic force microscopy, described in Sections
A.4 and A.5 of Appendix A. In order to compare theory and experiments, the latter have been
simulated by means of density functional theory calculations. This Chapter describes the basics
of the methodologies employed in these simulations. Section 5.1 describes the Tersoff-Hamann
approximation, which is useful to reproduce scanning tunnelling microscopy experiments, while
section 5.2 presents the quasi-static approximation, in an attempt to describe the relevant physics
involved in a non-contact atomic force microscopy experiment.
5.1 Modelling STM with DFT: Tersoff-Hamann approximation
The mechanism behind scanning tunnelling microscopy [148, 149, 300] (STM) (see Appendix A.1)
involves the quantum tunnelling of electrons between a conductive tip and a conductive sample
placed in close proximity, usually between 5 A˚ and 10 A˚, and subjected to a potential difference
created by applying a bias voltage between them. The approximation developed by Tersoff and
Hamann [301, 302] provides a conceptually simple framework to interpret this process in terms
of the sample density, which can be calculated straightforwardly with DFT.
The approximation rests on the Bardeen’s description of the tunnelling process [303], which
treats the tip and the sample as two separate entities. Therefore, the tunnelling current be-
tween the unperturbed states of the tip and those of the sample is calculated by considering the
proximity of the tip to the sample as a perturbation, and applying time-dependent perturbation






f (Eµ) [1− f(Eν + qeVbias)] |Mν,µ|2δ(Eµ − Eν), (5.1)
where f(E) is the Fermi function, qe is the electronic charge, Vbias is the bias voltage, and
Mν,µ is the transition matrix element - i.e., the amplitude of the electron transfer - between the
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where the integration is performed over any surface S lying entirely between the tip and the





|Mν,µ|2δ (Eν − EF ) δ (Eµ − EF ) , (5.3)
where EF is the Fermi level.
The evaluation of Eq. 5.3 is a not trivial task, since the matrix element Mν,µ depends on the
precise details of the tip-sample interaction, such as the tip-sample distance, and the tip shape.
The Tersoff-Hamann approximation greatly simplifies this problem, by modelling the tip as a










~2 is the decay length into the vacuum, Φ the work function, r0 and R are the
center and the radius of the tip curvature, and Ων the volume of the tip. A simplified description
for the current can then be found if one considers the surface wavefunction a free-electron Bloch









where G is a reciprocal lattice vector, k|| is the wave vector of the surface Bloch wave, and Ων
is the surface volume. By expanding Eq. 5.4 in the same form as Eq. 5.5, and neglecting the
possible angular dependence of ψµ, it is possible to simplify the expression for the matrix element










|ψ(r0)|2 δ(Eµ − EF ) δ(Eν − EF ). (5.6)







δ(Eµ − E), (5.7)
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|ψν(r0)|2δ(Eν − E), (5.8)
it can be seen that Eq. 5.6 states that, if the current is maintained constant, the STM tip probes
isosurfaces of constant LDOS of the sample at the Fermi level and at the position r0:
I ∝ Vbias ρν(EF , r0) ρµ(EF ). (5.9)
These observations can be further generalized to small finite biases [304, 305], by considering
that the dependence of the current on the tip-sample distance d, on the energy and on the voltage




ρν(E, r0) ρµ(E) T (d,E, Vbias) dE. (5.10)
For small finite biases, ρµ(E) and T (d,E, Vbias) can be considered to be constant. Therefore,
under these assumption the tunnelling current will be proportional to the integral of ρν(E, r0)
between EF and EF + qeV . This quantity can be easily calculated from DFT, as explained in
Section 4.2.
A rough estimation for the appropriate isosurface contour, which can be employed to simulate
the experimental topographies from the calculated LDOS, can be obtained by considering that
the tip and the sample have the same metallic character, and that the transition matrix element
Mν,µ between the electronic states of the tip and the sample can be approximated by the term
∆S2k2ρν(E, r0), where ∆S is the area of the wavefunction overlap. Eq. 5.1 then is simplified to
[306]:
I ≈ C ·∆S2k2ρν(E, r0), (5.11)
where C is a constant that includes all the constants obtained from the simplification of Eq. 5.1.
Both terms can be estimated by comparing STM simulations performed with both the Tersoff-
Hamann and Bardeen approximations [135]. By doing this, it is possible to obtain the following
estimation for the appropriate value for the density contour:
ρ(E, r0) ≈ 2× 10−4
√
I, (5.12)
where the units of I and ρ(E, r0) are nA and A˚
3, respectively.
Starting from the Tersoff-Hamann theory, it is possible to build a general theory which is
valid also for spin-polarized currents [307]. This can be done by redefining the wavefunctions
entering in the matrix elements of Eq. 5.6 in terms of spinors, in analogy to what is done in
spin-polarized DFT - see Section 3.4.3. In this case, Eq. 5.8 is not valid anymore, since the term
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∑
ν |ψν(r0)|2 now refers to both the electronic and the spin density (see Section 3.4.3). As a
consequence, the expression for the current becomes:
I ∝ [ρµ(E, r0) ρ˜ν(V, r0) + sµ(E, r0) s˜ν(V, r0)] , (5.13)
where ρ˜ν(V, r0) and s˜ν(V, r0) are the energy integrals of the local electronic density ρν(E, r0) and
of the local spin density s˜ν(E, r0). Because of this complex dependence, modelling spin-polarized
scanning tunnelling microscopy (SP-STM) is considerably more complex than modelling non-
spin polarized STM, because, apart from “trivial” ferromagnetic and antiferromagnetic states, it
generally requires the system to be simulated using a non-collinear spin-polarized DFT formalism
[308, 309].
5.2 Modelling NC-AFM using DFT: quasi-static approximation
In non-contact atomic force microscopy [310, 311] (NC-AFM) (see Appendix A.4), an oscillating
tip vibrates at constant amplitude in the vicinity of the surface of the sample, and the change in
the frequency of this vibration - the frequency shift (∆f(z)) -, due to the tip-surface interaction
forces, is the observable used as the imaging signal.
Nowadays, DFT calculations can only provide a partial description of the dynamic problem
involved in a NC-AFM experiment [306], which is reflected by the fact that it is not possible to
calculate the experimental observable ∆f(z). There are two main reasons for these limitations:
• In order to simulate the interaction between the tip and the sample with a minimum
degree of realism, the atomistic structure of the tip must be included explicitly in the
calculation. Therefore, approximations based on idealized tips such as the Tersoff-Hamann
described in Section 5.1 cannot be considered. Since the forces involved acts over large
distances - e.g. vdW interactions - large portions of the macroscopic tip are expected to
contribute to the overall tip-sample interaction. This calls for the use of very large models
to describe realistically the relevant tip sample interactions. Unfortunately, models having
the appropriate sizes [312] are too large to be calculated with DFT, due to the present
computational capabilities.
• In order to calculate ∆f(z), one should be able to simulate the full dynamic problem of the
NC-AFM experiment. However, even with reduced tip models formed by just few atoms,
this would require DFT-based molecular dynamics runs over time scales which go beyond
those that can be faced with the present supercomputers. In fact, to describe the dynamics
of the NC-AFM tip, one should consider the 1D equation of motion for an oscillator driven





























Figure 5.1: Main steps involved in the calculation of an F (z) curve using the quasi-static
method: (1) the nanotip (light grey points) is positioned an height z0 over the surface
(orange points); (2) the nanotip is displaced by a quantity ∆z; (3) the structure of the
nanotip is optimized, keeping fixed the topmost atoms (red circles) and allowing the rest
of the atoms to relax (green circles); (4) the force Fα acting on the tip at position z1
is calculated summing up the vertical components of the individual atomic forces on the
fixed atoms of the nanotip (f1, . . . , f5 in panel 3)
where f0 is the oscillation frequency of the oscillating tip in the absence of any interaction
with the surface - ∼ 105 Hz -, k is the spring constant of the cantilever, α is the damping
coefficient due to the interaction between the tip and surface, and h is the equilibrium height
of the cantilever above the surface in the absence of interaction. The time scales involved
in this dynamic problem (∼ 10ms) are therefore dictated by the tip oscillation frequency
f0. While similar time scales can be approached using classical molecular dynamics [313,
314, 315], they remain computationally too expensive if one wants to employ DFT.
Therefore, to model NC-AFM with DFT, one has to rely on approximate models, which try
to account for all the relevant physics involved in the experiment. The tip is usually described
by small clusters, formed by tents of atoms, which mimic the very last atoms of the apex of
the macroscopic tip - in this sense, such clusters are also referred to as nanotips. The structure
and the composition of these reduced models are critical to determine their interaction with the
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surface. For this reason, several studies in the literature have focussed on understanding which
are the tip geometries and chemical composition which can reproduce at best the experimental
results obtained for a particular experiment [316, 317]. In the case of Si-based tips, which have
been used in the experiments discussed in this work, it has been found that the reactivity of
the tip is mainly determined by the presence of dangling bonds at the end of the tip apex [318].
Different models have been discussed in the literature which present this characteristic: small
clusters formed by ∼10 atoms, derived from the Si(111) 7 × 7 reconstruction, have been found
to be generally too reactive, while larger models, formed by ∼50 atoms, and based on the dimer
reconstruction of Si(100), have been found to be more inert, providing a better comparison
with the experiments [317, 319]. In those rare cases - e.g. silicon interacting with silicon -
in which the Hamaker constant between the materials of the tip and the sample is known,
the background due to the vdW interactions between the macroscopic tip and the sample can
be included analytically [320, 321]. More recently, the effect of vdW interactions between the
nanotips and inert carbon structures, such as graphite and carbon nanotubes, has been studied by
means of dispersion corrected approaches to DFT [322] - see Section 3.6. In this case, the inclusion
of dispersion interactions has been found to be fundamental to describe the qualitative features
of NC-AFM experiments [323], as vdW forces have been found to be the main responsible for the
tip-sample interaction. Electrostatic forces are usually neglected in plane-wave based periodic
DFT calculations, which treat the three-dimensional simulation cell as neutral. In this respect,
recent approaches which try to include electrostatic effects are based on the combination of DFT
calculations with continuum mechanics analytic models [324].
In order to bypass the description of the complex dynamic problem describing the motion of
the NC-AFM tip, a quasi-static approach is usually employed in DFT calculations to describe
the nanotip-sample interaction. These calculations do not allow to simulate directly the f(z)
curves, but permit to obtain a theoretical F (z) curve which can be compared with those obtained
by numerical inversion of the experimental f(z) curves - see Appendix A.5 for a brief description
of how the experimental curves are obtained. The main steps involved in this approach are the
following (see Fig. 5.1):
1. The nanotip is suspended at height z0 from the surface at a given postion (x, y). The value
of the height is chosen to be sufficient to render the interaction between the tip and the
surface negligible - usually, z0 takes values between 7 and 10 A˚.
2. The nanotip is rigidly displaced towards the surface of a certain quantity ∆z, so that the
tips-surface heigh is changed to z1
3. The geometry of the nanotip at position z1 is optimized, by constraining the positions
of a certain number of atoms, usually those belonging to the uppermost layer, while the
rest of the atoms is allowed to relax freely. In this way, it is possible to account for the
macroscopic tip deformation due to the interaction with the surface, at least qualitatively.
Note that, because of this relaxation, z1 is not necessary equal to z0 −∆z
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4. The force F (z1) acting on the nanotip at position z1 is then calculated by summing up the
vertical component of the individual forces acting on those tip atoms which positions have





where fα is the force acting on the tip atom α which have been kept fixed.
Steps 2-4 are usually iterated using a regular step ∆z, with 0.25A˚ ≤ ∆z ≤ 0.5A˚. The
calculation normally stops when F (z) > 0, because this region lies outside the range of F (z)
which can be probed experimentally. Notice that, similarly to what happens in the experiment,
the meaning of the force in the F (z) curve must be attributed to the whole tip-sample system,
and not only to the interaction between the tip and the sample.
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6 Geometry of graphene on Ru(0001): the role
of dispersion interactions
The important role played by dispersion interactions in determining the actual morphology of
a graphene monolayer grown on Ru(0001) is analysed, and the consequences of including vdW
interactions are discussed with respect to the analysis of the experimental STM images.
The results presented have been published in:
• “Role of dispersion forces in the structure of graphene monolayers over Ru surfaces”
D. Stradi et al., Physical Review Letters, 106, 186102 (2011)
• “Lattice-matched versus lattice-mismatched models to describe epitaxial monolayer graphene on Ru(0001)”
D. Stradi et al., Submitted (2013)
As it has been already mentioned in Section 1.3, a monolayer of graphene, grown epitaxially
on lattice mismatched metallic substrates, tends to form superstructures with large periodicities
[70], which can be understood in terms of moire´ patterns [101]. In graphene grown on the
Ru(0001) surface [74], hereafter denoted simply by gr./Ru, the presence of such moire´ has been
recognized since the early STM studies [137, 139]. An atomically resolved STM image of gr./Ru
is presented in Fig. 6.1. The periodic superstructure, which has a C3v symmetry, appears as
a regular array of dark and bright areas. In particular, it is possible to distinguish between
three different regions: two of them are darker (green dots), while the third one is brighter (cyan
dot). Therefore, in STM images, they appear as depressions and protrusions, respectively. For
this reason, in the following, we will refer to them as Low (L) and High (H) regions. Surface
X-ray diffraction (SXRD) has shown that the periodic cell of this superstructure is formed by
25× 25 unit cells of graphene, matched to 23× 23 unit cells of Ru(0001) [138]. In Fig. 6.1, this
large moire´ unit cell is the one marked in black. In turn, this unit cell can be decomposed in
four subunits, each one similar to the one marked in red in Fig. 6.1. The latter has a lateral
periodicity of ∼30 A˚ and comprise one H and two L regions.
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Figure 6.1: Atomically resolved STM image of graphene on Ru(0001) (100 × 100nm2,
Vbias=-1V, I=200pA). Green and cyan dots mark the L and H regions, respectively. The
actual 25×25/23×23 periodic unti cell, as determined by SXRD[138], is represented in
black (solid lines). One of the four subunits, in which the actual supercell can be divided,
is represented in red (dashed lines).
The STM image (Fig. 6.1) shows that the moire´ can be described as an alternating series
of hill (H regions) and valleys (L regions). However, STM maps the electronic density of the
surface, and not its geometry1. Therefore, by looking at Fig. 6.1, it is not possible to determine
unambiguously whether this periodically corrugated pattern has a geometric or an electronic
origin - as it will become evident later, it has both. Several complementary techniques have been
used to try to determine the actual geometry of the superstructure. However, in spite of the
efforts to determine its structural corrugation, i.e., the difference in height between the H and L
regions, this value was still uncertain, at the time when this thesis started: low energy electron
diffraction (LEED) experiments have provided a value of 1.5 A˚ [100], while SXRD measurements
has suggested two possible values, 0.82 A˚ and 1.5 A˚ [138, 137]. In scanning tunnelling microscopy
(STM) measurements, the apparent corrugation of the moire´ was found to decrease from 1.1 A˚
to 0.5 A˚ when the tunnelling bias voltage was changed from -0.8 V to 0.8 V [139], whereas helium
atom scattering (HAS) experiments, that are sensitive to the surface total charge corrugation,
gave values between 0.15 A˚ - 0.4 A˚ [144].
1See Appendix A.1
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To clarify these contradictory experimental results, DFT/GGA calculations1 have been car-
ried out using a unit cell large enough to account for the formation of the moire´ pattern
[325, 140, 100, 89, 326]. These models have been limited to only one of the four subunits of
the actual unit cell, because a model of the 25 × 25/23 × 23 unit cell, would be too large for a
DFT/GGA calculation, even on a massively parallel supercomputer. However, using a unit cell
which is exactly one fourth of the 25 × 25/23 × 23 is not possible, as it would lead to model
with a fractionary number of unit cells. Therefore, approximated models formed by an integer
number of periodic unit cells have been used. In these models, one tries to maintain the lattice
constant of graphene as much as possible at its equilibrium value (agraphene = 2.46 A˚), so that,
by considering large enough unit cells, the lattice mismatch between the graphene layer and the
metal (aRu(0001) = 2.7 A˚) permits a realistic description of the consequently formed moire´ pat-
tern. Different models have been used, which have the common characteristic of being formed
by an array of (n) × (n) graphene unit cells, which is adsorbed on an array (n − 1) × (n − 1)
Ru(0001) unit cells. The values of n that have been considered are n = 11, 12, 13, which corre-
spond to models in which the graphene layer is artificially stretched, with respect its equilibrium
lattice constant, 0.3%, 1.1%, and 1.8%, respectively [326]. Using such models, the details of the
chemical interaction between graphene and Ru(0001) have been clarified [89, 325]. In particu-
lar, it has been shown that the interaction between the pi-cloud of graphene and the d-band of
the underlying Ru(0001) surface depends critically on their relative configuration. When one
of the two carbon atoms of a single graphene unit cell sits over a Top site of Ru(0001), the
graphene and the metal form strong covalent bonds [89]. This situation can be found twice in
any (n)×(n)/(n-1)×(n-1) gr./Ru unit cell, because the second atom of the graphene unit cell can
sit either over a Hcp site of Ru(0001), or over an Fcc site. Conversely, when both carbon atoms
sit over the two hollow sites of Ru(0001), i.e., Hcp and Fcc, the interaction is much weaker.
Both X-ray diffraction and DFT calculations have shown that the strongly bound regions ex-
perience a significant in-plane expansion of the graphene honeycomb [100]. Due to this effect,
the weakly bound regions are subjected to a compressive strain, which is released by outward
relaxation. The outcome of this complex scenario is a geometrically corrugated superstructure,
in which there is a continuous change between covalently bound regions, where the graphene lies
closer to Ru(0001) - dgr./Ru ≈ 2.2A˚ -, and weakly bound regions, where the distance between
graphene and Ru(0001) is larger. By comparing the experimental STM topographic images, and
the corresponding simulations [89] performed on one of these large models, the former regions
have been identified with the L regions, while the latter have been identified with the H regions.
Nevertheless, depending on the actual size of the unit cell, different values of corrugation have
been reported for the different models: 1.62 A˚ [325] and 1.75 A˚ [140] for n = 11, 1.50 A˚ [140],
1.67 A˚ [325], 1.51 A˚ [326] and 1.50 A˚ [100] for n = 12, 1.44 A˚ [140] and 1.59 A˚ [100] for n = 13.
Most of these value are higher than the experimental ones, in spite of the large dispersion of
the latter. Therefore, while these calculations have succeeded in elucidating the chemical origin
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Figure 6.2: Exfoliation energy of graphite (Egraphite), as a function of the interlayer
distance dgraphite (see inset) calculated using DFT/PBE and DFT+D2/PBE, with differ-
ent values of the carbon C6 coefficient - see the text for the details of the calculations.
The inset shows the graphite unit cell (black lines) used for the calculations, with carbon
atoms printed in gray. The dashed lines indicate the experimental values of dgraphite and
of Egraphite (in the latter case, two lines have been used to indicate the actual value plus
the experimental error bars.)
of the corrugated superstructure, and have shown that gr./Ru is geometrically corrugated, they
have not provided a clear answer to which is the actual corrugation of the graphene moire´.
The first step towards the accurate description of the gr./Ru corrugation, is to verify if
all the possible physical effects that may contribute to determine the actual geometry of the
graphene superstructure have been considered. In particular, in all the calculations mentioned
in the previous paragraph, vdW interactions have not been taken into account. As it has been
explained in Section 3.6, DFT/GGA calculations tends to underestimate severely the effect of
vdW forces. At the DFT level of theory, this deficiency can be corrected by using efficient
schemes based on semi-empirical potentials [147, 266].
A first hint that dispersion interactions may play an important role in gr./Ru comes from
the fact that taking into account vdW interactions is fundamental to reproduce correctly the
properties of many graphene-based materials. The most straightforward example is that of
graphite [327]. Figure 6.2 shows the calculated exfoliation energy of graphite, Egraphite(th.),
as a function of the interlayer spacing, dgraphite(th.)
1. It can be seen that the PBE functional
predicts graphite to be practically unbound, i.e., DFT/PBE calculations do not result in any
1For these calculations, the lattice constant of the carbon layers has been fixed to its experimental value of
2.462 A˚ [259]. The VASP program have been used [222], together with the PAW method [251]. The Brillouin
Zone has been sampled using a 16× 16× 8 k-points and the tetrahedron method has been used (see Section 2.8).
Single-point energies have been calculated for different values of dgraphite, ranging from 1.5 A˚ to 10.0 A˚.
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physically meaningful minimum. On the other hand, DFT+D2/PBE calculations, using the
default C6 coefficient for carbon, C6 = 1.75 Jnm
6mol−1, correct this unphysical behaviour, and
provide a well defined well with dgraphite(th.) = 3.25 A˚ and Egraphite(th.) = −54.68 meV/C
atom, in reasonable agreement with the experimentally determined values, Egraphite(exp.) =
−52 ± 5 meV/C atom and dgraphite = 3.35 A˚ [328, 329]. As mentioned in Section 3.6, the C6
parameters of the DFT+D2 method have been derived for the isolated atomic species. However,
the polarizability of an atom in a molecule changes significantly with respect to the isolated
atom, and consequently also the C6 coefficient [254]. To take this fact into account, we have
studied the dependence of Egraphite(th.) and dgraphite(th.) on the C6 value. A slightly better
agreement is obtained when C6 = 1.65 Jnm
6mol−1, Egraphite(th.) = −50.29 meV/C atom and
dgraphite = 3.25 A˚, whereas using smaller values of C6 results in values of Egraphite which are
too small, and lie outside the experimental error bars, or at their edge.
In many respects, graphene can be considered as a single layer of graphite, i.e., an aromatic
system with an extended pi electronic cloud above and below its molecular plane. If this aromatic
layer is adsorbed on another polarizable surface, e.g., a metal, and the interaction between the
two is weak, i.e., if there are neither covalent nor ionic bonds, vdW interactions will determine
the ground state geometry of the system. However, in gr./Ru, the situation is more complex,
because the compressive strain field created in the H regions by the in-plane expansion of the
surrounding L regions tends to increase the corrugation of the monolayer. Therefore, the final
geometry will be determined by the subtle interplay between these two competing effects.
To address this problem, an accurate analysis has been carried out in two parts, which differ
mainly on the models used to describe the surface. In Section 6.1, a systematic investigation on
the characteristics of the interaction between graphene and Ru(0001) has been performed, using
a series of idealized models of the gr./Ru interface. In these models, a planar graphene layer
has been stretched to adapt pseudomorphycally to a single Ru(0001) unit cell. In the following,
such models will be referred to as 1×1 models, or lattice-matched models. Due to their idealized
nature, they are expected to provide only qualitative results, but, as it will become evident, they
can be extremely useful to obtain a detailed insight into the dependence of the graphene-Ru(0001)
interaction on the precise configuration of the graphene atoms over the metal surface. In Section
6.2, the information obtained by using these 1×1 models have been used to characterize the
role of dispersion interactions in a much larger model, which is able to account realistically for
the formation of the moire´. Subsequently, the latter model has been used to simulate the STM
topographies, and to compare our theoretical results with the available STM images, in order to
quantify the influence of vdW interaction in the apparent height of the STM images measured
experimentally.
6.1 1×1 lattice matched models
This section shows how lattice-matched models can be used to explore the characteristics of the
graphene-Ru(0001) bonding in the individual regions of the gr./Ru moire´.
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Figure 6.3: Top view of (a-c) the idealized gr./Ru models used in Section 6.1, and (d)
of the large 11×11/10×10 lattice-mismatched model used in Section 6.2. For each model,
a total of four (2×2) unit cells are shown. Carbon, Ru(0001) topmost layer and Ru(0001)
topmost-1 layer atoms are printed in blue, light grey and dark grey, respectively.
Computational details
All the DFT calculations presented have been performed using the VASP code [222]. The electronic
exchange-correlation energy has been described using the GGA, and, in applying the GGA, the
PBE [205] functional has been used. The effect of vdW interactions has been included in the
DFT/PBE calculations by means of the DFT+D2 method [147]. The PAW method has been
used to describe the ionic cores, treating explicitly the semi-core p electrons of ruthenium. A
400 eV kinetic energy cutoff for the plane-wave expansion has been used. In order to sample
the 1st BZ of the 1×1 gr./Ru models, a Monkorst-Pack grid [175] of 11×11×1 has been used,
together with a Methfessel-Paxton smearing [181] of 0.2 eV. Three metal layers have been used
to describe the Ru(0001) surface, and the vacuum layer in the z direction has been set to ∼15
A˚.
The 1D-PES of the gr./Ru models have been obtained by displacing the planar, stretched,
graphene layer towards the Ru(0001) surface at regular steps of 0.1 A˚. The points obtained have
been interpolated with spline functions, and the position (dgr./Ru(0001)) and depth (Emin) of
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the adsorption well has been extracted from the interpolated data. The three models that have
been considered are shown in Fig. 6.3 (a-c). They are representative of the two L regions Fig.
6.3 (a-b) and the H region Fig. 6.3 (c) of the gr./Ru moire´. According to configuration of the
graphene atoms over the Ru(0001) in each model, they will be referred to as 1×1− (Hcp−Top),
1× 1− (Fcc− Top) and 1× 1− (Fcc−Hcp), respectively.
Discussion
Fig. 6.4 shows the 1D-PESs calculated at the DFT/PBE and at the DFT+D2/PBE level of
theory, for the three 1×1 models shown in Fig. 6.3. It is evident that the behaviour of each 1D-
PES critically depends on the adsorption site. For the 1×1−(Hcp−Top) and 1×1−(Fcc−Top)
configurations (Fig. 6.4 (a) and Fig. 6.4 (b)), a well-defined minimum is predicted. Using
DFT/PBE, dgr./Ru = 2.16 A˚ and Emin = -0.28 eV/C atom for the 1× 1− (Hcp− Top) model,
and dgr./Ru = 2.17 A˚ and Emin = -0.32 eV/C atom for the 1 × 1 − (Fcc − Top)) model. In
both cases, the graphene-Ru(0001) distance is very similar to the sum of the covalent radii of C
and Ru (∼2.18 A˚), and the adsorption energies are also indicative of a rather strong convalent
interaction. This qualitative picture does not change using DFT+D2/PBE, which gives dgr./Ru
= 2.14 A˚ and Emin = -0.46 eV/C atom for the 1× 1− (Hcp− Top), and dgr./Ru = 2.15 A˚ and
Emin = -0.49 eV/C atom for the 1×1− (Fcc−Top)) model. On the other hand, the situation is
radically different for the 1×1−(Fcc−Hcp) model, where the DFT/PBE PES is always repulsive
in the entire range of dgr./Ru considered. In this case, the inclusion of vdW interactions using
DFT+D2/PBE modifies qualitatively the PES, leading to the appearance of a shallow minimum
having dgr./Ru = 2.80 A˚ and Emin = 0.1 eV/C atom. Therefore, in the 1 × 1 − (Fcc − Hcp)
model, the attractive behaviour of the PES is due exclusively to vdW forces.
As already stressed in Section 3.6, the DFT+D2 method has been developed and benchmarked
exclusively for gas-phase neutral species. While this has been proven to be a valid approach for
many studies of aromatic species on metallic surfaces [278, 280, 274, 279, 263], results obtained
with DFT+D2 on metals must be carefully checked to ensure their validity. In particular,
DFT+D2 has been shown to provide reliable geometries [278, 280]. However, the calculated
adsorption energies are considerably overestimated, due to the neglect of electronic screening
in the metallic surface [282]. To check for the validity of the present qualitative observations,
the method proposed by Tonigold and Groß [280] has been employed, i.e., a rescaling of the C6
coefficients of the metal to account empirically for the screening of the substrate1. The value of
the ruthenium C6 coefficients (C
Ru
6 ) has been varied between 30.51 Jnm
6mol−1 (value similar
to the Ru-Ru C6 coefficient obtained by the more recent DFT+D3 method [265], C
Ru
6 = 31.12
Jnm6mol−1) and 15.16 Jnm6mol−1. The latter value has been chosen taking into account that, in
Ref. [280], a value of C6 about half of the original one has resulted in geometries and adsorption
energies in good agreement with the experiments. In addition, we have also considered how the
variation of the carbon C6 coefficients affects the PES. In this case, we have varied C
C
6 in the
1see “DFT+D2 applied to organic molecules on metal surfaces” in Section 3.6 for further details
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Figure 6.4: PES obtained for the three models shown in Fig. 6.1, as a function of the
graphene-Ru(0001) separation dgr./Ru. Blue and Green curves correspond to DFT/PBE
and DFT+D2/PBE calculations, respectively.
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14.5 19.5 24.5 30.0
Figure 6.5: PES of the three models shown in Fig. 6.1, calculated at the DFT+D2/PBE
level of theory, but varying the C6 coefficient of ruthenium (a,c,e), and by varying the
C6 coefficient of carbon (b,d,f). Blue (red) refers to PES obtained using larger (smaller)
values of the C6 coefficients. The inset in each panel indicated the value of Emin, obtained
for each value of C6, relative to the coefficient varied in that panel.
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range from 1.75 Jnm6mol−1 to 1.35 Jnm6mol−1. The lowest values of C6 have been considered
only in order to obtain a meaningful trend, because, as shown in Fig. 6.1 a value of CC6 = 1.60
Jnm6mol−1 already results in a calculated exfoliation energy which lies at the margin of the
experimental error bars. The results of these tests are shown in Fig. 6.5. It can be seen that,
independently of the configuration considered, lowering one of the two C6 coefficients does not
change considerably dgr./Ru (changes are within ±0.1A˚), but leads to a significant decrease of
Emin. The decrease, similar for the three configurations, is more pronounced versus C
Ru
6 (see
insets in Fig. 6.5 (a,c,e)), than versus CC6 (see insets in Fig. 6.5 (b,d,f)). Within the C
Ru
6 range [
14.5 - 31.5 ] Jnm6mol−1, Emin decreases by 61.3 meV, 59.9 meV and 53.7 meV for the Hcp−Top,
Fcc− Top and Fcc−Hcp configurations, respectively. On the other hand, within the CC6 range
[ 1.35 - 1.75 ] Jnm6mol−1, the corresponding variations are 22.7 meV, 22.3 meV, and 19.9 meV
for the Hcp− Top, Fcc− Top and Fcc−Hcp configurations, respectively.
In summary, the results obtained with the strained 1×1 models demonstrate that the role
of the vdW forces depends critically on the configuration. Whereas dispersion forces account
for about 30-40 % of the binding between the graphene layer and the metal surface for the
configurations corresponding to the L regions of the gr./Ru moire´, where covalent binding plays
a major role, in the model representative of the H regions, they are the only ones responsible for
the binding. In these weakly bound areas, similarly to what happens in graphite, a description
based on DFT/PBE leads to a repulsive interaction, while an attractive interaction can only be
recovered by introducing an additional vdW term.
6.2 10×10/11×11 lattice mismatched models
The results presented in Section 6.1 suggest that DFT/PBE calculations of graphene over
Ru(0001) lead to an unphysical repulsive interaction, when the configuration of the graphene
atoms over Ru(0001) resembles that of the H regions of the gr./Ru moire´. However, in the
actual gr./Ru surface, the corrugation is determined by a delicate balance between strain effects
and the attractive potential exerted by vdW interactions. The former are completely neglected
in the simplified 1×1 models. Therefore, to take both effects into account, we have considered a
lattice-mismatched model (see Fig. 6.3(d)), in which the different configurations are collectively
taken into account within a single unit cell. In the latter model, the two main factors that are
responsible for the actual graphene geometry, namely, the strength of the interaction between
graphene and Ru(0001) with respect to their relative configuration, and the strain due to lateral
modification of the graphene honeycomb, are considered on an equal footing.
Computational methods
For the calculations presented in this section, we have used similar simulation parameters to those
employed for the calculations presented in Section 6.1, but we have limited the sampling of the
1st BZ to the Γ-point due to the dimensions of the unit cell. The model that has been considered
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Figure 6.6: Top: calculated ground state geometry of gr./Ru(0001) with 11×11/10×10
periodicity. The carbon atoms of the graphene layer are printed in different colours de-
pending on their relative height (the lowest atom is set to z = 0.000A˚), while ruthenium
atoms are printed in grey. Bottom, reconstruction of the topmost Ru(0001) layer in the
DFT+D2/PBE geometry (the lowest atom is set to z = 0.000 A˚).
to describe the gr./Ru surface is formed by an array of 11×11 unit cells of graphene over 10×10
Ru(0001) unit cells. Compared to the other (n)×(n)/(n-1)×(n-1) models the 11×11/10×10 peri-
odicity offers the advantage that the lateral deformation needed to conform the 11×11 graphene
layer to the 10×10 Ru(0001) substrate is minimum [326], thereby minimizing any fictitious effect
due to an artificial stretching of the graphene layer. Geometry optimizations have been per-
formed by relaxing the graphene and the topmost Ru(0001) layer, using a convergence criterion
for the Hellmann-Feynman forces of 0.01 eV/A˚31. Starting from a planar graphene sheet ad-
sorbed on the metallic surface, the geometry has been relaxed first at the DFT+D2/PBE, and,
subsequently, at the DFT/PBE level of theory.
1additional relaxations of selected geometries with a criterion for the forces set to 0.005 eV/A˚3 lead to
variations of the optimized atomic positions below 0.015 A˚
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Figure 6.7: Residual forces (green arrows) acting on the carbon atoms of the graphene
layer (printed in gray), in the DFT+D2/PBE geometry, when the correction for vdW
interactions is included (top) or removed (bottom). The ruthenium layer are not shown
for visualization purposes.
Discussion
The details of the DFT+D2/PBE ground state geometry are shown in Fig. 6.6. The ripple height
is 1.195 A˚ (see Fig. 6.6(a)), which is between 0.40 A˚ and 0.55 A˚ smaller than that obtained in
previous DFT/PBE [325, 326] calculations. This is a very clear signal that the reduction in
the corrugation is due to the vdW interaction between the graphene sheet and the ruthenium
substrate. This interpretation is further supported by the results shown in Fig. 6.7. If the
DFT+D2/PBE geometry is kept frozen, but the Grimme’s correction is removed, forces of the
order of 0.1 eV/A˚3, i.e., one order of magnitude larger than the convergence threshold used
for the forces, act on the carbon atoms of the H regions, in the sense of increasing graphene
corrugation. Indeed, a subsequent relaxation of the structure at the DFT/PBE level, lead to a
corrugation of 1.60 A˚ (see Fig. 6.8), which is in line with the values of corrugation reported for
previous DFT/PBE calculations using unit cells with the same periodicity [325, 326]. Another
interesting result is that, as shown in Fig. 6.6 (b), in agreement with the LEED measurements
[100], the buckling of the Ru topmost layer approximately follows that of the graphene layer,
i.e., in general, Ru atoms below ripples lie higher than those below valleys. This subtle effect
is not well reproduced by DFT/PBE calculations, in which several Ru atoms lying just below
the top of the ripple lie in the same plane as those lying below the center of the valleys [100].
Nevertheless, the magnitude of the Ru vertical displacements, in the DFT+D2/PBE geometry, is
smaller than that suggested by LEED, probably due to the fact that only the topmost Ru(0001)
layer has been allowed to relax.
Following the analysis performed with the strained 1×1 models, the influence of the C6
coefficients values on the geometry and energetics of this larger model has been tested. In this
case, it has not been possible to perform a systematic study, due to the large dimensions of the
unit cell involved. Therefore, the structure of the 11×11/10×10 unit cell has been optimized
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Figure 6.8: Height maps of the carbon atom of the graphene layer in the 11×11/10×10
gr./Ru unit cell, with the geometry optimized at the DFT+D2/PBE (a) and DFT/PBE
(b) level of theory. Carbon atoms are printed in different colors depending on their heigth
(the lowest carbon atom is set to ∆z = 0.0 A˚). Ruthenium atoms of the topmost and
topmost-1 layer are printed in gray and dark-gray, respectively.
again, using values of CC6 = 1.65 Jnm
6mol−1 and CRu6 = 15.56 Jnm
6mol−1, in order to estimate
an upper bound to the possible errors due to the use of an inaccurate value of the C6 coefficients.
If these new parameters are used, the corrugation rises slightly up to 1.24 A˚, and the binding
energy decreases from 206 meV/C atom to 167 meV/C atom, showing a trend similar to that
predicted by the 1×1 models. The second methodology described in Chapter 3.6 [278], which
considers empirically the screening of the substrate by including the uppermost layers of the
substrate in the vdW potential1, has also been considered, leading to very similar qualitative
results2.
Finally, we have compared our results with the geometrical corrugation obtained from the ap-
parent height measured with the STM [75, 139, 144]. Notice that STM, in contrast to diffraction
techniques, offers the advantage that fitting is not necessary to extract the information about
the surface corrugation from the rough experimental data. Nevertheless, one has always to be
aware of the fact that the apparent height is related to the DOS of the sample, and not to its
geometry3. Fig. 6.9 (a-b) shows a comparison between the experimental and simulated images
at Vbias = −1.0 V. The simulated images have been obtained by applying the Tersoff-Hamann
approach, to the DFT+D2/PBE geometry, on an electronic density isocountour of 1.69×104
A˚−3, estimated as explained in Section 5.14. From Fig. 6.9 (a-b) it can be seen that the periodic
pattern in the STM image is well reproduced by theory. A more stringent test is to compare pro-
1See “DFT+D2 applied to organic molecules on metallic surfaces” in Section 3.6
2In this case, the error of the DFT+D2 approach has been evaluated by performing calculations in which
vdW corrections between the graphene layer and the third topmost layer of Ru(0001) are switched off. Screening
of the latter layer by the two upper ones should lead to the largest error due to the ABABAB arrangement in
Ru(0001). The results of these modified vdW calculations lead to a variation of vertical displacements of the
order of 0.001 A˚.
3See Appendix A.1
4similar results have been obtained by using neighboring contours compatible with typical STM currents and
tip-surface distances
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Figure 6.9: (a) Experimental STM image of gr./Ru, taken at Vbias = -1.0 V. Simulated
STM image at Vbias = -1.0 V. (c-d) Apparent height profiles taken along the paths shown
in (a) and (b), respectively, as a function of the distance d from the beginning of the path.
The dashed line has been obtained by Gaussian smearing of the original simulated image.
files of apparent height along specific directions [306]. Fig. 6.9 (c-d) shows the results along the
path shown in panels (a) and (b). The pattern of inverted muffin tins is reasonably reproduced
by theory, especially when the latter takes into account the experimental resolution.
Along the same path, Fig. 6.10 shows the variation of the apparent corrugation as a function
of Vbias of the simulated STM images, calculated using the DFT/PBE and the DFT+D2/PBE
geometry. The simulations are compared to the measured values of the apparent height vs. Vbias,
which have been obtained for many different experimental conditions1 [144]. It is evident that
the reduction of the corrugation of the graphene ripple due to vdW interactions has a direct
influence on the calculated topographies. The corrugation of the DFT/PBE moire´ geometry lies
considerably above the measured one in the entire bias range explored (-2.0 V ≤ Vbias ≤ 3.0
V). If the topographical images are calculated using the DFT+D2/PBE geometry, the situation
improves substantially. For example, the calculated corrugation at Vbias = -1.0 V (+1.0 V)
decreases from 1.25 A˚ (0.99 A˚) to 0.98 A˚ (0.61 A˚), in better agreement with the experimental
one, 1.0±0.2 A˚ (0.5±0.2 A˚). However, although the inclusion of vdW interactions increases the
agreement between the simulated and the measured topographic images, the three-layers models
still miss some important features present in the measured data. In particular, they are unable
to capture the reduction of corrugation occurring in the close vicinity of the Fermi level between
1different tips, different samples, tunnelling currents between 0.1 nA and 10 nA, and sample temperatures
between 4.6 K and 300K
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Figure 6.10: Apparent height of the simu-
lated STM images as a function of the Vbias,
for the corrugated 11×11/10×10 gr./Ru model
calculated at the DFT/PBE (green points) and
DFT+D2/PBE level of theory. The points are
connected by lines to guide the eye. The theo-
retical data are compared with the experimen-
tal ones (gray points). The inset indicate the
moire´ unit cell vector a over which the corruga-
tion has been measured both in the experimental
and in the simulated topographies. (b) Line pro-
files of the simulated STM topographies along a,
at different values of Vbias, using the DFT/PBE
(green lines) geometry and DFT+D2/PBE ge-
ometry (red lines).
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Vbias = -0.5 V and Vbias = 0.5 V, along with the contrast inversion - i.e., a negative value of the
apparent height - observed in the experimental topographies above Vbias = +2.5 V. As is will
be shown in Chapter 7, these deficiencies can be overcome, if the description of the Ru(0001)
surface is improved by using a larger number of layers.
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7 Localized electronic states in graphene
adsorbed on Ru(0001)
The relationship between the corrugated nature of gr./Ru, and the presence of localized electronic
states on its surface, is examined. Two energy ranges, which have been explored experimentally,
are considered. The first one is the region spanned by the energy window that goes from ∼1 eV
below to ∼1 eV above the Fermi level. The second region lies at higher energies, from ∼1 eV
above the Fermi level up to ∼1 eV below vacuum level. In both regions, new localized states are
predicted to appear, as a consequence of the spatially modulated interaction between the graphene
and the metallic surface.
The results presented have been published in:
• “Electron localization in epitaxial graphene on Ru(0001) determined by moire´ corrugation”
D. Stradi et al., Physical Review B(R), 85, 121404 (2012)
• “Lattice-matched versus lattice-mismatched models to describe epitaxial monolayer graphene on Ru(0001)”
D. Stradi et al., Submitted (2013)
The periodic variations in the graphene-Ru(0001) interaction across the gr./Ru unit cell (see
Chapter 6) have profound consequences on the electronic structure of the surface [75, 139, 103,
330, 331]. The most important one is probably that the electronic bands of graphene are signif-
icantly distorted, with respect to those of a flat, free-standing graphene. Indeed, such modifica-
tions have been evidenced by several STS measurements, that have reported spectra exhibiting
highly structured profiles [104, 142, 103, 332].
As a consequence of these distortions, the interpretation of STS spectra and STM images
measured on gr./Ru represents a formidable challenge. A straighforward example is the quan-
tification of the moire´ corrugation from the topographical images measured by the STM (see,
Fig. 6.10 in Chapter 6). The apparent height measured varies dramatically as a function of the
bias voltage [139, 144], and it even turns negative at Vbias > 2.6 V, i.e., there is an inversion
of contrast in the topography (see Fig. 7.1) [144]. This means that the geometrical informa-
tion provided by the STM images is convoluted with strong electronic effects, that arise as a
consequence of the strongly inhomogeneous geometric and electronic characteristics of gr./Ru
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(a) (b)
Figure 7.1: Contrast inversion in the STM topographical images measured by the STM.
The two panels show two topographical images of the same sample (a) at Vbias = -1 V
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Figure 7.2: Experimental low-temperature (T = 77 K) STS near the Fermi level, mea-
sured over the L region (a) and H region (b) of the graphene moire´. Individual I(V) curves
were measured at every pixel of the corresponding topographic image with a bias voltage
of +1 V and a tunnelling current of 0.4 nA. The dI/dV curves were obtained by numerical
differentiation of the I(V) curves.
[75, 103].
In an attempt to measure spatially resolved STS spectra around the Fermi level, an asym-
metry of the local density of states (LDOS) in the high and low areas of the moire´ pattern has
been found [75]. In addition to this asymmetry, pronounced peaks in the STS spectra around
the Fermi level have been observed [75, 333, 332, 104], which intensity has been found to vary
across the different regions of the gr./Ru moire´ [145]. A typical example of spatially resolved
STS spectra, measured over the H and L regions of the graphene moire´, is shown in Fig. 7.2. It
can be seen that the spectra vary considerably with the position of the tip over the different re-
gions of the corrugated superstructure. Spectra measured over the H regions show a well-defined
series of peaks both at negative and positive bias voltages, whereas these structures are much
less pronounced for spectra over the L regions. In the latter region, there is also a strong asym-
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Figure 7.3: (a-b) STS spectra at high positive biases taken over the L (a) and H (b)
regions of the gr./Ru moire´. (c) STS 2D maps measured at the energy of the peak shown
in (a), Vbias = +3.16 V. Topographic image measured at Vbias = +1 V. In (c) and (d),
the gr./Ru unit cell subunit is shown in cyan.
metry in the intensity of the spectra at negative and positive bias voltages. The exact origin of
these features is unclear. Based on the experimental results and simple theoretical model using
a planar graphene sheet, Va´zquez de Parga et al. [75] have associated the asymmetry in the STS
spectra measured over the different regions of the moire´ to the electron doping of the H regions.
On the other hand, based only on the experimental results, Lu et al. [332] have related the peaks
observed in the STS spectra to a shift of the Dirac cone of graphene, whereas Gyamfi et al. [145]
have related them to a Ru bulk state contributing to the tunnelling current.
The unoccupied electronic structure of gr.Ru, below the vacuum level, has also been discussed
intensely [103, 141, 142, 143, 331]. In particular, there has been a controversy concerning the
assignment of a well defined spectral feature, which appears in the STS spectra measured over
the L area at Vbias ≈ +3.0 eV [103, 142]. Typical STS spectra showing this characteristic feature
are shown in Fig. 7.3 (a-b). From Fig. 7.3 (a), it can be seen that the spectrum measured over
the H regions is essentially featureless, while the spectrum measured over the L regions shows
a peak centred at Vbias ≈ +3.0 V1. Based on DFT calculations, in which the surface has been
described by lattice matched 1×1 gr./Ru models, Borca et al. [103] have conjectured that the
STS peak is due to the presence of a new interface state, which arises as a result of the strong
1Note that in these measurements, the resonance energy is likely to be upshifted, as a consequence of the
electric field created between the tip and the sample at large bias voltages.
109
(a) (b)
Figure 7.4: (a) Structure of the symmetric five-layers 11×11/10×10 gr./Ru model. The
red line identifies the mirror symmetry plane. (b) Subdivision of the gr./Ru into the ar-
ray of unit cell equivalent to that of Ru(0001), for the evaluation of the region-dependent
LDOS. The three regions marked in red, are those over which the LDOS have been calcu-
lated.
interaction between graphene and Ru(0001) in the L regions of the moire´. However, Zhang et
al. [142] have assigned this peak to the lowest field emission resonance (FER) of the surface.
The former authors have also claimed that the interface state is responsible for the inversion of
contrast observed in STM topographical images above Vbias ≈ +2.6 eV. This picture has been
further supported by independent time-resolved Two photon photoemission (2PPE) on gr./Ru
[331]. In these measurements, the results obtained for the lifetimes of the empty states probed
during the measurement appear to be consistent with the interpretation of Borca et al. [103].
In this Chapter, it will be shown how the lattice-mismatched 11×11/10×10 model can ra-
tionalize these experimental observations, and provide insight on the nature of the electronic
features observed experimentally1.
Computational details
With only three layers to the describe the Ru(0001) surface, the 11×11/10×10 lattice-mismatched
model is not able to reproduce two important features observed in the trend of the apparent height
vs. Vbias measured experimentally (see Fig. 6.10). These are: (i) the trend in close proximity of
the Fermi level (-0.5 V ≤ Vbias ≤ +0.5 V); (ii) the topographic contrast inversion observed at bias
voltages larger than Vbias ≈ +2.6 V. This theoretical deficiency is caused by the poor description
of the metallic substrate provided by the three-layers slab, which results in a discretization of the
ideal continuum of the semi-infinite metallic surface which is too high. To minimize such effect,
a larger lattice-mismatched model has been considered. This model has been built by adding to
the three-layers 11×11/10×10 gr./Ru unit cell - with the DFT+D2/PBE geometry (see Chapter
6) its mirror replica. The mirror plane has been placed at the bottommost Ru layer (see Fig.
7.4 (a)).
The electronic structure calculations have been performed using a computational set-up sim-
1For a complete comparison between the description of the electronic structure provided by the lattice-matched
and lattice-mismatched models, see Appendix B.
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ilar to that described in the computational details of Chapter 6. However, in the present case, a
Gaussian smearing of 0.1 eV has been used, as well as a vacuum gap of 20-A˚ vacuum gap.
STM simulated topographies and local density of states (LDOS) over selected areas of G/Ru
have been computed by using the Tersoff-Hamann [301] approximation (see Section 5.1 in Chapter
5). The LDOS has been evaluated according to Eq. 4.4, and substituting the δ function by a
normal distribution, in order to take into account the finite size effects due to the finite number
of layers used to describe the surface [334]:






with σ = 0.1 eV. To calculate the LDOS in the different regions of the gr./Ru unit cell, the
xy-plane of the five-layers 11×11/10×10 unit cell has been divided in an array of 10×10 smaller
cells, each one being equivalent to a single Ru(0001) unit cell (see Fig. 7.4 (b)). Within each of
these unit cells, an average LDOS has been evaluated as the average of a grid of 30×30 LDOS.
Discussion
Fig. 7.5 (a) shows a comparison between the apparent height measured by the STM as a function
of Vbias, and the apparent height calculated from the simulated STM images in the same energy
range, using the five-layers lattice-mismatched gr./Ru unit cell. The improvement over the data
obtained using the three-layers model (Fig. 6.10 (a)) is evident: the complete trend of the
apparent height versus Vbias is reproduced correctly
1. The line profiles taken along the gr./Ru
unit cell vector (Fig. 7.5(b)) show that, at biases larger than Vbias = +3.0 V, the contrast in
the topography is mainly due to a large increase in the electronic density over the L regions of
the graphene moire´. As mentioned above, such feature is completely absent in the topographies
obtained using the three-layers metallic slab model (Fig. 6.10 (b)), which fails to capture the
contrast inversion shown in Fig. 7.1.
The fact that the five-layers 11×11/10×10 DFT+D2/PBE geometry is able to reproduce
correctly the topographical contrast, observed in the STM experiments, indicates that such
model provides a reliable description of the electronic structure of gr./Ru, in the range of energies
probed experimentally.
In order to characterize the electronic structure of gr./Ru in the proximity of the Fermi level,
the changes in the shape of the LDOSs taken over the different regions of the moire´ (see Fig.
7.4), as a function of the tip-surface distance, have been studied. Fig. 7.6 shows the LDOSs
calculated over the center of the H region (Fcc-Hcp) and over the center of the two L regions
(Hcp-Top and Fcc-Top) of lattice-mismatched gr./Ru unit cell (see Fig. 7.4 (b)). Three different
1It should be noted that for the five-layer model, the major contribution to the surface LDOS at Vbias = +
3.0 V comes from unoccupied electronic states that are considerably extended towards the vacuum. Because of
this, the correct characteristics of the simulated topographic images cannot be obtained using the same isocontour
employed at lower values of Vbias (1.69×10−4 A˚−3), due to the relatively small vacuum gap employed in our
calculations (∼20 A˚). Indeed, by considering the isosurface value a factor 10 larger, meaningful topographies that
can be compared with the experimental ones can be obtained
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Figure 7.5: Apparent height of the simulated
STM images as a function of the Vbias, for the
corrugated 11×11/10×10 gr./Ru model with the
DFT+D2/PBE geometry and 5 ruthenium lay-
ers. The points are connected by lines to guide
the eye. The theoretical data are compared with
the experimental ones (gray points). The inset
indicate the moire´ unit cell vector a over which
the corrugation has been measured both in the
experimental and in the simulated topographies.
(b) Line profiles of the simulated STM topogra-
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Figure 7.6: LDOS calculated over the Hcp-Top (a-c), Fcc-Top (d-f) and Fcc-Hcp (g-j)
regions of the gr./Ru(0001) moire´ of the 11×11/10×10 supercell in the energy range -1.0
eV ≤ E-EF ≤ 1.0 V. The distance from the Ru(0001) topmost layer surface plane is 5.43
A˚ (a,d,g), 6.43 A˚ (b,e,h) and 7.43 A˚ (c,f,i). Arrows indicate the direction of increasing
distance from the surface. The LDOSs have been normalized to have the same area under
each curve
distances from the surface (the zero is set to the Ru(0001) topmost layer) have been considered,
and the LDOSs have been scaled by a normalization factor, so that the area below each curve is
the same1. For distances from Ru(0001) close to the experimental tip-sample distance (7.43 A˚,
Fig. 7.6 (c,f,i)), the LDOSs reproduce qualitatively the features observed experimentally2. At
the L regions of the graphene moire´ (Fig. 7.6 (c,f)), the LDOSs exhibits an asymmetry above
and below the Fermi level, similar to that observed in the experiments (see Fig. 7.2 (b)), whereas
for the LDOS at the H region, where the coupling between the graphene and the metal substrate
is weaker, this asymmetry is much less pronounced (Fig. 7.6 (i)). Moreover, in both the LDOSs
at the H and at the L regions well defined peaks are present below and above the Fermi level.
These peaks appear at E-EF = -0.4 V and E-EF = +0.35 V in the L region, and at E-EF =
-0.35 eV and E-EF = +0.45 eV in the H regions. However, the overall number and the energy
position of these peaks do not match with that of the peaks in the measured spectra. This is
especially true in the region below the Fermi level, where the STS data show clearly the presence
of two peaks. These discrepancies can be associated to the numerous approximations introduced
in the model employed. In fact, the 11×11/10×10 geometry remains only an idealized model
for gr./Ru moire´. In addition, a very reduced finite number of layer to describe the semi-infinite
1This has been done to get rid of the exponential decrease in the LDOS intensity, with increasing distance
from the surface, thus simplifying the comparison between the shapes of the different spectra.
2It has been checked that calculated LDOSs remain qualitatively the same in the range 7-8A˚
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Figure 7.7: 2D cuts taken at ∼1 A˚ above the Ru(0001) topmost layer for selected
integration ranges of the DOS, for G/Ru (left-hand column) and clean reconstructed Ru
(right-hand column).
surface, and the reciprocal space is sampled only at the 1st BZ just at the Γ-point only. Due to
the intrinsic limitations of the model, the analysis based on the LDOSs is not able to capture
all the fine details of the measured spectra. However, it reproduces, at least qualitatively, the
main features observed in the experiment, and in particular, it predicts the appearance of peaks
below and above the Fermi level.
In order to get some insight on the origin of the peaks observed in the LDOSs, the DOS
has been integrated in different energy ranges. The left-hand column of Fig. 7.7 shows two-
dimensional (2D) cuts (xy-plane) obtained after DOS integration, at 1 A˚ from the Ru(0001)
surface, i.e., in between the graphene layer and the Ru surface. When the DOS integration
energy range includes a LDOS spectrum peak, a high electronic density is observed in the region
right below the graphene ripple. On the contrary, accumulation of electronic density is barely
seen if the integration energy range leaves out these LDOS peaks. To rule out that such an effect
is due to the Ru surface reconstruction present on this system (see Fig. 6.6), the DOS of the
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clean reconstructed Ru surface has been integrated1. The latter system does not exhibit any lo-
calization of the electron density. Therefore, the features present in the LDOS above the surface,
at distances similar to the tip-surface distance in an STS experiment, can be associated with the
accumulation of electronic density below the graphene ripple, which results from the corrugated
nature of the graphene monolayer. This accumulation is consequence of the doping of the H
regions of graphene by Ru(0001) [75, 335] and of the associated overlap between two interacting
electronic densities. The fact that a weak interaction between graphene and Ru(0001) persists
is in agreement with the charge transfer rates measured by core hole clock (CHC) spectroscopy,
which have been found to be only marginally slower than on the L regions [330].
As already remarked, the periodic corrugations of the graphene moire´ do not affect only
the electronic spectrum close to the Fermi level, but also the unoccupied bound states at higher
energies. In particular, DFT calculations [103] using symmetric lattice-matched 1×1 models with
23 Ru(0001) layers, have suggested that the contrast inversion is related to the presence, in the
clean Ru(0001) surface, of a surface resonance state located just above the projected gap at the
Γ-point. This resonance can combines with the first image state of graphene (1+) [29], forming
a new interface state, which is considerably extended towards the vacuum [103]. However, the
formation of this new state depends critically on the overlap between the wavefunctions of the
graphene (1+) state and the Ru(0001) surface resonance. For this reason, the interface state is
formed only when the graphene-Ru(0001) distance is similar to that of the L regions of the moire´
(dgr/Ru ≈ 2.2 A˚), whereas it is not present when the graphene-Ru(0001) distance is similar to
that of the H regions (dgr/Ru ≈ 3.4 A˚). For dgr/Ru = 2.2 A˚, this new state has an energy E-EF
≈ 3.0 eV. Despite the fact that this explanation seems to be consistent with the experimental
STS data, this interpretation has been questioned, because of the idealized nature of the 1×1
models employed [143, 141].
A three-layers Ru(0001) slab is not sufficient to reproduce the aforementioned surface reso-
nance2, which only appears when the number of layers is equal to, or larger than, five3. Because
of this, the five-layers 11×11/10×10 lattice-mismatched model (Fig. 7.1) represents the mini-
mum model which is able to account simultaneously: (i) the presence of the surface resonance;
(ii) the presence of the moire´ pattern. Therefore, with this model it is possible to characterize
the new surface state, without the limitations imposed by the idealized 1×1 geometries. Fig.
7.8 shows the LDOS above the different regions of the gr./Ru moire´, in the energy range +0.0
eV ≤ E-EF ≤ +3.5 eV. In this case, the LDOSs have not been normalized, so that it is possible
to examine their decay at increasing the distance from the surface. A prominent peak can be
identified in the Hcp-Top and Fcc-Top regions - the two L regions of the moire´ - at E-EF ≈
+2.8 V, in good agreement with the position of the interface state measured by 2PPE (E-EF =
1Clean reconstructed Ru surface means the structure obtained by removing the graphene layer while keeping
all Ru atoms in the positions they had in the presence of graphene.
2Calculations performed using VASP code, the PBE functional and the PAW method. Kinetic energy cutoff
for the plane-waves expansion set to 400 eV. Vacuum gap set to ∼30 A˚. The Brillouin zone has been sampled
using a regular grid of 15×15×1 K-points and a Gaussian smearing of 0.1 eV.
3This has been checked by performing calculations on Ru(0001) slabs of 3, 5 and 15 layers.
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Figure 7.8: Local density of states (LDOS) computed in the energy range 0.0 eV ≤ E-EF
≤ 3.5 eV above the Hcp-Top (a), Fcc-Top (b) and Fcc-Hcp (c) regions of the 11×11/10×10
gr./Ru(0001) supercell. The zero is set at the topmost layer of the Ru(0001) surface plane.
The LDOS are printed with increasingly brighter colors depending on their distance from
this plane.
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Figure 7.9: (a) LDOS calculated at 7.43 A˚ above the Ru(0001) plane over the L (red,
left panel) and H (black, right panel) areas of the gr./Ru moire´. The LDOS relative to
the Hcp-Top region is shown. The behaviour of the LDOS relative to the Fcc-Top region
is very similar. (b) Electronic density distribution obtained from the integration of the
density of states (DOS) in the range between +2.75 and +3.2 eV. Carbon and ruthenium
atoms are printed in dark-gray and cyan, the electronic density isosurface is printed in
gray. (c) Simulated STM topography at Vbias = +3.5 V on an electronic density contour
of 1.69 × 10−3 A˚−3.
+2.58±0.04 eV) [331]. The peak decays very slowly into the vacuum, as it should be expected
for an interface state which is considerably extended outside the surface. On the other hand, in
the Fcc-Hcp region, the decay of the LDOS towards the vacuum is much faster that in the two
L regions of the moire´. This indicates that, in the H regions, those electronic states which derive
from the graphene (1+) state lie at energies E-EF > 3.25 eV. According to 2PPE measurements
[331], the position in energy of the 1st image state in gr./Ru is E-EF = +3.44±0.05 eV.
A more direct comparison between the calculated LDOSs and the the measured STS data
(see Fig. 7.3) can be done by examining the behaviour of the LDOSs in the H and L regions at
the same distance from the Ru(0001) surface. Fig. 7.9 (a) shows the LDOSs calculated at 7.43
A˚ from Ru(0001), in the energy interval +1.0 eV ≤ E-EF ≤ +3.0 eV, i.e., at a distance form
the surface and in an energy range, which are comparable to the experimental ones. Around
E-EF ≈ +2.8 eV, the LDOS is considerably sharper in the L regions than in the H regions. The
analysis of the electronic density, obtained by integration of the DOS in the interval +2.75 eV
≤ E-EF ≤ +3.2 eV (Fig. 7.9 (b)), shows that the origin of such a maximum in the LDOS is the
protrusion of the electronic charge density outside the graphene layer in the L areas of the moire´.
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Figure 7.10: (a) Isosurface (isocontour value = 1×10−4 eV/A˚3) of the lowest eigen-
state associated with the gr./Ru interface state of the 11×11/10×10 model. Only three
Ru layers are shown for simplicity. (b) Probability density |Ψ|2 averaged over the xy-
plane of the eigenstate shown in (a). The graphene layer atoms are shown in cyan. The
topmost, topmost-1 and topmost-2 ruthenium layers are shown in light gray, dark gray
and black.(c,d) Probability densities |Ψ|2 averaged in the xy-plane of the lowest eigen-
values associated with the gr./Ru(0001) interface state in the 1 × 1 − (Hcp − Top) and
1 × 1 − (Fcc − Top) models. In (b,c,d), the position of the three uppermost ruthenium
layers and of the graphene layers is indicated by the dots on the x-axis (same colours as
in (a)).
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By simulating the Tersoff-Hamann images at large positive voltages, i.e., Vbias = +3.5 V, on an
electronic density contour of 1.69 × 10−3 A˚−3, which reflects the shape of the electronic density
shown in Fig. (7.9(b)), a topographical image such as that in Fig. 7.9 (c) is obtained, which is
very similar to that obtained experimentally at a similar value of Vbias (compare with Fig. 7.1
(b)).
Finally, the individual eigenstates in the energy region where new interface state appears
(+2.7 eV ≤ E-EF ≤ +3.3 eV) have been analyzed. The first one corresponding to the bottom
of the interface state, is located at E-EF = +2.85 eV. Its probability density (|Ψ|2) is shown
in Fig. 7.10 (a). In agreement with the previous analysis, |Ψ|2 is almost exclusively localized
outside the surface over the L regions of the moire´ structure (Fig. 7.10 (b)). By integrating
|Ψ|2 in the xy-plane, the individual eigenstate can be compared directly with the corresponding
ones at the Γ-point of the 1st Brillouin zone of two five-layers 1 × 1 − (Hcp − Top) and 1 ×
1 − (Hcp − Fcc) models (Fig. 7.10 (c-d)), describing the L regions of the graphene moire´1.
The probability distributions obtained from the 1×1 models overlap almost perfectly with that
calculated using the 11×11/10×10 supercell. Therefore, the calculations performed with the
five-layers 11×11/10×10 model allow to conclude that the inversion of contrast observed in the
STM topographies is effectively related to the presence of an interface state, with energy E-EF
≈ +2.8 eV, which is strongly localized in the L regions of the gr./Ru corrugated moire´.
1Calculations performed using VASP code, the PBE functional and the PAW method. Kinetic energy cutoff
for the plane-waves expansion set to 400 eV. Symmetric 1×1 unit cells with graphene at both sides of a five-layers
Ru(0001) slab have been used. The vacuum gap has been set to ∼20 A˚. Brillouin zone sampling of 15×15×1
K-points with a Gaussian smearing of 0.1 eV. dgr./Ru set to 2.2 A˚.
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8 Elastic response of graphene on Ru(0001)
The mechanical properties of the H regions of the corrugated moire´ superstructure of gr./Ru are
investigated by combining non-contact atomic force microscopy experiments and density func-
tional theory calculations. The experiments suggest that the elevations of the graphene super-
structure can be deformed by pressure, and that this deformation is perfectly reversible. Theory
verifies this behaviour, and provide a quantitative analysis of the mechanical properties of the H
regions of the moire´.
The results presented have been published in:
• “Elastic response of graphene nanodomes”
S. Koch, D. Stradi et al., ACS Nano, 7, 2927 (2013)
Gr./Ru, because of its peculiar geometry, in which the weakly coupled H regions are kept fixed by
the surrounding L regions, where the graphene is strongly bound to the Ru(0001) substrate, rep-
resent an ideal system to study the mechanical properties of graphene samples at the nanoscale.
In fact, one of the most important features of graphene is its exceptional mechanical strength,
with a remarkably high Young’s modulus of the order of 1 TPa [17], as reported for free-standing
membranes with linear sizes of tens to hundreds of micrometers. Despite the potential for
graphene to be used in nanoelectromechanical devices [39, 40], such mechanical properties have
never been verified for samples of only few atoms. The reason for this is that the controlled
production of atomically defined graphene nanostructures of such reduced dimensions remains
a significant challenge, which is further complicated by the lack of experimental techniques to
properly characterize their mechanical behaviour. In this respect, the first step towards the
quantification of the mechanical properties of graphene, at the nanoscale, is the experimental
verification of the elasticity of supported graphene membranes of such dimension. The H region
of the gr./Ru moire´ is a perfect candidate for this role, because of its very well defined dimensions
(diameter ≈ 1-2 nm), and its relatively weak coupling to the underlying substrate.
Figure 8.1 (a) shows four topographical images of the gr./Ru superstructure, obtained by
NC-AFM 1. The advantages related to the use of NC-AFM technique to probe the mechanical
behaviour of gr./Ru are related to its non-destructive character, i.e., the sample is not indented,
1For a description of this technique, see Appendix A.4
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Figure 8.1: Four AFM topographies (9.6×9.6 nm2) recorded at different frequency shifts
∆f=-7,-9,-10 and -11Hz. The electrostatic force was continuously compensated while scan-
ning, using kelvin force probe microscopy (see Appendix A.4). Parameters: amplitude = 8
nm, Ubias = -512 mV. The cross sections in (b), taken along the fast scan direction, show
the elastic deformation of the hill sites marked by the corresponding colored lines in (a).
The valley site of every curve is adjusted to rel. z = 0 nm.
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Figure 8.2: 2D spectroscopy plots of (a) frequency shift ∆f(z) and (b) energy dissipation
Ets. The insets of (a) and (b) are spectroscopic curves measured over the H regions (hills)
and the L regions (valleys), extracted out of the 2D data, averaged over three curves.
Parameters: amplitude = 7 nm, Ubias = - 819 mV. (c) Topographic NC-AFM image of
the area used for 2D spectroscopy on the graphene/Ru(0001) subtrate. The yellow line
represents the original spectroscopy path. The red dots indicate the 128 ∆f spectroscopy
points with a resolution of 512 points each. Parameters: ∆f = - 7 Hz, amplitude = 8 nm,
Ubias = - 556 mV.
and to its very high lateral resolution, which allows to address the mechanics of the individual
elevations of the periodic moire´. The four images in Fig. 8.1 differ in the value of the frequency
shift, ∆f , that has been used during the scan. As explained in Appendix A.4, by varying ∆f it
is possible to control the relative tip-sample distace. Approaching the tip to the surface, by using
an increasingly larger value of ∆f - from ∆f = -7 Hz to ∆f = -11 Hz -, changes considerably the
measured topography. The L region does not show any visible change, but the H regions appear
to be gradually compressed. Further insight can be obtained by looking at the cross-sections
of the topographical images along one of the gr./Ru H regions (see Fig. 8.1(b)). At ∆f = -7
Hz, which corresponds to the maximum tip-surface distance, the undistorted H regions show an
apparent height of 0.075 nm. By decreasing the tip-surface distance, the H region is continuously
deformed. At ∆f = -11 Hz, which corresponds to the minimum tip-surface distance that can be
achieved without crashing the tip, the relative vertical deformation of the H region, with respect
to their initial apparent height, is 0.12 nm. On the other hand, the relative height of the profile
over the L regions remains unchanged. After each scan, the H regions recover their initial shape,
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Figure 8.3: 2D F (z) maps as obtained from the numerical inversion of the the ∆f(z)
maps shown in Fig. 8.2 (a). The inset shows the correspondent 1D F (z) curves over the
H and L regions.
which suggests that the observed deformation is reversible.
The reversibility of the deformation induced on the H regions by the probing tip is further
confirmed by 2D force spectroscopy (for a description of this technique, see Appendix A.5). Fig.
8.2 (a) shows a map of the frequency shift as a function of the tip-surface distance z, ∆f(z),
measured over the H (hill) and L (valley) regions of the gr./Ru moire´, along the points shown in
Fig. 8.2 (c). The analysis of two site-specific ∆f(z) curves measured over the H and L regions
(inset in Fig. 8.2 (a)), permits to understand the origin of the deformed profiles observed in Fig.
(8.1). At a relative height z lower than 0.15 nm, the frequency shift is larger on the L regions
than on the H regions, whereas this trend is the opposite at values larger than 0.15 nm. Thus,
the point at z = 0.15 nm represent the onset of the topographical contrast change observed in
Fig. 8.1.
Fig. 8.2 (b) shows the energy dissipated per each oscillation cycle of the cantilever, ETS , as a
function of z, along the same points shown in Fig. 8.2 (c). In the range of relative z considered,
the dissipated energy is approximatively the same over the H and over the L regions. ETS
increases continuously with z (see the inset in Fig. 8.2 (b)), which suggests that the dissipation
is presumably due to Joule heating [336, 337]. In fact, in the 2D force spectroscopy measurements,
the compensation of the electrostatic forces has been done at one single point over the surface,
which could result in uncompensated electrostatic charges, due to the inhomogeneous electronic
structure of the gr./Ru surface.
Fig. 8.3 shows the map of the total force F acting on the tip, versus z, extracted from the
data in Fig. 8.2 (a) by means of the Sader-Jarvis method (see Appendix A.4). Similarly, the
inset shows the F (z) curves obtained from the f(z) curves shown in the inset of Fig. 8.2 (a).
In the L regions, F continuously increases in modulus up to F (z) = - 0.5 nN at z = 0 nm. On
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(a)
(b)
Figure 8.4: Top view (a) and side view (b) of the nanotip employed in this work, based on
the 2×1 dimer recontruction of Si(100). Silicon atoms are shown in yellow, and hydrogen
atoms are shown in white.
the other hand, the F (z) curve over the H region shows a completely different behaviour. After
first increasing in modulus, up to to 0.3 nN at z ≈ 0.2 nm, F (z) decreases and becomes slightly
less attractive. At z ≈ 0.15 nm, i.e., at the value of z associated with the beginning of the
deformation in the H region, the F (z) curves measured at the H and at the L sites cross. After
this point, similarly to the trend observed in the f(z) curves in the inset in Fig. 8.2 (a), the
absolute value of F (z) is larger over the L regions than over the H regions.
These NC-AFM results show that the response of the H region of the gr./Ru superstructure
to an external perturbation (by means of the probing tip) is qualitatively different from that of
the L regions, and suggest that the H region undergo a fully reversible deformation. To verify this
hypothesis, extensive DFT calculations have been performed to probe the mechanical response
of the H regions of the gr./Ru moire´ under heavy deformation.
Computational details
As explained in Section 5.2 of Chapter 5, the computational cost associated with DFT calcula-
tions is too high to describe the complex dynamic problem involved in a NC-AFM experiment.
Nowadays, the simulation of the quasi-static interaction of an idealized tip with the surface
(see Section 5.2) represents the state-of-the-art. For the present calculations, the three-layers
11×11/10×10 lattice mismatched unit cell, optimized at the DFT+D2/PBE geometry (see Chap-
ter 6), has been used. The computational parameters have been taken similar to those described
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in the “computational methods” section of Chapter 6. However, in the present calculations, the
vacuum gap has been increased up to ∼30 A˚, in order to include a suspended nanotip over the
surface. Following the experiments, silicon tips have been employed. The nanotip employed in
the calculations is shown in Fig. 8.4. Essentially, it is an asymmetric cluster of 47 atoms, that
has been cut from a model of the 2×1 dimer reconstruction of the Si(100) surface [317]. The
uppermost silicon atoms of the nanotip have been saturated with hydrogen atoms, whereas the
bottom apex of the cluster is formed by one of the terminating dimers of the Si(100) 2×1 dimer
reconstruction. The most important characteristic of this nanotip model, which makes it suitable
for the present calculations, is its chemical inertness towards carbon nanostructures [322]. In
fact, more symmetric tip models, based, e.g., on the 7×7 reconstruction of Si(111) have been
found to be too reactive [322], and inadequate to describe NC-AFM experiments performed on
carbon-based materials such as graphite [338] and carbon nanotubes [339]. On the other hand,
the inert nanotip shown in Fig. (8.4) has been found to provide theoretical F (z) curves in semi-
quantitative agreement with the same experimental data [322]. Thus, this low reactivity ensures
that, in the H regions, where the graphene monolayer is weakly perturbed by the substrate,
the behaviour of the F (z) will not be affected by the formation of chemical bonds between the
sample and the tip.
In order to calculate the F (z) curves, the tip has been initially positioned at the center of the
H (L) regions, with its lowest atom lying above the carbon atom at the Ru(0001) hollow site1. In
the H regions, the hollow site corresponds to the highest graphene atom, which lies exactly in the
center of the H region. In the L regions (only the Hcp-Top regions have been considered in the
present calculations), both the hollow site and the top site have been considered, because it has
been shown that these two sites exhibit very different reactivities [340]. In both cases (H and L
regions), the tip has been initially positioned with its lowest atom lying 0.8 nm above the highest
one of graphene. Therefore, on the H (L) regions, the initial tip-sample distance is 0.8 nm (0.92
nm). This theoretical shift is chosen to mimic the difference between the F (z) curves measured
in the H and L regions, whose value is obtained by matching the tails of the experimental F (z)
curves (0.093 nm). The F (z) curves has been calculated using the quasi-static approximation
described in Section 5.2. At each quasi-static step the tip has been displaced by 0.05 nm, and
the lowest 15 atoms of the tip have been relaxed, together with graphene and the topmost Ru
layer.
Discussion
Fig. 8.5 shows the calculated F (z) curves at the H and L regions of the graphene moire´. It can
be seen that the important features observed in the experimental F (z) are consistent with the
1In the calculations presented in this Chapter, the orientation of the nanotip has been chosen so that the Si-Si
bond of the apex dimer of the nanotip lies anti-parallel to one of the C-C bonds connecting the highest C atom in
the H region. In the L region, the nanotip has a similar orientation. The study of the effect of the tip orientation
on the calculated F (z) curves is presented in Appendix C. No qualitative differences have been observed between
the F (z) calculated with different orientations of the nanotip.
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Figure 8.5: F (z) curves at the H region (approach and retraction) and at the Hcp-Top
L region (only approach). Of the two curves relative to the L regions, the green (blue) one
refers to the geometry in which the tip has been positioned with its apex over the Hcp
(Top) site.
theory. When the nanotip is far away from the surface (z > 0.2 nm), the interaction is purely
attractive, due to the background provided by vdW forces. At the H regions, the attraction
increases up to the curve minimum (z = 0.2 nm), where the force reaches a maximum modulus
value of 0.5 nN. A further approach of the tip to the surface (z < 0.2 nm) leads to the onset of
the repulsive forces, as evidenced by the abrupt change of sign of the F (z) curve slope. On the
other hand, the overall force on the valleys remains attractive (i.e., F (z) < 0 nN) over the whole
range of tip-surface distances explored. Due to the superstructure corrugation, in this region,
the onset of the repulsive forces occurs at a value of z lower than in the hills (z < 0.1 nm).
The interaction between the tip and the surface is considerably stronger if the tip is positioned
over the Hcp site than over the Top site, as evidenced by the sudden increase in the absolute
value of F (z) at z = 0.05 nm, which indicates the formation of a contact. This is in agreement
with previous work, which has identified the Hcp site as the most reactive one in the L regions
of the moire´ [340]. Nevertheless, this regions is not explored in the experiment. In fact, at the
same values of z, the F (z) curve at the H region assumes positive values. This situation is never
observed in the experiment. Therefore, at the onset of the repulsive forces over the H region
(0.1 nm < z < 0.2 nm), the attractive forces in the L region are still increasing. These results
qualitatively reproduce the behaviour observed in the experimental F (z) curves.
The relationship between the calculated F (z) curves and the deformation of the H regions can
be better understood by considering the ground-state geometries at the different points of the
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z = 0.0 nmz = 0.05 nm
z = 0.15 nm z = 0.1 nm
z = 0.2 nmz = 0.25 nm
z = 0.35 nm z = 0.3 nm
z = 0.4 nmz = 0.45 nm
z = 0.55 nm z = 0.5 nm
z = 0.6 nmz = 0.65 nm
Figure 8.6: Ground state geometries of the points of the F (z) curve calculated for the
nanotip approaching the H region of gr./Ru. (black in Fig. 8.5). For each point, the left
panel shows the 3D model of the ground state geometry, whereas the right panel shows
the vertical deformation ∆zgr. of the carbon atoms of the graphene monolayer, relative to
the “unperturbed” geometry at z = 0.65 nm. Ruthenium, silicon, and hydrogen atoms are
represented in silver, yellow, and white, respectively. C atoms of the graphene monolayer
are shown in different colors depending on their height (blue: lower; red: higher). The
coloured panels highlight the geometries which are considered in Fig. 8.7
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Figure 8.7: Profiles of the graphene hill for the geometries shown in Fig. (8.6) (Z ≤ 0.2
nm) along the moire´ unit cell diagonal. The zero on the x-axis is set at the central atom of
the graphene dome. Each color is relative to a different point of the F (z) curve (compare
with the colors in Fig. (8.6)).
F (z) curve (see Fig. 8.6). Up to the curve minimum (z = 0.2 nm), the shape of the H region is
hardly affected by the presence of the nanotip. However, after the onset of the repulsive forces,
the contribution of the repulsive forces becomes more and more important, and the H region
starts to deform under the nanotip compression, reaching a maximum vertical deformation of 35
pm at z = 0 nm. Figure 8.7 shows the profiles of the H region of the ground state geometries at
z ≤ 0.2 nm. It can be seen that when the deformation is modest, 0.1 nm ≤ z ≤ 0.2nm, the H
region maintains its symmetric character, but, when the deformation becomes larger, it becomes
strongly asymmetric, as a consequence of the asymmetry geometry of the nanotip. Finally, when
the nanotip is retracted back to its initial position, the H region recovers its initial shape, moving
backward along the steps followed during the approach. This latter observation, reflected in the
absence of a hysteresis loop in the overall process (the approach and retraction F (z) curves at
the H region overlap one with each other), confirms the reversibility of the indentation process.
From a linear fit of the z < 0.2 nm part of the F (z) curve calculated for the tip approaching
the H regions, a force gradient k = 7.6±1 N/m is estimated for the tip-graphene system. This
values refers to the entire tip-sample system, i.e., it results from the deformation of the sample,
the deformation of the tip, and their mutual interaction. Therefore, it cannot be used to estimate
the elastic constant of the H regions of gr./Ru. In order to obtain a proper estimation of the
latter quantity, a second set of DFT calculations have been performed. In these calculations,
the tip has been removed, and the graphene has been deformed artificially, by constraining the
position of the central and highest atom of the graphene H region (having an initial position z0)
and displacing it stepwise of a quantity z - z0 toward the ruthenium surface. At each step, the
graphene and the Ru(0001) topmost layer have been relaxed. This procedure is equivalent to
applying point-like load at the center of the graphene hill. The range of displacements considered
(0 nm ≤ z - z0 ≤ 0.033 nm) is similar to that obtained with the simulations that include the
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Figure 8.8: (a) Profiles of the artificially deformed graphene hill along the simulation
cell diagonal. The zero on the x-axis is set at the central atom of the graphene ripple. (b)
Force on the artificially displaced atom of the H region of gr./Ru as a function of z - z0.
The different colors are relative to different values of z - z0 (same colors in panels a and
b). The dashed line is a linear fit to the data to extract the value of the slope.
tip (see Fig. 8.8 (a)). Figure 8.8 (b) shows a plot of the force normal to the surface acting on
the atom that has been displaced artificially, as a function of its displacement z - z0. The force
increases linearly with the atom displacement z - z0. From a fit of these data, a value of k =
43.6 ± 0.5 N/m has been extracted.
Therefore, the simulation of the indentation of the H regions of the gr./Ru moire´ by a prob-
ing nanotip confirms that the inversion of topographical contrast at different frequency shifts
∆f , observed in the NC-AFM measurements performed on gr./Ru, can be associated with the
mechanical deformation of such graphene elevations. In addition, theory reproduces qualita-
tively the absence of an hysteresis loop observed in the experimental F (z) curves, thus verifying
the reversibility of the induced mechanical deformation. Consequently, through the combined
use of NC-AFM measurements and DFT calculation, the elastic behaviour of the H regions of
gr./Ru, which are similar to self-suspended graphene membranes formed by ∼100 atoms, has
been demontrated.
130
CHAPTER 9. MAGNETIC PROPERTIES OF ORGANIC ELECTRON ACCEPTORS DEPOSITED ON
GRAPHENE ON RU(0001)
9 Magnetic properties of organic electron
acceptors deposited on graphene on Ru(0001)
The adsorption of the molecular electron accpetor 7,7′,8,8′-tetracyanoquinodimethane (TCNQ)
on the surface of epitaxial graphene on ruthenium is investigated, using a combination of density
functional theory calculations and scanning tunnelling microscopy experiments. In Section 9.1
the adsorption of a single molecule on the low regions of the graphene moire´, is considered, and it
is shown how each molecule develop a sizeable magnetic moment upon adsorption. The dimer is
studied in Section 9.2 as the simplest example of molecular oligomer, and it is evidence is provided
that the two coupled molecules adsorbed on the gr./Ru surface exhibit an open-shell ground state.
In Section 9.3, the properties of the full molecular monolayer on gr./Ru are investigated. Density
functional theory calculations suggest that the full monolayer may exhibit a magnetically ordered
open-shell ground state, which is visualized in real-space using spin-polarized scanning tunnelling
microscopy.
The results presented have been published in:
• “Long-range magnetic order in a purely organic 2D layer adsorbed on epitaxial graphene”
M. Garnica, D. Stradi et al., Nature Physics, 9, 368 (2013)
9.1 TCNQ monomers adsorbed on graphene on Ru(0001) as isolated magnetic
impurities
Because of its high electron affinity (1st EA) estimated to be about 3 eV [153, 154], the 7,7′,8,8′
- tetracyanoquinodimethane (TCNQ) molecule [136] is commonly regarded as a prototypical
molecular electron acceptor. Its acceptor functionality is due to the presence, in its molecu-
lar structure, of four peripheral electron-withdrawing cyano groups, which surround a central
hexagonal carbon ring. The Lewis structures of the neutral, singly charged (radical anion) and
doubly charged (anion) TCNQ are shown in Fig. 9.1. In the neutral molecule, the hexagonal
ring is not aromatic and the molecular conformation is planar and rigid, due to the alternation
of multiple and single bonds (para-quinoid character). Upon electron addition, the central ring
becomes aromatic, whereas the negative charges localize mainly on the electronegative cyano
groups. Consequently, the alternation of double and single bonds present in the neutral molecule
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TCNQ TCNQ TCNQ 2
Figure 9.1: Lewis structures of neutral TCNQ (left panel), singly charged TCNQ radical
anion (central panel) and doubly charged TCNQ anion (right panel).
Figure 9.2: Highest Occupied Molecular Orbital (HOMO, left panel) and Lowest Unoccu-
pied Molecular Orbital (LUMO, right panel) of neutral TCNQ. The positive and negative
sign of the wavefunction is indicated in blue and red, respectively. Nitrogen, carbon and
hydrogen atoms are printed in blue, cyan and white, respectively.
is lost, and the conformational flexibility is strongly enhanced.
TCNQ has received particular attention in the context of molecular electronics because it is
one of the two components of the prototype of all organic charge-transfer salts, which is formed
by regular 1D stacks of the Tetrathiofulvalene (TTF) and TCNQ molecules [155, 341, 342, 343].
In the molecular solid, each TTF molecule donates, on average, 0.6 electrons to each TCNQ.
The electron transfer occurs from the highest occupied molecular orbital (HOMO) of TTF to
the lowest unoccupied molecular orbital (LUMO) of TCNQ, which splits in a singly occupied
molecular orbital (SOMO) and a singly unoccupied molecular orbital (SUMO). Therefore, in the
TTF/TCNQ salt, TCNQ is a radical anion [344]. The electrons transferred to the SUMO can
hop easily from along the TCNQ molecules in the stacking direction (c axis of the TTF/TCNQ
unit cell), while hopping in the direction normal to the stacking direction is hindered by the small
overlap between the electronic densities of TCNQ and TTF. For these reasons, the TTF/TCNQ
salt exhibit, at room temperature, high conductivities in the c axis direction, and therefore is
commonly referred to as an ”organic metal”. Similarly to the HOMO, the LUMO of TCNQ (see
Fig. 9.2) is formed by the linear combination of the 2pz orbitals of the carbon and nitrogen
atoms. This explains why the addition of electrons to the neutral molecule lead to a change in
the character of its pi electronic structure and increases the conformational flexibility [152].
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The interface between TCNQ molecules and metallic surfaces has also been widely investi-
gated. The strength of the molecule-surface interaction and the extent of the charge transfer
between the molecule and the surface have been found to be strongly dependent on the char-
acteristics of the underlying substrate. For example, on Au(111), TCNQ has been found to be
essentially physisorbed and neutral [113]1. On this surface, charged TCNQ species have been
achieved only in the case of mixed TTF/TCNQ monolayers with 1:1 stoichiometry [345]. In
this case, the only role of the surface is to confine the molecules on a 2D plane, whereas the ph-
ysisorbed TCNQ molecules acquire a charge of ∼1 e− only as a consequence of the charge transfer
from the TTF molecule. Conversely, on more reactive surfaces such as Cu(100) [112], a large
amount of electronic charge (∼1.4 e−, as calculated from DFT) is transferred from the surface
to the molecule. This strongly enhances the molecular flexibility out-of-plane, and permits to
the cyano groups to bind directly to the copper atoms of the surface. Consequently, the ground
state geometry of TCNQ on reactive surfaces is strongly bent [112]. In this case, the molecular
electronic states are strongly mixed with the electronic bands of the metal, as evidenced from
the fact that it is impossible to achieve intramolecular resolution in the STM images [112].
In this section, the adsorption of TCNQ molecules on gr./Ru will be discussed. As it will be
shown, the properties of the resulting system are very different from the case of TCNQ adsorbed
on metal surfaces. This is so because graphene adds important functionalities to Ru(0001). The
graphene monolayer passivates the highly reactive Ru(0001) surface, thus avoiding the formation
of covalent molecule-surface bonds, and decoupling efficiently the molecular states from those of
the metal [128]. At the same time, the transfer of one entire electron from the surface to the
molecule is made possible by the fact that the pi-system of graphene is heavily n-doped by the
underlying Ru(0001) substrate [89, 326]. Due to the weak coupling of the molecular states with
the metallic substrate, the electron transferred remains considerably localized on the molecule.
Consequently, isolated TCNQ radicals can be created by deposition of neutral TCNQ molecules
on gr./Ru.
Computational details
To characterize the adsorption of isolated TCNQ molecules on graphene/Ru(0001), two different
models have been employed to describe the gr./Ru surface. The first model is a three-layers
11×11/10×10 lattice-mismatched unit cell, optimized at the DFT+D2/PBE level of theory,
which has been already described in Chapter 6. Using this model, the geometries have been
optimized at the DFT+D2/PBE level of theory until forces were lower than 0.05 eV/A˚. During
geometry optimization of the TCNQ molecules on gr./Ru, only the molecular degrees of freedom
have been allowed to relax. The second models are formed by a 6×6 lattice-matched gr./Ru unit
cells, which have been constructed by multiplying the corresponding three-layer lattice-matched
1× 1 unit cell in the xy-plane, which have been also described in Chapter 6. To model the two L
1A charge transfer of only 0.3 e− has been estimated based on STS spectroscopy measurements of the shift
of the Au(111) surface state [113].
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regions of the gr./Ru moire´, both 6× 6− (Fcc− Top) and 6× 6− (Hcp− Top) lattice-matched
unit cells have been considered. The graphene-Ru(0001) distance has been set to 2.2, which
is similar to the graphene-Ru(0001) distance calculated at the L regions of the 11×11/10×10
unit cell using DFT+D2/PBE. The 6×6 periodicity has been chosen because it is the minimal
periodicity that can be used to simulate the adsorption of an isolated TCNQ molecule, and to
ensure at the same time that the K-point in the 1×1 graphene unit cell is folded exactly at the
Γ-point. In these models, the molecule has been positioned at 3 A˚ above the surface, and its
geometry has been kept fixed to that of the neutral molecule in the gas-phase1.
For the calculations of TCNQ adsorbed on both models, computational settings similar to
those used in Section 6 have been employed. However, in the present case, a Gaussian smearing
of 0.1 eV has been used. By performing additional optimizations using the Methfessel-Paxton
method, it has been checked that this choice does not affects the calculated ground state ge-
ometries. STM images have been simulated using the Tersoff-Hamann approximation2. For the
calculations performed using the 6×6 lattice matched unit cells, the 1st BZ has been sampled
with a 3×3×1 Monkhorst-Pack grid of k-points. Charge transfer has been evaluated using Bader
topological analysis of the electronic charge density. Overall, spin-unpolarized DFT has been
used (structures, total energies, charge transfer and STM simulations), spin-polarized DFT has
been used only for the electronic structure analysis (PDOS, spin densities, and band structures).
The electronic density redistribution (∆ρ) induced by the adsorption of the molecule on gr./Ru
has been calculated as the difference between the ground state electronic density of the full
molecule-substrate system, and the reference densities of the isolated molecule and substrate, in
the same geometry:





Gas-phase calculations for the neutral, singly charged and doubly charged TCNQ molecule
have been performed using Gaussian09 [346]. A 6-311G(d,p)++ basis set has been used on
carbon, nitrogen and hydrogen atoms. The PBE [205] functional has been used to describe the
electronic exchange correlation energy. Adiabatic EAs have been calculated using the ∆SCF
method [199]:
EA(n→ n+ 1) = E(n+ 1)− E(n) (9.2)
where n is the number of the electrons and E(n) is the ground state energy of the molecule with
n electrons.
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Figure 9.3: 8 nm2 × 8 nm2 STM topographical image of TCNQ adsorbed on gr./Ru at
low coverage, measured at 4.6 K. Parameters: Vbias = - 0.8 V, Itunnel = 50 pA.
Discussion
Fig. 9.3 shows a tipical STM image, measured at cryogenic temperature, of TCNQ molecules on
gr./Ru at low coverage1. It can be seen that the molecules adsorb exclusively on the L regions
of the gr./Ru moire´, where the surface potential is ∼0.25 eV lower [95]. Moreover, they are
relatively disordered on the surface, which indicates that there is not an evident preference for
any particular adsorption configuration in the L regions of the gr./Ru moire´. A significant part
of the molecules tends to remain isolated, whereas other molecules tend to cluster. This latter
behaviour will be discussed in the next section, while here the focus will be on the isolated
species. A first hint that the molecules are physisorbed on the surface comes from the fact that
they can easily be displaced with the STM, if too intense currents - of the order of pA - are
used to acquire the images. As the experiments do not give any clear indication for the preferred
adsorption site of TCNQ on the L regions of the gr./Ru moire´, several adsorption configurations
have been calculated. A single TCNQ molecule has been placed at the center of the two L regions
(Fcc-Top and Hcp-Top configurations) and in between the two L regions (Bridge configuration).
Two different molecular orientations have been considered, in which the angle between the long
axis of the molecule and the long diagonal of the gr./Ru unit cell is either 0◦ or 30◦. Fig. 9.4
shows the optimized geometries of the different molecular configurations considered, and their
corresponding adsorption energies. TCNQ is found to adsorb with a large adsorption energy -
1This molecule-surface distance and molecular configuration is similar to that obtained by optimizing the
molecular geometry on the 11×11/10×10 gr./Ru unit cell.
2See Section 5.1
1The molecules have been deposited at room temperature and then imaged with the STM at 4.6 K.
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Fcc-Top Bridge Hcp-Top
30◦ -2.38 -2.45 2.48
0◦ -2.37 -2.47 -2.53
Figure 9.4: Top view of the adsorption geometries considered for the study of an isolated
TCNQ molecule adsorbed on gr./Ru. The table shows the corresponding adsorption ener-
gies in electronvolts (eV). Nitrogen, carbon and hydrogen atom of the TCNQ molecule are
printed in blue, cyan and white, respectively. The carbon atoms of the graphene mono-
layer are printed in different colors depending on their height (dark: low; grey: high). Ru
atoms are printed in white.
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(b)(a)
Figure 9.5: (a) Isocountour surfaces (isocountour value = 0.001 electrons /A˚3) of the
electronic density redistribution upon adsorption of TCNQ on gr./Ru. Blue and red areas
indicate electron density accumulation and depletion. (b) Electronic density redistribution
integrated in the xy-plane.
between 2.37 eV and 2.53 eV, depending on the particular adsorption site and configuration.
However, the energy difference between different configurations in each low area of the moire´ is
less than 50 meV, in agreement with the experimental observation that there is no preferential
adsorption configuration for isolated molecules within the lower areas of the moire´.
Despite the high adsorption energy, there are two important indications that the molecules
are not bound covalently to the substrate. The first one is the molecule-surface distance, which
is ∼3 A˚, in line with that reported for other aromatic molecules physisorbed on noble metal
surfaces [278, 282]. The second one is the fact that the molecular geometry lies planar over the
surface. This latter observations is in striking difference with the strongly distorted geometry
found when TCNQ is strongly bound to a reactive surface, such as Cu(100) [112]. Nevertheless,
the molecular resonance observed at negative bias voltages (Fig. 9.3) shows clearly the presence
of a node which crosses the molecular long axis. This feature is absent in the HOMO of the
neutral molecule, but it is present in the LUMO (see Fig. 9.2). This suggests that the LUMO
of the individual TCNQ molecules adsorbed on gr./Ru has been occupied by electrons.
In agreement with this experimental observation, the calculations predict that the molecule
acquire a substantial charge form the surface1. According to Bader analysis of the electronic
density, the charge transfer is 0.99 electrons. The analysis of the electronic density redistribution
upon adsorption (see Fig. 9.5) supports the idea that the electron is transferred to the LUMO
of the neutral TCNQ molecule. In fact, ∆ρ is positive just above and below the molecular plane
(Fig. 9.5 (b)) and the positive fraction of ∆ρ on the molecule has a shape which resembles that
of the LUMO (Fig. 9.5 (a)) of the neutral TCNQ.
1From now on, unless otherwise stated, the only geometry that will be discussed for TCNQ adsorbed on
11×11/10×10 gr./Ru is the Bridge(30◦) configuration. The qualitative results are independent on the particu-
lar adsorption configuration. The Bridge(30◦) has been taken as a representative configuration because in the
experiment, the largest fraction of the molecule are found to adsorb over the Bridge site of the graphene moire´.
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Figure 9.6: (a-b) Charge distribution for a free-standing, charged TCNQ molecule, at
the same positions. (c-d) 2D cuts of the electronic charge density ρ(r) in the direction
perpendicular to the xy-plane, at two different positions parallel to the molecule long axis.
Nevertheless, this strong charge transfer to the molecule is not accompanied by the formation
of covalent bonds with graphene. An analysis of the total electronic density shows that there is
no accumulation of electronic density between the molecule and the surface (Fig. 9.6 (c-d)), and
that the electronic density of the adsorbed molecule is essentially identical to that of the singly
charged gas-phase molecule with the same geometry (Fig. 9.6 (a-b)). These two facts clearly
indicate the absence of any strong molecule-surface covalent bond.
Using simple arguments it is possible to obtain a qualitative understanding of why the
molecule is not doubly charged upon adsorption. In the case of the gas-phase, the addition
of one electron to the TCNQ molecule is a favourable process, because the calculated 1st EA
of neutral TCNQ is as high as -3.67 eV1. On the contrary, the formation of the doubly charged
anion in gas-phase is a disfavoured process, the calculated 1st EA of the radical anion being
+0.35 eV. Both values lie above the work function of gr./Ru, Φgr./Ru = -3.9 eV [95]. However,
the adsorption of the molecule on a conductive substrate, such as that of gr./Ru, shifts the
values of the two EAs, due to polarization effects. In the limit of a weak interaction between the
molecule and the surface (i.e., when no strong covalent bonding occurs), the leading correction
term to such change can be estimated using a classical image charge model, i.e., by considering
the interaction of a point-like charge with a flat conducting surface:
Eimage = − 1
4(z − z0) . (9.3)
1This value agrees reasonably whit the value of -3.22 eV reported in the literature using multiconfigurational
quantum chemistry methods [151]
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Figure 9.7: Change in the electron affinities of the neutral TCNQ (blue line) and TCNQ
radical anion (red line) upon adsorption on gr./Ru. The image plane has been set at
zimage = 1.0 A˚. Dark gray, light gray and white indicated the gr./Ru occupied electronic
structure, the gr./Ru empty electronic structure, and the vacuum, respectively. The values
of the electron affinities of the TCNQ and TCNQ radical anion are indicated by the blue
and red arrows on the right side of the image.
In Eq. 9.3, z and z0 are the position of the molecular center of mass, and the position of the
image plane, respectively. The values of the two EAs, corrected to account for the interaction
with the conducting surface, are shown in Fig. 9.7, where it can be seen that the proximity of
the surface moves the 1st EA of the neutral molecule below the Fermi energy of gr./Ru. As a
consequence, one electron is transferred from the surface to the molecule. On the contrary, the
shift induced by image-charge effects is not sufficient to bring the EA of the radical anion below
the Fermi energy of gr./Ru, thus preventing the spontaneous formation of the doubly charged
anion.
The fact that the LUMO of TCNQ is only partially occupied is corroborated by the com-
parison between the experimental and the simulated STS data (see Fig. 9.8). At high negative
bias voltages (Vbias = - 2.0 V in the experiment) a molecular resonance appears, which does
not present any central node. By comparing the shape of this resonance with the gas-phase or-
bitals shown in Fig. 9.2, it is possible to assign it to the HOMO of the neutral TCNQ molecule.
On the other hand, a second molecular resonance which has the same shape of the gas-phase
LUMO of the neutral TCNQ molecule can be identified both at negative (Vbias = - 0.8 V in the
experiment) and positive bias voltages (Vbias = + 1.0 V in the experiment).
From the previous analysis, it can be concluded that the main role of graphene is that of
allowing the charging of the molecule by one electron, and to maintain the molecule decoupled
from the substrate. This is the ideal condition for the transferred electron to remain localized
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(a) (b) (c)
(d) (e) (f)
Figure 9.8: Spatial distribution of the molecular frontier orbitals for TCNQ adsorbed on
graphene/Ru(0001). (a-c) Spatially resolved dI/dV maps of individual TCNQ molecules
adsorbed on gr./Ru recorded at Vbias = - 2 V (a), Vbias = - 0.8 V (b) and Vbias = + 1.0
V (c). (d-f) The corresponding simulated dI/dV maps are shown in panels. To simulate
the dI/dV maps, the DOS has been integrated in the energy range [ - 1.2 eV : - 0.8 eV ]
(d), [ - 0.3 eV : 0.0 eV ] (e) and [ 0.0 eV : +0.3 eV ] (f).
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(b)(a)
Figure 9.9: (a) Spin-density distribution (isocontour value = 7.5×10−4 electrons /A˚3)
for a single TCNQ molecule adsorbed on gr./Ru. Yellow and green indicate positive and
negative spin densities, respectively. (b) Spin-polarized PDOS over s and p orbitals for
the same molecule.
on the molecule, thus transforming neutral TCNQ into the radical anion. This hypothesis is
confirmed by spin-polarized DFT calculations, which reveals a net magnetic moment M = 0.4
µB . The spin-density associated with this magnetic moment (see Fig. 9.9 (a)) is completely
localized on the molecule, and has a central node which resemble that of the LUMO of the
neutral TCNQ. Accordingly, the spin-up and spin-down components of the projected DOS on
the TCNQ s and p orbitals (see Fig. 9.9 (b)) do not have the same ratio of filling, and are splitted
in two peaks that can be associated with the SOMO and the SUMO of the TCNQ radical anion.
This confirms that the electron transferred to the TCNQ molecule remains essentially unpaired.
Experimentally, this theoretical prediction is verified by STS. At Vbias = 0.0 V, a sharp resonance
appears in the STS spectra, which can be associated to the formation of a Kondo resonance1
between the unpaired electron localized on the molecule, and the conduction electrons of the
underlying metal (see Fig. 9.10).
A subsequent analysis reveals that the interaction between TCNQ and gr./Ru is not identical
across the L regions of the gr./Ru moire´. Indeed, the different contrast observed in the experi-
mental and simulated STM topographical images at the two L regions (see Fig. 6.9 in Chapter
6) indicates that they exhibit a different electronic structure, as a consequence of the different
configuration of the graphene atoms over the Ru(0001) surface. This idea is further supported
by the fact that different trends of the conductance, as a function of the tip height over the
surface, have been measured with the STM at the two L regions of the graphene moire´ [340].
In addition, the observation of the Kondo effect indicates that the molecule interacts, although
very weakly, with the underlying metal. This may be also inferred from the fact that the peaks
in the projected DOS on the atomic orbitals of the molecule exhibit a small, but non-negligible
broadened structure. Experimentally, this should be reflected in a variation of the spectral fea-
ture at Vbias associated with the Kondo scenario, for molecules adsorbed on different regions of
1see Appendix A.3
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Figure 9.10: Kondo resonance measured by STS over TCNQ on gr./Ru. (1,black) dI/dV
spectra above the molecular SOMO resonance and (2,red) dI/dV spectra above gr./Ru.
The image on the left is a topography that identifies the sites over which the dI/dV
spectra have been measured. The spectra over the molecule has been fitted with a Fano
profile, with parameters q = 40 and Γ = 10 meV, which gives an estimation for the Kondo
temperature of ∼60 K.
the gr./Ru moire´.
In agreement with these considerations, the magnetic moment is found to vary across the L
regions of the moire´, with values M = 1.0 µB , M = 0.4 µB , and M = 0.2 µB , for adsorption sites
Fcc-Top or Hcp-Top and Bridge (region in between Fcc-Top and Hcp-Top sites), respectively1.
The increased coupling with the surface leads to a decrease of the magnetic moment, as evidenced
by the fact that lower values of the magnetic moment are associated with broader projected DOS
(see Fig. 9.11). This indicates that the coupling of the molecular states with the surface varies
across the different L regions, and that this coupling affects the magnetic properties of the
individual TCNQ molecule.
To understand the effect of the molecule-substrate coupling on the electronic structure of
TCNQ, the interaction between the molecule and two 6×6 lattice-matched models, representative
of the two L regions of the gr./Ru moire´, has been studied (see Fig. 9.12). In a first step, the
electronic structure of the surfaces in the absence of the molecule has been analyzed. The
different configuration of the graphene atoms over Ru(0001) has important consequences on the
electronic structure close to the Fermi level. In fact, the bands of the 6× 6− (Fcc− Top) model
(Fig. 9.12 (e)) are considerably different from those of the 6× 6− (Hcp−Top) model (Fig. 9.12
(g)). In particular, the states which has the most relevant weight on the graphene atoms at the
Γ-point lie at different energies depending on the configuration of graphene, i.e., at E-EF = -
0.3 eV in the 6 × 6 − (Fcc − Top), and at E-EF = 0.02 eV in the 6 × 6 − (Hcp − Top) model.
The observed complex structure of the electronic bands with relevant weight on the graphene
is the results of the folding of the bands associated with this states, which lie at the K-point
1For the 0◦ orientation, a similar trend is observed, with a variation between M = 0.9 µB (Fcc-Top) and M
= 0.1 µB (Hcp-Top)
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Figure 9.11: Spin-polarized PDOS over s and p orbitals for the TCNQ molecule adsorbed
on the 11×11/10×10 gr./Ru unit cell with Fcc-Top(30◦), Bridge(30◦), and Hcp-Top(30◦)
configurations (see Fig. (9.4)).
in the corresponding 1×1 models. Thus, the character of the relevant bands in each model
should be similar to that of the state at the Γ-point. However, the two states are considerably
different. The state of the 6× 6− (Fcc−Top) model with energy E-EF = -0.3 eV at the Γ-point
penetrates considerably into the Ru(0001) surface (see Fig. 9.12 (i)). Conversely, the state of
the 6 × 6 − (Hcp − Top) with energy E-EF = 0.02 eV at Γ is strongly confined at the surface
(see Fig. 9.12 (k)). Its probability density at the graphene layer is considerably larger than that
of the state of the 6 × 6 − (Fcc − Top) model, and after the topmost Ru(0001) it decays very
rapidly. This clarifies why the contrast of the two L regions of the gr./Ru is different in the
STM images. The probability density at the surface is larger in the Hcp-Top region than in the
Fcc-Top region. Therefore, the former region appears brighter, whereas the latter region appears
darker.
The different character of these electronic states at the surface influences considerably the
properties of the adsorbed molecule. For both models, the calculated electron transfer to the
molecule is ∼1 electron, i.e., similar to that calculated using the lattice-mismatched model.
However, the presence of a finite magnetic moment depends on the model employed. In the
Fcc-Top model, the magnetic moment on the molecule is preserved (M = 0.51 µB). On the
other hand, in the Hcp-Top model, the magnetic moment is completely quenched (M = 0.02
µB). This behaviour can be rationalized in terms of the strength of the interaction between the
molecular states and the gr./Ru states at the surface. In the 6 × 6 − (Fcc − Top) model, the
coupling of TCNQ with the gr./Ru state that extend above the surface is weaker, due to the
small probability density of the relevant gr./Ru states. On the other hand, the behaviour is the
opposite for TCNQ adsorbed on the 6×6− (Hcp−Top) model, due to the localized character of
the relevant gr./Ru state. These results reproduce qualitatively the trend observed in Fig. 9.11.
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Figure 9.12: (a) Top view geometry of the 6× 6− (Fcc− Top) lattice-matched gr./Ru
model. (b) Top view of the adsorption geometry of TCNQ on the model shown in (a).
(c,d) Same as (a,b), but for the 6 × 6 − (Hcp − Top) model. TCNQ, graphene, topmost
Ru(0001) and topmost-1 Ru(0001) atoms are shown in orange, light-blue, white and gray,
respectively. (e) Band structure of the 6× 6− (Fcc− Top) model along the Γ→ K →M
path of the 1st Brillouin zone. (g) Same as (e) but for the 6 × 6 − (Hcp − Top) model.
(f,j) Spin resolved band structure along the Γ → K → M path for TCNQ adsorbed on
the 6 × 6 − (Fcc − Top) model. (h,l) Same as (f,j), but for the 6 × 6 − (Hcp − Top)
model. Projections on graphene and TCNQ atoms are shown in light-blue and orange,
respectively. (i) Probability density of the state indicated by the blue arrow in (e). (k)
Probability density indicated by the red arrow in (g).
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Figure 9.13: Topographic STM image (3×3 nm2) of a TCNQ dimer on gr./Ru, measured
at 4.6 K with the tunneling gap stabilized at Itunnel = 20 pA and Vbias = - 0.8 V. The
right panel is a scheme of the geometry of a dimer formed by two ideally non-interacting
molecules, with the dashed green line indicating where one should expect to find a node
for two non-interacting molecules.
However, the interaction of the molecule with the surface in the 6×6 is overestimated, because
of the artificial stretch of the graphene layer. For this reason, the magnetic moments for the
molecule adsorbed on the two 6×6 lattice matched models are considerably lower than the ones
obtained for the molecule adsorbed on the corresponding L regions of the gr./Ru 11×11/10×10
unit cell.
9.2 Interaction between two organic magnetic impurities: TCNQ dimers on
graphene on Ru(0001)
As already observed in Fig. 9.3, the deposition of TCNQ on gr./Ru does not lead only to isolated
molecules, but also to cluster of molecules. In particular, oligomers of an increasing number
of units (up to five units) can be observed on the surface. In the absence of any additional
interaction, the adsorbed TCNQ radical anions should repel each other as a consequence of the
electrostatic interaction. However, the observation of clustered molecules indicates that there are
other intermolecular forces that counterbalance the electrostatic repulsion and tend to stabilize
the molecular oligomers on the surface. Indeed, TCNQ radicals are known to be able to form
pi-stacked dimers [347]. However, theoretical calculations have shown that such dimers are stable
only in the presence of counter-ions [348, 349].
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Fig. 9.13 shows a close-up of an STM topography taken over a TCNQ dimer. Similarly to
the image presented in Fig. 9.3, this image is taken at negative bias voltages, using a value of
Vbias = - 0.8 V, which corresponds to that used to image the SOMO resonance of the isolated
TCNQ molecule. The features of the molecular electronic states observed in the dimer are very
similar to those of the isolated molecule. In fact, the shape of the molecular resonance resemble
that of the LUMO of the neutral TCNQ. This indicates that, also in this case, the molecules
have been charged by deposition on gr./Ru. A more detailed analysis also suggests that the
two fragments are indeed interacting. In fact, for two non interacting TCNQ molecules, there
should be a nodal plane in between the two molecules, due to the different sign of the SOMO
wavefunction. However, no nodes are observed in between the two TCNQ molecules. This fact
is unlikely to be related to the finite resolution of the tip, because all the other relevant nodes
corresponding to the LUMO of the neutral TCNQ can be perfectly distinguished.
In the following, it will be shown that the analysis of the STM images of isolated TCNQ
dimers formed on gr./Ru reveals that such dimers have an open-shell ground state. This is a
direct consequence of the degeneracy of the SUMO of the two radical fragments, and of the small,
but non-negligible, overlap between their wavefunctions.
Computational details
Calculations for the dimer adsorbed on the three-layers 11×11/10×10 gr./Ru unit cell have been
performed using computational settings similar to that employed for the adsorbed monomer. The
dimer has been constructed by adding a second molecule to the Bridge (30◦) configuration of the
isolated molecule. The geometry of the two molecules has been optimized using DFT+D2/PBE.
A threshold criterion for the convergence of the forces of 0.05 eV/A˚ has been used, and the
atoms of the surface have been kept frozen during the geometry optimization. Single-points
spin-polarized DFT calculations have been performed on the optimized geometry. Here, the
charge density redistribution upon adsorption has been calculated by considering the reference
densities of the two separate molecules:
∆ρ = ρ(r)TCNQ1−TCNQ2−gr./Ru − (ρ(r)TCNQ1 + ρ(r)TCNQ2 + ρ(r)substrate) (9.4)
Gas-phase calculations for the doubly charged TCNQ dimer have been performed at the
DFT+D2/ PBE level of theory, using a computational set-up similar to that used for the charged
monomer. Two electronic configurations have been considered, namely the open-shell triplet
and the close-shell singlet. Both configurations can be described by a single Slater determinant.
Therefore, spin-contamination is low1 and the calculated energy differences, even if very small,
can be considered reliable. Total energies of the dimer have been calculated on the optimized
geometry for each electronic configuration considered.
1< S2 > = 0.0000 for the singlet and < S2 > = 2.0059 for the triplet
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Figure 9.14: (a) Top view of the geometry of TCNQ dimer on gr./Ru. Nitrogen, car-
bon and hydrogen atoms of the TCNQ molecule are printed in blue, cyan and white,
respectively. The carbon atoms of the graphene monolayer are printed in different colors
depending on their height (dark: low; grey: high). Ru atoms are printed in white. (b)
Simulated STM image at negative bias voltages. To simulate the STM image, the DOS
has been integrated in the energy range [ - 0.3 eV : - 0.0 eV ].
Fig. 9.14 (a) shows the geometry of the optimized TCNQ dimer on gr./Ru. The adsorption
energy is calculated to be -2.44 eV / TCNQ molecule, i.e., the dimer is stable when adsorbed
on gr./Ru. One of the reasons for this stability is that the cyano groups of one of the TCNQ
molecules face the hydrogen atoms belonging to the other one, in a configuration which maximizes
the number of possible hydrogen bonds. The adsorption energy is very similar to that calculated
for the TCNQ monomer, which is fully consistent with the experimental observation that the
TCNQ dimers and monomers coexists on the surface of gr./Ru. The simulated STM image
at negative bias voltages (Fig. 9.14 (b)) agrees with the experimental one, and, in particular,
the absence of nodal planes between the two molecules is reproduced. This confirms that the
calculated geometry is representative of the one observed experimentally, and rules out completely
that the features observed in the measured STM images are due to the limited resolution of the
STM.
The charge transfer to the dimer is calculated to be 0.99 electrons / TCNQ molecule. There-
fore, each molecule gains one electron from the surface. However, the analysis of ∆ρ (Fig. 9.15),
calculated according to Eq. 9.4, indicates that the charge redistribution is not equal to that of
the bare sum of the charge redistribution of two isolated molecules. In fact, in the region in
between the two molecules, the increase of ∆ρ is continuous. This further supports the idea that
the interaction between the two molecules is not merely electrostatic, and that the transferred
electron delocalize across the whole dimer.
Spin-polarized DFT gives a net magnetic moment of M = 1.0 µB for the TCNQ dimer
adsorbed on gr./Ru. This value doubles that obtained for an isolated TCNQ molecule on gr./Ru.
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Figure 9.15: Isocountour surfaces (isocountour value = 0.001 electrons /A˚3) of the
electronic density redistribution upon adsorption of the TCNQ dimer on gr./Ru. The
electronic density redistribution has been calculated according to Eq. 9.4. Blue and red
areas indicate electron density accumulation and depletion, respectively.
Also in this case, it can be seen that the substrate has an influence on the magnetization of the
molecule, because the spin-density is not distributed equally between the two TCNQ molecules
(Fig. 9.16 (a))1. Consistently with the presence of a net spin on the TCNQ dimer, the PDOS
on the s and p orbitals of the TCNQ dimer indicates that the peak associated with the LUMO
in the neutral dimer splits in a spin-up and spin-down components (Fig. 9.16 (b)), in analogy
with what occurs for the isolated TCNQ molecule adsorbed on gr./Ru.
Thus, one faces with the problem of how it is possible to have two additional electrons
transferred to the TCNQ dimer and, simultaneously, a net spin localized on both molecules. In
order to clarify this problem, gas-phase calculations for a doubly charged TCNQ dimer have been
performed. Fig. 9.17 shows the orbital energy diagram for the close-shell singlet (M = 0 µB)
configuration and the open-shell triplet (M = 2 µB) configurations of the doubly charged TCNQ
dimer. In the close-shell singlet, the HOMO is formed by the anti-symmetric combination of
the SOMOs of the two TCNQ radical fragments, while the LUMO is formed by their symmetric
combinations. Due to the small overlap between the wavefunctions of the two radical TCNQ
fragments, the HOMO and the LUMO of the dimer are extremely close in energy (∆E = 0.01932
eV). On the other hand, in the open-shell dimer, the α spin-orbital which correspond to the anti-
symmetric (SOMO-1) and symmetric (SOMO) combination of the SOMOs of the TCNQ radical
fragments are occupied. These two spin-orbitals are also very close in energy (∆E = 0.01769
eV). Indeed, the open shell triplet is 160 eV more stable than the close shell singlet. Thus,
the exchange interaction between the two electrons placed in the SOMO-1 and SOMO orbitals
favours the open shell configuration with respect to the close shell configuration, in which the
two electrons are placed in the same orbital. This effect, which is very similar to Hund’s rule
1The second molecule, where the spin density is lower, is pointing towards the Hcp-Top region of the moire´
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(b)(a)
Figure 9.16: (a) Spin-density distribution (isocountour value = 7.5×10−4 electrons /A˚3)
for a TCNQ dimer adsorbed on gr./Ru. Yellow and green indicate positive and negative
spin densities, respectively. (b) Spin-polarized PDOS over s and p orbitals for the same
dimer.
in atomic and molecular systems, is the main reason for the lift of the orbital degeneracy. The
presence of two orbitals, which correspond to the symmetric and anti-symmetric combination
of the SOMOs of two radical anions, is also consistent with the simulated STM images shown
in Fig. 9.14 (b). The shape of the electronic density with no nodal planes between the two
TCNQ molecules, similar to that calculated for the doubly charged dimer on gr./Ru, can only be
obtained by combining the electronic densities SOMO and SOMO-1 of the open-shell gas-phase
dimer.
In summary, the analysis of the TCNQ dimer adsorbed on gr./Ru suggests that the electrons
transferred from the substrate to the TCNQ dimer occupy orbitals which are spatially delocalized
over the TCNQ dimer, and that the electronic configuration of the charged dimer has an open-
shell character.
9.3 Magnetically ordered phases of TCNQ monolayers deposited on graphene on
Ru(0001)
Similarly to the TTF-TCNQ charge transfer salt, the first organic magnets that have been syn-
thesized are charge transfer compounds, in which the unpaired electrons on the acceptor molecule
couple with the unpaired electrons on the donor, which is usually a metal, or a metalorganic
compound [350, 156, 351, 352, 353]. On the other hand, stable magnetism in purely organic
compounds is considerably more difficult to achieve [354, 355, 356, 357], as the constituent units
are usually radical species, which are reactive and difficult to assemble in molecular crystals [358].
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Figure 9.17: Molecular orbital diagram for the frontier orbitals of the closed-shell singlet
and the open-shell triplet electronic configurations of the doubly charged TCNQ dimer in
the gas-phase.
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(a) (b) (c)
Figure 9.18: Experimental images of the evolution of TCNQ self-assembly patterns on
gr./Ru as a function of coverage. (a) 1/3 monolayer, (b) 1/2 monolayer, (c) 1 monolayer.
In Section 9.2, the characteristics of TCNQ dimers adsorbed on gr./Ru, have been studied as a
representative example of the charged TCNQ oligomers that are encountered at the low coverage.
Increasing the molecular coverage up to one-third and then to half monolayer leads first to the
formation of molecular stripes (Fig. 9.18 (a)) and consequently to the complete decoration of
the L regions of the gr./Ru moire´ (Fig. 9.18 (b)). Further increasing the coverage leads to a
radical change in the self-assembly pattern. In fact, once the molecules are forced to occupy the
H regions of the moire´, a well ordered self-assembled monolayer is formed (Fig. 9.18 (c)), which
extends regularly over the entire moire´. Thus, at one monolayer coverage, the intermolecular
interactions prevail over the molecule substrate interaction, that dictates the molecular ordering
at lower coverages.
Along this section, evidence will be provided that such TCNQ monolayers maintain the
open-shell character present in the TCNQ monomers and dimers adsorbed on gr./Ru. The
mechanism which stabilizes the open-shell solution is a direct molecular coupling of the frontier
orbitals of neighbouring TCNQ molecules. This coupling leads to the formation of spin-split
molecular bands, which are the extension to the infinite 2D periodic monolayer of the delo-
calized intermolecular bonds described for the dimer in the previous Section 9.2. Calculations
performed on an ideal, free-standing TCNQ monolayer confirm that such bands have an almost
flat character, which has been demonstrated to be a condition favouring ferromagnetic ordering
[359, 360]. Thus, the theoretical calculations suggest that a TCNQ monolayer adsorbed on gr/Ru
may exhibit magnetic ordering. This theoretical prediction is confirmed by spin-polarized STM
experiments.
Computational details
All the calculations for the full TCNQ monolayer (TCNQ-ML) adsorbed on gr./Ru have been
performed at the DFT+D2/PBE level of theory using computational settings and procedure
similar to that employed in Section 9.2. Two different models have been used, in order to account
for all the configurations of the TCNQ molecules over gr./Ru observed in the experiments (see
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(a) (b)
Figure 9.19: The two models employed to simulate a TCNQ monolayer on gr./Ru.. (a)
Model “M1” without molecule on the top of the H region of the moire´. (b) Model “M2”
with molecule on the top of the H region of the moire´. Top panels show a lateral view
of the unit cell employed. Bottom panel show top view of the unit cell (red line). For
the TCNQ molecules, nitrogen, carbon and hydrogen atoms are printed in blue, cyan and
white, respectively. The carbon atoms of the graphene monolayer are printed in different
colors depending on their height (dark: low; grey: high). Ru atoms are printed in white.
Fig. 9.19). A first model (M1) has been constructed by adding seven additional TCNQ molecules
to the geometry of the Bridge (30◦) configuration (see Fig. 6.3). This model, does not reproduce
all the possible adsorption configurations of the TCNQ-ML over gr./Ru. In particular, it does
not consider the case in which a molecule is placed exactly on top of the H region of the gr./Ru
moire´. To describe this feature, a second model (M2) has been built, in which the TCNQ-ML
has been shifted in the xy-plane, so that one molecule lies exactly at the center of the H region
of the moire´. It should be noticed that, due to the periodic boundary conditions imposed by the
11×11/10×10 gr./Ru unit cell, the intramolecular distance in these models is slightly lower than
that obtained for the adsorbed TCNQ dimer, i.e., the monolayer is slightly compressed in the
xy-plane.
In order to characterize the properties of the TCNQ-ML in the absence of the substrate, two
different models have been employed: (i) a rectangular unit cell formed by two planar TCNQ
molecules, which reproduces a planar TCNQ-ML; (ii) the isolated TCNQ-ML with the same
geometry as that obtained after adsorption on gr./Ru (model M1 has been used). In (i) an
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11×11×1 mesh has been used, while in (ii) a 3×3×1 and a 5×5×1 k-point meshes have been
used to sample the 2D Brillouin Zone. In (i) and (ii) it has been checked that the results remain
unchanged if a non-collinear DFT formalism that include the spin-orbit coupling is used. In
these calculations, the magnetization density obtained from the collinear spin-polarized DFT
calculations [361] has been used as an initial guess for the atomic magnetic moments [362]. To
check for the stability of the open-shell solution with respect to the close-shell solution, as a
function of the charging ratio (CR)1 of the monolayer, a third model has been employed. This
latter model has been constructed by multiplying by four times in the xy-plane the unit cell of
the planar TCNQ-ML (2 molecules / unit cell) , in order to consider a much larger number of
molecules within a single unit cell (16 molecules / unit cell).
To study the nature of the bonding between the TCNQ molecules, calculations for the gas-
phase neutral and singly charged TCNQ molecule, TCNQ dimer and a TCNQ tetramer have
been performed. In the tetramer, four TCNQ molecules form a cross. For this geometry, in the
neutral state, the LUMO is formed by the anti-symmetric combination of the LUMOs of the four
constituting TCNQ molecules. All calculations have been performed with TURBOMOLE [363]. The
molecular orbital analysis has been done on the DFT+D2/PBE optimized geometries using the
def2-TVZPP basis set [364].
Discussion
The optimized geometries of both models, M1 and M2, show that the TCNQ monolayer follows
the corrugation of the underlying graphene moire´. The adsorption energy is calculated to be -
1.88 eV / TCNQ molecule and - 1.84 eV / TCNQ molecule for models M1 and M2, respectively.
This confirms that the monolayer is stable and adsorbed on the surface with a large energy gain.
The average TCNQ-graphene distance of the monolayer is very similar to that obtained for the
TCNQ monomer and the dimer, ∼3 A˚.
Similarly to what observed for the monomer, the experimental STM topographical images
reveal that the molecular electronic density exhibit striking variations as a function of Vbias (Fig.
9.20(a-c)). At Vbias = -2.0 V, i.e., where the resonance of the HOMO of the isolated monomer
is observed, no nodes are observed in the central region of the molecules. However, at Vbias =
-0.8 V and Vbias = 1.0 V, well-resolved, tube-like structures separated by clear nodes appear,
which resemble that observed for the TCNQ SOMO and SUMO resonances (see Fig. 9.9). These
features are fully reproduced by the simulated STM images, for both model M1 (Fig. 9.20 (d-f))
and model M2 (Fig. 9.20 (g-i)). In addition, subtler features are also reproduced, such as the
lower resolution observed for the TCNQ molecules lying above the H regions of the moire´ at
Vbias = -0.8 V. This confirms that the models employed describe reliably the geometry of the
TCNQ monolayer on gr./Ru observed experimentally.
The presence of molecular bands having similar characteristics both at negative and positive
1For charging ratio it is intended the number of additional electrons added to the unit cell with respect the
neutral configuration.
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Figure 9.20: (a-c) STM topographical images obtained for a TCNQ monolayer adsorbed
on gr./Ru, recorded at Vbias = - 2 V (a), Vbias = - 0.8 V (b) and Vbias = + 1.0 V (c).
The corresponding simulated STM topographical images are shown in panels (d-f) for the
M1 model, and in panels (g-i) for the M2 model. To simulate the STM topographical
images, the DOS has been integrated in the energy range [ - 1.2 eV : - 0.8 eV ] (d,g), [ -
0.3 eV : 0.0 eV ] (e,h) and [ 0.0 eV : +0.3 eV ] (f,i).
154





Figure 9.21: (a-c) LUMOs of the neutral monomer, dimer and cross-shaped tetramer.
(d) formation energy (Eformation) per molecule of neutral TCNQ monomer, dimer and
tetramer in the gas phase. (e) Electron Affinity (EA) of neutral TCNQ monomer, dimer
and tetramer.
values of Vbias is also consistent with the calculated charge transfer to the molecule, which is
0.4-0.6 electrons / TCNQ molecule 1. Therefore, on average, one electron every two molecules is
transferred from gr./Ru to the TCNQ monolayer. By ideally extending to the infinite monolayer
the results obtained for the doubly charged TCNQ dimer in the gas-phase, where the frontier
orbitals are formed by symmetric/antisymmetric combination of the SOMO/SUMO of the TCNQ
radical anions, the tube-like features observed in the experimental and simulated images can
be described as delocalized electronic bands, which result from the symmetric/antisymmetric
combination of the frontier orbitals of the individual TCNQ molecules. Through a mechanism
very similar to that described for the TCNQ monomer and dimer on gr./Ru, electrons are
transferred to these molecular bands and are delocalized across the entire molecular monolayer.
The formation of extended intermolecular states, for the dimer and the tetramer, is reflected
in the formation energy per molecule (Eformation) of the neutral species. Fig. 9.21 shows
that this quantity increases monotonously (i.e., it becomes more negative) with the number of
1The precise value of the charge transfer per molecule depends on the position of the molecule over the
corrugated graphene moire´
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Figure 9.22: Electronic density distribution at the Γ-point of the first empty band for
model (ii) of the free-standing TCNQ monolayer. Carbon, nitrogen and hydrogen atoms
are shown on cyan, blue and white respectively.
molecules reaching Eformation = - 0.30 eV for the tetramer, because of the increasing number
of intermolecular interactions and the consequent development of the extended intermolecular
orbitals. Fig. 9.21 (e) shows that the 1st EA of the system increases monotonously (in absolute
value) from -3.67 eV (monomer) to -4.53 eV (tetramer). This reflects the fact that a singly
charged state will be stabilized more and more efficiently with increasing number of molecules
because of the delocalization of any additional electron in the extended intermolecular bands.
In addition to the charging, spin-polarized DFT calculations confirm that there is magnetic
net moment localized on the TCNQ monolayer. For model M1 and model M2, the net magnetic
moment are M = 1.3 µB and M = 1.0 µB , respectively. This suggests that the ground state of
the TCNQ-ML on gr./Ru may exhibit an open-shell character.
The molecular origin of the electronic bands observed in Fig. 9.20 is further confirmed by the
calculations performed on model (ii) of the free-standing TCNQ monolayer (Fig. 9.22). For the
neutral monolayer, the Kohn-Sham state at the Γ-point relative to the 1st unoccupied band has
exactly the same tube-like feature observed for the supported TCNQ monolayer, and is clearly
formed by the antisymmetric combination of the LUMOs of the TCNQ molecules. To simulate
the effect of doping, the free-standing monolayer has been charged with 0.5 electrons / TCNQ
molecule1. For this charging ratio (CR), the open-shell solution, in which the spin degrees of
freedom have been allowed to relax during the self-consistent cycle, is 53.9 meV more stable
than the close-shell configuration. For the former, the net magnetic moment is M = 1.95 µB .
If the difference between the spin-up and the spin-down electrons is maintained fixed to four
electrons, this difference increases to 105.1 meV and the net magnetic moment becomes M = 4.0
1For this model this means that the unit cell has been charged with 4 additional electrons.
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Figure 9.23: (a) Electronic density distribution at the Γ-point for the first unoccupied
band of model (i) for the free-standing, flat TCNQ monolayer. The unit cell is shown by
the back dashed lines. (b) Band structure and density of states of planar TCNQ ML, for
increasing amounts of extra charge (from left to right). Leftmost panels show the electronic
density distribution at the Γ-point (averaged in the z-direction) of the bands formed by
the anti-symmetric (blue) and symmetric (green) combinations of TCNQs LUMO. Solid
and dashed lines refer to spin-up and spin-down components. The red inset shows the unit
cell of the 1st Brillouin zone
µB . In both cases, this confirms that, when electrons are transferred to the TCNQ monolayer,
the open-shell solution is favoured.
To obtain further insight into the nature of the intramolecular bands formed in the TCNQ-
ML, model (i) for the free-standing TCNQ-ML has been considered (Fig. 9.23). The Kohn-Sham
state at the Γ-point relative to the first unoccupied band of the planar neutral monolayer (Fig.
9.23 (a)) is identical to that shown in Fig. 9.21 for model (ii) for the free-standing TCNQ-
ML. This confirms that the formation of the molecular band is a robust result, which does not
depends on the particular periodicity or geometry employed. Indeed, the bands of this simple
model are almost flat (Fig. 9.23 (b)). Upon charging the unit cell with 0.5 electrons / TCNQ
molecule, they maintain their flat character, but the spin-up and spin-down components split in
energy, and the spin-up component of the first unoccupied band moves below the Fermi level.
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Figure 9.24: Energy difference (∆E) per molecule between the open-shell (with a fixed
difference between spin-up and spin-down electrons) and the close-shell configurations for
the free-standing, planar TCNQ monolayer for charging ratios (CR) between 0.33 and
1.0 electrons / TCNQ molecule. The inset shows the unit cell used for the calculations.
Nitrogen, carbon and hydrogen atoms are printed in blue, grey and white, respectively.
Consequently, the unit cell acquires a net magnetic moment M = 0.98 µB , which corresponds
to ∼0.5 µB / TCNQ molecule. This behaviour reproduces qualitatively the results obtained for
model (ii) of the free-standing TCNQ-ML.
For systems having flat, or almost flat, bands, theoretical predictions based on the Hubbard
model [365, 366] have shown that, when such band becomes half-filled or when it is close to
half-filling, the system should exhibit a ferromagnetic ground-state [367, 360, 359], which is
favoured by electronic exchange. Indeed, for purely organic polimers, the possibility of flat-band
ferromagnetism has been demonstrated by spin-polarized DFT calculations [368]. In the present
case, however, the planar free-standing model provides a description of the system which is too
oversimplified, and therefore cannot be used to predict the ground state magnetic order of the
TCNQ monolayer on gr./Ru. Nevertheless, it can still provide insight on the existence of an
open-shell ground state in TCNQ-ML on gr./Ru. The presence of an open-shell ground state
is the main prerequisite for magnetic ordering, which may arise as a consequence of the flat
character of the electronic bands. To this aim, the stability of the open-shell ground state with
respect to the close-shell ground state in the flat TCNQ-ML has been investigated1. The unit cell
which has been employed for these calculations corresponds to the unit cell shown in the inset of
Fig. 9.21. This larger unit cell permits to consider a larger number of CRs, ranging from CR =
0.33 electrons / TCNQ molecule to CR = 1.16 electrons / TCNQ molecule. Indeed, the stability
of the open-shell solution increase monotonously all the CRs considered up to CR = 1.0 electrons
1In this case, to calculate the open-shell ground state, the difference between the number of spin-up and
spin-down electrons has been always maintained equal to the number of electrons added in the supercell, in order
to consider the open-shell ground state solution having the maximum multiplicity.
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Figure 9.25: (a,b) STM topographic images (left: 16.7 nm × 12.1 nm2 and right: 14 ×
8.5 nm2 ) of a TCNQ monolayer on gr./Ru recorded at Vbias = +1.5 V and Itunnel = 100
pA (left) and Itunnel = 50 pA (right). (c) dI/dV curves obtained by spin-polarized STS
using Fe-coated W tips, averaged over three unit cells of the moir superstructure for the
left (red) and right (black) domains of (a). (d) dI/dV curves obtained using non-magnetic
W tips, averaged over three unit cells of the moire´ superstructure for the left (red) and
right (black) domains of (b). The black lines in (a,b) indicate the long axis of the TCNQ
molecules in the molecular domains.
/ TCNQ molecule, which correspond to the complete filling of the spin-up components of the
electronic bands formed by the symmetric and anti-symmetric combinations of the SUMO of the
TCNQ radical anion. At CR = 1.16 electrons, the situation changes, and the open-shell ground
state becomes energetically disfavoured by + 316 meV. Thus, it is verified, in the entire range
of CR relevant for the calculations of the TCNQ-ML adsorbed on gr./Ru.; that the predicted
stability of the open-shell ground state does not depends sensibly on the exact CR considered.
This analysis further supports the idea that the a TCNQ-ML on graphene may exhibit an open-
shell ground state, and that this ground state may exhibit some kind of magnetic ordering, at
least at T = 0 K, which is the temperature considered in the calculations.
In order to verify this theoretical suggestion, spin-polarized STM experiments have been
performed. As described briefly in Appendix A.2, the tunnelling current measured in a spin-
polarized STM experiment shows a dependence on the angle formed between the magnetization
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vector of the tip and the magnetization vector of the sample. Thus, for domains oriented in
different directions, since the magnetization vector of the tip is fixed, the tunnelling current for
one spin component should change when moving from one domain to the other, whereas, for the
second spin component, the tunnelling current should change in the opposite direction. Fig. 9.25
shows a spin-polarized STM experiment performed using a magnetic Fe-coated W tip and the
corresponding STM experiments performed using a non-magnetic W tip. It can be seen that, in
the spin-polarized experiment, the peaks realtive to the resonance corresponding to the occupied
and unoccupied parts of the intramolecular bands, formed by the symmetric/anti-symmetric
combinations of the LUMO of the neutral molecule (blue and green arrows), exhibit a magnetic
contrast when one moves from one domain to the other. This contrast is not present in a similar
STM experiment performed using the non-magnetic W tip. In both experiments, the peak at
Vbias = -2.0 V (orange arrow) does not exhibit any kind of contrast, because it is associated with
an electronic band which is already completely filled. This provides an experimental evidence of





En esta tesis, se han utilizado ca´lculos DFT para investigar la estructura, y las propiedades
electro´nicas de una monocapa epitaxial de grafeno crecida sobre Ru(0001) (gr./Ru), y la ad-
sorcio´n de la mole´cula aceptora de electrones 7,7′,8,8′-tetracianoquinodimetano (TCNQ) en esta
superficie. Todo el trabajo ha sido llevado a cabo en una colaboracio´n estrecha con grupos experi-
mentales expertos en microscop´ıa de efecto tu´nel (STM) y microscop´ıa de fuerza ato´mica (AFM).
En esta colaboracio´n, los resultados que se han presentado han contribuido a aclarar las detalles
estructurales y electro´nicos de gr./Ru, y tambie´n las propiedades electro´nicas y magne´ticas de
las monocapas moleculares depositadas en esta superficie.
La simulacio´n de gr./Ru no es trivial, debido a la presencia de una superestructura de moire´
corrugada, que aparece como consecuencia de la falta de correspondencia entre la constate retic-
ular del grafeno y la de Ru(0001). Por esta razo´n, se ha hecho un esfuerzo considerable para
obtener un modelo realista de esta superficie. Al principio, se ha investigado el papel de las in-
teraccio´nes de van der Waals en la estructura de la monocapa de grafeno. Se ha observado que la
contribucio´n de las fuerzas de vdW en la interaccio´n grafeno-Ru(0001) var´ıa considerablemente
a lo largo del moire´, y es mucho mas fuerte en las regiones que no esta´n enlazadas de manera
covalente con la superficie de Ru(0001). Utilizando mode´los de gran escala que describen la
formacio´n del moire´ de manera realista, se ha demonstrado que las interaccio´nes de vdW son
responsables para una reducio´n de la corrugacio´n de moire´ de grafeno del 25%. Tal modificacio´n
geometrica mejora considerablemente el acuerdo entre las ima´genes STM simuladas y aquellas
medidas experimentalmente, en comparacio´n con geometr´ıas donde las interaccio´nes de vdW no
se han tenido en cuenta. Po esta razo´n, esta parte del trabajo a dado la primer evidencia que las
interaccio´nes de vdW deben tenerse en cuenta, al momento de simular monocapas de grafeno en
superficies meta´licas con una diferencia de constante reticular.
En una segunda fase, se ha estudiado la estructura electro´nica de gr./Ru. La geometr´ıa
corrugada del moire´ de grafeno se ha relacionado con modulaciones perio´dicas en la estructura
electro´nica de la superficie, que aparecen en distintas regiones del espectro electro´nico. Cerca del
nivel de Fermi, las caracter´ısticas afiladas que se han observado en los espectros de espectroscop´ıa
de efecto tu´nel en las regiones altas del moire´ de grafeno, se han asignado a estados electro´nicos
que esta´n fuertemente confinados por debajo de las protuberancias de grafeno. Adema´s, se ha
mostrado inequ´ıvocamente que el contraste topografico observado con el STM a voltajes positivos
muy altos esta´ relacionado con un nuevo estado de intercara, que esta´ fuertemente localizado
en las regiones bajas de la superestructura corrugada de grafeno. Esta inversio´n de contraste
puede ser reproducida por la teor´ıa, solo si los modelos utilizados describen al mismo tiempo
la formacio´n del moire´, los estados electro´nicos vac´ıos de Ru(0001). Este u´ltimo resultado ha
puesto fin de manera definitiva a una controversia relacionada con la correcta identificacio´n de
los estados vac´ıos en gr./Ru.
En una tercera fase, se han explorado las propiedades meca´nicas de gr./Ru. Las simulacio´nes
teo´ricas de la indentacio´n del grafeno corrugado por una punta han mostrado que la respuesta
de las partes altas del morie´ bajo una deformacio´n grande es completamente reversible. Estas
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simulacio´nes han permitido racionalizar experimentos de AFM complementarios, que han evi-
denciado como la repuesta meca´nica de las partes altas del moire´ es distinta de aquella de la
las partes bajas, sugiriendo que las primeras puedan deformarse mecanicamente por medio de
una punta de AFM. Por esta razo´n, estos resultados han dado la primera evidencia experimental
que las propiedades meca´nicas del grafeno se mantienen hasta en muestras formadas por pocas
decenas de a´tomos de carbono.
Finalmente, utilizando los modelos desarrollados en el trabajo previo, se ha investigado la
adsrocio´n de la mole´cula aceptora de electrones TCNQ en gr./Ru. Los ca´lculos han mostrado
que, al adsorberse en gr./Ru, los monomeros de TCNQ reciben un electro´n desde el grafeno. Al
mismo tiempo, el grafeno desacopla de manera eficaz la mole´cula de la superficie, de tal manera
que el electro´n transferido al TCNQ se mantiene desapareado. Esta prediccio´n teo´rica ha sido
verificada por experimentos STS que han observado la existencia de un pico Kondo cuando la
punta del STM esta´ posicionada por encima de la mole´cula. Los ca´lculos han mostrado tabmie´n
que el caracter de capa abierta de las especies moleculares adsorbidas se mantiene al formarse el
d´ımero y la monocapa completa. Un analysis teo´rico detallado de un dimero de TCNQ y de la
monocapa autosuspendida, ha mostrado que la estabilidad de la soluccio´n a capa abierta es debida
a la formacio´n de bandas intermoleculares, que son el resultado de la combinacio´n de los orbitales
vac´ıos mas bajos de las mole´culas de TCNQ. La existencia de estas bandas ha sido verificada
por las ima´genes topogra´ficas de STM medidas en la monocapa completa de TCNQ adsorbida
en gr./Ru, y por las simulacio´nes correspondientes. Los ca´lculos para un modelo simplificado de
la monocapa de TCNQ autosuspendida han mostrado que las bandas intermoleculares son casi
planas, y podr´ıan dar lugar a estructuras ordenadas magneticamente. Por cierto, la presencia de
orden magnetico en la monocapa de TCNQ adsorbida en gr./Ru se ha visualizado por medio de





In this thesis, DFT simulations have been used to investigate the structure and the electronic
properties of an epitaxial monolayer of graphene grown on Ru(0001) (gr./Ru), and the adsorption
of the molecular electron acceptor 7,7′,8,8′-tetracyanoquinodimethane (TCNQ) on this surface.
The entire work has been carried out in close collaboration with experimental groups expert
in scanning tunnelling microscopy (STM) and atomic force microscopy (AFM). Within this
collaboration, the present results have substantially contributed to shed light on the electronic
and structural characteristics of gr./Ru, as well as on the electronic and magnetic properties of
the molecular monolayers deposited on this surface.
The simulation of gr./Ru is by no means an easy task, because of the presence of a corrugated
moire´ superstructure, which arises as a consequence of the mismatch between the lattice constant
of graphene and that of Ru(0001). Therefore, a significant effort has been made, in order to
obtain a reliable model for this surface. Initially, the role of van der Waals (vdW) forces in the
structure of the graphene monolayer has been investigated. The contribution of vdW forces to
the graphene-Ru(0001) interaction has been found to vary substantially across the moire´, being
much more pronounced in those region where graphene is not covalently bound to Ru(0001).
By employing large scale models that account realistically for the formation of the moire´, vdW
interactions have been found to be responsible for the reduction the corrugation of the graphene
moire´ by 25%. This geometric modification have considerably improved the agreement between
the simulated STM images and the experimentally measured ones, compared to geometries in
which vdW interactions have been neglected. Thus, this part of the work have provided the
first-ever evidence that vdW interaction should always be considered when simulating graphene
monolayers on lattice-mismatched metallic surfaces.
In a second step, the electronic structure of gr./Ru has been addressed. The corrugated
geometry of the graphene moire´ has been correlated to periodic modulations in the surface
electronic structure, which appear in different regions of the electronic spectrum. Close to the
Fermi level, the sharp features reported in the scanning tunnelling spectroscopy spectra measured
over the high regions of the graphene moire´ have been assigned to electronic states which are
strongly confined below the graphene protrusions. Moreover, it has been unequivocally shown
that the topographical contrast inversion observed with STM at high positive bias voltages is
related to the presence of a new interface state, which is strongly localized in the low regions of
the corrugated graphene superstructure. Such contrast inversion can be reproduced by theory,
provided that the models employed to simulate gr./Ru simultaneously account for the moire´
formation and describe correctly the unoccupied electronic structure of Ru(0001). This last
result has definitely settled down a long standing controversy related to the correct identification
of the unoccupied electronic states in gr./Ru.
In a third step, the mechanical properties of the gr./Ru have been explored. Theoretical
simulations of the indentation of the corrugated moire´ by a probing tip have shown that the
response of the high regions under heavy deformation is perfectly reversible. These simulations
have rationalized complementary AFM measurements, which provided evidence that the mechan-
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ical response of the high regions of the moire´ is different from that of the low regions, suggesting
that the former undergo a reversible mechanical deformation when probed by the AFM tip.
Thus, these results have provided the first evidence that the exceptional mechanical properties
of graphene are preserved even in samples formed by just few tens of carbon atoms.
Finally, using the models benchmarked with the previous work, the adsorption of the molec-
ular acceptor TCNQ on gr./Ru has been investigated. Calculations performed for the adsorbed
TCNQ monomers have shown that, upon adsorption on gr./Ru, each molecule receives one elec-
tron from graphene. At the same time, graphene decouples efficiently the molecule from the
surface, so that the electron transferred to the TCNQ molecule remains unpaired. This theo-
retical prediction has been verified by STS experiments, which have observed the existence of
a Kondo peak when the STM tip is positioned over the molecule. The calculations have also
shown that the open-shell character of the adsorbed molecular species is preserved upon the
formation of the dimers and of the full monolayer. A detailed theoretical analysis performed on
the free-standing dimer and monolayer, have shown that the stability of the open-shell solution
is due to the formation of intermolecular bands, which result from the combination of the lowest
unoccupied molecular orbitals of the individual TCNQ molecules. The existence of such bands
has been verified by STM topographic images measured over the full TCNQ monolayer adsorbed
on gr./Ru, and by the corresponding simulations. Calculations employing a simplified model of
a free-standing TCNQ monolayer have shown that the intermolecular bands are almost flat, and
therefore may results in magnetically ordered structures. Indeed, the presence of a magnetical






APPENDIX A. SCANNING PROBE TECHNIQUES
A Scanning probe techniques
In this Appendix, a brief overview of the experimental scanning probe techniques that have been
employed to measure the experimental data discussed in this work is provided. In Sections A.1
and A.2, scanning tunnelling microscopy and scanning tunnelling spectroscopy are presented as
a mean to obtain informations about the electronic structure of a surface. In Sections A.4 and
A.5, non-contact atomic force microscopy and 2D force spectroscopy, which permit a more direct
analysis of the structural properties of a surface, are discussed.
A.1 Scanning tunnelling microscopy
Scanning tunnelling microscopy (STM) [148, 149, 149] is a surface-sensitive technique that allows
to obtain real-space images of the electronic structure of a sample with sub-nanometer resolution.
The functional principle of STM involves, as its basic components, a sharp conductive probe
tip made, e.g., of tungsten, and a conductive substrate. The tip and the sample are approached
up to 5-10 A˚, so that their wavefunctions can overlap, and a small voltage of the order of 1 V
is applied between the two. Under these conditions, electrons have a small, but non-vanishing
probability of travelling across the classically forbidden vacuum gap, a phenomenon known as
quantum tunnelling [369]. By solving the time-dependent Schro¨dinger equation (Eq. 2.1) for a
simple 1D model of a free electron with wavenumber k, tunnelling through a rectangular potential
barrier having a width d, it is possible to show that the relationship between the current I and
the barrier width d is I ∝ e−2kd, i.e., that the tunnelling probability decreases exponentially
by increasing the barrier width. As the tip can be made extremely sharp, this exponential
dependence gives to this technique a very high vertical resolution. As a consequence, only few
electrons travel across the gap - naively, one could think that the only electrons travelling are
those of the last atom of the tip apex -, and tunnelling currents measured in STM are typically
in the pA to nA range, thus requiring sophisticated electronics to be detected. Such current is
the observable which is then used as the imaging signal.
Due to the extreme sensitivity of the measurement, very clean and controlled experimental
conditions must be achieved to obtain meaningful results. External contaminants are usually
eliminated by performing the experiments in airtight chambers, maintained under ultra-high
vacuum (UHV) - P ∼ 10−10 Bar. At these conditions, atomic resolution can be achieved,
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provided that the thermal vibrations of the sample are sufficiently quenched, by maintaining
the sample at liquid helium temperature - T = 4.6 K. These strict experimental conditions are
indeed very helpful to compare measured and simulated results, because they mimic at best the
environmental conditions used in static DFT calculations - 0 Bar and 0 K.
Two-dimensional topographic maps can be recorded by scanning the tip line-by-line over the
sample surface. Sub-nanometer precision in the tip positioning can be achieved by means of
piezoelectric tube scanners1 [370], provided that sufficient damping from the external vibrations
is ensured. Different imaging modes can be employed. In the experimental data discussed in
this thesis, the constant-current mode has been used, in which the tunnelling current is kept
at a constant value during scanning. This condition is maintained by controlling the vertical
position of the tip by means of a feedback circuit. Therefore, STM operated in constant current
mode provides 2D maps of constant current over the sample. Assuming the Tersoff-Hamann
approximation described in Section 5.1, these maps can be associated with iso-countour surfaces
of the surface LDOS at the position of the tip.
As already mentioned in Section 5.1 STM has the additional capability of detecting magnetic
ordering in the sample, if magnetic tips are used [371, 372, 373]. The most straightforward way
to build these tip is to cover non-magnetic tips (e.g. W) with a sufficiently large number of layers
of a magnetic material (e.g., Fe). The choice of the magnetic material is fundamental, because
its magnetic ordering over the non-magnetic material will determine the final tip magnetization.
Moreover, also the actual tip shape is important. In the case of Fe-coated W tips, which have
been used for the SP-STM measurements discussed in this thesis, it is known that Fe grows on W
with in-plane anisotropy. Therefore, a spin-polarized experiment performed with a Fe-coated W
tip will probe the in-plane magnetization of the sample [374]. In order to maximize the magnetic
contrast, blunt tip with almost only in-plane magnetization are desirable. In fact, sharp Fe-
covered W tips, which would provide better atomic resolution, are less suitable for spin-polarized
measurements, becasuse the in-plane component of the tip magnetization is too small.
A.2 Scanning tunnelling spectroscopy
The STM can be used in spectroscopic mode to obtain spatially resolved informations on the
local density of state of the sample, ρν(E, r0), with energy resolution, in accordance with Eq.
(5.10). In tunnelling regime, scanning tunnelling spectroscopy (STS) is recorded by positioning
the tip at the position of interest over the sample, and switching off the feedback control that
maintain the current constant. Then, the voltage is ramped and the variation of tunnelling
current dI is recorded as a function of the variation of voltage dV . Assuming the Tersoff-
Hamann approximation as in Eq. (5.10), at small finite biases, the signal will be proportional to
1In piezoelectric materials, an applied voltage causes a change in the crystal structure, that leads to a con-
traction of the piezo element in some directions and an expansion in the others.
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the LDOS of the sample:
dI
dV
∝ ρν(E, r0)ρµ(E), (A.1)
However, the interpretation of the dIdV data is complicated by the fact that the electronic
structure of the tip is unknown. Thus, to ensure the reliability of the obtained results, the
measurements are taken using different tips at identical surface locations. Although the electronic
structure of the tip is unknown, it is at least constant, for stable STS conditions. Thus, in the
tunnelling spectra obtained at different locations, the tip electronic structure will only contribute
as a constant background to the measurement. Consequently, the spatially dependent variations
in the electronic structure will not be influenced by the tip states.
Spin-polarized scanning tunnelling measurements can be performed on magnetic samples
[372, 373]. If the Tersoff-Hamann theory is extended to the spin-polarized case, it can be seen
that the proportionality relation shown in Eq. (A.1) becomes:
dI
dV
∝ ρν(E, r0) ρµ(E) + sν(E, r0) sµ(E), (A.2)
i.e., the tunnelling current will depend critically on the angle θ formed between the magnetization
vector of the tip, and the magnetization vector of the sample at r0. Notice that, in a case of a
non-magnetic tip interacting with a magnetic sample, the second term in the right side of Eq.
(A.2) will go to zero, and the standard Tersoff-Hamann relationship shown in Eq. (A.1) will be
recovered.
A.3 Kondo effect in scanning tunnelling spectroscopy
The Kondo effect describes the screening by conduction electrons of a magnetic impurity em-
bedded in a conductive host [375, 376]. Originally, this effect has been introduced to explain the
unusual behaviour of the resistivity as a function of the temperature observed in dilute magnetic
alloys [377]. In metals, the electric resistivity is due to electron-phonon interactions and intrinsic
defects. Thus, it decreases monotonously as a function of the temperature (∝ T5), due to ther-
mal quenching of the lattice vibrations, and saturates at a value which is ultimately related to
the intrinsic defects concentration. However, in some magnetic alloys, it has been observed that
the resistivity saturates at a certain temperature, and then increases logarithmically when the
temperature is decreased further [378]. This behaviour has been explained by introducing a new
scattering mechanism, in which the electrons of the metallic conduction band are scattered by
spin-flip excitations of the unpaired electrons localized at the magnetic impurities. In Kondo’s
model, the interaction between the magnetic impurity and the conduction electrons is treated
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perturbatively by means of the following Hamiltonian:
HKondo = H0 +W, (A.3)
W = JKs · S, (A.4)
where H0 is the Hamiltonian that describes the non interacting conduction electrons, and W
describes the interaction between the total spin of the conduction electrons s and the spin S of
the inpurity as an antiferromagnetic coupling (JK > 0). Using the hamiltonian presented in Eq.













where kB is the Boltzmann constant, me and qe are the electronic mass and electronic charge,
respectively, D is the half-bandwidth of the metallic conduction band and ρ(F ) the DOS at the
Fermi level F . The second term in the square parenthesis in Eq. A.5 predicts an increase of R
as the temperature is lowered, assuming an antiferromagnetic coupling of the local moment with
the conduction electrons. Thus, describing the resistivity by taking into account the higher order
terms described in Eq. A.5, the non-monotonic behaviour of R at low T is described correctly.
However, the model based on Eq. A.5 makes the unphysical prediction that the resistivity should
diverge as T → 0 K. Similarly, a perturbational approach leads to the following expression for













where g is the g-factor (assumed to be the same for the the impurity and the conduction elec-
trons), µB is the Bohr magneton and c2 is a coefficient that depends on the form used for
the conduction density of states. It can be seen this expression for χ(T ) diverges for a critical
temperature T = TK , which is called the Kondo temperature [375]:
kBTK = De
− 12ρJK . (A.7)
Because of the exponential dependence on JK , TK varies dramatically depending on the
nature of the magnetic impurity and the conductive host, ranging from 1 mK to 100 K.
A less phenomenological description of the Kondo effect implies that, due to the positive value
of JK , at T < TK a bound singlet state is formed [379], in which the unpaired electron on the
magnetic impurity is completely screened by the surrounding conduction electrons. In a simple
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two-orbitals/two-electrons model, in which the two orbitals represent the conduction band and
the semi-occupied orbital of the impurity, this bound state can be visualized as an open-shell
singlet with a multi-determinant wavefunction Ψ = 1√
2
[
|ϕα1ϕβ2 〉 − |ϕβ1ϕα2 〉
]
. On the other hand,
by considering, more realistically, the metallic character of the host, the singlet state can be
viewed as the unpaired electron of the magnetic impurity surrounded by a cloud of conduction
electrons polarized with opposite sign. The open-shell nature of Ψ requires that both orbitals
ϕ1 and ϕ2 must be semi-occupied. For the metallic band, this occurs only at the Fermi level.
Therefore, the formation of the Kondo singlet results in a new resonant state, localized in energy
at the Fermi level of the conductive host.
For magnetic adsorbates on conductive surfaces, the existence of this resonant state at the
Fermi level can be verified by STS [380, 381]. Therefore, dI/dV spectroscopy in a range very
close to the Fermi level (-100 meV ≤ Vbias ≤ 100 meV) provides a method to confirm indirectly
the magnetic nature of an impurity, such as an atom or a molecule, adsorbed on a conductive
substrate.
When a magnetic impurity is deposited on a conductive surface, the Kondo singlet will develop
at T < TK . Thus, a resonant state will arise at the Fermi level. Notice that the resonance is
not isolated, but it is embedded in the continuum of the electrons of the metallic conductor.
Consequently, when the STS is positioned above the magnetic impurity, for values of Vbias ≈ 0V ,
two transmission channels are active simultaneously. The first one involves the direct tunnelling
to the impurity, whereas the second one involves the indirect tunnelling to the impurity, assisted
by the conduction electrons of the metal. Therefore, this process is conveniently interpreted in
terms of a Fano resonance [382, 383]. Starting from Eq. 5.3, the expression for the tunnelling






|Mν′,µ|2δ (Eν′ − EF ) δ (Eµ − EF )
 (′ + q)2
(1 + ′)
+ C, (A.8)
where  = 2(E−EF )Γ is a reduced energy, Γ the line width of the resonant state at energy EF ,
ν′ is an index for those states of the metallic continuum that are coupled to the impurity, µ is
an index for the states of the tip, and C is a generic constant that includes the contribution to
I of all those states of the continuum that are not coupled to the impurity. The shape of the
resonance profile, described by the formula 
′+q
1+′ , is then determined by the asymmetry parameter
q, which indicates the ratio between the direct and indirect tunnelling processes. For q → ∞ a
perfect Lorentzian shape will be obtained, whereas for q → 0, a dip will be obtained, and q = 1
will result in a perfectly asymmetric shape. Indeed, it must be noted that the exact value of
q is strongly system-dependent. For examples, even different molecules adsorbed on the same
surface have shown clearly different Fano profiles [386, 387, 388].
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A.4 Non-contact atomic force microscopy
In atomic force microscopy (AFM) [150], a cantilever, having an integrated tip at its end, is
approached to the surface of the sample. When the tip is in proximity of the sample, the
presence of the surface causes the cantilever beam to deflect. The deflection is monitored by
measuring the displacement of a laser beam reflected off the back side of the cantilever via a
photosensitive detector [389], and used as imaging signal for generating 2D maps of the surface
topography.
Under UHV conditions, it is possible to operate the AFM in a non-destructive manner - i.e.
without making the tip and the sample touching each other - by using the so-called dynamic
AFM in frequency modulated mode [390]. Most of the the AFM experiments analyzed in this
thesis have been performed with this technique, which is also referred to as non-contact atomic
force microscopy (NC-AFM) [311, 339]. In NC-AFM, the cantilever is mechanically excited at the
resonance frequency f0 of its first flexural mode, and kept vibrating with a constant amplitude
A0. When the tip is approached to the surface, the oscillation frequency f of the cantilever
is modified with respect to f0, due to the interaction of the tip with the surface, while the
amplitude is maintained constant by an electronic detection system. The difference between f0
and f , which varies depending on the tip-sample distance z, is called the frequency shift, ∆f :
∆f(z) = f0(z →∞)− f(z), (A.9)
∆f , which is the observable used as imaging signal, is maintained at a constant value, while
the tip is scanned line-by-line over the surface, by varying the tip-sample distance. Thus, by
imposing a predetermined value of ∆f , one can explore maps of constant frequency shift over the
surface. Alternatively, one may think about the frequency shift as a mean to probe the relative
distance of the tip from the surface: larger values of ∆f will correspond to the tip beign closer to
the surface, and vice versa. Therefore, the frequency shift can be also used as a mean to control
the tip-sample distance, and check the effect of this distance on the surface topography.
Unlike STM, where the tunnelling current is the only source of signal, in NC-AFM there
are a number of possible interactions between the tip and the sample which contribute to the
signal. These interactions have a much slower decay than the tunnelling current, so that larger
regions of the macroscopic tip contribute to the overall tip-sample interaction. In UHV, they
are divided into two categories, depending on the range of the particular interaction [310]. Long
range forces can be distinguished in electrostatic forces and vdW forces, while short range forces
arise due to the chemical interaction between the tip and the sample. Ideally, during a NC-AFM
measurement one would like to eliminate any long range contribution. Nevertheless, this is by
no means easy. In particular, electrostatic forces arise because the tip and the sample generally
have different work functions. Therefore, when they are brought into contact, electrons flow from
the material with smaller work function to the one with higher work function, giving rise to a
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(Vbias − Vcpd)2 , (A.10)
where C is the capacitance between the tip and the sample, and Vbias is an external bias voltage
applied between the tip and the sample. By looking at Eq. (A.10), it is evident that one can try
to minimize Fel. by applying a voltage Vbias = −Vcpd. Vcpd, in turn, is determined by mapping
f(Z) at one point over the surface at large values of Z, where the contribution of chemical forces
is negligible. Additionally, the local electrostatic effect due to an electronically inhomogeneous
environment may still result in a locally varying electrostatic force. This contribution can be
suppressed by measuring continuously the local potential difference, Vlcpd, using kelvin force probe
microscopy (KFPM) [392, 393], and then applying a compensating counter-potential. However,
KFPM suffers form the so-called averaging effect [394, 395, 396], i.e., the influence on the local
contact potential difference of lateral electrostatic interactions, which tend to smoothen the
differences in Vlcpd.
VdW forces cannot be removed in the same way as electrostatic forces. However, it has been
found empirically that appropriate combinations of A0 and k - usually A0 ≈ 10 nm and 25
N/m ≤ k ≤ 50 N/m - lead to a natural suppression of the vdW background, as shown by the
possibility to achieve atomically resolved images [323].
Apart from the frequency, also the amplitude excitation A′0 required to maintain the am-
plitude of the cantilever at the constant value A0 can be recorded. In particular, in the limit
∆f << f , the energy dissipated per cycle can be estimated by:








where A is the amplitude of oscillation of the free cantilever and Q = f0δf is its quality factor,
with δf being the bandwidth of the resonance. This provides informations about the dissipative
processes occurring between the tip and the sample. These may include the formation of contact
between the tip and the surface, deformations of the surface or the probe, or uncompensated
electrostatic forces which induce image charges in the tip or the sample, as well as a Joule-
dissipation.
A.5 2D force spectroscopy
NC-AFM can also operate in spectroscopic mode, called 2D force spectroscopy [397]. The ad-
vantage of this operational mode over the one mentioned in Section A.4 is that it is possible to
recover the information on the forces F involved during the interaction between the tip and the
sample [398]. In 2D force spectroscopy the variation of ∆f as a function of the displacement
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of the cantilever, z, is recorded. Considering a rigid surface and a rigid tip, one can assume
that the interaction of the tip with the surface can be described by the equation of motion for a
damped harmonic oscillator, with z being the only degree of freedom. Using this model, analytic
expressions to determine ∆f(z) from F (z) have been derived, which, however, are valid only
for the of F (z) over one entire oscillation cycle of the cantilever. The exact formula for their
analytic inversion is not known, but efficient approximate procedures have been derived [338].
Nowadays, the most widely used one is that by Sader and Jarvis [399], which leads to accurate
results over the entire range of amplitudes.
Once an F (z) curve has been obtained, one can attempt to separate the different force
component by subtracting the background due to the long range forces [400]. As explained in
Section A.4, electrostatic forces can be eliminated by applying an external potential Vbias to
suppress Vcpd. Similarly, the background due to vdW forces can be estimated by fitting the F (z)





where H is a material-dependent Hamaker constant.
One must be extremely careful about the current interpretation of F (z). In fact, F (z) repre-
sent the tip-sample force only under the assumption of a rigid tip and a rigid sample. In all the
other cases, e.g., in the presence of a deformation either of the tip or the sample, or both, F (z)
can only be associated to the overall response of the system.
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B Electronic structure of the 1×1 gr./Ru
lattice-matched models
Despite the fact that they do not describe the formation of the gr./Ru moire´, the lattice-matched
1×1 models provide a simple and intuitive way to obtain a qualitative insight into the electronic
properties of gr./Ru. In this Appendix, an analysis of the electronic structure of the three 1×1
models employed in this work is presented, and the results are compared with those obtained for
the 11×11/10×10 lattice-mismatched unit cell (see Chapter 7), by comparing the LDOSs above
the surface. For the present calculations, Ru(0001) slabs of 5 layers have been used. The distance
between the graphene and the Ru(0001) topmost layer has been fixed to dgr./Ru = 2.2 A˚ for the
1×1−(Hcp−Top) and 1×1−(Fcc−Top) models, and dgr./Ru = 3.4 A˚ for the 1×1−(Fcc−Hcp)
model. These values are similar to the graphene-Ru(0001) distance in the low (2.195 A˚) and
high (3.385 A˚) regions of the 11×11/10×10 DFT+D2/PBE gr./Ru geometry. A computational
set-up similar to that used in Chapter 6 and Chapter 7 has been used. However, in the present
case, the Brillouin zone has been accurately sampled by using a Γ-centered 36×36×1 grid of
k-points.
Fig. B.1 shows the band structure of the three 1×1 models along the high symmetry directions
of the two-dimensional 1st Brillouin zone, as well as the separate contribution of the 2p orbitals
of the two graphene carbon atoms to each band - it should be noted that, in the energy range
considered in Fig. B.1, the only relevant contribution comes from the carbon 2pz orbitals.
As shown in previous work [89], the strong interaction between graphene and Ru(0001) in the
1 × 1 − (Hcp − Top) and 1 × 1 − (Fcc − Top) models leads to the disruption of the Dirac
cone characteristic of free-standing graphene (Fig. B.1 (a-d)). Due to the different interaction
of the two carbon atoms with the metallic surface, the respective electronic bands are also
modified differently. On the one hand, the bands with significant contribution on the Top carbon
atoms are almost indistinguishable in the two models. On the other hand, differences can be
observed for the bands associated with the carbons atom positioned at the hollow sites. In the
1 × 1 − (Hcp − Top) model, a well defined band appears at the K-point in the vicinity of the
Fermi level, with a significant contribution of the carbon atom at the Hcp site. This band is






















































Figure B.1: Band structure of the strained 1×1 models (see Fig.1) along the Γ→ K →
M → Γ direction: (a,b) 1 × 1 − (Hcp − Top) model, (c,d) 1 × 1 − (Fcc − Top) model,
(e,f) 1× 1− (Fcc−Hcp) model. Red squares (a,c,b) and blue points (b,d,g) indicate the
weight of the graphene p-states of each of the two carbon atoms of graphene (the label at
the bottom left of each image indicate the adsorption site). The green and black arrows
at the right side of each image indicates the position in energy at the Γ-point of the band
associated with the gr./Ru interface state, and with the Ru(0001) projected band gap at
the Γ-point, respectively
atom at the Fcc site are much less defined. At difference with the models representative of the
L regions of the gr./Ru moire´, in the 1 × 1 − (Fcc − Hcp) model the electronic bands of the
graphene remain almost intact, becoming weakly n-doped, as evidenced by the downshift below
the Fermi level of the Dirac cone (Fig. B.1 (e-f)).
Similarly, also the unoccupied electronic states above EF exhibit a strong dependence on
dgr./Ru. Albeit the Ru(0001) gap at the Γ-point is reproduced only approximatively with just
five ruthenium layers, its lower boundary at the Γ-point can still be identified at E-EF ∼ 1 eV
(black arrows in Fig. B.1 (a-f)). Above this energy, the first band encountered at E-EF = 2.89
eV (E-EF = 3.05 eV) in the 1×1−(Hcp−Top) (1×1−(Fcc−Top)) model is associated with the
interface state (green arrows in Fig. B.1 (a-d)). Notice that the xy-averaged probability density
distributions of this state is very similar to the xy-averaged probability density distribution
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Figure B.2: LDOS computed for the 1×1− (Hcp−Top) (a-c), 1×1− (Fcc−Top) (d-f)
and 1 × 1 − (Fcc − Hcp) (g-i) models in the same energy range. The zero is set at the
topmost layer of the Ru(0001) surface plane. The distance from the Ru(0001) topmost
layer surface plane is 5.43 A˚ (a,d,g), 6.43 A˚ (b,e,h) and 7.43 A˚ (c,f,i). Arrows indicate
the direction of increasing distance from the surface. The LDOSs have been normalized
to have the same area under each curve.
obtained for the lowest eigenvalue of the new interface state in the 11×11/10×10 model (see Fig.
7.10). The situation is different in the 1 × 1 − (Fcc −Hcp) model, where the larger separation
between the graphene and the metal prevents the formation of the new interface state, but the
Ru(0001) surface resonance state, which is promoted to a surface state due to the confinement
induced by the presence of graphene, can be identified at E-EF = 1.43 eV (green arrows in Fig.
B.1 (e-f)).
The analysis of the LDOSs is useful to obtain a more representative comparison between the
electronic structure of the lattice-matched and the lattice-mismatched models. Fig. B.2 shows
the LDOS obtained for the three models in the vicinity of the Fermi level. It can be seen that
the features of the LDOSs calculated over the two L regions of the 11×11/10×10 model (see Fig.
7.6) are qualitatively reproduced by the LDOSs obtained for the corresponding 1×1 models.
In particular, the pronounced asymmetry above and below E-EF = 0.0 eV is reproduced. In
agreement with the results obtained for the lattice-mismatched unit cell, this asymmetry is not
present in the 1 × 1 − (Fcc − Hcp) model. In the latter, sharp peaks appear at E-EF = -0.35
eV and E-EF = 0.45 eV, at large distances form the surface. This behaviour is similar to that
observed for the LDOS calculated using the lattice-mismatched model. In view of this, the close
similarity between the shape of the LDOSs of the two models at 7.43 A˚ further confirms that the
characteristics of the measured STS spectra in gr./Ru are strongly connected with the electronic
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Figure B.3: Local density of states (LDOS) computed in the energy range 0.0 eV ≤ E-EF
≤ 3.5 eV above the 1×1−(Hcp−Top) (a), 1×1−(Fcc−Top) (c) and 1×1−(Hcp−Fcc)
(d) models. (b,e,f) The zero is set at the topmost layer of the Ru(0001) surface plane. In
each panel, the LDOSs are normalized with respect to the area of the LDOS at 5.43 A˚.
The LDOS are printed with increasingly brighter colors depending on their distance from
this plane.
structure of the metallic substrate underneath the graphene layer, which is described almost
identically in the two models.
The 1×1 models also reproduce qualitatively the behaviour of the LDOS at larger distances
from the surface observed for the lattice-mismatched model (see Fig. 7.8). Fig. B.3 shows the
LDOSs obtained for the three models in the energy range 0.0 eV ≤ E-EF ≤ 3.5 eV. In the two
models representative of the L regions of the moire´ (Fig. B.3 (a) and Fig. B.3 (b)), the most
remarkable feature is an intense peak located at E-EF ∼ 3.25 eV in the 1 × 1 − (Hcp − Top)
model (Fig. B.3 (a)) and at E-EF ∼ 3.4 eV in the 1×1−(Fcc−Top) model (Fig. B.3 (b)). Such
peak decays very slowly into the vacuum, which indicates that the associated electronic states
extend considerably outside the surface. On the other hand, the LDOS of the 1×1−(Hcp−Fcc)
model (Fig. B.3 (c)) exhibits a completely different behaviour, being essentially featureless, and
decaying very rapidly when moving away from the surface. Therefore, this analysis shows that the
unoccupied electronic structure above E-EF ∼ 3 eV is considerably more extended towards the
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vacuum in those models representative of the lower regions of the graphene moire´, in agreement
with the behaviour that should be expected for the new interface state.
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APPENDIX C. INFLUENCE OF THE TIP ORIENTATION ON THE CALCULATED FORCE VERSUS DISTANCE
CURVES
C Influence of the tip orientation on the
calculated force versus distance curves
It has been reported that, in some cases, the precise alignment of the nanotip can strongly
influence its interaction with the surface [401, 402]. In the present case, this possiblity has been
ruled out by calculating the F (z) curves for two additional alignments of the nanotip with respect
to graphene. In the calculations for the nanotip interacting with the H region of the graphene
moire´ (see Chapter 8), the nanotip is positioned over the graphene hill so that the lowest atom of
the nanotip and the highest one of graphene are one on top of the other. For the theoretical F (z)
curves presented in Chapter 8, the tip apex dimer is oriented antiparallel to one of the three C-C
bonds connecting the highest graphene atom. Starting from this geometry, a rotation of the tip
around the surface normal of 180◦ and 30◦ results in the apex dimer being oriented parallel to the
graphene C-C bond and tilted by 150◦ with respect to the graphene C-C bond, respectively (see
schemes Φ = 180◦ and Φ = 30◦ in Fig. C.1). The F (z) curves calculated for the Φ = 180◦ and Φ
= 30◦ orientations of the tip (see Fig. C.1) show a very similar behaviour to those presented in
Chapter 8 and no hysteresis loop. Additionally, it can be noticed that for Z < 0.2 nm (i.e., in the
repulsive regime), the calculated force shows a monotonous increase going from the antiparallel
to the parallel orientation. This can be associated with the increasing repulsion between the
electron clouds of the dimer apex and the graphene, because in this region the interaction is
dominated by the short-range repulsive forces. A representative example of this trend is the
force calculated at z = 0.0 nm, which changes from 0.64 nN for the antiparallel orientation to
1.10 nN for the parallel orientation. However, these small differences do not change the main
result that the indentation maintains its reversible character independently of the precise nanotip
orientation.
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Figure C.1: Top panels: schematic views of the three different orientations of the tip
considered with respect to the surface normal. The tip is oriented anti-parallel (Φ = 0◦,
black), tilted by 150 (Φ = 30◦, blue) or parallel (Φ = 180◦, orange) to one of the C-C
bonds connecting the highest atom of the graphene hill. Graphene and ruthenium atoms
are printed in blue and grey, respectively. The yellow empty dots indicate the two silicon
atoms of the nanotip apex dimer, the two red dots indicate the graphene C-C bond taken
as reference. Bottom panel: Force (F) versus distance (Z) curves calculated for the Φ
= 30◦ (blue curve) and Φ = 180◦ (orange curve) orientations of the silicon nanotip with
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