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SMOOTHNESS OF CONTINUOUS STATE BRANCHING WITH
IMMIGRATION SEMIGROUPS
M. CHAZAL, R. LOEFFEN, AND P. PATIE
Abstract. In this work we develop an original and thorough analysis of the (non)-smoothness
properties of the semigroups, and their heat kernels, associated to a large class of continuous
state branching processes with immigration. Our approach is based on an in-depth analysis
of the regularity of the absolutely continuous part of the invariant measure combined with a
substantial refinement of Ogura’s spectral expansion of the transition kernels. In particular,
we find new representations for the eigenfunctions and eigenmeasures that allow us to derive
delicate uniform bounds that are useful for establishing the uniform convergence of the spectral
representation of the semigroup acting on linear spaces that we identify. We detail several
examples which illustrate the variety of smoothness properties that CBI transition kernels may
enjoy and also reveal that our results are sharp. Finally, our technique enables us to provide
the (eventually) strong Feller property as well as the rate of convergence to equilibrium in the
total variation norm.
1. Introduction and main results
The objective of this paper is to develop an original approach to obtain detailed information
regarding the representation and the regularity properties of the solution to the parabolic
evolution equation
(1.1)
d
dt
ut − (D+ L) ut = 0, u0 = f,
where, for a smooth function f on x > 0,
(1.2) Df(x) = σ2xf ′′(x) + (b−mx) f ′(x)− (qx+ a)f(x)
and
(1.3) Lf(x) =
∫ ∞
0
(
f(x+ y)− f(x)− yf ′(x)I{y<1}
)
K(x, dy),
with the parameters σ2, q, a ≥ 0, m,b ∈ R and the Le´vy kernel K(x, dy) = xΠ(dy) + µ(dy)
defined in terms of the Le´vy measures Π and µ, satisfying some mild conditions that are
detailed in (1.26)-(1.28) below. It is already worth pointing out that our analysis includes the
situations where Π(0+) =
∫∞
0 Π(dy) = ∞ and where A = D + L is purely non-local, that is
D ≡ 0.
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The linear operator A turns out to be the generator of the Feller semigroup of a continuous
state branching process with immigration (for short CBI). There exists a rich and fascinating
literature devoted to the study of fine analytical and stochastic properties of CBI-semigroups,
see e.g. Handa [20], Stannat [46], Li and Ma [33], Foucart and Bravo [17], Duhalde et al. [14],
Caballero et al. [6], Abraham and Delmas [1], Lambert [30] and the monograph [32]. However,
little seems to be known regarding the regularity properties of (at least) their transition ker-
nels, something which may be attributed to the fact that (non)-regularity properties of general
non-local Markov semigroups and their heat kernels are fragmentally understood due to the
lack of a comprehensive theory from both functional and stochastic analysis.
In the framework of diffusions, that is, semigroups associated to differential operators, many
theories have been successively designed to study this type of question. We mention for in-
stance the techniques based on Malliavin Calculus, see e.g. Hairer [19] for a recent and general
account on these approaches, and, also analytical techniques based on Ho¨lder estimates, see
the monograph [28] for a thorough account.
Due to the generic role played by non-local operators in the class of operators satisfying the
maximum principle, see Courre`ge [12] for more details, the recent years have witnessed a fast
growing literature devoted to the study of smoothness properties of the heat kernels or of the
solution to parabolic problems associated to non-local Markov generators. The approaches can
be split into three main categories.
The first one is based on classical Fourier analysis which requires precise information regarding
the asymptotic decays for large arguments of the Fourier transform of the semigroup in order
to derive smoothness properties. This approach has been successfully developed by Hartman
and Wintner [21] for providing a sufficient condition expressed in terms of their symbol for
the continuity of the densities of Le´vy processes, see also Knopova and Schilling [26] and the
references therein for more detailed and interesting results in this direction. It was also used
recently in Filipovic et al. [16] to study smoothness properties of the transition distributions
of affine processes. In particular for the CBI transition kernels that we study, the authors
obtain a smoothness property on the real line in the case where there is a diffusion component,
i.e. σ2 > 0 in (1.2) above. This latter result reveals two noteworthy limitations of the use
of Fourier analysis in the context of transition kernels whose supports are not the entire real
line, namely the positive real line for CBI kernels. On the one hand, this technique does not
provide the optimal regularity property on the support of kernels (or their derivatives) that do
not vanish at one end of the support. On the other hand, it also requires precise information
regarding the asymptotic behavior of the (modulus) of the Fourier transform which are often
difficult to get without restrictive assumptions. For these reasons we are lead to develop
an original approach that focuses on the smoothness property of the density (or its absolute
continuous part) of the CBI kernels within their supports, that is, allowing possible explosions
at 0 for the kernels or their successive derivatives.
A second approach is based on Malliavin calculus which has been extended under various
conditions to study regularity properties of the solutions to stochastic differential equations
driven by processes with jumps. However, these developments, in the context of Markov
kernels, considered merely dynamics with either a Le´vy kernel that is homogeneous in space
or of finite intensity, and/or with a diffusion component, see e.g. Picard [39], Cass [8] or the
original paper by Fournier [18] and the references therein.
Finally there are some substantial results of analytical nature based on Harnack inequalities
which have been obtained recently for getting Ho¨lder continuity properties of the solution to
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parabolic equations involving integro-differential operators, see e.g. Caffarelli and Silvestre [7].
However all these techniques are not general enough to be applied in our context. This is due
to either a lack of symmetry and/or non-homogeneity of the Le´vy kernel, or, unboundness of
the drift coefficient, or, the possible absence of diffusion part, or, simply, the non-local feature
of the generators.
We propose an alternative approach that stems on a combination of an original methodology
that is developed to deal with the smoothness properties of distributions on R+ = (0,∞) and
the spectral expansion of CBI-semigroups. For the former, we show that the invariant measure
of a CBI-semigroup is solution to a convolution equation that we study in depth to derive the
regularity properties. We already emphasize that these developments could be used in a larger
context as, for instance, for the class of positive infinitely divisible laws. For the second part, we
exploit and develop substantially a spectral expansion of the kernel of CBI-semigroups whose
initial form was found by Ogura [35]. The novelty of this result lies on the lack of a spectral
theorem for non-self-adjoint operator and Ogura overcomes this difficulty by first suggesting a
candidate as an eigenvalues expansion for their transition kernel and by means of the Laplace
transform techniques show that it indeed corresponds to the right one. These series expansions
involve three spectral components, the eigenvalues which take in this case a simple form, the
eigenfunctions and the eigenmeasures, that is, when these latter are absolutely continuous
they correspond, in some sense, to the eigenfunctions of the adjoint semigroup. Unfortunately
Ogura’s representation of these spectral functions does not allow one to study their regularity
properties. Thus, we start by providing new appropriate representations for the eigenfunctions
as well as for the eigenmeasures that are useful for deriving delicate uniform bounds and for
investigating their smoothness properties. This approach which offers another view of Ogura’s
work also enables us to describe linear functional spaces for which the spectral expansion of the
semigroup remains valid. This is critical to determine regularity properties of the semigroup,
that is formally the solution to the associated Cauchy problem (1.1).
Our new developments on the spectral decomposition of these semigoups also enable to apply
some transforms that are known to carry over the spectral expansion. For instance, by means
of a tensorization procedure, our results extend directly to any dimension d ≥ 2. Furthermore
this latter could be associated to the subordination in the sense of Bochner in order to obtain
similar results for a larger class of d-dimensional assymetric Markov processes with two-sided
jumps. We shall not present the details of these standard arguments therein but we refer the
interested reader to the excellent monograph [3] for a description.
Now writing R+≥0 = [0,∞), denoting by Bb(R
+
≥0) the set of bounded Borel measurable functions
on R+≥0 and by C0(R
+
≥0) the set of continuous functions on R
+
≥0 vanishing at infinity and
following Kawazu and Watanabe [24], we say that P = (Pt)t≥0 is a CBI-semigroup (resp.
CB-semigroup) if it is a non-negative strongly continuous contraction semigroup on C0(R
+
≥0),
satisfying
(1.4) Pt(Λ0) ⊂ Λ˜0 (resp. Pt(Λ0) ⊂ Λ0), for all t ≥ 0,
where, writing eλ(·) = e
−λ·, we have set
Λ0 = (eλ)λ≥0, Λ˜0 = (ceλ)c,λ≥0.
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From [24], it is well known that any CBI-semigroup P is characterized, via its Laplace trans-
form, by a unique couple of functions (ψ, φ) that are respectively called the branching and immi-
gration mechanisms and we denote it by CBI(ψ, φ) and write simply CB(ψ) = CBI(ψ, 0).
We point out that the main results of this paper hold under the general conditions, stated in
(1.26)-(1.28) below, on the mechanisms (ψ, φ), defined in terms of the parameters b,m, q, a and
Π that appear in the expression of the generator in (1.2). However, for sake of presentation,
we prefer to state first these results in a slightly more restrictive setting that we now describe.
Note that Proposition 1.9(1) explains that the semigroups under the two sets of conditions
are related by a Doob h-transform which enable to readily transfer the properties from one
semigroup to the h-transformed one.
We will denote by N the set of functions ψ : R+≥0 7→ R
+
≥0 defined, for u ≥ 0, by
(1.5) ψ(u) = σ2u2 +mu+
∫ ∞
0
(
e−ur − 1 + ur
)
Π(dr),
where σ ≥ 0, m > 0 and Π is a non-negative Borel measure on R+ = (0,∞) , and, which satisfy
the following two conditions∫ ∞ du
ψ(u)
<∞ and ψ ∈ H(Rψ) with Rψ > 0,(1.6)
where throughout H(R) (resp. H(a,b)) is the set of functions holomorphic on the open disk
D(0, R) (resp. on the strip a < ℜ(z) < b), where we understand that R is the radius of
convergence of their Taylor series at 0. Note that the second requirement in (1.6) implies that∫∞
0 (r∧ r
2)Π(dr) <∞ and that the integral in (1.5) is well-defined. Of course, here and below,
we mean that ψ as defined in (1.5) extends to a holomorphic function and we keep the same
notation for its extension. Note that, by Sato [43, Theorem 25.17], ψ ∈ H(Rψ) is equivalent
to assume that ψ is holomorphic on the half-plane ℜ(z) > −Rψ. This standard equivalence
also holds for Laplace transforms. Next, we denote by B the set of Bernstein functions on R+≥0,
that is, the functions φ : R+≥0 7→ R
+
≥0 such that
(1.7) φ(u) = bu+
∫ ∞
0
(
1− e−ur
)
µ(dr) = u
(
b+
∫ ∞
0
e−urµ(r)dr
)
where b ≥ 0 and µ is a non-negative Borel measure on R+ satisfying
∫∞
0 (1 ∧ r)µ(dr) <∞ and
such that
φ ∈ H(Rφ) with Rφ > 0.(1.8)
Here in (1.7) we have set µ(r) =
∫∞
r µ(dy), for all r > 0. Note that for any ψ ∈ N , we
have
ψ(u) = uφp(u) = u
(
σ2u+m+
∫ ∞
0
(1− e−ur)Π(r)dr
)
(1.9)
= u
(
σ2u+m+ u
∫ ∞
0
e−urΠ(r)dr
)
,
where Π(y) =
∫∞
y Π(dr), Π(y) =
∫∞
y Π(r)dr and φp ∈ B is the descending ladder height
exponent. Under these conditions, the CBI(ψ, φ) semigroup is conservative and subcritical
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with
(1.10) ψ(0) = 0, ψ(1)(0) = m > 0,
∫ ∞
λ
du
ψ(u)
<∞ for all λ > 0 and
∫ ∞
0
du
ψ(u)
=∞.
where we have used the notation f (p)(x) = d
p
dxp f(x) for the p-th derivative of f , for some integer
p. We refer to e.g. [32, Theorem 3.8] for a proof of (1.10). We also point out that, in fact,
it is easy to check that the condition ψ(1)(0) = m > 0 yields that
∫∞
0
du
ψ(u) = ∞. From these
considerations, we deduce that the mapping
(1.11) λ 7→ A(λ) = exp
(
−m
∫ ∞
λ
du
ψ(u)
)
is an increasing bijection from R+≥0 to [0, 1) with inverse function denoted byB, i.e. B : [0, 1) 7−→
R
+
≥0 satisfies
exp
(
−m
∫ ∞
B(z)
du
ψ(u)
)
= z.
In addition, under the assumptions (1.6) and (1.8), and writing
(1.12) Φν(λ) =
∫ λ
0
φ(u)
ψ(u)
du,
we shall show in Lemma 3.5 below that, there exists some 0 < R0 ≤ 1 such that, for all x ≥ 0,
the function
(1.13) z 7−→ Gx(z) = e
−xB(z)+Φν(B(z)) ∈ H(R0).
Then, with this notation, we have the following representation of the Laplace transform of
the Feller semigroup P which is due to Ogura [35, Proposition 1.2] and valid for any t, x, λ ≥
0,
(1.14) Pteλ(x) = e
−Φν(λ)Gx(A(λ)e
−mt).
Next, we set
(1.15) T0 = −
ln(R0)
m
and we denote by W the so-called scale function associated to the spectrally negative Le´vy
process whose law is determined by its Laplace exponent ψ. More precisely, the function
W : R+≥0 → R
+
≥0 is characterized by its Laplace transform as follows, for any u > 0,
(1.16) ψ(u)
∫ ∞
0
e−uyW (y)dy = 1.
We shall check, in Lemma 2.3 below, that the function W satisfies W (0) = 0 and is in C1(R+)
with the derivative being positive on R+. With b the drift parameter and µ the Le´vy measure
associated to φ, see (1.7) and recalling µ(r) =
∫∞
r µ(dy) we define, for all y > 0,
(1.17) κ(y) = bW (1)(y) +
∫ y
0
W (1)(y − r)µ(r)dr,
and, we set κ(0+) = limy→0 κ(y), κ(0
+) = limy→0 κ(y) and we define the integer κ by
(1.18) κ = ⌈κ(0+)⌉ − 1,
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where ⌈.⌉ is the ceiling function and we understand that ⌈∞⌉ = ∞. Note that when φ ≡ 0,
i.e. P is a CB(ψ), obviously κ ≡ 0. Next, we denote for t > T0,
(1.19) λ¯t =
{
min
(
−B
(
2− em(t−T0)
)
, Rφ
)
if T0 < t < T0 +
1
m ln (2−A(−RA)),
RA ∧Rφ if t ≥ T0 +
1
m ln (2−A(−RA)),
where RA is the radius of convergence of the Taylor series at 0 of A. Note that in Lemma 3.5
it is shown that A ∈ H(RA) with RA > 0 and thus B, the inverse of A, is well-defined for
z > A(−RA). Writing feλ(x) = f(x)e
−λx, x ≥ 0, we set
(1.20) Dt = {f : R
+
≥0 → R measurable; feλ ∈ L
∞(R+) for some λ < λ¯t},
that is, f ∈ Dt if there exists C > 0 and λ < λ¯t such that |f(x)| ≤ Ce
λx, for almost every
(a.e.) x ≥ 0. Plainly Dt is a linear space and since B(0) = 0, Dt contains the set of bounded
measurable functions if t > T0 +
ln 2
m . We write
L1loc(R
+) ={f : R+ → R measurable; for any a > 0,
∫ a
0
|f(y)|dy <∞},
L1(R+) ={f : R+ → R measurable;
∫ ∞
0
|f(y)|dy <∞}.
Further, for E ⊆ R, C(E), respectively Cp(E) for p = 1, 2, · · · ,∞ stand for the space of
continuous, respectively p times continuously differentiable functions on E. Similarly, for any
Ei ⊆ R, i = 1, 2, 3, C
∞2,k(E1×E2×E3) denote the space of infinitely continuously differentiable
functions with respect to the two first variables and k times with respect to third one on
E1 × E2 × E3. We also denote by Cb(R
+
≥0), the set of bounded continuous functions on R
+
≥0
and we set
Λ = Span(eλ)λ>0,
where Span of a set stands for its linear hull. Note that, by the Stone-Weierstrass theorem, Λ
is dense in C0(R
+
≥0). Finally, for all t, x ≥ 0, we denote by Pt(x, dy) the transition kernel of the
CBI-semigroup P and by δa(dy) the dirac measure at a. We are now ready to state the first
main result of this paper.
Theorem 1.1. Let P be a CBI(ψ, φ) semigroup with (ψ, φ) ∈ N ×B. Then, for all f ∈ Dt∪Λ,
z 7→ Pzf ∈ H(T0,∞). Moreover, for any t > T0, the following hold.
(1) Ptf ∈ Cb(R
+
≥0) ∩C
∞(R+≥0) for all f ∈ Dt ∪ Λ.
(2) Ptf ∈ C0(R
+
≥0) ∩C
∞(R+≥0) for all f ∈ (Dt ∩ C0(R
+
≥0)) ∪ Λ.
(3) Ptf ∈ Cb(R
+
≥0) for all f ∈ Bb(R
+
≥0), that is, P is (eventually) strong Feller.
(4) For all x ≥ 0, there exists a function y 7→ pt(x, y) such that
(1.21) Pt(x, dy) = e
−ΦνGx(e
−mt)δ0(dy) + pt(x, y)dy, y ∈ R.
Note that one can take pt(x, y) = 0 for all y < 0. Thus, for all x ≥ 0, Pt(x, dy) is
absolutely continuous if and only if
(1.22) Φν = lim
λ→∞
Φν(λ) =∞,
which holds if κ > 0. Moreover, in any case,
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a) if κ ≥ 1, then (t, x, y) 7−→ pt(x, y) is C
∞2,κ−1((T0,∞)× R
+ × R),
b) (t, x, y) 7−→ pt(x, y) ∈ C
∞2,κ+q¯((T0,∞)×R
+ × R+) where
b1) q¯ = 0 if either κ ≥ 1 or κ = 0 and κ(0+) <∞,
b2) q¯ = sup{q ≥ 1; κ,W ∈ Cq(R+)} if κ ∈ C1(R+), κ(1) ∈ L1loc(R
+) and κ(0+) =
κ(0+).
Remark 1.2. Note that in Theorem 1.1(4(b)2) the condition κ ∈ C1(R+) ensures that in this
case q¯ ≥ 1 as we shall prove that, in our setting, W ∈ C1(R+), see Lemma 2.3 below.
Remark 1.3. We also point out that in a recent paper Li and Ma [33] have shown by means
of an elegant coupling argument the strong Feller property of CBI semigroups satisfying the
first condition in (1.6) and having a linear immigration, i.e. φ(u) = bu.
Another interesting by-product of our analysis is the following precise estimate regarding the
speed of convergence to stationarity in the total variation norm, which we recall to be defined
for a signed measure µ on R+≥0 by ||µ||TV = supE∈B(R+
≥0)
|µ(E)|, with B(R+≥0) the set of Borelians
of R+≥0.
Proposition 1.4. Let P be a CBI(ψ, φ)semigroup with (ψ, φ) ∈ N×B, then P admits a unique
invariant probability measure V on R+≥0. Moreover P is exponentially ergodic, in the sense that
there exist C > 0 and B > 0 such that, for any x ≥ 0 and t > T = T0+
1
m ln(2−A(−RA)), we
have
(1.23) ||PVt (x)||TV ≤ Ce
Bx e
−m(t−T )
1− e−m(t−T )
where we have set PVt (x)(.) = Pt(x, .)− V(.).
Remark 1.5. We point out that the exponential ergocity of CBI semigroups have been studied
recently under various restrictive conditions. For instance, Li and Ma [33] (resp. Jin and al. [23])
proved this fact by means of a coupling argument (resp. a Forster-Lyapunov function argument)
when the immigration mechanism is linear, i.e. φ(u) = bu, b > 0 (resp. the branching mechanism
is quadratic, i.e. ψ(u) = σ2u2 +mu).
We proceed by stating some sufficient conditions, expressed in terms of the characteristics of
both mechanisms, for the mapping κ defined in (1.17) to satisfy the specific conditions appearing
in the smoothness properties of the absolutely continuous part of the transition kernel.
Proposition 1.6. We have the following.
(1) (i) If σ2 + b > 0 then
(1.24) κ(0+) = κ(0+) =
b
σ2
∈ [0,∞].
(ii) If σ2 + b = 0 then
(1.25) κ(0+) ≥ lim
y→0
µ(y)W (y).
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In particular κ(0+) = ∞ if Π(y)
0
= O(y−α) and 1µ¯(y)
0
= O(yβ) with 1 < α < 1 + β <
2, where throughout f
a
= O(g) for a ∈ [−∞,∞] means that limx→a
∣∣∣ f(x)g(x) ∣∣∣ < ∞.
Furthermore, κ(0+) = 0 if µ¯(0+) <∞.
(2) Assume that κ(0+) = κ(0+) < ∞. Then κ ∈ C1(R+) and κ(1) ∈ L1loc(R
+) if one of the
following holds.
(i) σ = 0, W (1), µ¯ ∈ C1(R+) and for some δ > 0, we have that W (2) is non-positive on
(0, δ) and
−
∫ δ
0
yµ¯(1)(y)dy∫ y
0 Π(r)dr
dy <∞.
(ii) σ = 0, µ¯(0+) <∞, µ¯ ∈ C1(R+) and µ¯(1) ∈ L1loc(R
+).
(iii) σ > 0 and µ¯ ∈ C(R+). Moreover, if in addition b = 0, µ¯(0+) <∞, µ¯ ∈ C1(R+) and
µ¯(1) ∈ L1loc(R
+) then κ ∈ C2(R+).
Remark 1.7. Note that if ψ(u) = u2 + u, then W (1)(y) = e−y and thus
κ(y) = e−y
(
b+
∫ y
0
e−rµ(r)dr
)
,
which implies κ(0+) = b as in Proposition 1.6(1i). Assume further that µ(dr) = δ1(dr). Then
µ(r) = I{r≤1} /∈ C(R
+) and
y 7→ κ(y) = e−y
(
b+
(
1− e−y∧1
))
/∈ C1(R+),
which shows that Proposition 1.6(2iii) is sharp.
Remark 1.8. Proposition 1.6 gives some conditions under which κ is in C1(R+) and κ(1) is
in L1loc(R
+). In part (2i), it is assumed that W (2) exists, is in C(R+) and is further negative
in a neighbourhood of zero. Unfortunately, not much is known about which Le´vy measures Π
imply these conditions on the scale function (in the situation where σ = 0 and
∫ 1
0 rΠ(dr) =
∞). It is known that if Π is log-convex, then W (1) is non-increasing (but not necessarily
in C1(R+)), whereas if Π is completely monotone, then W (1) is completely monotone, see [44,
Chap. 11]. Recall that a non-negative function f is completely monotone if it is in C∞(R+) and
(−1)nf (n)(x) ≥ 0 for all x > 0 and n ∈ N. Higher order differentiability properties of κ can be
straightforwardly deduced from the expressions for κ(1) and κ(2), see e.g. (2.12) below, given in
Proposition 1.6 in combination with Lemma 2.5 below, upon imposing higher order continuous
differentiability on W (1) and µ¯. If σ > 0, the problem of higher order (non-)differentiability of
W (1) is studied in Chan et al. [9]. In particular, Theorem 2 in [9] says that if the Blumenthal-
Getoor lower index inf{β > 0;
∫ 1
0 r
βΠ(dr) < ∞} < 2, then W (2) ∈ Cn+1(R+) if and only if
Π ∈ Cn(R+). When σ = 0, again little is known about the existence of higher order derivatives
except in the aforementioned case where Π is completely monotone.
We emphasize that in fact the main results of this paper extend to the larger class of CBI(ψ, φ)
semigroups whose mechanisms (ψ, φ) are in N × B, which corresponds to the set of functions
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of the form
(1.26) ψ(u) = σ2u2 +mu+
∫ ∞
0
(
e−ur − 1 + urI{|r|<1}
)
Π(dr)− q,
where σ2, q ≥ 0,m ∈ R and Π is a Le´vy measure satisfying
∫∞
0 (1 ∧ r
2)Π(dr) <∞ and
φ(u) = φ(u) + a,
for some a ≥ 0 and φ of the form (1.7), that satisfy the following conditions
(1.27)
∫ ∞ du
|ψ(u)|
<∞ and either θ > 0 or ψ, φ ∈ H(R) for some R > 0 and ψ
(1)
(0) > 0,
where θ is the largest root of the equation ψ(u) = 0, i.e.
(1.28) θ = sup{u ≥ 0; ψ(u) = 0} ∈ [0,∞).
Note that since
∫∞ du
|ψ(u)|
< ∞, we must have limu→∞ ψ(u) = ∞ (see Lemma 2.1 and its
proof below) and thus there exists at least one root of ψ as ψ(0) ≤ 0. Next, denote, for
any η ≥ 0, Eη the η-Esscher transform, which is defined for a function f : R
+
≥0 7→ R, by
Eηf(u) = f(u+η)−f(η). It is well-known and easy to prove that, with θ as in (1.28), EθN ⊆ N
and Eθ B ⊆ B, see e.g. [43, Example 33.14]. Then, we define the following transform
E : N × B → N × B
(ψ, φ) 7→ (ψ, φ) = E(ψ, φ) = (Eθψ, Eθφ).(1.29)
An interesting motivation underlying the introduction of Eθ is the two time-space Doob’s trans-
forms that leave invariant the set of CBI-semigroups that are described in Proposition 1.9 be-
low. The first transform seems to be original whereas the second one was proved by Roelly and
Rouault in [41]. These transforms serve to simplify the notation and are useful to derive the
smoothness properties of general CBI-semigroups in N ×B from the one of CBI-semigroups in
N × B. They are proved in subsection 2.1.
Proposition 1.9. (1) Let P be a CBI(ψ, φ) semigroup where (ψ, φ) ∈ N × B and let P be
the CBI(ψ, φ) semigroup where (ψ, φ) = E(ψ, φ). Writing fθ(x) = e
θxf(x), we have, for
all f ∈ Bb(R
+) and t, x ≥ 0,
(1.30) P tf(x) = e
−θxe−φ(θ)tPtfθ(x).
Consequently, by replacing f by fθ in the statements (1), (2), (3) and (4), Theorem
1.1 also holds for P .
(2) Let P be a CB(ψ) semigroup. Then, there exists a CBI(ψ, φ)semigroup P where (ψ, φ) =
(Eθψ, (Eθψ)
(1) −m) with m = ψ(1)(0) such that, for any t, x > 0 and f ∈ Bb(R
+)
(1.31) P tf(x) = xe
−θxe−mtPtf¯θ(x).
where f¯θ(x) =
fθ(x)
x .
The proof of Theorem 1.1 relies on a combination of an in-depth analysis of the smoothness
properties of the invariant measure and a substantial refinement of the spectral decomposition
of the transition kernels of CBI-semigroups which was originally studied by Ogura [35] and
that we now state. To this end, we need to introduce further notation. First, let (Ln)n≥0 be
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the family of Sheffer polynomials whose generating function is Gx(z) given by (1.13), i.e. for
any x ≥ 0,
(1.32) Gx(z) =
∞∑
n=0
Ln(x)z
n, |z| < R0.
We let ν, respectively ω, be a non-negative integrable function on R+ whose Laplace transform
takes the form
(1.33)
∫ ∞
0
e−λyν(y)dy = e−Φν(λ) − e−Φν , λ ≥ 0,
respectively,
(1.34)
∫ ∞
0
e−λyω(y)dy = 1−A(λ), λ ≥ 0,
where we recall that A, Φν and Φν are defined in (1.11), (1.12) and (1.22). It will be shown
in Proposition 3.1 and Corollary 3.4 below that the functions ν and ω are well-defined. We
further set for n ≥ 1,
(1.35) Wn(y) =
n∑
j=1
(
n
j
)
(−1)jω∗j(y),
where ω∗1 = ω, and, for any n ≥ 2,
ω∗n(y) = ω∗n−1 ∗ ω(y),
where ∗ stands for the standard convolution, i.e. f ∗ g(y) =
∫ y
0 f(y − x)g(x)dx. Also, we
set
λn = mn,
where we recall that m = ψ(1)(0).
Theorem 1.10. Let P be a CBI(ψ, φ) semigroup with (ψ, φ) ∈ N × B. Then, for any t > T0,
f ∈ Dt ∪ Λ, and, for all integers m, p ≥ 0, we have
(1.36)
dm
dtm
(Ptf)
(p) (x) =
∞∑
n=p
(−λn)
me−λntL(p)n (x)Vnf, x ≥ 0,
where the series is locally uniformly convergent in x, t and, for any n ≥ 0, Vnf =
∫∞
0 f(y)Vn(dy)
with
(1.37) Vn(dy) = e
−Φνδ0(dy) + νn(y)dy,
where for n ≥ 1,
(1.38) νn(y) = e
−ΦνWn(y) +Wn∗ν(y) + ν(y), y > 0,
and ν0 = ν. In particular, for all t > T0, x, y ≥ 0, Pt(x, dy) = e
−ΦνGx(e
−mt)δ0(dy)+pt(x, y)dy
with
(1.39) pt(x, y) =
∞∑
n=0
e−λntLn(x)νn(y).
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Finally, for all integers m, p ≥ 0 and 0 ≤ q ≤ κ+ q¯, with q¯ as in Theorem 1.1(4b), we have
(1.40)
dm
dtm
p
(p,q)
t (x, y) =
∞∑
n=p
(−λn)
me−λntL(p)n (x)ν
(q)
n (y)
where, when 0 ≤ q ≤ κ− 1, the q-th derivative of νn is given by ν
(q)
n (y) =Wn ∗ ν
(q)(y).
Remark 1.11. Note that from the Doob’s transform (1.30) in Proposition 1.9 we get the
following identity between the corresponding heat kernels
(1.41) P¯t(x, dy) = e
−θ(x−y)e−φ¯(θ)tPt(x, dy), t, x, y ≥ 0.
Remark 1.12. We point out that the phenomena that the linear functional space, here Dt,
for which the spectral representation is valid increases with respect to time, has been observed
in recent works dealing with the spectral representation of non-self-adjoint (NSA) Markov
semigroups, see e.g. [36], [38] and [37]. This may be explained by the fact that in opposition
to the self-adjoint case where, by the spectral theorem, a resolution of the identity is available,
the invariant subspaces of NSA operators do not form in general a basis of the Hilbert space
yielding to convergent spectral expansion only on a subspace of the full Hilbert space.
Remark 1.13. In Proposition 4.3 below, we state that the set (e−λnt)n≥0 is part of the point
spectrum of the (unique continuous extension of the) CBI operator Pt in the weighted Hilbert
space
(1.42) L2(V) =
{
f : R+≥0 → R measurable;
∫ ∞
0
f2(y)V(dy) <∞
}
,
where V = V0 and the latter is defined in (1.37). The characterization of the different compo-
nents of the spectrum of Pt, that is the point, continuous and residual spectrum, see e.g. [15]
for definition, seems to be a delicate issue and goes beyond the scope of this work. We refer
the interested readers to the recent paper by Patie and Savov [36] where an approach based
on the theory of Hilbert sequences has been developed to describe these different parts of the
spectrum, including the algebraic and geometric multiplicities of the eigenvalues.
Remark 1.14. It is interesting to observe that the condition ψ, φ ∈ H(R) for someR > 0, when
θ = 0, ensures that the CBI(ψ, φ) semigroup contains a countable set of isolated eigenvalues,
that is, its (discrete) point spectrum is countable. Indeed, under this condition, the expansion of
the holomorphic mapping Gx enables us to define the eigenfunctions. We point out that Ogura
[35] shows that when this condition is not satisfied and assuming some (restrictive) additional
technical conditions on the mechanisms then the transition kernel of the corresponding CBI-
semigroup admits an integral representation. It would be interesting to relax Ogura’s conditions
in this situation and to study if the eigenvalues are part of the (continuous) point or the
continuous spectrum. Regarding the second assumption
∫∞ du
ψ(u) <∞ in (1.6), it ensures both
the existence of eigenmeasures and the absolute convergence of the eigenvalues expansions.
Finally, we remark that the analycity property of the mechanisms is, according to Lemma
3.5 below, equivalent to the existence of positive exponential moments of the associated Le´vy
measures, that is about the behavior of the Le´vy measure at∞ whereas, from Lemma 2.1 below,
the second condition
∫∞ du
ψ(u) < ∞ in (1.6), when σ
2 = 0, is a condition on their behaviors at
0.
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Remark 1.15. The main improvement of our spectral representation in comparison to Ogura’s
one in [35] is our original characterization of both the eigenfunctions Ln, see Section 4, and
of the eigenmeasures Vn, which allows us to study, in particular, regularity properties of the
CBI semigroup and its transition kernel. Besides providing the Lebesgue decomposition of Vn,
(1.37) and (1.38) also lead to the following bound on the Laplace transform of |Vn|, the total
variation measure of the signed measure Vn,∫ ∞
0
e−λy|Vn|(dy) ≤ (2−A(λ))
ne−Φν(λ), λ > −(RA ∧Rφ),
see Proposition 5.1 below. This bound improves (since A(λ) ∈ [0, 1) for λ ≥ 0) the one from
Ogura, see (2.2) in [35], which reads∫ ∞
0
e−λy|Vn|(dy) ≤ A(λ)
−ne−Φν(λ), λ > 0.
This improved bound on |Vn| allows us in particular to show that (1.36) holds for a wider
class of functions f than can be concluded from the results in [35]. In this vein, it is worth
mentioning that when in (1.19) λ¯t = RA ∧ Rφ then, according to Lemma 3.5, the functional
spaces Dt and L
2(V) are comparable at least at infinity.
Example 1.16. Though our main focus is on studying smoothness properties, we now look at a
short example to illustrate the ingredients of the spectral representation in Theorem 1.10. Note
that in [10] we study how the eigenmeasures and eigenfunctions can be numerically computed.
Examples that deal with the regularity of CBI-semigroups will follow in Section 7. We look at
the CBI(ψ, φ)-semigroup with mechanisms given, for any u ≥ 0, by
ψ(u) =(u+ 1)1+α − (u+ 1),
φ(u) =(u+ 1)α − 1,
(1.43)
with 0 < α ≤ 1. We point out that when α = 1, the CBI(ψ, φ) boils down to a linear diffusion
which is the CIR process. We see that m = ψ(1)(0) = α, A(λ) = 1−
(
1
λ+1
)α
, which by (1.34),
leads to ω(y) = 1Γ(α)y
α−1e−y, where Γ is the gamma function. Therefore recalling the well-
known fact that the convolution of two gamma distributions with the same scale parameter is
again a gamma distribution with the same scale parameter but with shape parameter equal
to the sum of the individual shape parameters, we have Wn(y) = e
−y
∑n
j=1
(n
j
)
(−1)j y
αj−1
Γ(αj) .
Further, Φν(λ) = ln(λ+1) and thus ν(y) = e
−y. Then, from the expression (1.38), we get that
for n ≥ 0,
νn(y) = e
−y
n∑
j=0
(
n
j
)
(−1)j
yαj
Γ(αj + 1)
, y > 0.
Note that with α = 1, νn(y) = e
−yLn(x) where the Ln’s are the classical Laguerre polynomials,
see e.g. [31, 4.17.2 ].
We have B, the inverse of A, equals B(z) = (1− z)−1/α − 1. Thus B ∈ H(1) and hence T0 = 0
in (1.15), and, for all n ≥ 0, x ≥ 0, from (1.32), we have n!Ln(x) = G
(n)
x (0) with
Gx(z) = (B(z) + 1)e
−xB(z).
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Note that when α = 1, Gx(z) = (1− z)
−1e
z
1−z
x which is the generating function of the classical
Laguerre polynomials, that is, in this case, for all n ≥ 0, Ln(x) = Ln(x). Otherwise, since for
j ≥ 0, (B(z) + 1)(j)|z=0 =
Γ( 1
α
+j)
Γ( 1
α
)
, we have, by Leibniz’s formula, for any n ≥ 0,
Ln(x) =
1
n!
n∑
j=0
(
n
j
)
Γ( 1α + j)
Γ( 1α)
(
e−xB(z)
)(n−j)
|z=0
,
with, by means of the Faa Di Bruno’s formula,(
e−xB(z)
)(n−j)
|z=0
=
n−j∑
k=1
(−x)kBn−j,k
(
Γ( 1α + 1)
Γ( 1α )
,
Γ( 1α + 2)
Γ( 1α )
, · · · ,
Γ( 1α + n− j − k + 1)
Γ( 1α)
)
,
where the Bn,k’s are the Bell polynomials.
Finally, by Theorem 1.10, the CBI(ψ, φ)-semigroup transition kernel is given by
Pt(x, dy) =
∞∑
n=0
e−αntLn(x)νn(y)dy, y > 0, t > 0, x ≥ 0.
The remaining part of the paper is mainly devoted to the proofs of the main statements, namely
Theorem 1.1, Proposition 1.6, Proposition 1.9 and Theorem 1.10. They are split into several
parts where each of them may be of independent interest. Indeed, in the next Section, we
review some useful preliminary results including different criteria for the main conditions and
general results regarding smoothness property of solutions of convolution equations. We also
provide therein the proof of Proposition 1.6 and Proposition 1.9. Section 3 contains a thorough
study of smoothness properties of the absolutely continuous part of the invariant measure.
We proceed by studying in detail the spectral components of the CBI-semigroups, and, in
particular, we establish some specific representations of each of them which allow us to derive
some analytical properties. Note, as CBI-semigroups are in general non-self-adjoint operators,
that the spectral components include a set of eigenfunctions and of eigenmeasures which when
the latter are absolutely continuous may correspond to the sequence of eigenfunctions for the
adjoint semigroups. More specifically, in Section 4, we present an original study of the sequence
of eigenfunctions by relating them to the Sheffer polynomials. In Section 5 we provide explicit
representations for the eigenmeasures which enable us to obtain both smoothness properties
and uniform upper bounds for their absolutely continuous parts as well as for the successive
derivatives of these latter, whenever they exist. Section 6 includes the last arguments required
to prove Theorem 1.1 and Theorem 1.10. Finally, the last Section contains several instances of
CBI-semigroups which illustrate the variety of smoothness properties that this class may enjoy
and also reveal that our results are sharp.
2. Proof of Propositions 1.6 and 1.9 and preliminary results
2.1. Proof of Proposition 1.9. An application of [35, Proposition 1.2] shows that, for all
λ > θ,
P teλ(x) = e
−φ(θ)t exp
∫ λ
B
(
A(λ)e−ψ
(1)
(θ)t
) φ(u)− φ(θ)
ψ(u)
du− xB
(
A(λ)e−ψ
(1)
(θ)t
) ,
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where B is the inverse of A(λ) = exp
(
−ψ
(1)
(θ)
∫∞
λ
du
ψ(u)
)
. Now, recalling that, for all u > θ,
φ(u) − φ(θ) = φ(u − θ) and ψ(u) = ψ(u − θ), it is plain that ψ
(1)
(θ) = ψ(1)(0) = m and
A(λ) = A(λ − θ) and B(z) = B(z) + θ. It then easy to check, by a change of variables and
(1.14), that
P teλ(x) = e
−φ(θ)t exp
(∫ λ
B(A(λ−θ)e−mt)+θ
φ(u− θ)
ψ(u− θ)
du− x
(
B
(
A(λ− θ)e−mt
)
+ θ
))
= e−θxe−φ(θ)tGx(A(λ− θ)e
−mt)
= e−θxe−φ(θ)tPteλ−θ.
This proves the first part of Proposition 1.9. The last claim follows by first applying the
transformation (1.30) and then the transformation [32, (3.37)] recalling that m < ∞ as it is
imposed in this latter reference.
2.2. Criteria for the main conditions. The conditions as well as the criteria used in the
description of the main results are given in terms of the CBI mechanisms or of the function
κ defined in (1.17). In this part, we aim at providing equivalent criteria expressed directly in
terms of the characteristic triplets of these mechanisms. We recall the following notation on
asymptotic behaviours that will remain in force throughout the paper.
f ≍ g means that ∃ c > 0 such that c ≤
f
g
≤ c−1,
f
a
∼ g means that lim
x→a
f(x)
g(x)
= 1, for some a ∈ R ∪ {±∞}.
We start with the following result dealing with the first condition in (1.6).
Lemma 2.1. Let ψ(u) = σ2u2 + mu +
∫∞
0 (e
−ur − 1 + ur)Π(dr) with σ ≥ 0, m > 0 and∫∞
0 (r ∧ r
2)Π(dr) <∞. Then
(2.1)
∫ ∞ du
ψ(u)
<∞⇐⇒ σ > 0 or
∫
0
dv∫ v
0 Π(r)dr
<∞.
If for some ǫ > 0, limy↓0Π(y)y
ǫ > 0 then (2.1) holds. However, if Π(0+) <∞ and σ = 0, then
(2.1) fails. When σ2 = 0, (2.1) is not equivalent to Π(0+) =∞ as ψ(u) = u(ln(u+1)+1) ∈ N
with Π(0+) =∞ and
∫∞ du
u ln(u+1) =∞.
Remark 2.2. Note that the conditions in (2.1) ensure that the class of CBI-processes have
paths of unbounded variation, as either σ2 > 0 or Π(0+) =∞.
Proof. First, recall from (1.9) that
(2.2) ψ(u) = uφp(u) = u
(
σ2u+ u
∫ ∞
0
e−ur(Π(r) +m)dr
)
and so φp ∈ B. Thus, [4, Proposition III.1] yields
(2.3) ψ(u) = uφp(u) ≍ σ
2u2 +mu+ u2
∫ 1
u
0
Π(r)dr.
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From this estimate, we easily get the first statement where for the integral test we have per-
formed a change of variables. Next, the condition limr↓0Π(r)r
ǫ > 0 for some ǫ > 0 implies that
there exists C > 0 such that for r small enough, Π(r) ≥ Cyr−ǫ and as Π is non-increasing, we
get that
∫ v
0 Π(r)dr ≥ vΠ(v) ≥ Cv
1−ǫ, that is, from the preceding discussion,∫ ∞ du
ψ(u)
≤ C−1
∫
0
vǫ−1dv <∞.(2.4)
Next, since from (2.2) when σ2 = 0, we get that φp(∞) = m+Π(0
+) and hence, when Π(0+) <
∞, ψ(u) ≤ uφp(∞), u ≥ 0, as φp is non-decreasing, which provides the statement in this case.
Finally, observing that ln(u + 1) =
∫∞
0 (1 − e
−ux)e
−x
x dx, we easily deduce, by integration by
parts, that u ln(u+1)+u = u
∫∞
0 (1−e
−ux)e
−x
x dx+u =
∫∞
0 (e
−ux−1+ux)e−x (x+1)x2 dx+u ∈ N
with Π(0+) =
∫∞
0
e−x
x dx = ∞ and
∫∞ du
u ln(u+1)+u = ∞, which completes the proof of the
Lemma. 
We proceed with these known and basic facts regarding the scale function W defined in
(1.16).
Lemma 2.3. For any ψ ∈ N , we haveW ∈ C1(R+) with W (0) = 0 and W (1)(y) > 0, for all y >
0. Moreover, for all u > 0,
1
φp(u)
=
u
ψ(u)
=
∫ ∞
0
e−uyW (1)(y)dy,(2.5)
that is W (1)(y)dy is the potential measure of the subordinator whose Laplace exponent is φp.
Consequently, limy→∞W (y) = 1/m and W
(1) ∈ L1(R+).
Proof. Since, under the assumption
∫∞ du
ψ(u) < ∞, Lemma 2.1 ensures that the underlying
Le´vy process has paths of unbounded variation, W (0) = 0 and W ∈ C1(R+) follows from
p.254 and Proposition 5.1 in [29]. The identities in (2.5) follow from (2.2) and an integration
by parts respectively. Hence W (1)(y)dy is the potential measure of the subordinator, denoted
by (St)t≥0, whose Laplace exponent is φp, i.e. W
(1)(y)dy =
∫∞
0 P(St ∈ dy)dt. It follows that
W (1)(y) ≥ 0 for all y > 0. To show that actually W (1)(y) > 0 for all y > 0, suppose instead
that W (1)(y0) = 0 for some y0 > 0. Since W
(1)(y)/W (y) is a non-increasing function for y > 0
(see (8.26) in [27]), it follows that W (1)(y) = 0 for all y ≥ y0. But then P(St ≥ y0) = 0 for
a.e. t > 0 which is absurd. For the last two claims, by (2.5) and the monotone convergence
theorem,
1
m
= lim
u↓0
1
φp(u)
= lim
u↓0
∫ ∞
0
e−uyW (1)(y)dy = lim
y→∞
W (y)−W (0) = lim
y→∞
W (y)
and so W (1) ∈ L1(R+) since it is a positive function. 
2.3. Derivatives and smoothness of convolutions. In this section we present two lemmas
on differentiability of convolutions, which will be used later on.
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Lemma 2.4. Let f : R+ → R be absolutely continuous on R+ and g ∈ L1loc(R
+). Assume
that f ′ ∈ L1loc(R
+), where f ′ denotes a version of the density of f and further assume that
f(0+) = limy↓0 f(y) ∈ R. Then the convolution
h(y) =
∫ y
0
f(y − r)g(r)dr
has a density on R+ and a version of it is given, for any y > 0, by
h′(y) =
∫ y
0
f ′(y − r)g(r)dr + f(0+)g(y).
Moreover, h ∈ C1(R+) with derivative given by h(1) = h′ if g ∈ C(R+) and either
(i) f ∈ C1(R+) or
(ii) g
0
= O(1).
Proof. We have, for any y > 0,∫ y
0
∫ r
0
|f ′(r − v)g(v)|dvdr =
∫ y
0
∫ y
r
|f ′(v − r)|dv|g(r)|dr =
∫ y
0
∫ y−r
0
|f ′(v)|dv|g(r)|dr
≤
∫ y
0
|g(r)|dr
∫ y
0
|f ′(r)|dr <∞,
where we used the fact that f ′ and g are in L1loc(R
+). Hence Fubini Theorem yields∫ y
0
∫ r
0
f ′(r − v)g(v)dv + f(0+)g(r)dr =
∫ y
0
∫ y
v
f ′(r − v)drg(v)dv + f(0+)
∫ y
0
g(r)dr
=
∫ y
0
(f(y − r)− f(0+))g(r)dr + f(0+)
∫ x
0
g(r)dr
= h(y).
Hence the function h has a density on R+ which is given by h′ as stated in the Lemma. Now
assume that g is in C(R+) and let y > 0. If f ∈ C1(R+), then f (1) and g are bounded on sets
of the form [a, b] ⊂ R+ and therefore by the dominated convergence theorem,
lim
δ→0
h′(y + δ) = lim
δ→0
∫ y+δ
2
0
f (1)(y + δ − r)g(r)dr + lim
δ→0
∫ y+δ
2
0
g(y + δ − r)f (1)(r)dr + f(0+)g(y)
=
∫ y
2
0
f (1)(y − r)g(r)dr +
∫ y
2
0
g(y − r)f (1)(r)dr + f(0+)g(y)
= h′(y).
If instead g is bounded in a neighbourhood of zero, then by the dominated convergence theorem,
lim
δ→0
h′(y + δ) = lim
δ→0
∫ y+δ
0
g(y + δ − y)f ′(y)dy + f(0+)g(y)
=
∫ y
0
g(y − y)f ′(y)dy + f(0+)g(y)
= h′(y).
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Hence, in both cases, h′ is in C(R+), which implies by the fundamental theorem of calculus
that h is (continuously) differentiable on R+ with derivative given by h(1) = h′. 
Lemma 2.5. Let f, g ∈ Cp−1(R+) ∩ L1loc(R
+) for some p ≥ 1 and assume that the p-th
derivatives f (p) and g(p) exist on R+ and are bounded on compact (with respect to R) subsets
of R+.Then h ∈ Cp(R+) where, for any y > 0,
h(y) =
∫ y
0
f(y − r)g(r)dr
and
h(p)(y) =
∫ y
2
0
f (p)(y − r)g(r)dr +
∫ y
2
0
g(p)(y − r)f(r)dr
+
1
2
p−1∑
j=0
(
f (j)(y2 )g(
y
2 ) + f(
y
2 )g
(j)(y2 )
)(p−1−j)
.
Proof. First we prove the claims for p = 1. Let y > 0. We can write for δ > 0,
h(y + δ)− h(y)
δ
=
∫ y
2
0
f(y + δ − r)− f(y − r)
δ
g(r)dr +
∫ y+δ
2
y
2
f(y + δ − r)
δ
g(r)dr
+
∫ y
2
0
g(y + δ − r)− g(y − r)
δ
f(r)dr +
∫ y+δ
2
y
2
g(y + δ − r)
δ
f(r)dr.(2.6)
By the mean value theorem, we get, for all r ∈ [0, y2 ] and δ ∈ [0,
y
2 ],∣∣∣∣f(y + δ − r)− f(y − r)δ
∣∣∣∣ ≤ sup
r∈[ y2 ,
3y
2 ]
f (1)(r).
Thus, by the assumption that f (1) is bounded on sets of the form [a, b] ⊂ R+ and the dominated
convergence theorem, we obtain that
lim
δ↓0
∫ y
2
0
f(y + δ − r)− f(y − r)
δ
g(r)dr =
∫ y
2
0
f (1)(y − r)g(r)dr.
Due to the continuity of f and g, we have by the mean-value theorem again that for each δ > 0
sufficiently small there exists rδ ∈
[
y
2 ,
y+δ
2
]
such that
lim
δ↓0
∫ y+δ
2
y
2
f(y + δ − r)
δ
g(r)dr = lim
δ↓0
f(y + δ − rδ)g(rδ)
y+δ
2 −
y
2
δ
= 12f(
y
2)g(
y
2 ).
Similarly, we can treat the other two terms on the right-hand side of (2.6), which leads to
lim
δ↓0
h(y + δ) − h(y)
δ
=
∫ y
2
0
f (1)(y − r)g(r)dr +
∫ y
2
0
g(1)(y − r)f(r)dr + f(y2 )g(
y
2 ).
Similarly, one shows that
lim
δ↑0
h(y + δ) − h(y)
δ
=
∫ y
2
0
f (1)(y − r)g(r)dr +
∫ y
2
0
g(1)(y − r)f(r)dr + f(y2 )g(
y
2 ).
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This proves the claims for p = 1. The results for any p ≥ 1 then follows by a straightforward
induction argument using the same steps as for the p = 1 case. 
2.4. Proof of Proposition 1.6.
2.4.1. Proof of Proposition 1.6(1). First note that (2.5) and the estimate in [4, Proposition
III.1] yield that, for any y > 0,
(2.7) W (y)≍
1
φp
(
1
y
)≍ y
σ2 +my +
∫ y
0 Π(r)dr
.
Thus, limy→0
W (y)
y ≥ c limy→0
1
yφp
(
1
y
) for some c > 0. As when σ2 = 0, we have φp (u) ∞= o(u),
see also [4, Proposition III.1], we easily deduce that in this case W (1)(0+) = ∞. Otherwise,
combining (2.5) with [4, Theorem III.2.5], we get that W (1)(0+) = σ−2. Next, let us consider
the case σ2+b > 0. When σ2 = 0 and b > 0 the statement follows from the preceding discussion
as limy→0 κ(y) ≥ limy→0 bW
(1)(y) =∞. Otherwise if σ2 > 0 we have, asW is increasing,
0 ≤ lim
y→0
∫ y
0
W (1)(y − r)µ(r)dr ≤ sup
r∈[0,y]
W (1)(r) lim
y→0
∫ y
0
µ(r)dr = 0
as, when σ > 0, W (1)(0+) = σ−2, and, by [9, Theorem 1], W (1) ∈ C1(R+). Hence, for all
b ≥ 0,
lim
y→0
κ(y) = lim
y→0
bW (1)(y) +
∫ y
0
W (1)(y − r)µ(r)dr =
b
σ2
,
which completes the proof of the statement for the case σ2 + b > 0. Next, since µ is non-
increasing, we have, for all y > 0,
κ(y) = bW (1)(y)+
∫ y
0
W (1)(y−r)µ(r)dr ≥ bW (1)(y)+µ(y)
∫ y
0
W (1)(r)dr = bW (1)(y)+µ(y)W (y).
Thus, if σ2 + b = 0,
κ(0+) = lim
y→0
κ(y) ≥ lim
y↓0
µ(y)W (y).
Thus if Π(y)
0
= O(y−α) and 1µ¯(y)
0
= O(yβ), we observe from (2.7) that for some Cα,β > 0,
(2.8) κ(0+) ≥ lim
y↓0
µ(y)W (y) ≥ lim
y↓0
Cα,βµ¯(y)
m+ 1y
∫ y
0 Π(r)dr
= lim
y↓0
Cα,βy
−β
m+ 1α−1
1
2−αy
1−α
,
which shows that κ(0+) = ∞ if 1 < α < 1 + β < 2. Finally if µ(0+) < 0, since µ is non-
increasing, we have, for all y > 0,
µ(y)W (y) ≤ κ(y) ≤ µ(0+)W (y),
which gives the last claim as W (0) = 0.
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2.4.2. Proof of Proposition 1.6(2). Assume first that σ = 0, then necessarily b = 0 as otherwise
κ =∞. Under the assumption that W (1), µ¯ ∈ C1(R+), we can use Lemma 2.5 to deduce that
κ ∈ C1(R+), and, for any y > 0,
κ(1)(y) =
∫ y
2
0
W (2)(y − r)µ¯(r)dr +
∫ y
2
0
µ¯(1)(y − r)W (1)(r)dr +W (1)(y2 )µ¯(
y
2 ).
Now we show that κ(1) ∈ L1loc(R
+). First, by integration by parts and the fact that W is a
non-decreasing function,∫ x
0 W
(1)(y2 )µ¯(
y
2 )dy
2
= lim
ǫ↓0
∫ x
2
ǫ
W (1)(r)µ¯(r)dr
≤ W (x2 )µ¯(
x
2 )−
∫ x
2
0
W (r)µ¯(1)(r)dr <∞,(2.9)
where the last line follows by the integral assumption and the fact that, in this case, W (y) ≍
y
m+
∫ y
0 Π(r)dr
, see (2.7). Next, fix x > 2δ. By the assumptions we have |W (2)(y)| ≤ C with
0 < C < ∞ for all y ∈ [δ, x] and |W (2)(y)| = −W (2)(y) for all 0 < y < δ. Therefore by Fubini
Theorem,∫ x
0
∣∣∣∣∣
∫ y
2
0
W (2)(y − r)µ¯(r)dr
∣∣∣∣∣ dy ≤
∫ x
2
0
(∫ x
2r
∣∣∣W (2)(y − r)∣∣∣ dy) µ¯(r)dr
=
∫ x
2
0
(∫ x−r
r
∣∣∣W (2)(v)∣∣∣ dv) µ¯(r)dr
≤
∫ x
2
0
(∫ x−r
r
(
C −W (2)(v)I{v<δ}
)
dv
)
µ¯(r)dr
= C
∫ x
2
0
(x− 2r)µ¯(r)dr −
∫ δ
0
(W (1)(δ) −W (1)(r))µ¯(r)dr
< ∞,
where in the last line we used (2.9). Similarly, one shows that∫ x
0
∣∣∣∣∣
∫ y
2
0
µ¯(1)(y − r)W (1)(r)dr
∣∣∣∣∣ dy <∞
and we conclude that κ(1) ∈ L1loc(R
+) which completes the proof of (2i). Under the assumptions
of (2ii) we have by Lemma 2.4, for any y > 0,
κ(1)(y) =
∫ y
0
µ¯(1)(y − r)W (1)(r)dr + µ¯(0)W (1)(y),
and, thus κ ∈ C1(R+) and κ(1) ∈ L1loc(R
+), that is, (2ii) holds. Assume now that σ > 0 and
µ¯ ∈ C(R+). Then, by [9, Theorem 1], W (2) ∈ C(R+). Moreover, recalling, from (2.5), that W
can be seen as the integrated potential measure of a subordinator whose Le´vy measure has a
density given by Π, it follows by [9, Corollary 9] that, for any y > 0,
(2.10) W (2)(y) =
1
σ2
∞∑
n=1
(
−
1
σ2
)n
Π∗n(y).
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Since
∫ y
0 Π
∗n(r)dr =
(∫ y
0 Π(r)dr
)n
and limy↓0
∫ y
0 Π(r)dr = 0, it follows that
∫ y
0 |W
(2)(r)|dr <
∞ for y > 0 small enough and thus for all y > 0 since W (2) is locally bounded. Hence W (2) ∈
L1loc(R
+). As W (1)(0+) = σ−2, we can use Lemma 2.4 to deduce that for any y > 0,
(2.11) κ(1)(y) = bW (2)(y) +
∫ y
0
W (2)(y − r)µ¯(r)dr + σ−2µ¯(y).
Therefore κ(1) ∈ L1loc(R
+) as W (2) ∈ L1loc(R
+) and, by Lemma 2.4 again, κ ∈ C1(R+) as
W (2) ∈ L1loc(R
+) ∩C(R+) and by assumption µ¯ ∈ C(R+). This proves the first claim of (2iii).
In order to prove the last claim, assume further that b = 0, µ¯(0) < ∞, µ¯ ∈ C1(R+) and
µ¯(1) ∈ L1loc(R
+). Then we can use Lemma 2.4 on (2.11) to deduce that κ(1) ∈ C1(R+) with,
for y > 0,
(2.12) κ(2)(y) =
∫ y
0
W (2)(y − r)µ¯(1)(r)dr +
1
σ2
µ¯(1)(y) + µ¯(0)W (2)(y).
3. Smoothness of the invariant measure
In this section we investigate fine distributional properties of the density of the absolutely
continuous part of the invariant measure of the CBI-semigroups. We already point out that
although we restraint our analysis to the framework of this paper, our results extend modulo
mild modifications to the most general case. For sake of completeness, we start by stating
and providing a short and original proof of some basic properties of this invariant measure
whose study traces back to the work of Pinsky [40], see also [25] and [32] for more recent
references.
Proposition 3.1. Let (ψ, φ) ∈ N × B.
(1) The CBI(ψ, φ) semigroup P admits a unique invariant probability measure V on R+≥0,
in the sense that, for any f ∈ C0(R
+
≥0),
(3.1) VPtf = Vf.
The measure V is infinitely divisible and its Laplace exponent is the function Φν, see
(1.12), which is the following Bernstein function
(3.2) Φν(λ) =
∫ ∞
0
(1− e−λr)
κ(r)
r
dr.
where κ, defined in (1.17), satisfies
∫∞
0 κ(r)dr <∞.
(2) There exists ν ∈ L1(R+) such that
(3.3) V(dy) = e−Φνδ0(dy) + ν(y)dy,
where we recall that Φν = limλ→∞Φν(λ). Moreover, if φ ≡ 0, then ν = 0 a.e. and
ν > 0 a.e. otherwise.
Remark 3.2. If (ψ, φ) ∈ N×B with (ψ,ψ) = E(ψ, φ) then the measure Vθ(dx) = e
θxV(dx) is a
φ(θ)-stationary measure for the CBI(ψ, φ)semigroup P , in the sense that, for any f ∈ C0(R
+
≥0),
VθP tf = e
−φ(θ)tVθf.
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Proof. We shall prove that Φν is a Bernstein function. By (1.7) we have, for all u > 0,
(3.4)
φ(u)
ψ(u)
=
u
ψ(u)
(∫ ∞
0
e−ur (bδ0(dr) + µ(r)dr)
)
.
Thus, using the relation (2.5), by convolution and injectivity of the Laplace transform, we get
(3.5)
φ(u)
ψ(u)
=
∫ ∞
0
e−urκ(r)dr
where κ is defined in (1.17). It is clear that κ(r) ≥ 0, for all r > 0 and since φ,ψ ∈ H(R)
for some R > 0, with φ(0) = ψ(0) = 0, m > 0 one has limu↓0
φ(u)
ψ(u) =
φ(1)(0)
m < ∞ and hence∫∞
0 κ(r)dr <∞. Now, integrating (3.5) yields, for all λ ≥ 0,
Φν(λ) =
∫ λ
0
φ(u)
ψ(u)
du =
∫ ∞
0
(1− e−λr)
κ(r)
r
dr,
and, one can check that
∫∞
0 (1 ∧ r)
κ(r)
r dr ≤
∫∞
0 κ(r)dr < ∞. Thus, there exists an infinitely
divisible measure V on R+≥0 such that, for all λ ≥ 0,
(3.6) Veλ = e
−Φν(λ).
Since Φν(0) = 0, the measure V is a probability measure. Now, from (1.14), we have for all
t, λ ≥ 0,
VPteλ = e
−Φν(λ)eΦν(B(A(λ)e
−mt))VeB(A(λ)e−mt) = Veλ.
Since, by the Stone-Weistrass Theorem, Λ = Span(eλ)λ>0 is dense in C0(R
+
≥0), this proves (3.1),
i.e. that V is an invariant probability measure for P . One obtains that it is unique by showing,
from (3.1), that its Laplace transform is the unique solution to some ordinary differential
equation with initial condition and invoking injectivity property of the Laplace transform. We
refer the reader to Ogura [35, Proposition 1.1] for more details. Finally we see, from Sato [43,
Theorem 27.7], that a sufficient condition for V to be absolutely continuous is
∫∞
0
κ(r)
r dr =∞,
that is, Φν = Φν(∞) =∞. Moreover, in this case, we have from [22, Theorem 1] that a.e. ν > 0.
Assume now that
∫∞
0
κ(r)
r dr < ∞. Then V is a compound Poisson distribution associated to
the Le´vy measure κ(r)r dr. If φ ≡ 0, then κ ≡ 0, which implies V(dy) = δ0(dy) and so ν = 0
a.e. Otherwise, when b > 0 or 0 < µ¯(0+) ≤ ∞, then from (1.17) combined with W (1) > 0 (see
Lemma 2.3), we note that for all r > 0, κ(r)r > 0. Then, by means of [43, Remark 27.3] (with
t = 1 and recalling that therein the notation ν∗0 = δ0 is used), and using the fact that in our
case the Le´vy measure has a density, we conclude that there exists some positive density ν on
R
+ such that V(dy) = e−Φνδ0(dy) + ν(y)dy. 
We proceed by giving (a necessary and) sufficient conditions for the absolute continuity of the
invariant measure, that is, conditions for Φν =∞ in (3.3).
Lemma 3.3. If φ ≡ 0, i.e. P is a CB(ψ)semigroup, then Φν = 0. Otherwise, we have Φν <∞
(resp. Φν =∞) if and only if
∫ 1
0
κ(r)
r dr <∞ (resp.
∫ 1
0
κ(r)
r dr =∞). A sufficient condition for
Φν =∞ is κ(0
+) = limr↓0 κ(r) > 0.
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Proof. The first claim is obvious and the necessary and sufficient condition can be easily
deduced from the proof of Proposition 3.1. Next, assume that κ(0+) > 0, then there exists
C, ǫ > 0 such that for small 0 < r < ǫ, κ(r) > C which implies that
∫ 1
0
κ(r)
r dr ≥ C
∫ ǫ
0
dr
r = ∞
and completes the proof of the Lemma. 
Corollary 3.4. Let ψ ∈ N . Then there exists a proper probability density function ω on R+
such that ∫ ∞
0
e−λyω(y)dy = 1−A(λ), λ ≥ 0,
where we recall that A(λ) = exp
(
−m
∫∞
λ
du
ψ(u)
)
.
Proof. The function A satisfies the differential equation ψ(λ)A(1)(λ) = mA(λ). Differentiating
on both sides and rearranging gives A(2)(λ) = −ψ
(1)(λ)−m
ψ(λ) A
(1)(λ), which leads to
A(1)(λ) = A(1)(0) exp
(
−
∫ λ
0
ψ(1)(u)−m
ψ(u)
du
)
.
Since (ψ,ψ(1) −m) ∈ N × B, Proposition 3.1 yields that there exists a probability measure V
on R+≥0 such that
(3.7)
∫ ∞
0
e−λyV(dy) =
A(1)(λ)
A(1)(0)
.
Moreover, by assumption, limu→∞ ψ(u) =∞ and
∫∞
1
du
ψ(u) <∞, which yields∫ ∞
0
ψ(1)(u)−m
ψ(u)
du =
∫ 1
0
ψ(1)(u)−m
ψ(u)
du+ [logψ(u)]∞u=1 −m
∫ ∞
1
du
ψ(u)
=∞.
This implies by Proposition 3.1 that V is absolutely continuous on R+≥0 and we denote its
probability density function by ν. Since, from (1.10), limλ→0
∫∞
λ
du
ψ(u) = ∞, we get A(0) = 0
and thus it follows by Tonelli Theorem,
1−A(λ) = 1−
∫ λ
0
A(1)(u)du =1−A(1)(0)
∫ λ
0
(∫ ∞
0
e−uyν(y)dy
)
du
=1−A(1)(0)
∫ ∞
0
(
1− e−λy
) ν(y)
y
dy.
Because limλ→∞A(λ) = 1, we therefore must have
(3.8) A(1)(0)
∫ ∞
0
ν(y)
y
dy = 1
and hence the corollary has been proved with
ω(y) =
ν(y)
y
∫∞
0
ν(r)
r dr
.

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Lemma 3.5. First, we have ψ ∈ H(R) (resp. φ ∈ H(R)) if and only if
∫∞
eurΠ(dr) < ∞
(resp.
∫∞
eurµ(dr) < ∞) for all u < R. Next, let (ψ, φ) ∈ N × B. Then Rψ, Rφ > 0 and
Φν ∈ H(RΦν ) with Φν(0) = 0 and RΦν = Rψ∧Rφ∧θ where θ = inf{u > 0; ψ(−u) = 0} ∈ (0,∞].
Similarly A ∈ H(RA) with RA = Rψ ∧ θ, A(0) = 0 and A
(1)(λ) > 0 for any λ > −RA. As a
by-product, B ∈ H(RB) with 0 < RB ≤ 1 and B(0) = 0. Finally, there exists some 0 < R0 ≤ 1,
such that, for all x ≥ 0, Gx ∈ H(R0).
Proof. The first claim follows readily from [43, Theorem 25.17]. Next, under the assumptions
(1.6), we have ψ ∈ H(Rψ) with ψ(0) = φ(0) = 0 and ψ
(1)(0) = m > 0. Moreover, as from
Lemma 2.3, u 7→ uψ(u) is the Laplace transform of a positive measure, by a standard result on
the Laplace transform, its first singularity, as a function of the complex variable, occurs on the
(negative) real line. Since ψ(0) = 0, ψ(1)(0) = m > 0 and ψ ∈ H(Rψ), we deduce that the first
singularity of z 7→ zψ(z) in the disc {z ∈ C; |z| < Rψ} can be only, if it exists, a zero −θ < 0
of ψ, which is isolated from 0. Thus, zψ(z) ∈ H(Rψ ∧ θ), and, since φ ∈ H(Rφ), we conclude
that Φν ∈ H(RΦν ). From the proof of Corollary 3.4, we easily get, by combining (3.8) with
(3.7), that A(1) ∈ H(RA) with RA = Rψ ∧ θ > 0 and A
(1)(λ) > 0 for any λ > −RA. Therefore
A ∈ H(Rψ ∧ θ) as well. Then by the Lagrange inversion theorem, the inverse function B of A
belongs to H(RB) with RB > 0 and satisfies B(0) = 0 and B
(1)(0) 6= 0. Finally, RB ≤ 1 as
limλ→∞A(λ) = limλ→∞ e
−m
∫∞
λ
du
ψ(u) = 1. The last statement follows readily from the previous
ones. 
Remark 3.6. Our results provide the smoothness of the transition kernel for t > T0. Looking
at (1.15) and (1.13), we see that in order to determine T0, we need to know RB , the radius of
convergence of the Taylor series at 0 of B. Though we know by Lemma 3.5 that 0 < RB ≤ 1,
it would be interesting to find the precise value of RB when A can not be inverted explicitly.
In order to get an idea of the value of T0 = − ln(R0)/m in specific examples, one can instead
proceed by numerically computing R0, the radius of convergence of the power series (1.32).
Note that in [10] we have given an algorithm for computing the eigenfunctions Ln(x).
With the aim of studying regularity properties of the heat kernel of CBI-semigroups, we need
to deepen significantly the analysis concerning fine distributional properties of the invariant
measure and in particular derive smoothness properties of its absolutely continuous part. We
provide both a smoothness result on R as well as on R+. The question of how smooth infinitely
divisible distributions are on R has been well-studied, see Section 28 of [43] for an overview.
However for distributions with support on R+, the approaches developed in the literature are
limited to the case when the density (or its derivatives) vanishes at 0 and to the best of our
knowledge, we are not aware of any available techniques in the literature to deal with the
smoothness on R+. To this purpose, we shall derive a convolution equation that the absolutely
continuous part of the invariant measure satisfies and then apply the two lemmas in Section 2.3
to establish its degree of smoothness. The same technique will be used again in Lemma 5.3 to
derive smoothness properties of the function Wn. The next results can be seen as a significant
complement of the previous works on the study of invariant measures of CBI-semigroups.
Proposition 3.7. Recall from (3.3) the notation V(dy) = e−Φνδ0(dy) + ν(y)dy, y > 0. We
extend ν : R+ → R to R by setting ν(y) = 0 for y ≤ 0. Then, the density ν can be chosen such
that it satisfies the following smoothness properties.
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(a) If κ ∈ [1,∞], then ν ∈ Cκ−1(R) where we recall that κ is defined in (1.18).
(b) Assume κ <∞.
(b1) If κ ≥ 1, then ν ∈ Cκ(R+) with ν(κ) ∈ L1(R+) and if κ = 0 and κ(0+) < ∞, then
ν ∈ C(R+) ∩ L1(R+).
(b2) If κ(0+) = κ(0+), κ ∈ Cq(R+) for some q ≥ 1 and κ(1) ∈ L1loc(R
+), then ν ∈
Cκ+q(R+).
Proof. The first claim follows from [47, Theorem 6], see also [43, Theorem 28.4]. Next assume
that κ <∞. We first show that κ ∈ C(R+). Since µ¯ is non-increasing on R+, it is continuous
almost everywhere. Hence, by the dominated convergence theorem, one obtains, from (1.17),
that for every y > 0,
lim
δ→0
κ(y + δ) = lim
δ→0
(
bW (1)(y + δ) +
∫ y+δ
2
0
W (1)(y + δ − r)µ¯(r) + µ¯(y + δ − r)W (1)(r)dr
)
= bW (1)(y) +
∫ y
2
0
W (1)(y − r)µ¯(r)dr +
∫ y
2
0
µ¯(y − r)W (1)(r)dr
= κ(y)
where we used, for the second identity, the fact that W (1) is continuous, see Lemma 2.3. Next,
differentiating (3.6), we get, for λ > 0,∫ ∞
0
e−λyyν(y)dy =
∫ ∞
0
e−λyκ(y)dy e−Φν(λ),
that is the density ν is (can be chosen as) the solution to the convolution equation, for any
y > 0,
(3.9) yν(y) =
∫ y
0
ν(y − r)κ(r)dr + e−Φνκ(y) =
∫ y
0
κ(y − r)ν(r)dr + e−Φνκ(y).
If κ ≥ 1, then, from Lemma 3.3, Φν =∞ and, from item (a), ν ∈ C
κ−1(R). Thus, we can use
Lemma 2.4 (repeatedly if necessary) to deduce,
(yν(y))(κ−1) =
∫ y
0
κ(y − r)ν(κ−1)(r)dr.
By [47, Theorem 6], ν(κ−1) has a derivative ν(κ) that lies in L1(R+). Then since κ ∈ C(R+)
and ν(κ−1)(0) = 0, Lemma 2.4 yields that ν ∈ Cκ(R+) and
(3.10) (yν(y))(κ) =
∫ y
0
ν(κ)(y − r)κ(r)dr =
∫ y
0
κ(y − r)ν(κ)(r)dr.
If κ = 0 and κ(0+) < ∞, then since κ ∈ C(R+), we get by an application of the dominated
convergence theorem and (3.9) that ν ∈ C(R+). This proves (b1). For the last claim, assume
that κ(0+) = κ(0+), κ ∈ C1(R+) and κ(1) ∈ L1loc(R
+). Then by applying Lemma 2.4 to (3.9)
in the case where κ = 0 and to (3.10) in the case where κ ≥ 1, we get
(yν(y))(κ+1) =
∫ y
0
κ(1)(y − r)ν(κ)(r)dr + κ(0+)ν(κ)(y) + e−Φνκ(1)(y).
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Hence ν ∈ Cκ+1(R+). If further κ ∈ Cq(R+) for some q ≥ 2, then one can use Lemma 2.5 and
an induction argument to deduce that ν ∈ Cκ+q(R+). 
4. Eigenfunctions: existence, properties and uniform bounds
In this part we investigate analytical properties of the sequence of eigenfunctions for CBI-
semigroups.
Proposition 4.1. For any n = 0, 1, . . . , and x, t ≥ 0, we have
(4.1) PtLn(x) = e
−λntLn(x)
where we recall that (Ln)n≥0 is the family of Sheffer polynomials whose generating function is
Gx, and, for all p ≥ 0,
(4.2)
dp
dxp
Gx(z) =
∞∑
n=p
L(p)n (x)z
n, |z| < R0,
where the series is locally uniformly convergent in x. Moreover, for any R ∈ (0, R0), there exist
C = C(R) > 0 and B = max|z|=R |B(z)| ∈ R+ such that, for any x ≥ 0, n ≥ 0,
|Ln(x)| ≤ C
eBx
Rn+1
.(4.3)
Remark 4.2. If (ψ, φ) ∈ N × B with (ψ,ψ) = E(ψ, φ), then, writing Lθn = eθLn, we have, for
all t, x ≥ 0, n ≥ 0,
P tL
θ
n(x) = e
−λntLθn(x).
Proof. Since, from Lemma 3.5, we have for all x ≥ 0, Gx(z) = e
Φν(B(z))−xB(z) ∈ H(R0), R0 >
0, an application of the Cauchy’s formula yields that
(4.4) Ln(x) =
1
2πi
∮
Gx(z)
zn+1
dz
where the contour is a circle centered at 0 and of radius R < R0. Since the functions B and
Φν ◦B ∈ H(R0), they are bounded on this contour and we get that
|Ln(x)| ≤
1
2π
∮ ∣∣∣∣Gx(z)zn+1
∣∣∣∣ dz ≤ eBx2π
∮ ∣∣∣∣∣eΦν(B(z))zn+1
∣∣∣∣∣ dz ≤ CR−n−1eBx(4.5)
where C > 0. This proves (4.3). Next, since B ∈ H(R0) with B(0) = 0, we can choose R such
that B = max|z|=R |B(z)| < R0. From (1.14), we have, for any ℜ(z) > 0,
Ptez(x) = e
−Φν(z)Gx(A(z)e
−mt).
Since z 7→ e−Φν(z)Gx(A(z)e
−mt) ∈ H(R0), by the principle of analytical continuation, for all
x, t ≥ 0, z 7−→ Ptez(x) ∈ H(R0) and thus from (4.3) we get that Pt|Ln|(x) ≤ CR
−n−1Pte−B(x) <
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∞ as B < R0. Thus, by Fubini Theorem, one gets, for any x ≥ 0,
PtLn(x) =
1
2πi
∮
Pt(G.(z))(x)
zn+1
dz =
1
2πi
∮
Gx(ze
−mt)
zn+1
dz
= e−mnt
1
2πi
∮
t
Gx(z¯)
z¯n+1
dz¯
= e−λntLn(x)
where we performed an obvious change of variable and we used the following identities, with
the obvious notation,
(4.6) Pt(G.(z))(x) = e
Φν(B(z))PteB(z)(x) = e
Φν(B(z))e−Φν(B(z))Gx(ze
−mt) = Gx(ze
−mt).
This completes the proof of the first statement with p = 0. The case p ≥ 1 follows again
from Cauchy’s formula after observing that the mapping z 7→ d
p
dxpGx(z) = (−1)
pBp(z)Gx(z) ∈
H(R0). 
We proceed by providing some additional properties regarding the CBI-semigroups and the
Scheffer polynomials considered in this paper.
Proposition 4.3. Assume that φ 6= 0. Then P extends to a strongly continuous contraction
semigroup on the Hilbert space L2(V), defined in (1.42), which is still denoted by P . Moreover,
for any t > 0,
(e−λnt)n≥0 ⊆ Sp(Pt) = {z ∈ C; Pt − zI is not one-to-one in L
2(V)},
that is the point spectrum of Pt, and (Ln)n≥0 is a complete sequence of eigenfunctions of Pt in
L2(V). However, the sequence (Ln)n≥0 is formed of orthogonal polynomials in some weighted L
2
space if and only if (Ln)n≥0 is the sequence of Laguerre polynomials, i.e. ψ(u) = σ
2u+mu, σ2 >
0,m ≥ 0, and φ(u) = bu, b > 0. Hence, beyond this case, Pt is a non-self-adjoint contraction
semigroup in L2(V). Finally, the algebra of polynomials A is a core of its generator L.
Remark 4.4. Although our proof for the non-self-adjointness property of CBI-semigroups
is rather straightforward, we mention that, in a recent and interesting paper, Handa [20]
has shown that the invariant measure of the so-called CIR semigroup, that is the Gamma
distribution, is the only reversible probability measure within the entire class of CBI invariant
probability measures, which means that beyond the diffusion case they are non-self-adjoint.
Proof. Since from Proposition 3.1, V is an invariant measure and P is a Feller semigroup, we
deduce from Theorem 5.8 in [13] the first claim, that is, P admits a unique contraction extension
in L2(V). Next, since, for any λ > 0, Veλ = e
−Φν(λ) with, from Lemma 3.5, Φν ∈ H(RΦν ),
we get that for any 0 < ǫ < RΦν ,
∫∞
0 e
ǫyV(dy) < ∞. Hence, the probability measure V
is moment determinate and according to [2, Corollary 2.3] the sequence (Ln)n≥0 is complete
in L2(V). Since for all n ≥ 0, Ln ∈ L
2(V), the property of the point spectrum is a direct
consequence of the relation (4.1). The statement regarding the orthogonality property of
the polynomials follows from a result of Chahira [11], see also [34], stating that the only
sequence of orthogonal polynomials on a (weighted) Hilbert space L2 with support on R+ and
whose generating function is of the form B(z)exA(z), are the Laguerre polynomials, i.e. when
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ψ(u) = σ2u + mu, σ2 > 0 and φ(u) = bu. This implies that, beyond these cases, the CBI-
semigroups are non-self-adjoint in L2(V). Using (4.1), we get, in the L2(V) topology, that, for
any n ≥ 0,
LLn(x) = lim
t↓0
PtLn(x)− Ln(x)
t
= lim
t↓0
e−λnt − 1
t
Ln(x) = −λnLn(x),
which completes the proof. 
5. Eigenmeasures: characterization, properties and uniform bounds
The next result provides the existence as well as explicit representations of the eigenmeasures
of the CBI-semigroup, see (5.2) below for definition. As a by-product, we derive sufficient
conditions for these eigenmeasures to be absolutely continuous with a smooth density. We also
establish a uniform upper bound which will be needed later for obtaining smoothness properties
of the transition densities.
Proposition 5.1. Let (ψ, φ) ∈ N × B and n ≥ 0. The following bound
(5.1) |Vn|eλ ≤ e
−Φν(λ)(2−A(λ))n
holds for any λ > −(RA ∧Rφ) where |Vn| stands for the total variation of the (signed) measure
Vn, which we recall is defined in (1.37).
Moreover, Vn is an eigenmeasure of the CBI(ψ, φ) semigroup P , in the sense that, for any
f ∈ DRA∧Rφ = {f : R
+
≥0 → R measurable; feλ ∈ L
∞(R+) for some λ < RA ∧Rφ}, and t ≥ 0,
(5.2) VnPtf = e
−λntVnf.
Next, recall from (1.37) that Vn(dy) = e
−Φνδ0(dy)+νn(y)dy. We have the following smoothness
properties of νn.
a) If κ ∈ [1,∞], then νn ∈ C
κ−1(R) with, for any integer 0 ≤ q ≤ κ− 1 and y ≥ 0,
ν(q)n (y) =Wn ∗ ν
(q)(y) + ν(q)(y), n ≥ 1.
Further, for all 0 ≤ q ≤ κ− 1, K > 0, λ > 0 there exists C = CK,λ(q) > 0 such that, for all
n ≥ 1,
sup
y∈[0,K]
∣∣∣ν(q)n (y)∣∣∣ ≤ C(2−A(λ))n.
b) Assume κ <∞.
b1) If κ ≥ 1, then νn ∈ C
κ(R+) and if κ = 0 and κ(0
+) < ∞, then νn ∈ C(R+). In both
cases we have that for all K > 0, λ > 0 there exists C = CK,λ(κ) > 0 such that, for all
n ≥ 1,
(5.3) sup
y∈[K−1,K]
∣∣∣ν(κ)n (y)∣∣∣ ≤ Cn(2−A(λ))n.
27
b2) If κ ∈ C1(R+), κ
′ ∈ L1loc(R+) and κ(0
+) = κ(0+), then νn ∈ C
κ+q¯(R+) with q¯ as
in Theorem 1.1(4(b)2). Moreover, for all 1 ≤ l ≤ q¯, K > 0, λ > 0 there exists
C = CK,λ(κ+ l) > 0 such that, for all n ≥ 1,
(5.4) sup
y∈[K−1,K]
∣∣∣ν(κ+l)n (y)∣∣∣ ≤ Cnl+1(2−A(λ))n.
Remark 5.2. Note that if (ψ, φ) ∈ N × B with (ψ, φ) = E(ψ, φ) then the measure Vn(dy) =
eθyVn(dy) is an eigenmeasure for the CBI(ψ, φ) semigroup P , in the sense that VnP tf =
e−(φ(θ)+λn)tVnf.
5.1. Proof of Proposition 5.1. We split the proof into several steps. Note that for n = 0
we have λn = 0 and V(dy) = V0(dy) = e
−Φνδ0(dy) + ν0(y)dy with ν0(y) = ν(y). Hence this
case corresponds to the study of the invariant measure V which was addressed in Proposition
3.1.
5.1.1. Proof of (5.2). By the definitions (1.35) and (1.34), a classical property of the Laplace
transform of a convolution and the binomial theorem,∫ ∞
0
e−λyWn(y)dy =
n∑
j=1
(
n
j
)
(−1)j
(∫ ∞
0
e−λyω(y)dy
)j
= −1 +
n∑
j=0
(
n
j
)
(−1)j(1−A(λ))j(5.5)
= A(λ)n − 1,
where λ > −RA. By the triangle inequality |Wn(y)| ≤
∑n
j=1
(n
j
)
ω∗j(y) and so by the same
arguments that led to (5.5),
(5.6)
∫ ∞
0
e−λy|Wn(y)|dy ≤ (2−A(λ))
n − 1.
Thus, combining (1.33), (1.37), (1.38), Lemma 3.5, (5.5) and (5.6) we get, for any λ > −(RA ∧
Rφ), that
(5.7) Vneλ =
(
e−Φν +
∫ ∞
0
e−λyν(y)dy
)(
1 +
∫ ∞
0
e−λyWn(y)dy
)
= e−Φν(λ)A(λ)n.
and the inequality (5.1). On the other hand, from the expression (1.14) of the Laplace transform
of the semigroup, we obtain that, for any t, λ > 0 and n ≥ 0,
VnPteλ = e
−Φν(λ)
∫ ∞
0
Gx(A(λ)e
−mt)Vn(dx)
= e−Φν(λ)eΦν(B(A(λ)e
−mt))VneB(A(λ)e−mt)
= e−Φν(λ)eΦν(B(A(λ)e
−mt))e−Φν(B(A(λ)e
−mt))A(λ)ne−λnt
= e−Φν(λ)A(λ)ne−λnt = e−λntVneλ(5.8)
where the third equality is obtained by means of the identity (5.7) and recalling that B is the
inverse of A. We complete the proof of (5.2) by combining the identities (5.7) and (5.8) and
invoking the injectivity property of the Laplace transform.
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5.1.2. A key lemma. Before we continue with the proof of Proposition 5.1, we need the following
lemma on the function Wn defined in (1.35).
Lemma 5.3. For any n ≥ 1, Wn ∈ C
1(R+). Further, if W ∈ C
p(R+) for some p ≥ 2, then for
any n ≥ 1,Wn ∈ C
p(R+) and for all 0 ≤ l ≤ p, K > 0, λ > 0 there exists 0 < C = CK,λ(l) <∞
such that, for all n ≥ 1,
(5.9) sup
y∈[K−1,K]
∣∣∣W(l)n (y)∣∣∣ ≤ Cnl+1(2−A(λ))n.
Proof. Recalling that A(λ) = e
−m
∫∞
λ
du
ψ(u) and λn = mn, we have, for any n ≥ 0 and λ > 0,
the identity
d
dλ
An(λ) =
λn
ψ(λ)
An(λ).
Then the Laplace transform inversion combined with (1.16) and (5.5) yield, for any y > 0,
(5.10) − yWn(y) = λn
(∫ y
0
W (y − r)Wn(r)dr +W (y)
)
.
Since W ∈ C(R+), we get by an application of the dominated convergence theorem to (5.10)
that Wn ∈ C(R
+). Moreover, since W (1) ∈ L1(R+) by Lemma 2.3 and Wn ∈ L
1(R+) by (5.6),
Lemma 2.4 in combination with (5.10) yields that Wn ∈ C
1(R+) with
(5.11) (−yWn(y))
(1) = λn
(∫ y
0
W (1)(y − r)Wn(r)dr +W
(1)(y)
)
.
Assume now that W ∈ Cp(R+) for some p ≥ 2. Then by induction and Lemma 2.5 combined
with Leibniz’s formula, we deduce that Wλn ∈ C
p(R+), and, for any n > 0,
−
yW
(p)
n (y) + pW
(p−1)
n (y)
λn
=−
(yWn(y))
(p)
λn
=
∫ y
2
0
W (p)(y − r)Wn(r)dr +
∫ y
2
0
W(p−1)n (y − r)W
′(r)dr +W (p)(y)
+ 12
p−2∑
j=0
(
W (j+1)(y2 )Wn(
y
2 ) +W
′(y2 )W
(j)
n (
y
2 )
)(p−2−j)
=
∫ y
2
0
W (p)(y − r)Wn(r)dr +
∫ y
2
0
W(p−1)n (y − r)W
′(r)dr +W (p)(y)
+12
p0∑
j=0
(12 )
pj
pj∑
k=0
(
pj
k
)(
W (p−1−k)(y2 )W
(k)
n (
y
2 ) +W
(1+k)(y2 )W
(pk)
n (
y
2 )
)
,
(5.12)
where for k = 0, 1, . . . , we have set pk = p− 2− k. Next, we prove the uniform bound (5.9) by
induction in l. First assume that l = 0. Then the identity (5.10) combined with the fact that
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W is non-negative and increasing entail, writing for j = 1, 2, Ij = [
1
jK ,K] here and below, that
sup
y∈I1
|yWn(y)| ≤ λnW (K)
(∫ K
0
|Wn(r)|dr + 1
)
≤ λnW (K)
(
eλK
∫ ∞
0
e−λr|Wn(r)|dr + 1
)
(5.13)
≤ mW (K)neλK(2−A(λ))n,
where we used the inequality (5.6) in the last line. Hence (5.9) holds for l = 0. Now assume
that l = 1. Then starting from the relation (5.11) and using similar arguments as for the
previous case plus (5.13), we get
sup
y∈I1
∣∣∣yW(1)n (y)∣∣∣ ≤ sup
y∈I1
|Wn(y)|
+ λn sup
y∈I1
∣∣∣∣∣
∫ y
2
0
W (1)(y − r)Wn(r) +Wn(y − r)W
(1)(r)dr +W (1)(y)
∣∣∣∣∣
≤ Cn(2−A(λ))n + λn
(
eλK(2−A(λ))n sup
y∈I2
W (1)(y) +W (K) sup
y∈I2
Wn(y)
)
≤ n(2−A(λ))n
(
C +meλK sup
y∈I2
W (1)(y) + λnCW (K)
)
,
where C > 0 is a generic constant. Hence (5.9) holds for l = 1. Now assume that (5.9) is true
for l = 0, 1, . . . , k − 1 with 2 ≤ k ≤ p. Then by (5.12) and the induction hypothesis, we get,
writing kj = k − 2− j, for j = 0, 1 . . .,
sup
y∈I1
∣∣∣yW(k)n (y)∣∣∣ ≤ sup
y∈I1
∣∣∣kW(k−1)n (y)∣∣∣+ λn
(∫ K
2
0
|Wn(r)| dr sup
y∈I2
∣∣∣W (k)(y)∣∣∣
+ sup
y∈I2
∣∣∣W(k−1)n (y)∣∣∣ ∫ K2
0
W (1)(r)dr + sup
y∈I1
∣∣∣W (k)(y)∣∣∣
+ 12
k0∑
j=0
(12 )
kj
kj∑
i=0
(
kj
i
)
sup
y∈I2
∣∣∣W (ki)(y)W(i)n (y)∣∣∣ + sup
y∈I2
∣∣∣W (1+i)(y)W(ki)n (y)∣∣∣
)
≤ n(2−A(λ))n
(
nk−1kC(k) +m sup
y∈I2
∣∣∣W (k)(y)∣∣∣ eλK + nkmC(k)W (K)
+ mk0!
k0∑
j=0
kj∑
i=0
ni+1C(i) sup
y∈I2
∣∣∣W (ki)(y)∣∣∣+ nki+1C(ki) sup
y∈I2
∣∣∣W (1+i)(y)∣∣∣ ),
where the C(k)’s are generic positive constants and we have used that (2−A(λ))n is increasing
in n ≥ 1 because A(λ) ∈ (0, 1) for 0 < λ < ∞. It follows that (5.9) holds for l = k, which
completes the proof. 
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5.1.3. Proof of Proposition 5.1(a). Assume that κ ∈ [1,∞]. Then Φν =∞, see Lemma 3.3 and
so
νn(y) =Wn ∗ ν(y) + ν(y).
By Proposition 3.7(a), ν ∈ Cκ−1(R). Hence, for all 0 ≤ q ≤ κ− 1, ν(q)(0) = 0 and since Wn is
in C(R+) by Lemma 5.3, we have by using Lemma 2.4 repeatedly,
ν(q)n (y) =Wn ∗ ν
(q)(y) + ν(q)(y),(5.14)
and, in particular, νn ∈ C
κ−1(R). To prove the uniform bound, note that by (5.14) and
(5.6),
|ν(q)n (y)| ≤
(
eλy
∫ ∞
0
e−λr|Wn(r)|dr + 1
)
sup
0≤r≤y
|ν(q)(r)|
≤eλy(2−A(λ))n sup
0≤r≤y
|ν(q)(r)|.
Hence the result follows as ν(q) ∈ C(R).
5.1.4. Proof of Proposition 5.1(b1). Recall that, for any n ≥ 1 and y > 0,
(5.15) νn(y) =
∫ y
0
Wn(y − r)ν(r)dr + ν(y) + e
−ΦνWn(y).
Assume first that 1 ≤ κ <∞. Then, from Lemma 3.3, Φν =∞ and thus by Proposition 3.7(a)
and (b1) and Lemma 2.4, νn ∈ C
κ(R+) with, for any y > 0,
(5.16) ν(κ)n (y) =
∫ y
0
Wn(y − r)ν
(κ)(r)dr + ν(κ)(y).
Then, we get that, for any y > ǫ > 0, λ > 0 and n ≥ 1,
|ν(κ)n (y)| ≤ sup
r∈[y−ǫ,y]
|Wn(r)|
∫ ǫ
0
|ν(κ)(r)|dr + sup
r∈[ǫ,y]
|ν(κ)(r)|
∫ y
ǫ
|Wn(r)|dr + |ν
(κ)(y)|
≤ Cǫn(2−A(λ))
n + Ceλy(2−A(λ))n(5.17)
where for the second inequality we used (5.9) with l = 0, (5.6) and the fact that ν(κ) ∈ L1(R+),
which is given in Proposition 3.7. Hence (5.3) follows for κ ≥ 1.
Second, if κ = 0 and κ(0+) < ∞, then by Proposition 3.7(b1), the fact that Wn is in C(R+)
and an application of the dominated convergence Theorem to (5.15), νn ∈ C(R+). The bound
(5.3) is derived by means of similar arguments as in the previous case but using the identity
(5.15). This completes the proof of (b1).
5.1.5. Proof of Proposition 5.1(b2). Assume κ ∈ C1(R+), κ
′ ∈ L1loc(R+) and κ(0
+) = κ(0+)
and let q¯ ≥ 1 be as in Theorem 1.1(4b). Then invoking Proposition 3.7(b2) and Lemma 5.3
and by applying Lemma 2.5 to the identity (5.15) in the case where κ = 0 and to (5.16) in the
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case where κ ≥ 1, we get that νn ∈ C
κ+q¯(R+) with, for any y > 0,
ν(κ+q¯)n (y) =
∫ y
2
0
W(q¯)n (y − r)ν
(κ)(r)dr +
∫ y
2
0
ν(κ+q¯)(y − r)Wn(r)dr + ν
(κ+q¯)(y)
+ e−ΦνW(q)n (y) +
1
2
q¯−1∑
j=0
(
ν(κ+j)(y2 )Wn(
y
2 ) + ν
(κ)(y2 )W
(j)
n (
y
2 )
)(q¯−1−j)
.
The bound (5.4) is obtained from this identity in the same way as the previous bound, the
tedious details being left to the reader. This completes the proof of Proposition 5.1.
We end this part with the following results which provide additional but more specific properties
regarding the set of eigenmeasures and complement the results on the set of eigenfunctions
stated in Proposition 4.3. Notions introduced below are classical and their definitions can be
found for instance in the textbooks [15] and [48].
Proposition 5.4. Let (ψ, φ) ∈ N × B. Then, for all n,m ∈ N, we have
(5.18) VmLn = δn,m
where δn,m is the Kronecker symbol. Assume now that φ 6= 0. Moreover, for all n ≥ 0, the
measure Vn is absolutely continuous with respect to V and we write Vn for the corresponding
Radon-Nykodim derivative. If for some n ∈ N, Vn ∈ L
2(V) then e−λnt ∈ Sp(P
∗
t ), where P
∗
t
is the adjoint of Pt in L
2(V). Moreover if (Vn)n≥0 ∈ L
2(V) then the geometric and algebraic
multiplicity of e−λnt is 1 for all n ≥ 0. Finally, in this case, (Ln,Vn)n≥0 is a biorthogonal
sequence in L2(V).
Remark 5.5. Note that showing that Vn ∈ L
2(V) for some n ∈ N seems to be a diffi-
cult problem as one has to get precise asymptotic estimate for small and large values of the
argument of the functions νn and ν. However, in the example 1.16, one easily gets that
Vn(y) =
∑n
j=0
(n
j
)
(−1)j y
αj
Γ(αj+1) ∈ L
2(V) where we recall that in this case V(dy) = e−ydy.
Proof. First, observe, from (4.4), that, for all n,m ∈ N,
VmLn =
∫ ∞
0
1
2πi
∮
Gx(z)
zn+1
dzVm(dx).
Next, using (4.5), we have, choosing R such that 0 < B < RA with B = max|z|=R |B(z)|,∫ ∞
0
∣∣∣∣∮ Gx(z)zn+1 dz
∣∣∣∣ |Vm|(dx) ≤ CR ∫ ∞
0
eBx|Vm|(dx) <∞
where CR > 0 and the last inequality follows from (5.1). Thus, an application of Fubini
Theorem yields
VmLn =
1
2πi
∮
eΦν(B(z))VmeB(z)
dz
zn+1
=
1
2πi
∮
1
zn−m+1
dz = δn,m.
Next, let f ∈ L2(V) then, for any n ∈ N, using (5.2),
〈f, P ∗t Vn〉V = 〈Ptf,Vn〉V = e
−nt〈f,Vn〉V ,
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which shows that e−nt ∈ Sp(P
∗
t ). The multiplicity of the eigenvalues is proved in [36, Proposi-
tion 2.27] whereas the last statement follows from (5.18).

6. Proof of Theorem 1.10, Proposition 1.4 and Theorem 1.1
6.1. Proof of Theorem 1.10 and Theorem 1.1(1), (2) and (4). The proof is split into
several steps. We first establish that the CBI-semigroup P coincide on appropriate linear spaces
with the following two (linear spectral) operators defined on Bb(R
+
≥0), for any x ≥ 0, by
(6.1) Stf(x) =
∞∑
n=0
e−λntVnf Ln(x) and Stf(x) =
∫ ∞
0
f(y)Stδy(x),
where we use the notation Stδy(x) =
∑∞
n=0 e
−λntVn(dy) Ln(x). First we show that Stf = Ptf
on Λ and then that Stf = Stf on Dt.
Lemma 6.1. For all t > T0, x ≥ 0 and f ∈ Λ, we have Stf(x) = Ptf(x). Consequently,
(St)t>T0 is a densely defined continuous semigroup on C0(R
+
≥0), endowed with the uniform
topology ‖.‖∞, i.e. for any f ∈ Λ, ‖Stf‖∞ ≤ ‖f‖∞, with Pt its unique contraction semigroup
extension on the closure of Λ, that is on Λ = C0(R
+
≥0).
Proof. Using successively the identities (5.7), (1.32) and (1.14), we have, for any λ > 0,
Steλ(x) =
∞∑
n=0
e−λntVneλLn(x) =
∞∑
n=0
e−λnte−Φν(λ)A(λ)nLn(x)
= e−Φν(λ)Gx(A(λ)e
−mt)
= Pteλ(x)
where we note that (1.32) is valid since A(λ) ∈ (0, 1) on R+ and hence 0 < A(λ)e
−mt <
e−mT0 = R0. This completes the proof as plainly St is linear on Λ and P is a Feller semigroup
on R+≥0. 
Lemma 6.2. For all t > T0, x ≥ 0 and f ∈ Dt, we have Stf(x) = Stf(x). Note that
Λt = Span(eλ, λ > −λ¯t) ⊂ Dt, where λ¯t is defined in (1.19).
Proof. Let f ∈ Dt, which by definition in (1.20), implies that there exists C > 0, chosen
here for sake of clarity greater than f(0), and λ < λ¯t such that |f(y)| ≤ Ce
λy for a.e. y ≥ 0.
Thus, we get that |Vn||f | ≤ C|Vn|e−λ, where we used the fact that Vn is absolutely continuous
on R+. From (5.1) and the definition of λ¯t we get that |Vn|e−λ ≤ e
−Φν(−λ)(2 − A(−λ))n.
Hence e−λnt|Vn||f | ≤ Ce
−Φν(−λ)
(
e−mt(2−A(−λ))
)n
. From the definition again of λ¯t and
since from Lemma 3.5 A is increasing on (−RA,∞), we have in both cases e
−mt(2−A(−λ)) <
e−mt(2 −A(−λ¯t)) ≤ e
−mT0 = R0. Thus, we obtain that there exists R ∈ (0, R0) such that, for
any n ≥ 0,
(6.2) e−λnt|Vn||f | ≤ CR
n.
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Hence, the representation (4.2) for p = 0 in Proposition 4.1 yields∫ ∞
0
|f(y)|
∞∑
n=0
e−λnt|Vn|(dy) |Ln(x)| =
∞∑
n=0
e−λnt|Vn||f | |Ln(x)| <∞,
where we recall that the series are locally uniformly convergent. By Fubini Theorem, this
shows that the linear operator St is well defined and satisfies Stf = Stf on Dt. The statement
Λt ⊂ Dt is obvious. 
From Lemma 6.1 and Lemma 6.2, we have gained that, for any t > T0, Pt and St share the
same Laplace transform on (−λ¯t,∞). This is sufficient to claim, by injectivity of the Laplace
transform, that for all t > T0, x ≥ 0,
(6.3) Pt(x, dy) = Stδy(x) =
∞∑
n=0
e−λnt Ln(x) Vn(dy)
and to get that
(6.4) Ptf(x) = Stf(x) =
∞∑
n=0
e−λntVnf Ln(x) on Dt ∪ Λ.
Next, for any f ∈ Dt ∪ Λ, x ≥ 0 and t > T0, and integers m, p, the equality (5.7) if f ∈ Λ or
the bound (6.2) if f ∈ Dt yield that in both cases there exists R ∈ (0, R0) such that for n large
enough |(−λn)
me−λntVnf | ≤ R
n. Thus, there exists C > 0 such that
∞∑
n=p
∣∣∣(−λn)me−λntVnf L(p)n (x)∣∣∣ ≤ C ∞∑
n=p
Rn
∣∣∣L(p)n (x)∣∣∣ .
Thus from (4.2) in Proposition 4.1, the series on the right-hand side is locally uniformly
convergent in (t, x). Since we already showed that (6.4) holds, this proves by a classical
result in analysis, see e.g. Theorem 7.17 in [42], the claim (1.36) in Theorem 1.10 and
shows that (t, x) 7→ Ptf(x) ∈ C
∞2((T0,∞) × R
+
≥0) for such f . Theorem 1.1(1) (resp. The-
orem 1.1(2)) is an immediate consequence of this property combined with the fact P is a
Markov operator (resp. that Dt ∩C0(R
+
≥0) ⊂ C0(R
+
≥0) and P is a Feller semigroup). Recalling
that Vn(dy) = e
−Φνδ0(dy) + νn(y)dy, the claim (1.39) is in fact the identity (6.3). Conse-
quently, for any x ≥ 0 and t > T0 ≥ 0, Pt(x, dy) is absolutely continuous if and only if
e−ΦνeΦν(B(e
−mt))e−xB(e
−mt) = 0 which is equivalent to Φν =∞, as B(e
−mt) =∞ if and only if
t = 0, which is impossible. The claims (1.21) and (1.22) follow.
Next, for any t > T0, x ∈ [0,K],K > 0, λ < min{λ¯t, 0} and y ∈ [K
−1,K],K > 0 and for any
integers m, p, and, any integer q such that q ≤ κ−1 if κ ≥ 1, or q ≤ κ+ q¯ with q¯ as in Theorem
1.1(4b), we get
∞∑
n=p
∣∣∣(−λn)me−λntν(q)n (y) L(p)n (x)∣∣∣ ≤ C ∞∑
n=p
λmne
−λntna(2−A(−λ))n
∣∣∣L(p)n (x)∣∣∣
where C > 0 and to estimate |ν
(q)
n (y)| we used the bounds of Proposition 5.1 with a = max(q+
1 − κ, 0). We conclude that the series is locally uniformly convergent in (t, x, y) by invoking
again (4.2) after noting that λmne
−λntna(2 − A(−λ))n < Rn for some R < R0 and all n large
enough. Combined with (6.3), this provides (via Theorem 7.17 in [42]) the expression (1.40)
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and the proof of Theorem 1.1(4)(4a)-(4b). This completes the proof of Theorem 1.10 and
Theorem 1.1 (1), (2) and (4).
6.2. Proof of Proposition 1.4. Note that the first claim regarding the existence of an invari-
ant probability measure was proved in Proposition 3.1. Next, let t > T = T0+
1
m ln(2−A(−RA))
and E ∈ B(R+≥0). Then, from the definition (1.19), we have λt = RA ∧ Rφ and IE ∈ Dt as
clearly IE ≤ e−λ for any λ ∈ (0, RA ∧ Rφ). Therefore, noting that λ0 = 0, L0(x) = 1 and
V0 = V, we get, from (1.36) in Theorem 1.10, that, for any x ≥ 0,
|Pt(x,E) − V(E)| =
∣∣∣∣∣
∞∑
n=1
e−nmtLn(x)Vn(E)
∣∣∣∣∣ ≤
∞∑
n=1
e−nmt |Ln(x)| |Vn(E)| .
Now since IE ≤ e−λ, we have |Vn(E)| ≤ |Vn| (E) ≤ |Vn| e−λ ≤ e
−Φν(−λ)(2 − A(−λ))n where
the last inequality follows from (5.1) in Proposition 5.1 which is valid since −λ > −RA ∧ Rφ.
Thus
|Pt(x,E)− V(E)| ≤ e
−Φν(−λ)
∞∑
n=1
|Ln(x)|
(
e−mt(2−A(−λ))
)n
.
Now, from the fact that A is increasing on (−RA,∞) one sees that the choices of t > T =
T0 +
1
m ln(2 − A(−RA)) and of λ < RA ∧ Rφ ensure that 0 < R = e
−mT (2 − A(−λ)) =
e−mT0 2−A(−λ)2−A(−RA) < e
−mT0 = R0. Thus by (4.3) in Proposition 4.1, there exist C = C(R) > 0
and B = max|z|=R |B(z)| ∈ R+ such that
|Pt(x,E) − V(E)| ≤ e
−Φν(−λ)CeBx
∞∑
n=1
(
e−mt(2−A(−λ))
R
)n
= e−Φν(−λ)CeBx
∞∑
n=1
e−nm(t−T ),
which plainly proves the Corollary.
6.3. Proof of Theorem 1.1(3). Let us now prove that P is eventually strong Feller. We men-
tion that Schilling and Wang in [45] provide interesting sufficient conditions on the transition
kernel of Feller semigroups which imply the strong Feller property. However, we have not been
able to use their criteria and instead we prove this property directly using Theorem 1.1(1).
To this end, let t > T0 and f ∈ Bb(R
+
≥0). There exists a non-decreasing sequence (gn)n≥0 of
non-negative functions in Cc(R
+
≥0) converging pointwise to g ≡ 1 and by the monotone con-
vergence Theorem we have limn→∞ Ptgn = Ptg. As gn ∈ Cc(R
+
≥0), the space of continuous
functions with compact support, by Theorem 1.1(1), we have Ptgn ∈ C(R
+
≥0). Moreover, by
(1.4), Ptg ∈ C(R
+
≥0). Then Dini Theorem shows that the convergence is uniform on any com-
pact set in R+≥0. Now let x ∈ R
+
≥0 and ǫ > 0. Consider a compact set K of the form [0, η] if
x = 0, [x− η, x+ η] otherwise, then there exists n0 = n0(ǫ) ≥ 0 such that
sup
x∈K
|Pt(g − gn0)(x)| <
ǫ
3‖f‖∞
.
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Next, since fgn0 ∈ Bb(R
+
≥0) with compact support, Theorem 1.1(1) entails that Ptfgn0 ∈
C∞(R+≥0). Therefore, there exists η0 = η0(n0, ǫ) ∈ (0, η) such that, for all y ∈ U0 = (0, η0) if
x = 0 and y ∈ Ux = (x− η0, x+ η0) otherwise,
|Ptfgn0(x)− Ptfgn0(y)| <
ǫ
3
.
Since Ux ⊂ K, we get, using the previous estimates, that for all y ∈ Ux,
|Ptf(x)− Ptf(y)| ≤ |Ptf(g − gn0)(x)| + |Ptf(g − gn0)(y)| + |Ptfgn0(x)− Ptfgn0(y)|
≤ |||f ||∞ (|Pt(g − gn0)(x)|+ |Pt(g − gn0)(y)|) + |Ptfgn0(x)− Ptfgn0(y)|
< ǫ.
Hence, from the contraction property of Pt, we conclude that for any t > T0 and f ∈ Bb(R
+
≥0),
Ptf ∈ Cb(R
+
≥0) which is the (eventually) strong Feller property.
7. Examples
We end this paper by detailing some examples of CBI-semigroups which illustrate the variety
of smoothness properties that the absolutely continuous part of their transition kernel enjoy.
The last example also reveals that our results are sharp in the sense that some instances of
CBI-semigroups do not have a better regularity property on R+ than the one stated in Theorem
1.1.
7.1. Handa CBI-semigroups. In [20], Handa showed that that every generalized gamma
convolution distribution is an invariant measure for a CBI-semigroup and then he studied the
sector property of this class of CBI-semigroups and we refer to the aforementioned paper for
definition. More specifically, let us consider the mechanisms
(7.1) ψ(u) = σ2u2 +mu+
∫ ∞
0
(
e−ur − 1 + ur
)
Π(dr) and φ(u) = u
where σ2 ≥ 0, and
(7.2) Π(dr) =
∫ ∞
0
v2e−vrM(dv)dr,
for some measure M on R+ such that
∫∞
0
M(dv)
1+v < ∞ and which is associated to a Thorin
measure τ by the following relation∫ ∞
0
τ(dv)
u+ v
=
1
u
τ0
+ 1τ1 +
∫∞
0
u
u+vM(dv)
where for k = 0, 1, τk =
∫∞
0 v
−kτ(dv). We recall that a Thorin measure is a measure τ on R+
satisfying
(7.3)
∫ 1
2
0
| log v|τ(dv) +
∫ ∞
1
2
τ(dv)
v
<∞.
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Then according to [20, Theorem 4.3], we have that the Le´vy measure of Φν , the Laplace
exponent of the invariant measure, is κ(r)r dr, r > 0, where
(7.4) κ(r) =
∫ ∞
0
e−vrτ(dv) = W (1)(r)
is completely monotone and hence the invariant measure is a generalized gamma convolution
distribution. Note that (7.4) combined with (2.5) yields that
φp(u) =
u
τ0
+
1
τ−1
+
∫ ∞
0
u
u+ v
M(dv).
Thus, if M ≡ 0 on [0, R) for some R > 0 then it is easy to check that φp ∈ H(R) and also ψ ∈
H(R). Moreover, the condition (1.6) is according to Lemma 2.1 satisfied if σ2 > 0, i.e. τ0 <∞,
or, for instance if there exists g positive and non-increasing such that M(dv)dv = g(v)
∞
∼ Cv−α,
α ∈ (1, 2), as by classical arguments, Π(r)
0
∼ Cαr
1−α. From (7.4) we see that, as the Laplace
transform of a measure on R+, κ is completely monotone. Hence κ ∈ C
∞(R+) and
(7.5) κ(0+) = κ(0+) = τ(R+) = W
(1)(0+) =
1
σ2
∈ (0,∞],
where for the last equality we have used Proposition 1.6(1i). Thus, we have that κ(0+) > 0,
which by Lemma 3.3 implies that Pt(x, dy) = pt(x, y)dy. First, if τ(R+) = ∞ then, by (7.5),
κ =∞ and from Theorem 1.1 (4a), we have that (t, x, y) 7→ pt(x, y) ∈ C
∞3((T0,∞)×R
+
≥0×R).
Assume now that τ(R+) <∞. Then, by (7.4), for any a > 0,∫ a
0
|κ(1)(r)|dr =
∫ a
0
∫ ∞
0
ve−vrτ(dv)dr =
∫ ∞
0
(1− e−av)τ(dv) < τ(R+) <∞,
so that κ(1) ∈ L1loc(R
+
≥0). Moreover, since by (7.4) κ,W ∈ C
∞(R+), we have that q¯ = ∞ in
Theorem 1.1 (4b) and hence (t, x, y) 7→ pt(x, y) ∈ C
∞3((T0,∞)× R
+
≥0 × R+).
7.2. Tempered stable. Let for any α ∈ (1, 2] and β ∈ (−1, 1],
ψ(u) = a
(
(u+ ηψ)
α + γu− ηαψ
)
and φ(u) = ca
∣∣∣(u+ ηφ)β − ηβφ∣∣∣ ,
where a, c, ηψ , ηφ > 0 and γ > −αη
α−1
ψ . Then ψ and φ are of the form (1.5) and (1.7) and
satisfy (1.6) and (1.8) with m = a(αηα−1ψ + γ) and
σ2 =
{
0 if α < 2,
a if α = 2,
Π(dr) =
{
aα(α−1)
Γ(2−α) e
−ηψrr−α−1dr if α < 2,
0 if α = 2,
b =
{
0 if β < 1,
ca if β = 1,
µ(dr) =

ca
Γ(−β)e
−ηφrr−β−1dr if β < 0,
caβ
Γ(1−β)e
−ηφrr−β−1dr if 0 < β < 1,
0 if β ∈ {0, 1},
where for a > 0, Γ(a) =
∫∞
0 e
−xxa−1dx is the gamma function. Note that µ¯(0+) = ∞ if
0 < β < 1. We fix t > T0 and x ≥ 0 and investigate the regularity of y 7→ pt(x, y).
If α < β + 1, then by combining Proposition 1.6(1ii) and Theorem 1.1, we have y 7→ pt(x, y) ∈
C∞(R). Suppose now α > β + 1. Then as Π is completely monotone and µ ∈ C∞(R+) it
follows from Remark 1.8 and Proposition 1.6(2i) (if α < 2 and β > 0), Proposition 1.6(2ii) (if
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α < 2 and β ≤ 0) or Proposition 1.6(2iii) (if α = 2) that W,κ ∈ C∞(R+) and κ(1) ∈ L1loc(R
+)
and thus by Theorem 1.1, y 7→ pt(x, y) ∈ C
∞(R+), provided κ(0+) = κ(0+) < ∞. To show
the latter, note that by Proposition 1.6(1i), κ(0+) = 0 if α = 2 and by Proposition 1.6(1ii),
κ(0+) = 0 if α < 2 and β ≤ 0. If α < 2 and β > 0, let ℓ(u) = u
α
ψ(u) . Then limu→∞ ℓ(u) = 1/a
and thus in particular it is a slowly varying function at infinity. Since∫ ∞
0
e−uyW (1)(y)dy =
u
ψ(u)
= u1−αℓ(u),
and W (1) is non-increasing (since it is completely monotone), we have by [5, Theorem 1.7.1’
and Theorem 1.7.2b] that
lim
y↓0
W (1)(y)
yα−2
=
1
aΓ(α− 1)
.
Let ǫ > 0 be arbitrary and choose δ > 0 be such that aΓ(α−1)W
(1)(y)
yα−2
∈ [1− ǫ, 1+ ǫ] and e−ηφy ∈
[1− ǫ, 1] for all 0 < y < δ. Then, writing Cǫ =
cβ(1+ǫ)
Γ(α−1)Γ(1−β) , we have, for 0 < y < δ,
κ(y) =
∫ y
0
W (1)(y − r)µ¯(r)dr ≤
∫ y
0
(y − r)α−2
∫ ∞
r
e−ηφuu−β−1dudr(7.6)
= Cǫ
∫ y
0
(y − r)α−2
(∫ y
r
e−ηφuu−β−1du+
∫ ∞
y
e−ηφuu−β−1du
)
dr
≤ Cǫ
(∫ y
0
(y − r)α−2
∫ y
r
u−β−1dudr +
∫ y
0
(y − r)α−2
∫ ∞
y
e−ηφuu−β−1dudr
)
= Cǫ
(
1
β
∫ y
0
(y − r)α−2
(
r−β − y−β
)
dr +
yα−1
α− 1
∫ ∞
y
e−ηφuu−β−1du
)
= Cǫ
((
Γ(α− 1)Γ(1− β)
βΓ(α− β)
−
1
(α− 1)β
)
yα−β−1 +
yα−1
α− 1
∫ ∞
y
e−ηφuu−β−1du
)
,
where for the last equality we used, for η1 < 1 and η2 < 1, the identity∫ y
0
(y − r)−η1r−η2dr =
Γ(1− η1)Γ(1 − η2)
Γ(2− η1 − η2)
y1−η1−η2 ,
which can be easily proved via Laplace transforms. Similarly, writing C−ǫ =
Γ(α−1)Γ(1−β)
βΓ(α−β) −
1
(α−1)β (1− ǫ), we have the lower bound
κ(y) ≥ C−ǫ
(
C−ǫy
α−β−1 +
yα−1
α− 1
∫ ∞
y
e−ηφuu−β−1du
)
.(7.7)
Next, by means of l’Hoˆpital’s rule, we observe that
(7.8)
yα−1
α− 1
∫ ∞
y
e−ηφuu−β−1du
0
∼
e−ηφyy−β−1
(α− 1)2y−α
0
∼
yα−β−1
(α− 1)2
.
Recalling that we are considering the case α > β + 1, it follows from (7.6) and (7.8) that
κ(0+) = 0 also when α < 2 and β > 0. Thus, we conclude that y 7→ pt(x, y) ∈ C
∞(R+) if
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α > β + 1. Now we consider the remaining case where α = β + 1. If α = 2, then by Lemma
1.6(1i), κ(0+) = κ(0+) = c. If α < 2, then by (7.6)-(7.8), we have for any ǫ > 0,
κ(0+) ≤ c(1 + ǫ), κ(0+) ≥ c(1 − ǫ)2 + ǫ
cβ(1− ǫ)
Γ(α− 1)Γ(1 − β)(α− 1)2
.
Hence κ(0+) = κ(0+) = c. Then, by Theorem 1.1, y 7→ pt(x, y) ∈ C
k−1(R) ∩ Ck(R+) for all
integers k ∈ [1, c). To deal with additional regularity on R+, note that if α = 2, Theorem
1.1(4(b)2) applies via Lemma 1.6(2iii) and Remark 1.8 and thus y 7→ pt(x, y) ∈ C
∞(R+).
However, if α < 2 it is not obvious to us how to prove that κ(1) ∈ L1loc(R
+) since the integral
condition in Lemma 1.6(2i) is not satisfied. Therefore we restrict ourselves to the special case
where ηψ = ηφ and γ = −η
α−1
ψ , which has also been considered in [10] and [35]. In that case,
φ(u)
ψ(u) =
c
u+ηψ
and so by Laplace inversion, κ(y) = ce−ηψy. Then, recalling thatW is in C∞(R+),
Theorem 1.1 (4b) yields y 7→ pt(x, y) ∈ C
∞(R+).
7.3. Example of non-smoothness. This example provides an instance when the absolutely
continuous part of the transition density is not in C∞(R+) in general. Let us consider the case
where σ = 1, m = 1 and Π(dr) = δ1(dr) and b = 0, µ ≡ 0, that is, P is a CB semigroup. Note
that from Proposition 1.9(ii), one may construct a CBI-semigroup whose transition kernel has
the same smoothness properties as the kernel of the CB semigroup. We fix t > T0 and x ≥ 0.
Since W ∈ C2(R+) when σ > 0, see in [9, Theorem 1], we know by Theorems 1.1 and 1.10 and
Lemma 3.3 that in this case Pt(x, dy) = δ0(dy) + pt(x, y)dy, where
y 7→ pt(x, y) =
∞∑
n=0
Ln(x)e
−λntWn(y) ∈ C
2(R+),
with, with the obvious notation,
p
(2)
t (x, y) =
∞∑
n=0
Ln(x)e
−λntW(2)n (y)
=
∞∑
n=0
Ln(x)e
−λnt
(
W(2)n (y) + λn
W (2)(y)
y
)
−
∞∑
n=0
Ln(x)e
−λntλn
W (2)(y)
y
.
(7.9)
We are going to show that y 7→ pt(x, y) /∈ C
3(R+). By (2.10), we have, for y > 0,
(7.10) W (2)(y) = Π(y) +
∞∑
n=2
(−1)nΠ∗n(y).
As Π(y) = (1−y)I{0<y≤1} is an absolutely continuous function with bounded density, we get by
Lemma 2.4, that Π∗n ∈ C1(R+) for n ≥ 2. It is then an easy exercise to show that the infinite
sum on the right hand side of (7.10) is in C1(R+). Therefore, W
(2) is absolutely continuous on
R+ (with a bounded density) and differentiable on R+\{1} but not at y = 1, since Π(1
−) = −1
39
and Π(1+) = 0. By (5.12),
−
(
W(2)n (y) + λn
W (2)(y)
y
)
= 2
Wn(y)
y
+
λn
y
(∫ 1
2
y
0
W (2)(y − r)Wn(r)dz
+
∫ 1
2
y
0
W(1)n (y − r)W
(1)(r)dr +W (1)(y2 )Wn(
y
2 )
)
and thus by invoking Lemma 2.4 for the first integral, y 7→ yW
(2)
n (y) + λnW
(2)(y) ∈ C1(R+).
Following the proof of Theorem 1.1(4b) in Section 6.1, we deduce that the first infinite sum on
the right hand side of (7.9) is in C1(R+). But the second infinite sum is not differentiable at
y = 1 and thus y 7→ pt(x, y) /∈ C
3(R+).
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