Abstract
INTRODUCTION
Medical imaging has advanced in the last few decades with the advent of various modalities of imaging such as CT (Computed Tomography), MRI (Magnetic Resonance Imaging) etc. Medical images are broadly classified, on the basis of modality, into structural images, which provide high resolution images with anatomical detail and precise localization capability, and functional images, which provide low resolution images with functional information which can be used for diagnosis purpose. [1] [2] The emergence of these multimodal medical images has prompted researchers to delve into a range of applications like classification, registration, denoising, fusion, etc. [3] Out of these applications, medical image fusion is the process of registering and combining complementary information present in 2 or more medical images which vary in modality there by providing a more complete and accurate description.
There has been extensive research in the field of medical image fusion and various image fusion algorithms have been devised for the same. Some of them include pixel level techniques like Principal Component Analysis (PCA), averaging, transform based techniques like wavelet transform, Multi-scale Geometric Analysis (MGA) techniques (contourlet, ripplet, etc), optimization based techniques like neural networks, fuzzy logic, etc.
[4]- [7] pixel level techniques suffer from spectral degradation even though they provide better results. Wavelet transform cannot detect the smoothness along the edges. Moreover, wavelet transform provide limited directional information since wavelet decomposes image in only three directional highpass subbands, namely, vertical, horizontal and diagonal. This limits the ability to preserve the salient features of the source images and probably introduces some artifacts and inconsistency in the fused results. In the case of MGA techniques, it is not possible to measure the importance/contribution of individual source image in the fused image. Moreover, finding an effective way of combining the two source images is still an open problem. [2] Optimization based techniques are time consuming in nature since they require multiple iterations and they also tend to over smooth the edges which is not ideal as far as fusion is concerned. [8] To solve the above mentioned problems, a novel method based on weighted least squares filter has been proposed in this paper. The remainder of the paper is organized as follows. Section II gives a brief insight on the weighted least squares filtering. Section III describes the proposed fusion algorithm. Section IV deals with the experimental results and discussions and conclusion is provided in section V.
WEIGHTED LEAST SQUARES FILTER
Edge preserving filters like guided filter, bilateral filter and weighted least squares filter have been an active research topic in image processing since they do not blur the strong edges in the decomposition process there by reducing the ringing artifacts.
In edge preserving filtering, we try to find a new image u from the input image g which on one hand is as close as possible to g and at the same time is as smooth as possible across everywhere except at places where there is a significant gradient in g. This can be seen as a minimization of the expression[9]
where the first term in the summation is the data term, whose objective is to minimize the distance between u and g. The second term in the summation is called as the regularization term , whose objective is to achieve smoothness by minimizing the partial derivative of u. λ provides a balance between the two terms. Increasing the value of λ leads to progressively smoother images. x,g a (i, j) and , a (i, j) yg are the smoothness weights along x and y and is dependent on g. It is given as
Where l is the log-luminance channel of the input image g, α decides the sensitivity to the gradients of g, and ε is a constant whose value is 0.0001 and comes of purpose where ever g is constant. 
IMAGE FUSION WITH WEIGHTED LEAST SQUARES FILTER
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As a result of the two scale decomposition, we get a base layer which contains large scale variations in intensity and in detail layer, we get the small scale details.
To construct the weight map, a 3x3 Laplacian filter is applied to each input image to obtain the high pass image H n .
Next, the saliency map is constructed by passing the absolute value of H n through a Gaussian low pass filter of size 11x11. The standard deviation for the Gaussian filter is set at 5.
Where the parameters r g and σ g are the half window length and standard deviation of the Gaussian filter respectively. From the saliency map, the weight map is calculated as follows.
Where N is the number of input images, k n S is the saliency value for pixel k in the nth image. However, the weight maps obtained through the above process are usually noisy and are not aligned with the object boundaries. Therefore, we pass the weight maps through a weighted least squares filter for refining the weights and the resulting weights are normalized so that the sum of all weights for a particular pixel becomes one. 
Experimental Setup
For the comparison of the proposed technique with other existing image fusion algorithms, an image database of 10 pairs of PET and MRI images of the head from the Harvard brain atlas database is considered. The PET image provides details pertaining to the functional aspect of the brain, in this case regarding whether the person is suffering from mild Alzheimer"s disease or not and the MRI image provides details pertaining to the structural aspect of the brain. [10] , shift invariant wavelet transform (SWT) [11] , curvelet transform (CVT) [12] , non subsampled contourlet transform (NSCT), generalized random walks (GRW) [13] , waveletbased statistical sharpness measure (WSSM) [14] and higher order singular value decomposition (HOSVD) [15] respectively. The parameter settings for the above mentioned methods have been obtained from [2] and for the WLS based fusion the value of λ and α are 3 and 5 for the base layer images and 0.1 and 10 for the detail layer images.
Image Fusion Quality Metrics
In order to compare the performance of different fusion algorithms with the proposed WLS based fusion, 5 different quality metrics based on information present (Q MI ), structural information retained (Q Y and Q C ), features retained (Q G and Q P ) have been considered.
Normalized Mutual Information (Q MI )
Traditional mutual information based quality metrics suffer from being unstable and also bias the measure towards the source image with the highest entropy. Therefore Hossny et al [16] devised a normalized mutual information based quality metric to measure how well the information from the source images is preserved in the fused image. It is given by the formula MI 
MI(A, F) MI(B,F) Q =2 + (14) H(A)+H(F) H(B)+H(F)
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Where MI(A,F) is the mutual information between input image A and fused image F and H(A) and H(F) are the entropy of A and F respectively. The mutual information between 2 images is given by the formula
MI(A,F)=H(A)+H(F)-H(A,F)
Where H(A,F) is the joint entropy of images A and F. The larger the value of the Q MI , better the quality of the image resulting from fusion.
Yang et. al's Quality Metric (Q Y )
Yang"s metric [17] measures how well the structural information of the source images is preserved in the fused image.It is mathematically defined as 
Cjevic et. al's Quality Metric (Q C )
Cjevic"s metric [18] estimates how well the important information in the source images is preserved in the fused image.It is given by the formula 
Gradient Based Index (Q G )
The gradient based index (Q G ) [19] measures how well the edge information of the source images is preserved and is given by the formula provided in equation number 22. 
Phase Congruency Based Index (Q P )
Q P [8] measures how well the important features present in the input images are preserved in the fused image and is given by the formula
Where P p , P M , P m are the phase congruency, maximum and minimum moment parameters respectively. α, β and γ are the exponents and is set to one in this paper
Experimental Results and Discussions
Fig 3 shows sample of two medical images from the multimodal medical image database, Magnetic Resonance Imaging (MRI) and Positron Emission Tomography (PET) of a patient suffering from mild Alzheimer"s disease respectively. The MRI image shows the structure and the PET image shows the metabolic activity present inside the human head. Table I shows the result of the fusion of the two images using the proposed method and other exisitng image fusion algorithms. The result produced by SWT and GRW method reduces the brightness of the overall fused image there by making some details unclear. The WSSM based method does not work for this set of images because it introduces serious artifacts in the fused image. The HOSVD based method reduces the brightness in the metabolic information there by losing some important metabolic information. Though, the GFF and WLS based fusion algorithms are able to preserve the features of the input images without any visible artifacts and brightness distortions, and are also able to preserve the complementary information present in both the input images. Table 2 provides an objective performance of different methods. The value of each parameter is calculated for each pair of images in the database and the average value is displayed in Table 3 . It can be seen that though HOSVD based fusion method has the maximum average Q MI values in the database, it provides a relatively poor performance in terms of Q C (second worst),Q P (fourth worst)and Q G (fourth worst)in the database. Higher value of Q MI means that the original information present in the different input images is preserved in the fused image. But a higher value of Q MI can also occur if the fused image is closer to one of the input images. Therefore all five quality metrics need to be considered together while comparing the fusion performance of each method. The WLS based fusion technique, in comparison, though may not always be the best in all five quality metrics, but it has a very stable performance(always within top two). Thus, it can be shown that the proposed method can achieve state of the art fusion performance in the case of multi-modal image fusion. 
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CONCLUSIONS
In this paper, a novel image fusion method based on weighted least squares filter was presented for multi-modal medical image fusion. The proposed method uses a twoscale representation using an average filter. The weighted least squares filter is used in a novel way for refinining the weight maps of the base and detail layers. Experiments show that the proposed method can preserve the complementary information present in multiple input images without introducing any artifacts or distortions. The proposed method also gives a robust performance in terms of the different quality metrics. Future work in this area could be setting the different parameters of the weighted least squares in adaptively to improve the performance of the proposed method 
