Abstract: Classification techniques play an important role in the analysis of polarimetric synthetic aperture radar (PolSAR) images. PolSAR image classification is widely used in the fields of information extraction and scene interpretation or is performed as a preprocessing step for further applications. However, inherent speckle noise of PolSAR images hinders its application on further classification. A novel supervised superpixel-based classification method is proposed in this study to suppress the influence of speckle noise on PolSAR images for the purpose of obtaining accurate and consistent classification results. This method combines statistical information with spatial context information based on the stochastic expectation maximization (SEM) algorithm. First, a modified simple linear iterative clustering (SLIC) algorithm is utilized to generate superpixels as classification elements. Second, class posterior probabilities of superpixels are calculated by a K distribution in iterations of SEM. Then, a neighborhood function is defined to express the spatial relationship among adjacent superpixels quantitatively, and the class posterior probabilities are updated by this predefined neighborhood function in a probabilistic label relaxation (PLR) procedure. The final classification result is obtained by the maximum a posteriori decision rule. A simulated image, a spaceborne RADARSAT-2 image, and an airborne AIRSAR image are used to evaluate the proposed method, and the classification accuracy of our proposed method is 99.28%, 93.16% and 89.70%, respectively. The experimental results indicate that the proposed method obtains more accurate and consistent results than other methods.
Introduction

Background
Synthetic aperture radar (SAR) is an active sensor that transmits and receives microwaves. Compared to optical remote sensing sensors, SAR has a day-or-night and all-weather imaging capability because of the penetrability of microwaves [1, 2] . Polarimetric synthetic aperture radar (PolSAR) provides richer information than a single polarization channel as PolSAR transmits and receives electromagnetic waves in different states [3, 4] . Given these advantages of PolSAR, it has been widely used for target detection and recognition, parameter inversion and land cover mapping [1] [2] [3] 5] .
With the launch of various spaceborne platforms, such as TerraSAR-X and RADARSAT-2, and the development of airborne platforms, such as AIRSAR and ESAR, an ever-increasing amount of PolSAR data becomes available. Therefore, developing automatic or semiautomatic interpretation systems for PolSAR images instead of manual interpretation is urgently necessary. In the past two decades, a number of methods have been developed. Among these methods, classification is one of the most important techniques for PolSAR image interpretation to be used for information extraction and scene interpretation or performed as a preprocessing step for further applications. However, speckle noise appears in PolSAR images because of the coherent interference of waves reflected from elementary scatters. Such inherent speckle noise degrades the classification performance [6] and makes PolSAR image classification a challenging task. Many studies have focused on restraining this interference to improve classification accuracy. In summary, effective methods to solve this problem primarily include the following three aspects:
(1) Utilization of statistical information: Statistical properties of fully-developed speckle are widely used for the change detection, filtering and classification of PolSAR images [7] [8] [9] [10] [11] [12] . In terms of classification, a specific data statistical distribution is generally adopted to model speckle noise. Many statistical models for PolSAR images are derived by physical or mathematical approaches. Among these models, the Gaussian-based Wishart distribution and non-Gaussian models are the most widely applied. However, these statistical models are complicated and have certain limitations. The Wishart distribution is mostly suitable for homogeneous areas, while non-Gaussian distributions effectively model heterogeneous areas. Thus, appropriate distribution and accurate parameter estimation methods are key issues in such methods.
(2) Utilization of spatial context information: The value of spatial context information has been verified in many studies. The spatial relationships between pixels help to reduce the interference of speckle noise and improve classification accuracy. An effective way to utilize spatial context information for PolSAR images is to combine it with statistical information.
(3) Object-oriented classification method: As the resolution of PolSAR images improves, coherent speckle noise becomes more complicated. The traditional pixel-based classification methods are significantly hindered by speckle noise, whereas the speckle noise could be effectively suppressed in the object-oriented classification method. However, image details suffer considerable losses when objects are used as processing elements. The appropriate method of the generation and utilization of objects is important for the object-oriented classification method.
Related Works
In the classification of PolSAR images, the analysis of physical scattering properties is widely studied. Typical classification methods have been proposed in such studies [3, 13, 14] . Moreover, many other new classification methods that utilize physical scattering properties have been developed in [2, 15, 16] . In this work, we focus on the three significant topics in PolSAR image classification: statistical classification, contextual classification and object-oriented classification.
(1) Statistical classification for PolSAR images: Multi-look PolSAR data are represented by a coherency matrix and satisfy the Gaussian-based complex Wishart distribution in homogenous areas [9] . Thus, different statistical distance measures, such as maximum likelihood distance [10] , revised Wishart distance [11] and Wishart test distance [12] , are derived for PolSAR image classification; these methods have achieved significant results in homogeneous areas. However, the Wishart distribution has the limitation of characterizing heterogeneous areas because of the absence of modeling texture components. Lee et al. [17] utilized the gamma distribution to model texture components and developed the well-known K distribution based on the product model. Doulgeris et al. [18] utilized the finite mixture model (FMM) based on the K distribution to classify PolSAR images. Beaulieu et al. [19] used the likelihood merging criteria derived from the K distribution to obtain accurate segments of PolSAR images. Moreover, other heterogeneous models, such as G 0 , KummerU and the L distribution, have been proposed by means of the scalar product model. Several scholars have adopted these models in PolSAR image classification [20] [21] [22] and demonstrated satisfactory results in modeling heterogeneous areas. However, these statistical models are complicated, and finding an accurate and stable estimation of its distribution parameters is still a challenge.
(2) Contextual classification for PolSAR images: The Markov random field (MRF) has been used to describe spatial context information together with statistical information in PolSAR image classification.
Remote Sens. 2016, 8, 619 3 of 22 Wu et al. [23] incorporated the Wishart distribution with MRF for PolSAR image classification. Akbari et al. [6] proposed an unsupervised classification method based on the K distribution and MRF. An adaptive MRF with spatial variant FMM was proposed in [24] . All of these works demonstrate that MRF can effectively improve classification accuracy. In addition, the probabilistic label relaxation (PLR) model is a rather simple and effective method to incorporate spatial context information; this model employs the probability of joint events between a given pixel and its neighbors [25] . The PLR method has been applied to optical image classification [25, 26] . Moreover, Reigber et al. [27] utilized the PLR to express spatial context information instead of MRF in their classification experiment and showed that PLR could remove isolated pixels in classification results caused by speckle noise or misclassification. In addition, Mohammed et al. [28] proposed a new neighborhood-supported function to describe the spatial relationships between pixels.
(3) Object-oriented classification for PolSAR images: Among the developed classification methods, pixel-based classification methods have obtained fair results. However, several drawbacks in the traditional pixel-based classification still exist due to inherent speckle noise [23, 27, 29, 30] . By contrast, object-oriented classification offers a promising scheme. Li et al. [29] utilized support vector machine (SVM) for PolSAR image classification based on the objects generated by the region growing technique. Benz and Pointier [30] proposed an object-based fuzzy classification method for PolSAR images using the eCognition software. He et al. [31] utilized the SVM classifier to obtain PolSAR image classification results based on a novel over-segmentation method. In recent studies, superpixels have been incorporated into object-oriented land cover classification for PolSAR images. Liu et al. [32] used the normalized cuts algorithm to generate superpixels and conducted classification experiments based on superpixels. Feng et al. [33] and Song et al. [34] used superpixels generated by the simple linear iterative clustering (SLIC) algorithm as their classification elements. These works demonstrate the feasibility of superpixels.
The Proposed Approach
Compared to the aforementioned methods, two improvements are included in the proposed method. One is the comprehensive utilization of the K distribution and spatial context information described by the PLR model; the other is the utilization of superpixels as processing elements. Specifically, when a specific PolSAR data statistical distribution is applied to classification, accurate parameter estimation is essential to obtain fair results. Given that the stochastic expectation maximization (SEM) algorithm is an efficient iteration estimation algorithm for complicated models and is likely to avoid local extremes in the log-likelihood function during iterations [6] , the SEM algorithm has recently been employed for PolSAR image classification [6, 24, 35] . In the SEM algorithm, the classification result is iteratively refined by the maximum a posteriori (MAP) decision rule until the convergence criterion is met, and the statistical distributions of each class are estimated according to the previous classified image. Thus, a posteriori probabilities are significant to the SEM algorithm. The K distribution is adopted in the present study to ensure the accuracy and stability of probability calculation.
Considering that MRF has a complicated likelihood function and is computationally expensive to optimize, the present study utilized the PLR model to describe spatial context information. In the conventional PLR procedure, a maximum likelihood classification is performed, and class probabilities can be easily calculated through the iteration of SEM. Then, PLR is utilized to alter the a posteriori probabilities in SEM using a predefined neighborhood function. In the end, a novel contextual SEM clustering method is proposed in the present work.
Among the many superpixel-generating algorithms, the SLIC algorithm is designed to generate a set of compact superpixels efficiently [36] and has been successfully applied for PolSAR images [33, 34, 37] . Thus, a modified SLIC algorithm is proposed for PolSAR images in the present study. Moreover, a novel supervised superpixel-based SEM clustering framework using the K distribution and spatial context information for PolSAR images is presented. First, the modified SLIC algorithm is used to generate superpixels as subsequent processing elements. Second, the initial parameters of the K distribution for each class are estimated according to the training samples, then the K distribution is utilized to calculate the class posterior probabilities of superpixels in the expectation step, and the posterior probabilities are altered by a neighborhood function among adjacent superpixels in PLR iterations. Afterward, the image is randomly labeled in the stochastic step based on the previous probabilities. Then, the K distribution is updated according to the classified image in the maximization step. The SEM algorithm iterates through the aforementioned three steps until a certain convergence criterion is met; the final classification result is obtained by the MAP decision rule. The performance of the proposed method is presented and analyzed using one simulated image and two real-world PolSAR images.
The remainder of this paper is organized as follows: The proposed classification method is explained in Section 2. The employed PolSAR images and the experimental and evaluation results are reported in Section 3. The discussion of the results is presented in Section 4. The conclusions are given in Section 5.
Methodology
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The proposed method consists of three main parts: (1) superpixel generation in PolSAR images by the SLIC algorithm; (2) utilization of the PLR model; and (3) clustering process of the SEM algorithm. The details of these three parts are explained in the subsequent subsections with a flowchart in Figure 1 to illustrate the structure of our method. 
Superpixel Generation in PolSAR Images
A superpixel is a spatially-continuous collection of pixels with similar characteristics, which adheres well to image boundaries. Thus, superpixels are generally utilized as a preprocessing step to increase the speed and improve the quality of the results. In the field of image classification, pixels within one superpixel are assumed to be of the same class, and superpixels are utilized as classification elements to suppress the influence of speckle noise. For PolSAR images, coherent speckle noise is an important factor reducing image classification accuracy. In recent years, superpixel-based classification methods have achieved fair results in PolSAR image. The SLIC algorithm is able to generate compact, approximately homogeneous superpixels with high computational efficiency and has been successfully utilized in optical and PolSAR images [33, 34, 37] . We modify the SLIC algorithm to control the superpixel generation in PolSAR images, and the main steps are as follows: 
A superpixel is a spatially-continuous collection of pixels with similar characteristics, which adheres well to image boundaries. Thus, superpixels are generally utilized as a preprocessing step to increase the speed and improve the quality of the results. In the field of image classification, pixels within one superpixel are assumed to be of the same class, and superpixels are utilized as classification elements to suppress the influence of speckle noise. For PolSAR images, coherent speckle noise is an important factor reducing image classification accuracy. In recent years, superpixel-based classification methods have achieved fair results in PolSAR image. The SLIC algorithm is able to generate compact, approximately homogeneous superpixels with high computational efficiency and has been successfully utilized in optical and PolSAR images [33, 34, 37] . We modify the SLIC algorithm to control the superpixel generation in PolSAR images, and the main steps are as follows:
(1) Select the initial center seed points: pixels are sampled as seed points at equal intervals according to step length S in the Pauli RGB gradient image. Then, the seeds are moved to locations corresponding to the lowest gradient position in a 3ˆ3 neighborhood. These seeds are taken as initial superpixel centers.
(2) Local k-means iterative clustering: The distance between the superpixel center and each pixel in the 2Sˆ2S region around the superpixel center is calculated. Then, each pixel is assigned to the nearest superpixel. After all of the centers are processed, each superpixel center is updated. This step is repeated until convergence or until the maximum number of iterations is reached. Then, superpixels are generated, and the expected spatial extent of a superpixel is a region of an approximate size of SˆS.
(3) Post-processing: The regions whose sizes are less than a specific threshold are merged with the nearest neighbors according to the distance measure. Then, the final superpixels of PolSAR images are achieved.
As described in the aforementioned steps, the distance measure between pixels and the superpixel centers is the key issue of the SLIC algorithm. In the optical image, the distance is defined by weighting spectral distance and spatial distance, which are clearly unsuitable for PolSAR images. Therefore, several scholars have utilized different statistical distances derived from the Wishart distribution to replace spectral distance [33, 34, 37] . However, the statistical distance is unstable when the superpixels are small in size, which could affect the accuracy of superpixels.
Polarimetric decomposition parameters are important signatures of ground objects for PolSAR images. In particular, the three components of Pauli decomposition have clear physical meanings and represent odd-bounce scattering and double-bounce scattering from corners with relative orientations of 0˝and 45˝, respectively. The Pauli RGB image is the standard display mode of PolSAR images. Based on the aforementioned consideration, the Pauli decomposition feature is adopted to replace the spectral feature, and the Pauli distance and spatial distance are combined into a single measurement. Assuming that the center locations of the i-th and j-th superpixel are px i , y i q and`x j , y j˘, their Pauli decomposition feature vectors are pPa i , Pb i , Pc i q and`Pa j , Pb j , Pc j˘r espectively. The spatial distance and Pauli distance measurement is defined as follows:
The combined distance measurement is defined as follows:
where maxd p is the maximum value of the Pauli distance of the last iteration, which is utilized to normalize the Pauli distance, and β is a weight parameter. When β is small, the generated superpixels have less regular sizes and shapes. When β is large, the spatial proximity is significant, and the generated superpixels become compact. Drawing on the experience of Song et al. [34] and our own experiment experience, we set β " 1 for the remainder of the study to obtain a reasonable result.
Superpixel-Based PLR Model
The distance measurement expressed as Equations (1) and (2) is used to generate superpixels. Actually, the adjacent superpixels are dependent. Ground targets are continuously distributed, and the category of each superpixel is affected by neighborhood information in the real world. The PLR model is an iterative labeling algorithm considering neighborhood information, which is based on the assumption that the adjacent pixels are spatially related, rather than statistically independent. Based on this idea, our study takes superpixels as classification elements, and the superpixel-based PLR model is proposed to incorporate spatial context information among adjacent superpixels. If the neighborhood superpixels are classified into a class with high probability, then the current superpixel is more likely to belong to that same class. Figure 2 shows the difference of the definition of neighborhood systems between the pixel-based and superpixel-based PLR model.
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6 of 22 the neighborhood superpixels are classified into a class with high probability, then the current superpixel is more likely to belong to that same class. Figure 2 shows the difference of the definition of neighborhood systems between the pixel-based and superpixel-based PLR model. The compatibility coefficient ( | ) describes the probability of a superpixel sp belonging to class when the neighborhood superpixel spn is of class . The compatibility coefficient generally derives from the geometric distribution of the actual ground targets. However, this information is unknown. In this case, single value ρ is utilized to approximate the compatibility coefficients as follows:
The value of quantifies the probability of convergence between equal classes, and a consistent result can be derived from a high value of . Then, the contribution of the neighborhood superpixel spn with class label to superpixel sp belonging to class can be written with joint probability as follows:
where is the prior probability. Given that an arbitrary superpixel sp consisting of N neighborhood superpixels and M possible class assignments are possible, a neighborhood function is defined as follows:
where is the neighborhood weight related by the ratio of the number of pixels and in current superpixels and ( ) represents the contribution of all neighborhood superpixels to the superpixel with the current class label. Combining the spatial neighborhood contribution calculated by Equation (5) with the local observation calculated by the K distribution, the class probability of a superpixel sp is updated as follows:
where is the iteration index in the PLR. Class probabilities are altered in each iteration and approach convergence after multiple iterations. Such convergence can be measured by the change of conditional probabilities and is defined as follows: The compatibility coefficient p sn pω iˇωj q describes the probability of a superpixel sp belonging to class ω i when the neighborhood superpixel sp n is of class ω j . The compatibility coefficient generally derives from the geometric distribution of the actual ground targets. However, this information is unknown. In this case, single value ρ is utilized to approximate the compatibility coefficients as follows:
The value of ρ quantifies the probability of convergence between equal classes, and a consistent result can be derived from a high value of ρ. Then, the contribution of the neighborhood superpixel sp n with class label ω j to superpixel sp belonging to class ω i can be written with joint probability as follows:
where p n`ωj˘i s the prior probability. Given that an arbitrary superpixel sp consisting of N neighborhood superpixels and M possible class assignments are possible, a neighborhood function is defined as follows:
where d n is the neighborhood weight related by the ratio of the number of pixels NP n and NP s in current superpixels and q s pω i q represents the contribution of all neighborhood superpixels to the superpixel with the current class label. Combining the spatial neighborhood contribution calculated by Equation (5) with the local observation calculated by the K distribution, the class probability of a superpixel sp is updated as follows:
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where t is the iteration index in the PLR. Class probabilities are altered in each iteration and approach convergence after multiple iterations. Such convergence can be measured by the change of conditional probabilities and is defined as follows:
s ||
When the value is less than 1%, the iteration stops.
SEM Clustering Utilizing the K Distribution
The aforementioned PLR model is implemented as a step of SEM clustering to take statistical information and spatial context information into account for PolSAR image classification. This section presents the SEM clustering utilization K distribution and PLR model, which consists of two parts: the PolSAR K distribution and the new process of SEM clustering.
PolSAR K Distribution
In a reciprocal medium, the scattering matrix can be transformed into a scattering vector using the basis set of Pauli spin matrices. The scattering vector is expressed as follows:
where the factor ? 2 is used to conserve the total scattered power, S ij is the complex element of the scattering matrix, HV is the vertically-polarized transmitting antenna and horizontally-polarized receiving antenna and the superscript T is the transpose operator. The n-look coherency matrix is written as follows:
where x¨y denotes the spatial average operator, L is the number of looks and the superscript H indicates the complex conjugate transposition. Speckle is assumed to be fully developed and to have a zero-mean circular complex Gaussian process. Thus, the coherency matrix T follows the Wishart distribution denoted as W pL, Σq. The probability density function (PDF) is expressed as follows:
with:
where
is the expectation of the coherency matrix, Γ p¨q denotes the gamma function and tr p¨q and det p¨q denote the trace and determinant of the matrix, respectively. The Wishart distribution is suitable for homogeneous areas, such as water bodies, farmlands and roads. It is, however, less effective in modeling heterogeneous areas with rich texture information. The gamma distribution is generally utilized to model texture component σ and has been proven effective [19] . Its PDF is expressed as follows:
where α ą 0 is the shape parameter and E rσs " 1, var rσs " 1{α. Assuming that the texture component is polarization independent, the Wishart distribution and the gamma distribution are utilized to model coherent speckle components and texture components, respectively. Then, the K distribution can be derived from the product model for the multi-look coherency matrix, denoted by KW pL, α, Σq. Its PDF is expressed as follows:
where K v p¨q is the modified Bessel function of the second kind with order v. The K distribution is parameterized by the shape parameter α, the number of looks L and the scale matrix Σ. 1D tr´Σ´1Tī s used to transform the complex matrix data into a scalar to display the K distribution of the coherency matrix data visually. The corresponding PDF is evaluated as intensity KW pLd, α, dq. Similarly, the Wishart distribution after transformation is equivalent to the 1D gamma distribution [18] . Figure 3 shows the K distribution with different shape parameters and the corresponding gamma distribution.
As we can see, a high value of α indicates low texture. When α Ñ 8 , the texture variable tends to be constant, and the K distribution asymptotically converges to the Wishart distribution. Therefore, the flexible K distribution captures real data variations compared to the Wishart distribution in a better way. 
where (•) is the modified Bessel function of the second kind with order . The K distribution is parameterized by the shape parameter , the number of looks and the scale matrix Σ. 1D (Σ ) is used to transform the complex matrix data into a scalar to display the K distribution of the coherency matrix data visually. The corresponding PDF is evaluated as intensity ( , , ).
Similarly, the Wishart distribution after transformation is equivalent to the 1D gamma distribution [18] . Figure 3 shows the K distribution with different shape parameters and the corresponding gamma distribution. As we can see, a high value of α indicates low texture. When → ∞, the texture variable tends to be constant, and the K distribution asymptotically converges to the Wishart distribution. Therefore, the flexible K distribution captures real data variations compared to the Wishart distribution in a better way. The correct form of the K distribution is decided by the appropriate estimation of the parameters. In this distribution model, the scale matrix Σ is the expectation of the coherency matrix, and the estimated value Σ can be calculated by the sample average as follows:
Given that a spatial correlation exists between different polarimetric channels, then the number of looks in Equation (13) should be replaced by the equivalent number of looks (ENL). For PolSAR data, the ENL and shape parameter have been traditionally estimated separately for each polarimetric channel and then averaged, as in [38] . However, this method ignores the polarimetric information and is unreliable, whereas the direct use of the coherency matrix or covariance matrix obtains good results. Consequently, the method of matrix log-cumulants (MoMLC) [39] is adopted to estimate ENL and shape parameter in our method. MoMLC has been widely used and proven to be an effective estimation technique with respect to the PolSAR product model. The following equation is utilized to estimate ENL [39] : The correct form of the K distribution is decided by the appropriate estimation of the parameters. In this distribution model, the scale matrix Σ is the expectation of the coherency matrix, and the estimated valueΣ can be calculated by the sample average as follows:
Given that a spatial correlation exists between different polarimetric channels, then the number of looks L in Equation (13) should be replaced by the equivalent number of looks (ENL). For PolSAR data, the ENL and shape parameter have been traditionally estimated separately for each polarimetric channel and then averaged, as in [38] . However, this method ignores the polarimetric information and is unreliable, whereas the direct use of the coherency matrix or covariance matrix obtains good results. Consequently, the method of matrix log-cumulants (MoMLC) [39] is adopted to estimate ENL and shape parameter α in our method. MoMLC has been widely used and proven to be an effective estimation technique with respect to the PolSAR product model. The following equation is utilized to estimate ENL [39] : xln |T|y´ln |xTy|´2
where Ψ piq p¨q denotes a polygamma function. Then, the overdetermined system of MoMLC equations is utilized to estimate the shape parameter by the weighted least square method, which is explained in detail in [39] .
SEM Clustering Processing
Image classification can be regarded as dividing an image into separate finite classes; the FMM is utilized to describe the statistical distribution of the samples within mixture classes [40] . The FMM assumes that each observation datum is composed of different class components, and each class component is weighted by the normalized probabilities. When a superpixel is taken as an observation element, coherency matrix T sp , which is averaged by pixels in each superpixel, is used to represent the superpixel. The PDF of T sp is written as follows:
where T s is the coherency matrix of pixels in a superpixel, µ i is the prior probability of class i in a total of J classes and satisfies ř J i"1 µ i " 1, θ i is the parameter vector of the K distribution for the i-th class, p i p¨|θ i q is the PDF for the i-th class and Θ "`µ 1 , µ 2 ,¨¨¨, µ J , θ 1 , θ 2 ,¨¨¨, θ J˘i s the parameter vector of FMM. The log-likelihood function expressed in Equation (17) is maximized to obtain the best image partition with J classes.
However, the parameter vector and class labels are unknown and must be estimated from the observations, which makes it an incomplete data problem. Since the SEM algorithm is an effective parameter estimation method, especially for incomplete data, and is insensitive to the number of training samples [26] , it is employed to solve the problem. Given that the category of each superpixel is affected by the surrounding superpixels, the spatial context information between adjacent superpixels should be considered. Thus, a contextual SEM algorithm is developed for PolSAR image classification.
The proposed contextual SEM classifier consists of two processing stages, namely the SEM stage and the PLR stage. The K distribution is employed in the SEM stage to obtain accurate probabilities of class membership. These probabilities are altered in the PLR stage by the neighborhood function. The method is described in detail as follows:
Initialization: Training samples are selected for each class. The initial parameter θ i of each class is calculated, and the initial prior probability µ i for the i-th class is set as 1{J.
Expectation (E) step: For each superpixel, the probabilities of class membership are calculated utilizing the K distribution, and the posterior probabilities τ k sp are updated as follows:
18)
PLR step: The probabilities of class membership are altered based on the neighborhood function, as described in Equation (6) , until the convergence criterion is met.
Stochastic (S) step: Each pixel is randomly labeled as different classes according to the current estimated posterior probability from the PLR step.
Maximization (M) step: The prior probability is updated using the relative frequency assigned to each class, and the shape parameter and ENL of the K distribution are re-estimated.
The contextual SEM algorithm iterates through these four steps until it converges or reaches the maximum number of iterations. The total category change rate is used as the termination criterion as follows:
, .
{Num
where p k iÑj represents the number of pixels changed from class i to class j in iteration k and Num is the number of total pixels. If the total change rate is less than 1%, then the algorithm is terminated, and each superpixel is assigned to the most likely class according to the posterior probability. In summary, the proposed method is presented in Algorithm 1. 5:
for each superpixel SP piq SP do 8:
Compute posterior probabilities of each class τ k sp by Equations (13) 
Experiment and Results
The ultimate goal of our research is to develop a PolSAR image classification method that can suppress coherent speckle noise to obtain an accurate and consistent classification result. In this section, one simulated dataset and two different real-world PolSAR datasets were used to evaluate the proposed method. In our experiments, different classification methods were used for comparison. The overall accuracy (OA) and kappa coefficient were calculated to evaluate the performance. The section is divided into two subsections to describe the experimental datasets and to show the experimental details of the simulated PolSAR image, RADARSAT-2 image and AIRSAR image.
Description of the Experimental Datasets
The first dataset is a simulated PolSAR image generated by the method described in [9] , which is 800 pixelsˆ800 pixels in size and composed of eight different classes, including road, water body, grass-land, different types of crops, bush land, forest and urban areas. Among these classes, water body was generated by the Wishart distributed matrix data, and the other classes were generated by the K distribution matrix data. The initial coherency matrix and distribution parameters were estimated from the real dataset to simulate classes with properties of real-world images. The Pauli decomposition composite image is shown in Figure 4a , and the manual classification map of the simulated image is shown in Figure 4b with the areas of training samples marked by boxes. The intensity curves of each class after tr`Σ´1T˘transformation are shown in Figure 5 , and it can be seen that the eight classes are simulated with different shape parameters, which ensures that various degrees of texture are included in the simulated image. 
The first dataset is a simulated PolSAR image generated by the method described in [9] , which is 800 pixels × 800 pixels in size and composed of eight different classes, including road, water body, grass-land, different types of crops, bush land, forest and urban areas. Among these classes, water body was generated by the Wishart distributed matrix data, and the other classes were generated by the K distribution matrix data. The initial coherency matrix and distribution parameters were estimated from the real dataset to simulate classes with properties of real-world images. The Pauli decomposition composite image is shown in Figure 4a , and the manual classification map of the simulated image is shown in Figure 4b with the areas of training samples marked by boxes. The intensity curves of each class after ( ) transformation are shown in Figure 5 , and it can be seen that the eight classes are simulated with different shape parameters, which ensures that various degrees of texture are included in the simulated image.
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(a) (b) The second dataset is obtained from a subset of a C-band RADARSAT-2 Fine-Quad-Mode fully-PolSAR image acquired over northern Flevoland, The Netherlands, on 2 April 2008. The major land cover classes include homogeneous areas, such as water body and farmlands, and heterogeneous areas, such as forest and urban areas. The four-look processed experimental image with a size of 780 pixels × 700 pixels is shown in Figure 6a . Manual classification according to the corresponding optical image was used as the ground truth map, as shown in Figure 6b . The areas of training samples for the RADARSAT-2 image are marked by boxes in Figure 6b . The third dataset is obtained from a section of the four-look processed PolSAR image of an agricultural area over Flevoland, The Netherlands, from an airborne AIRSAR L-band in August 1989. The experimental image with the size of 380 pixels × 424 pixels is shown in Figure 7a . The ground truth map is taken from [23, 32] and is shown in Figure 7b . According to the ground truth map, seven classes of crops and one class of bare soil are present in the experimental image. The areas of training samples for the AIRSAR image are marked by boxes in Figure 7b . The third dataset is obtained from a section of the four-look processed PolSAR image of an agricultural area over Flevoland, The Netherlands, from an airborne AIRSAR L-band in August 1989. The experimental image with the size of 380 pixelsˆ424 pixels is shown in Figure 7a . The ground truth map is taken from [23, 32] and is shown in Figure 7b . According to the ground truth map, seven classes of crops and one class of bare soil are present in the experimental image. The areas of training samples for the AIRSAR image are marked by boxes in Figure 7b . 
Evaluation and Comparison
The proposed algorithms were implemented using the C++ language. The Boost library was used to calculate the parameters of the K distribution and class probabilities. A desktop computer with a 32-bit Windows XP operating system, a quad-core Intel Core i3-2120 CPU, 3.3 GHz and 4 GB memory was utilized for the experiment.
Classification experiments with the simulated image were performed using different methods, namely (a) SEM classification utilizing the K distribution based on pixels (KSEM); (b) KSEM 
Classification experiments with the simulated image were performed using different methods, namely (a) SEM classification utilizing the K distribution based on pixels (KSEM); (b) KSEM classification based on superpixels (SP-KSEM); (c) KSEM classification combined with PLR (KSEM-PLR) based on pixels and (d) KSEM-PLR classification based on superpixels (SP-KSEM-PLR), to verify the improvement of classification accuracy by introducing superpixels and spatial context information to the SEM algorithm. The SLIC superpixel map (4 pixelsˆ4 pixels in size) of the simulated image is shown in Figure 8a . Figure 8b shows the local boundary details in the upper right corner of the superpixel map. Figure 8c -f shows the classification results of the four methods. The OA and kappa coefficients are shown in Table 1 . 
Classification experiments with the simulated image were performed using different methods, namely (a) SEM classification utilizing the K distribution based on pixels (KSEM); (b) KSEM classification based on superpixels (SP-KSEM); (c) KSEM classification combined with PLR (KSEM-PLR) based on pixels and (d) KSEM-PLR classification based on superpixels (SP-KSEM-PLR), to verify the improvement of classification accuracy by introducing superpixels and spatial context information to the SEM algorithm. The SLIC superpixel map (4 pixels × 4 pixels in size) of the simulated image is shown in Figure 8a . Figure 8b shows the local boundary details in the upper right corner of the superpixel map. Figure 8c -f shows the classification results of the four methods. The OA and kappa coefficients are shown in Table 1 . As shown in Figure 8 and Table 1 , the pixel-based KSEM-PLR method obtained the best classification results. The pixel-based KSEM method had the lowest classification accuracy, and the salt-and-pepper phenomenon occurred in its classification result, particularly for the forest and urban areas. Compared to the pixel-based KSEM method, the SP-KSEM method obtained more consistent results, and its OA was improved to 97.33%. However, misclassifications still occurred for forest and urban areas. For the SP-KSEM-PLR method, the classification result was more consistent, and the OA increased by approximately 2% compared to the SP-KSEM method. However, partial class boundaries of the SP-KSEM-PLR method were inaccurate, and the OA was slightly lower than that of the pixel-based KSEM-PLR method. In summary, experiments on the simulated PolSAR image demonstrate the effectiveness of using superpixels and spatial context information. Employing superpixels suppresses the interference of speckle noise, and the spatial context information helps to remove isolated superpixels in the classification result.
The superpixel-based classification method using the Wishart distribution (SP-WSEM-PLR) was supplemented for the RADARSAT-2 and AIRSAR images to validate the performance of the proposed method further. The pixels categorized as void were ignored. The sizes of the superpixels of the RADARSAT-2 and AIRSAR images were 7 pixels × 7 pixels and 4 pixels × 4 pixels, respectively. The superpixel map and classification results of the different methods of As shown in Figure 8 and Table 1 , the pixel-based KSEM-PLR method obtained the best classification results. The pixel-based KSEM method had the lowest classification accuracy, and the salt-and-pepper phenomenon occurred in its classification result, particularly for the forest and urban areas. Compared to the pixel-based KSEM method, the SP-KSEM method obtained more consistent results, and its OA was improved to 97.33%. However, misclassifications still occurred for forest and urban areas. For the SP-KSEM-PLR method, the classification result was more consistent, and the OA increased by approximately 2% compared to the SP-KSEM method. However, partial class boundaries of the SP-KSEM-PLR method were inaccurate, and the OA was slightly lower than that of the pixel-based KSEM-PLR method. In summary, experiments on the simulated PolSAR image demonstrate the effectiveness of using superpixels and spatial context information. Employing superpixels suppresses the interference of speckle noise, and the spatial context information helps to remove isolated superpixels in the classification result.
The superpixel-based classification method using the Wishart distribution (SP-WSEM-PLR) was supplemented for the RADARSAT-2 and AIRSAR images to validate the performance of the proposed method further. The pixels categorized as void were ignored. The sizes of the superpixels of the RADARSAT-2 and AIRSAR images were 7 pixelsˆ7 pixels and 4 pixelsˆ4 pixels, respectively. The superpixel map and classification results of the different methods of RADARSAT-2 and AIRSAR images are shown in Figures 9 and 10 , respectively. The OA and kappa coefficients are presented in Tables 2 and 3 , respectively.
For the RADARSAT-2 image, the pixel-based method KSEM had the worst classification accuracy according to Figure 9 and Table 2 . When spatial context information is added to the pixel-based KSEM method (KSEM-PLR), the classification accuracy increased from 69.99% to 85.07%, and the result became more consistent. Compared to the pixel-based KSEM method, the SP-KSEM method improved classification accuracy from 69.99% to 84.12%. Thus, the superpixel-based method contributes to suppressing speckle noise. However, several isolated superpixels existed in the built-up areas. As shown in Table 2 , the proposed SP-KSEM-PLR method obtained the highest classification accuracy, reaching 93.16%; in particular, the performance of the built-up areas exhibited a significant improvement. For the SP-WSEM-PLR method, the classification accuracy of the built-up areas increased by 10.11%, and the OA increased by 2.52%. Thus, the K distribution is effective for modeling the built-up areas. For the AIRSAR image, the proposed SP-KSEM-PLR method obtained the highest OA and consistent classification results. The contrast between Figure 10b ,d and Figure 10c ,f certifies that superpixels help to suppress speckle noise in the PolSAR images. The classification results shown in Figure 10b -d,f demonstrate the validity of the spatial context information incorporated into the classification. Given that the study areas are homogeneous, the classification accuracy of SP-WSEM-PLR is quite close to that of SP-KSEM-PLR, which shows that the K distribution is also able to describe homogeneous areas effectively.
Discussion
Main Features of the Proposed Method
The superpixel-based SEM classification method using the K distribution and spatial context information is proposed, which was successfully applied to the simulated and real-world PolSAR images. The main advantage of the proposed approach is the generation of accurate and consistent classification results.
In the related studies, many other methods use the Wishart distribution to represent the scattering vector statistics for the PolSAR image classification [9] [10] [11] [12] 14, 27, 40] . Given the absence of modeling texture components, the Wishart distribution is unsuitable for heterogeneous areas, and the K distribution is used in the proposed approach instead. On the other hand, several experiments demonstrated better classification results when using spatial context information among adjacent pixels [6, [23] [24] [25] [26] [27] 30] . The MRF model is generally utilized to describe the spatial context information [6, 23, 24] ; however, it is computationally expensive to optimize due to the complicated likelihood function. Thus, our method adopts the PLR model to express the spatial context information. In summary, the main feature of our method is the comprehensive utilization of the K distribution and the PLR model.
Most of the previous works utilized pixels as the processing elements for PolSAR image classification, which is likely to produce a typically inconsistent salt-and-pepper classification result [29, 30] . To address this problem, object-oriented classification is a promising scheme. Superpixels have been adopted in object-oriented land cover classification. Liu et al. [32] , Feng et al. [33] and Song et al. [34] utilized superpixels as classification elements, and the validity of superpixels was proven by their experiments. The present study used the modified SLIC algorithm to generate superpixels as classification elements, and spatial context information among the adjacent superpixels is effectively incorporated in this approach. Thus, another feature of our method is the utilization of superpixels. This approach is capable of suppressing speckle noise and obtaining consistent classification results compared to the traditional pixel-based classification.
Sensitivity Analysis of the Parameters
Size of Superpixels
According to the classification experiments with simulated and real-world PolSAR images, the size of superpixels affects classification accuracy. In particular, more surface detail information is lost when the size of superpixels is sufficiently large; this information loss results in an inaccurate class boundary. When the size of superpixels is small, suppressing speckle noise becomes difficult, and the salt-and-pepper phenomenon is likely to appear in its classification result. Therefore, choosing the appropriate size of superpixels is a key issue. An additional experiment was conducted to analyze the effect of the size of superpixels on classification accuracy. In the process of generating superpixels, different sizes of superpixels were set. Then, the proposed SP-KSEM-PLR method was utilized in the classification experiment. The changes of the OA and kappa coefficients with different sizes of the superpixels for the simulated data, RADARSAT-2 and AIRSAR images are shown in Figures 11  and 12 , respectively.
As shown in Figures 11 and 12 , the size of superpixels has a significant effect on the proposed superpixel-based classification method. For the simulated image, the OA decreases when the size of superpixels increases from 1 pixelˆ1 pixel to 10 pixelsˆ10 pixels. Thus, using superpixels for the simulated data is unnecessary. The simulated image is known to satisfy the statistical distribution strictly and cannot describe the complicated ground class distribution. The pixel-based KSEM-PLR is able to eliminate speckle noise interference by incorporating spatial context information. On this basis, superpixel-based classification leads to the loss of surface details and consequently decreases the classification accuracy of the simulated image. Therefore, the pixel-based KSEM-PLR method obtained higher OA than the SP-KSEM-PLR method in the simulated data experiments. simulated data is unnecessary. The simulated image is known to satisfy the statistical distribution strictly and cannot describe the complicated ground class distribution. The pixel-based KSEM-PLR is able to eliminate speckle noise interference by incorporating spatial context information. On this basis, superpixel-based classification leads to the loss of surface details and consequently decreases the classification accuracy of the simulated image. Therefore, the pixel-based KSEM-PLR method obtained higher OA than the SP-KSEM-PLR method in the simulated data experiments. For the RADARSAT-2 image, OA improves when the size of superpixels increases from 3 pixels × 3 pixels to 7 pixels × 7 pixels and decreases when the size of superpixels exceeds 7 pixels × 7 pixels. Thus, superpixels with a size of 7 pixels × 7 pixels were generated as classification elements for the RADARSAT-2 image classification experiment. Similarly, when the size of superpixels is 4 pixels × 4 pixels, the classification of the AIRSAR image obtained the highest OA. Thus, superpixels were generated with a size of 4 pixels × 4 pixels for the AIRSAR image.
The selection of the appropriate size of superpixels could be regarded as an optimal segmentation scale selection problem for object-oriented classification, which is quite complicated. For the proposed method, the appropriate size of superpixels depends on the complexity of the PolSAR images, and the cross-validation method could be helpful to set the size of superpixels based on the training samples. The land cover types and speckle noise of the RADARSAT-2 image are more complicated than that of the AIRSAR image. Thus, a larger size of superpixels is needed for the RADARSAT-2 image. In summary, if the scene of the PolSAR images is simple, then a small size of superpixels is preferred. By contrast, the large size of superpixels is essential to obtain an accurate result for the scenes of images that are complicated. For the RADARSAT-2 image, OA improves when the size of superpixels increases from 3 pixels3 pixels to 7 pixelsˆ7 pixels and decreases when the size of superpixels exceeds 7 pixelsˆ7 pixels. Thus, superpixels with a size of 7 pixelsˆ7 pixels were generated as classification elements for the RADARSAT-2 image classification experiment. Similarly, when the size of superpixels is 4 pixels4 pixels, the classification of the AIRSAR image obtained the highest OA. Thus, superpixels were generated with a size of 4 pixelsˆ4 pixels for the AIRSAR image.
The selection of the appropriate size of superpixels could be regarded as an optimal segmentation scale selection problem for object-oriented classification, which is quite complicated. For the proposed method, the appropriate size of superpixels depends on the complexity of the PolSAR images, and the cross-validation method could be helpful to set the size of superpixels based on the training samples. The land cover types and speckle noise of the RADARSAT-2 image are more complicated than that of the AIRSAR image. Thus, a larger size of superpixels is needed for the RADARSAT-2 image. In summary, if the scene of the PolSAR images is simple, then a small size of superpixels is preferred. By contrast, the large size of superpixels is essential to obtain an accurate result for the scenes of images that are complicated.
Iteration Times of the PLR Step
According to the previous presented classification experiments, spatial context information has improved the classification performance for the three different images. The number of iterations of the PLR model affects the utilization of spatial context information. The PLR step in the process of the SP-KSEM-PLR method for the RADARSAT-2 image was iterated for different times to analyze the performance of combining spatial context information with the SEM framework; the final classification results are shown in Figure 13 , and the change of OA and kappa coefficients with different PLR step iteration times is shown in Figures 14 and 15 , respectively. Figures 13-15 show the impacts of introducing spatial context information to the SEM framework for the RADARSAT-2 image. In Figure 13a , the classification result appears relatively noisy because spatial context information was not fully utilized. As the number of iterations on the neighborhood function increases, the consistency and accuracy of the classification result improved (Figure 13b-d) , and the class boundaries and point targets, such as individual buildings, were preserved well. As shown in Figure 14 , when the number of iterations increased to 15, OA was improved to 92.30%; the PLR step approached convergence; and the spatial context information was fully utilized. Similar to the RADARSAT-2 image, optimal results were obtained for the simulated and AIRSAR images when the PLR step terminated. As the number of iterations of the PLR step increases, the classification results became more accurate and consistent. 
Accuracies, Errors and Uncertainties
In the experiments, ground truth data were used for the validation of our proposed method. The OA and kappa coefficient were used to evaluate the accuracy performance of the classification; these two measures are widely accepted in remote sensing image classification. The comparative trials demonstrated that the classification accuracy was improved with our proposed method.
Considering the previous experiments, several factors affect the classification accuracy of the proposed method. The initial parameters of K distribution depend on the training samples. When the two types of the training samples are quite similar, the form of K distribution for the two classes could be similar when the SEM terminates. This similarity causes misclassifications between the two classes. In addition, if the values of shape parameters of two classes are indeed close, these two classes will be hard to distinguish, and misclassification may appear. The estimation accuracy of the shape parameter is another factor that causes classification errors. During the process of estimating the shape parameter of the K distribution, the squared Mahalanobis distance (explained in detail in [39] ) should be minimized. Achieving the accurate solution of the equation is sometimes difficult, and consequently, an approximate solution is adopted as an alternative. Therefore, errors can occur when the form of the K distribution is inaccurate. The future development of this approach should include the strategy for the selection of training samples and the accurate parameter estimation method for the K distribution.
The performance of the proposed method is demonstrated using a simulated image and real-world RADARSAT-2 and AIRSAR images; these images mainly cover water body, farmlands, forest and built-up areas. Thus, the classification results may vary for other different scenarios. The proposed method is mainly designed for such major classification categories; the experimental results demonstrated that the proposed method performed well. However, in-depth experiments and analyses for other subclasses, such as collapsed buildings, coniferous forest and broadleaf forest, have not been conducted in the present study. Thus, the applicability of the proposed method for PolSAR image subclassification remains uncertain.
Conclusions
Coherent speckle noise is an inherent property of polarimetric Synthetic Aperture Radar (PolSAR) images; this noise makes PolSAR image classification a challenging task. In this study, a novel supervised superpixel-based stochastic expectation maximization (SEM) clustering method for PolSAR images is developed by combining the K distribution with spatial context information. This method aims to obtain accurate and consistent classification results for PolSAR images. The main improvements are as follows: First, superpixels generated by the modified simple linear iterative clustering (SLIC) algorithm are utilized as classification elements to suppress the influence of speckle noise. Second, the superpixel-based spatial context information described by the probabilistic label relaxation (PLR) model is incorporated to alter the posterior probabilities, which are calculated by the K distribution in the expectation step of the SEM clustering. This strategy controls the isolated superpixels in the classification results that are caused by misclassification or speckle noise.
Comparative experiments using a simulated image, a spaceborne RADARSAT-2 image and an airborne AIRSAR image were conducted to verify the validity and applicability of the proposed method. The proposed approach achieved the highest accuracy for real-world datasets (93.16% on RADARSAT-2 image and 89.70% on AIRSAR image), which is much improved in contrast to other methods. For the simulated image, superpixels are non-essential to the classification. The overall accuracy (OA) of the proposed method is 0.56% lower than that of the pixel-based KSEM-PLR method because of the information loss of surface details caused by superpixels. In conclusion, accurate and consistent classification results can be obtained by the proposed method for PolSAR images.
However, further improvements are required. The strategy of selecting training samples, setting the size of superpixels and the parameter estimation method could be optimized. In addition, polarimetric decomposition parameters are important signatures for PolSAR images. Future efforts should be devoted to improving the performance of PolSAR image classification by incorporating polarimetric decomposition parameters in the proposed method.
