Based on the slave-boson theory of the two-dimensional t − t ′ − J model, we calculate the superconducting condensation energy for optimally doped and overdoped high Tc cuprates at finite temperatures using a renormalized random phase approximation. The contributions come from the meanfield part and the antiferromagnetic spin fluctuations. In the presence of neutron resonance peak at (π, π), the latter is shown to have similar temperature and doping dependences as the difference in antiferromagnetic (AF) exchange energy between the normal and the superconducting state. This difference has been proposed to be related to the superconducting condensation energy by Scalapino and White. The total condensation energy, however, is about 1/2 smaller than the proposed AF exchange energy difference and shows a more rapid decrease as the temperature rises. The doping dependence of the condensation energy is found to be consistent with experiments. In particular, near zero temperature, our result shows a good quantitative agreement with experiments.
− J model, we calculate the superconducting condensation energy for optimally doped and overdoped high Tc cuprates at finite temperatures using a renormalized random phase approximation. The contributions come from the meanfield part and the antiferromagnetic spin fluctuations. In the presence of neutron resonance peak at (π, π), the latter is shown to have similar temperature and doping dependences as the difference in antiferromagnetic (AF) exchange energy between the normal and the superconducting state. This difference has been proposed to be related to the superconducting condensation energy by Scalapino and White. The total condensation energy, however, is about 1/2 smaller than the proposed AF exchange energy difference and shows a more rapid decrease as the temperature rises. The doping dependence of the condensation energy is found to be consistent with experiments. In particular, near zero temperature, our result shows a good quantitative agreement with experiments. One of the important aspects to understand the mechanism of superconductivity is to investigate the origin of the condensation energy, which is the free energy difference between the normal and the superconducting(SC) states. In conventional BCS superconductors, the condensation energy is accounted for by the change in the ion kinetic energy between the normal and the SC phases, as shown by Chester [1] . In high-T c superconductors, it is now widely accepted that the strong electronic interactions rather than the electron-phonon interactions may be responsible for the superconductivity. However, no consensus has been achieved on the detail pairing mechanism, consequently on the origin of the condensation energy [2] [3] [4] .
In analogy with the phonon-mediated electron pairing, Scalapino and White [4] proposed that if the pairing is mediated by the antiferromagnetic (AF) exchange interaction, the condensation energy will be proportional to the change in the AF exchange energy between the normal and the SC states. This gives a direct connection between the condensation energy and the dynamical spin susceptibility χ (or the spin structure factor S(q, ω) = Imχ(q, ω)/[1 + exp(−ω/T )]) as [4] [5] [6] ,
The dynamical spin susceptibility can be probed directly by neutron scattering experiments. The most prominent feature in these experiments when the temperature decreases below the SC transition is the appearance of a sharp resonance peak at the AF wavevector Q = (π, π) (π resonance) in the SC state [7] [8] [9] . From this observation, Demler and Zhang [5] further argued that the appearance of the neutron resonance will cause the antiferromagnetic exchange energy to be lower than that in the normal state. Without resorting to any microscopic models, they estimated the exchange energy to be around 0.016J based on the experimental data for the spin structure factor and the q-width of the resonance peak. The estimated condensation energy is roughly of the same magnitude as that obtained by experiments [10] and therefore accounts for a large part of the condensation energy. The above estimate is based on Eq.(1) without including the kinetic energy. Furthermore, it is limited to zero temperature and with the assumption that the spin susceptibility in the normal state has negligible contribution to Eq.(1). Its validity thus relies on further tests against experimental data. In particular, as pointed out at the end of Ref. [5] , a useful test of this idea is to compare the theoretical estimate with experiments at finite temperatures. Experimentally, because the net difference of the AF exchange energy is small, it will require extremely careful measurements to check Eq.(1).
Only recently, a study of the temperature dependence is performed. In Ref. [11] , the neutron scattering measurement shows a similar temperature dependence between the condensation energy from the AF exchange interactions and the resonance peak intensity for optimal doped YBa 2 Cu 3 O 6+x . In view of the experimental situation, it would be useful to carry out calculations at finite temperatures based on an existing high-T c model. Recently, the t− t ′ − J model has been shown to produce the resonance peak [12, 13] , hence it would be interesting to verify its prediction for the condensation energy.
In this paper, we examine the temperature and doping dependences of the condensation energy in a microscopic model -the two-dimensional (2D) t − t ′ − J model. To avoid the complications due to the appearance of the pseudo-gap in the normal state, we shall confine our calculations in the optimal and overdoped regions [14] . Theoretically, the condensation energy can be calculated from the difference in the thermodynamic potential between the normal and the SC states because the difference in free energy in the SC state is equal to the difference in thermodynamical potential [15] . In order to include the π resonance peak, we calculate the thermodynamical potential in the linked cluster expansion via a renormalized random-phase approximation (RPA) as defined in Ref. [12] . This approach has been previously tested in different contexts [12, 13, 16, 17] and has been shown to capture many important features of the π resonance peak. Here we shall further investigate how it would predict for the temperature dependence of the condensation energy. We show that the condensation energy coming from the AF exchange correction is nearly the same as Eq.(1) due to the presence of the neutron resonance peak. Furthermore, the condensation energy from the AF exchange correction has the similar temerature dependence as the resonance peak intensity for both optimally doped and overdoped systems. This is consistent with the experimental results observed in the optimally doped sample [11] . However, the total condensation energy after including the mean-field free energy difference between the normal and SC states exhibits a more rapid drop in its temperature dependence than that calculated with Eq.(1). We also investigate the doping dependence of the total condensation energy and find it in agreement with the experiment. In view of the appearance of the pseudo-gap in the normal state for underdoped cuprates [18] where a part of the condensation energy has gained above T c [10] , this result indicates that the condensation energy for the optimally doped and overdoped cuprates should show more rapid temperature drop than that for the underdoped cuprates. This paper is organized as follows. In Sec.II, we introduce the model and define notations. The condensation energy is derived using the linked cluster expansion. In Sec.III, we calculate the temperature and doping dependences of the condensation energy and compare them with that calculated based on Eq.(1). Finally, we give a concluding remark in Sec.IV.
II. THERMODYNAMIC POTENTIAL AND CONDENSATION ENERGY
We start with the 2D t − t ′ − J model which reads,
where, < ij > denotes the nearest-neighbor (n.n.) bond, < ij > ′ the next n.n. bond and
In the slave-boson method, the physical electron operators c iσ are expressed by slave bosons b i carrying the charge and fermions f iσ representing the spin;
In the SC state, we consider the order parameters ∆ ij =< f i↑ f j↓ − f i↓ f j↑ >= ±∆ 0 with the d-wave symmetry and [19] . Then, the mean-field Hamiltonian in the SC state is,
where
′ cos(k x ) cos(k y )−µ is the dispersion for fermions, and
, with J ′ = 3J/8. In the optimal and overdoped regions, the mean-field Hamiltonian for the normal state is obtained by setting the SC gap ∆ 0 = 0 [20] . The mean-field parameters χ 0 , ∆ 0 (∆ 0 =0 in the normal state) and the chemical potential µ for different doping δ are obtained from a self-consistent calculation [19] .
It has been shown [12, 13, 20] that the spin susceptibility at the mean-field level represented by the first fermionic bubble in Fig.1 fails to describe some important features observed by inelastic neutron scattering experiments, such as the resonance peak [7] [8] [9] . The underlying reason is because the mean-field theory underestimates the spin fluctuation near (π, π) [21] . Therefore, it is necessary to go beyond the mean field approximation. Formally, this can be done by perturbing around the meanfield Hamiltonian, i.e., we write H = H m + H ′ , and treat H ′ as a perturbation. In principle, all the fluctuations are included. However, different selection of subset diagrams may result in different kinds of fluctuations. For the spin fluctuation, the usual random phase approximation selects a series of ring diagrams as shown in Fig.1 . The resulting spin susceptibility can be resummed as
where γ q = cos(q x ) + cos(q y ), χ 0 is the unperturbed spin susceptibility which comes from the fermionic bubble. The parameter η is formally introduced to keep track of the renormalization of vertex and its value is one in the usual RPA approach. However, the spin susceptibility calculated using Eq.(4) with η = 1 leads to an AF instability for doping δ ≤ δ c ≈ 0.22, which is much larger than the experimental data around δ c = 0.02. It indicates that there exists other fluctuations which acts as to suppress this overestimation. In the renormalized RPA approach [12] , one models the suppression of η by treating η as a phenomenological parameter, whose value is determined by setting the AF instability at the observed value δ = 0.02. For the material parameters we use, we found η = 0.34 for the SC state and η = 0.15 for the normal state. Using η = 0.34 for the SC state, Brinckmann and Lee have explained the resonance peak and the incommensuration structure observed in neutron scatterings, and some of the present authors have quantitatively accounted for the doping dependences of the peak/dip/hump structure in the angle-resolved photoemission spectra [13] and the tunneling spectra in a NS junction [17] . The above considerations can be carried over to the calculation of the thermodynamic potential. We consider the same set of ring diagrams in the linked cluster expansion of the thermodynamic potential as shown in Fig.2 , and find it is given by [22] 
Here, we have used the renormalized strength ηJ for the vertex. The parameter ν is used to keep track of the number of times that the potential appears in the perturbation expansion. Since ν enters in the same way as a coupling constant, the integration can be taken outside of the summation over iω n . Performing the summation over iω n , we get
with
In obtaining Eq. (7), we have made use of the symmetry Imχ(q, −ω) = −Imχ(q, ω).
The condensation energy H 2 c v/8π per unit cell is equal to the difference of the thermodynamic potential(free energy) between the normal and the SC states. In our approach, it includes the contribution from the AF exchange correction ∆Ω ′ and that from the mean-field Hamiltonian. The free energy at the mean-field level in the SC state can be easily calculated from Eq.(3) as,
To include the contribution from χ, we note that the mean-field free energy already contains the Hartree-Fock contribution, i.e., the one-loop term in Fig.2 [23] . Therefore, we should substract it to avoid double counting and arrive at,
where, we have abbreviated χ +− as χ. The first term of the right hand side of Eq.(9) comes from the AF fluctuation correction as shown in Fig.2 , while the second term is the Hartree-Fock contribution which should be substracted from the first term. Finally, F N 0 − F S 0 is the free energy difference at the mean-field level.
Before performing the numerical calculation, we would like to point out that all the relevant energies such as the AF exchange energy, the kinetic energy and the energy for the formation of spin gap are contained in Eq. (9) . Comparing the AF exchange energy in Eq. (9) to that in Eq.(1), we find two differences, a) there is an additional integral over ν in Eq.(9) and b) the temperature factors coth(ω/2T ) and 1/[1 − exp(−ω/T )] are different. At zero temperature or if the main contribution to the integral over ω is dominated by those satisfying ω/T ≫ 1, the temperature factors are identical. When ν = 1, Eq. (7) is the same as the renormalized spin susceptibility Eq.(4). Therefore, if the integral over ν is dominated by that part around ν ≈ 1 and the integral over ω is dominated by the spectral weight around ω/T ≫ 1, Eq.(9) can be reduced to Eq.(1). We will discuss this issue in detail in the first part of the following section.
III. NUMERICAL CALCULATIONS
In this section, we carry out the calculations of the condensation energy based on Eq.(9) and Eq.(1). The purpose of this section is twofold. First, we will show that when a resonance peak occurs in the spin excitation spectrum, the result obtained by Scalapino and White Eq. (1) is almost identical to the condensation energy calculated from the perturbation diagrams shown in Fig.2 . Second, we will investigate the temperature and doping dependences of the condensation energy based on Eq. (9), and compare them with the experiments.
Numerical calculations are performed by dividing the Brillouin zone into 128×128 lattices with t = 2J and t ′ = −0.45t as usual. A quasi-particle damping Γ = 0.02J is used. We find that the results for the condensation energy (including its magnitudes) nearly does not change when Γ is changed around 0.02J, though the spin susceptibility indeed follows the change of Γ. The reason is because the change of Γ induces nearly identical changes for the spin susceptibility in both the normal and the SC states.
The temperature dependences of the difference in the AF exchange energy calculated with Eq.(1) are presented in Fig.3 for doping densities δ=0.16, 0.18 and 0.20, respectively. The results for the first term of the right hand side of Eq.(9) with the same parameters are shown in Fig.4 . In all cases, both results are only weakly Tdependent at low temperatures, but fall off rapidly as T is increased towards T = 0.08J. Comparing Figs.3 and 4, one can see that the overall temperature dependences for both cases are remarkably similar for the doping range investigated. Meanwhile, both have a similar magnitude, though the latter is slightly smaller than the former. Thus, we may conclude that the first term of Eq. (9) and Eq.(1) may describe the same physics. Therefore, it provides a thermodynamical extension to the work by Scalapino and White [4] . As noted above, the most possible reason for the same temperature dependence is that the integral over ν is dominated by that part around ν = 1 and the integral over frequency is dominated by that part satisfying ω/T ≫ 1. To see the variation of the integrand in Eq. (9) with ν, we show in Fig.5 the results for Imχ +− (ν, Q, ω), which is given by Eq. (7), at temperature T = 0.005t and doping δ = 0.16 for several values of ν (1, 0.9 and 0.5). When ν = 1, the integrand χ +− (ν, q, ω) is identical to the spin susceptibility Eq.(4). The most remarkable change in the spin susceptibility across the SC transition is the emergence of the resonance peak at momentum Q = (π, π) below T c , which is shown as the solid line in Fig.5 . In the framework of the d-wave BCS theory, the origin of the neutron resonance peak has been attributed to a collective spin excitation mode [12, 13, 24, 25] , which corresponds to 1 + ηJγ Q Reχ +− 0 (Q, ω) = 0 and Imχ +− 0 (Q, ω) approaches to zero. It is caused by the step-like rise of the imaginary part of the unperturbed spin susceptibility Imχ 0 at its threshold as shown in the inset of Fig.5 , where the solid line denotes its real part, the dashed line its imaginary part and the dotted line represents −1/νηJγ Q with ν = 1. According to the Kramers-Kroenig relation, a logarithmic singularity in its real part Reχ 0 occurs due to this step-like rise, which exhibits as a peak in the numerical calculations on finite lattices. This enhancement in Reχ 0 shifts downward the position of the resonance mode, which is the cross between the dotted line and the solid line in the inset of Fig.5 , into the SC gap where no damping for spin excitations is expected. When ν decreases, the dotted line in the inset of Fig.5 will rise, so the position of the cross will move to higher frequencies above the threshold where the dampings become nonzero. As ν decreases further, there is no cross anymore. However, if 1 + ηJγ Q Reχ 0 (Q, ω) is small, a peak still occurs. But the intensity of the peak will decrease, such as the dashed line for ν = 0.9 in Fig.5 . This may be regarded as the proximity effect of the resonance mode. As ν moves far away from 1, no peak exists and only a broad hump appears such as the dotted line in Fig.5 for ν = 0.5. From the figure, one can see that the integrated spectral weight over ω in the SC state decreases with the decrease of ν. However, little change occurs in its normal state results (the extrapolated value). Therefore, it is the existence of the resonance peak that the integral over ν is dominated by that part around ν = 1. Because the resonance peak is around ω = 0.52J( 0.53J and 0.52J for δ = 0.18 and δ = 0.20, respectively), so the temperature factors coth(ω/T ) and 1/[1 − exp(−ω/T )] are essentially equal to 1 even for the highest temperature T = 0.08J considered here. As for the momentum distribution, we wish to point out two facts: a) the resonance peak appears at Q = (π, π) and drops rapidly as q moves away from Q; b) the summation over q is weighted by a factor γ q = cos(q x ) + cos(q y ) being maximum at Q. Obviously, both help to filter out the contributions around the resonance peak. Therefore, the very similar temperature dependence of the results calculated with Eq. (1) and with the first term of Eq. (9) suggests that a large part of the condensation energy due to the AF exchange interactions comes from the spectral weight around the resonance mode, as first argued by Demler and Zhang [5] .
Because the integral over ν in Eq. (9) is dominated by the contributions around ν = 1 and only in this range of ν is the integrand Imχ +− (ν, Q, ω) approximately identical to the spin susceptibility Eq.(4), it leads the magnitudes of the condensation energy calculated with the first term of Eq.(9) to be smaller than those calculated with Eq.(1), as one can see from a comparison of Figs.3 and 4 . In  Fig.4 , we also show the temperature dependences of the resonance peak intensities for doping δ =0.16(squares), 0.18(circles) and 0.20(triangles). For all doping levels from the optimal to overdoped regimes, we find that the peak intensity and the condensation energy due to the AF exchange interactions follow the same temperature dependence. This result is in good agreement with the recent experiment on YBa 2 Cu 3 O 6.93 [11] which is an optimally doped system, though the result for the overdoped system waits for future experiment testing. This coincidence further supports the above conclusion that the contribution to the condensation energy from the AF exchange corrections arises mainly from spin excitations around the resonance peak.
The total condensation energy based on the renormalized RPA approach is plotted as a function of temperature in Fig.6 for different dopings δ = 0.16, 0.18 and 0.20. From a comparison with Fig.3 , we find that the results calculated here exhibit different temperature dependence, i.e., they decrease more rapidly with the rise of temperatures. This difference is due to the rapid variation with temperature of the contribution from the mean-field part. Meanwhile, their magnitudes are only about half of those calculated with Eq.(1). We note that the condensation energy for doping δ = 0.16(nearly optimally doped) at zero temperature is around 0.023J, which is in reasonably agreement with the estimated value 0.016J [5] based on the experimental data for the spin structure factor and the q-width of the resonance peak in YBa 2 Cu 3 O 7 [9] and also with the experimental data E c = 6K(0.23J ≈ 30K if J = 1300K is taken) in the specific-heat measurement [10] . Thus, our investigation based on the renormalized RPA approach to the t− t ′ − J model gives a quantitative account for the condensation energy.
The doping dependence of the condensation energy calculated with Eq.(9) is shown in Fig.7 . An obvious feature is that the condensation energy decreases as the doping density rises from the optimally doped to the overdoped regime. This is related to the doping dependence of the maximum SC gap ∆ 0 at the mean-field level which shows the same trend, for example ∆ 0 =0.335J, 0.322J and 0.311J for δ = 0.16, 0.18 and 0.2 at T = 0.005J, respectively. Moreover, an approximate linear variation of the condensation energy with doping is found. This result is consistent with the experimental data determined from the heat capacity measurements [26] . However, we note that the condensation energies shown in Fig.6 do not approach to zero when the temperature is as high as 0.08J which may correspond to 104K if we choose J = 1300K. This is the fault of the slave-boson meanfield calculation which over-estimates T c so that ∆ 0 does not approach to zero even at T = 0.08J. Therefore, even though our approach gives good quantitative results near zero temperature, it may break down at temperatures near true transition temperatures.
IV. CONCLUDING REMARKS
In summary, based on the slave-boson theory of the two-dimensional t − t ′ − J model, we calculate the superconducting condensation energy for optimally doped and overdoped high-T c cuprates at finite temperatures using a renormalized random phase approximation. It is composed of the contributions from the mean-field Hamiltonian and that from the antiferromagnetic spin fluctuation.
We show that the contribution from the antiferromagnetic spin fluctuation is essentially the same as the argument by Scalapino and White [4] , which relates the condensation energy to the difference of the antiferromagnetic exchange energy between the normal state and the superconducting state, due to the existance of the neutron resonance mode. However, both the temperature dependence and the magnitudes of the total condensation energy after including the mean-field part are different from those due to the AF exchange energy. Our result for the total condensation energy gives a quantitative account for the observed condensation energy near zero temperature. We also calculate the doping dependence of the condensation energy and find it in agreement with experiments.
Taking into account of our previous studies of the relationship of the resonance neutron peak to the angleresolved photoemission spectra [13] and the tunneling spectra [17] , we believe that the resonant spin collective mode plays an important role in determining many physical properties in the superconducting state of high-T c cuprates. A particular interesting conclusion from this work is that the renormalized random phase approximation seems to have already captured the main features of the resonance mode. However, it is introduced phenomenologically and its derivation is left for future work. 
