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Abstract 
 
Radar is a remote sensor that is useful in scientific and military applications.  The 
environment affects the accuracy of radar measurements as well as the predictability of a 
radar system’s performance.  Because of the complexity of the dynamic processes 
occurring in the marine atmospheric boundary layer (MABL), which includes the 
lowermost troposphere and ocean surface, the impact of the environment on radar is 
intricate and difficult to assess. To better understand the relative importance of various 
aspects of the MABL environment on radar wave propagation, this study evaluates the 
sensitivity of radar wave propagation to the MABL environment using a global 
sensitivity analysis (SA) method, the extended Fourier amplitude sensitivity test 
(EFAST), and the Variable Terrain Radio Parabolic Equation (VTRPE) simulation, 
which calculates propagation power of radar waves in a wide variety of marine 
atmospheric conditions.  A total of 16 environmental parameters are examined, 8 
parameterizing the rough ocean surface, and 8 parameterizing the atmospheric vertical 
refractivity profiles.  Radar frequencies of 3, 9, and 15 GHz are each simulated with 
horizontal (HH) and vertical (VV) polarization, resulting in sensitivity calculations for 6 
different cases.  The study is conducted for a domain of 1 km in altitude and 60 km in 
range using a low grazing angle generic air/sea surveillance radar.    
The relative importance of the different parameters varied much more with frequency 
than polarization.  The EFAST method takes into account parameter interactions, which 
are found to be significant and can be essential to correctly interpret the significance of a 
parameter.  Results show that the atmospheric mixed layer parameters are most 
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important, particularly the height of the mixed layer.  Overall, swell period is the most 
significant ocean surface parameter.  However, sea directionality is also important at 3 
GHz, and sea surface roughness and salinity are important at 9 and 15 GHz, respectively.  
Sensitivities to ocean surface parameters, except those related to directionality, become 
more prominent as radar frequency increases, and some sensitivity differences with 
respect to polarization occur regarding sea surface characteristics.  Due to spatial 
variability of sensitivity throughout the domain, regional analysis is performed, using 
short (0-10 km), mid (10-30 km), and long (30-60 km) range, and low (0-200 m), mid 
(200-600 m), and high (600-1000 m) altitude divisions (9 regions).  The most sensitive 
parameter in each low altitude region, from short to long range, is evaporation duct height 
and mixed layer height (mid and long range).  The mixed layer height is the most 
sensitive parameter in all mid-altitude regions.  At high altitude, the most sensitive 
parameter varies with frequency, except at short range where it is the mixed layer 
refractivity gradient (i.e., M-gradient).  At mid-range, the most sensitive parameters are 
the inversion layer strength, mixed layer M-gradient, and mixed layer height for 3, 9, and 
15 GHz respectively.  At long range, the inversion strength is the most sensitive 
parameter at 3 GHz, while at 9 and 15 GHz it is the wind speed.  These regional 
sensitivity results, along with those for the whole domain, can be used to determine 
which environmental parameters need to be specified with high accuracy when 
accounting for their effects on propagation for various radar systems and applications.  
This sensitivity information can also be used to help guide field measurements for 
simulation validation studies as it indicates what aspects of the environment need to be 
focused on for such experimental campaigns.  Furthermore, these results provide 
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guidance on prioritization of environmental characterization in numerical weather 
prediction (NWP) and inversion studies (e.g., refractivity from clutter (RFC) studies), 
which are the two most common numerical methods currently used to address 
environmental effects on propagation.  Additionally, the methodology presented in this 
study can be used and applied to similar problems that seek to understand the sensitivity 
to environmental effects on other remote sensors, such as infrared (IR), optical, and 
acoustic sensors. 
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1.0 Introduction 
Radar (radio detection and ranging) is an electronic system used to remotely sense 
position, direction, and/or speed of objects.  The basic components of a radar system are 
the transmitter and receiver.  The transmitter emits electromagnetic (EM) waves at radio 
frequency (RF), ranging from the order of 104 to 109 Hz (kHz to GHz), traveling at 
approximately the speed of light.  Radar waves reflect off an object and travel back to the 
receiver.  Properties of the reflected waves are then analyzed to infer appropriate 
properties of the object. 
Radar is a powerful remote sensing tool and widely used sensor because of its ability to 
detect long range objects over very small time intervals.  Applications of radar include 
military surveillance of air and sea, civilian air traffic, meteorological tracking, and other 
scientific applications.  Some examples of meteorological and scientific uses of radar are 
the detection of storm, tornado, precipitation, and clouds, and the measurement of wind 
and waves.  When using meteorological radar, the reading integrity of the size, density, 
and position of hydrometeors may be compromised (e.g., rain may be misread as hail) 
due to various sources of errors.  Radar phenomenology encompasses radar cross section 
models, clutter, Doppler effects, and atmospheric/oceanic effects.   
The accuracy of radar measurements can be impacted by noise and biases associated with 
system components or unknown affects due to the medium through which radar
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waves propagate.  Designers of radar often assume the propagation medium is a standard 
atmosphere and consequently radar specifications are usually based on these conditions. 
The MABL is an especially complex environment and can adversely affect propagation 
in the context of “instantaneous” measurements (e.g., any given day or hour).  
Determining the sensitivity of radar wave propagation to environmental parameters in the 
MABL enables one to better determine what aspects of the environment might 
significantly impact radar performance and consequently possible sources of deviation 
from expected standard atmospheric system performance/specifications.  
It is often desirable to be able to predict how a radar system will perform in a particular 
environment.  High-fidelity radar wave propagation codes can simulate the 
environmental effects on propagation.  However, discrepancies between measured and 
predicted propagation often still exist, which are generally attributed to insufficient 
accuracy of the modeled environment (Sirkova, 2012).  Thus, sensitivity information can 
also help prioritize which environmental factors are responsible for the most significant 
discrepancies when validating propagation models, and likewise, which aspects of the 
environment need to be measured at high accuracy for validation studies. 
Because of the limitations (e.g., cost and logistics) in obtaining high-resolution 
meteorological data regarding “instantaneous” conditions, inversion techniques have 
become an increasingly popular way to estimate environmental conditions.  Inversion 
approaches, such as RFC, determine environmental parameters from measured clutter and 
advanced propagation simulations (Gerstoft et al., 2003; Marshal et al., 2008; Karimian et 
al., 2011; Karimian et al., 2013).  One of the limitations of any inversion problem is the 
number of parameters that can be inverted-for because as the number of parameters 
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increases the posedness of the inverse problem decreases.  Thus, quantification of 
sensitivity can also be used to help solve these types of inversion problems because it 
reveals which parameters need to be solved for to obtain different levels of accuracy from 
the inversion. 
For all the reasons outlined above, understanding the sensitivity of radar wave 
propagation to the MABL is useful knowledge towards improving our ability to 
understand and improve radar system performance in a variety of environments and radar 
system applications.  The computation of sensitivity is complex because the MABL 
encompasses the lower atmosphere and the ocean surface, as well as all the associated 
air-sea interactions that couple these two regions.  In the MABL, the atmosphere is 
turbulent and exchanges of heat and water content occur across the air-sea interface, and 
the sea surface is rough and non-stationary.  The interactive nature of the environment 
combined with the numerous ways in which radar waves interact with this environment 
(e.g., refraction, diffraction, reflection, scattering) make this information challenging to 
obtain.   
The goal of this study is to determine the sensitivity of radar wave propagation to the 
MABL environment, which is defined here as extending from the sea surface up to 1000 
m in altitude. This study targets S, X, and Ku band systems at horizontal (HH) and 
vertical (VV) polarization and are simulated as ship-borne/platform-based air/sea 
surveillance radars at low grazing angles.  The Variable Terrain Radio Parabolic 
Equation (VTRPE) simulation is used to simulate radar wave propagation in a complex 
marine-atmospheric environment.  VTRPE accounts for a wide range of meteorological 
effects on radio wave propagation, such as refraction, attenuation, scattering, and 
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absorption.  The Extended Fourier Amplitude Sensitivity Test (EFAST) method is used 
for the sensitivity analysis (SA).   
The next section provides some background information on the effects of the 
environment on radar wave propagation as well as information on sensitivity analysis 
methods.  The Methods section discusses the implementation of the EFAST method to 
this study, an overview of the VTRPE simulation, and the environmental parameters 
examined.  Subsequently, the results of the SA are presented, and the thesis ends with a 
concluding chapter. 
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2.0 Background 
The air molecules in the atmosphere, the marine surface, and coupled effects of both 
variable atmosphere and sea state impact radar propagation and can lead to anomalous 
propagation.  Anomalous radar wave propagation is defined as any propagation behavior 
not observed in a standard atmosphere (global average), defined based on standard 
temperature, pressure, and humidity profiles.  Meteorological phenomena that cause non-
standard conditions include sea breezes, air mass subsidence, cloud layers, fronts, and 
atmospheric perturbations.  Variation in the atmosphere’s thermodynamic properties 
causes the index of refraction to vary, which impacts radar wave propagation.  
Refraction, attenuation, scattering, absorption, and other effects arise as a result of 
propagation in the earth’s atmosphere above the sea surface, changing the radar signal 
strength and direction.   
Radar propagation is generally characterized by the radar transmission equation (Friis, 
1947; Freehafer et al., 1951): 
𝑃𝑟
𝑃𝑡
= 𝐺𝑡 � 𝐹2𝑘0𝑅�2 ,     (1) 
which is the one-way transmission equation, from transmitter to target.  Eqn. (1) gives the 
ratio of the power received by an omnidirectional receiver, Pr, to the power emitted from 
a transmitting antenna, Pt, where Gt is the transmitter peak power gain, R is the slant 
range (defined by a straight line from radar to target), and k0 is the vacuum wavenumber:
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 𝑘0 = 2𝜋𝜆  ,      (2) 
where, λ is wavelength of the radar wave.  In Eqn. (1), F is the one-way pattern 
propagation factor from transmitter to target.  Eqn. (1) assumes that the polarization is the 
same for the transmitted and received radio waves.  The power transmitted, Pt, is the 
equivalent isotropic radiated power (EIRP), which means radiated uniformly in all 
directions.  The pattern propagation factor, F, accounts for environmental effects on radar 
wave propagation.  The complex pattern propagation factor, F, can now be introduced as: 
𝑭 = 𝑬
𝑬𝟎
 ,      (3) 
defined as the ratio of the electric field, E, to the electric field in free-space, E0.  The 
magnitude of F is equal to the pattern propagation factor, F.  Because the range of F is 
large, it is converted to decibel units (dB): 
𝑃𝐹 = 20 log|𝐹|     (4) 
𝑃𝐿 = 20 log(2𝑘0𝑅) − 20 log|𝐹|    (5) 
The variables PF and PL are known as the power pattern propagation factor and the 
power pattern path loss, respectively, and are measures of power.  The power pattern path 
loss is equal to the PF in free space minus the PF in the environment. 
2.1 Antenna 
The primary components of radar are the transmitter, duplexer, receiver, antenna, and 
display.  The antenna can be part of the transmitting apparatus or a separate device.  A 
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radar system can be classified as mono-static or bi-static.  A mono-static system has the 
transmitter and receiver in the same location; a bi-static system has the transmitter and 
receiver in different locations.   
In a mono-static system, the duplexer allows one antenna to function as a transmitter and 
a receiver.  By switching between the two communication modes, the duplexer protects 
the receiver from the high-power pulses of the transmitter.  The electronics inside the 
transmitter apparatus are made up of sub-components, such as filters, pulse width 
modulators, cathode ray A/R-scopes, and amplifiers.  Technologically advanced 
transmitter designs permit control over several characteristics of the generated EM 
waves, such as polarization and frequency.  The directivity of the radar wave (i.e., the 
antenna pattern) can also be shaped. 
The basic characteristics of antennas are gain, pattern, beam width, side lobe number and 
intensity, front-to-back ratio, and aperture (Wolff, 2009).  The intended use of the 
antenna dictates its design.  Despite the variety of physical design, antennae typically fall 
into 2 categories: directional and non-directional.  The classic non-directional antenna 
pattern is isotropic, radiating in all directions with equal intensity (i.e., a true point 
source).  However, true isotropic radiation is not practical to achieve.  Therefore, omni-
directional is the term used to describe the pattern, as a more realistic reference to 
uniform propagation in all directions.  An omni-directional pattern is commonly 
generated from a point dipole source and resembles a donut shape.  Figure 1 illustrates 
the difference between an omnidirectional dipole (more practical) and an isotropic 
antenna pattern (O’Donnell, 2007). 
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The parabolic dish design is commonly used as a directional antenna.  The circular 
parabolic reflector concentrates the beam rays at the focal point of the concave dish.  An 
ideal parabolic reflector is completely circular and produces a narrow ‘pencil’ beam, 
similar to what is shown in Figure 2 (Wolff, 2009).  An elliptical dish produces a fan 
beam, which is less intense and has greater beam width. 
Examples of more complex patterns are the cosine squared and cosecant squared patterns, 
named for the relationship between vertical angle and coverage of the radar beam.  These 
patterns provide greater coverage than simple “pencil” or “fan” beam shapes.  The cosine 
squared pattern is more mathematically canonical than practical.  The cosecant squared 
beam pattern is more complex and more commonly used in practice because the shape 
gives greater altitude coverage at short range than cosine squared.  The cosecant squared 
pattern is shown in Figure 3 (Wolff, 2009).  Cosecant squared patterns are effective for 
air surveillance applications.  The ‘look angle’ can be changed from ‘look up’ (shown in 
Figure 3) to ‘look down.’  A reflection of the image in Figure 3 about the horizontal axis 
would be a ‘look down’ pattern, which is effective for sea surface surveillance.   
2.2 Environment 
The environmental effects on radar wave propagation in the MABL environment can be 
divided into those due to the atmosphere and those due to the ocean surface.  However, it 
is important to note that the atmosphere and ocean surface interact as a coupled system.  
Atmospheric effects on propagating EM waves include refraction, attenuation, and 
absorption.  Ocean surface effects include scattering and absorption.   
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2.2.1 Atmosphere 
Refraction describes the bending of radio waves as they propagate.  Refraction is 
measured by the index of refraction, which is a property of the medium.  Free space (e.g., 
vacuum) has an index of refraction of 1 (minimum value); all other media have indices of 
refraction higher than 1.  The index of refraction is directly related to the dielectric nature 
of the medium.  The dielectric nature is measured by the dielectric constant, which 
quantifies how easily matter becomes polarized in an electric field.   
The relationship between the index of refraction, 𝑛, and relative dielectric constant, 𝜀𝑟, is 
given by: 
𝑛 = √𝜀𝑟 ,      (6) 
where, 
𝜀𝑟 = 𝜀𝜀0       (7) 
𝜀 is the dielectric constant of the medium, and 𝜀0 is the dielectric constant of free space.  
The earth’s atmosphere can be divided into layers.  The troposphere is nearest to the 
earth’s surface, and extends from the surface to 8-15 km above sea level (depending on 
latitudinal location).  The MABL is a sub-layer within the troposphere that is closest to 
the surface, extending 1 to 2 km above sea level.  In the MABL, the index of refraction 
varies significantly because the MABL is turbulent and is a manifestation of complex air-
sea interaction, such as moisture and heat exchange.  Even so, the index of refraction, 𝑛, 
is only slightly greater than 1, and varies maximally on the order of ten-thousandths.  
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However, minute variation of n can have profound effects on radar wave propagation.  To 
make 𝑛 more convenient to work with, N-units are introduced, expressed by: 
𝑁 = (𝑛 − 1) × 106     (8) 
Thus, 𝑁 is a measure of the difference between the atmosphere’s index of refraction and 
that of free space (𝑛0 = 1), multiplied by 106.  Changes in N are caused primarily by 
variations in temperature, T, and water vapor in the air.  Water vapor content is measured 
by relative humidity, RH, or partial water vapor pressure, e.  The water vapor content and 
temperature generally vary more rapidly with altitude than (horizontal) range.  Pressure, 
P, varies with altitude and range and generally has a relatively small effect on N.  The 
empirical relation between N and T, P, and e is given by Bean and Dutton (1968):   
𝑁 = 77.6 𝑃
𝑇
+ 373,256 𝑒
𝑇2
    (9) 
The refractive condition of the atmosphere is classified into 4 main categories: standard, 
sub-refractive, super-refractive, and ducting conditions.  In a standard atmosphere, the 
EM waves diverge slightly from the earth.  In a sub-refractive environment, the radar rays 
diverge away from the earth even more rapidly.  In a super-refractive environment, the 
rays bend toward the earth more so than in a standard atmosphere, but still diverge from 
the earth.  In a special condition called ducting, the rays bend enough to converge toward 
the earth surface.  These refractive conditions are illustrated in Figure 4. 
Modified refractivity (measured in M-units) is introduced specifically to account for the 
curvature of the earth and identify ducting conditions, defined as:   
𝑀 = 𝑁 + 1
𝑅𝑒
(106)𝑧 ,     (10) 
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where, 𝑅𝑒 is the radius of the earth and 𝑧 is altitude.  This representation of refractivity is 
especially useful in identifying ducting because ducting occurs when the M-gradient is 
negative.  Ducting can arise from complex meteorological conditions, which leads to one 
or more of 3 main duct types: evaporation, surface, and elevated ducts.  The vertical 
refractivity profiles associated with these different ducts are shown in Figure 5.   
According to Turton et al. (1988), all ducts are generally formed by a strong hydrolapse 
(rapid change in moisture with height) or temperature inversion, where temperature 
increases with height.  The meteorological processes that bring about these conditions 
are: evaporation over the sea, anticyclonic subsidence, subsidence at frontal surfaces, 
nocturnal radiative cooling over land, and advection.  Evaporation ducts, which are the 
most prevalent in the marine-atmospheric environment (Skolnik, 1990), form as a result 
of strong humidity gradients near the water surface.  Evaporation ducts are found at low 
altitude, usually within 50 m of the surface. Surface ducts are typically created by 
temperature inversions.  In the MABL environment, they are usually created by advection 
of warm dry air masses from land over cool humid marine surfaces.  Rapid rates of heat 
transfer and humidification cause a stable layer of cool air to form near the surface with 
warm drier air above it (Karimian et al., 2011).  Figure 6 shows VTRPE simulated 
propagation loss (PL) in the presence of both a surface and an evaporation duct over a 
smooth sea surface compared with that of a standard atmosphere.  The trapping, or 
ducting, behavior is visible at the lower altitudes.  Elevated ducts are similar to surface 
ducts, except that they occur at higher altitudes, and their height is not measured from the 
sea surface.  Because of the complex nature of MABL conditions, ducting can be difficult 
to predict accurately.  The refractivity structure also provides a basis for the layering of 
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the MABL.  It can be roughly divided into an evaporation layer, mixed layer, inversion 
layer, and upper layer.  The evaporation and inversion layers are where ducts may exist 
and the mixed and upper layers are where constant non-ducting refractivity gradients 
exist.  Obviously, the heights and refractivity gradients of each layer vary, and some 
layers are not present at times (i.e. ducting layers).  An M-profile with all layers present 
would look similar to Figure 5c. 
 In addition to refraction, attenuation also affects signal propagation.  Attenuation is the 
reduction of EM signal power along a propagation path (Battan, 1973).  Absorption and 
scattering are the two main mechanisms by which attenuation occurs.  Attenuation can be 
expressed by coefficients that account for absorptive and scattering effects, either 
cumulatively in one attenuation coefficient or individually in absorption and scattering 
coefficients that are additive.  The attenuation coefficient has the same form as the 
extinction coefficient in optics, and has units of reciprocal length (i.e., m-1 or km-1) 
because it is an intensity gradient that varies with length.  The coefficients can also be 
categorized by meteorological cause: gases, clouds, and precipitation.  Attenuation is 
dependent on frequency (wavelength) and particle size.  In general, higher frequency 
(shorter wavelength) signals experience more attenuation, and are more significantly 
affected by gas, clouds, aerosols, and precipitation.  Lower frequency (longer 
wavelength) signals are affected by clouds and precipitation, but not as much by gas, 
which is likely due in part to different scattering mechanisms.  Rayleigh scattering occurs 
when the particles are small (ratio of circumference-to-wavelength is less than 0.2); if 
particles are larger, Mie scattering occurs, which can affect the energy of the scattered 
radar wave (Falcone, Jr. and Dyer, 1985). 
12 
 
The atmospheric gases that contribute most to attenuation are water vapor and oxygen.  
The reason is that these molecules behave like strong electromagnetic dipoles when 
interacting with EM waves, consisting of an alternating electric field and an orthogonal 
magnetic field.  Water vapor has a dipole moment due to the electric field and oxygen has 
a dipole moment due to the magnetic field.  Each gas molecule has a positive and 
negative pole.  Molecules with dipoles are referred to as polarized.  “Dipole moment” is 
the measure of strength of polarization.  Research on attenuation due to atmospheric 
gases has been carried out by Van Vleck (1947a) and Bean & Dutton (1968), particularly 
on EM signals with wavelengths of about 1 cm travelling long range.  The incident EM 
wave causes molecular vibrations and rotations in many directions, transferring energy to 
the gas molecule.  Some of this energy is absorbed, increasing the energy level of the gas 
molecule, and some is scattered randomly.  Because all energy gained by the gas 
molecule comes from the incident wave, the outgoing wave has lower energy than that 
encountered by the gas molecule.  The frequency dependence of attenuation reflects the 
resonant behavior of the interacting substance and its natural (resonant) frequency.  
According to Van Vleck (1947b), water vapor has two resonant frequencies 
(wavelengths) at 22.235 GHz (1.35 cm) and 150 GHz (0.2 cm); oxygen has one resonant 
frequency (wavelength) at 60 GHz (0.5 cm).  In studying attenuation effects (especially 
scattering), the resonant property of a material is often expressed as wavelength for 
comparison to the particle dimension.  Because of their high frequency and resonant 
phenomena, K-band radars are sensitive to attenuation.  Bean & Dutton (1968) examined 
the gaseous absorption dependence on pressure and temperature.  It was shown that 
signal wavelengths in the millimeter range are subject to a high magnitude of gaseous 
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attenuation, and wavelengths greater than 3 cm have negligible gaseous attenuation (Bean 
& Dutton, 1968).   
In general, liquid causes higher attenuation rates than gas.  Therefore, more attenuation 
occurs in rainy environments than with gases alone.  Gunn & East (1954) determined 
theoretical relations for precipitation attenuation coefficients and compared them to 
numerous experimental results; the relations can be used for various types of 
precipitation, including rain and snow.  Snow is a special case of precipitation, which 
causes more attenuation when wet (e.g., graupel).  
Clouds exhibit less attenuation intensity than rain, but occur more regularly.  Signal 
weakening due to clouds is primarily from absorptive losses.  The magnitude of 
attenuation depends on the cloud liquid water content, and is likely also influenced by 
cloud thickness to some degree.  The cloud attenuation constant is a function of signal 
frequency and temperature. 
2.2.2 Ocean Surface 
Signal power is affected by the ocean surface mainly through scattering and absorption 
mechanisms.  Power loss occurs due to the incident signal splitting into transmitted and 
reflected component waveforms.  The reflected ray is weaker than the incident ray and 
has a different phase.  Ray transmission is an absorptive effect.  Ray reflection is a 
scattering effect.  For reflected rays, the direction of propagation is important, because 
some rays may scatter away from the receiver.   
Multipath is a radar phenomenon that occurs when radar waves take different paths 
between the transmitter, target, and receiver, shown in Figure 7a.  Some rays take the 
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direct path, and some take an indirect path by reflecting off the sea surface.  Constructive 
and destructive interference between a signal on the direct path and a signal on an 
indirect path can modulate the received signal.  For a horizontally polarized beam over a 
smooth surface, one-way multipath usually shows modulations (gain and loss) of roughly 
6 dB and two-way multipath modulations are normally about 12 dB.  For the case of 
oblique incidence on a smooth boundary, the reflected wave is phase shifted and scaled 
up in amplitude (Griffiths, 1998).  However, the sea surface is not smooth, and 
consequently the effects of multipath are not well understood.  Furthermore, the rough 
surface affects the reflection coefficient from the surface in addition to incoherent 
scattering from the surface.  Received signals from the ocean surface are called sea 
clutter, illustrated in Figure 7b, along with other types of clutter.   
In addition, exchange of water vapor and heat across the air-sea interface impacts the 
atmospheric index of refraction near the sea surface, as discussed in 2.2.1.  Breaking 
waves lead to the injection of aerosols, such as sea spray and salt, into the atmosphere, 
which have an impact on refraction and attenuation.  The sea surface salinity and 
temperature affect the dielectric properties of the sea water, which in turn have an impact 
on refractivity and reflectivity of the sea surface.  The directionality of the wind and 
ocean waves, along with factors like wave height, wave period, and wind speed, also play 
a role in shaping the rough sea surface.  The rough ocean surface introduces significant 
complexities in propagation behavior and makes propagation prediction considerably 
more challenging. 
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2.3 Sensitivity Analysis Methods 
In order to evaluate the sensitivity of radar wave propagation to the environmental effects 
described in the previous section, a methodology for the sensitivity analysis must be 
determined.  In this section, various types of sensitivity analysis methods are discussed 
and compared.  The methods can be classified as sampling or variance based; they can 
also be categorized as local or global.  A local method does not account for interaction 
effects between parameters, whereas a global method does.  Some of the methods can be 
categorized as screening methods, whose purpose is to narrow down which input 
parameters are most influential on a model output.   
The primary screening method is the one-at-a-time (OAT) method.  OAT is a local 
perturbation approach, where one input factor is varied over a range while all other 
parameters are fixed at a nominal value, and the impact on the output is computed.  OAT 
is a commonly used SA technique because of its ease of implementation.  One important 
drawback is that interaction effects between parameters are not included.  Thus, any 
significant coupled effects between parameters are ignored in the assessment.  The 
advantage of the OAT method is that it is computationally cheap and has relatively quick 
execution time.  It can be useful for studies with many input factors when it is desirable 
to filter the parameter list down to the most significant group.   
In order to account for coupled effects, parameter combinations can be varied, such as 
done in the Morris Method (Ekstrom, 2005).  The Morris method is a variation of the 
OAT method with the improvement of being qualitatively global.  The Morris method is 
an experimental plan made up of individually randomized OAT designs.  It uses a 
factorial sampling plan as part of a screening method in computational experiments 
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(Morris, 1991).  The Morris method fits into a category of sensitivity analysis called 
design of experiments (DOE). 
2.3.1 Sampling-based Methods 
Sampling based SA methods are commonly used, and can be local or global.  To 
calculate sensitivity, sampling based methods use a Monte Carlo (MC) approach to map 
the relationship between input and output.  Sampling based methods include graphical 
methods, regression analysis, correlation coefficients, rank transformations, and 2-sample 
tests.  Graphical methods are simple ways of visualizing the relationship between input 
and output factors.  A scatter plot is an example of a graphical approach, and is most 
effective for simple models where only a few input factors and one output exist (Ekstrom, 
2005).  Regression analysis is a method that fits the input-output data to a theoretical 
equation with minimal error.  Regression can be applied to all models with multiple 
inputs and one output, but is most effective as a sensitivity analysis tool for linear 
models.   
A sampling based method that can be applied to non-linear models is the rank 
transformation method, named because it has the ability to transform a non-linear model 
into a linear one. However, the model must be monotonic so that the input is directly 
related to the output.  A rank transformation assigns a rank to each parameter, which is 
then used in a regression or correlation analysis in place of the data to calculate rank 
coefficients.   
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2.3.2 Variance-based Methods 
Variance based methods are more complex in their execution than sampling based 
methods, but are better suited for complex models.  The variance that each input factor, 
Xi, contributes to the output, Y, is quantified.  Thus, the level of influence of each input’s 
variance on the unconditional variance of the output can be quantified.  In order to 
compute this quantity, the average conditional variance of Y for an input factor Xi is 
calculated, known as the expectation value of the output over the entire input interval.  
The variance of the average conditional expectation, 𝑉(𝐸[𝑌|𝑋𝑖]), and unconditional 
variance of the output, 𝑉(𝑌), are used to define the 1st order sensitivity index, SI (Saltelli 
et al., 1999), as: 
𝑆𝐼 = 𝑉(𝐸[𝑌|𝑋𝑖])
𝑉(𝑌)       (11) 
The 1st order SI only accounts for the leading order effect of the input factor on the 
output.  Higher order interaction effects with other inputs are not accounted for by this SI.  
A first order SI value can be between zero and one, with zero indicating no effect and one 
indicating responsibility for the total variation of the output.  If the sum of all first order 
SI’s equals one, the model is additive (i.e., linear).  If the model is non-additive (i.e., non-
linear), interactions exist between inputs.  For example, interaction effects exist for two 
input factors if the sum of their leading order sensitivity indices does not equal the total 
effect on the output.  Interactions are quantified by higher order SI’s.  The total effect of 
an input factor on the output is the sum of both the leading and higher order sensitivity 
indices, called the total sensitivity index, TSI (Saltelli et al., 2000).  For example, in a 3-
input model, the TSI for the first input is: 
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𝑇𝑆𝐼1 = 𝑆𝐼1 + 𝑆𝐼12 + 𝑆𝐼13 + 𝑆𝐼123 ,    (12) 
where 𝑆𝐼1 is the 1
st order SI for input 1, 𝑆𝐼12 and 𝑆𝐼13 are 2nd order SI’s that account for 
interactions between inputs 1 & 2 and 1 & 3 respectively, and 𝑆123 is the 3
rd order 
interaction SI between inputs 1, 2, and 3 (Ekstrom, 2005).  The primary variance based 
methods are the Design of Experiments (DOE), the Sobol method, Jansen’s Winding 
Stairs (WS), the Fourier Amplitude Sensitivity Test (FAST), and the Extended Fourier 
Amplitude Sensitivity Test (EFAST). 
DOE methods are among the first variance based methods to be used in sensitivity 
analysis, utilizing statistics such as the expectation and variance.  Recall that the 
expectation is the output value expected, conditional on a fixed value of an input.  The 
variance of the output is computed over the full range of values for the input.  This output 
variance due to variation of an input is a measure of sensitivity.  Interaction effects can 
also be calculated by decomposing the variance into partial variances of increasing 
dimensionality, as performed in an analysis of variance (ANOVA), where variance of a 
single variable is apportioned into components attributable to different sources of 
variation.  A dimension is the order of effect; higher order effects account for interactions 
of increasing complexity (i.e., 1st order main effect, 2nd order  2-way interaction, nth 
order  n-way interaction).  FAST and Sobol indices are ANOVA-like in that they 
utilize variance decompositions to calculate sensitivity indices.  The Sobol method is an 
extension of DOE into numerical experiments.  A paradox arises when comparing DOE 
on physical versus numerical experiments.  The original intended use for DOE is for 
physical experiments, where input parameters are usually varied over a small range for 
practical reasons.  Interaction effects can be typically calculated for physical experiments 
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using DOE for this reason.  Numerical studies, on the other hand, typically vary input 
parameters over a large range, making it much more difficult to calculate higher order 
effects.  The number of simulation runs for DOE including interaction effects for a large 
number of input parameters (e.g., more than 5) becomes a limiting factor for its 
implementation.   
The method of Sobol indices is one of the first to utilize the 1st order sensitivity index 
(Sobol, 1993).  The total variance 𝑉(𝑌) is computed by an integral over the whole 
parameter space, known as the unit hypercube.  The partial variance for parameter i is 
𝑉𝑖 (1 ≤ 𝑖 ≤ 𝑘), where k is the number of input parameters.  The partial variance is 
computed for all parameters, thereby discerning the source of variation due to that 
parameter.     
MC methods can be used to calculate the integrals necessary to get the total variance and 
partial variances.  The 1st order sensitivity index is then defined as the ratio of the partial 
variance of an input parameter to the total variance: 
𝑆𝐼1 = 𝑉1𝑉(𝑌)       (13) 
Because it is normalized, the SI value is between 0 and 1.  As stated earlier, if the primary 
(1st order) SI’s for all parameters do not add up to 1, interaction (higher order) effects 
must be present, and TSI calculation is necessary to quantify the total effect of a 
parameter.  The Sobol method can calculate the TSI (Sobol, 2001).  Though the Sobol 
method is global, it is somewhat expensive computationally.  For k input factors and N 
samples of each parameter, 𝑁(2𝑘 + 1) model evaluations are required.   
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The WS method is another variance-based method proposed by Jansen et al. (1994).  The 
WS method is used to measure the main effect (SI) and total effect (TSI) with one series 
of model evaluations.  Therefore, Jansen’s WS method is more efficient in making use of 
model evaluations.  WS works by building a matrix, named the WS-matrix, made up of 
output values that are functions of a group of input parameters.  The variance and MC 
variance are computed from the WS-matrix, which are used to calculate the main and 
total effect.  A key difference between the Sobol and Jansen methods is that the Sobol 
method uses the product of model outputs, and Jansen’s method uses the squared 
difference, to calculate the sensitivity indices.     
The FAST method operates on the principle that the input parameter space can be 
explored by transforming a k-dimensional parameter space into a 1-dimensional space 
using a search variable (Saltelli et al., 2000).  For a model, k dimensions correspond to k 
input parameters.  The FAST method offers a way to collapse all those variables into one 
variable.  This reduction is accomplished using a transformation function.  Before the 
transformation function can be applied, however, all variables are assigned a frequency.  
Two requirements must be met to carry out FAST analysis accurately: 1) The input 
parameters must be independent of each other, and 2) the assigned frequencies must be 
incommensurate, meaning no two frequencies are linearly dependent.  A given 
parameter’s frequency is used in a sinusoidal transformation function that converts the 
parameter to s-space (frequency domain).   
For a given parameter frequency, the search variable, s, is spanned over one cycle (2π 
radians), which ensures the entire parameter space is covered.  The model outputs can be 
expanded into a Fourier series.  Because the frequencies are incommensurate, Fourier 
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coefficients that correspond to an input parameter’s frequency and harmonics are only 
affected by the parameter under investigation.  The frequencies that produce the greatest 
amplitude response of the output reveal that the model output is most sensitive to the 
parameters associated with those frequencies.  In order to quantify this, the SI and, in the 
extended version of FAST (Saltelli et al., 1999), the TSI is calculated.  These sensitivity 
indices are calculated from the partial and total variance. 
The extended Fourier amplitude sensitivity test (EFAST) is a generalized version of the 
classic FAST method (Cukier et al., 1973; Schaibly and Shuler, 1973; Cukier et al., 1975; 
Cukier et al., 1978).  EFAST offers increased robustness and computational efficiency 
(Saltelli et al., 1999, 2000; Koda et al., 1979), by allowing a lower sample size to be used 
to perform sensitivity calculations (i.e., fewer simulation runs).  The most valuable 
improvement is the ability to calculate TSI as well as SI, where the former accounts for 
interactions between parameters.  The method is well suited for non-linear and non-
additive models while requiring fewer simulation runs.  Because of the complexity (e.g., 
likely that coupled effects are significant), large number of inputs, and nontrivial runtime 
of the VTRPE radar wave propagation simulation, the EFAST method is appropriate for 
this study and its implementation is discussed in detail in the Methods section. 
2.4 Prior Research 
There have been numerous studies that examine the effects of the troposphere and sea 
surface on radar propagation, both experimentally and numerically (Stephansen, 1981; 
Hitney et al., 1985).  For the numerical studies, one of the most recent and promising 
methods is parabolic equation (PE) modeling of EM wave propagation, reviewed by 
Sirkova (2012) and described in the context of assessing radar performance by Craig and 
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Levy (1991).  Most experimental and numerical studies specifically focus on a few 
aspects of the lower troposphere, such as the evaporation duct or surface roughness.   
Evaporation ducting has been extensively studied, empirically and numerically, mainly 
because it is the most common type of ducting in the marine environment (Turton et al., 
1988).  A common effect of evaporation ducts on propagation is enhanced range 
performance of the radar (Anderson, 1989), which is why knowledge of the presence of a 
duct is important.  However, some studies have shown that lower average power can 
occur in the duct (and higher amplitude random power variation above the duct) due to 
leakage of energy from the duct (Kukushkin, 2004). This leakage has been attributed to 
scattering of EM waves from turbulent fluctuations of the refractive index (Ivanov et al., 
2009).  Some of these discrepancies are due to different studies being conducted at 
different radar frequencies as the impact of the duct on propagation is frequency 
dependent (Hitney and Hitney, 1990; Hitney and Veith, 1990).  The most commonly 
examined parameter associated with the evaporation duct is the duct height, zd (Kerr, 
1951; Turton et al., 1988; Anderson, 1989; Paulus, 1990; Sirkova and Mikhalev, 2003), 
defined as the height where the vertical M-gradient is zero: 
𝑑𝑀
𝑑𝑧
�
𝑧=𝑧𝑑
= 0      (14) 
The evaporation duct height essentially sets the top of the wave guide mechanism and is 
directly associated with the radar frequency that results in trapping of the EM waves 
(Kerr, 1951; Hitney and Hitney, 1990; Hitney and Veith, 1990; Rotheram, 1974).  
Surface-based ducts can result in similar effects on propagation, where the M-deficit (the 
difference between the maximum and minimum M-value in the inversion layer) is the 
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parameter that is most frequently examined (Sirkova and Mikhalev, 2003).  Both the M-
deficit and evaporation duct height have been shown to significantly impact propagation 
loss.  The impacts of properties of surface-based ducts have been shown to extend to high 
elevations, particularly in the case of over-the-horizon radars (Hitney et al., 1978).  
Experimental measurements in evaporation ducts differ from theoretical and numerical 
simulation results primarily due to the lack of or minimal consideration of effects of the 
rough sea surface and atmospheric turbulence (Rotheram, 1974); the interaction of 
evaporation ducting phenomena with the sea surface greatly increases the complexity of 
the problem.     
Though evaporation ducting is the most common, elevated ducting layers exist and have 
also been studied. Many numerical studies have examined the impact of combined 
surface and elevated ducts on propagation, particularly for over-the-horizon radars using 
a variety of modeling approaches including ray theory, mode theory, full wave solutions, 
and “waveguide formalisms” (Dougherty and Hart, 1979; Dresp and Ratner, 1977; 
Pappert and Goodhart, 1977).  Furthermore, enhanced propagation observations over a 
48.5 km trans-horizon path have been confirmed as being due to evaporation ducting and 
additional higher altitude ducts/super-refractive structures with PE modeling using 
Paulus-Jeske evaporation duct refractivity profiles (Gunashekar et al., 2007; Paulus, 
1985).  Full wave solutions are generally the most accurate when compared with 
observations (Dougherty and Hart, 1979), but discrepancies still occur.  In these types of 
studies the refractivity is usually modeled as a bi/tri/multi-linear refractivity profile that is 
homogenous in range.  Discrepancies are generally attributed to layer fluctuations and the 
existence of additional ducts that are not accounted for in the linear refractivity models 
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(Pappert and Goodhart, 1977).  Wait and Spies (1969) demonstrate that even relatively 
weak surface and elevated ducts (∆𝑁 = 4 or 5 N-units) can modify the attenuation for 
centimeter wavelength radar waves, while Chang (1971) finds ∆𝑁 ≥ 40 N-units is 
needed at low grazing angles for VHF radar waves (meter wavelength).  The effects of 
elevated ducts have also been shown to be polarization dependent (Chang, 1971).           
Most of the studies mentioned thus far have been focused on the refractive structure of 
the atmosphere, particularly with regard to ducting and propagation effects.  There are 
also numerous studies that examine the meteorological effects on refraction and 
propagation via experiments as well as numerical weather prediction (NWP).  Most of 
these studies focus on the physical phenomena that result in the development of various 
refractive layers in the atmosphere.  Bean and Dutton (1968) discovered the foundational 
relation that describes the dependence of radio refractivity on pressure, temperature, and 
water vapor pressure.  Their work has paved the way for more recent studies, such as by 
Burk and Thompson (1997), who used a mesoscale NWP model that accounts for 
turbulence, radiative flux, and cloud physics to predict refractive conditions (e.g. ducting 
layers) in the MABL off the Southern California Bight.  The mesoscale forecasts were 
correlated with PF measurements over two 130 km overwater paths at 375 MHz from the 
Variability of Coastal Atmospheric Refractivity (VOCAR) experiment.  In particular, 
strong correlation was found between the ducting layer base height and PF.  Various 
clear weather meteorological phenomena play a role in the refractive structure of the 
atmosphere, such as heat, moisture, and momentum transfer processes at the air-sea and 
inter air mass boundaries, elevated layer formation from subsidence, capping layers of the 
convective boundary layer, and weather fronts (Gossard, 1981; Reddy and Reddy, 2007).  
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Humidity fluctuations result in phase variation and angular displacement of radio signals 
and are due to dispersal of the nocturnal inversion, mixing through the capping inversion, 
convective structure in the capping layer and sub-cloud layer, as well as cold fronts 
(Coulman, 1991). Meteorological phenomena can also generate multipath effects even 
though multipath is generally associated with sea surface interactions.  For example, 
Reddy and Reddy (2007) investigated deep fading (20-30 dB) caused by multipath from 
sea breeze circulation.  The sea breeze circulation is found to cause a low-level super-
refractive layer, accompanied by the formation of an elevated layer of high refractivity 
variance at the boundary of the cool humid and warm dry air. Reddy and Reddy (2007) 
conclude that specular reflection and scattering of radio waves from layered structures, 
along with multiple refractive paths, cause fast daytime fading.        
As discussed in the prior section, the role of the sea surface introduces effects such as 
multipath. However, the sea surface can also change the impact of refractive ducting 
conditions on propagation.  The rough sea surface is a complex and expansive topic, thus 
there are many studies that examine select aspects of the sea surface (Skolnik, 1990; 
Craig and Levy, 1991).  In particular, there are three main aspects of the sea surface that 
have been examined: 1) how it changes some of the observed ducting phenomena 
previously discussed, 2) multipath effects and how they vary with roughness, and 3) how 
dielectric properties of the sea surface impact propagation.  Of course, in the natural 
environment, all these factors occur and interact simultaneously.  With respect to (1), 
most studies find that a rough ocean surface generally weakens the trapping effect of 
near-surface ducts (Hitney et al., 1985; Sirkova, 2012).  Relative to (2), multipath occurs 
in the presence of any surface and roughening of the surface is generally found to 
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washout the interference pattern (i.e., reduce fade depth) but the extent of it is frequency 
dependent (Goldstein, 1951; Benhmammouch et al., 2009; Karasawa et al., 1990).  And 
for (3), the dependence of the dielectric constant on the state of the sea surface impacts 
propagation loss through absorption and reflection mechanisms.  The dielectric constant 
is frequency dependent (Johnson et al., 1998) and therefore introduces frequency 
dependent behavior of multipath (Skolnik, 1990) as well as modifications to it due to 
contrast of the dielectric constant between air and sea water (Bowditch, 2002).  The 
reflection coefficient of seawater also varies with polarization, further complicating these 
phenomena (Kerr, 1951).    
All the aforementioned studies focus on how specific aspects of the marine atmospheric 
environment affect radio wave propagation.  Since these factors interact with each other, 
it is difficult to isolate the impact of specific phenomena, particularly for experimental 
studies where the environment is uncontrolled.  For this reason, a few dedicated 
sensitivity studies have been undertaken to elucidate the specific effects of select 
parameters.   
Haack et al. (2010) perform a validation and sensitivity study in the context of NWP. 
Four mesoscale forecasting systems were evaluated for the purpose of improving the 
ability to model boundary layer refractivity and atmospheric ducting in the marine 
atmospheric boundary layer (MABL).  Four environmental models are used to predict 
refractivity profiles and duct characteristics.  The statistics used to evaluate model 
validation are means, biases (defined as observation minus model), and root-mean-
square-error (RMSE).  These statistics also served as the basis for sensitivity testing.  In 
validation, the four models are generally found to over-predict the mean moisture above 
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the surface layer, causing a weaker vertical gradient in specific humidity and yielding 
fewer and weaker ducts than observed in the MABL.  Instrumented fixed-buoy time 
series were taken near the surface to measure sea surface temperature (SST), air 
temperature, relative humidity, wind speed, wind direction, and pressure, and helicopters 
were employed to take measurements of temperature, relative humidity, and pressure at 
higher elevations.  These measurements were used to compute potential temperature, 
specific humidity, and modified refractivity.  Sensitivity tests were conducted to 
determine the effect of the definition of the marine-atmosphere boundary condition (e.g., 
SST field and surface stability), NWP model initialization time, wind speed and direction, 
air temperature, pressure, and humidity on refractivity, ducting occurrence, and ducting 
strength.  They found that improving the accuracy and resolution of the SST field 
component of the boundary condition, thereby reducing input uncertainty, had the most 
influence on prediction accuracy of coastal refractivity.  An advanced SST analysis from 
the Navy Coupled Ocean Data Assimilation (NCODA) was used to produce the improved 
SST fields.  Secondly, lengthening the NWP model initialization time was found to 
improve congruency to field calculations of potential temperature, specific humidity, and 
modified refractivity.  Lastly, improving the quality of both the modeled SST fields and 
model initialization improved predictions of duct occurrence and strength.  Interestingly, 
the overall effect of applying the NCODA SST analysis to one of the models was to 
reduce the specific humidity RMSE by half, although it also increased RMSE of potential 
temperature, especially near the surface.  Withstanding the increased RMSE of potential 
temperature, the modified refractivity RMSE was reduced by approximately half because 
modified refractivity has a stronger dependence on humidity.  This improvement enabled 
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better duct simulation, because these results yielded a stronger inversion layer, which 
supports more ducts.  However, a higher false-alarm rate also occurred.  Even so, the 
discrimination score rose, indicating the model has a better overall ability to accurately 
detect and characterize ducts (Haack et al., 2010). 
Gerstoft et al. (2003) also specifically evaluated the sensitivity of clutter return intensity 
to refractivity parameters. A non-physically based parametric (i.e., mathematical) 
refractivity model was used.  The refractivity model can account for ducting or non-
ducting conditions.  For range-independent analysis, changes in the base height, 
thickness, and mixed layer slope all shifted the location of sea clutter intensification.  A 
relationship between these three parameters was seen and hypothesized to be linear.  If a 
surface duct was present, the M-deficit parameter had a small effect on clutter return.  In 
evaluating the sensitivity to range dependency of the refractivity profile, the clutter 
response was found to be state dependent.  When the base height was varied about a 
starting value of 100 m, minor corruption to clutter intensification occurred between the 
range of 45 and 60 km.  However, varying the base height about 40 m resulted in clutter 
return intensification features beyond 30 km being highly distinguishable from the 
horizontally homogenous case (Gerstoft et al., 2003), which suggests that lower altitude 
changes in base height may be more significant than higher altitude changes.  Random 
M-deficit variations were not as influential as base height, which was found to be the 
dominant parameter in their sensitivity study. 
A formal atmospheric sensitivity and validation study of the VTRPE simulation was 
performed by Doggett (1997).  The study measured the sensitivity of the simulation to the 
accuracy and resolution of input atmospheric parameters for a 3 GHz signal (S-band). 
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Error profiles were created by varying the temperature, pressure, and relative humidity 
about values that represent defined refractive conditions (i.e., standard atmosphere), both 
individually and simultaneously.  For example, the atmospheric parameter values used to 
create a standard atmosphere were deemed the physically accurate values for that given 
case; T, P, and RH were then varied to create different levels of error.  Five levels of error 
were simulated in this manner for standard atmosphere, sub-refractive, elevated duct, and 
evaporation duct conditions.  The main statistic used to measure the effect of the error on 
path loss was RMSE.  Errors in humidity resulted in the greatest average RMSE in 
calculating path loss in standard and sub-refractive conditions.  The overall average 
RMSE values ranged from 0.5% to 5%, and the maximum instantaneous path loss error 
was 20%.  Validation results also showed that height readings by WSR-88D radar may 
have errors of over 3 km in a ducting environment due to the standard atmosphere 
assumption.  The validity of assuming a homogeneous atmosphere was also tested using 
multiple soundings in the VTRPE simulation.  In this case study, propagation path loss 
errors of up to 30% occurred as a result of assuming a homogenous atmosphere.  The 
focus of the study was on the effect of individual atmospheric parameters, with limited 
cases of interactions examined.  Sometimes, simulated errors had a cancelling effect on 
each other.  For example, temperature error tended to oppose errors in humidity and 
pressure.  The errors in propagation loss caused by individual parameters were found to 
be dependent on environmental classification (i.e., standard, sub-refractive, or ducting), 
in contrast to classification independent propagation loss errors that occurred when errors 
of all parameters (temperature, pressure, and humidity) were simulated.  This result 
suggests that parameter interactions have an impact on path loss.   
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The sensitivity of path loss to meteorological data resolution was also tested using Penn 
State’s MM5 mesoscale model refractivity profile output for the VOCAR experiment 
conducted off the Southern California coast in 1993 (Paulus, 1994).  The horizontal and 
vertical resolution of meteorological and corresponding refractivity data generally had a 
small impact on path loss, though the vertical resolution had more effect, particularly for 
finer scale resolution changes.  Vertical resolutions of approximately 50, 100, and 150 m 
from radiosonde measurements were used; it was found that decreasing the resolution 
from 50 to 100 m caused the most change in path loss.  The weak dependence of path 
loss on resolution could have been due to the low variability of the M-profiles generated 
by the MM5 model and the difference in terrain resolution used by the MM5 model 
versus the VTRPE simulation.  Limitations of the study by Doggett (1997) are that only a 
few parameters (pressure, temperature, and humidity) were examined at only one 
frequency (3 GHz) and sensitivity was evaluated using only a partial statistical analysis.  
Doggett (1997) recommended “a more thorough multivariate statistical study of the 
complex interactions of these parameters.”   
2.4.1 Extension of Prior Research 
The current sensitivity study extends the research of Doggett (1997) through the use of a 
more advanced sensitivity analysis approach that captures interactive affects, including 
sea surface roughness effects, and examining multiple frequencies (3, 9, and 15 GHz) and 
polarizations (HH and VV).  In contrast to Doggett (1997), the atmospheric parameters 
used in the current study are not meteorological, but rather mathematical, whose purpose 
is to characterize a wide variety of multi-layer refractivity profiles (see Methods section 
3.2.1).  Doggett (1997) also suggests that using a high vertical resolution refractivity 
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profile model may be more important than using multiple range-dependent profiles 
because of the importance of the fine variations in refractivity at low altitude, especially 
near the transmitter.  The regional variation of environmental parameter sensitivity is 
accounted for in the current study and we use a vertical resolution of 1 m, compared with 
the highest resolution of 50 m studied by Doggett (1997).  The vertical resolution of 1 m 
is made possible by modeling, whereas the resolutions used by Doggett (1997) were 
limited by radiosonde capability.  The current study quantifies interaction effects between 
all parameters using an advanced sensitivity analysis method (EFAST), providing insight 
into the combined effect of the atmosphere and ocean surface on propagation loss. 
Similar to Doggett (1997), other sensitivity studies as well as general studies on various 
environmental effects on propagation tend to focus on only a few parameters at a time.  
In particular, the sensitivity studies mostly use the one-at-a-time method, where only one 
parameter is varied at a time.  As outlined in the introduction and background, 
environmental effects interact with each other and can either cancel or compound effects 
of individual parameters.  This study seeks to expand the current knowledge by 
performing a dedicated sensitivity study inclusive of both refractivity and sea state 
parameters using a sensitivity method (EFAST) that can account for parameter 
interactions.  The objective is to better understand these competing and complimentary 
effects of the environment on propagation.  Use of a global sensitivity approach, EFAST 
(Saltelli et al., 1999), can account for the interactive nature of these phenomena, and the 
propagation is modeled using the PE method (VTRPE), which is generally considered the 
most accurate for representing the effects of the environment on propagation (Sirkova, 
2012).   
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Figure 1:  Dipole (red) and isotropic (green) antenna patterns from a source located at the 
origin (reproduced here from O’Donnell, 2007). 
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Figure 2:  Parabolic radiation pattern produced by a dish antenna (reproduced here from 
Wolff, 2009). 
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Figure 3:  Cosecant squared radiation pattern with the radiation source at the origin.  The 
vertical axis is height and the horizontal axis is range.  The blue outline is the ideal 
depiction and the red outline is what can be expected in practice (reproduced here from 
Wolff, 2009). 
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Figure 4:  Classification of refractivity in the troposphere on radio waves. 
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Figure 5:  Diagram showing refractivity profiles of all types of ducts, with refractivity in 
M-units as the horizontal axis and height as the vertical axis:  (a) Evaporation duct, where 
hd is the duct height; (b) Surface duct, where duct height is defined from the surface up to 
h2; (c) Combination of surface duct with an evaporation layer, with duct heights of h2 and 
hd respectively; (d) Elevated duct, where duct height is defined by the distance between 
h2 to the intersection with the M-profile, shown by the grey vertical dotted line 
(reproduced here from Karimian et al., 2011).   
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Figure 6:  Simulated propagation loss for a surface-based duct with evaporation layer 
(left), with evaporation duct height of 36 m and surface duct (top of inversion layer) at 
about 140 m, compared with PL for a standard atmosphere (right). 
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Figure 7: (a) Diagram showing multipath phenomenon; the direct and indirect signal 
paths are shown; (b) various types of clutter. 
 
 
          (a)                (b) 
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3.0 Methods 
As discussed in the background (section 2.3.2), the sensitivity analysis method best suited 
for this study is the EFAST method due to the complexity of the radar wave propagation 
simulation and the interactive nature of the modeled phenomena.  In this section, the 
detailed implementation of the EFAST method for this study is explained. 
3.1 EFAST 
The EFAST method assigns a frequency, ωi, to each parameter, Xi, using a transformation 
function: 
𝑋𝑖(𝑠) = 𝐺(sin𝜔𝑖𝑠) = 12 + 1𝜋 arcsin (sin𝜔𝑖𝑠 + 𝜑𝑖) ;      − 𝜋 ≤ 𝑠 ≤ 𝜋 ,   (15) 
where 𝜑𝑖 is a random phase shift that yields a more flexible sampling scheme (Saltelli et 
al., 1999).  Eqn. (15) results in a uniform parameter distribution and a sample is shown in 
Figure 8 for sea surface temperature (SST). 
The amplitudes of the oscillations of the output, Y, at frequencies ωi and its harmonics 
reveal how sensitive Y is to parameter i.  Following Saltelli et al. (1999), the simulation 
outputs, Y(s) (after removing the mean), are used to obtain the Fourier coefficients A and 
B, for each harmonic, j, discretely calculated as: 
𝐴𝑗 = 1𝑁 �𝑌𝑁𝑜 + ∑ �𝑌𝑁𝑜+𝑞 + 𝑌𝑁𝑜−𝑞� 𝑐𝑜𝑠 2𝜋𝑗𝑞𝑁𝑁−12𝑞=1 �    (16)  
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𝐵𝑗 = 1𝑁 �∑ �𝑌𝑁𝑜+𝑞 − 𝑌𝑁𝑜−𝑞� 𝑠𝑖𝑛 2𝜋𝑗𝑞𝑁𝑁−12𝑞=1 � ,   (17)  
where, N is the number of samples of s and 𝑁𝑜 = 𝑁−12 + 1.  The total variance, V, the 
partial variance, Vi, and the partial variance of the complementary set, V-i, can now be 
calculated by the following formulae (Saltelli et al., 1999, 2000; Ekstrom, 2005): 
𝑉 = 1
𝑁
∑ 𝑌𝑞
2𝑁
𝑞=1                                   (18) 
𝑉𝑖 = 2∑ (𝐴𝑗𝜔𝑖2𝑀𝑗=1 + 𝐵𝑗𝜔𝑖2 )     (19) 
𝑉−𝑖 = 2∑ (𝐴𝑗𝜔−𝑖2𝑀𝑗=1 + 𝐵𝑗𝜔−𝑖2 ) ,    (20) 
where, M is the number of harmonics included in the analysis.  These variances are used 
to calculate the sensitivity index, SI, and total sensitivity index, TSI: 
𝑆𝐼 = 𝑉𝑖
𝑉
      (21) 
𝑇𝑆𝐼 = 1 − 𝑉−𝑖
𝑉
,     (22) 
for each parameter i.  SI is a measure of the main effect and TSI is a measure of the total 
effect, including interactions.   
The selection of the frequencies (ωi and ω-i) and sample size (N) involves trade-offs 
between aliasing, interference, and simulation runtime, which must be optimized.  
Aliasing is avoided when the Nyquist frequency, 𝜔𝑁𝑦, is greater than 𝑀𝜔𝑚𝑎𝑥, the highest 
frequency that occurs in the set (i.e., the highest harmonic of the highest parameter 
frequency).  The Nyquist frequency is defined as:  
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𝜔𝑁𝑦 = 𝑁2       (23) 
Thus, in order to avoid aliasing:  
𝑁 ≥ 2𝑀𝜔𝑚𝑎𝑥 + 1      (24) 
In this study, we use M=4, which is a common practice (Saltelli et al., 1999) and ωmax = 
8; thus, we use N = 65 to avoid aliasing. This setup results in 1105 model runs for all 17 
parameters considered (i.e., the product of Nk, where k is the number of parameters).    
Interference occurs when harmonics of two different parameters have the same frequency 
value, and can lead to overlap in contributions to the variance of the output.  Interference 
is unavoidable with a high number of input parameters (Saltelli et al., 1999); however, it 
can be minimized by using a high ωi and low values of ω-i.  The maximum value of Mω-i 
is half of ωi, although larger separations are recommended at the expense of an increased 
number of samples to avoid aliasing (Eqn. 24).  The higher harmonics of ω-i usually 
converge to zero after a few harmonics.  In order to minimize the number of samples, 
frequencies in the ω-i set can be assigned the same value (Saltelli et al., 1999). For this 
study, the complimentary frequency set is assigned to one (ω-i = 1).  Consequently, 
interference with the parameter of interest occurs at the 8th harmonic of the 
complimentary set, which is four harmonics above that used to compute the partial 
variances of the complimentary set.  Because this study examines a large number of 
parameters, even at the 8th harmonic there could be some interference; consequently, in 
lieu of increasing the frequency of the parameter of interest to further minimize the 
interference which would have resulted in many more model runs, we choose to 
incorporate a dummy parameter to account for this interference (Marino et al., 2008).  
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The dummy parameter has no effect on the simulation and consequently should have zero 
partial variance if no interference were present.  Non-zero values of the dummy 
parameter SI and TSI therefore characterize the influence of interference on the results.  
The dummy sensitivity value is subtracted from that of all other parameters, thereby 
offsetting the influence of interference on the individual parameter results.  We verify 
that the dummy distributions are significantly different from parameters that have 
sensitivity values above the dummy with a one-way ANOVA (p < 0.05) test to further 
validate this approach. While using a low sample size (ωmax = 8) leads to unwanted 
interference effects, implementing the dummy parameter greatly mitigates these effects, 
while also minimizing the number of simulation runs required for the sensitivity analysis.   
3.2 VTRPE Simulation 
The Variable Terrain Radio Parabolic Equation (VTRPE) simulation is a physics-based 
radio wave propagation simulation that accounts for a wide variety of environmental 
effects (Ryan, 1991).  It computes the full-wave solution of electromagnetic fields 
(amplitude and phase) and signal intensity in complex, spatially varying environments.  
The model uses cylindrical coordinates, and calculates the transverse components of the 
EM field by solving the scalar wave equation using a split-step rotated Green’s function 
parabolic wave equation (GFPWE) derived from Maxwell’s equations.  The split-step 
Fourier method is used to employ the GFPWE in the frequency domain, with built-in 
stability and error controls.  The simulation output used in this study is path loss (PL), 
measured in decibels.  The magnitude and directivity of the signal are accounted for in 
path loss calculations (Eqn. 5).  Radar frequencies between VLF and W-band (10 kHz-
300GHz) can be simulated.  The environment is modeled as a waveguide with impedance 
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or Fresnel type electromagnetic boundary conditions at the Earth’s surface.  Therefore, 
the radio waves can be classified as Transverse Electric (TE) or Transverse Magnetic 
(TM) waves.  TE waves are horizontally polarized (HH) and TM waves are vertically 
polarized (VV).  Effects of refraction, diffraction, and ducting due to variation of the 
atmospheric index of refraction are included.  Terrain variability in elevation, roughness, 
and surface dielectric properties is simulated by VTRPE, as well as scattering and 
diffraction from rough surfaces.   
3.2.1 Ocean Surface and Atmosphere 
VTRPE generates sea surface realizations based on an empirical modified Donelan-
Pierson-Banner type spectral model for the wind generated sea, which has inputs of 
surface (10 m) wind speed, U10, surface wind direction, θw, and wave age, Ω (Apel, 
1994).  This wind-perturbed ocean surface incorporates a low wavenumber gravity wave 
spectrum and a high wavenumber capillary wave spectrum.  A narrow-banded Gaussian 
swell component of the ocean wave spectrum is added, which has inputs of swell height, 
Hs, swell period, Ts, and swell direction, θs.  Variable boundary conditions are included in 
VTRPE for water surfaces, such as the salinity and temperature dependent dielectric 
constant. 
Refractivity is input directly as a vertical profile in units of modified refractivity (M-
units) and is assumed homogenous in range.  This multi-layer M-profile is 
mathematically produced by a variation of the “stacked” model (Figure 9) proposed by 
Gerstoft et al. (2003): 
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𝑀(𝑧) = 𝑀0 +
⎩
⎪
⎨
⎪
⎧ 𝑀1 + 𝑐0 �𝑧 − 𝑧𝑑 𝑙𝑛 𝑧+𝑧0𝑧0 �          𝑧 ≤ 𝑧𝐿
𝑚𝑀𝐿𝑧                                     𝑧𝐿 ≤ 𝑧 ≤ 𝑧1
𝑚𝑀𝐿𝑧1 − ∆𝑀 �
𝑧−𝑧1
ℎ𝐼𝐿
�           𝑧1 ≤ 𝑧 ≤ 𝑧2
𝑚𝑀𝐿𝑧1 − ∆𝑀 + 𝑚𝑈(𝑧 − 𝑧2)      𝑧2 ≤ 𝑧
 ,  (25) 
where, M0 is the refractivity at the sea surface, zL is the height of the evaporation layer, 
defined as (Gerstoft et al., 2003): 
𝑧𝐿 = �� 𝑧𝑑1−𝑚𝑀𝐿𝑐0 � , 0 < 11−𝑚𝑀𝐿𝑐0 < 22𝑧𝑑     , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒   ,    (26) 
where, z1 is the base height of the inversion layer, z2 is the height to the top of the 
inversion layer, and M1 ensures continuity of the profile between the layers (i.e., it is not 
a free parameter).  M0 is determined based on the SST and assumes that the relative 
humidity (RH) is 100% (water vapor saturation).  In reality, RH may be closer to 97% 
because of the salt content of sea water; but, this simplifying approximation only changes 
M0 by 1.4% or less over the SST range.  The evaporation layer is parameterized by z0, the 
aerodynamic roughness height, c0, the potential refractivity gradient as defined by Paulus 
(1990), and zd, the evaporation duct height.  The mixed layer is parameterized by its M-
gradient, mML, and height, hML=z1-zL.  The inversion layer is parameterized by its strength, 
ΔM, and height, hIL=z2-z1.  Finally, the upper layer is parameterized by its M-gradient, 
mU.   
The layer heights are used rather than the height values themselves (i.e., zL, z1, and z2) in 
order to ensure that the layers stay in the proper vertical order regardless of the EFAST 
parameter value selection.  In addition, because of the random parameter value selection 
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of the EFAST method, the inversion layer can result in generation of a surface or elevated 
duct above an evaporation duct; and when certain parameters are zero, some layers (e.g. 
ducts) may not be present.  This parametric refractivity model does not consider the 
relationship between physical parameters of the environment and the refractivity profile.  
Consequently, the results of this sensitivity study only consider what regions (i.e., vertical 
layer) are most significant and what aspects (e.g., gradient, layer thickness) of the 
refraction profile PL is most sensitive to without considering what physical mechanisms 
might invoke these changes in the M-profile.   
3.3 Numerical Experiments 
The studied, two-dimensional domain is 0-1000 m in altitude, and 0-60 km in range with 
a resolution of 1 m and 0.05 km, respectively.  The antenna parameters are selected to 
represent a generic air-sea surveillance radar.  The transmitter properties are: 25 m 
transmitter height, csc2 beam pattern, 15° vertical beam width (omnidirectional in 
azimuth), and -20 dB peak side lobe level.  The main lobe elevation angle is 0° (pointed 
horizontally) and the beam cutoff angle is 45° below horizontal, where the beam cutoff 
refers to where the radiation pattern dramatically decreases in the csc2 pattern.  All 
antenna parameters are fixed, except frequency and polarization, which are varied on a 
case-by-case basis.  The study is performed for frequencies of 3, 9, and 15 GHz at HH 
and VV polarization, giving 6 cases total (each of which require 1105 runs, see section 
3.1). 
The sensitivity analysis is performed for the parameters shown in Table 1.  The ranges of 
the parameters are selected to encompass a multitude of conditions.  They cover sea 
states of 0-12 on the Beaufort scale, SST and SSS ranges that cover the entire globe over 
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all seasons, and ranges of the stacked model parameters are similar to those used in 
Gerstoft et al. (2003).  Because EFAST randomly generates the parameter values and 
very large ranges of parameter values are used, the potential for unrealistic refractivity 
profiles exists.  Less than 0.2% of refractivity values (N-units) are less than or equal to 
zero and occur in less than 0.5% of the modeled profiles. 
VTRPE computes the PL for every point in the domain, which is 1000 points (1 km) in 
altitude and 1200 points (60 km) in range.  EFAST sensitivity computations (section 3.1) 
are applied to PL averaged over non-overlapping areas of 10 m x 0.5 km, resulting in SI 
and TSI distributions over the entire domain.  Note that PL values are converted to F 
values before the averaging is performed and then converted back to PL values, having 
units of dB (see Eqns. 4 and 5).  An example distribution is shown in Figure 10, which is 
already adjusted for the interference effects based on the dummy parameter.  Performing 
the sensitivity analysis for these 10 m x 0.5 km areas permits evaluation of sensitivity 
variation, which can be high, throughout the 1000 m x 60 km domain, as Figure 10 
demonstrates. 
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Table 1:  List, description, and range of all environmental parameters examined in this 
sensitivity study.  Parameters 1-8 are for generation of the ocean surface and parameters 
9-16 are used in the “stacked” model for generation of the M-profile. 
 Name Description Units Range 
1 SSS Sea surface salinity PSU  30 to 38 
2 SST Sea surface temperature °C 1 to 35 
3 Θs Swell direction ° (CW from North) 0 to 359.9 
4 Θw Surface wind direction ° (CW from North) 0 to 359.9 
5 Hs Swell height meters (m) 0.1 to 17 
6 Ts Swell period seconds (s) 5 to 18 
7 U10 Surface wind speed meters / second (m/s) 0.1 to 35 
8 Ω Wave age (none) 0.83-3 
9 z0 Aerodynamic roughness 
height 
meters (m) 7.5x10-5 to 1.5 
10 c0 Potential refractivity 
gradient 
M-units / m 0.05 to 1.5 
11 zd Evaporation duct height meters (m) 0 to 50 
12 hML Mixed layer height meters (m) 0 to 400 
13 mML Mixed layer refractivity 
gradient 
M-units / m 0 to 0.4 
14 ΔM Inversion layer strength M-units 0 to 100 
15 hIL Inversion layer height meters (m) 0 to 100 
16 mu Upper refractivity gradient  M-units / m 0 to 0.4 
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Figure 8:  Example of uniform distribution for parameter SST (Eqn. 15). 
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Figure 9:  Sample M-profile produced by the “stacked” model, showing parameters for 
each layer (Eqn. 25). 
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Figure 10:  Example SI distribution for the potential refractivity gradient, c0. 
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4.0 Results 
To analyze the overall sensitivity of each parameter, the SI and TSI distributions are 
averaged over the whole domain (Figure 11).  Sensitivity results change little with 
polarization as evident by comparing Figure 11a-c with Figure 11d-f.  To further 
highlight this result, Figure 12 shows parameter rank versus TSI, where the VV case is 
the basis of the ranking order for all frequencies.  Consequently, the VV curve always has 
a decreasing average TSI with rank and a difference in parameter rank for the 
corresponding HH case can be identified wherever the average TSI increases with rank.  
This indicator seldom appears in Figure 12 and only occurs at 15 GHz.  As discussed in 
detail in subsequent sections, this discrepancy is likely due to an increase in the 
importance of ocean surface parameters at 15 GHz combined with the fact that radar 
wave energy reflected from the ocean surface varies with polarization (Fishback and 
Rubenstein, 1944).  Frequency, on the other hand, has a significant effect on parameter 
sensitivity as evidenced in Figure 11 by the differences in parameter sensitivity 
distribution with frequency (across each row).  In addition, there is generally a high 
degree of interaction between parameters, shown by the substantial difference between 
total effect (TSI) and main effect (SI), particularly for 3 GHz radar signals in the mid 
atmospheric layers (Figure 11).  As expected, the atmosphere is generally more important 
than the ocean surface, indicating that atmospheric refractivity is more important than 
scattering and multipath effects from the ocean surface. 
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The importance of the atmosphere is most pronounced at 3 GHz and the SI and TSI 
values have a nearly normal distribution with elevation (for atmospheric parameters), 
with SI being proportional to TSI (Figure 11a; right side), the exception being the height 
of the inversion layer which has no significance.  This result suggests a pattern of how 
sensitivity to the atmosphere changes with altitude, peaking at mid-level, where the 
mixed and inversion layers occur.  At 9 and 15 GHz, the distribution is clearly not 
Gaussian with elevation, but the mixed layer height (thickness) is the most important both 
at leading and total order.  In main order effect (SI), the mixed layer height becomes the 
leading parameter by a margin that increases with frequency and the other parameters are 
comparatively close to each other.  However, these other parameters have TSI values that 
differ more from each other.  The sensitivity distributions at higher frequencies imply that 
interaction effects of atmospheric parameters, while significant, are less distributed.  
Strikingly, the main effect of the mixed layer height is stronger than or nearly equivalent 
to the total effect of most of the other parameters at 9 and 15 GHz.   
The ocean surface has an increasing overall effect on propagation with frequency, 
making it nearly as important as many of the atmospheric parameters at 9 and 15 GHz.  
The ocean roughness and dielectric parameters become increasingly important at higher 
frequencies, while the directionality of the ocean surface is most significant at 3 GHz. 
To analyze how the sensitivity varies spatially throughout the domain, SI and TSI 
averages are taken over each of the regions shown in Figure 13.  The range is divided at 
10 km and 30 km, and the altitude is divided at 200 m and 600 m.  Region sizes are 
primarily determined based on distance from the transmitter (i.e., smaller regions near the 
transmitter) because it is presumed that finer scale phenomena will impact PL closer to 
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the transmitter. In general, we do not want to average such trends out of the results by 
taking too large of an average near the transmitter.  Regional results are presented in the 
sub-sections to follow. 
4.1 Atmosphere 
As previously discussed, the atmosphere has more effect on propagation loss than the 
ocean surface, which is a consequence of refraction and, in extreme cases, internal 
reflection effects from the atmosphere being more important than ocean surface 
scattering, multipath, and absorption.  The distribution of atmospheric parameter 
sensitivity changes more significantly between 3 and 9 GHz than between 9 and 15 GHz 
(Figure 11), and suggests fewer parameters have a significant relative effect on 
propagation as frequency increases.   
The mixed layer characteristics are the most influential over the entire domain, followed 
by the evaporation, inversion, and upper layers.  The impacts of evaporation and 
inversion layers are well documented (e.g., Hitney and Hitney, 1990; Paulus, 1990; Wait 
and Spies, 1969), and this study confirms their importance.  However, the importance of 
the mixed layer is not as well addressed.  The high importance of the mixed layer height 
highlights the significant effect that vertical location and extent of each layer can have on 
propagation loss (Stephansen and Mogensen, 1979; Stephansen, 1981).   
Past findings confirmed the importance of the vertical structure of the atmosphere by 
demonstrating that variations in this structure can cause significant variability in signal 
fades.  For example, signal variations such as fade duration, number of fades, and signal 
level rate of change can be associated with fluctuations in layer structure (Stephansen and 
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Mogensen, 1979; Stephansen, 1981).  Though the ocean surface is known to cause 
multipath propagation, reflection and refraction due to one or more layers in the 
atmosphere can also cause this phenomenon (Stephansen, 1981).  Multipath fading 
caused by a single atmospheric layer has been modeled by Ruthroff (1971), where he 
shows three ray paths to be possible, depending on the height and thickness of the 
elevated layer.  These types of effects are possible causes of the high sensitivity to mixed 
layer parameters because the mixed layer interfaces with both the evaporation and 
inversion layers.  Furthermore, time variations in height, thickness, and refractivity 
gradient of atmospheric layers have been shown to account for rapid signal variations 
(Ruthroff, 1971). As illustrated in Figure 14, the mixed layer height and evaporation duct 
height are related to the inversion base height as defined by Gerstoft et al. (2003) for 
which they also find high local sensitivity. Thus, the key elements of the vertical structure 
of the atmospheric boundary layer are determined by hML and zd.  The importance of the 
mixed layer height at all frequencies reinforces the significant effect layer size and 
location has on propagation.  A notable exception to the importance of the vertical extent 
of a layer in these results is the upper layer, for which location matters very little, 
indicated by hIL sensitivity having no significance over the whole domain at all 
frequencies (Figure 11). 
The character of these layers, represented by the mixed-layer M-gradient, duct curvature 
(dependent on c0), aerodynamic roughness, and inversion strength (i.e., ΔM), is also 
important.  The relative importance of vertical location versus character of the layers 
varies by region and frequency.  The evaporation duct height, mixed layer refractivity 
gradient, and inversion strength are the most significant attributes of each respective layer 
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at 3 GHz; while at 15 GHz the evaporation duct curvature, mixed layer height, and 
inversion strength are most significant. The escalation in c0 sensitivity at higher radar 
frequencies indicates an increasing sensitivity to the curvature of the M-profile, 
particularly in comparison to the significance of the evaporation duct height.  Up to 9 
GHz, the leading order effect of zd is equal to or greater than c0, but at 15 GHz c0 
overtakes zd in leading and total order effect.  But perhaps more importantly, when 
considering interactions, c0 is more significant than zd at 9 GHz.  Moreover, the 
interaction effects (TSI-SI) of c0 are significant and vary in proportion to changes in total 
order sensitivity, indicating that profile curvature must be known with reasonable 
accuracy at all frequencies to properly account for its total effect on propagation.  Of 
course, the atmospheric parameters that most affect radar wave propagation depend to a 
degree on radar frequency and coverage desired, and sensitivity within different regions 
is discussed in the following sub-sections. 
4.1.1 Evaporation Layer 
The effect of duct height on propagation is the subject of numerous past studies (e.g., 
Hitney et al., 1978; Hitney et al., 1990; Karimian et al., 2013; Sirkova et al., 2003).  The 
primary effect of the duct height is to roughly define the upper boundary of the 
waveguide mechanism, which can, for example, allow above average propagation power 
at long range.  The results of the regional EFAST sensitivity analysis for evaporation 
layer parameters, shown in Figure 15, indicate the duct height to be the most influential 
parameter close to the transmitter (below 200 m and within 10 km), with and without 
considering parameter interactions.  Note that in this and subsequent similar figures, the 
SI and/or TSI values are normalized by the maximum SI and/or TSI value for that region; 
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thus, a value of one indicates the most influential parameter in that region.  Also, at 
altitudes well above the duct (> 600 m), propagation is sensitive at close range for both 9 
and 3 GHz, but reduces with range only for 9 GHz. This frequency dependent behavior is 
most likely due to higher duct leak rates at lower frequencies, consistent with the findings 
of Hitney et al. (1978).  Figure 15(a) also clearly shows that sensitivity falls off more 
rapidly with range as frequency increases, particularly at low altitude.  These results are 
supported by Hitney et al. (1990), where they found effects of duct height to be 
dependent on radar frequency when examining frequencies in the same bands as this 
study.  The maximum trappable wavelength is proportional to duct height (Kerr, 1951), 
meaning that lower frequency waves require greater duct heights to be trapped; therefore, 
duct height also determines whether or not trapping occurs, which partly explains some 
of the frequency dependent sensitivity, particularly at low altitude.   
The other main parameter that defines the evaporation layer is, as defined by Paulus 
(1990), the potential refractivity gradient, c0, which is a scaling parameter that affects the 
curvature of the evaporation duct M-profile.  At higher frequencies and longer ranges, c0 
becomes more important than zd, as shown in Figure 15.  In general, less research has 
been dedicated to the study of duct curvature than duct height, particularly in short range 
applications such as the current study (<60 km). Refractivity inversion studies that have 
utilized the stacked model or Paulus-Jeske model generally use a fixed value for c0 (-
0.125 M-units/m) (Karimian, 2011). Recently, Karimian et al. (2013) have shown that the 
shape of the duct profile affects radar clutter and that the clutter power fall-off rates differ 
for 10 GHz versus 3 GHz.  The results shown in Figure 15(b) also demonstrate that c0 is 
influential at many locations within the domain.  At low altitude, its importance is 
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approximately range-independent at the lower frequencies (3 and 9 GHz) and it becomes 
more important than the duct height at long range at the higher frequencies.  At long 
range, propagation becomes more sensitive to duct shape as frequency and altitude 
increase.  Interestingly, when comparing the two parameters over the whole domain, c0 is 
more significant than zd in all cases, except for 3 GHz (Figure 11).  In general, as 
frequency increases to 9 and 15 GHz c0 is more frequently (in-terms of number of 
regions) important than zd, mostly due to interaction effects.  Thus, because of the highly 
interactive nature of c0, it may be considered a more important parameter at X and Ku 
band frequencies on average.  In other words, at high frequencies, the shape of the 
evaporation duct is more important than its height in most regions of the domain. 
4.1.2 Mixed Layer 
Sensitivity analysis results, shown in Figure 11, demonstrate that the mixed layer has the 
strongest overall influence on radio wave propagation, likely due to its centralized 
location within the domain and large vertical extent.  The mixed layer is parameterized 
by height, ℎ𝑀𝐿, and gradient of refractivity, 𝑚𝑀𝐿.  A notable exception to the dominance 
of the mixed layer is for 3 GHz, where the inversion layer strength, ∆𝑀, is of about the 
same importance as ℎ𝑀𝐿in TSI, and at leading order (SI) the mixed layer parameters and 
evaporation duct height are most important.  This result suggests that ∆𝑀 is a highly 
interactive parameter at this frequency, indicated by the large difference between TSI and 
SI.  In the mixed layer at 3 GHz, 𝑚𝑀𝐿 has the strongest total effect (TSI).  As frequency 
increases, ℎ𝑀𝐿 dominates by a growing margin, suggesting that positioning of the mixed 
layer becomes increasingly important at higher frequencies.  As shown in the regional 
results presented in Figure 16(a), at higher frequencies ℎ𝑀𝐿 has the largest main order 
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effect over the majority of the domain.  At long range, ℎ𝑀𝐿 is the most sensitive 
parameter at all frequencies except when considering total order effects (TSI) at high 
altitude (Figure 16c).  In this long range, high altitude region, ocean surface parameters, 
namely wind speed, aerodynamic roughness height, and swell direction and period have a 
strong total effect.  These effects are discussed in the ocean surface section, but pointed 
out here to help explain the drop in ℎ𝑀𝐿 TSI in this region.   
The high importance of ℎ𝑀𝐿 is likely due to its dominant role in determining the vertical 
location of the inversion layer, which in turn largely determines the height of anomalous 
propagation caused by elevated ducting mechanisms.  These results are consistent with 
the findings by Gerstoft et al. (2003), where inversion layer base height is found to be the 
most influential refractivity profile parameter on propagation in their local sensitivity 
analysis.  The only difference between the base height and mixed layer height is that base 
height includes the evaporation layer thickness if an evaporation duct is present (see 
Figure 14).  In the absence of an evaporation duct, the mixed layer height equals the base 
height, as defined by Gerstoft et al. (2003).  Because ℎ𝑀𝐿 determines the height to the 
inversion (elevated duct) it is logical to associate ℎ𝑀𝐿 with elevated ducting propagation.  
Radio waves are trapped when they are incident on the duct layer at angles less than a 
critical trapping angle (Dougherty and Hart, 1979).  The maximum wavelength that can 
be trapped in a duct is proportional to the duct height (Kerr, 1951), and Wait and Spies 
(1969) find shorter centimetric wavelengths to be guided most effectively in an elevated 
inversion layer, i.e., lower attenuation rates.  These findings imply that the probability of 
elevated ducting generally increases with frequency and decreases with grazing angle.  
Consequently, the high SI and TSI of ℎ𝑀𝐿 (particularly at long range), shown in Figure 
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16, is consistent with the low grazing angle in this study, giving signals of all frequencies 
the greatest probability of becoming trapped in the duct.  Following this logic, lower 
frequency signals would not be expected to get trapped as often at close range, thereby 
reducing propagation sensitivity to ℎ𝑀𝐿.  This phenomenon is indeed demonstrated by the 
SI and TSI increasing significantly from mid-to-long range at 3 GHz as well as the 
increase in sensitivity to hML as frequency increases.   
As with mixed layer height, the refractivity gradient is important because it affects 
neighboring atmospheric layers.  It plays a role in determining the M-gradient transition 
with respect to the adjacent evaporation and inversion layers.  A one-at-a-time (OAT) 
sensitivity test is performed to verify the effect of gradient transition between the mixed 
and inversion layers.  The abruptness of the transition is quantified by the unit-less ratio 
of 𝑚𝑀𝐿to 𝑚𝐼𝐿, where 
𝑚𝐼𝐿 = ∆𝑀ℎ𝐼𝐿  .      (27) 
Two cases are simulated in VTRPE, a gradual (mML/mIL=0.18) and abrupt (mML/mIL=1.29) 
transition, which are shown in Figure 17, at all frequencies.  The transitions are modified 
by changing only the mixed layer slope and note that the changed mixed layer slope also 
impacts the transition between the evaporation layer and mixed layer, which is also more 
pronounced in the abrupt case.  The average magnitude of the PL difference over all 
frequencies between these two cases is approximately 5 dB, with a standard deviation of 
about 2 dB, indicating a fair degree of variation throughout the domain, with PL 
differences exceeding 50 dB in some areas.  The average PL difference increases slightly 
with frequency.  It can be concluded from this OAT test that the mixed-layer transitions, 
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and presumably all atmospheric layer transitions, affect propagation loss.  Because the 
height of the mixed layer is generally more significant than its gradient, it can be deduced 
that the location of anomalous propagation (above the mixed layer) plays more of a role 
than the propagation effects of the M-gradient magnitude and its change between layers 
(i.e., the transitions).  It should also be noted that some of the abruptness of the transitions 
is an artifact of the stacked model in combination with the random parameter selection of 
the EFAST method.  Consequently, the importance of the mixed layer slope could be 
slightly overestimated.  In the natural environment, one might not expect such a sharp 
transition at the interface between layers, thereby reducing the importance of the mixed 
layer slope. 
4.1.3 Inversion Layer 
Elevated duct formation occurs when there is an elevated inversion layer, and can support 
propagation modes of exceedingly small attenuation (Wait and Spies, 1969).  The 
inversion layer height is found to be of very little importance overall.  However, the 
inversion layer strength is found to have moderate-to-strong significance, particularly 
when considering its interaction effects.  This result is supported by Wait and Spies 
(1969), who found the most critical factors of an elevated tropospheric inversion to be 
refractive index contrast and effective radius of curvature, while the transition width (a 
measure of layer height) was found to be less important.  Figure 18 shows the regional 
results for the inversion layer, where it is shown that at 3 GHz, ∆𝑀 has the highest total 
effect at two high altitude regions.  Inversion layer strength nicely illustrates how much 
of an impact interaction effects have on propagation sensitivity, measured by the 
difference between TSI and SI, where interactive effects appear to be stronger at the 
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lowest of the three frequencies studied (3 GHz).  As found by Gerstoft et al. (2003), 
leading order sensitivity to ∆𝑀 is relatively small for S-band radar.  However, total order 
sensitivity is larger for all frequencies, especially for S-band, indicating that this 
parameter has significant interaction effects.  As seen in Figure 18(d), the TSI of ΔM 
generally increases with range and altitude, except at high altitude long range.  
Additionally, at high altitude, ΔM sensitivity varies with frequency and range, and is the 
most significant parameter at low frequency in the mid and long range regions.  The 
“hops” of a radar wave, defined as the downward reflection off an inversion layer (as in 
ducting), can affect propagation at ranges of 100-200 km or more (Kukushkin, 2004).  In 
our study (60 km range), the 1st hop is the most likely to be observed, commonly acting at 
less than 100 km.  This “hopping” behavior of radar waves between ducting layers offers 
a physical explanation of the increase in ΔM sensitivity with range.  The maximally high 
sensitivity at high altitudes could also be due in part to upward leaking through the 
inversion layer as well, which is more significant at lower radar frequencies. 
It is interesting to note that while the mixed layer height is the most important parameter 
overall, the inversion layer height is of negligible significance.  The drastic difference in 
importance of the heights of these two layers, also found by Gerstoft et al. (2003), 
indicates that the vertical location of the inversion layer is much more important than its 
height.  Consistent with expectations, our results show that the location and strength of an 
elevated duct are far more important than how high the duct extends, contrasting with the 
more important height of an evaporation duct.  One physical explanation for this is that 
the transmitter is more likely to be inside an evaporation duct (for surface-based radar), 
creating a higher probability for trapping than in an elevated duct.  By the time a signal 
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reaches the inversion layer, it has already been weakened and has a higher angle of 
incidence on the elevated duct, giving it a greater chance to propagate though it, which 
can lead to less diminished propagation and perhaps lower sensitivity.  As previously 
mentioned, Wait and Spies (1969) show that shorter centimetric wavelengths are guided 
most effectively by an elevated inversion layer and Figure 18(b) supports these findings 
by showing that, at leading order, higher frequency waves are more sensitive to ΔM at 
high altitude.  In contrast, there is a significant rise in the total effect of ΔM at low 
frequency (3 GHz; Figure 18d) due to interactive effects. 
Because ΔM has a prominent effect on propagation largely due to interactivity with other 
parameters at 3 GHz, it is possible that it interacts strongly with parameters of 
neighboring layers, namely the M-gradients of the mixed and upper layers.  ΔM 
essentially offsets the M-profile between the mixed and upper layers, and may affect the 
abruptness of the transition, which is known to effect propagation as demonstrated in the 
mixed layer section as well as discussed in the review paper of Stephansen (1981).  In 
addition, an elevated inversion can reflect radar waves back into an evaporation layer, 
and lower frequency waves are more likely to cause secondary excitation of evaporation 
duct propagation in this manner (Kukushkin, 2004).  This secondary excitation 
mechanism relies on conditions that allow for a nearly range independent refractivity 
profile (similar to the setup in this study), and implies the existence of potentially strong 
interactions between ΔM and the evaporation layer, which helps to explain the 
extraordinarily high TSI of ΔM at 3 GHz.  Although the EFAST method cannot determine 
exactly which parameters ΔM interacts with strongly, the TSI of ΔM is followed more 
closely by c0 than zd, though both almost certainly interact with ΔM.   
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4.1.4 Upper Layer 
The upper layer is characterized solely by its M-gradient, mu.  As seen in the regional 
results presented in Figure 19, mu is most influential at high altitude presumably because 
the upper layer primarily occurs structurally in the high altitude regions; although, it is 
not the most important parameter at high altitude overall, indicated by the values being 
less than 1.  In these high altitude regions, the total effect of mu is strongest at lower 
frequencies (3 and 9 GHz), particularly at short-to-mid range.  The total effect of mu is 
generally more dispersed by frequency than the main effect, especially at high altitude, 
which indicates that interactive effects are frequency dependent.  While the maximum 
range of this study (60 km) typically is not over the horizon, the maximum altitude (1000 
m) is very similar to that examined by Hitney et al. (1978), who found an evaporation 
duct can influence beyond-the-horizon high altitude signals, and similar effects may be 
part of the interactions characterized in this study.  
At mid-altitude and long range, mu has moderate sensitivity, which is likely due in part to 
the upper layer commonly extending down into the mid-altitude regions.  Interestingly, in 
this region, the main effect is more significant than the total effect, which means that 
interactions diminish the overall relative sensitivity of propagation power to mu at all 
frequencies in this mid-altitude long range region.  As expected, mu is of little 
significance at low altitude. 
Here, mu is examined over the same range as its mixed layer counterpart, mML (0-0.4 M-
units/m).  Overall, the upper layer M-gradient is less important than that of the mixed 
layer for every frequency, even though the upper layer covers the largest area of the 
domain.  This result further supports the prior conclusion that the relative position of a 
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layer has more effect on propagation than its size.  While the upper layer M-gradient 
sensitivity may be due primarily to its role in the transition between the inversion and 
upper layers, a few other reasons could explain why it is less significant than the mixed 
layer gradient.  First, the upper layer is farther away from the transmitter; therefore, radar 
waves may be more attenuated via scattering at this altitude and thus experience 
diminishing variability of PL relative to lower altitudes.  Secondly, the upper layer is part 
of only one layer transition, whereas the mixed layer affects two transitions.   
4.2 Ocean Surface 
The ocean surface is complex and, accordingly, affects radar waves in a complicated 
manner.  It is expected that forward propagation will depend on all parameters that 
describe the state of the sea surface, particularly given the known complexities of sea 
clutter (backscatter), which depend on wind speed and direction, frequency, grazing 
angle, and polarization, among other factors (Skolnik, 1990).  The main mechanisms 
through which the ocean surface affects radar wave propagation are absorption, 
reflection, and scattering.   
For this study, the ocean surface has been divided into 3 sub-sections:  dielectric 
properties, directionality, and roughness.  The overall effect of the ocean surface on radar 
wave propagation is frequency dependent, as seen in Figure 11, with a broader range of 
sensitivity to ocean surface parameters at higher frequencies.  A good example of 
frequency dependence is seen in the dielectric parameters, which clearly become more 
important with frequency.  At low frequency (3 GHz), the directionality parameters are 
the most important aspect of the sea surface.  Directionality, in combination with swell 
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period, primarily affects the large-scale roughness of the sea surface, which according to 
these results, is more important at low radar frequencies.  
The geometry of the rough ocean surface undoubtedly plays a strong role in how it 
affects radio wave scattering.  The sensitivity to roughness of the ocean, shown in Figure 
11 is primarily due to swell period, Ts, and aerodynamic roughness height, z0, where the 
latter only affects the refractivity profile in this study.  Interestingly, the swell height has 
very little significance at any radar frequency.  The importance of wind speed and 
consequently wind seas, however, increases with frequency, suggesting smaller scale 
roughness factors are more important at higher radar frequencies. 
4.2.1 Dielectric Properties 
The dielectric properties of sea water, sea surface salinity (SSS) and temperature (SST), 
influence reflectivity.  Because the dielectric constant generally increases with decreasing 
frequency (Johnson et al., 1998), it is expected that the sensitivity of dielectric parameters 
would be frequency dependent as demonstrated in Figure 11.  On average, the reflection 
coefficient of seawater is greater for radar waves of HH polarization than VV (Kerr, 
1951).  This difference appears to be underrepresented in the sensitivity results of SSS 
and SST as demonstrated by the similar normalized TSI between HH and VV polarization 
(c.f., Figure 20).  Such underrepresentation may be due to our neglect of backscattering 
from the sea surface, a process that is dependent on polarization.  Because salinity has a 
stronger influence on conductivity (which affects reflectivity and absorptivity), SSS 
generally has a stronger effect on propagation than SST.  Haack et al. (2010) finds SST to 
be highly influential on the refractivity profile of coastal environments.  Our study finds 
the effects of SST on radar wave propagation power to be minimal relative to the other 
66 
 
parameters, except in certain regions, where we use the SST as a dielectric property and 
to determine the surface refractivity value.  As seen in Figure 20, there is more variation 
in total sensitivity of SSS with space and frequency than SST.   
The sensitivity of SSS and SST generally increase with range at low altitude (Figure 20), 
and also at mid-altitude for SSS.  At mid-range and mid-to-high altitude, there is a 
marked insensitivity to SST, which corresponds almost exactly to the region of near 
constant reflected wave field strength in an experimental study by Kerr (1951): 10-30 km 
in range and 152-1,524 m in altitude.  The SSS sensitivity is higher than that of SST in 
these regions at mid-to-high frequencies, and is relatively constant with altitude at all 
frequencies, with the exception of VV polarization at 15 GHz experiencing a rather 
significant jump in TSI at high altitude.  At long range, SSS and SST importance exhibit a 
simultaneous variation with frequency and altitude.  That is, as altitude increases, higher 
frequency signals continue to be sensitive to SSS and SST while their sensitivities at lower 
frequencies diminish.  However, at short range, this trend is reversed for SSS, where 
relative importance of lower frequency signals increases with altitude; but, in general, the 
sensitivity is much lower at short-range.  For SST, low frequency signals are most 
sensitive at short range.  At high altitude there is a correspondence between range and 
frequency for overall importance of SSS for HH polarization (i.e., low frequency is most 
important at short range, mid frequency is most important at mid-range, etc.). Interactive 
effects (TSI-SI) are small for SST in comparison to other parameters. 
Because the dielectric properties of seawater affect reflection and scattering from the 
surface, salinity and temperature also affect propagation loss through the multipath 
mechanism.  A phase change occurs when a radio wave is reflected from a surface with a 
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different dielectric constant, and the amount of this phase change varies with 
conductivity, which is related to the dielectric constant (Bowditch, 2002).  Therefore, the 
variation in the dielectric constant caused by salinity and temperature changes at the 
surface results in phase variation of reflected radar waves, and thus interference patterns.  
This effect likely causes a spatial shift in the multipath pattern, and that shift would be 
more pronounced farther from the surface and transmitter, consistent with the increased 
sensitivity at high altitude and/or long range, particularly at high-frequency. The 
alternating fade pattern produced by multipath propagation is frequency dependent with 
more finely spaced multipath “striations” at high frequencies (Skolnik, 1990).  This 
frequency dependence is partially due to the dielectric constant being dependent on 
frequency.  Furthermore, Kerr (1951) illustrates that the effect of reflected radar waves 
on field strength varies with range due to changes in grazing angle and lobe structure, 
where regions of finer lobe structure are due to rapid variation of the phase difference of 
incident and reflected rays with position. Thus, multipath effects can help explain the 
significance of SSS at high frequency, short range, and low altitude (where multipath 
effects vary most rapidly with position).  For longer ranges at low altitude, the lower 
frequency signals are more affected by SSS in comparison to short range, suggesting that 
shifts of the multipath lobe structure are more significant farther from the transmitter, 
consistent with the coarser multipath striations at lower frequencies.  
4.2.2 Directionality 
The wind and swell direction, θw and θs, are generally most important at 3 GHz, the 
longest radar wavelength studied, as seen in Figures 11 (whole domain) and 21 
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(regional).  The total sensitivities at higher frequencies (9 and 15 GHz) are similar 
throughout the majority of the domain.   
At low altitude, the sensitivity of swell direction decreases with range at a rate that is 
frequency dependent (Figure 21a).  At this altitude, in the long range region, the 
sensitivity to directionality is nearly zero at all frequencies; however, in the short range 
region, the importance of θs and wind direction (i.e., wind seas), θw, is nearly equal at all 
frequencies.  Both θs and θw exhibit a peak in frequency dependence at mid-range.  Swell 
direction tends to become increasingly significant with altitude, particularly at mid-to-
long range and low-to-mid frequency, while the wind direction tends to be most 
significant at low altitudes.  In fact, swell direction is the most important parameter at 
long-range high-altitude at 3 GHz.  These results suggest that sea directionality due to the 
local wind wave spectrum is more important closer to the sea surface and direction of the 
swell spectrum is more important at higher altitudes at mid-to-low frequencies.  
Consistent with these results, Karasawa et al. (1990) shows multipath fading to be 
slightly higher (1-2 dB) for swell dominated seas than wind-wave dominated seas. 
Skolnik (1990) discusses the dependence of wind direction on sea clutter, which is 
strongest viewed upwind, weakest crosswind, and of intermediate strength downwind.  
Although this study ignores backscatter returns, its dependence on wind direction could 
provide insight into the effect of θw on forward propagation.  In particular the relative 
difference between wind and swell direction (θw - θs) may be important because an 
opposing wind will raise the wave height and a wind aligned with swell flattens the wave 
(Wetzel, 1990).  The large difference between TSI and SI for directionality parameters 
(Figure 11) indicates that they are highly interactive parameters when TSI is high (i.e., at 
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3 GHz).  Using PE modeling, Benhmammouch et al. (2009) also verifies the effect of 
wind direction on propagation loss at X-band frequency (9 GHz).  These authors show 
that path loss is lowest when the angle between EM wave propagation and wind direction 
is 90° (crosswind), and greatest at 0°.  In general, Figure 21 shows sensitivity to θw and θs 
to be lower for high frequency signals, suggesting that other parameters play a more 
significant role in the variability of propagation loss at these frequencies. 
4.2.3 Surface Roughness 
Sea surface roughness is challenging to analyze, because it is influenced by all 8 ocean 
parameters.  The five selected in this study as “roughness” parameters are chosen based 
on the hypothesis that they play the most dominant role in characterizing the roughness of 
the sea surface: swell height (Hs), swell period (Ts), wind speed (U10), wave age (Ω), and 
aerodynamic roughness height (z0).  The aerodynamic roughness height is varied 
independently from wind speed and swell height, and only impacts the refractivity profile 
through the stacked model (Eqn. 25).  Although unrealistic, this setup is an unavoidable 
consequence of the EFAST method, which requires that parameters be varied 
independently.  The wind speed and wave age are used to generate the local wind-driven 
sea surface.  The numerical study utilizing a PE propagation model performed by 
Benhmammouch et al. (2009) examines the effects of large and small scale sea surface 
roughness on X-band radar waves (9 GHz) in the presence of an evaporation duct, and 
finds sea surface roughness to significantly affect path loss.  In our study, we find that 
roughness attributes that affect PL most are swell period and wind speed.   
There is a high degree of interaction (TSI-SI) for roughness parameters over the whole 
domain with the swell period being the most interactive parameter at 9 and 15 GHz.  For 
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total order sensitivity, Ts and z0 are dominant roughness parameters for all frequencies 
(Figure 11), while wind speed also becomes important at mid-to-high frequencies.  
Regional results for roughness parameters are shown in Figure 22.  In Figure 22c, at low 
altitude, swell period is significant at all ranges and frequencies.  At high altitude, the 
importance of swell period increases simultaneously with range and frequency (i.e., at 
short range it is most important at low frequency, mid-range at mid-frequency, and long-
range at high-frequency).   
Swell height TSI varies with frequency and region (Figure 22b). However, it is generally 
not a significant factor at higher frequencies while it maintains some importance for 3 
GHz signals, particularly at low altitude as well as at short-range high altitude.  Using PE 
modeling, Craig and Levy (1991) show that a rough sea (2 m wave height) reduces the 
depth of close-in multipath nulls significantly, especially at short range, where the 
grazing angle is highest.  These results are consistent with sensitivity to swell height 
being generally largest at short range, particularly at low frequency for SI (Figures 22b 
and 23d) despite the low grazing angle of this study.  Furthermore, the large SI of Hs at 
short range for low frequency is likely influenced by the path loss lobes being thicker.  
Also noteworthy, Hs is of nearly zero importance along the diagonal path from the 
transmitter to the high altitude, long range region.  Karasawa et al. (1990) shows 
multipath fading to be dependent on wave height, frequency, and grazing angle.  At low 
grazing angles, the results of their study indicate that lower wave heights cause more 
multipath fading, with the maximum multipath fade depth occurring in a calm sea (0-0.5 
m wave height) at very low grazing angles.  Karasawa et al. (1990) also find that 
multipath fade depth varies little with wave height and frequency (ranging between 1-10 
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GHz) for swell dominated seas.  In contrast, our results show that swell period is 
important, but we find consistent results regarding the swell height.  As previously 
mentioned, swell period is a highly interactive parameter; thus, the discrepancy between 
this study and that of Karasawa et al. (1990) is likely because interactive effects were not 
considered in their study because we also find relatively low sensitivity to swell period at 
leading order (Figures 22c and 23c).  Because swell period is related to wavelength of the 
swell, these sensitivity results imply that wavelength is more important than wave height.  
In other words, for ocean swell, propagation is more sensitive to the number of ocean 
wave peaks than their height.    The relative importance of wavelength over wave height 
is somewhat more pronounced at higher frequencies.   
Wind speed has zero effect on propagation on average over the whole domain for 3 GHz 
(Figure 11), but becomes much more important at 9 and 15 GHz.  There is generally a 
relationship between sensitivity and altitude and frequency, where higher frequency 
signals show greater sensitivity at higher altitudes, particularly at mid and long range; 
however, the TSI of U10 decreases with altitude at low frequency (Figure 22e).  The 
significance of U10 generally increases with range, where it is basically unimportant at 
short range.  Slight differences between HH and VV polarizations are also found for this 
parameter.  Surprisingly, U10 is the most important parameter at long range, high altitude 
at mid-to-high frequency.  Karasawa et al. (1990) finds that “wave height dependence 
becomes more pronounced for higher frequencies” for wind seas, which is consistent 
with our results.  They also found multipath fade depth to generally decrease with 
increasing frequency and wave height for wind seas, except at wave heights below about 
2 m (Karasawa, 1990).  Of all grazing angles, radar frequencies, and sea states studied, 
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the maximum fade depth occurs at the lowest grazing angle (1°) in calm seas.  This 
multipath behavior is likely the case in the current study because of the low grazing 
angles.   
Aerodynamic roughness height shows similar trends as U10 at mid-to-high altitudes, 
despite the fact that they are varied independently.  Thus, changes in the local wind-wave 
spectrum due to U10 and z0 are most important at high altitude long range, presumably 
because of their effect on multipath shifting in this region.  Note that a large portion of 
their effect in this region is due to interactions, evident by the large discrepancy between 
TSI (Figures 22a and 22e) and SI (Figures 23a and 23b), particularly at the higher 
frequencies.  At low altitude, importance (TSI) of aerodynamic roughness decreases with 
range while it increases with range for wind speed.  This result implies that smaller-scale 
effects associated with z0 and its impact on the evaporation duct M-profile occur at short 
ranges and more surface interaction is needed before the wind speed effects are 
significant, thereby occurring at longer ranges.  The importance of z0 at short range, low 
altitude is consistent with other evaporation layer parameters being important in this 
region (Figure 22a).  Gerstoft et al. (2003) and Paulus (1990) find little dependence of the 
atmospheric evaporation layer refractivity profile on z0, which is consistent with the 
leading order sensitivities being relatively low at all regions in the domain (Figure 23b); 
however, when interaction effects are considered, its importance increases, particularly at 
high altitudes (Figure 22a).  
Wave age has zero significance over the whole domain on average at every frequency 
(Figure 11).  It is mostly significant at low altitude for the 3 GHz signal (Figure 22d), and 
there is a significant difference in VV and HH sensitivity at short range high altitude. 
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Radar waves propagating through an evaporation duct over a rough sea surface 
experience competition between trapping and surface scattering (Hitney et al., 1985).  
This competition occurs because the attenuation rate of well-trapped modes is decreased 
by the duct and increased by roughness.  Because higher frequency signals are more 
likely to be well-trapped, they are also more likely to contact the surface more frequently 
and attenuate more.  At high enough frequencies (well above those in this study) the 
attenuation rate levels off.  Sea surface roughness generally destroys the trapping 
property of the duct structure and changes the path loss (PL) pattern (Sirkova, 2012).  
In addition, surface roughness affects the interference pattern of radar waves.  This 
impact is most evident for higher frequency waves because the lobes are narrower and 
more numerous, which make them more susceptible to “washout” of the interference 
pattern (Goldstein, 1951).  Also, shadowing increases the destructive effect of sea surface 
roughness on duct trapping ability, especially for long range propagation (Sirkova, 2012). 
Specular reflection is also greatly diminished by sea surface roughness and can cause 
significant signal strength variation over short ranges, while scattering effects of 
roughness on PL are more noticeable over longer transmission paths (Kerr, 1951).  
Because of all these competing and/or complimentary effects, interaction effects 
associated with sea surface roughness can be significant, consistent with our current 
findings (Figure 22 versus Figure 23).  In general, the significance of ocean surface 
roughness on propagation seems to increase with frequency, especially at higher 
altitudes.  
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Figure 11:  Main order (SI, blue) and total order (TSI, yellow) sensitivity results averaged 
over the whole domain for 3, 9, and 15 GHz as denoted in each subfigure title; (a-c) are 
for HH polarization and (d-f) are for VV polarization.  The error bars indicate the 
variability of the SI and TSI values over the domain. 
 
 
 
 
 
 
                  (a)          (b)                         (c) 
                  (d)           (e)                        (f) 
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Figure 12:  Plot of parameter rank versus average TSI for all frequencies and 
polarizations.  For each frequency, the HH case is plotted using the ranked order of 
parameters for the VV case.  The VV case will therefore always decrease with increasing 
rank.  Points where the HH results do not decrease with increasing rank indicate a 
difference in rank between HH and VV parameters for a given frequency. 
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Figure 13:  Definition of regions (1-9), referred to as low, mid, or high range/altitude. 
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Figure 14:  Illustration of the relationship between mixed layer height (solid arrow), 
inversion layer base height (dashed arrow), and the evaporation layer, which is defined 
based on the evaporation duct height (Eqn. 26).   
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Figure 15:  Normalized TSI by region of (a) zd and (b) c0 for 3, 9, and 15 GHz at HH and 
VV polarizations (see legend).  Note a value of 1 on the vertical axis indicates the most 
influential parameter in that region. 
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Figure 16:  Normalized SI (a and b) and TSI (c and d) by region for mixed layer height 
and refractivity gradient. 
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Figure 17:  M-profiles for the “gradual” (mML/mIL=0.18) and “abrupt” (mML/mIL=1.29) 
transition cases. 
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Figure 18:  Normalized SI (a and b) and TSI (c and d) by region for inversion layer 
height and strength. 
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Figure 19: Normalized sensitivity by region of mu for (a) TSI and (b) SI. 
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Figure 20:  Normalized TSI by region for (a) salinity and (b) temperature, of the sea 
surface. 
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Figure 21:  Normalized TSI by region for (a) swell direction and (b) wind direction. 
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Figure 22:  Normalized TSI by region for roughness parameters: (a) z0, (b) Hs, (c) Ts, (d) 
Ω, and (e) U10. 
 
 
 
  
 
 
    (a)               (b)            (c)           (d)        (e) 
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Figure 23:  Normalized SI by region for roughness parameters: (a) U10, (b) z0, (c) Ts, and 
(d) Hs. 
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5.0 Conclusions 
This study calculates global sensitivity of radar wave propagation to MABL 
environmental parameters using the EFAST sensitivity method and VTRPE propagation 
simulation.  Results show that there are significant interaction effects that need 
consideration to correctly assess the importance of a given environmental parameter.  
These interactions are evident because TSI is generally much higher than SI, where the 
latter only considers leading order effects.  Sensitivity varies more with radar frequency 
than polarization, which has little impact on the relative importance of the parameters.  
Atmospheric parameters are more important than ocean surface parameters, indicating 
that atmospheric refraction has a greater influence on propagation than reflection and 
scattering effects from the sea surface.   
For the atmosphere, the mixed layer generally has the strongest leading order (SI) and 
total order (TSI) effect on propagation (Figure 11).  Overall, the mixed layer height, hML, 
is the most important parameter, likely because of the strong role it plays in determining 
the vertical refractive structure of the atmosphere.  The relative importance of mixed 
layer height increases with frequency.   
For the sea surface, roughness parameters are generally the most important, except at 3 
GHz, where directionality dominates (Figure 11).  As frequency increases, a greater 
number of sea surface parameters affect propagation and their sensitivity values tend to
88 
 
increase.  Swell period is the most consistently important ocean surface parameter, 
primarily due to its interaction effects, despite not being the top ranking ocean surface 
parameter overall at every frequency (Figure 11). 
The relative importance of the parameters varies with location and frequency.  Figure 24 
summarizes the top atmospheric, sea surface, and overall parameter in each region.  
Variation in the top parameter with frequency increases with altitude. That is, high 
altitude regions have different top parameters for each frequency, while there is the most 
frequency overlap in top rank at the low altitude regions.  In all regions except the high 
altitude long-range region, the top atmospheric parameter is the top parameter overall 
(Figure 24; top right region).  In this region, farthest from the transmitter, wind speed, 
U10, is the top parameter at 9 and 15 GHz almost entirely due to interactions.  At these 
frequencies, wind speed has substantial effects on propagation at high altitude mid-to-
long range.  Swell direction (θs) is also important at mid-to-high altitude at low frequency 
(3 GHz).  At low altitude mid-range, wind direction (θw) is the top ocean surface 
parameter at 3 and 9 GHz.  Thus, with regard to directionality and wind speed, as altitude 
increases, the most frequently occurring top ocean surface parameter goes from wind 
direction to swell direction to wind speed when considering all frequencies together.  
Swell period, Ts, is the top ocean surface parameter in three regions for at least one 
frequency.  In many of the other regions, Ts is a close second, which suggests that it is a 
highly influential ocean surface parameter overall.  However, sea surface salinity, SSS, is 
the top ranked ocean surface parameter in six regions a total of ten times (at different 
frequencies), again mostly due to interaction effects.  Swell height, Hs, is a significant 
factor at short range (except at low altitude) for lower frequencies, and has some 
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polarization dependence.  While polarization plays a small role overall, its chief effects 
are seen in the sensitivity of some ocean surface parameters at short range (Figure 24).  
Because the reflection and scattering behavior off the sea surface can be affected by 
polarization, it is reasonable that the sensitivity of a strong dielectric property of the 
surface (SSS) and Hs are dependent on polarization.  
For the atmosphere, the evaporation duct height, zd, is certainly the most important 
parameter near the transmitter (Figure 24), consistent with prior studies.  Its importance 
diminishes with range and altitude at a rate that is frequency dependent; this frequency 
dependence is most clear for range.  The mixed layer height, hML, and refractivity 
gradient, mML, dominate nearly all regions, except nearest and farthest from the 
transmitter.  Inversion layer strength, ΔM, has a particularly high degree of interaction at 
3 GHz, making it the top parameter at high altitude, except at short range.  Because the 
inversion layer occurs in the mid-altitude regions most of the time in this study and lower 
frequency radar signals leak through ducts more easily than higher frequency signals, the 
high TSI of ΔM at 3 GHz in this upper layer suggests that duct leakage plays an important 
role on path loss at these altitudes.   
The rough surface, turbulence, and transfer of heat, momentum, and energy in the MABL 
can cause significant effects on radar wave propagation, compromising the accuracy and 
predictability of the performance of radar systems.  Figure 24 serves as a spatial map of 
the importance of environmental parameters with regard to propagation in the MABL.  
Although the study does not address physical causes for variations in the refractivity 
profile, it certainly highlights what aspects of the refractivity profile are most important 
and consequently, aids in determining what physical mechanisms ought to be focused on 
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with respect to their impact on the refractivity profile for various applications.  Also, this 
study is limited by using only range independent M-profiles, which can lead to radar 
propagation prediction errors (Doggett, 1997; Gerstoft, 2003).  Future work should 
incorporate range dependent M-profiles to further assess the relative importance of the 
horizontal spatial variability of the refraction profile relative to the sensitivities of the 
vertical structure examined in this study.  Another limitation of this study is the 
independent variation of the aerodynamic roughness height, z0, from the sea surface 
roughness parameters.  Although, similar trends are observed for wind speed and z0.  
Clearly, a more rigorous treatment of the aerodynamic roughness would be to couple it 
with the ocean roughness parameters, and this should be considered in future studies.  
Finally, use of the mathematically based stacked model (in combination with the EFAST 
method) can result in unrealistic sudden changes in the vertical profile that are likely to 
be sharper than those observed in the natural environment.  It is possible that such 
unrealistic sudden changes artificially increase the sensitivity of PL to the mixed layer 
and upper M-gradients. To overcome these limitations, future work should consider 
smoothing such parametric profiles to make them more consistent with observations in 
the natural environment. 
The regional and whole domain sensitivity results can be used to guide future modeling 
(forward and inverse) studies to help target the most important sea surface and 
atmospheric refractivity parameters to be predicted from NWP and RFC studies. 
Conversely, which parameters are not significant can be treated minimally.  Measurement 
campaigns can also utilize these results, particularly those aimed towards radar wave 
propagation simulation validation.  These sensitivity results can be used to help guide 
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what environment aspects need to be characterized at high resolution during such 
campaigns to enable better comparisons between measurements and models, and, on the 
other hand, what environmental measurements are unnecessary.  Furthermore, the results 
of this study can be validated experimentally by making comparisons between modeled 
and measured propagation using various resolutions of environmental measurements.  
For example, if the parameters deemed of highest and lowest importance are prescribed at 
high accuracy versus low accuracy, is the model-versus-measurement comparison 
impacted in a manner consistent with the findings of this study?   
Finally, this study is limited to low grazing angle ship/platform based radars with a csc2 
beam pattern at 3-15 GHz frequencies.  The methodology laid out in this study for 
examining the sensitivity of the propagation could be performed for different system 
configurations, such as air-borne antennas with other radiation patterns at high grazing 
angles.  Moreover, this sensitivity analysis approach can also be used to evaluate 
environmental effects on other remote sensors, such as infrared (IR), optical, and acoustic 
sensors.   
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Figure 24:  Chart illustrating the top atmospheric (light blue) and ocean surface (dark 
blue) parameter for each region at all frequencies, shown for HH polarization and ranked 
by TSI.  If there is a discrepancy between polarizations, the VV value is also noted.  The 
top overall parameter in each region is bold with an asterisk.  Axes are not to scale. 
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