The GVW algorithm, presented by Gao et al., is a signature-based algorithm for computing Gröbner bases. In this paper, a variant of GVW is presented. This new algorithm is called a monomial-oriented GVW algorithm or mo-GVW algorithm for short. The mo-GVW algorithm presents a new frame of GVW and regards labeled monomials instead of labeled polynomials as basic elements of the algorithm. Being different from the original GVW algorithm, for each labeled monomial, the mo-GVW makes efforts to find the smallest signature that can generate this monomial. The mo-GVW algorithm also avoids generating J-pairs, and uses efficient methods of searching reducers and checking criteria. Thus, the mo-GVW algorithm has a better performance during practical implementations.
Introduction
Gröbner bases, proposed by Buchberger in 1965 [5] , have been proven to be very useful in many aspects of algebra. In the past forty years, many efficient algorithms have been proposed to compute Gröbner bases. One important improvement is that Lazard pointed out the strong relation between Gröbner bases and linear algebra [17] . This idea has been implemented in F4 by Faugère [10] , and also as XL type algorithms by Courtois et al. [6] and Ding et al. [8] .
Faugère first introduced the concept of signatures for polynomials and presented the famous F5 algorithm [11] . Since then, signature-based algorithms have been widely investigated, and several variants of F5 have been presented, including F5C [9] , extended F5 [16] , F5 with revised criterion (the AP algorithm) [3] , and RB [19] . Gao et al. proposed another signature based algorithm G2V [14] in a different way from F5, and GVW [15] is an extended version of G2V. The authors also studied generalized criteria and signature-based algorithms in solvable polynomial algebra in [21, 22] .
In the field of implementations of signature-based algorithms, Faugére presented his implementation of F5 in [11] and improved it by parallel techniques in [13] . A matrix-F5 is mentioned in [12, 4] . An F5 algorithm in F4 style was described in more detail by
Clearly, M is generated by {(e 1 , f 1 ), (e 2 , f 2 ), . . . , (e l , f l )} over R, where e 1 , e 2 , . . . , e l are the units in R l . The notations of I and M will be used throughout this paper. Denote Mon(R) and Mon(R l ) be the set of all monomials in R and R l respectively, i.e. Mon(R) = {x α = x
an n | α = (a 1 , a 2 , . . . , a n ) ∈ N n }, where N is the set of all non-negative integers, and Mon(R l ) = {x α e i | x α ∈ Mon(R) and i = 1, 2, . . . , l}. Let ≺ p be a monomial ordering on R, and ≺ s be a position over term extension of ≺ p to R l , i.e. x α e i ≺ s x β e j , if either i > j, or i = j and x α ≺ p x β . For a polynomial f ∈ R and a vector u ∈ R l , the leading monomial of f and u, denoted as lm(f ) and lm(u), are defined as the largest monomials in f and u w.r.t. the ordering ≺ p and ≺ s respectively. The leading coefficients of f and u, denoted as lc(f ) and lc(u), are the corresponding coefficients of lm(f ) and lm(u) in f and u respectively. We make conventions that lm(0) = 0 ∈ Mon(R) and lm(0) = 0 ∈ Mon(R l ). In this paper, we usually omit the subscripts of ≺ p and ≺ s if no confusions occur.
For any pair (u, f ) ∈ M, we call lm(u) the signature of (u, f ). This definition of signature is the same as that in [15] .
Labeled monomials
Let I and M be defined as the previous subsection. A monomial m in R is called an available leading monomial w.r.t. I, if m ∈ lm(I) = {lm(f ) | f ∈ I}. Definition 2.1. A vectorm = (m, (u, f )) ∈ Mon(R) × (M \ {(0, 0)}) is called a labeled available leading monomial w.r.t. I (labeled monomial for short), if lm(f ) divides m.
Particularly, we saym = (m, (u, f )) is primitive if m = lm(f ) = 0, and (0, (u, 0)) is called a syzygy labeled monomial.
Please note that (0, (0, 0)) is not a labeled monomial. For a labeled monomialm = (m, (u, f )), the monomial, generator, degree, and signature ofm is defined as m, (u, f ), deg(m), and tlm(u) respectively, where t = m/lm(f ) if f = 0, and t = 1 otherwise. Besides, we saym is a labeled monomial of m. Please note that t is usually not 1 in mo-GVW. 3 We define the product of a monomial x α and a labeled monomialm = (m, (u, f )) as:
Clearly, x αm is still a labeled monomial. In mo-GVW, we often need to lift a labeled monomialm by X = {x 1 , x 2 , . . . , x n }. That is, when we have obtained a labeled monomial m, we often need to consider the labeled monomials x 1m , x 2m , . . . , x nm in the following steps.
In mo-GVW, it is possible that we obtained two labeled monomials (m, (u, f )) and (m ′ , (v, g)) such that m = m ′ = 0. We call this phenomenon as a collision of labeled monomials, and say (m, (u, f )) and (m ′ , (v, g)) collide with each other. In this case, mo-GVW always retains only one labeled monomial of m. Specifically, the labeled monomial with a relative smaller signature is always retained, and the other one is discarded. That is,
where t = m/lm(f ) and t ′ = m ′ /lm(g). In mo-GVW, we do not say sygyzy labeled monomials collide with others.
2 where Q is the rational field, and e 1 = (1, 0) and e 2 = (0, 1).
(x, (e 1 , f 1 )) and (y, (e 2 , f 2 )) are primitive labeled monomials w.r.t. I = f 1 , f 2 . They can be lifted to (x 2 , (e 1 , f 1 )), (xy, (e 1 , f 1 )), and (xy, (e 2 , f 2 )), (y 2 , (e 2 , f 2 )), respectively. Note that the monomial xy has two labeled monomials (xy, (e 1 , f 1 )) and (xy, (e 2 , f 2 )), which is a collision. In mo-GVW, (xy, (e 2 , f 2 )) is retained, since (xy/lm(f 2 ))e 2 ≺ (xy/lm(f 1 ))e 1 .
Particularly, (0, (f 2 e 1 − f 1 e 2 , 0)) is a syzygy labeled monomial.
Mutual-reductions
Let M and I be defined as previous subsections. In this subsection, letm = (m, (u, f )) be a labeled monomial, and B be a set of labeled monomials such that there are no collisions in B, i.e. any two labeled monomials in B do not have the same monomial.
We saym = (m, (u, f )) is reducible by B, ifm is not a syzygy labeled monomial and m collides withm ′ ∈ B such thatm ′ has a strictly smaller signature thanm, i.e. f = 0, and there existsm ′ = (m, (v, g)) ∈ B such that t f lm(u) ≻ t g lm(v) where t f = m/lm(f ) and t g = m/lm(g). In this case, let p = lc(g)t f f − lc(f )t g g, and we saym −→ (lm(p), (lc(g)t f u − lc(f )t g v, p)) is a one-step reduction. Please note that t f lm(u) = lm(lc(g)t f u − lc(f )t g v), and (lm(p), (lc(g)t f u − lc(f )t g v, p)) is either a primitive or a syzygy labeled monomial.
Assumem is reducible by B. We saym is reduced tom ′′ by B, ifm ′′ is not reducible by B, andm ′′ is obtained by several one-step reductions fromm by B. In this case,m ′′ has the following property, and its proof is directly from the definition.
Proposition 2.3. Ifm is reducible by B andm is reduced tom
′′ by B, thenm ′′ is either a primitive or a syzygy labeled monomial. Besides, assumem = (m, (u, f )) andm ′′ = (m ′′ , (w, h)), we have m ≻ m ′′ and t f lm(u) = lm(w) where t f = m/lm(f ). 4
For convenience, we also saym is reduced tom by B ifm is not reducible by B. Please remark that, ifm is reduced tom ′′ by B,m ′′ may still collide with somem ′ ∈ B. To deal with such collisions, mo-GVW does a mutual-reduction tom by B. We define the mutual-reduction ofm by B in the following recursive way.
(iii) Otherwise, i.e. m ′′ = 0 orm ′′ does not collide with anym ′ ∈ B, let B←−B ∪ {m ′′ }.
Please note the following facts. The set B may be updated after mutual-reducingm. In (i) we possibly havem =m
Mutual-reducing a labeled monomial can always be done within finite steps. Because the mutual-reduction is called recursively only whenm ′ is reducible bym ′′ , and in this case, a labeled monomial with a strictly smaller monomial must appear in the following call of mutual-reduction. So the number of recursive calls is finite, since ≺ p is a well-ordering.
In mo-GVW, by doing mutual-reduction tom by B, we aim to make labeled monomials in B have relative smaller signatures, and also ensure there are no collisions in B.
Monomial-oriented strong Gröbner bases
Let M and I be defined as previous subsections. In [15] , a subset G ⊂ M is called a strong Gröbner basis of M, if any (u, f ) ∈ M is top-reducible by G, i.e. if f = 0, there exists (v, 0) ∈ G such that lm(v) divides lm(u); otherwise, there exists (v, g) ∈ G such that lm(g) divides lm(f ) and lm(u) (lm(f )/lm(g))lm(v). In mo-GVW, we need a definition of strong Gröbner bases for labeled monomials. Definition 2.4. Let G be a set of labeled monomials. The set G is called a monomialoriented strong Gröbner basis (mo-strong Gröbner basis for short) of M, if for any 0 = u · f ∈ I, there exists a syzygy labeled monomial (0, (v, 0)) ∈ G such that lm(v) divides lm(u); and if for any 0 = f = u · f ∈ I, there exists a primitive labeled monomial (lm(g), (v, g)) ∈ G, such that 1. lm(g) divides lm(f ), and 2. lm(u) (lm(f )/lm(g))lm(v).
The following proposition shows mo-strong Gröbner bases and strong Gröbner bases of M can be converted to each other easily. The proofs are trivial from the definitions.
Proposition 2.5. Let G be a set of labeled monomials and G be a subset of M.
Corollary 2.6. If G is a mo-strong Gröbner basis of M, then the set {f | (lm(f ), (u, f )) ∈ G} is a Gröbner basis of I.
Proof. Since the set {(u, f ) | (lm(f ), (u, f )) ∈ G} is a strong Gröbner basis of M by Proposition 2.5, the set {f | (lm(f ), (u, f )) ∈ G} is a Gröbner basis by Proposition 2.2 in [15] .
Next, we modify Theorem 2.4 in [15] slightly to present a labeled monomial version. First of all, we give the definitions of J-pairs and cover. Let (u, f ), (v, g) ∈ M with f g = 0, a pair t f (u, f ) is called the J-pair of (u, f ) and (v, g), if t f lm(u) ≻ t g lm(v) where t f = lcm(lm(f ), lm(g))/lm(f ) and t g = lcm(lm(f ), lm(g))/lm(g). Particularly, if both (u, f ) and (v, g) are in G ⊂ M, we say t f (u, f ) is a J-pair of G. For a pair (u, f ) ∈ M and a set G ⊂ M, we say (u, f ) is covered by G, if there is a pair (v, g) ∈ G, such that lm(v) divides lm(u) and tlm(g) ≺ lm(f ) (strictly smaller) where t = lm(u)/lm(v).
Lemma 2.7 ( a and c of Thm. 2.4 in [15] ). Suppose G is a subset of M such that, for any monomial t ∈ Mon(R l ), there is a pair (v, g) ∈ G and a monomial t such that t = tlm(v). Then G is a strong Gröbner basis for M if and only if every J-pair of G is covered by G.
In the following, we give definitions of J-pairs and cover in labeled monomial versions, and present a similar theorem afterwards.
Let (lm(f ), (u, f )) and (lm(g), (v, g)) be two primitive labeled monomials. A labeled monomial (m, (u, f )) is called the J-pair of (lm(f ), (u, f )) and (lm(g), (v, g)), if m = lcm(lm(f ), lm(g)) and t f lm(u) ≻ t g lm(v) where t f = m/lm(f ) and t g = m/lm(g). Particularly, if both (lm(f ), (u, f )) and (lm(g), (v, g)) are in a set G, we say (m, (u, f )) is a J-pair of G. Please note that J-pairs of labeled monomials are only defined on primitive labeled monomials.
For a labeled monomial (m, (u, f )) and a set G of labeled monomials, we say (m, (u, f )) is covered by G, if there is a labeled monomial (m ′ , (v, g)) ∈ G, such that lm(v) divides tlm(u) and t ′ lm(g) ≺ m (strictly smaller) where t = m/lm(f ) and t ′ = (tlm(u))/lm(v). Note that let B be a set of labeled monomials, if a labeled monomialm is reducible by B and is reduced tom ′′ by B, thenm is covered by {m ′′ }. The "cover" relation is a one-side relation and has the transitivity, i.e.m is covered by {m ′ } never impliesm ′ is covered by {m}, and ifm is covered by {m ′ } andm ′ is covered by {m ′′ }, thenm is covered by {m ′′ }.
Theorem 2.8. Let G be a set of labeled monomials such that (m, (v, g)) ∈ G implies (lm(g), (v, g)) ∈ G, and for any monomial t ∈ Mon(R l ), there is (m, (v, g)) ∈ G and a monomial t such that t = tlm(v). Then G is a mo-strong Gröbner basis for M if and only if every J-pair of G is covered by G.
The proof of the above theorem is directly from Proposition 2.5 and Lemma 2.7. The above theorem deduces the following criteria.
Corollary 2.9 (Syzygy Criterion). Let (m, (u, f )) be a labeled monomial with m = 0 and G be a set of labeled monomials. If there exists (0, (v, 0)) ∈ G such that lm(v) divides tlm(u) where t = m/lm(f ), then (m, (u, f )) is covered by {(0, (v, 0))} ⊂ G, and hence, the labeled monomial (m, (u, f )) does not need to be mutual-reduced.
Corollary 2.10 (Rewritten Criterion). Let (m, (u, f )) be a labeled monomial and G be a subset of labeled monomials. If (m, (u, f )) is covered by G, then the labeled monomial (m, (u, f )) does not need to be mutual-reduced.
Corollary 2.11 (LCM Criterion). Let G be a set of labeled monomials, (lm(f ), (u, f )) be a primitive labeled monomial, and t ∈ Mon(R).
is also covered by G, and hence, the labeled monomial (tlm(f ), (u, f )) does not need to be mutual-reduced.
In mo-GVW, LCM Criterion is used when mutual-reducing a labeled monomial (m, (u, f )) by a set G of labeled monomials. In this case, we say (m, (u, f )) is rejected by LCM Criterion if there exists (m, (v, g)) ∈ G such that condition (1) of Corollary 2.11 is met.
The mo-GVW algorithm
In this subsection, we present the mo-GVW algorithm. The following main ideas are used in mo-GVW.
1. A set G of labeled monomials is maintained in mo-GVW, such that there are no collisions in G, i.e. each nonzero monomial in Mon(R) has at most one labeled monomial in G. 2. A labeled monomialm is inserted into G, if (1)m is a syzygy labeled monomial, or (2)m does not collide with any labeled monomial in G, or (3)m collides withm ′ ∈ G, but the signature ofm is smaller than the signature ofm ′ . 3. A labeled monomialm ∈ G is lifted to x 1m , x 2m , . . . , x nm , ifm is not a syzygy labeled monomial andm has not been lifted yet. 4. LCM, Syzygy, and Rewritten Criterion are used in the mutual-reductions of labeled monomials to avoid redundant computations.
Next, we give the monomial-oriented GVW algorithm. To make proofs easier, we assume lm(f i ) = lm(f j ) for 1 ≤ i < j ≤ l.
while ∃m 0 ∈ G s.t.m 0 is not a syzygy labeled monomial, deg(m 0 ) ≤ liftdeg, and m 0 has not been lifted do
The degrees of labeled monomials in G are at most liftdeg +1 throughout the algorithm. The procedure mutualreduce(·) mutual-reduces a labeled monomial by a set of labeled monomials. Compared with the definition given in Subsection 2.3, the following procedure avoids some redundant computations by using criteria.
Procedure mutualreduce(m, G)
Input :m = (m, (u, f )), a labeled monomial; G, a set of labeled monomials.
1 begin 2 ifm is reducible by G andm can be rejected by any of LCM, Syzygy and Rewritten Criterion then
We next prove the termination and correctness of the mo-GVW algorithm. The following lemma is needed in the proof of the termination.
Lemma 2.12. Only finite primitive labeled monomials can be generated in the mo-GVW algorithm, if ≺ s and ≺ p are compatible, i.e. x α e i ≺ s x β e i only if
Proof. We define a map ψ from primitive labeled monomials to Mon(k[X, Y, Z]) where X = {x 1 , . . . , x n }, Y = {y 1 , . . . , y n }, and Z = {z 1 , . . . , z l }. That is, for any primitive labeled monomialm = (m, (u, f )) with m = lm(f ) = x α and lm(u) = x γ e i , we define ψ(m) = x α y γ z i . Sincem is primitive, we have m = 0 and u = 0, and hence, the map ψ is well defined.
Letm
, wherem ′ is a primitive labeled monomial in G 0 . This claim will prove the lemma, because the ideal generated by {ψ(m
, Z] will be strictly enlarged afterm ′′ 0 is inserted into G 0 , and this ideal cannot be strictly enlarged infinitely.
We prove the claim by contradiction. Assume there exists a primitive labeled monomial m
Then we have lm(g) divides lm(h) and lm(v) divides lm(w). Let t = lm(h)/lm(g) and s = lm(w)/lm(v).
First of all, we analyze howm ′′ 0 is computed by mo-GVW. In mo-GVW, labeled polynomials can only be inserted to the set G at Line 7 and 10 of mutualreduce(·). So by the procedure mutualreduce(·), there exists a labeled monomialm 0 = (m, (u, f )), such that m ′′ 0 is reduced fromm 0 by G 0 .
Next, we showm 0 is reducible by G 0 , andm 0 cannot be rejected by any of LCM, Syzygy and Rewritten Criterion. Ifm 0 is not reducible by G 0 , then we havem However, the inputm of mutualreduce(·) at Line 6 of mo-GVW is not primitive, and the inputm of mutualreduce(·) at Line 8 of mutualreduce(·) is reducible by the input G. This is a contradiction. Som 0 must be reducible by G 0 , and hence,m 0 cannot be rejected by any of LCM, Syzygy and Rewritten Criterion by the procedure mutualreduce(·).
At last, we show that both t ≺ s and t s, which is a contradiction. If t ≺ s, thenm ′ 0 ∈ G 0 can be used to reducem Proof. In this proof, it suffices to show mo-GVW must terminate in finite steps if no new primitive labeled monomials are generated. This will prove the theorem, since by Lemma 2.12, mo-GVW can only generated finite primitive labeled monomials.
Let G be the set of labeled monomials in the mo-GVW algorithm at some time, and d be max{deg(lcm(lm(f ), lm(g))) | (lm(f ), (u, f )), (lm(g), (v, g)) ∈ G}. Assume no new primitive labeled monomials will be inserted into G from that time. Then the value of max{d − 1,liftdeg} will not change. Note that the number of labeled monomials in the set {m 0 ∈ G |m 0 is not a syzygy labeled monomial, deg(m 0 ) ≤ max{d − 1,liftdeg}, andm 0 has not been lifted} is finite, and mutual-reducing a labeled monomial can be done in finite steps, which has been discussed in Subsection 2.3. To show mo-GVW terminates in finite steps, it suffices to show only finitem ′′ s will be inserted into G in the following steps, wherē m ′′ is not a syzygy labeled monomial and deg(m ′′ ) ≤ max{d − 1,liftdeg}. By mo-GVW, a labeled monomialm ′′ = (m ′′ , (w, h)) can be inserted into G only at Line 7 and 10 of mutualreduce(·). Ifm ′′ is inserted into G at Line 7, then the signature of m ′′ 's labeled monomial in G will be strictly lowered; ifm ′′ is inserted into G only at Line 10, then eitherm ′′ is a syzygy labeled monomial or the number of non-syzygy labeled monomials in G strictly increases. Because the ordering ≺ s on signatures is a well-ordering and the number of nonzero monomials with degree not bigger than max{d − 1,liftdeg} is finite. Only finite non-syzygy labeled monomialm ′′ 's with deg(m ′′ ) ≤ max{d − 1,liftdeg}, will be inserted into G. Thus, mo-GVW must terminate in finite steps.
Next, we prove the correctness of the mo-GVW algorithm. The following lemmas and corollary are needed.
Lemma 2.14. In the mo-GVW algorithm, letm ′ be a primitive labeled monomial in the set G. Ifm ′ is removed from G at some time and G is updated to G ′ , thenm ′ is covered by G ′ .
Proof. In mo-GVW, a labeled monomialm ′ = (m ′ , (v, g)) can only be removed from G at Line 7 of the procedure mutualreduce(·). At this time, there must be a labeled monomial m ′′ = (m ′′ , (w, h)) such thatm ′′ andm ′ have the same monomial, butm ′′ has a strictly smaller signature thanm ′ . In the following Line 8, the next step is to mutual-reducem 
Corollary 2.15. Let G end be the output of the mo-GVW algorithm. If a labeled monomial m is covered by some G during the computation of mo-GVW, thenm is covered by G end .
Proof. Assumem is covered by (m, (v, g) ) ∈ G. If (m, (v, g)) ∈ G end or (lm(g), (v, g)) ∈ G end , then the lemma is proved. Otherwise, (lm(g), (v, g)) is removed from a set G 0 at some time, and G 0 is updated to G ′ 0 . By Lemma 2.14, (lm(g), (v, g)) is covered by G ′ 0 . Next, we can discuss whether (lm(g), (v, g) ) is covered by G end in a similar way. That is, assume then (lm(g), (v, g) ) is covered by G end and hence,m is covered by G end . Otherwise, (lm(h), (w, h)) is removed from a set G 1 at some time, and G 1 is updated to G ′ 1 . By Lemma 2.14, (lm(h), (w, h)) is covered by G ′ 1 . In the following steps, we can discuss whether (lm(h), (w, h)) is covered by G end repeatedly. If the above discussions are infinite, then we can construct an array of primitive labeled monomials: (lm(g), (v, g)), (lm(h), (w, h)), .... Each primitive labeled monomial in this array is covered by the successive one, and none of these primitive labeled monomials lies in G end .
Note that the "cover" relation is a one-side relation, and mo-GVW terminates in finite steps, so only finite primitive labeled monomials have been removed from the set G during the computation. Therefore, the discussions in the last paragraph cannot be infinite. We must havem is covered by G end . Lemma 2.16. Let G end be the output of the mo-GVW algorithm.
(1) If (m, (v, g)) is a labeled monomial obtained by mo-GVW during the computation, and t is a monomial such that tm has a labeled monomialm in G end , then the signature of m is not bigger than the signature of (tm, (v, g)).
Proof. For (1), since m divides tm, (m, (v, g)) can be lifted to (tm, (v, g)). If (tm, (v, g)) ∈ G end , then (1) is proved. Otherwise, the lift from (m, (v, g)) to (tm, (v, g)) must be interrupted. That is, there exists t ′ such that t ′ divides t, t ′ = t, and t ′ (m, (v, g)) is reducible by G at some time. In this case, there exists (m ′ , (w, h)) ∈ G such that m ′ = t ′ m and the signature of (m ′ , (w, h)) is strictly smaller than t ′ (m, (v, g)). After mutual-reducing t ′ (m, (v, g)), the labeled monomial (m ′ , (w, h)) will be lifted in the following computations instead of t ′ (m, (v, g)). Note that m ′ = t ′ m divides tm, (m ′ , (w, h)) can also be lifted to (tm, (w, h)). Next, we can discuss whether (tm, (w, h)) is in G end similarly. This discussion can be repeated until we find tm's labeled monomial in G end . The discussions are not infinite, since ≺ s is a well-ordering and the signatures of (tm, (v, g)), (tm, (w, h)), ..... decrease strictly. Finally, (1) is proved.
For (2), if (m, (v, g)) ∈ G end and (lm(g), (v, g)) ∈ G end , then (lm(g), (v, g)) must be removed from the set G at some time during the computation. Since (lm(g), (v, g)) can only be removed from G at Line 7 of mutualreduce(·), lm(g)'s labeled monomial in G end must have a strictly smaller signature than (lm(g), (v, g)), i.e. there exists (m ′′ , (w, h)) ∈ G end 11 such that m ′′ = lm(g) and t h lm(w) ≺ lm(v) where t h = m ′′ /lm(h). Since m ′′ = lm(g) divides m, (m ′′ , (w, h)) can be lifted to (m, (w, h)). So the signature of m's labeled monomial in G end is not bigger than the signature of (m, (w, h)) by (1) , and hence, is strictly smaller than the signature of (m, (v, g) ). This is a contradiction with (m, (v, g) ) ∈ G end . So (m, (v, g) ) ∈ G end implies (lm(g), (v, g) ) ∈ G end . Theorem 2.17. The mo-GVW algorithm computes a monomial-oriented strong Gröbner basis.
Proof. Let G end be the output of the mo-GVW algorithm. To show G end is a monomialoriented strong Gröbner basis by Theorem 2.8, it suffices to show that (1) (m, (v, g) ) ∈ G end implies (lm(g), (v, g)) ∈ G end , which has been proved by Lemma 2.16, (2) for any monomial t ∈ Mon(R l ), there is (m, (v, g)) ∈ G end and a monomial t such that t = tlm(v), and (3) every J-pair of G end is covered by G end .
For (2), the labeled monomial (2) is proved. Otherwise, some (lm(f i ), (e i , f i )) must be removed from the set G at some time during the computation. Since (lm(f i ), (e i , f i )) is primitive, by Lemma 2.14 and Corollary 2.15, (lm(f i ), (e i , f i )) is covered by G end . Then there exists (m, (u, f )) ∈ G end such that lm(u) divides e i . In this case, lm(u) has to be e i . Then (2) is proved.
For (3), let JPair be the set of all J-pairs generated by primitive labeled monomials in G end . Clearly, JPair is finite. We show all J-pairs in JPair are covered by G end by induction on an order of J-pairs, i.e. we say a J-pair t 1 (lm(f ), (u, f )) is smaller than a J-pair t 2 (lm(g), (v, g)), if either t 1 lm(u) ≺ t 2 lm(v), or t 1 lm(u) = t 2 lm(v) and t 1 lm(f ) < t 2 lm(g).
Let t(lm(f ), (u, f )) be a J-pair in JPair where (lm(f ), (u, f )) is a primitive labeled monomial in G end . Assume all J-pairs in JPair that are (strictly) smaller than t(lm(f ), (u, f )) have been shown covered by G end , we next show t(lm(f ), (u, f )) is also covered by G end . Due to Line 8 to 11 of mo-GVW, we have deg(tlm(f )) ≤ liftdeg +1 when mo-GVW terminates. So only two possible cases can happen: (a) t(lm(f ), (u, f )) is practically mutual-reduced in mo-GVW, and (b) t(lm(f ), (u, f )) is not mutual-reduced in mo-GVW.
For case (a), when doing mutual-reduction 1 , t(lm(f ), (u, f )) is reducible by the set G at that time by the definition of J-pairs. If t(lm(f ), (u, f )) is rejected by LCM, then t(lm(f ), (u, f )) is covered by G end by the inductive assumption and Corollary 2.11. If t(lm(f ), (u, f )) is rejected by Syzygy or Rewritten Criterion, then according to Corollary 2.9 and 2.10, t(lm(f ), (u, f )) is covered by G, and hence, it is covered by G end by Corollary 2.15. Otherwise, t(lm(f ), (u, f )) is reduced tom ′′ , and t(lm(f ), (u, f )) is covered by {m ′′ }. With a similar discussion as the last two paragraphs in the proof of Lemma 2.14, we can show t(lm(f ), (u, f )) is covered by G ′ , where G ′ is the set after mutual-reducing t(lm(f ), (u, f )) by G. Then by Corollary 2.15, we have t(lm(f ), (u, f )) is covered by G end .
Generally, since (lm(f ), (u, f )) ∈ G end and lm(f ) divides tlm(f ), the labeled monomial should be lifted to (tlm(f ), (u, f )) and then (tlm(f ), (u, f )) is mutual-reduced. However, in mo-GVW, the lift from (lm(f ), (u, f )) to (tlm(f ), (u, f )) may be interrupted sometimes. That is, there may exist t ′ such that t ′ divides t, t ′ = t, and t ′ (lm(f ), (u, f )) is reducible by G at some time. In this case, there exists (m, (v, g) ) ∈ G such that m = t ′ lm(f ) and the signature of (m, (v, g)) is strictly smaller than t ′ (lm(f ), (u, f )). After mutual-reducing t ′ (lm(f ), (u, f )), the labeled monomial (m, (v, g)) will be lifted in the following computations instead of t ′ (lm(f ), (u, f )). So case (b) probably happens in mo-GVW. For case (b), there must exist t ′ such that t ′ divides t, t ′ = t, t ′ (lm(f ), (u, f )) is reducible by the set G as some time during the algorithm. So the monomial t ′ lm(f ) must have a labeled monomial (t ′ lm(f ), (w, h)) ∈ G end and the signature of (t ′ lm(f ), (w, h)) is smaller than the signature of t ′ (lm(f ), (u, f )) by Lemma 2.16. Besides, we have (lm(h), (w, h)) ∈ G end . Then t ′ (lm(f ), (u, f )) is a multiple of the J-pair of (lm(f ), (u, f )) and (lm(h), (w, h)). Since the signature of the J-pair of (lm(f ), (u, f )) and (lm(h), (w, h)) is not bigger than the signature of t ′ (lm(f ), (u, f )), and the signature of t ′ (lm(f ), (u, f )) is strictly smaller than the signature of t(lm(f ), (u, f )), the J-pair of (lm(f ), (u, f )) and (lm(h), (w, h)) is smaller than t(lm(f ), (u, f )), and hence, is covered by G end due to the inductive assumption. So t ′ (lm(f ), (u, f )) and hence t(lm(f ), (u, f )) is covered by G end .
GVW and mo-GVW
GVW can be regarded as a signature-oriented algorithm, while mo-GVW is a monomialoriented algorithm. Reductions in GVW aims to find the smallest leading monomials for given signatures. By doing mutual-reductions, mo-GVW aims to find the smallest signatures for given monomials.
Criteria used in GVW and mo-GVW are the same. In GVW, LCM Criterion is used when generating J-pairs.
The number of non-syzygy pairs in the output of GVW is generally larger than the number of primitive labeled monomials in the output of mo-GVW. This is because many primitive labeled monomials are removed from the set G during the computation of mo-GVW.
A toy example
where F 5 is the finite field GF (5), f 1 = abc − 1, f 2 = ab − c, and f 3 = bc − b. ≺ p is the Graded Reverse Lex ordering with a > b > c, and ≺ s is a position over term extension of ≺ p with e 1 ≻ s e 2 ≻ s e 3 .
We compute a mo-strong Gröbner basis for M = r 1 = (e 1 , f 1 ), r 2 = (e 2 , f 2 ), r 3 = (e 3 , f 3 ) by the mo-GVW algorithm.
Initially, liftdeg = 3 and G = {(abc, r 1 ), (ab, r 2 ), (bc, r 3 )} ∪ S, where S = {(0, (abe 1 − abce 2 , 0)), (0, (bce 1 − abce 3 , 0)), (0, (bce 2 − abe 3 , 0))}.
LOOP 1:
We choose (bc, r 3 ) to lift. Multiplied by c and b, (bc, r 3 ) is lifted to (bc 2 , r 3 ) and (b 2 c, r 3 ), which are inserted into G directly.
By multiplying a, we get (abc, r 3 ). There exists (abc, r 1 ) ∈ G and the signature of (abc, r 3 ) is smaller, i.e. ae 3 ≺ e 1 . By the procedure mutualreduce(·), (abc, r 3 ) replaces (abc, r 1 ) as operations is also done in [15] .
Algorithm 2: The matrix mo-GVW algorithm
Input : {f 1 , f 2 , . . . , f l }, a finite subset of R = k[x 1 , x 2 , . . . , x n ], and lm(f i ) = lm(f j ) for 1 ≤ i < j ≤ l. Output: A Gröbner basis of f 1 , . . . , f m . (m, (u, f ) ) ∈ G has not been lifted} v, 0) ) in G, because the matrix mo-GVW uses another technique for checking Syzygy Criterion. This technique is more efficient and will be discussed in Subsection 3.2. Note that the matrix mo-GVW only computes a Gröbner basis for the ideal f 1 , . . . , f m .
There are 4 sub-functions in the above algorithm: lift(·), append(·), eliminate(·), and update(·). Next, we discuss each sub-function one by one.
The function lift(todo, G) lifts each labeled monomialm ∈ todo to x 1m , x 2m , . . . ,
x nm , and put all pairs that should be reduced into the result H.
Function lift(todo, G) Input : todo, a set of labeled monomials; G, a set of labeled monomials. Output: H, a subset of M.
if t f lm(u) ≻ t g lm(v) and x im is not rejected by any of LCM, Syzygy and Rewritten Criterion then
is not rejected by any of LCM, Syzygy and Rewritten Criterion then
The function append(H, G) appends H with the pairs that are used to reduce others.
Procedure append(H, G)
Input : H, a subset of M; G, a set of labeled monomials.
The function eliminate(H) does reductions to pairs in H in the following way.
Function eliminate(H)
Input : H, a subset of M.
Output: P, a subset of M.
The function eliminate(H) is generally done by using linear algebra. Specifically, first, we sort pairs in H with an ascending ordering on signatures. Second, polynomials are converted to rows of a matrix. Third, we compute the echelon form of this matrix by using one-side elimination such that rows with higher signatures can only be reduced by rows with lower signatures. At last, we convert rows of the matrix to polynomials.
The function update(P, G) collects new labeled monomials and appends them to G.
Procedure update(P, G) Input : P, a subset of M; G, a set of labeled monomials.
Checking Criteria efficiently
Clearly, LCM criterion can be checked directly in the function lift(·). In Subsection 2.4, we give a general definition of Syzygy Criterion. That is, a labeled monomial (m, (u, f )) is rejected by Syzygy Criterion w.r.t. G, if there exits (0, (v, 0) ) ∈ G such that lm(v) divides tlm(u) where t = m/lm(f ). Generally, finding such (0, (v, 0)) ∈ G needs to traverse many labeled monomials in G, which may cost much time.
To check Syzygy Criterion efficiently in the matrix mo-GVW algorithm, similarly as done in matrix-F5, we only use principal syzygies instead of all syzygies.
Corollary 3.1 (Principal Syzygy Criterion). Let (m, (u, f )) be a labeled monomial with m = 0 and lm(u) = x α e i . Let t f = m/lm(f ) and G be a subset of labeled monomials. If there exists (t f x α , (v, g)) ∈ G with lm(v) = x β e j such that e i ≻ e j , then the labeled monomial (m, (u, f )) does not need to be mutural-reduced.
Besides, we have assumed that ≺ s is a position over term extension of ≺ p , so e i ≻ e j implies that lm(ge i − f i v) = lm(g)e i divides t f x α e i = t f lm(u). Therefore, if (m, (u, f )) is rejected by Principal Syzygy Criterion, it can also be rejected by Syzygy Criterion if (0, (
Using Principal Syzygy Criterion instead of Syzygy Criterion may lead to some undetected redundant computations, but checking Principal Syzygy Criterion is much more efficient then checking Syzygy Criterion, particularly in complicated systems. So in the implementation of mo-GVW, we prefer to using Principal Syzygy Criterion.
Regarding to Rewritten Criterion, we can check Rewritten Criterion during the function lift(·), but this may be not so efficient sometimes. An alternative way is to check Rewritten Criterion during the sort of pairs in H after the function lift(·) is over. Because when we are sorting pairs in H by their signatures, it is easy for us to find two pairs having the same signature. In this case, we can discard one of them directly based on Rewritten Criterion.
Other details
There are many cases that we need to check whether an object belongs to a large set of objects, including
• Line 5 of the function lift(·),
• Line 3 and 5 of the procedure append(·),
• Line 3 of the procedure update(·), and
• the implementation of Principal Syzygy Criterion.
For these cases, instead of traversing objects in the large set, we can find out whether the desired object lies in the large set by using a hash table. Similar method is used in [23] .
A flag should be designated to each labeled monomial in G in order to show whether this labeled monomial has been lifted. We also need flags to avoid inserting duplicated pairs into H in the function lift(·).
Experimental results
We implemented the mo-GVW algorithm over boolean polynomial rings in C++. The elimination of matrices is mainly done by linear algebraic routines for dense matrices over GF (2) . These routines include the function gvw ple() and some other efficient routines from the library M4RI [2] , where gvw ple() is used for eliminating matrices in signature-based algorithm and it is reported in [24] .
We tested several square boolean polynomial systems generated by Courtois in [7] and a few HFE systems downloaded from [20] . The system n × n means that the input square polynomial system has n polynomials in n variables. When computing Gröbner bases for HFE systems, techniques of dealing with mutant pairs in [24] are used. The ordering ≺ p is the Graded Reverse Lexicographic ordering, and ≺ s is a position over extension of ≺ p . The experimental platform is MacBook Pro with 2.6 GHz Intel Core i7, 16 GB memory.
We tested our implementation of mo-GVW with our previously implemented M-GVW [24] and some intrinsic Gröbner basis functions on public softwares for solving the above systems. The computing times in seconds are listed in Table 1 From the above tables, we can see that our implementation of mo-GVW outperforms the implementation of M-GVW [24] , and it is also very efficient for systems that have relative small size, but is not so efficient as Magma for relative large systems and HFE systems. We think this is because the following reasons. First, the M-GVW algorithm uses a similar structure to the algorithm presented in [1] . Mo-GVW uses a frame like XL and avoids generating J-pairs, and mo-GVW also uses an improved method of constructing matrices [23] , so mo-GVW outperforms M-GVW. Second, the elimination of matrices in present implementation of mo-GVW is mainly done by linear algebraic routines for dense matrices. When the size of systems becomes larger, the matrices generated during the computations become sparser, so our implementation of mo-GVW becomes less efficient than Magma. Third, in the tested HFE systems, linear polynomials always appear after eliminating three 4-degree matrices (i.e. matrices corresponding to 4-degree polynomials). The eliminating results in the first 4-degree matrix should be used to speed up the elimination of the second and third 4-degree matrices. However, this is a bit difficult to be done in our present implementation of mo-GVW, since only dense linear algebraic techniques are used now.
Conclusions
A new frame of the GVW algorithm is presented in this paper. The new algorithm is called a monomial-oriented GVW algorithm or mo-GVW algorithm for short. Being different from the original GVW algorithm, mo-GVW makes efforts to find the smallest signatures for given monomials. By using this new frame, mo-GVW avoids generating J-pairs, and also provides efficient manners to find reducers and check criteria. We implemented the mo-GVW algorithm over boolean polynomial rings. The experimental results show that mo-GVW is very efficient when the systems are not very complicated.
However, many aspects in the implementation of mo-GVW can still be improved further. The most important one is that the implementation should be improved by using sparse linear algebraic techniques, because matrices generated during the Gröbner basis computations are very sparse. This will be our main work in the future.
