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Abstract—We study the problem of synthesizing a policy that
maximizes the entropy of a Markov decision process (MDP)
subject to a temporal logic constraint. Such a policy minimizes
the predictability of the paths it generates, or dually, maximizes
the exploration of different paths in an MDP while ensuring
the satisfaction of a temporal logic specification. We first show
that the maximum entropy of an MDP can be finite, infinite
or unbounded. We provide necessary and sufficient conditions
under which the maximum entropy of an MDP is finite, infinite
or unbounded. We then present an algorithm which is based
on a convex optimization problem to synthesize a policy that
maximizes the entropy of an MDP. We also show that maximizing
the entropy of an MDP is equivalent to maximizing the entropy of
the paths that reach a certain set of states in the MDP. Finally, we
extend the algorithm to an MDP subject to a temporal logic spec-
ification. In numerical examples, we demonstrate the proposed
method on different motion planning scenarios and illustrate
the relation between the restrictions imposed on the paths by
a specification, the maximum entropy, and the predictability of
paths.
I. INTRODUCTION
Markov decision processes (MDPs) model sequential
decision-making in stochastic systems with nondeterministic
choices. A policy, i.e., a decision strategy, resolves the non-
determinism in an MDP and induces a stochastic process. In
this regard, an MDP represents a (infinite) family of stochastic
processes. In this paper, for a given MDP, we aim to synthesize
a policy that induces a process with maximum entropy among
the ones whose paths satisfy a temporal logic specification.
Entropy, as an information-theoretic quantity, measures
the unpredictability of outcomes in a random variable [1].
Considering a stochastic process as an infinite sequence of
(dependent) random variables, we define the entropy of a
stochastic process as the joint entropy of these random vari-
ables by following [2], [3]. Therefore, intuitively, our objective
is to obtain a process whose paths satisfy a temporal logic
specification in the most unpredictable way to an observer.
Typically, in an MDP, a decision-maker is interested in
satisfying certain properties [4] or accomplishing a task [5].
Linear temporal logic (LTL) is a formal specification language
[6] that has been widely used to check the reliability of
This work was supported in part by the grants DARPA # D19AP00004
and AFRL # FA9550-19-1-0169.
Y. Savas, M. Cubuktepe and U. Topcu are with the Department of
Aerospace Engineering, University of Texas at Austin, TX, USA. E-mail:
{yagiz.savas, mcubuktepe, utopcu}@utexas.edu
M. Ornik is with the Department of Aerospace Engineering and the
Coordinated Science Laboratory, University of Illinois at Urbana-Champaign,
IL, USA. E-mail: mornik@illinois.edu
M. O. Karabag is with the Department of Electrical and Computer Engi-
neering, University of Texas at Austin, TX, USA. E-mail: karabag@utexas.edu
software [7], describe tasks for autonomous robots [8], [9]
and verify the correctness of communication protocols [10].
For example, in a robot navigation scenario, it allows to
specify tasks such as safety (never visit the region A), liveness
(eventually visit the region A) and priority (first visit the region
A, then B).
The entropy of paths of a (Markovian) stochastic process
is introduced in [11] and quantifies the randomness of real-
izations with fixed initial and final states. We first extend the
definition for the entropy of paths to realizations that reach
a certain set of states, rather than a fixed final state. Then,
we show that the entropy of a stochastic process is equal to
the entropy of paths of the process, if the process has a finite
entropy. The established relation provides a mathematical basis
to the intuitive idea that maximizing the entropy of an MDP
minimizes the predictability of paths.
We observe that the maximum entropy of an MDP under
stationary policies may not exist, i.e., for any given level of
entropy, using stationary policies, one can induce a process
whose entropy is greater than that level. In this case, we
say that the maximum entropy of the MDP is unbounded.
Additionally, if there exists a process with the maximum
entropy, the entropy of such a process can be finite or infinite.
Hence, before attempting to synthesize a policy that maximizes
the entropy of an MDP, we first verify whether there exists a
policy that attains the maximum entropy.
The contributions of this paper are fourfold. First, we
provide necessary and sufficient conditions on the structure
of the MDP under which the maximum entropy of the MDP
is finite, infinite or unbounded. We also present a polynomial-
time algorithm to check whether the maximum entropy of an
MDP is finite, infinite or unbounded. Second, we present a
polynomial-time algorithm based on a convex optimization
problem to synthesize a policy that maximizes the entropy
of an MDP. Third, we show that maximizing the entropy
of an MDP with non-infinite maximum entropy is equivalent
to maximizing the entropy of paths of the MDP. Lastly, we
provide a procedure to obtain a policy that maximizes the
entropy of an MDP subject to a general LTL specification.
The applications of this theoretical framework range from
motion planning and stochastic traffic assignments to software
security. In a motion planning scenario, for security purposes,
an autonomous robot might need to randomize its paths while
carrying out a mission [12], [13]. In such a scenario, a
policy synthesized by the proposed methods both provides
probabilistic guarantees on the completion of the mission and
minimizes the predictability of the robot’s paths through the
use of online randomization mechanisms. Additionally, such
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a policy allows the robot to explore different parts of the
environment [14], and behave robustly against uncertainties
in the environment [15]. The proposed methods can also be
used to distribute traffic assignments over a network, which is
known as stochastic traffic assignments [16], as it promotes
the use of different paths. Finally, as it is shown in [2],
the maximum information that an adversary can leak from a
(deterministic) software, which is modeled as an MDP, can be
quantified by computing the maximum entropy of the MDP.
Related Work. A preliminary version [17] of this paper
considered entropy maximization problem for MDPs subject
to expected reward constraints. This considerably extended
version includes an additional section establishing the relation
between the maximum entropy of an MDP and the entropy of
paths of the MDP, detailed proofs for all theoretical results,
and additional numerical examples.
The computation of the maximum entropy of an MDP is
first considered in [3], where the authors present a robust
optimization problem to compute the maximum entropy for an
MDP with finite maximum entropy. However, their approach
does not allow to incorporate additional constraints due to the
formulation of the problem. References [2] and [18] compute
the maximum entropy of an MDP for special cases without
providing a general algorithm.
The work [2] provides the necessary and sufficient con-
ditions for an interval Markov chain (MC) to have a finite
maximum entropy. Therefore, some of the results provided in
this paper, e.g., the necessary and sufficient conditions for an
MDP to have finite, unbounded or infinite maximum entropy,
can be seen as an extension of the results given in [2].
In [19], [20], the authors study the problem of synthesizing
a transition matrix with maximum entropy for an irreducible
MC subject to graph constraints. The problem studied in this
paper is considerably different from that problem since MDPs
represent a more general model than MCs, and an MC induced
from an MDP by a policy is not necessarily irreducible.
In [12], the authors maximize the entropy of a policy while
keeping the expected total reward above a threshold. They
claim that the entropy maximization problem is not convex.
Their formulation is a special case of the convex optimization
problem that we provide in this paper. Therefore, here, we also
prove the convexity of their formulation.
The entropy of paths of absorbing MCs is discussed in
[11], [16], [21]. The reference [14] establishes the equivalence
between the entropy of paths and the entropy of an absorbing
MC. We establish this relation for a general MC and show the
connections to the maximum entropy of an MDP.
We also note that none of the above work discusses the
unbounded and infinite maximum entropy for an MDP or
considers LTL to specify desired system properties.
Organization. We provide the preliminary definitions and
formal problem statement in Sections II and III, respectively.
We analyze the properties of the maximum entropy of an MDP
and present an algorithm to synthesize a policy that maximizes
the entropy of an MDP in Section IV. The relation between
the maximum entropy of an MDP and the entropy of paths is
established in Section V. We present a procedure to synthesize
a policy that maximizes the entropy of an MDP subject to
an LTL specification in Section VI. We provide numerical
examples in Section VII and conclude with suggestions for
future work in Section VIII. Proofs for all results are provided
in Appendix A, and a procedure to synthesize a policy that
maximizes the entropy of an MDP with infinite maximum
entropy is presented in Appendix B.
II. PRELIMINARIES
Notation: For a set S, we denote its power set and cardinality
by 2S and |S|, respectively. For a matrix P∈Rn×n, we use
P k and P ki,j to denote the k-th power of P and the (i, j)-th
component of the k-th power of P , respectively. All logarithms
are to the base 2 and the set N denotes {0, 1, 2, . . .}.
A. Markov chains and Markov decision processes
Definition 1: A Markov decision process (MDP) is a tu-
ple M=(S, s0,A,P,AP,L) where S is a finite set of
states, s0∈S is the initial state, A is a finite set of ac-
tions, P:S×A×S→[0, 1] is a transition function such that∑
t∈S P(s, a, t)=1 for all s∈S and a∈A,AP is a set of atomic
propositions, and L : S→2AP is a function that labels each
state with a subset of atomic propositions.
We denote the transition probability P(s, a, t) by Ps,a,t,
and all available actions in a state s∈S by A(s). The set
of successor states for a state action pair (s, a) is defined as
Succ(s, a):={t∈S|Ps,a,t>0, a∈A(s)}. The size of an MDP is
the number of triples (s, a, t)∈S×A×S such that Ps,a,t>0.
A Markov chain (MC) C is an MDP such that |A|=1.
We denote the transition function (matrix) for an MC by
P , and the set of successor states for a state s∈S by
Succ(s)={t∈S|Ps,t>0}. The expected residence time in a
state s∈S for an MC C is defined as
ξs :=
∞∑
k=0
Pks0,s. (1)
The expected residence time ξs represents the expected num-
ber of visits to state s starting from the initial state [22].
A state s∈S is recurrent for an MC if and only if ξs=∞,
and is transient otherwise; it is stochastic if and only if it
satisfies |Succ(s)|>1, and is deterministic otherwise; and it is
reachable if and only if ξs>0, and is unreachable otherwise.
Definition 2: A policy for an MDP M is a sequence
pi={µ0, µ1, . . .} where each µk:S×A→[0, 1] is a function
such that
∑
a∈A(s) µk(s, a)=1 for all s∈S. A stationary policy
is a policy of the form pi={µ, µ, . . .}. For an MDP M, we
denote the set of all policies and all stationary policies by
Π(M) and ΠS(M), respectively.
We denote the probability of choosing an action a∈A(s) in
a state s∈S under a stationary policy pi by pis(a). For an MDP
M, a stationary policy pi∈ΠS(M) induces an MC denoted by
Mpi . We refer toMpi as induced MC and specify the transition
matrix forMpi by Ppi , whose (s, t)-th component is given by
Ppis,t =
∑
a∈A(s)
pis(a)Ps,a,t. (2)
Throughout the paper, we assume that for a given MDPM, for
any state s∈S there exists an induced MC Mpi for which the
state s is reachable. This is a standard assumption for MDPs
[9], which ensures that each state in the MDP is reachable
under some policy.
An infinite sequence %pi=s0s1s2 . . . of states gen-
erated in M under a policy pi∈Π(M) is called a
path, starting from the initial state s0 and satisfies∑
ak∈A(sk) µk(sk)(ak)Psk,ak,sk+1>0 for all k≥0. Any finite
prefix of %pi that ends in a state is a finite path fragment. We
define the set of all paths and finite path fragments inM under
the policy pi by Pathspi(M) and Pathspifin(M), respectively.
We use the standard probability measure over the outcome
set Pathspi(M) [23]. For a path %pi∈Pathspi(M), let the
sequence s0s1 . . . sn be the finite path fragment of length
n, and let Pathspi(M)(s0s1 . . . sn) denote the set of all
paths in Pathspi(M) starting with the prefix s0s1 . . . sn. The
probability measure PrpiM defined on the smallest σ-algebra
over Pathspi(M) that contains Pathspi(M)(s0s1 . . . sn) for
all s0s1 . . . sn∈Pathspifin(M) is the unique measure that
satisfies
PrpiM{Pathspi(M)(s0 . . . sn)} =∏
0≤k<n
∑
ak∈A(sk)
µk(sk)(ak)Psk,ak,sk+1 . (3)
B. The entropy of stochastic processes
For a (discrete) random variable X , its support X defines a
countable sample space from which X takes a value x∈X ac-
cording to a probability mass function (pmf) p(x):=Pr(X=x).
The entropy of a random variable X with countable support
X and pmf p(x) is defined as
H(X) := −
∑
x∈X
p(x) log p(x). (4)
We use the convention that 0log0=0. Let (X0, X1) be a pair of
random variables with the joint pmf p(x0, x1) and the support
X × X . The joint entropy of (X0, X1) is
H(X0, X1) := −
∑
x0∈X
∑
x1∈X
p(x0, x1) log p(x0, x1), (5)
and the conditional entropy of X1 given X0 is
H(X1|X0) := −
∑
x0∈X
∑
x1∈X
p(x0, x1) log p(x1|x0). (6)
The definitions of the joint and conditional entropies extend
to collection of k random variables as it is shown in [1].
A discrete stochastic process X is a discrete time-indexed
sequence of random variables, i.e., X={Xk∈X : k∈N}.
Definition 3: (Entropy of a stochastic process) [24] The
entropy of a stochastic process X is defined as
H(X) := lim
k→∞
H(X0, X1 . . . , Xk). (7)
Note that this definition is different from the en-
tropy rate of a stochastic process, which is defined as
limk→∞ 1kH(X0, X1 . . . , Xk) when the limit exists [1]. The
limit in (7) either converges to a non-negative real number or
diverges to positive infinity [24].
An MC C is equipped with a discrete stochastic pro-
cess {Xk∈S : k∈N} where each Xk is a random variable
over the state space S. For a given k-dimensional pmf
p(s0, s1, . . . , sk), this process respects the Markov property,
i.e., p(sk|sk−1, . . . , s0)=p(sk|sk−1) for all k∈N. Then, the
entropy of a Markov chain C is given by
H(C) = H(X0) +
∞∑
i=1
H(Xi|Xi−1) (8)
using (5), (6) and (7). Note that H(X0)=0, since we define
an MC with a unique initial state.
For an MDP M, a policy pi∈Π(M) induces a discrete
stochastic process {Xk∈S : k∈N}. We denote the entropy of
an MDPM under a policy pi∈Π(M) by H(M, pi). Using the
next proposition, we restrict our attention to stationary policies
for maximizing the entropy of an MDP.
Proposition 1: The following equality holds:
sup
pi∈Π(M)
H(M, pi) = sup
pi∈ΠS(M)
H(M, pi). / (9)
A proof for Proposition 1 is provided in Appendix A.
Remark 1: If the supremum in (9) is infinite, the set of sta-
tionary policies may not be sufficient to attain the supremum
while a non-stationary policy can attain it. In particular, there
exists a family of distributions that are defined over a countable
support and have infinite entropy (see equation (7) in [25]).
It can be shown that for some MDPs, there exists a non-
stationary policy that induces a stochastic process with such a
probability distribution, and hence, have infinite entropy, while
stationary policies can only induce stochastic processes with
finite entropies1.
Definition 4: (Maximum entropy of an MDP) The maximum
entropy of an MDP M is
H(M) := sup
pi∈ΠS(M)
H(M, pi). (10)
A policy pi?∈ΠS(M) maximizes the entropy of an MDP
M if H(M)=H(M, pi?). Finally, we define the properties of
the maximum entropy of an MDP as follows.
Definition 5: (The properties of the maximum entropy) The
maximum entropy of an MDP M is
• finite, if and only if
H(M) = max
pi∈ΠS(M)
H(M, pi) <∞; (11)
• infinite, if and only if
H(M) = max
pi∈ΠS(M)
H(M, pi) =∞; (12)
• unbounded, if and only if the following two conditions
hold.
(i) H(M) = sup
pi∈ΠS(M)
H(M, pi) =∞, (13)
(ii) H(M, pi) <∞ for all pi ∈ ΠS(M). (14)
Although it is not defined here, there is a fourth possible
property which is unachievable finite maximum entropy, i.e.,
maxpi∈ΠS(M)H(M, pi)<H(M)<∞. In Theorem 1, we show
that it is not possible for the maximum entropy of an MDP to
have this property.
1A preliminary version [17] of this paper relied on Proposition 36 from
[3]. This proposition is not valid in general. Here, we provide the corrected
results by defining the maximum entropy of an MDP over stationary policies.
C. Linear temporal logic
We employ linear temporal logic (LTL) to specify tasks and
refer the reader to [23] for the syntax and semantics of LTL.
An LTL formula is built up from a set AP of atomic
propositions, logical connectives such as conjunction (∧) and
negation (¬), and temporal modal operators such as always
() and eventually (♦). An infinite sequence of subsets of
AP defines an infinite word, and an LTL formula is interpreted
over infinite words on 2AP . We denote by w|=ϕ that a word
w=w0w1w2 . . . satisfies an LTL formula ϕ.
Definition 6: A deterministic Rabin automaton (DRA) is a
tuple A=(Q, q0,Σ, δ, Acc) where Q is a finite set of states,
q0∈Q is the initial state, Σ is the alphabet, δ:Q×Σ→Q is the
transition relation, and Acc⊆2Q×2Q is the set of accepting
state pairs.
A run of a DRA A, denoted by σ=q0q1q2 . . ., is an infinite
sequence of states in A such that for each i≥0, qi+1∈δ(qi, p)
for some p∈Σ. A run σ is accepting if there exists a pair
(J,K)∈Acc and an n≥0 such that (i) for all m≥n we have
qm 6∈J , and (ii) there exists infinitely many k such that qk∈K.
For any LTL formula ϕ built up from AP , a DRA Aϕ can
be constructed with input alphabet 2AP that accepts all and
only words over AP that satisfy ϕ [23].
For an MDP M under a policy pi, a path %pi=s0s1 . . .
generates a word w=w0w1 . . . where wk=L(sk) for all k≥0.
With a slight abuse of notation, we use L(%pi) to denote
the word generated by %pi . For an LTL formula ϕ, the set
{%pi∈Pathspi(M):L(%pi)|=ϕ} is measurable [23]. We define
PrpiM(s0 |= ϕ) := PrpiM{%pi ∈ Pathspi(M) : L(%pi) |= ϕ}
as the probability of satisfying the LTL formula ϕ for an MDP
M under the policy pi∈Π(M).
III. PROBLEM STATEMENT
The first problem we study concerns the synthesis of a
policy that maximizes the entropy of an MDP.
Problem 1: (Entropy Maximization) For a given MDP M,
provide an algorithm to verify whether there exists a policy
pi?∈ΠS(M) such that H(M)=H(M, pi?). If such a policy
exists, provide an algorithm to synthesize it. If it does not
exist, provide a procedure to synthesize a policy pi′∈ΠS(M)
such that H(M, pi′)≥` for a given constant `.
For an MDPM, the synthesis of a policy pi′∈ΠS(M) such
that H(M, pi′)≥` allows one to induce a stochastic process
with the desired level of entropy, even if there exists no
stationary policy that maximizes the entropy of M.
In the second problem, we introduce linear temporal logic
(LTL) specifications to the framework. In particular, we con-
sider the problem of synthesizing a policy that induces a
stochastic process with maximum entropy whose paths satisfy
a given LTL formula with desired probability. The formal
statement of the second problem is deferred to Section VI
since it requires the introduction of additional notations.
IV. ENTROPY MAXIMIZATION FOR MDPS
In this section, we focus on the entropy maximization
problem. We refer to a policy as an optimal policy for an
MDP if it maximizes the entropy of the MDP.
A. The entropy of MCs versus MDPs
For an MC, the local entropy of a state s∈S is defined as
L(s) := −
∑
t∈S
Ps,t logPs,t. (15)
The following proposition characterizes the relationship be-
tween the local entropy of states and the entropy of an MC.
Proposition 2: (Theorem 1 in [2]) For an MC C,
H(C) =
∑
s∈S
L(s)ξs. / (16)
An MC C has a finite entropy if and only if all of its
recurrent states have zero local entropy [2]. That is, H(C)<∞
if and only if for all states s∈S, ξs=∞ implies L(s)=0.
If the entropy of an MC is finite, each recurrent state s∈S
has a single successor state, i.e., |Succ(s)|=1. Consequently,
recurrent states have no contribution to the sum in (8). In this
case, we take the sum in (16) only over the transient states.
For an MDP, different policies may induce stochastic pro-
cesses with different entropies. For example, consider the
MDP given in Fig. 1a and suppose that the action a1 at
state s0 is taken with probability ε. If we let ε range over
[0, 12 ], then the entropy of the resulting stochastic processes
ranges over [0, 1]. The optimal policy for this MDP is
pis0(a1)=pis0(a2)=1/2, which uniformly randomizes actions.
Unlike the MDP given in Fig. 1a, the maximum entropy
of an MDP is not generally achieved by a policy that chooses
available actions at each state uniformly. For example, consider
the MDP given in Fig. 1b. The optimal policy for this MDP
is pis0(a1)=2/3, pis0(a2)=1/3.
Examples given in Fig. 1 show that finding an optimal policy
for an MDP may not be trivial. To analyze the maximum
entropy of an MDP, we first obtain a compact representation
of the maximum entropy as follows. For an MC Mpi induced
from an MDP M by a policy pi∈ΠS(M), let the expected
residence time in a state s∈S be
ξpis :=
∞∑
k=0
(Ppi)ks0,s. (17)
Additionally, let the local entropy of a state s∈S inMpi be
Lpi(s):=−∑t∈S Ppis,t logPpis,t. Then, the maximum entropy of
M can be written as
H(M) = sup
pi∈ΠS(M)
[∑
s∈S
ξpis L
pi(s)
]
. (18)
s0
s1
s2
a1, 1
a2, 1
1
1
(a)
s0
s1
s2a1, 1/3
a1, 2/3
a2, 1
1
1
(b)
Fig. 1: Randomizing actions uniformly at each state may or
may not achieve the maximum entropy. The optimal policy
for the MDP given in (a) is pis0(a1)=pis0(a2)=1/2, and for
the MDP given in (b) is pis0(a1)=2/3, pis0(a2)=1/3.
Note that the right hand side of (18) can still be infinite
or unbounded. We analyze the properties of the maximum
entropy of MDPs in the next section.
B. Properties of the maximum entropy of MDPs
The maximum entropy of an MDP can be infinite or un-
bounded even for simple cases. For example, consider MDPs
given in Fig. 2. For the MDP shown in Fig. 2a, let the action
a2 be taken with probability δ∈(0, 1] in state s0. Then, the
expected residence time ξpis0 in state s0 is equal to
1
δ , and the
entropy of the induced MC Mpi is given by
H(M, pi) = − (1− δ) log(1− δ) + δ log(δ)
δ
, (19)
which satisfies H(M, pi)→∞ as δ→0. Note also that if δ=0,
the entropy of the induced MC is zero due to (16). Hence,
the maximum entropy is unbounded, and there is no optimal
stationary policy for this MDP.
For the MDP given in Fig. 2b, choosing a policy such
that pii(aj)>0 for i=1, 2, j=1, 2 yields ξpis0=ξ
pi
s1=∞ and
Lpi(s0)>0, Lpi(s1)>0. Then, the maximum entropy of this
MDP is infinite, and the maximum can be attained by any
randomized policy.
Examples in Fig. 2 show that we should first verify the
existence of optimal policies before attempting to synthesize
them. We need the following definitions about the structure
of MDPs to state the conditions that cause an MDP to have
finite, infinite or unbounded maximum entropy.
A directed graph (digraph) is a tuple G=(V,E) where V is
a set of vertices and E is a set of ordered pairs of vertices V .
For a digraph G, a path v1v2 . . . vn from vertex v1 to vn is a
sequence of vertices such that (vk, vk+1)∈E for all 1≤k<n.
A digraph G is strongly connected if for every pair of vertices
u, v∈V , there is a path from u to v, and v to u.
A sub-MDP of an MDP is a pair (C,D) where ∅6=C⊆S
and D:C→2A is a function such that (i) D(s)⊆A(s) is non-
empty for all s∈C, and (ii) s∈C and a∈D(s) imply that
Succ(s, a)⊆C. An end component is a sub-MDP (C,D) such
that the digraph induced by (C,D) is strongly connected.
Definition 7: A maximal end component (MEC) (C,D) in an
MDP is an end component such that there is no end component
(C ′, D′) with (C,D) 6=(C ′, D′), and C⊆C ′ and D(s)⊆D′(s)
for all s∈C.
A MEC (C,D) in an MDP is bottom strongly connected
(BSC) if for all s∈C, A(s)\D(s)=∅. For a given state s∈C,
we define the set of all actions under which the MDP can
leave the MEC (C,D) as D0(s):={a∈A(s)|Succ(s, a) 6⊆C}.
Note that in a BSC MEC (C,D), D0(s)=∅ for all s∈C.
s0 s1
a1, 1
a2, 1
1
(a)
s0 s1
a1, 1
a2, 1
a1, 1
a2, 1
(b)
Fig. 2: Examples of MDPs with (a) unbounded maximum
entropy and (b) infinite maximum entropy.
Lemma 1: For an MDP M with MECs (Ci, Di)
i=1, 2, . . . , n, let C:=∪ni=1Ci and D:=∪ni=1Di. Then,
there exists an induced MC Mpi for which a state
s∈C is both stochastic and recurrent if and only if
|∪a∈D(s)Succ(s, a)|>1. /
Theorem 1: For an MDP M with MECs (Ci, Di)
i=1, 2, . . . , n, let C:=∪ni=1Ci and D:=∪ni=1Di. Then, the
following statements hold.
(i) H(M) is infinite if and only if there exists an induced MC
for which a state s∈C is both stochastic and recurrent.
(ii) H(M) is unbounded if and only if |∪a∈D(s)Succ(s, a)|=1
for all s∈C, and there exists a MEC that is not bottom strongly
connected.
(iii) H(M) is finite if and only if it is not infinite and not
unbounded. /
Proofs for above results can be found in Appendix A.
Informally, Theorem 1 states that for an MDP to have finite
maximum entropy, all recurrent states of all MCs that are
induced from the MDP by a stationary policy should be
deterministic. Although necessary conditions for the finiteness
of the maximum entropy is quite restrictive, there are some
special cases, such as stochastic shortest path (SSP) problems
[26], where MDP structures actually satisfy the necessary con-
ditions. Specifically, since all proper policies in SSP problems
are guaranteed to reach an absorbing target state within finite
time steps with probability 1, the problem of synthesizing a
proper policy with maximum entropy has a finite solution.
The following corollary is due to Proposition 1, Theorem
1, and the definition of finite maximum entropy (11).
Corollary 1: If suppi∈Π(M)H(M, pi)<∞, then we have
sup
pi∈Π(M)
H(M, pi) = max
pi∈ΠS(M)
H(M, pi). (20)
We present Algorithm 1 which, for an MDP M, verifies
whether H(M) is finite, infinite or unbounded by checking
the necessary conditions in Theorem 1. ForM, its MECs can
be found in O(|S|2) time [23], Succ(s, a) can be found in
O(|S|2|A|) time, and the necessary conditions can be verified
in O(|S|) time since no state can belong to more than one
MEC. Hence, Algorithm 1 runs in polynomial-time in the size
of M.
Algorithm 1 Verify the properties of the maximum entropy.
Require: M=(S, s0,A,P,AP,L)
Return: R
Find: MECs (Ci, Di), i = 1, ..., n
Find: Succ(s, a) for all s∈S, a∈A(s)
R := ∅;
for i=1, 2, . . . , n do
for s in Ci do
if |∪a∈Di(s)Succ(s, a)|>1 then
R := R ∪ {infinite} ;
if A(s)\Di(s)6=∅ then
R := R ∪ {unbounded} ;
if infinite∈R then R=infinite
else if unbounded∈R then R=unbounded
else R=finite
C. Policy synthesis
We now provide algorithms to synthesize policies that solve
the entropy maximization problem.
1) Finite maximum entropy: We first modify a given MDP
by making all states in its MECs absorbing.
Proposition 3: Let M be an MDP such that H(M)<∞,
(Ci, Di) i=1, 2, . . . , n be MECs in M, C:=∪ni=1Ci, and M′
be the modified MDP that is obtained from M by making
all states s∈C absorbing, i.e., if s∈C, then Ps,a,s=1 for all
a∈A(s) in M′. Then, we have H(M)=H(M′). /
There is a one-to-one correspondence between the paths of
M and M′ since all states in the set C must have a single
successor state in an MDP with finite maximum entropy due
to Theorem 1. Moreover, for a given policy pi′∈ΠS(M′) on
M′, the policy pi∈ΠS(M) induced by pi′ on M is the same
policy with pi′, i.e. pi′=pi. Therefore, we synthesize an optimal
policy for M by synthesizing an optimal policy for M′.
We use the nonlinear programming problem in (21a)-(21g)
to synthesize an optimal policy for M′.
maximize
λ(s,a),λ(s)
−
∑
s∈S\C
∑
t∈S
η(s, t) log
(η(s, t)
ν(s)
)
(21a)
subject to:
ν(s)−
∑
t∈S\C
η(t, s) = α(s) ∀s ∈ S\C (21b)
λ(s)−
∑
t∈S\C
η(t, s) = α(s) ∀s ∈ C (21c)
η(s, t) =
∑
a∈A(s)
λ(s, a)Ps,a,t ∀t ∈ S,∀s ∈ S\C (21d)
ν(s) =
∑
a∈A(s)
λ(s, a) ∀s ∈ S\C (21e)
λ(s, a) ≥ 0 ∀a ∈ A(s),∀s ∈ S\C (21f)
λ(s) ≥ 0 ∀s ∈ C (21g)
The decision variables in (21a)-(21c) are λ(s) for each s∈C,
and λ(s, a) for each s∈S\C and each a∈A(s). The function
α:S→{0, 1} satisfies α(s0)=1 and α(s)=0 for all s∈S\{s0}.
Variables η(s, t) and ν(s) are functions of λ(s, a), and used
just to simplify the notation.
The constraints (21b)-(21c) represent the balance between
the “inflow” to and “outflow” from states. The constraints
(21d) and (21e) are used to simplify the notation and define the
variables η(s, t) and ν(s), respectively. The constraints (21f)
and (21g) ensure that the expected residence time in the state-
action pair (s, a) and the probability of reaching the state s
is non-negative, respectively. We refer the reader to [22], [27]
for further details about the constraints.
Proposition 4: The nonlinear program in (21a)-(21g) is con-
vex. /
The above result indicates that a global maximum for the
problem in (21a)-(21g) can be computed efficiently. We now
introduce Algorithm 2 to synthesize an optimal policy for a
given MDP with finite maximum entropy.
Theorem 2: Let M be an MDP such that H(M)<∞,
(Ci, Di) i=1, 2, . . . , n be MECs in M, and C:=∪ni=1Ci.
Algorithm 2 Synthesize the maximum entropy policy
Require: M=(S, s0,A,P,AP,L) and C.
Return: An optimal policy pi? for M
1: Form the modified MDP M′.
2: Solve (21a)-(21g) for (M′, C), and obtain λ?(s, a).
3: for s∈S do
if s6∈C then
if
∑
a∈A(s) λ
?(s, a)>0 then
pi?s (a):=
λ?(s,a)∑
a∈A(s) λ?(s,a)
else
pi?s (a):=1 for an arbitrary a∈A(s),
else
pi?s (a):=1 for an arbitrary a∈A(s).
For the input (M, C), Algorithm 2 returns an optimal policy
pi?∈ΠS(M) for M, i.e. H(M, pi?)=H(M). /
Proofs for above results can be found in Appendix A.
Computationally, the most expensive step of Algorithm 2 is to
solve the convex optimization problem (21a)-(21g). A solution
whose objective value is arbitrarily close to the optimal value
of (21a) can be computed in time polynomial in the size
of M via interior-point methods [28], [29]. Hence, the time
complexity of Algorithm 2 is polynomial in the size of M.
2) Unbounded maximum entropy: There is no optimal
policy for this case due to (13)-(14). Therefore, for a given
MDPM and a constant `, we synthesize a policy pi∈ΠS(M)
such that H(M, pi)≥`. Let SB be the union of all states in
BSC MECs ofM, which can be found by using Algorithm 1.
We modify the MDPM by making all states s∈SB absorbing
and denote the modified MDP by M′. It can be shown that
H(M′)=H(M) by using arguments similar to the ones used
in the proof of Proposition 3. As the first approach, we solve
a convex feasibility problem. Specifically, we remove the
objective in (21a) and add the constraint
−
∑
s∈S\SB
∑
t∈S
η(s, t) log
(η(s, t)
ν(s)
)
≥ ` (22)
to the constraints in (21b)-(21g). Then, we solve the resulting
convex feasibility problem for (M′, SB , `) and obtain the
desired policy pi by using the step 3 of Algorithm 2.
Recall from Theorem 1 that the unboundedness of the
maximum entropy is caused by the existence of non-BSC
MECs inM′. In particular, we can induce MCs with arbitrarily
large entropy by making the expected residence time in states
contained in non-BSC MECs arbitrarily large. As the second
approach, we bound the expected residence time in states
s∈S\SB inM′ and relax this bound according to the desired
level of entropy. Specifically, we add the constraint∑
s∈S\SB
∑
a∈A(s)
λ(s, a) ≤ Γ (23)
to the problem in (21a)-(21g). For the constraint (23), Γ≥0
is a predefined value and limits the expected residence time
in states s∈S\SB . Let HΓ(M′) denote the maximum entropy
H(M′) of M′ subject to the constraint (23). Then, we have
HΓ(M′) ≥ HΓ′(M′) (24)
for Γ≥Γ′, and HΓ(M′)=∞ for Γ=∞. Therefore, by choosing
an arbitrarily large Γ value, we can synthesize a policy that
induces an MC with arbitrarily large entropy.
3) Infinite maximum entropy: The procedure to synthesize
an optimal policy for MDPs with infinite maximum entropy
is very similar to the ones described in Sections IV-C1 and
IV-C2. Therefore, we provide it in Appendix B.
V. RELATING THE MAXIMUM ENTROPY OF AN MDP WITH
THE PROBABILITY DISTRIBUTION OF PATHS
In this section, we establish a link between the maximum
entropy of an MDP M and the entropy of paths in an MC
Mpi induced from M by a stationary policy pi ∈ ΠS(M).
We begin with an example demonstrating the probability
distribution of paths in an MC induced by a policy that
maximizes the entropy of an MDP. Consider the MDP shown
in Fig. 3a which is used in [2]. The policy that maximizes the
entropy of the MDP is given by pis0(a1)=2/3, pis0(a2)=1/3,
pis1(a1)=pis1(a2)=1/2. The MC induced by this policy is
shown in Fig. 3b. There are three paths that reach the MECs,
i.e., ({s3}, {a1}) and ({s4}, {a1}), of the MDP, each of which
is followed with probability 1/3 in the induced MC, i.e., the
probability distribution of paths is uniform.
Note that for the example given in Fig. 3a, the optimal
policy that maximizes the entropy of the MDP is randomized,
and action-selection at each state is performed in an online
manner. In particular, an agent that follows the optimal policy
chooses its action at each stage according to the outcomes of
an online randomization mechanism. Therefore, it does not
commit to follow a specific path at any state.
To rigorously establish the relation, illustrated in Fig. 3a,
between the maximum entropy of an MDP and the entropy of
paths in an induced MC, we need the following definitions.
A strongly connected component (SCC) V⊆S in an MC
Mpi induced by a policy pi∈ΠS(M) is a maximal set of states
inMpi such that for any s,t∈V , (Ppi)ns,t>0 for some n∈N. A
bottom strongly connected component (BSCC) SB in Mpi is
an SCC such that for all s∈SB , (Ppi)ns,t=0 for all n∈N and
for all t∈S\SB .
In this section, for an induced MC Mpi , we denote the
probability of a path with the finite path fragment s0 . . . sn by
Ppi(s0 . . . sn) :=
∏
0≤k<n
Ppisk,sk+1 , (25)
s0
s1
s2
s3
s4
a1, 1
a2, 1
a1, 1
a2, 1
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Fig. 3: (a) An MDP example [2]. (b) The MC induced by the
policy that maximizes the entropy of the MDP.
which agrees with the probability measure introduced in
Section II. Additionally, if the finite path fragment s0 . . . sn in
Mpi satisfies s0, . . . , sn−1 6∈SB and sn∈SB for some SB⊆S,
we write s0 . . . sn∈(S\SB)?SB .
Definition 8: (Entropy of paths) Let Mpi be an MC induced
from an MDP M by a stationary policy pi∈ΠS(M) and
SB⊆S be the union of all BSCCs inMpi . ForMpi , the entropy
of the paths that start from the initial state and reach a state
in a BSCC in Mpi is defined as
H(Pathspi(M)) :=
−
∑
s0...sn∈T
Ppi(s0 . . . sn) logPpi(s0 . . . sn) (26)
where T :=Pathspifin(M)∩(S\SB)?SB .
A similar definition for the entropy of paths with fixed initial
and final states can be found in [11], [21]. We note that∑
s0...sn∈T
Ppi(s0 . . . sn) = 1, (27)
since any finite-state MC eventually reaches a BSCC [23]. The
following lemma establishes a relation between the entropy of
paths and the entropy of an induced MC.
Lemma 2: Let M be an MDP such that H(M, pi)<∞ for
any pi∈ΠS(M). Then, for any pi∈ΠS(M), we have
H(Pathspi(M)) = H(M, pi). / (28)
A proof for Lemma 2 can be found in Appendix A. Finally,
from the definition of the properties of the maximum entropy,
Proposition 1 and Lemma 2, we conclude that, if an MDPM
has non-infinite maximum entropy, then we have
H(M) = sup
pi∈ΠS(M)
H(Pathspi(M)). (29)
The equality in (29) states that, for an MDP with non-infinite
maximum entropy, a policy that maximizes the entropy of
the MDP induces an MC with maximum entropy of paths
among all MCs that can be induced from the MDP. Moreover,
considering (27), such a policy maximizes the randomness of
all paths with non-zero probability in an induced MC.
VI. CONSTRAINED ENTROPY MAXIMIZATION FOR MDPS
In this section, we consider the problem of maximizing the
entropy of an MDP subject to an LTL constraint. We note that
stationary policies are not sufficient to satisfy LTL constraints
in general [23]. Therefore, to be consistent with our definition
of maximum entropy (10), we first introduce the product MDP,
over which LTL constraints are transformed into reachability
constraints for which stationary policies are sufficient.
A. Product MDP
We construct an MDP that captures all paths of an MDP
M satisfying an LTL specification ϕ by taking the product of
M and the DRA Aϕ corresponding to the specification ϕ.
Definition 9: (Product MDP) Let M=(S, s0,A,P,AP,L)
be an MDP and Aϕ=(Q, q0, 2AP , δ, Acc) be a DRA. The
product MDP Mp=M⊗Aϕ=(Sp, s0p ,A,Pp,Lp, Accp) is a
tuple where
• Sp=S×Q,
• s0p = (s0, q) such that q = δ(q0,L(s0)),
• Pp((s, q), a, (s′, q′))=
{
Ps,a,s′ if q′ = δ(q,L(s′))
0 otherwise,
• Lp((s, q)) = {q},
• Accp={(Jp1 ,Kp1 ), . . . , (Jpk ,Kpk)} where Jpi =S×Ji and
Kpi =S×Ki for all (Ji,Ki)∈Acc and for all i=1, . . . , k.
The product MDP Mp may contain unreachable states
which can be found in time polynomial in the size of Mp
by graph search algorithms, e.g., breadth-first search. Such
states have no effect in the analysis of MDPs, and hence, can
be removed from the MDP. We hereafter assume that there is
no unreachable state in Mp.
There is a one-to-one correspondence between the paths of
Mp and M [23]. Moreover, a similar one-to-one correspon-
dence exists between policies onMp andM. More precisely,
for a given policy pip={µp0, µp1, . . .} onMp, we can construct
a policy pi={µ0, µ1, . . .} onM by setting µi(si)=µpi ((si, qi)).
For a given policy pip∈ΠS(Mp) onMp, the policy pi∈Π(M)
constructed in this way is a non-stationary policy [23].
Let pip∈ΠS(Mp) be a policy on Mp and pi∈Π(M) be
the policy on M constructed from pip through the procedure
explained above. The paths of the MDP M under the policy
pi satisfies the LTL specification ϕ with probability of at least
β, i.e., PrpiM(s0|=ϕ)≥β, if and only if the paths of the product
MDPMp under the policy pip reaches accepting MECs inMp
with probability of at least β and stays there forever [23].
Definition 10: (Accepting MEC) A MEC (C,D) in a product
MDP Mp with the set of accepting state pairs Accp is
an accepting MEC if for some (Jp,Kp)∈Accp, Jp 6∈C and
Kp∈C.
Informally, accepting MECs are sets of states where the
system can remain forever, and where the set Kp is visited
infinitely often and the set Jp is visited finitely often.
B. Constrained Problem
In this section, we formally state the constrained entropy
maximization problem. Recall that, for an MDP M, the
problem of synthesizing a policy pi∈Π(M) that satisfies
an LTL formula ϕ with probability of at least β, i.e.,
PrpiM(s0|=ϕ)≥β, is equivalent to the problem of synthesizing
a policy pi∈ΠS(Mp) that reaches the accepting MECs inMp
with probability of at least β and stays there forever.
Our objective is to synthesize a policy that induces a
stochastic process with maximum entropy whose paths satisfy
the given LTL specification with desired probability. To this
end, we synthesize a policy pi∈ΠS(Mp) on Mp that reaches
the accepting MECs in Mp with probability of at least β and
stays there forever.
We first partition the set Sp of states of Mp into three
disjoint sets as follows. We let B be the set of all states
in accepting MECs in Mp, and S0 be the set of all states
that have zero probability of reaching the set B. Finally, we
let Sr=Sp\{B ∪ S0} be the set of all states that are not in
an accepting MEC in Mp and have nonzero probability of
reaching the set B. These sets can be found in time polynomial
in the size of Mp by graph search algorithms [23].
Problem 2: (Constrained Entropy Maximization) For a
product MDP Mp, verify whether there exists a policy
pi?∈ΠS(Mp) that solves the following problem:
maximize
pi∈ΠS(Mp)
H(Mp, pi) (30a)
subject to: PrpiMp(s0 |= ♦B) ≥ β (30b)
where PrpiMp(s0|=♦B) denotes the probability of reaching the
set B from the initial state in Mp under the policy pi. If
such a policy exists, provide an algorithm to synthesize it.
If it does not exist, provide a procedure to synthesize a policy
pi′∈ΠS(Mp) such that Prpi
′
Mp(s0 |= ♦B)≥β and H(M, pi′)≥`
for a given constant `.
Note that if a policy that solves the problem in (30a)-(30b)
chooses the actions in states s∈B such that they form a BSCC
in the induced MC, then the resulting policy ensures that the
paths of the induced MC visit the states inside the set B
infinitely often and thus satisfies ϕ [23].
C. Policy synthesis
In this section, for a product MDP Mp and
its state partition Sp=B∪S0∪Sr, we assume that
0<β≤maxpi∈Π(M) PrpiMp(s0|=♦B), which can be verified in
polynomial time by solving a linear optimization problem as
shown in [22], [23]. We refer to a policy pi∈ΠS(Mp) as an
optimal policy if it is a solution to the problem in (30a)-(30b)
and chooses the actions in states s∈B such that they form a
BSCC in the induced MC.
For the synthesis of an optimal policy, we consider three
cases according to the maximum entropy H(Mp) of Mp,
namely, finite, unbounded and infinite.
1) Finite maximum entropy: Let (Ci, Di) i=1, 2, . . . , n
be the MECs in Mp, C:=∪ni=1Ci, and D:=∪ni=1Di. We
form the modified product MDP M′p by making all states
s∈C absorbing in Mp. We have H(M′p)=H(Mp) due to
Proposition 3. Recall that for a state s∈C, the variable λ(s)
in (21a)-(21g) represents the probability of reaching the state
s from the initial state [22]. Hence, we append the constraint∑
s∈B
λ(s) ≥ β (31)
to the problem in (21a)-(21g) in order to obtain a policy that in-
duces an MC whose paths satisfy ϕ with probability of at least
β. Noting that β≤∑s∈B λ(s)≤maxpi∈Π(M) PrpiMp(s0|=♦B),
the resulting optimization problem always has a solution since
its feasible set constitutes a closed compact set when the
product MDP has finite maximum entropy.
The procedure to obtain a policy pi?p∈ΠS(Mp) that solves
the problem in (30a)-(30b) for Mp with finite maximum
entropy is as follows. First, we find MECs (C,D) in Mp
and form the modified MDP M′p by making all states s∈C
absorbing. Second, we solve the problem in (21a)-(21g) for
(M′p, C, β) with the additional constraint (31). Finally, we use
step 3 of Algorithm 2 to synthesize the policy pi?p∈Π(Mp).
Note that the constructed policy ensures that, once reached,
the system stays in the set B forever, since all MECs in Mp
with finite maximum entropy are bottom strongly connected.
2) Unbounded maximum entropy: In this case, the product
MDP Mp contains a non-BSC MEC due to Theorem 1. We
assume that there is only one non-BSC MEC in Mp, and
it is contained in Sr. We first form the modified product
MDP M′p by making all states in BSC MECs in Mp
absorbing. Note that H(M′p)=H(Mp). Let SB denote the
union of all absorbing states in M′p. We verify the existence
of a solution to the problem in (30a)-(30b) by solving the
problem in (21a)-(21g) for (M′p, SB , β) with the additional
constraint (31). If the optimum value of the resulting problem
is bounded, then we synthesize an optimal policy through
step 3 of Algorithm 2. If it is not bounded, then there exists
no optimal policy, in which case for a given constant `, we
synthesize a policy pi?∈ΠS(Mp) such that H(Mp, pi?)≥` and
Prpi
?
Mp(s0 |= ♦B)≥β by employing two different approaches.
As the first approach, we solve a convex feasibility problem.
Specifically, for the problem in (21b)-(21g), we remove the
objective (21a) and append the constraints (22) and (31) to
the problem. Then, we solve the resulting convex feasibility
problem for (M′p, SB , `, β), and using step 3 of Algorithm
2, obtain a policy pi?p∈ΠS(Mp) such that H(Mp, pi?p)≥` and
Pr
pi?p
Mp(s0|=♦B) ≥ β.
The second approach to obtain an induced MC with arbi-
trarily large entropy, whose paths satisfy the LTL specification
with desired probability, is to bound the expected residence
time in states s∈Sp\SB and relax this bound according to the
desired level of entropy. Specifically, we solve the problem in
(21a)-(21g) for (M′p, SB , β,Γ) together with the constraints
(23) and (31), where Γ is as defined in Section IV-C2. Then,
by choosing an arbitrarily large Γ value, we obtain an induced
MC with the desired level of entropy.
Finally, to ensure that the paths of the MC that is induced by
the synthesized policy satisfies the LTL specification ϕ with
desired probability, we choose actions in states s∈B such that
Succ(s)⊆B.
3) Infinite maximum entropy: For product MDPs with in-
finite maximum entropy, the verification of the existence and
the synthesis of an optimal policy are achieved by procedures
that are very similar to the ones presented in Sections VI-C1
and VI-C2. Hence, we provide the analysis for product MDPs
with infinite maximum entropy in Appendix B.
VII. EXAMPLES
In this section, we illustrate the proposed methods on
different motion planning scenarios. All computations are
run on a 2.2 GHz dual core desktop with 8 GB RAM. All
optimization problems are solved by using the splitting conic
solver (SCS) [30] in CVXPY [31]. For all LTL specifications,
we construct deterministic Rabin automata using ltl2dstar [32].
In most motion planning scenarios, an agent can return to
its current position by following different paths. Therefore, in
general, the maximum entropy of an MDP that models the
motion of an agent is either unbounded or infinite. However,
as explained in Section IV-C and shown in the following
examples, a policy that induces a stochastic process with an
arbitrarily large entropy can easily be obtained by introducing
constraints on the expected residence time in certain states.
Additional motion planning examples are provided in [17].
A. Relation between entropy and exploration
Randomizing an agent’s paths while ensuring the comple-
tion of a task is important for achieving a better exploration of
the environment [14] and obtaining a robust behavior against
transition perturbations [15]. In this example, we demonstrate
how the proposed method randomizes the agent’s paths de-
pending on the expected time until the completion of the task.
Environment: We consider the grid world shown in Fig. 4
(left). The agent starts from the brown state. The red and green
states are absorbing, i.e., once entered those states cannot be
left. The agent has four actions in all other states, namely left,
right, up and down. At each state, a transition to the chosen
direction occurs with probability (w.p.) 0.7, and the agent slips
to each adjacent state in the chosen direction w.p. 0.15. If the
adjacent state in the chosen direction is a wall, e.g. up in brown
state, a transition to the chosen direction occurs w.p. 0.85. If
the state in the chosen direction is a wall, e.g., left in brown
state, the agent stays in the same state w.p. 0.7 and moves to
each adjacent state w.p. 0.15.
Task: The agent’s task is to reach and stay in the green
state, labeled as T , while avoiding the red states, labeled as
B. Formally, the task is ϕ=¬B ∧ ♦T .
We form the product MDP for the given task. It has 484
states, 1196 transitions, 10 MECs, and the average number of
states in each MEC is 23. We require the agent to complete the
task w.p. 1, i.e., PrpiM(s0|=ϕ)=1. The maximum entropy of the
product MDP subject to the LTL constraint is unbounded. The
minimum expected time Γ required to complete the task ϕ is
roughly 14 time steps, which can be computed by replacing the
objective in (21a) with “minimize
∑
s∈Sr
∑
a∈A(s) λ(s, a)”
and appending (31) to the constraints in (21b)-(21g).
We synthesize two policies for two different expected times
until the completion of the task. First, we synthesize a policy
by requiring the agent to complete the task as fast as possible,
i.e., Γ=14 time steps. Then, we synthesize a policy by
allowing the agent to spend more time in the environment until
the completion of the task, i.e., Γ=60 time steps. Solving the
convex optimization problems take 122 and 166 seconds for
Γ=14 and Γ=60 time steps, respectively.
The expected residence time in states for the induced MCs
are shown in Fig. 5. We remind the reader that the environment
is given in Fig. 4 (left). When the agent is given the minimum
time Γ=14 time steps (left) to complete the task, it follows
only the shortest paths, and therefore, cannot explore the
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Fig. 4: Grid world environments. The brown (S) and green (T)
states are the initial and target states, respectively. The red (B)
states are absorbing.
Fig. 5: The expected residence time in states for different
expected times Γ until the completion of the task in the same
environment. (Left) Γ=14 time steps, i.e., the minimum time
required to complete the task with probability 1. (Right) Γ=60.
environment. On the other hand, as it is allowed to spend
more time, i.e., Γ=60 time steps (right), in the environment,
it visits different states more often and utilizes different paths
to complete the task. Consequently, the synthesized policy
enables the continual exploration of the environment while
ensuring the completion of the task.
B. Relation between entropy and predictability
In this example, we consider an agent whose aim is to
complete a task while leaking minimum information about its
paths to an observer. We illustrate how the restrictions applied
to the agent’s paths by the task affect the predictability.
Environment: We consider the grid world shown in Fig. 4
(right). The agent starts from the brown (S) state. The red (B)
states and green (T) state are absorbing. The agent has four
actions in all other states, namely left, right, up and down. A
transition to the chosen direction occurs w.p. 1 if the state in
that direction is not a wall. If it is a wall, e.g., left direction
in brown state, the agent stays in the same state w.p. 1.
Tasks: We consider five increasingly restrictive task specifi-
cations for the agent which are listed in Table I. The first task
ϕ1 is to reach and stay in the T state while avoiding all red
states. The second task ϕ2 requires the agent to visit R4 state
before completing the first task. The third task ϕ3 requires the
agent to visit R3 state before completing the second task and
so on.
TABLE I: The agent’s tasks.
ϕ1=¬Red ∧ ♦T
ϕ2=¬Red ∧ ♦R4 ∧ ♦T
ϕ3=¬Red ∧ ♦(R3 ∧ ♦R4) ∧ ♦T
ϕ4=¬Red ∧ ♦(R2 ∧ ♦(R3 ∧ ♦R4)) ∧ ♦T
ϕ5=¬Red ∧ ♦(R1 ∧ ♦(R2 ∧ ♦(R3 ∧ ♦R4))) ∧ ♦T
Observer: There is an observer that aims to predict the
agent’s paths in the environment. The observer is aware of the
agent’s task, knows the transition probabilities exactly, and
runs yes-no probes in each state to determine the successor
state of the agent, i.e., probes that return an answer yes if the
agent moves to the predicted successor state and no otherwise.
The average number of yes-no probes run in a state is the
expected number of observations needed by the observer to
determine the correct successor state in that state [12]. The
observer uses the Huffman procedure [33] to minimize the re-
quired number of probes. Let Ps=(Ps,1,Ps,2, . . . ,Ps,n) be the
transition probabilities from state s to successor states sorted
in decreasing order. The number of yes-no probes run in state
s is denoted by Υs=Ps,1 + . . .+ (n−1)Ps,n−1+(n−1)Ps,n.
The expected number of observations required to determine
the agent’s path is given by Oavg=
∑
s ξsΥs, which weighs
the required number of probes in each state with the expected
residence time in the state. We refer the reader to [12] for
further details about the observer model.
We form product MDPs for all tasks. The product MDP
with the maximum number of states and transitions is the one
constructed for the task ϕ5. It has 800 states, 2138 transitions,
12 MECs, and the average number of states in each MEC is
29. For each task, we require the agent to complete the task
w.p. 1. The maximum entropy of all product MDPs subject to
corresponding LTL constraints are unbounded. We bound the
expected time until the completion of any task by taking Γ=33
time steps, which is the minimum expected time required to
complete the task ϕ5, i.e., the most restrictive task. For each
task, we synthesize a policy for the agent using the procedure
explained in Section VI. The longest computation time, which
is for ϕ5, is 15.2 seconds.
The entropy of Markov chains induced by the synthesized
policies and the average number of observations required to
predict the agent’s paths are shown in Fig. 6. As the task
imposes more restrictions on the agent’s paths, the entropy
of the induced MC decreases and the prediction requires
less observations in average. Additionally, as can be seen in
Fig. 6, the required numbers of observation for ϕ4 and ϕ5
are significantly smaller than those for ϕ1, ϕ2 and ϕ3. This
decrease is due to that these tasks force the agent to follow an
“S-shaped” path in a restricted time, i.e. Γ = 33 time steps.
For these tasks, although the agent still randomizes its paths
to some extent, better predictability results cannot be obtained
due to time restrictions.
Fig. 6: The relation between the maximum entropy of an
MDP subject to an LTL constraint and the required number
of observations to predict the agent’s paths.
C. Predictability in a randomly generated MDP
In this example, we investigate the relation between the
probability of completing a task and the predictability of paths.
We also evaluate the proposed algorithm against the algorithms
introduced in [12].
Environment: We generate an MDP with 200 states, where
each state has 8 randomly selected successor states. We choose
four states, make them absorbing, and label three of them as
“unsafe” states and the remaining one as the “target” state.
The agent has 5 actions at each state, for which the transition
probabilities to successor states are assigned randomly.
Task: The agent’s task is to reach the target state while
avoiding the unsafe states, i.e., ϕ=¬unsafe ∧ ♦target.
Observer: We use the same observer model introduced in
Section VII-B.
Policies: We compare the proposed method with weighted
maximum entropy (WME) and binary search for random-
ization linear programming (BRLP ) algorithms which are
introduced in [12] for randomizing an agent’s policy to min-
imize predictability. We note that in [12], the authors claim
that WME algorithm is non-convex and cannot be solved in
polynomial time. However, its convexity can be proven by
Proposition 4 since it solves a special case of the convex
optimization problem given in (21), i.e., it is equivalent to
problem in (21) when transition probabilities are either 0 or 1.
We refer the reader to [12] for further details about the WME
and BRLP algorithms.
We form the product MDP. It has 800 states, 2172 transi-
tions and 5 MECs each of which contains a single state. The
maximum probability of completing the task ϕ is obtained as
β=0.75 by solving a linear programming problem introduced
in [22]. The maximum entropy of the product MDP subject to
the LTL constraint PrpiM(s0|=ϕ)≥β is unbounded for all β>0.
We fix the expected time until the completion of the task to
Γ=200 time steps, and synthesize policies for different values
of β. Solving the optimization problems takes at most 150,
155, and 92 seconds for the proposed method, WME and
BRLP algorithms, respectively.
The required number of observations to predict the agent’s
paths for different β values are shown in Fig. 7. As the
probability of completing the task decreases, the randomness
of the agent’s paths increases and the prediction requires more
observations in average. Therefore, there is a trade-off between
the probability of satisfying the task and the randomness of
the paths. Additionally, the proposed method (green) requires
two times more observations than the BRLP algorithm (red)
when β=0.5. Note also that the WME algorithm (blue)
cannot achieve better predictability results than the proposed
method because it does not exploit the inherent stochasticity
in the environment and rely solely on the randomization of
the agent’s actions to generate unpredictable paths.
Fig. 7: The trade-off between the probability of completing the
task and the predictability of paths. BRLP and WME are
algorithms proposed in [12] to randomize the agent’s actions.
VIII. CONCLUSIONS AND FUTURE WORK
We showed that the maximum entropy of an MDP can
be either finite, infinite or unbounded, and presented an
algorithm to verify the property of the maximum entropy for
a given MDP. We presented an algorithm, based on a convex
optimization problem, to synthesize a policy that maximizes
the entropy of an MDP. For MDPs with non-infinite maximum
entropy, we established the equivalence between the maximum
entropy of an MDP and the maximum entropy of paths in
the MDP. Finally, we provided a procedure to obtain a policy
that maximizes the entropy of an MDP while ensuring the
satisfaction of a temporal logic specification with desired
probability.
An interesting future direction is to include adversaries
to the framework by modeling the problem as a two-player
game. Being informed about the aims and capabilities of
rational/irrational adversaries in the environment, an agent
may want to explore its environment while avoiding the
threats caused by adversaries. Another future direction may
be to extend this work to multi-agent scenarios by describing
the tasks, and communication and coordination constraints
between the agents as temporal logic specifications.
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APPENDIX A
We first define the hitting probability of a set of states
in an MC Mpi induced from an MDP M by a pol-
icy pi∈ΠS(M). If a sequence sksk+1 . . . sn in Mpi of
states satisfies sk∈B, sk+1, . . . sn−1 6∈A and sn∈A, we write
sksk+1 . . . sn∈B(S\A)?A.
Definition 11: For an induced MC Mpi , the hit-
ting probability of a set A of states from a set B
of states is ρpi(B,A):=
∑
sk...sn∈T
∏
k≤i<n Ppisi,si+1 where
T=B(S\A)?A.
Proof of Proposition 1 If suppi∈ΠS(M)H(M, pi)=∞,
equality follows from the fact that ΠS(M)⊆Π(M). If
suppi∈ΠS(M)H(M, pi)<∞, the result follows from Proposi-
tion 3 in this paper, Proposition 35 in [3], and Proposition 2 in
[34]. Specifically, H(M, pi) can be written as an expected total
cost with respect to a specific cost function on an MDP with a
compact action set [3], Proposition 3, together with Theorem
1, implies that every stationary policy on this MDP is proper,
i.e., all stochastic processes induced by stationary policies are
guaranteed to reach an absorbing state within finite time step,
and finally, the sufficiency of stationary policies to minimize
the expected total cost on this MDP follows from [34].
Proof of Lemma 1: We prove the sufficiency by contradiction
and the necessity by construction.
(⇒) To obtain a contradiction, assume there exists a state
s∈C that satisfies |∪a∈D(s)Succ(s, a)|=1 and is both stochas-
tic and recurrent in an MC Mpi induced by a stationary
policy pi∈ΠS(M). Since the state s is stochastic in Mpi and
|∪a∈D(s)Succ(s, a)|=1, the policy pi satisfies pis(a2)>0 for
some action a2∈D0(s). Therefore, there exists a state t in
Mpi such that t∈Succ(s)\C by the definition of D0(s).
Let u=Ppis,t>0. Then, for all k∈N, (Ppi)ks,s≤ (1−u′)k for
some 0<u′≤u. (Note that if u′=0 for some k∈N, then there
exists a path that starts from the state s, visits the state t and
returns to the state s with probability 1. However, in this case
we should have t∈C.) As a result,
ξpis = ρ
pi(s0, s)
∞∑
k=0
(Ppi)ks,s ≤
∞∑
k=0
(1− u′)k = 1
u′
<∞, (32)
where we use the fact that the hitting probability satisfies
ρpi(s0, s)≤1. This raises a contradiction since the state s is
recurrent, and it must satisfy ξpis =∞.
(⇐) Suppose there exists a state s∈C such that
|∪a∈D(s)Succ(s, a)|>1. Then, either (i) there exist actions
ai,aj∈D(s) such that Succ(s, ai)\Succ(s, aj)6=∅, or (ii) there
exists an action ai∈D(s) such that |Succ(s, ai)|>1. For case
(i), we construct a policy pi∈ΠS(M) such that pis(ai)>0
and pis(aj)>0 in the state s, and pis′(a)=1 for some action
a∈D(s′) in states s′∈C\{s}. Note that such actions exist by
the definition of MEC. Finally, in states t 6∈C, we choose
actions such that the state s is reachable from the initial
state. In the MC Mpi induced by pi, the state s is an
element of a bottom strongly connected component (BSCC)
and |Succ(s)|>1. Hence, it is both recurrent and stochastic.
For the case (ii), we choose a policy pi∈ΠS(M) such that
pis(ai)=1 in the state s and pis′(a)=1 for some a∈D(s′) in
states s′∈C\{s}. In Mpi , the state s belongs to a BSCC and
has multiple successor states. Hence, it is both recurrent and
stochastic. 
Proof of Theorem 1: We first prove the necessary and
sufficient conditions for an MDP to have infinite or unbounded
maximum entropy. Then, we show that if the maximum
entropy is not infinite and not unbounded, then it is finite and
attainable by a stationary policy.
Infinite maximum entropy. We prove that the maximum
entropy of an MDP M is infinite if and only if there exists
a state s∈C such that |∪a∈D(s)Succ(s, a)|>1, and conclude,
by Lemma 1, that the claim holds.
(⇒) The proof is by contradiction. Assume
that the maximum entropy of M is infinite, i.e.
maxpi∈ΠS(M)H(M, pi)=∞, and |∪a∈D(s)Succ(s, a)|=1
for all states s∈C. We consider two cases: (i) D0(s)=∅ for
all s∈C, and (ii) D0(s)6=∅ for some s∈C.
Case (i): Suppose that D0(s)=∅ for all s∈C. Then,
for an arbitrarily chosen MC Mpi induced by a policy
pi∈ΠS(M), we have |Succ(s)|=1 for all s∈C. Hence,
for Mpi , Lpi(s)=0 for all s∈C due to (15). Recall that
H(M, pi)<∞ if and only if for all s∈S, ξpis =∞ implies
Lpi(s)=0 [2], and note that, if ξpis =∞, then s∈C. Conse-
quently, we have H(M, pi)<∞ for any MC Mpi′ induced
by a policy pi′∈ΠS(M) since we chooseMpi arbitrarily. This
implies that maxpi∈ΠS(M)H(M, pi)<∞ and raises a contra-
diction since for an MDP with infinite maximum entropy, we
have maxpi∈ΠS(M)H(M, pi)=∞.
Case (ii): Suppose that D0(s)6=∅ for some s∈C. For an
arbitrarily chosen induced MC Mpi , the local entropy of
any state s∈S is bounded by Lpi(s)≤log|S| [2]. We assume,
without loss of generality, that for all states s∈C, |Succ(s)|>1
for Mpi . (If |Succ(s)|=1, the state s has no contribution to
the entropy of Mpi due to (8).) Recalling (32), for any s∈C,
there exists a constant us>0 such that ξpis≤ 1us . Then, for anyMpi , ξpis≤ 1u′ for all s∈C, where u′=min{us: ξpis≤ 1us , s∈C}.
We now consider the states s′ 6∈C. For any state s′ 6∈C,
Ps′as′<1 for all a∈A(s′) since otherwise the state s′ must
belong to a MEC. Then, there exists a constant u′′>0 such
that ξpis′≤ 1u′′ for all s′ 6∈C for any induced MC Mpi . As a
result,
H(M, pi) =
∑
s∈S
Lpi(s)ξpis =
∑
s∈C
Lpi(s)ξpis +
∑
s6∈C
Lpi(s)ξpis ,
≤ |S| log|S|
u′
+
|S| log|S|
u′′
<∞,
for any induced MCMpi and for some u′, u′′>0. This implies
maxpi∈ΠS(M)H(M, pi)<∞ and raises a contradiction.
(⇐) Using the proof of Lemma 1, we can construct a
policy for which the induced MC contains a state that is both
stochastic and recurrent. By Corollary 1 in [2], the entropy of
the induced MC is infinite.
Unbounded maximum entropy. (⇒) The proof is by
contradiction. Assume that the maximum entropy of
M is unbounded, and there exists s∈C such that
|∪a∈D(s)Succ(s, a)|>1 or all MECs inM are bottom strongly
connected. First, suppose that H(M) is unbounded and there
exists s∈C such that |∪a∈D(s)Succ(s, a)|>1. Then, by case
(i) of Theorem 1, the maximum entropy of M is infinite,
which is a contradiction. Second, suppose that H(M) is
unbounded and all MECs inM are bottom strongly connected.
Then, H(M, pi)<∞ for all pi∈ΠS(M) by the definition of
unboundedness. Using case (i) of Theorem 1, we conclude
that there is no state in MECs that is both stochastic and
recurrent in an induced MC Mpi . Consequently, all states
s∈C are deterministic for any induced MC since D0(s)=∅
and |∪a∈D(s)Succ(s, a)|=1 for all s∈C. This implies that
Lpi(s)=0 for all s∈C. Since every state s′ 6∈C satisfies
Ps′,a,s′<1 for all a∈A(s′), there exists a constant u?>0 such
that for all s′ 6∈C and for all pi∈ΠS(M), ξpis′≤ 1u? . As a result,
H(M, pi) =
∑
s∈S
Lpi(s)ξpis =
∑
s6∈C
Lpi(s)ξpis ≤
|S| log|S|
u?
for any policy pi∈ΠS(M). Hence, the maximum entropy
is bounded. Since we assumed at the beginning that the
maximum entropy is unbounded, this raises a contradiction.
(⇐) The proof is by construction. Suppose that M
has a MEC C? which is not bottom strongly connected.
Then, there exists a state s∈C? such that D0(s)6=∅. Let
R=Succ(s, ai)\C? for ai∈D0(s), i.e., the set of states that
are reachable from the state s and do not belong to the MEC
C?. We construct a policy pi∈ΠS(M) such that, for the state s,∑
t∈R Ppis,t=, and for states s′∈C?\{s}, pis′(a)=1, for some
a∈D(s′). For states s′′ 6∈ C?, we choose actions so that state
s is reachable from the initial state in the induced MC Mpi .
The induced MC Mpi has the property that ρpi(t, s)=1 for
all t∈C?\{s} and ρpi(s, s)=1−′ for some 0<′≤. Here, we
note that state s is not recurrent in Mpi .
Since states s∈C? are reachable from the initial state in
Mpi , we have ρpi(s0, s)>0. Additionally, K:={k|(Ppi)ks0,s>0}
is non-empty. Let k?:=min(K) and ρ:=(Ppi)k?s0,s. Then, we
have ρ≤ρ(s0, s) because ρ only includes the first hitting
probability. Moreover, the state s satisfies ρpi(s, s)=1−′<1.
Then, ξpis =
ρpi(s0,s)
1−ρpi(s,s)≥ ρ′≥ρ , where the equality is a well-
known result for finite-state MCs [35], [36].
The local entropy of the state s is the smallest when it
has two outgoing transitions, one with probability  to a
state t∈R and the other with probability 1− to a state in
C? [2]. (It can be imagined as a Bernoulli random variable
with parameter  where  can be arbitarily small.). Hence,
Lpi(s)≥−(( log )+((1−) log(1−))). As a result,
Lpi(s)ξpis ≥ −
ρ(( log ) + ((1− ) log(1− )))

. (33)
Note that lim→0+ Lpi(s)ξpis =∞. Therefore, for any policy
pi∈ΠS(M), it is always possible to find another policy
pi′∈ΠS(M) that induces an MC with a greater entropy. Hence,
the maximum entropy of the MDP is unbounded.
Finite maximum entropy. (⇐) The result follows from the
definition of the finite maximum entropy.
(⇒) Assume that the maximum entropy is not infinite and
not unbounded. Hence, H(M)=suppi∈Π(M)H(M, pi)<∞
which implies that, for any policy pi∈ΠS(M), H(M, pi)<∞.
Then, for all states s∈C, |∪a∈D(s)Succ(s, a)|=1 and all
MECs are BSC by cases (i) and (ii) of Theorem 1, respectively.
As a result, for all s∈C, we have Lpi(s)=0 for any pi∈ΠS(M),
and hence, H(M, pi) = ∑s∈S\C ξpis Lpi(s) for any pi∈ΠS(M).
Suppose that there exists a state s∈S\C such that
ξpis =0 for some pi∈ΠS(M). Then, for the induced MC
Mpi , ξpis Lpi(s)=0 since Lpi(s)≤log|S| is bounded. There-
fore, without loss of generality, we can neglect unreach-
able states in any induced MC Mpi and assume ξpis>0
for all states s∈S\C. We pick an arbitrary state s∈S\C
and an arbitrary policy pi∈ΠS(M), and define a new func-
tion λpi(s, a)=
∑∞
k=0(Ppi)ks0,spis(a)=ξpis pis(a) which satisfies
λpi(s, a)≥0 and ξpis =
∑
a∈A(s) λ
pi(s, a). Note that ξpis<∞
since the state s∈S\C is transient in Mpi . We also have
pis(a)=
λpi(s,a)∑
a∈A(s) λpi(s,a)
since ξpis =
∑
a∈A(s) λ
pi(s, a)>0 for
reachable states. Plugging ξpis and pis(a) into (18), we obtain
H(M) = sup∑
a∈A(s) λ
pi(s,a)>0
λpi(s,a)≥0
−
∑
s∈S\C
∑
t∈S
[ ∑
a∈A(s)
λpi(s, a)Ps,a,t
]
log
[∑
a′∈A(s) λ
pi(s, a′)Ps,a′,t
]
[∑
a′′∈A(s) λpi(s, a
′′)
] .
(34)
Let M :=suppi∈Π(M)
∑
a∈A(s) λ
pi(s, a)<∞. Then, the func-
tion H(M) is continuous in λpi(s, a) and bounded over the re-
gion R:={(λpi(s, a))a∈A(s)|λpi(s, a)≥0,
∑
a∈A(s) λ
pi(s, a) ≤
M} where, if ∑a∈A(s) λpi(s, a)=0, we use the conven-
tion 0 log 00=0 which preserves continuity. Note that the
set R is closed. It is also compact since we have
maxpi∈Π(M) ξpis =suppi∈Π(M) ξ
pi
s for all s∈S\C, which can
be shown by formulating a reward maximization problem
and noting that the maximum expected reward is attainable
by deterministic stationary policies. We omit the explicit
construction of the reward maximization problem here for
brevity and refer the reader to Chapter 2 in [26] for details.
Finally, since we have a continuous function maximized over
a compact set in the right hand side of (34), the supremum is
achievable. 
Proof of Proposition 3: Since M has a finite maximum
entropy, all states s∈C have a single successor state, i.e.,
|Succ(s, a)|=1, due to Theorem 1. Additionally, all MECs
are BSC due to Theorem 1. Hence, all states s∈C are either
unreachable or recurrent, and have zero local entropy Lpi(s)=0
in any MC Mpi induced by a policy pi∈ΠS(M). Recall that
for MCs with finite total entropy, the sum in (16) is taken only
over the transient states. Therefore, changing the successors of
the states s∈C does not affect the maximum entropy of M
as long as the conditions |Succ(s, a)|=1 and Succ(s, a)⊆C
are not violated. Making states in MECs absorbing does not
violate these conditions, and hence, the result follows.
Proof of Proposition 4: All constraints are affine in vari-
ables λ(s, a) and λ(s). Hence, we need only to show
that the objective function is concave over the domain
λ(s, a)≥0. For a given state s∈S\C, define the vectors
Γs=(η(s, t))t∈S and N s=ν(s)1 where 1∈Rn. Recalling that
η(s, t) and ν(s) are functions of λ(s, a), we define the func-
tion f(Γs,N s):=
∑
t∈S η(s, t) log
(
η(s,t)
ν(s)
)
over the domain
ν(s)=
∑
a∈A(s) λ(s, a)≥0 and use the convention (based on
continuity arguments) that f(Γs,0)=0.
The function f(Γs,N s) is the relative entropy between the
vectors Γs and N s, and thus, it is convex over the domain∑
a∈A(s) λ(s, a)>0 [37]. Moreover, since ν(s)≥η(s, t)≥0
for all s∈S\C and t∈S, f(Γs,N s)≤0 for all s∈S\C.
Therefore, for states s∈S\C, we can include the point∑
a∈A(s) λ(s, a)=0 to the domain over which the function
f is convex. Now, note that the objective function in (21a)
is equal to
∑
s∈S\C −f(Γs,N s). Since the sum of convex
functions is convex and the negation of a convex function is
concave [37], the objective function (21a) is concave over the
domain λ(s, a)≥0.
Proof of Theorem 2: Assuming H(M)<∞, we have
H(M′)=H(M) due to Proposition 3, and hence, an optimal
policy for M′ is also optimal for M. We first prove that for
a given modified MDP M′, the objective function (21a) of
the convex program in (21a)-(21g) is the maximum entropy
H(M′) of M′. Then, we construct an optimal policy for M
using the optimal variables λ?(s, a) that solve the program in
(21a)-(21g) for (M′, C), where C is the set of all states in
MECs in M′.
We utilize the results of [22] to relate the variables λ(s, a)
with the expected residence time in states. In [22], it is
shown that variables λ(s, a)=
∑∞
k=0(Ppi)ks0,spis(a)=ξpis pis(a)
satisfy the constraint in (21b) and corresponds to the expected
residence time in a state-action pair (s, a) in an induced
MC Mpi . Additionally, λ(s) corresponds to the reachability
probability of states s∈C. Then, it is clear that for states
s∈S\C,
ξpis =
∑
a∈A(s)
λ(s, a). (35)
Additionally, if
∑
a∈A(s) λ(s, a)>0, we have
pis(a) =
λ(s, a)∑
a∈A(s) λ(s, a)
. (36)
Recall that for all s∈C and pi∈ΠS(M′), we have Lpi(s)=0
since H(M′)<∞. Therefore,
H(M′) = sup
pi∈ΠS(M′)
[∑
s∈S
ξpis L
pi(s)
]
(37)
= max
pi∈ΠS(M′)
[ ∑
s∈S\C
ξpis L
pi(s)
]
, (38)
due to Proposition 2 and Theorem 1. Our aim is to show that
the expression in (38) is equal to the objective in (21a).
For an arbitrary pi∈ΠS(M′), define the set
Gpi:={s∈S\C|ξpis =0}. Note that if Gpi 6=∅ for some
pi∈ΠS(M′), the states s∈Gpi do not affect the value of (38)
by the definition of Gpi . We consider two cases: (1) Gpi 6=∅
and (2) Gpi=∅. For case 1, we will show that states s∈Gpi do
not affect the value of (21a), and for case 2, we will show
that the expression in (38) is equal to the objective in (21a).
Case 1: We assume that Gpi 6=∅ and show that for any s∈Gpi ,∑
t∈S
η(s, t) log
(η(s, t)
ν(s)
)
= 0. (39)
Considering (21d)-(21f), and noting that 0≤Ps,a,t≤1 for
all t∈S, we have ν(s)≥η(s, t)≥0 for all t∈S. Hence, for
any s∈Gpi , we have ν(s)=η(s, t)=0 for all t∈S due to the
definition of the set Gpi and (35). We use the convention
0 log 00=0 which is based on continuity arguments and the
fact that whenever ν(s)=0, we have η(s, t)=0 for all t∈S. As
a result, we conclude that the states s∈Gpi do not affect the
value of the objective in (21a).
Case 2: We assume that Gpi=∅. In this case, for any
pi∈ΠS(M′), we have ξpis =
∑
a∈A(s) λ(s, a)>0 and, (36) holds
for all s∈S\C and a∈A(s). Plugging (35) and (36) into (38),
we obtain the objective function in (21a). (Note that η(s, t) and
ν(s) variables can be written in terms of λ(s, a) using (21d)-
(21e).) We conclude that the problem in (21a)-(21g) computes
the maximum entropy of M′.
Now, we construct an optimal policy for M. We show in
(38) that states s∈C does not affect the value of H(M′).
Therefore, an arbitrary assignment of actions in states s∈C
does not affect the optimality of a policy. Similarly, for a given
optimal policy pi?, an arbitrary assignment of actions in states
s∈Gpi? does not affect the optimality due to (39). Additionally,
by the construction given in (36), an optimal policy for
states s∈S\(C∪Gpi?) satisfies pi?s (a)= λ
?(s,a)∑
a∈A(s) λ?(s,a)
, where
λ?(s, a) are optimal variables for the problem in (21a)-(21g).
Since an optimal policy for M′ is also optimal for M due
to Proposition 3, we conclude that Algorithm 2 returns an
optimal policy for M. 
Proof of Lemma 2: For an MC Mpi induced by a policy
pi∈ΠS(M), let SB and SB0 be the union of its BSCCs
and the set of its transient states, respectively. Moreover, let
T :=Pathspifin(M)∩(S\SB)?SB . For states s∈SB0 and t∈S,
define sets
As,k := {s0 . . . sn ∈ T : n ∈ N,
n∑
i=0
1{si=s} = k},
B(s,t),k := {s0 . . . sn ∈ T : n ∈ N,
n∑
i=1
1{(si−1,si)=(s,t)} = k}.
Note that As,k is the collection of all paths along which
the state s is k times visited and a BSCC in Mpi is reached.
Similarly, the set B(s,t),k is the collection of all paths along
which the edge between state s and state t is k times traversed,
and a BSCC in Mpi is reached.
It is known that any finite MC almost surely reaches a BSCC
[23]. Thus, for any s∈SB0 and t∈S, we have
∞∑
k=0
PrpiM(As,k) =
∞∑
k=0
PrpiM(B(s,t),k) = 1. (40)
One can show using (40) that
ξpis =
∞∑
k=0
k PrpiM(As,k) (41)
for transient states s∈SB0 in Mpi . (We omit the derivation
here. The result can be obtained by using the countability of
As,k and performing a series of algebraic manipulations to
obtain (1). A similar derivation can also be found in [14].)
Let ξpis,t denote the expected number of transitions from a
state s∈SB0 to state t∈S. Then, we have
ξpis,t =
∞∑
k=0
k PrpiM(B(s,t),k), (42)
analogously to (41). Additionally, the relation between (41)
and (42) is given by Ppis,tξpis = ξpis,t, which can be obtained by
using a method similar to the one used in [36] to derive (1).
Let Ns0...sns,t be the number of transitions made from state
s∈SB0 to state t∈S along a finite path fragment s0 . . . sn∈T .
Then, we have
Ppis,tξpis = ξpis,t =
∞∑
k=0
∑
s0...sn∈B(s,t),k
k Ppi(s0 . . . sn) (43)
=
∑
s0...sn∈T
Ns0...sns,t Ppi(s0 . . . sn), (44)
where the equality in (43) follows from the fact that set
B(s,t),k is countable and each element s0 . . . sn∈B(s,t),k is
measurable. The equality in (44) is due to the fact that any
finite path fragment s0 . . . sn ∈ T is an element of one and
only one set B(s,t),k, and that for a given path fragment
s0 . . . sn, we have k=Ns0...sns,t by definition.
We next express the probability of a finite path fragment in
terms of the number of transition appearances. Then, we have
Ppi(s0 . . . sm) =
∏
(s,t)∈SB0×S:N
s0...sm
s,t >0
(Ppis,t)N
s0...sm
s,t . (45)
By assumption, we have H(M, pi)<∞. If s0∈SB , both the
entropy and the entropy of paths for Mpi are zero; hence, we
only analyze the case s0∈SB0 . In this case, the summation in
(16) is taken over transient states s∈SB0 since H(M, pi)<∞.
As a result,
H(M, pi) = −
∑
s∈SB0
ξpis
∑
t∈S
Ppis,t logPpis,t (46)
= −
∑
(s,t)∈SB0×S:Ppis,t>0
ξpis Ppis,t logPpis,t (47)
= −
∑
(s,t)∈SB0×S:Ppis,t>0∑
s0...sn∈T
Ns0...sns,t Ppi(s0 . . . sn) logPpis,t (48)
= −
∑
(s,t)∈SB0×S:N
s0...sn
s,t >0∑
s0...sn∈T
Ns0...sns,t Ppi(s0 . . . sn) logPpis,t, (49)
where (47) follows by removing transitions Ppis,t=0 and using
the convention 0 log 0=0, (48) follows from (44), and (49)
is obtained by removing state pairs (s, t)∈SB0×S for which
Ns0...sns,t =0.
Now, we analyze the entropy of paths. The entropy of paths
H(Pathspi(M)) for the induced MC Mpi can be written as
H(Pathspi(M)) =
−
∑
s0...sn∈T
Ppi(s0 . . . sn) logPpi(s0 . . . sn), (50)
= −
∑
s0...sm∈T∑
(s,t)∈SB0×S:N
s0...sn
s,t >0
Ns0...sns,t Ppi(s0 . . . sn) logPpis,t, (51)
where (51) is obtained by plugging (45) into (50).
Since (49) and (51) are equal, we conclude that
H(M, pi)=H(Pathspi(M)) for any pi∈ΠS(M), under
the assumption that H(M, pi)<∞ for all pi∈ΠS(M). 
APPENDIX B
In this appendix, we provide procedures to solve entropy
maximization and constrained entropy maximization problems
for MDPs with infinite maximum entropy.
1) Entropy maximization: In this case, for a given MDP
M with the union (C,D) of its MECs, there exists at least
one state s?∈C such that |∪a∈D(s?)Succ(s?, a)|>1 due to
Theorem 1. We aim to synthesize a policy that induces an
MC where the state s? is both stochastic and recurrent. For
simplicity, we assume that there exists only one state s? such
that |∪a∈D(s?)Succ(s?, a)|>1. We form the modified MDP
M′ by replacing each BSC MEC in M with an absorbing
state. Let SB and SNB be the set of all states in BSC MECs
and non-BSC MECs in M, respectively. We consider two
cases, namely s?∈SB and s?∈SNB . If s?∈SB , let C ′ be the
union of all absorbing states in M′ that are replaced with
BSC MECs in M, and C? be the absorbing state that is
replaced with the MEC that s? is contained in. We solve
the problem in (21a)-(21g) for (M′, C ′) together with the
constraint λ(C?)>0. (Note that if there is a non-BSC MEC
in M′, the constraint (23) should also be included to this
optimization problem.) We then use step 3 of Algorithm 2 to
obtain a policy for states s6∈C ′, and choose actions in state s?
such that |Succ(s?)|>1 in the induced MC. By construction,
the state s? is both stochastic and recurrent in the induced
MC, and due to Proposition 2, the entropy of the induced MC
is infinite. If s?∈SNB , we replace the MEC that state s? is
contained in with an absorbing state and follow steps similar
to the ones in the case s?∈SB to obtain an optimal policy.
2) Constrained entropy maximization: We suppose that the
feasible policy space for the problem in (30a)-(30b) is not
empty. The product MDP Mp contains a MEC (C,D) such
that |∪a∈D(s?)Succ(s?, a)|>1 for some s?∈C due to Theorem
1. We assume that there exists at least one non-BSC MEC
in Mp and there is only one state s? in Mp such that
|∪a∈D(s?)Succ(s?, a)|>1. These assumptions are introduced
just to simplify the case analysis. We first partition the states
into three disjoint sets B,S0 and Sr as explained in Section
VI-C. Then, we form the modified MDP M′p by replacing
each BSC MEC in Mp with an absorbing state. Let SB and
SNB be the set of all states in BSC MECs and non-BSC MECs
inMp, respectively. We consider two cases: 1) s?∈SB and 2)
s?∈SNB .
Case 1: If s?∈SB , let C ′ be the union of all absorbing states
in M′p that are replaced with BSC MECs in Mp, and C? be
the absorbing state that is replaced with the MEC that s? is
contained in. We obtain a policy for states s∈Sr by solving
the problem in (21a)-(21g) for (M′p,C ′,β,Γ) together with the
constraints (23), (31) and λ(C?)>0. Then, we choose actions
in state s? such that |Succ(s?)|>1 in the induced MC. Note
that if this problem is infeasible, then there exists no policy
that induces an MC with infinite entropy whose paths satisfies
the LTL specification with probability β. In this case, the
maximum constrained entropy is unbounded, and we follow
the steps that are explained in Section VI-C2 to synthesize a
policy that induces an MC with arbitrarily large entropy.
Case 2: If s?∈SNB , we consider two cases, namely
s?∈B∪S0 and s?∈Sr. If s?∈B ∪ S0, we replace the MEC
that s? belongs to in M′p with an absorbing state. Then, we
synthesize a policy that induces an MC with infinite entropy
whose paths satisfy the LTL specification with probability
β as explained in Case 1. Additionally, to ensure that the
state s? is recurrent in the induced MC, we choose actions
in states that belong to the same MEC with s? such that
the MEC forms a BSCC in the induced MC. If s?∈Sr, the
maximum constrained entropy is not infinite because no state
s∈Sr can be recurrent in an induced MC that satisfies the LTL
specification with probability β>0. In this case, the maximum
constrained entropy is unbounded, and we use the procedure
explained in Section VI-C2 to synthesize a policy that induces
an MC with arbitrarily large entropy.
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